In anticipation of the availability of next-generation sequencing data, there is increasing interest in investigating association between complex traits and rare variants (RVs). In contrast to association studies for common variants (CVs), due to the low frequencies of RVs, common wisdom suggests that existing statistical tests for CVs might not work, motivating the recent development of several new tests for analyzing RVs, most of which are based on the idea of pooling/collapsing RVs. However, there is a lack of evaluations of, and thus guidance on the use of, existing tests. Here we provide a comprehensive comparison of various statistical tests using simulated data.
INTRODUCTION
Genome-wide association studies (GWASs) have successfully identified thousands of common genetic variants, mainly common single nucleotide variants (SNVs), associated with complex traits, including many common diseases (Hindorff et al 2010) .
However, these identified variants can only explain a small proportion of inheritable phenotypic variance (Maher 2008) , leaving the door open for many more yet to be discovered variants. A popular hypothesis is that many more rare variants (RVs) may contribute to the missing heretability unexplained by discovered common variants (CVs) (Bodmer and Bonilla 2008; Gorlov et al 2008; Pritchard 2001; Pritchard and Cox 2002) . At the same time, biotechnological advances have made it feasible to re-sequence parts of or whole genomes.
In anticipation of the arrival of massive amounts of next-generation sequencing data, the chance of success in detecting association between complex traits and RVs largely depends on statistical analysis strategies for RVs; see two excellent timely reviews (Asimit and Zeggini 2010; Bansal et al 2010) . Since frequencies of RVs are very low, even with high penetrance, it will be difficult to detect association with any single RV. Hence, the most popular statistical test for GWAS based on testing single SNVs is not expected to perform well. In fact, in light of the significant difference in variant frequencies between RVs and CVs, common wisdom might suggest that many existing methods for CVs would not work either, motivating the development of new statistical tests specifically targeting RVs. The most striking feature of several recently proposed new tests for RVs is the idea of pooling or collapsing: rather than testing on individual SNVs one by one (as in GWASs), one would pool or collapse multiple rare SNVs together such that collectively they would have a reasonably high frequency, and then apply a test to the collapsed genotype (Morgenthaler and Thilly 2007; Li and Leal 2008; Madsen and Browning 2009; Price et al 2010) . Albeit well motivated and shown to perform better than single SNV-based testing, such a pooling strategy has its own limitations. If the RVs to be pooled are associated with the trait in different directions, i.e. some are associated positively while others negatively, the strategy of pooling may weaken or diminish the signal in associated RVs. Furthermore, if many of the RVs are non-causal, i.e. they are not associated with the traits, pooling will inevitably introduce noises into the collapsed genotype and thus have reduced statistical power. Note that, the effects of RVs are not always in the same direction: they can be protective or deleterious. For example, some RVs in gene PCSK9 are associated with lower plasma levels of low-density lipoprotein cholesterol (LDL-C) while others associated with higher levels of LDL-C (Kotowski et al 2006) . In recognition of these limitations, several methods based on model selection have been proposed recently (Han and Pan 2010; Hoffmann et al 2010; Bhatia et al 2010; Zhang et al 2010) . The main idea is to determine whether a RV should be pooled, and if so, what is its association direction. Since these methods are based on either a marginal test or a step-up procedure on each individual RV, the power of selecting a RV and determining its association direction may be limited.
Here we propose two new model-selection procedures that improve over the existing pooled association tests while maintaining low computational cost, borrowing the idea of Basu et al (2010) in linkage analysis.
Very recently several new tests, including a kernel-based adaptive clustering (KBAC) (Liu and Leal 2010) , a C-alpha test (Neale et al 2011) and a replication-based test (RBT) (Ionita-Laza et al 2011) , specifically designed for RVs and aiming to overcome various weaknesses of the pooled association tests, have appeared. However, no comparison was made among these new tests and model-selection approaches for RVs.
More generally, in the current literature, there is no evaluation on the applicability of most existing tests to RVs. Although most existing tests have been proposed for and mainly applied to CVs, some were originally developed for high-dimensional data and thus are likely to be robust to the large number of parameters facing the analysis of RVs, and may have reasonable power for RVs. Goeman's score test (Goeman et al 2006) and kernel machine regression (KMR) are two such examples.
Since Goeman's test is permutation-based and is equivalent to a test called the sum of squared score (SSU) test (Pan 2009 ), we consider the SSU test here. As to be shown, perhaps surprisingly, both the SSU test and KMR, along with the C-alpha test specifically proposed for RVs (Neale et al 2011) , performed extremely well under certain situations when the pooled association tests had low power. In summary, given the compelling interest of the scientific community in detecting association between complex traits and RVs while little is known about the relative performance and merits of various existing and new tests, it is timely to have a comparative evaluation of the tests, an endeavor taken here.
METHODS
To be concrete, we restrict the attention to the case-control design with a binary trait, say disease, though many of the methods discussed are based on logistic regression and can be easily extended to generalized linear models (GLMs) for other types of traits. We do not consider adjusting for covariates, such as environmental factors, though again methods based on logistic regression can easily accommodate covariates. We assume that the analysis goal is to detect whether there is any association between the disease and a group of rare SNVs, for example, SNVs in a sliding window or in a functional unit such as gene. We denote the binary trait Y i = 0 for n 0 controls, and Y i = 1 for n 1 = n − n 0 cases. The k variants are coded by an additive genetic model: X ij = 0, 1 or 2 for the number of the rare variant (minor allele) for SNV j, j = 1, ..., k.
Methods originally proposed for common variants

Logistic regression
Several most popular statistical tests are based on logistic regression:
The null hypothesis to be tested is H 0 : β = (β 1 , ..., β k ) ′ = 0. Maximum likelihood can be utilized to derive asymptotically equivalent score test, Wald's test and likelihood ratio test (LRT); here we focus on the score test for its computational simplicity. For model (1), the score vector and its covariance matrix are
where 
where U j is the jth element of U and V jj is the (j, j)th element of V . An adjustment for multiple testing has to be made. Although the Bonferroni and permutation methods are most commonly used, a better way is to derive the null distribution of T UminP and thus a p-value based on numerical integration with respect to a multivariate Gaussian density (Conneely and Boehnke 2007) .
A joint test as an alternative to the UminP test is the multivariate score test:
which has an asymptotic chi-squared distribution with degrees of freedom (DF) k. If DF k is large, the test may not have high power. Pan (2009) proposed two tests, called sum of squared score (SSU) and sum of weighted squared score (SSUw) tests:
where Diag(V ) is a diagonal matrix with the diagonal elements of V . Under H 0 , each of the two test statistics has an asymptotic distribution of a mixture of χ 2 1 's, which can be approximated by a scaled and shifted chi-squared distributions (Pan 2009 ).
The two tests can be regarded as modified score test by ignoring the non-diagonal elements of V , i.e. correlations among the components of U, which is known to be advantageous for high-dimensional data (Chen and Qin 2010) . More importantly, as shown by Pan (2009) , the SSU test is equivalent to the permutation-based version of Goeman's (2008) test, which is derived as a variance component score test for a random-effects (R-E) logistic regression model. Specifically, in model (1), if we assume β j 's as random effects drawn from a distribution with E(β) = 0 and Cov(β) = τ Σ, then Goeman's score test on H 0 : τ = 0 is
where tr(A) is the trace of matrix A. Observing that V is invariant to permutations of Y , we know that, under permutations, using S is equivalent to using S P = U ′ ΣU, which is equivalent to the SSU, SSUw and score test statistics with Σ = I, Σ = Diag(V ) and Σ = V , respectively. Note that Goeman's test was originally derived to test on a large number of parameters for high-dimensional microarray data, though its good performance for lower-dimensional SNV data have been empirically confirmed too (Chapman and Whittaker 2008; Pan 2009 ).
Another test performed well under certain situations for CVs is the so-called Sum test, as noted by Chapman and Whittaker (2008) and Pan (2009) . The Sum test was motivated to strike a balance between jointly testing on multiple SNVs and its resulting DF. The Sum test is based on a key and generally incorrect working assumption that the SNVs are all associated with the trait with a common association strength:
where β c reflects the common odds ratio (OR) between the trait and each SNV (Price et al 2010) . It is straightforward to do so in logistic regression: with a set of weights w = (w 1 , ..., w k ) ′ , we can simply weight the codings for SNVs; that is, rather than using 
With such weights, which already use the disease labels, the asymptotic SSU test (and Sum test) would have inflated Type I error rates. Alternatively, we use a standard permutation to calculate p-values, and denote the resulting test wSSU-P.
Logistic kernel machine regression and genomic similarity-based methods
Rather than testing the effects of the SNVs parametrically (i.e. linearly in our specified model (1)), one can adopt a nonparametric model:
where h(.) is an unknown nonparametric function to be estimated, offering the flexibility in modeling the effects of the SNVs on the trait. In a specific approach called kernel machine regression (KMR) , the form of h(.) is determined by a userspecified positive and semi-definite (psd) kernel function K(X i ., X j ), which measures the genomic similarity between the genotypes of subjects i and j. Some commonly used kernels include linear, identity-by-descent (IBS) and quadratic kernels. By the representer theorem (Kimeldorf and Wahba 1971) , h i = h(X i ) = n j=1 γ j K(X i , X j ) with some γ 1 ,...,γ n . To test the null hypothesis of no association between the phenotype and SNVs, one can test H 0 : h = (h 1 (X 1 ), ..., h n (X n )) ′ = 0. Denote K as the n×n matrix with the (i, j)th element as K(X i , X j ) and γ = (γ 1 , ..., γ n ) ′ , then we have h = Kγ. Treating h as subject-specific random effects with mean 0 and covariance matrix τ K, testing H 0 : h = 0 for no SNV effects is equivalent to testing H 0 : τ = 0.
The corresponding variance component score test statistic is
whose asymptotic null distribution is a mixture of χ 2 1 's, which can be approximated by a scaled chi-squared distributions (Wu et al 2010) .
The above logistic KMR can be extended to include other covariates and for other traits, e.g. linear models for quantitative traits (Kwee et al 2008) . Since the kernel function measures the similarity of two genotypes, KMR is expected to be related to genomic-distance based regression (GDBR) of Wessel and Schork (2006) 
where K = ZZ ′ . Hence, the difference between the SSU test for model (1) and logistic KMR is only in the transformation of SNV codings in model (6), while both tests are actually an SSU test applied to two different regression models. A special case is that, for a linear kernel K, we have K = XX ′ ; that is, Z = X, under which the SSU and KMR are equivalent.
Empirically it has been found that GDBR and KMR performed very well in detecting disease association with CVs (Lin and Schaid 2009; Wu et al 2010; Han and Pan 2010b) . Albeit proposed for and mainly applied to CVs, first Wessel and Schork (2006) , and more recently Bansal et al (2010) commented that GDBR (and thus KMR) could be applied to sequence data to detect association with RVs.
To our knowledge, the above statistical tests originally proposed for CVs have never been applied to RVs. Intuition might argue against their application to RVs.
However, as to be shown, perhaps quite surprisingly, some of them performed quite well in our numerical studies. We will offer some explanations in Discussion.
Methods for rare variants
Pooled association tests
The first test specifically designed for RVs is perhaps the cohort allelic sums test (CAST) (Morgenthaler and Thilly 2007) . CAST works by first collapsing the genotypes across RVs to generate a "super-variant":
rare variant is present), and X i,C = 0 otherwise. It then tests the association between the trait and this new X i,C . It can be regarded as fitting a logistic regression model
and testing H 0 : β C = 0. The most striking feature of CAST, as the Sum test, is its testing on a single parameter, thus low DF and possibly increased power.
As pointed out by Han and Pan (2010) , the CAST is closely related to the Sum test: both test on only a single parameter representing some average effect of the multiple SNVs. They differ in their coding of the "super-variant": lapsing (CMC) test, which modifies the CAST to improve its performance when both rare and common variants are present. Specifically, for any rare mutations with their minor allele frequencies (MAFs) less than some threshold, say 0.05, they will be combined into a new group as in the CAST, while each common variant (e.g. with MAF > 0.05) forms its own group, and the generalized Hotelling's test (Fan and Knapp 2003; Xiong et al 2002) is applied to such formed multiple groups. Note that the generalized Hotelling's test is closely related to the score test in logistic regression (Clayton et al 2004) . Hence, for only RVs, the CMC test is essentially the same as the CAST (and the Sum test).
The weighted sum (w-Sum) test of Madsen and Browning (2009) is also based on the idea of collapsing RVs. It differs from the Sum test in i) using a weighted sum, instead of a simple sum, of RVs by their MAFs, and ii) comparing the ranks of the weighted sums, rather than the sums themselves, between the case and control groups. Hence, putting aside the difference in weighting, the wSum test is analogous to the Mann-Whitney-Wilcoxon rank test, while other pooled association tests are analogous to the t-test.
The main advantage of the above pooled association tests is their minimum DF at 1, hence no loss of power due to large DF or multiple testing adjustment. However, as pointed out by Han and Pan (2010) , they all share a common weakness: they suffer from possibly significant power loss if the association directions of the causal variants are opposite. This can be most clearly seen from the Sum test. Generally, the common association parameter β c in (3) 
Methods based on model selection
A general model has been proposed by Hoffmann et al (2010) :
with γ j = w j s j , where w j is a weight assigned to SNV j, s j = 1 or −1 indicating whether the effect of SNV j is positive or negative, and s j = 0 indicating the exclusion of SNV j from the model (i.e. the SNV is unlikely to be associated with the trait). Yi and Zhi (2011) proposed a Bayesian approach to determining γ j 's adaptively. Madsen and Browning (2009) suggested to weight RVs with the weights depending on their
MAFs. However, it is still debatable on how to appropriately weight the SNVs, and if needed, it is not difficult to incorporate a weighting scheme into most methods discussed here. Hence we do not discuss the use of weights and always assume w j = 1 for any test except the wSum and wSSU-P tests or otherwise specified.
The pooled association tests correspond to fixing s j = 1 for all j's. Several existing model-selection-based methods can be classified into one of the two classes: 1) Choosing s j = 1 or −1 in a data-dependent manner. Han and Pan (2010) proposed an adaptive Sum (aSum) test, in which the value of each s j is determined based on a univariate test on the marginal association between the trait and SNV j for j = 1, ..., k.
2) Choosing s j = 1, 0 or −1 in a data-dependent manner. A Step-up procedure (Hoffmann et al (2010) and a covering method (called RareCover) (Bhatia et al 2010) have been proposed to determine the value of s j 's, both in a manner of forward variable selection: starting from a null model without any SNV, SNVs are selected one by one based on their statistical significance and then added into the model.
Here we propose two new methods, both of which start from the Sum test with all s j = 1. The main motivation is that, since the individual effect of each RV is hard to detect while the Sum test (or any other pooled association test) has proven useful for RVs, rather than starting from a null model (as in the Step-up and the RareCover procedures) or testing on marginal association (as in the aSum test), we would like to start from the Sum test and make any necessary adjustment on the values of s j 's, which may result in higher power. In the first method, called Sequential Sum test (Seq-Sum), for each SNV j with j = 1 and increased to k, we determine which of the two models, the current model with s j = 1 and the other model with s j = −1 (while all other s j 's fixed at their current values for both models), is preferred based on which model yields a larger (maximized) likelihood; then we increase j by one and repeat the above process until we have tried j = 1, ..., k. In the second method, called Sequential Sum test with variable selection (Seq-Sum-VS), starting from SNV j = 1,
we consider three models with s j = 1, 0, and −1 respectively, and choose the model with the largest (maximized) likelihood; then we increase j by 1, and repeat the above process until having tried j = 1, ..., k sequentially. Hence Seq-Sum considers only the coding of each SNV (i.e. its protective or harmful effect), while Seq-Sum-VS considers selecting both SNVs and their association directions. It is noted that the two methods consider only a total of k + 1 and 2k + 1 candidate models respectively.
Due to the nature of their sequential search and dependence on the order of the SNVs, unlike the Step-up and CoverRare procedures, it is unlikely that they will select the best model (in terms of the largest maximized likelihood). Nevertheless, there are two possible benefits. One is the obviously reduced computational cost when compared to an exhaustive search for exponentially many (i.e. 2 k and 3 k ) models. The second benefit is less obvious: there is also lower cost for multiple testing adjustment due to a reduced number of model comparisons. Computationally, rather than using the maximized likelihood as the criterion to select models, which requires fitting each model by an iterative algorithm to obtain the maximum likelihood estimates, we adopt a score test, which is computationally much faster. The proposed Seq-Sum test is closely related to a new adaptive Sum test of Pan and Shen (2011) , which is more flexible while overcoming a weakness of the Seq-Sum method, namely, its dependence on an arbitrary ordering of the SNVs.
In general, it is difficult to analytically derive the null distribution of a test statistic after model selection. For each procedure above, we use permutations to calculate p-values.
Kernel-based adaptive clustering
Liu and Leal (2010) proposed a method called kernel-based adaptive clustering (KBAC) for RV association testing. KBAC works by grouping/clustering mutation patterns across the variants, and assigning each mutation pattern a kernel-based weight adaptively determined by data. Specifically, suppose that among the cases and controls, we have M + 1 mutation patterns across all k variants, denoted as
..,G M , where G 0 represents the wild-type without any mutation. We also assume that there are n 1,i cases and n 0,i controls with mutation pattern G i ; denote
the risk of having disease is estimated as
where the weight w i is determined by a hyper-geometric kernel:
with C(a, b) as the combination number of choosing b out of a. The p-value is calculated by standard permutations (for small samples while a Monte Carlo approximation is used for large samples).
From the expression of T KBAC , we see that its performance may deteriorate in the presence of both protective and harmful causal variants: some positive and negative components (n 1,i /n 1 − n 0,i /n 0 )w i may cancel out with each other in the sum, though the use of weight w i may alleviate the problem. A simple modification as shown below may help overcome the problem:
though we do not pursue it here. In addition, KBAC includes non-causal variants in forming mutation patterns, which may dramatically increase the number of mutation patterns (M) and thus effectively reduce the group sizes n .i 's, leading to loss of power.
Nevertheless, the KBAC test is attractive in detecting possible interactions among the variants, though we do not pursue this issue here.
C-alpha test
Neale et al (2011) proposed using the C-alpha test of Neyman and Scott (1966) .
It is based on testing for a common value (i.e. homogeneity) for a set of binomial proportions, not on logistic regression.
For SNV j, assume there are n j subjects with the rare mutation (or minor allele); among those n j subjects, we have m j cases with mutation (and n j − m j controls with mutation). We assume m j ∼ Bin(n j , p j ). Under the null hypothesis of no association between the disease and SNV j, we have p j = p 0 for some common p 0 for all j = 1, ..., k. For a case-control study as considered here, we have p 0 = 1 − n 0 /n.
The C-alpha test is based on the following:
where
is the binomial probability P r(U = u) for U ∼ Bin(n j , p 0 ). If all m j 's are independent, then under the null hypothesis of no association between any SNV and the disease, the test statistic
has an asymptotic distribution of N(0, 1), from which a p-value can be calculated.
Alternatively, one can permute the disease labels Y , calculate Z's for permuted data and thus a p-value. We denote the two versions of the tests using the asymptotic distribution and the permutation distribution respectively as C-alpha-A and C-alpha-P.
The C-alpha test treats SNV-specific mutation rates p j 's as a random sample drawn from some common distribution, say G. Under H 0 , the distribution reduces to a point mass at p 0 . Hence, the C-alpha test can be regarded as testing on the variance component of G: the variance of p j 's is 0 under H 0 . The C-alpha test is a score test for such a homogeneity problem (Zelterman and Chen 1988) , bearing some similarity to the framework of the variance component testing for a R-E model, under which the SSU and KMR can be formulated. In fact, as shown in Appendix, the general homogeneity score test of Zelterman and Chen (1988) has the same form of Goeman's test.
Each component of the C-alpha test statistic, T C,j , contrasts the sample variance for variant j with its theoretical variance under H 0 . Since the 4th central moment is
which is an increasing function of n j . Thus, similar to the SSU test (and KMR), since the C-alpha test statistic is a simple sum of the statistics for the variants,
, it may be dominated by the variants with large V ar(T C,j ), e.g. those with high MAFs; it is possible, and even productive, to weight the components suitably with a set of weights w j 's to yield a weighted version of the C-alpha test:
As to be shown, similar to the SSU test, the C-alpha test does not perform well in the presence of non-causal CVs, in which case its weighted versions are more powerful.
We can use weights w j as shown in (4), or w j = 1/ V ar(T C,j ), and calculate their p-values using permutations; we denote the resulting tests as w1C-alpha-P and w2C-alpha-P respectively. Since V ar(T C,j ) = 0 and 0.25 for n j = 1 and n j = 2 respectively, we define w j = 1/0.5 for n j = 1, the same as w j for n j = 2, in the w2C-alpha-P test.
As to be shown, the two weighted C-alpha tests did not perform as well as the wSSU-P test, and will be skipped in most of simulations.
Replication-based test
Ionita-Laza et al (2011) proposed a new test called replication-based test (RBT).
The RBT is similar to a pooled association test but purposefully designed to deal with possibly different association directions. In addition, a new weighting scheme is adopted to improve power. Using the same notation as before, suppose that for variant j there are n j mutations in cases and m j − n j mutations in controls. Define a statistic to measure the enrichment of mutations in cases:
where ppois(a, b) is the cumulative distribution function of a Poisson distribution P ois(b) evaluated at a. Similarly we measure the enrichment of mutations in controls with
The final test statistic is T R = max(S + , S − ). The p-value is calculated by permutations Although the RBT was designed to differentiate between protective and harmful variants, it treats and tests the two groups separately, hence may lose power. Furthermore, for a non-causal variant j, it is likely that n j = m j /2, under which case non-causal variant j will be pooled over into the test statistic, though its weight w j may be relatively small; nonetheless, the RBT may lose power in the presence of a large number of non-causal RVs.
A summary
We compare the above tests in several aspects as shown in Table 1 . We do not include CAST and CoverRare since they are similar to CMC and Step-up respectively.
We note that the wSum test uses permutations to estimate the mean and variance of its asymptotic Normal distribution, and does not need a large number of permutations to reach high statistical significance, which is required by other permutation-based tests. We also note that the CMC was proposed to use the generalized Hotelling's test, which does not accommodate covariates and other types of traits as shown in Table 1 . However, since Hotelling's test is equivalent to the score test in logistic regression (Clayton et al 2004) , it is easy to generalize the CMC test to accommodate covariates and other types of traits if the score test in a GLM is adopted. Finally, we will call the Sum, CMC and wSum tests loosely as the pooled association tests (that do not consider selecting SNVs and their association directions).
Simulated data
We generated simulated data as in Wang and Elston (2008) and Pan (2009) .
Specifically, we simulated k SNVs with the sample size of 500 cases and 500 controls.
Each RV had a mutation rate or MAF uniformly distributed between 0.001 and 0.01, while for a CV it was between 0.01 and 0.1. First, we generated a latent vector Z = (Z 1 , ..., Z k )
′ from a multivariate normal distribution with a first-order auto-regressive (AR1) covariance structure: there was an correlation Corr(Z i , Z j ) = ρ |i−j| between any two latent components. We used ρ = 0 and ρ = 0.9 to generate (neighboring) SNVs in linkage equilibrium and in linkage disequilibrium (LD) respectively. Second, the latent vector was dichotomized to yield a haplotype with MAFs each randomly selected. Third, we combined two independent haplotypes and obtained genotype data X i = (X i1 , ..., X ik ) ′ . Fourth, the disease status Y i of subject i was generated from the logistic regression model (1). For the null case, we used β = 0; for non-null cases, we randomly selected 8 non-zero components of β while the remaining ones were all 0. Fifth, as in any case-control design we sampled 500 cases and 500 controls in each dataset.
We considered several simulation set-ups. Throughout the simulations, we fixed the test significance level at α = 0.05 (or α = 0.01 in a few cases), and used 500 permutations for each permutation-based method. The results were based on 1000 independent replicates for each set-up.
We used the R code of Wu et al (2010) implementing the KMR methods. We used the linear, IBS and quadratic kernels; since the first two performed similarly across all simulations, we present results for the linear and quadratic kernels. We used the R package thgenetics implementing the Step-up procedure, and a C++/R implementation of KBAC. We implemented all other tests in R. For the CMC test, we used the default cut-off of MAF ≤ 0.05 for RVs, though we explored using the cut-off ≤ 0.01 in a few cases.
RESULTS
Independent RVs
We first consider that there is no linkage disequilibrium (LD) between any two RVs, mimicking the situation where mutations are all completely random and independent of each other. To investigate the possible dependence of performance on the significance level, we used both α = 0.05 and α = 0.01. Table 2 shows that all the tests had satisfactory Type I error rates except that the C-alpha-A test might have some inflated Type I error rates at α = 0.01, suggesting that perhaps a larger sample size is needed for using its asymptotic distribution with a more stringent significance level.
For power comparison, the overall conclusions are the same with either α = 0.05 and α = 0.01. First, for the non-null case that the eight causal RVs shared a common OR (Table 3) , which is ideal for the pooled association tests (Sum, CMC, wSum), the pooled association tests and KBAC were most powerful if there were no or few non-causal RVs (i.e. RVs not associated with the trait). As the number of non-causal RVs increased, the SSU and KMR gradually became the most powerful while the Calpha test and the model selection approaches also had much improved performance relatively. The KBAC was most powerful except for the case with 64 non-causal RVs.
Note that the aSum test maintained power as high as that of the Sum test, while the single SNV-based test, UminP, most commonly used in GWAS, had consistently low power.
For the case that the association strengths of the causal RVs were not constant with possibly opposite directions (Table 4) , it is confirmed that the pooled association tests performed similarly and suffered from substantial loss of power. Across all the situations, the SSU, KMR and C-alpha performed similarly and were most powerful.
Although the three sequential model selection approaches (Step-up, Seq, Seq-VS), the KBAC and the aSum test performed well with no or few non-causal RVs, surprisingly, as the number of non-causal RVs increased, their performance deteriorated more than that of the SSU, KMR and C-alpha tests. Nevertheless, the above procedures did improve over the pooled association tests.
It is noted that the CMC(0.01) test (with MAF ≤ 0.01 as the cut-off for RVs) was less powerful than the default CMC, i.e. CMC(0.05), test in Table 3 because the former unnecessarily formed a few extra groups for CVs and increased the DF of the test; in contrast, the former performed better than the latter in Table 4 , presumably because some causal RVs might have an overall MAF > 0.01 (due to their enrichment in cases) and the CMC(0.01) test grouped these causal RVs into separate groups, avoiding pooling them over with other causal RVs with opposite association directions and thus improving power. Hence, the choice of the MAF threshold for RVs is important for CMC, but it is unclear how to do so generally in practice.
It is noted that since the true model was the main-effects model (1), KMR with a linear kernel corresponded to using the true model, thus it was more powerful than using a quadratic kernel; the small performance difference between using the two kernels demonstrated the robustness of the KMR method. It is also noted that, since all the RVs were independent, the covariance matrix V was nearly diagonal, and thus the score test and SSUw test performed similarly. Finally, since in the current simulation set-up, causal RVs were randomly chosen with various MAFs, it was not informative to weight the variants according to their MAFs, suggesting why the SSU test outperformed the wSSU-P and SSUw tests.
RVs in LD
We next consider the case where all the RVs, both causal and non-causal ones, were possibly correlated. In this case, if a RV was associated with the disease, so were the other RVs since they were in LD. For the null case (Table 5) , all the tests except C-alpha-A had their Type I error rates well controlled. Since the asymptotic distribution of the C-alpha test is derived under the assumption that all the RVs are independent, which was violated here, one has to use its permutational distribution, which appears to work well.
For the non-null case with varying association strengths (Table 5) , again all the pooled tests suffered from significant power loss, while the SSU, KMR and C-alpha-P tests were most powerful. The three sequential model selection approaches and KBAC performed similarly and better than the aSum test, and all improved over the pooled association tests.
Due to the LD among the RVs, the score test and SSUw test performed differently:
When there was no non-causal RVs, the score test was more powerful; however, as the number of non-causal RVs increased, the SSUw test became much more powerful than the score test.
No LD between causal RVs and non-causal RVs
Now we consider the case where causal RVs were correlated, non-causal RVs were also correlated, but there was no LD between causal and non-causal RVs. For the null case (Table 6) , again all the tests except the C-alpha-A had satisfactory Type I error rates. The C-alpha-A did not work because its independence assumption on the RVs was violated.
For power comparison, again due to the presence of opposite association directions, the pooled association tests performed similarly and had the lowest power. With no or few non-causal RVs, Seq-aSum and Seq-aSum-VS performed best, closely followed by the C-alpha-P, KMR and SSU tests; for a larger number of non-causal RVs, the C-alpha-P, KMR and SSU tests were the winners.
Independent RVs and CVs
Finally we considered the case with independent RVs and four non-causal CVs (with MAFs randomly between 0.01 and 0.1). Although the aSum test was proposed by Han and Pan (2010) to group CVs separately from RVs, as done in CMC, for simplicity here, we did not do such groupings. All the tests had satisfactory Type I error rates (not shown). For power comparison (Table 7) , it is most notable that the SSU, KMR and C-alpha tests were all low-powered, due to the undue influence of the CVs, as analyzed before. The performance of the pooled association tests and KBAC also degraded. With CVs, variable selection worked well as evidenced by the good performance of the Step-up procedure, and by that the Seq-aSum-VS performed much better than Seq-aSum without variable selection. We also note that the weighted C-alpha tests were much more powerful than the original unweighted C-alpha test; between the two weighted C-alpha tests, the first one with weights inversely proportional to the MAFs performed much better than the second one in the presence of a large number of non-causal RVs, but not so otherwise; neither was more powerful than the wSSU-P test. Overall, the weighted SSU test (wSSU-P) performed best, closely followed by the Step-up procedure, then by the SSUw and score tests.
DISCUSSION
The three pooled association tests (i.e., Sum, CMC and wSum) performed similarly for RVs. They were most powerful when there were no opposite association directions and when there were no or only few non-causal RVs; otherwise, they suffered from a substantial loss of power.
Perhaps the most surprising and interesting finding is that, overall, in the presence of opposite association directions and non-causal RVs, the SSU, KMR and C-alpha-P performed similarly and best. Although the three methods appear quite different, they share a common feature: all can be regarded as testing on a variance component in a random-effects model, thus are robust to a large number of parameters induced by a large group of RVs. This is related to the success story of the class of gene set tests, including both the SSU-equivalent Goeman's test (Goeman et al 2004) and KMR (2008) , applied to high-dimensional microarray data. Furthermore, the SSU test and KMR are themselves closely related to each other (Pan 2011) , and share some advantages: they can be applied to other GLMs for other types of traits, such as quantitative or survival traits, and to adjust for other covariates, such as environmental factors, which are important as argued by Bansal et al (2010) .
The approaches based on model selection (aSum, Step-up, Seq-aSum, Seq-aSum-VS) improve over the pooled association tests in the presence of opposite association directions. However, in spite of their strong motivation for model selection, their performance might not be as impressive as expected, especially in the presence of a large number of non-causal RVs. A possible explanation lies in the trade-off between the gain and the cost of model selection: in spite of possibly a strong association with the trait, due to its low frequency of any single RV, often there is only minimal power to detect its own association with the trait, rendering it difficult to distinguish whether the RV is or is not associated with the trait, and if so, whether its effect is protective or harmful. As shown by the close performance between Seq-aSum and Seq-aSum-VS, there is only minimal gain or loss in selecting causal RVs. On the other hand, as shown here, when there were both protective and deleterious causal RVs and few non-causal RVs, our newly proposed Seq-aSum and Seq-aSum-VS were or nearly were the most powerful, suggesting their applicability not only to RVs, but also to CVs: in analyzing multiple common SNVs in an LD region, if the untyped causal SNV is in LD with the multiple typed SNVs, the two methods could be powerful. In addition, leveraging on the idea of pooling and thus reduced degrees of freedom, they
can be also applied to detect epistasis, as done in He et al (2010) .
Several approaches are not considered here, including penalized regression (e.g. CVs, largely due to their no aiming to control Type I error rates (which is required to make a formal and fair comparison with other statistical tests) and associated high computing cost in permutation tests, especially if one aims to take account of the uncertainty in choosing optimal penalization or tuning parameters. Penalized regression and logic regression belong to the class of model selection-based approaches.
Compared to the four selection methods compared here, penalized regression and logic regression are believed to have some advantages. However, existing penalized regression and logic regression methods do not incorporate the strategy of collapsing RVs or of random-effects models, two key elements for the success of the compared methods for RVs; further studies are needed to evaluate their performance. Another approach is based on haplotype inference Li et al 2010) , which is appealing for its applicability to GWAS for association analysis of more frequent RVs in the MAF range of 0.1%-5%. Bansal et al (2011) applied applied several other existing statistical methods with an application to a real sequence dataset.
We note that Price et al (2010) proposed using multiple thresholds and (possibly predicted) biological functional annotations to group RVs and empirically showed its advantage over using only one group. For simplicity, we have only considered the use of a single group. However, our conclusion should be useful for the case with multiple groups for RVs: a test with high power for a single group is likely to be even more powerful for multiple groups that are appropriately constructed, as shown by Pan and Shen (2011) . As shown by our simulation studies, mixing non-causal CVs (or RVs with relatively higher MAFs) with RVs may degrade the performance of several tests, especially the SSU, KMR, C-alpha and KBAC tests. Hence it is a critical question in practice how to define RVs, to which a test is applied. There are two possible ways. The first way is to use the multiple cut-offs of MAF to define RVs and then combine the test results, as implemented in the multiple threshold test of Price et al (2010) and in the adaptive tests of Pan and Shen (2011) . Second, as shown here and by other authors (Madsen and Browning 2009) , weighting the variants in a test with suitably chosen weights (e.g. inversely proportional to their MAFs) may improve the performance of the test. We have not investigated these issue extensively and more studies are needed in the future. Finally, the simulation set-ups considered here are similar to Li and Leal (2008) , but may still be over-simplified. Although there is no compelling statistical argument for the strong dependence of our conclusions on the simulation set-ups, it would be helpful to consider more practical set-ups, such as using real sequencing data; we did not pursue it here due to lack of publicly available large samples of sequencing data. With a sample size of currently only several hundreds with multiple racial/ethnic groups provided by the 1000 Genome Project, it is not clear how to best construct simulated data to mimic real data while maintaining the low MAFs of RVs. Although we acknowledge the limitation of our current simulation set-ups, they do illustrate some useful properties of various tests, such as how they perform in the presence of opposite association directions, of non-causal RVs and/or CVs, and of correlated SNVs.
In summary, since there is a large power difference between the pooled association tests and the random-effects model-based approaches (SSU, KMR and C-alpha-P) at either of the two extremes (i. 
APPENDIX: RELATIONSHIPS BETWEEN GOEMAN'S TEST AND ZELTERMAN AND CHEN'S HOMOGENEITY TEST
We first review Zelterman and Chen's homogeneity test. Suppose that y 1 ,...,y n are independent random variables with respective pdf's f i (y i |λ i ), conditional on a k-dimensional parameter λ i . Under H 0 , all λ i 's are equal to a fixed vector λ 0 . It is assumed that λ i 's are random: λ i = λ 0 + az, where z is a k-dimensional random variable with E(z) = 0 and Cov(z) = Σ = (σ st ). Under this formulation, testing H 0 is equivalent to testing H ′ 0 : a = 0. Zelterman and Chen (1988) showed that the score test statistic for H ′ 0 is
,
For observation Y i , the score vector is
For simplicity we use notation f ′ i,s = ∂f i /∂λ0s. On the other hand, we have the (s, t)th element of V as 
