The relations between the kernels, as well as the cokernels, of Toeplitz operators are studied in connection with certain relations between their symbols. These results are used to obtain some Fredholm type properties for operators with 2 × 2 symbols, whose determinant admits a bounded Wiener-Hopf factorization.
Introduction
Many properties of Toeplitz operators with matrix symbols have been studied in the mathematical literature in connection with an appropriate factorization of its symbol. The existence of such a factorization also allows us to establish relations between different Toeplitz operators whose symbols are connected in a particular way, as it happens with symbols that differ by factors satisfying some condition, or with symbols that are transpose conjugates of each other.
This can be seen, for instance, in the case of existence of a Wiener-Hopf factorization relative to L p (R) (cf. [1] [2] [3] [4] ). For a symbol G ∈ (L ∞ (R)) n×n , this means a representation in the form
where denoting by r the function r = λ − λ −1 + with λ ± (ξ ) = ξ ± i (ξ ∈ R), (1.2) by H ± p the Hardy spaces H p (C ± ) (1 < p < ∞) and by P + the projection of (L p (R))
n onto H + 
(1.8)
In this case, the dimensions of the linear spaces ker T G and
are finite and given by
(1.10)
The Fredholm index of T G is symmetric to the total index of G, i.e.,
The second equality in (1.10) also gives the dimension of the kernel of the operator are not the same, but they are related in an obvious way due to multiplication by the rational (scalar) factor r k -and so are the dimensions of their kernels and cokernels.
For a large class of matrix functions G invertible in (L ∞ (R)) n×n , however, either a Wiener-Hopf factorization (or a factorization of some other type giving similar information) does not exist, or it is not known if it exists. Thus it makes sense to ask if some of the above mentioned properties still hold, possibly in a more general formulation, without assuming the existence of such a factorization. Not only is this a natural question to consider for non-factorable matrix functions, but it also corresponds to studying whether or not some properties, by themselves, actually depend on the existence of a certain factorization, even in the case of factorable matrices. In this paper we consider these questions, trying to assume as little as possible regarding the matrix symbol of a Toeplitz operator and taking what seems to be a natural approach to study properties of the kernel of a Toeplitz operator and can be called a Riemann-Hilbert approach. Indeed, the kernel of a
n×n , is the linear space of all functions φ + ∈ H + p n such that
so that (φ + , φ − ) is a solution to the Riemann-Hilbert problem (1.14).
Not only has this approach the advantage of being possible even in the absence of a factorization of some convenient type for the symbol, but it also makes apparent that simple linear algebraic or complex analytic techniques can be used to answer questions that, seen otherwise, may seem difficult.
Thus in Section 2 we establish several relations between the kernels and cokernels of Toeplitz operators whose symbols differ by factors of a particular type, in particular scalar factors admitting a bounded Wiener-Hopf factorization. These relations are known to hold in the case of existence of a properties which are called of Fredholm type, since they generalize well-known relations valid for Fredholm operators. We only assume, however, that the determinant of the symbol admits a bounded factorization. Moreover, it is shown that, in this case, the dimensions of the kernel and the cokernel of the Toeplitz operator are simultaneously finite or infinite, which allows to establish an equivalence between semi-Fredholmness and Fredholmness implying, for almost-periodic symbols, a somewhat surprising equivalence between semi-Fredholmness and invertibility.
On the kernel and cokernel of Toeplitz operators with related symbols
In what follows we denote by Z + (resp. Z − ) the set of all positive (resp. negative) integers and we
We also assume throughout that k ∈ Z.
We start by studying some relations between the kernels of two Toeplitz operators whose symbols differ by a scalar factor of the form r k with k ∈ Z and
n×n . Our first results are simple but useful properties.
As a first consequence, we conclude that, for k 0,
and, in particular,
Another consequence of Proposition 2.1 is the following.
and by Proposition 2.1 it follows that ψ + ∈ ker T r k 1 G .
It is clear from the previous result that ker
and, since dim coker
In the theorem that follows we show that the converses of (2.5) and (2.6) are also true and the equivalence thus obtained holds for all k ∈ Z. 
In fact it follows from (2.7) that, if k 0,
and, if k 0, G can be replaced on the left-hand side of (2.8) by r k G and the equivalence follows taking
Going back to (2.7), we have from Proposition 2.2
On the other hand,
since from any set of 2 n linearly independent elements of ker T G we can construct a non-zero linear combination which belongs to ker T rG . For the sake of the clearness of the exposition, we prove this for n = 2, it being clear that the same reasoning can be applied for any n ∈ N (at the cost of a necessarily heavier notation).
(2.9)
Let now (a 3 , b 3 ) ∈ C 2 \{(0, 0)} be such that for
we have
Since we also have 1+ (i) = 0 (from (2.9)), we conclude that + = r + for some + ∈ H + p 2 \{0}; moreover, + is a linear combination of elements in ker T G , so that ∈ ker T G and
Finally, as regards the dimensions of coker T r k 1 G and coker T r k 2 G , taking into account that they are equal to the dimensions of ker T r −k 1 G T and ker T r −k 2 G T , respectively, it follows from the previous part of the proof that they must be simultaneously finite or infinite. Now we study the relations between the kernels of two Toeplitz operators whose symbols differ by a factor r k (k ∈ Z) in the case where they are finite dimensional.
It is clear from Proposition 2.2 that dim ker
in the next theorem we establish a lower bound for dim ker T r k G in terms of dim ker T G . we have dim S n + 1. By taking an appropriate linear combination of n + 1 linearly independent elements in S, we could then define an elementφ + ∈ S\{0} such thatφ j+ (i) = 0 for all j = 1, 2, . . . , n, which would imply thatφ + ∈ S. This is, however, impossible by (2.14).
Theorem 2.4. If dim ker
Taking into account that T G = T r |k| (r k G) if k 0 and that (1.13) holds, we have also the following.
Before proceeding we remark that if ker T G = {0} then, for all k 0, we have ker T r k G = {0} by Proposition 2.2. If k < 0, ker T r k G can have any dimension up to n|k| (according to (2.15)), depending on G; in particular we can also have ker T r k G = {0}. This is easily seen if we consider different symbols of the form 
In particular, taking
it would follow that φ + ∈ ker T r d G , where d = dim ker T G , which is impossible by (2.4). This shows that the first inclusion in (2.19) is strict.
The second inclusion in (2.19) is proved analogously, taking into account that ker T G ⊂ ker T r −1 G and therefore 0 < dim ker T r −1 G < ∞.
As a consequence, we can add the following to the estimates of Theorem 2.4 and Corollary 2.5.
Corollary 2.7. (i)
The following can now be stated. 
As an immediate consequence of (1.13) and Theorems 2.3 and 2.8 we can also say the following.
Corollary 2.9. (i) dim ker T G < ∞ iff for some k ∈ Z we have ker T r k G = {0} and, in this case,
(ii)) dim coker T G < ∞ iff for some k ∈ Z we have coker T r k G = {0} and, in this case, dim coker T G max{0, −nk}.
The previous results can now be used to establish some relations between the kernels and the cokernels of some Toeplitz operators whose symbols do not, in general, differ only by a scalar rational factor.
Theorem 2.10. For G ∈ (L ∞ (R))
n×n , let G be of the form
, which is easily seen to be an isomor- Finally we show that ker T G has the same dimension as the kernel of another Toeplitz operator. Though this may seem of a type different from that of the previous results, it will later be used in the same context. 
where the bar denotes complex conjugation.
Proof. We will use the following notation. For a given complex function , defined in subset A of C, we denote by the function from A into C defined by
It is easy to see that is in
so that we have
This is equivalent to
whereφ ± are defined componentwise by (2.26), and since M
is an anti-isomorphism and, consequently, (2.25) holds.
Some properties of Fredholm type for Toeplitz operators with 2 × 2 symbols
Throughout this section we assume T G to act in H
, the adjoint is also a Toeplitz operator, Let us assume, to start, that G admits a bounded factorization (1.3). In this case det G also admits a bounded Wiener-Hopf factorization
where γ ± = det G ± and κ = ind(det G) = ind(G). Therefore (cf. Section 1),
However, the existence of a factorization (3.2) for det G, even if bounded, does not imply that G admits a Wiener-Hopf factorization, i.e., that T G is Fredholm and (3.3) holds. For instance, triangular symbols of the form
where, for each δ ∈ R, e δ denotes the function defined by e δ (ξ ) = e iδξ , ξ ∈ R, (3.5) − which are associated with finite-interval convolution equations, λ being the length of the interval (cf. [5] ) − have determinant equal to 1, but the corresponding Toeplitz operator is not, in general, Fredholm. Thus, assuming only the existence of a bounded factorization for det G, (3.3) does not hold in general and may not even have a well defined meaning, since both dimensions can be infinite.
Nevertheless, in the case of Toeplitz operators in H
, with a 2 × 2 symbol, it is possible to take advantage of (3.1) and the relation
where
to establish some relations between the dimensions of ker T G and ker T * G which generalize those that are known in the case of Fredholmness of T G , assuming only that (3.2) holds with γ
In order to do this, we use the results of Section 2 combined with the following theorem.
Proof. Using the same notation (2.26) as in the proof of Theorem 2.12 we have, from (3.2) and (3.6), We remark that for symbols of the form (3.4) with g ∈ AP, we have det G = 1; thus we conclude from Corollary 3.4 that, for that kind of symbols G, T G is semi-Fredholm iff it is invertible.
In particular, if the entries of G are in the subalgebra APW, whose elements are the functions f ∈ AP that are the sum of an absolutely convergent series of the form j∈N a j e λ j where λ j ∈ R for all j ∈ N and e λ j is defined according to (3.5) From (iii) in Theorem 3.2 we also see that, if det G admits a bounded canonical factorization, then the equality (3.3) holds (as it happens with Toeplitz operators that are Fredholm of index 0). This naturally raises the question of whether the converse is true, i.e., whether dim ker T G = dim ker T * G implies that a factorization (3.2) for det G must be canonical. This question has a negative answer, as shown by the following example, in which det G does not admit a canonical factorization but we still have dim ker T * G = dim ker T G , both dimensions being zero. Example 3.7. Let G = r −1/2 I, where I denotes the 2 × 2 identity matrix, and consider the equation 
