Abstract
Introduction
Several recent studies have explored and analyzed the mobility pattern of users of wireless devices in local area networks [2, 5, 8] and a wireless Internet Service Provider (ISP) [9] . In this paper, we supplement these studies by analyzing and modeling user behavior, usage patterns, and mobility across wireless and wired networks in the wide area.
A detailed understanding of the behavior of mobile users in the wide area is important for the design and implementation of many distributed and Internet applications. For a large-scale Internet application, such as an e-mail service or a distributed file system, delivering high performance and easy usability for the service depends on a good understanding of how and from where users interact with the system. Both the architecture of a system as well as its feature set and user interface need to be designed with user behavior and mobility in mind.
As a first step toward exploring wide-area user behavior and mobility, we obtained and analyzed a month-long trace of the e-mail server in the EECS department at UC Berkeley. The server provided both an Internet Mail Access Protocol (IMAP) [3] and a web front-end, so that users could access their e-mail anywhere an Internet connection was available. The user community reflected in the trace is relatively broad and varied, and includes 1,004 active users (graduate students, faculty, administrative/support staff, and others).
As a widely used service, e-mail is particularly wellsuited to the task of capturing user behavior and mobility. Since it is the first thing many users check when they have access to the network, e-mail is a simple, fairly robust indicator of a user's presence (location) on the Internet. Thus, we believe that a characterization of users' behavior with respect to e-mail access can yield tentative conclusions about their more general network behavior.
The study in this paper presents an analysis of the e-mail service trace with an eye toward extracting nuggets of understanding about how users access their e-mail, and more broadly, about how users migrate across wireless/wired local and wide-area networks. We present three contributions in this paper: a unique approach to extracting user mobility information from traces of client application interactions; a first cut at modeling user behavior and mobility; and a demonstration of how such models can be used to generate synthetic traces, which are useful in testing the performance of network applications with large numbers of users.
We found two interesting observations in our analysis of the trace set. First, although some users are highly mobile, the majority are not. On most days, most users tend to access their e-mail from a single location 1 . Given the large number of students in our community population, we expected to see a large number of multiple-location accesses, but this was not borne out in the data.
Second, user sessions are relatively long, typically lasting more than an hour and often more than a few hours. Users tend to interact with their e-mail for as long as they need before they move to another location or go idle for a long period of time.
In the next section, we discuss the collected trace dataset and processing techniques we developed. In Section 3, we explore and attempt to understand user behavior and mobility. In Section 4, we show how to build a model of an e-mail user's behavior, use the model to generate a synthetic trace, and compare the model with the original real trace. We discuss related work in Section 6 and present our conclusions and plans for future work in Section 7.
Methodology

Trace data
Our analyses are based on a 31-day trace (May 2003) of the e-mail server at UC Berkeley's EECS department. The server provides access through both the IMAP protocol and a web (HTTP) front-end. The user community consists of 1,004 active users (active at least once over the duration of the trace) and an unknown number of inactive users. The users are predominantly professors, graduate students, and administrative and support staff, although a small number of undergraduates and other affiliated persons have accounts as well.
Each entry in the trace includes: timestamp (in seconds), username, request type, and the IP address from which the request originated. The request type is typically a login, logout, or select mailbox event, although a few error messages appear as well. For this study, we examine only login and logout events.
Since this study involved the collection and analysis of sensitive personal data (specifically usernames and IP addresses), we present only aggregate results. While we provide an initial exploration of the characteristics of this dataset, we expect that other researchers will want to apply their own analyses. To enable future research while protecting our users' privacy, we will make an anonymized version available at http://www.cs.berkeley.edu/ czerwin/traces/.
Preprocessing
The raw trace data is not immediately useful to us, because the trace measures client application behavior rather than user behavior. Specifically, the trace reflects every time that the e-mail client (e.g., Outlook, PINE, Mozilla, etc.) interacted with the server, rather than just those times when the user himself interacted with the server. The biggest problem is that users may leave their e-mail clients running while they are away or performing other tasks. Meanwhile, the client applications poll for new e-mail by logging into the server (recorded in our trace), checking for e-mail (not recorded in our trace), and logging out (recorded in our trace), at regular periodic intervals. These polling events do not represent true user accesses.
We developed the following process to eliminate polling events from our trace. First, we divide up the trace by user and, for each user, we group the login and logout events into pairs.
2 See Figure 1a . Some of these pairs overlap, reflecting that clients can open multiple simultaneous connections to the server. This occurs when the user is browsing multiple IMAP folders.
Next, we look for high periodicity in the sequence of login/logout pairs, a telltale sign of client polling. Essentially, this process consists of taking the Fourier transform of all login events and looking for the period, p, corresponding to the frequency with the highest 'energy' (see Figure 1b) . Typically, p ranges from 1 to 15 minutes and represents how often the user has set the client application to poll for new messages.
Then, we discard all login events (and corresponding logout events) that fall exactly p minutes after another login event. For a long sequence of login/logout pairs that occur every p minutes, we discard all but the first pair (Figure 1c) . We keep the first pair because it indicates some form of user behavior (i.e., a user starting up an e-mail client).
Finally, we clump together the remaining connections into user sessions, which represent coherent periods of time during which users are accessing their e-mail. We consider two consecutive connections to be the same user session if there are no more than fifteen minutes between them (Figure 1d) .
Although this process substantially mitigates the effect of client polling, it is not perfect. Client-initiated connections are subject to false identification, both positive and negative. Thus, while the process is fairly successful, it is important to recognize that some of our results may reflect the effects of these false identifications. Now that we have removed most of the client-initiated connections and grouped connections together into user sessions, we have the data we want to study-a trace of user behavior.
Trace analysis
We divide the analysis of the trace into three categories: (1) user mobility, where we investigate how users move among locations (Section 3.1); (2) session characteristics, where we analyze the small-scale time component of user behavior (Section 3.2); and (3) mail server load, where we track the aggregate behavior over time of all users in the system, as perceived by the mail server (Section 3.3).
For the analysis, we have found it suggestive (but by no means definitive) to think in terms of the following classes of users. Staff are users employed by the university for administrative and support functions, typically working 7:30AM to 4:30PM, Monday to Friday, and rarely (if ever) accessing their e-mail from off-campus locations. Graduate students and professors, on the other hand, typically work longer, more eclectic hours, often bringing their work home with them and/or using their EECS e-mail account as their personal account. Finally, travelers are those graduate students and professors who travel frequently and access their e-mail 'on the road', from many different locations.
User mobility
In this section, we analyze user mobility-how users move around and across networks. The most basic kind of mobility is from one IP address to another. This is not terribly interesting, however, so we use two methods to group IP addresses into meaningful and more useful clusters. The first clustering method is based on IP subnet-two IP addresses are in the same subnet cluster if their IP addresses have the same three byte prefix. We assume subnets are /24 addresses, however the method would work equally well for variable size subnets. The second method uses Autonomous System (AS) numbers-two IP addresses are in the same AS cluster if they map to the same AS number, using IP address to AS number mapping information from Routeviews [7] . Figure 2 shows the results of applying the two methods. As we expected, the subnet line is pushed out farther to the right than the AS number line. This difference indicates that most users login from more different subnets than AS numbers over the course of the trace. An ISP owns very few AS numbers (typically one), but usually owns many subnets (e.g., UC Berkeley owns a single AS number, but has nearly 100 subnets). So, a subnet typically clusters together fewer IP addresses than an AS number does. Overall, we observe that 70% of users log in from 2 or fewer AS numbers during the trace, compared to 6 or fewer subnets. Similarly, 10% of users log in from more than 12 subnets throughout the 31 days of the trace, whereas virtually no one uses more than 6 AS numbers in the same period.
[
[[What are we doing in this paragraph?]]] [[[Confusing:]]]
Using the method for converting an IP address into a 'location,' which we develop in Section 4.1.1, we measured the number of locations visited by a user each day (see Figure 3) . We roughly define location as a way to connect to the Internet (e.g., a dial-up ISP or a campus wireless connection), and calculated the distribution of locations per user-day (a user-day equals one user on one day of the trace). We found that users, on any given day, are not as mobile as expected: Slightly over 50% of user-days show user e-mail access from only one location. Contributions to this 50% include staff members during the work week, graduate students and professors during the weekends, and travelers when they are staying in one place. We also saw that on 30% of the user-days, the user did not access the e-mail server, as indicted by zero locations visited. We observe rel- 
User session characteristics
A user session, or just session, is a series of connections between a client application and server that were initiated by the user and separated by no more than 15 minutes of idle time. A session has a start and end time and an IP address, and represents a coherent, consistent period during which the user is actively accessing e-mail. Figure 4 shows a Cumulative Distribution Function (CDF) of the average number of sessions per day for each active user 3 . Nearly 40% of users average one or fewer sessions per day. A large component of this 40% is likely staff, who check their e-mail only at work and typically access it frequently throughout the day (i.e., they have only one or two very long sessions each day). On the other hand, 20% of users average more than 5 or more sessions every day (i.e., shorter, more sporadic sessions).
Another way to look at sessions is to group them together into visits, a series of consecutive sessions at the same location separated by no more than two hours, and representing the period of time that a user spends at a given location. For example, a graduate student might be in and around her office, talking with colleagues, going to meetings, and periodically accessing her e-mail. When she goes home and starts checking her e-mail there, it will mark the beginning of a new visit. Alternatively, a staff member might access his email all during the workday but never at home. When he comes into work the next day he will begin a new visit, because more than two hours have elapsed since he left the office the day before.
In Figure 5 we see a distribution of the number of sessions in each visit. The majority of visits (61%) comprise only a single session. A share of these visits come from staff members accessing their e-mail in one long session throughout the day, but, additionally, travelers (when they are traveling) are likely to generate a lot of single-session visits (e.g., when they check their e-mail at an airport kiosk). Indeed, any user who accesses his e-mail only periodically will contribute heavily to this category. Interestingly, the distribution falls off quickly as the number of sessions per We infer that most of the time a user accesses his e-mail, he engages with it for as long as he needs, but then he either leaves for another location or waits a while before checking again.
Mail server load
In this section, we will analyze the trace's impact on the server. By observing the load on the server, as measured by the number of simultaneous users, we get a picture of user behavior in aggregate across different periods of time. 4 Two particularly fruitful ways of viewing server load are by time-of-the-day, and by day-of-the-week. Figure 6 shows the server load at each time of the day, and here we see a pronounced diurnal cycle. Users are most active starting around 8 or 9AM and tend, in aggregate, to drift off to sleep around 1AM. This pattern, as expected, is consistent whether we look at weekends or weekdays, since sleep is not an activity specific to any particular day.
Other patterns, however, surface only during the work week. For example, 8AM to 5PM shows the highest user activity, representing not only staff but also graduate students and professors who do the bulk of their work during the day. The busiest time of the day is early afternoon, where on average nearly 60% of users are active. We also record a small blip around lunchtime. These patterns are either absent or significantly muted during the weekend.
The least active period of the day is at night, but it is still surprisingly busy: Around 17% of the user-base is ac- Of course, no single group of users is responsible for this 17%-it is merely the aggregrate load placed on the server by everyone working late or getting up early. Some of the 17% may represent clientinitiated polling events that were not correctly identified and discarded from the trace (see Section 2.2). Figure 7 shows the server load, during each day of the week. Here, server load is measured in user-hours, where one user active for one hour equals one user-hour of load. As before, our results are not surprising. The server sees more activity on weekdays than during the weekend, and both Monday and Friday see less activity than the middle of week. In this regard, our results agree with other user studies. However, unlike the results in [2] , our user community shows substantially more weekend activity relative to weekday activity. One factor that explains this difference is that [2] measured a corporate wireless LAN, which users cannot access over the weekend without physically being at work. Our study, on the other hand, looks at an e-mail server, which users can access from virtually anywhere, especially given the web front-end. Additionally, some of the weekend activity (as well as some of the weekday activity) may be explained by polling events that were not successfully removed from the trace. Removing these events may increase the relative disparity between weekday and weekend activity.
User modeling
In this section we examine one approach for generating a model of user behavior. Our purpose in creating the model is two-fold. First, we would like to generate synthetic traces which can be used to simulate the load on a global-scale Internet service of an arbitrary number of users over an arbitrary period of time with realistic access patterns. Second, we believe our models can help predict the behavior of real users in real time, so that an adaptive network service could adapt to users' needs in changing conditions. We first discuss the basic modeling approach and structure of our model, and then how we train and test it.
Approach
Our approach to creating user models has three major steps. First, we group the users in our trace into categories based on similar mobility patterns. Second, within each category, we create a model of how users transition from location to location. Finally, within each location, we model the series of login and logout events (i.e., the user sessions).
Before we take any of these steps, however, we must first provide a definition of 'location.' 4.1.1. Location Users access their e-mail from different locations. For this paper, we define a user's network location (or simply location) as the connection from which the user accesses the Internet. For example, a graduate student might check e-mail from her office desktop, where she is connected by Ethernet to the department network, or she might use her laptop with a connection to the universitywide wireless network. These two connections represent two different locations-but a location need not be specific to a single machine. Two machines may share a connection (e.g., in a home network with a single DSL connection), or one machine may have multiple connection (e.g., dial-up access to two different ISPs).
Given this rough definition of what a location is, now our problem is how to identify a user's location based only on the IP address that shows up in the trace. The first thing to note is that the IP address itself is at least a fair approximation of the user's location. Different locations, for instance, will always have different IP addresses. The converse, however, is not true: Different IP addresses are not always associated with different locations, due to such things as dynamic addresses assigned by the Dynamic Host Configuration Protocol (DHCP). For example, every time a subscriber dials into an ISP that uses DHCP, he is assigned a new IP address, but the different IP addresses represent the same network location.
So we need a way of clustering IP addresses in order to identify locations more accurately. We briefly discussed two such techniques in Section 3.1: clustering by AS number and clustering by subnet. To this set we add a third clustering technique: grouping IPs with the same authoritative Domain Name Server (authoritative DNS). To find the authoritative DNS associated with a given IP address, we perform a reverse DNS lookup and record the DNS responsible for the reverse lookup. Although this method is unreliabletwo-thirds of the reverse IP lookups in our data set fail-we still find that the authoritative DNS is an important feature in approximating a user's location.
We chose to identify locations as follows. For a given IP address, if the reverse DNS lookup succeeds, we use the authoritative DNS as a unique identifier for the location. If the reverse DNS lookup fails, we use the AS number as a unique identifier for the location. Finally, if we cannot find the AS number associated with the IP address (which happens on very rare occasions), we use the subnet as a unique identifier for the location. We tested this method of identifying locations against the previously mentioned methods and found that this was the best way to compute (i.e., to approximate) location. We describe the testing methodology in detail in Section 4.2.
Of the 2,724 locations visited by our users over the duration of the trace, 897 are identified by authoritative DNS, 1823 are identified by AS number, and 4 are identified by subnet.
Categorization of users.
For the purpose of predicting what a user will do next, it would be ideal to model that user individually. Instead, we choose to model whole classes or categories of users. There are two reasons for this choice. First, we have comparatively little data on each individual user, whereas when we pool users together, we have a much larger dataset with which to train our model. Second, we want not only to predict an individual user's behavior, but also to generate synthetic traces which mimic the original trace in relevant ways. If we model each user separately, we run the risk of over-fitting our model to the data, in which case the synthetic trace would be too similar to the original.
For the synthetic traces we wanted to create, we decided the most important distinction between users was how mobile they were (e.g., how many unique locations they visited on average and how frequently). As shown earlier, some users move around much more often than others. By using distinct models to represent each different mobility type, we can more accurately model the population as a whole.
We thus categorize users based on the number of primary locations they have. A primary location is a location where a user spends an amount of time large enough to warrant special attention in our model. Our threshold is 5%: If a user spends more than 5% of his time (of all the time he spends accessing his e-mail) at a given location, then that location is primary for him. Table 1 shows the breakdown of the 1,004 active users in our trace. We throw out 114 users because they don't have enough sessions (< 10) to accurately determine a primary location. Also, in the third category, there are 51 users with four or more primary locations, but we decided to group them together with the 141 users with exactly three primary locations.
Users in the first category access their e-mail primarily from one location, which is most likely their work location. We also associate the transitions between locations with an average idle time, t i , that is unique to each transition type (e.g., a transition between work and home might take an hour on average, whereas the home to work transition might take eight hours on average, if the user typically checks his e-mail at home before going to sleep and then waits until he gets to work to check it in the morning).
This model is time independent-the transition probabilities and idle times do not change according to the time of day in the trace. This may not seem realistic, but it is a simple approach that provides reasonable results as we will show. However, as we will discuss in Section 5.3, we are investigating extending the model to include time dependent behavior.
Within each location (within each state of the location-MM), we model a user's session behavior at that location by a separate Markov model. The Session Markov Model (session-MM) has only two states: Logged-In and LoggedOut (see Figure 8 ).
Training and testing
Having defined three models for three different categories of e-mail users, we are now ready to train each model. Training is just the process of computing the probabilities for every transition in each of the Markov mod- Figure 8 : Structure of the Model: Some transitions between locations have been omitted for clarity; in fact, it should be a complete graph with transitions between every location pair, including self-transitions els, using the trace data. Since we know when each user (in each category) is in each of his states (e.g. location 1, or the traveling state), we can simply work backwards to calculate the probabilities of transitioning between every pair of states. Note that training the model for each category is no different, in principle, from training a model for an individual user, but in our case we have more and better data for a whole category than for any single user.
Once the models are fully trained, we can use them to generate synthetic traces. The first step is to create a synthetic user community. To match the original trace, we created 890 synthetic users, representing the number of users in the real trace minus the ones with too few sessions. Each of our 890 synthetic users is randomly assigned to one of the three different categories according to the distributions observed in the trace: With a probability of 350/890 the user will be assigned to category 1; with 348/890, to category 2; and with 192/890, to category 3. After creating the user community, we simply generate events using our Markov models for each user for 31 days. This action will tell us when a user is logging in and logging out, and from which locations. It is not difficult to assign one or more IP addresses to each location, using the IP addresses found in the original trace. This combination results in a full synthetic trace.
To test how well our synthetic trace stacks up against the real trace-or, in other words, how well our model represents true user behavior-we extracted five representative metrics from both the real and the synthetic traces, and then we compared them. The five metrics are as follows:
1. Number of sessions a user generates between visits to his most primary location;
2. Amount of time a user takes between visits to his most primary location;
3. Network latencies (ping times) for each session; Metrics (1) and (2) measure how well we have modeled user mobility. Metric (3) measures how well we have approximated location (see Section 4.1.1). 5 And metrics (4) and (5) measure how well we have modeled session characteristics.
Each metric generates a CDF that, in some sense, captures the characteristics of the entire trace with respect to that metric. For example, metric (4) will generate a CDF of session length over all sessions in the trace. We then compute the disparity between the CDF from the synthetic trace and the CDF from the real trace by measuring the area between the curves and dividing it by the area underneath the real CDF. Figures 9 and 10 show the CDFs for metrics (1) and (4), respectively.
We find that the model is reasonably accurate, but that there is significant room for improvement. The disparities for each of the metrics are: (1) 0.04 (2) 0.21 (3) 0.19 (4) 0.09 (5) 0.28. For some of the statistics, we come close, and for others, we perform reasonably. See Section 5.3 for a discussion of some of the tradeoffs involved in our approach. 
Discussion
Using traces
Besides the obvious application of testing distributed systems with synthetic traces, there are other ways to use traces, and analyses like the one presented here, in designing better systems. Since the first rule is always to keep the user in mind, it is essential to know his needs and how he is likely to use the system being developed. For example, our results show that users have access to their e-mail (and hence, to the Internet) from many different locations, both physical and network locations, over the course of a month, but that they tend the do the bulk of their work from a very small number of them. With this in mind, it may or may not be important for a given system to provide, say, a web frontend. In the case of the department e-mail server, the administrators decided a web front-end was a good idea, probably since e-mail is such an important and oft-used service.
Our results can also be used to help a system adapt, dynamically, to user behavior. A global-scale Internet service, for example, may benefit from placing data long-term at caches near the user. Because most users consistently log in from only 1, 2, or 3 locations, a system could use a small number of caches to achieve significantly better performance. Ideally we want to cache the data at each user's primary locations, so the system would simply need to monitor all locations a user has logged in from as well as the number of times each location is used.
Impact of technology
The analysis in this paper paints a useful picture of users' network behavior, but how will the picture hold as technology changes? For example, in our trace, users logged in from an average of 0.89 locations per day (including days when they didn't log in at all). Will this number rise or fall with changes in technology?
As wireless Internet access becomes more widespread, users will undoubtedly start accessing their e-mail from more and more physical locations. Take, for example, Blackberries and Internet-capable cell phones. As users move around from physical location to physical location, they may or may not move around inside the network, depending entirely on the configuration chosen by the company that provides the service. So whether advances in wireless technology will lead to more or less network mobility is an open question at this point.
What might we expect to happen with the distribution of session lengths? Common wisdom is that users with Blackberries will have shorter, more frequent, and more sporadic sessions as important e-mail arrives and they take care of it on the fly. But it is likely that they will still find the need for longer sessions where lots of e-mailing gets done. It is also reasonable to expect that primary locations such as home and work, where users do more serious computing and communicating, will continue to play an important role, for email as well as for more general Internet access. Likewise, we will still expect to see diurnal and weekly cycles similar to the ones presented in Section 3.3, as these are aspects of behavior largely independent of technology.
Time-dependent behavior
In addition to its performance on some of the metrics, there are other serious limitations to our model of user behavior. Most important, it does not recreate the temporal characteristics of the load on the e-mail server across the times of the day and the days of the week. Our model is time-independent, then, in the sense that the modeled user has an equal chance of being connected to the server at any time. Similarly, a user has an equal chance of accessing his e-mail from any location at any time. These are both unrealistic assumptions for a model of true user behavior, but they reflect a tredeoff of simplicity over accuracy.
So we have provided a simple first cut at the problem, but we are working on making a better model. For one, we have investigated incorporating time-dependent information into our model, along the lines of the approach used by Felenstein [4] to model DNA transitions. Essentially, Felenstein's approach is a Markov model that bases the actual transitions on probabilities unique to each time period-for example, in our case one hour might be an appropriate time period.
We have encountered some difficulties in applying this approach to our work. We found that changing the probablities every hour caused the aggregrate behavior to deviate more from the real traces in terms of session length and other key metrics. We attribute this to the fact that more time Figure 11 illustrates our results using this timedependent technique. As it shows, the number of very small sessions (less than 10 minutes) is much higher than either the real trace or the synthetic trace generated using the original technique. Again, we believe this is because of the abrupt transitions between probabilities from hour to hour. Further investigation is needed to fully understand the potential of this technique.
Related work
We believe this paper is the first to analyze wide-area user mobility and behavior patterns. However, over the last several years, others have analyzed user mobility patterns in networks of varying scales, usually focusing on wireless devices [1, 2, 5, 6, 8, 9] .
Tang and Baker [8] first studied the mobility patterns of wireless devices in a single college building. They found that many of the wireless devices were stationary (only used one access point), while some were somewhat mobile (used a few access points), and a small number were very mobile (used a large number of access points). Other studies that followed, including ours, show that this distribution of mobility holds for larger networks and communities of users.
Kotz and Essien [5] performed a similar study but for an entire campus. They observed mobility patterns across buildings and measured the length of user sessions at each location. They found that some users (18%) used only one building, while most (50%) visited at least 5 buildings over the two month trace. This result corroborates the observation that many users are fairly mobile over long periods of time. Similar to our study, they analyzed session times (how long each user accesses the network at each location), and found the median session length to be 16 minutes, whereas we observed it to be 30 minutes with a much longer tail. This difference is not surprising, since our trace includes stationary home and work machines on which users tend to work much longer than on a wireless device.
Balazinska and Castro [2] studied wireless LAN roaming across several corporate campus buildings. They again found a wide distribution of mobility patterns, but much less roaming than observed by [5] , a difference they attributed to the more rigid interaction patterns of a corporate versus academic environment. This study had several interesting contributions that influenced our work. First, they differentiated between persistence (how long a user stayed at one location) and prevalence (how much time a user spent overall at a location), which is similar to our distinction between unique visits and session lengths. Second, they used the notion of home and guest locations in their analysis. We found a similar distinction useful, that between a user's primary locations and his 'traveling' state.
Finally, Tang and Baker studied mobility patterns in a metropolitan-area wireless network [9] . They analyzed roaming across a much larger geographical space, but were limited to one specific ISP and user population. They also showed how to classify users into different mobility classes based on how many different locations they visited, and used various clustering techniques for classification. In the future, we plan to combine their techniques with the broad user models that we have created.
In contrast to previous studies, we consider a single service and examine how a user community connects to that service from a variety of wireless and wired networks owned by many different service providers. As with previous studies, ours reflects the biases of our academic environment; however, we believe that the methodologies we have developed can be usefully applied to users in other environments.
Conclusion
In this paper, we have presented an analysis of user behavior and mobility patterns in a month-long trace of an e-mail server. Because of its importance and popularity, email is a good measure of how frequently people access the Internet and where they access it from.
We provide several contributions to the analysis and modeling of user behavior: unique Fourier transform-based trace preprocessing to remove the effects of periodic client polling; a novel, simple, and fairly accurate approach to modeling user behavior that splits users into categories based on their degree of mobility and uses Markov models to represent a user's movement between locations and their access pattern; and a demonstration that synthetic traces generated using our model have characteristics similar to a real trace.
Overall, we observed that some users are highly mobile over the duration of the trace, logging in from several different ASs/subnets. Each day, however, most users log in from one location only.
Similarly, we found that users access their e-mail fairly infrequently, but for long periods of time. Seventy percent of active users average 3 or fewer sessions every day. When they do access their e-mail, they tend to spend as much time as they need before moving on to another location or another activity.
Finally, as expected, the aggregate trends in user behavior exhibit strong diurnal and weekly cycles. Over the course of a weekday, there are three levels of activity: highest during normal working hours, dropping off to a medium plateau after work, and settling down significantly at night. Still, there are a fair number of users logged in after midnight. Similarly, the user population is more active during the workweek than on weekends.
We plan several directions for future work. First, our analyses could be applied to similar, but larger and more diverse user population traces. Second, traces with more details about user behavior (e.g., the selection of individual messages), would make filtering out the effects of client polling easier and more accurate. Third, there is significant room for improvement of the user model. Specifically, we plan to use a high-order Markov model and include a time component to model the effects of time and day-ofthe-week on user behavior.
Overall, we believe the results we have presented shed further light on user access and mobility patterns. Many of our observations and results corroborate the findings in similar studies. Finally, we believe that our study is unique in that it captures wide-area mobility patterns that span multiple ISPs. We expect that the results will be useful to application developers and that they will foster future research into network spanning user mobility.
