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Abstract In this paper, we determine the decomposability of smash product of two
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1 Introduction
For a finite CW-complex X with co-H-space structure, if X ≃ X1 ∨ X2 with
non-contractible X1 and X2, then X is called decomposable; otherwise X is called
indecomposable. One of the basic problems in homotopy theory is to classify inde-
composable homotopy types. Although, it is impossible to find all indecomposable
homotopy types, it is indeed possible to solve this problem in special situations. Let
Akn (n ≥ k + 1), the homotopy category consisting of (n− 1)-connected finite CW-
complexes with dimension at most n+k, any complex inAkn is a suspension and thus
a co-H-space; Fkn, the full subcategory of A
k
n consisting of complexes with torsion
free homology groups; Fkn(2), the full subcategories of A
k
n consisting of complexes
with 2-torsion free homology groups; Fkn(2,3), the full subcategories of A
k
n consisting
of complexes with 2 and 3 torsion free homology groups.
In 1950, S.C. Chang classified the indecomposable homotopy types in A2n(n ≥ 3)
[6], that is
(i) Spheres: Sn, Sn+1, Sn+2;
∗Email: zhuzhongjian@amss.ac.cn
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(ii) Elementary Moore spaces: Mnpr , M
n+1
pr where p is a prime, r ∈ Z
+ and Mkpr
denotes M(Z/pr, n);
(iii) Elementary Chang complexes: Cn+2η , C
(n+2),s, C
(n+2)
r , C
(n+2),s
r (See Sec-
tion 2.1) where r, s ∈ Z+.
where Z+ denotes the set of positive integers.
Classification of indecomposable homotopy types of A3n(n ≥ 4) are given by Baues
and Hennes in [5] and for k ≥ 4, classification of indecomposable homotopy types
of Akn(n ≥ k + 1) is wild in the sense similar to that in representation theory of
finite dimensional algebras. Classification of indecomposable homotopy types of
Fkn(n ≥ k + 1) for k = 4, 5, 6 are given by Baues and Drozd in [3], [4] and [8] and
it is wild for k ≥ 7. Based on these earlier results, in our previous papers [12] and
[13], we classify indecomposable homotopy types of Fkn(2,3)(n ≥ k+1) for k ≤ 6 and
F4n(2)(n ≥ 5).
As pointed out by Jie Wu [18], starting from an explicit space X , one obtains
more indecomposable spaces from the self-smash products of X since self-smash
products of co-H-spaces admit decompositions. This motivates us to consider the de-
composability of smash products of different indecomposable complexes. There are
only a few results for this problem. The decomposability ofM(Z/pr, n)∧M(Z/ps, n)
is well known [10]. Jie Wu [17] proved that M(Z/2, n) ∧ Cn+2η and C
n+2
η ∧ C
n+2
η
are indecomposable. As a main result in this paper, we determine the decom-
posability of all remaining smash product of two indecomposable complexes in
A2n(n ≥ 3) and give the decomposition whenever possible. Since the suspension
functor Σ : A2n → A
2
n+1 is an equivalence for n ≥ 3. It suffices to deal with the case
n = 3.
Theorem 1.1 (Main theorem). For r, s, r′, s′, u ∈ Z+,
• C5r∧C
5,s, C5r∧C
5
r′, C
5,s∧C5,s
′
, C5η∧C
5
r , C
5
η∧C
5,s, C5η∧C
5,s
r are indecomposable;
• M32u ∧ C
5
η is indecomposable;
• M32u ∧ C
5
r is
⋄ indecomposable for u > r;
⋄ homotopy equivalent to M32u ∧ C
5
η ∨M
7
2u for r ≥ u;
• M32u ∧ C
5,s is
⋄ indecomposable for u > s;
⋄ homotopy equivalent to M32u ∧ C
5
η ∨M
7
2u for s ≥ u
• M32u ∧ C
5,s
r is homotopy equivalent to
⋄ C8,sr ∨ C
9,s
r for u > r, s;
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⋄ M32u ∧ C
5
r ∨M
7
2u for r < u ≤ s;
⋄ M32u ∧ C
5,s ∨M72u for s < u ≤ r;
⋄ M32u ∧ C
5
η ∨M
7
2u ∨M
7
2u for u ≤ r and u ≤ s;
• C5u ∧ C
5,s
r is
⋄ homotopy equivalent to C9,sr ∨ C
5
η ∧ C
5,s
r for u ≥ r and u ≥ s;
⋄ homotopy equivalent to C9,rs ∨ C
5
η ∧ C
5,s
s for u = s < r;
⋄ indecomposable, otherwise;
• C5,u ∧ C5,sr is
⋄ homotopy equivalent to C9,sr ∨ C
5
η ∧ C
5,s
r for u ≥ r and u ≥ s;
⋄ homotopy equivalent to C9,rs ∨ C
5
η ∧ C
5,r
r for u = r < s;
⋄ indecomposable, otherwise;
• C5,sr ∧ C
5,s′
r′
⋄ if s ≥ r, r′, s′
C5,sr ∧ C
5,s′
r′ ≃


C9,sr ∨ C
9,s
r ∨ C
5
η ∧ C
5,s
r , s = s
′ = r′ > r;
C9,sr ∨ C
5
r′ ∧ C
5,s
r , s = s
′ > r′ > r;
C9,sr ∨ C
5,s′ ∧ C5,sr , s = r
′ > s′ > r;
C9,s
′
r′ ∨ C
9,s′
r′ ∨ C
5
η ∧ C
5,s′
r′ , s ≥ r ≥ r
′, s′;
C9,s
′
r′ ∨ C
9,r′
s′ ∨ C
5
η ∧ C
5,r
r , s ≥ r
′ > s′ = r;
C9,s
′
r′ ∨ C
5
r ∧ C
5,s′
r′ , ohterwise.
⋄ if r ≥ r′, s′ and r > s
C5,sr ∧ C
5,s′
r′ ≃


C9,sr ∨ C
9,s
r ∨ C
5
η ∧ C
5,s
r , r = r
′ = s′ > s;
C9,sr ∨ C
5,s′ ∧ C5,sr , r = r
′ > s′ > s;
C9,sr ∨ C
5
r′ ∧ C
5,s
r , r = s
′ > r′ > s;
C9,s
′
r′ ∨ C
9,s′
r′ ∨ C
5
η ∧ C
5,s′
r′ , r > s ≥ r
′, s′;
C9,s
′
r′ ∨ C
9,r′
s′ ∨ C
5
η ∧ C
5,s
s , r ≥ s
′ > r′ = s;
C9,s
′
r′ ∨ C
5,s ∧ C5,s
′
r′ , ohterwise.
Remark 1.2. For M3pr , prime p 6= 2, it is easy to check that M
3
pr ∧C
5
η ≃M
6
pr ∨M
8
pr ;
M3pr ∧C
5
r′ ≃M
8
pr ; M
3
pr ∧C
5,s ≃M6pr ; M
3
pr ∧C
5,s
r ≃ ∗; M
3
pr ∧M
3
qr ≃ ∗ for prime q 6= p
(∗ is the point space). We will not discuss these cases any more in the following.
It is known from Theorem 1.2 of [15] that for any p-local CW-complex, there is
a functorial decomposition ΩΣX ≃ Amin(X)×Ω(
∨∞
n=2Q
max
n (X)) which is useful to
calculate homotopy groups of ΣX . Qmaxn (X) is a wedge summand of ΣX
(n), where
3
X(n) is a n-fold self-smash product of X . In order to determine the homotopy type
of Qmaxn (X), it is significant to decompose X
(n) to a wedge of indecomposable spaces.
The decomposition of self-smash product is easy for Mnpr(p > 2) and M
n
2s(s > 1).
The decomposition of self-smash product is obtained by Jie Wu [17] for Mn2 and
Cnη . In a sequel we will study the decomposition of self-smash product for Chang
complexes.
Main Method (Assume C1 and C2 are indecomposable homotopy types in A
2
3)
The indecomposability of C1 ∧ C2 is obtained by contradiction. Assuming
that C1 ∧ C2 is decomposable one gets a contradiction by computing its ho-
motopy invariants such as homotopy groups, cohomotopy groups or Steenrod
operations.
There are two ways to get the wedge decomposition of C1 ∧ C2:
One way: Applying Lemma 2.3 to cofibre sequence X
f
−→ Y → C1 to get
X ∧C2
f∧1
−−→ Y ∧C2 → C1 ∧C2 which is also a cofibre sequence. Then rewrite
f ∧ 1 ≃ (f1, f2, · · · , ft) under identification X ∧ C2 ≃ X1 ∨ X2 ∨ · · · ∨ Xt or
rewrite f ∧ 1 ≃


f ′1
f ′2
· · ·
f ′t′

 under identification Y ∧ C2 ≃ Y1 ∨ Y2 ∨ · · · ∨ Yt′ and
prove that fi ≃ 0 for some i or f
′
j ≃ 0 for some j which will imply that ΣXi
or Yj is a wedge summand of C1 ∧ C2.
Another way: Firstly, observe that C1 ∧C2 is a CW-complex with only one
top cell e10 and one bottom cell S6; cancel the top cell and pinch the bottom
cell to a point to get spaces (C1 ∧ C2)
(9) and (C1 ∧ C2)/S
6 respectively. The
two spaces have mapping cone structures by Lemma 2.4; Secondly, decompose
(C1 ∧ C2)
(9) ≃ U1 ∨ U2 ∨ · · · ∨ Ul and (C1 ∧ C2)/S
6 ≃ W1 ∨W2 ∨ · · · ∨Wm
by matrix techniques introduced briefly in Subsection 2.1. At last, from the
decomposition of (C1 ∧ C2)
(9), there is a cofibre sequence S9
f
−→ U1 ∨ U2 ∨
· · · ∨ Ul → C1 ∧ C2 and the map f is determined by the decomposition of
(C1 ∧ C2)/S
6.
Section 2 contains necessary notations and lemmas. Related results of elementary
Moore spaces and Chang-complexes are stated in Section 3. In Section 5, we prove
the last part of Theorem 1.1 by determining the decomposition of C5,sr ∧C
5,s′
r′ while
the proof of other cases in Theorem 1.1 is given in Section 4.
2 Preliminaries
2.1 Some notations
• All spaces are suspensions of simply connected finite CW-complexes.
• |G| denotes the order of a group G and |g| denotes the order of an element g in
group G. If G is an abelian group with decomposition G ∼= C1⊕C2⊕· · ·⊕Cm,
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where Ct is a cyclic group with order infinity or a power of a prime for t =
1, · · · , m, then define dim G := m.
• If X is a subspace of L, Y ≃ L/X , then i denotes the canonical inclusion
X →֒ L, q denotes the canonical projection L ։ Y . Especially for Moore
space Mn2k , sometimes we denote i : S
n →֒ Mn2k by in and q : M
n
2k ։ S
n+1 by
qn.
• Denote by H∗X := H∗(X ;Z) and H
∗(X ;Z/2) the reduced homology groups
and cohomology groups of space X respectively.
• Let Cf be the mapping cone of a map f . Denote by [Cf ,Cf ′]
α
β the set of homo-
topy classes of maps h which satisfy the the following homotopy commutative
diagram:
X
f //
α

Y //
β

Cf //
h

ΣX
Σα

X ′
f ′ // Y ′ // Cf ′ // ΣX
′
• For abelian groups Ai and Bj , (i = 1, · · · , t, j = 1, · · · , s), we denote by f :=
(fij) =

 f11 · · · f1t· · · · · · · · ·
fs1 · · · fst

 :⊕ti=1Ai →⊕sj=1Bj a morphism such that pBifjAj =
fij, where jAj and pBi are canonical inclusions and projections respectively.
Sometimes, (fij) is written graphically as follows to indicate the domain and
codomain
A1 A2 · · · At
B1 f11 f12 · · · f1t
B2 f21 f22 · · · f2t
...
...
...
...
...
Bs fs1 fs2 · · · fst
• For finite CW-complexes Xi and Yj, (i = 1, · · · , t, j = 1, · · · , s), let
f := (fij) =

 f11 · · · f1t· · · · · · · · ·
fs1 · · · fst

 : t∨
i=1
Xi →
s∨
j=1
Yj
be a map such that pYifjXj ≃ fij , where jXj and pYi are canonical inclusions
and projections respectively. Similarly, (fij) is written as
X1 X2 · · · Xt
Y1 f11 f12 · · · f1t
Y2 f21 f22 · · · f2t
...
...
...
...
...
Ys fs1 fs2 · · · fst
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Generally, (fij) is not unique up to homotopy. However, if s = 1 or Xi
(i = 1, · · · , t) and Yj (j = 1, · · · , s) are in the category A
k
n for some k ≥ n+2,
then (fij) is unique.
Thus in category Akn(k ≥ n+ 2),
[
t∨
i=1
Xi,
s∨
j=1
Yj] ∼= {(fij)|fij ∈ [Xi, Yj]}
The composition (sum) of the maps is compatible with the product (sum)
of the matrices. Thus a self-map is homotopy equivalent if and only if the
corresponding matrix is invertible. Moreover for two matrices
(fij), (gij) :
t∨
i=1
Xi →
s∨
j=1
Yj,
we call (fij) ∼= (gij) if there are invertible matrices
(αij) :
t∨
i=1
Xi →
t∨
i=1
Xi, (βij) :
s∨
j=1
Yj →
s∨
j=1
Yj
such that (βij)(fij)(αij) ≃ (gij). It is clear that if (fij) ∼= (gij), then the
mapping cones C(fij) and C(gij) are homotopy equivalent to each other.
To simplify the text, we fix names for some elementary transformations as
follows
(i) −rn (−cn) : composing n-th row (column) with −id;
(ii) cmf + cn: adding the m-th column, composed with map f , to the n-th
column;
(iii) grm + rn: adding the m-th row, composed with map g, to the n-th row;
(iv) krm + rn (kcm + cn): adding k times of the m-th row (column) to the
n-th row (column), where k ∈ Z+;
• In the following of the paper, Skω = S
k for ω ∈ {1, 2, 3, 4, a, b}.
• η = ηn ∈ [S
n+1, Sn] is a Hopf map for n ≥ 3 and ̺ = ̺n ∈ [S
n+3, Sn] ∼= Z/24
is a fixed generator for n ≥ 5.
• κ, κ′, ε, ε′ ∈ {0, 1}.
• The k times of the identity map id of ΣX is written as k : ΣX → ΣX for
nonzero integer k (hence, 1 = id);
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• For k ≥ 5, and r, s ∈ Z+, let
Ck,s = (Sk−2 ∨ Sk−1)
⋃(
η
2s
)CSk−1 = Sk−2⋃ηq CMk−22s ;
Ckr = S
k−2
⋃
(2r ,η)C(S
k−2 ∨ Sk−1) = Mk−22r
⋃
iηCS
k−1;
Ck,sr = (S
k−2∨Sk−1)
⋃(
2r, η
0 , 2s
)C(Sk−2∨Sk−1) = (Mk−22r ∨Sk−2)⋃( iη
2s
)CSk−1
= Sk−2
⋃
(2r ,ηq)C(S
k−2 ∨Mk−22s ) =M
k−1
2r
⋃
iηqCM
k−1
2s ;
Ckη = S
k−2
⋃
ηCS
k−1,
2.2 Spanier-Whitehead duality
If Akn is in the stable range, i.e., [X, Y ]
Σm
−→ [ΣmX,ΣmY ] is isomorphic for any
X, Y ∈ Akn and any m ∈ Z
+, then there is a contravariant isomorphism of additive
categories
D = D2n+k : A
k
n → A
k
n
which is called Spanier-Whitehead duality (or (2n+ k)-duality).
D satisfies the following properties from [2], [7] and [14]:
Proposition 2.1.
(i) D2 is equal to the identity functor;
(ii) [X, Y ]
D(∼=)
−−−→ [DY,DX ] ∼= [DY ∧X,S2n+k];
(iii) [Sn+q, DX ] ∼= [X,Sn+k−q] and [Sn+q, X ] ∼= [DX,Sn+k−q]for n ≤ q ≤ n + k;
(iv) D(X ∨ Y ) ≃ DX ∨DY ;
(v) D(X ∧ Y ) ≃ DX ∧ DY , that is for X ∈ Akn, Y ∈ A
l
m, then X ∧ Y ∈ A
k+l
n+m
and D2(n+m)+k+l(X ∧ Y ) ≃ D2n+kX ∧D2m+lY .
(vi) Let {X, Y } := lim
m→+∞
[ΣmX,ΣmY ]. Then for any CW-complex Z,
{X ∧ Y, Z} ∼= {X ∧ S2n+k, DY ∧ Z}
Note. It follows from (i) and (iv) above that X is indecomposable if and only if DX
is indecomposable.
Example 2.2. (Page 49 of [1]) For the Spanier-Whitehead duality D : A2n →
A2n(n ≥ 3), we have DS
n = Sn+2, DSn+1 = Sn+1, DMnpr = M
n+1
pr , DC
n+2
η = C
n+2
η ,
DC
(n+2),s
r = C
(n+2),r
s , DCn+2r = C
(n+2),r.
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2.3 Some lemmas
Lemma 2.3. ( [7]) For a cofibre sequence X
f
−→ Y
i
−→ Cf ,
X ∧ Z
f∧id
−−−→ Y ∧ Z
i∧id
−−→ Cf ∧ Z
is also a cofibre sequence. That is Cf∧id ≃ Cf ∧ Z.
Lemma 2.4. (Lemma 14.30. of [14]) For
X
f
−→ U
i
−→ Cf , Y
g
−→ V
i
−→ Cg
Cf ∧Cg = (U ∧ V )
⋃
µC(X ∧ V ∨U ∧ Y )
⋃
ν CC(X ∧ Y ) where µ = (f ∧ id, id∧ g)
and (Cf ∧ Cg)/(U ∧ V ) ≃ (Σ(X ∧ V ) ∨ Σ(U ∧ Y ))
⋃
ν′ CΣ(X ∧ Y ), where ν
′ =(
Σid ∧ g
−Σf ∧ id
)
.
Lemma 2.5. (Lemma 6.2.1 of [11]) Let
X
f
−→ Y
i
−→ Cf
q
−→ ΣX
be a cofibre sequence. If f is null homotopic, then
(i) there is a retraction r : Cf → Y of i, such that ri ≃ id andCf → ΣX∨Cf
1∨r
−−→
ΣX∨Y is a homotopy equivalence, where the first map is the standard coaction.
(ii) there is a section τ : ΣX → Cf such that qτ ≃ id and ΣX ∨ Y
(τ,i)
−−→ Cf is a
homotopy equivalence.
Lemma 2.6. Let A ∈ A46, with homology groups of the form Z
r⊕Z/2r1⊕· · ·⊕Z/2rς
for some nonnegative integers r, r1, · · · , rς . Suppose that
(i) dim H9A+ dim H10A = 1 and H
6(A;Z/2) ∼= H10(A;Z/2) ∼= Z/2 with gener-
ators a6 and a10 respectively, satisfying Sq
4a6 = a10;
(ii) dim H8(A;Z/2) ≥ 2 and there are nonzero elements a8 6= a
′
8 ∈ H
8(A;Z/2)
such that Sq2a8 = Sq
2a′8 = a10;
(iii) Moreover Sq2a6 = a8 + a
′
8 + a
′′
8 6= 0 for some a
′′
8 ∈ H
8(A;Z/2) such that
Sq2a′′8 = 0.
If A ≃ X∨Y and H6X 6= 0, then HtX ∼= HtA for t = 6, 9, 10 and dim H
8(X ;Z/2) ≥
2, hence dim H7X + dim H8X ≥ 2.
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Proof. Let
X
j1 // A
p1
oo
p2
// Y
j2oo
where j1, j2, p1, p2 be the canonical inclusions and projections.
H∗(X ;Z/2)
p∗
1 // H∗(A;Z/2)
j∗
1
oo
j∗
2
// H∗(Y ;Z/2)
p∗
2oo ,
where j∗up
∗
u = id which implies that p
∗
u is injective and j
∗
u is surjective for u = 1, 2.
Since H6X 6= 0, we get that H6X ∼= H6A, H6Y = 0 and H
6(p1;Z/2) is iso-
morphic, hence there is 0 6= x6 ∈ H
6(X ;Z/2) such that p∗1(x6) = a6. It follows
from p∗1(Sq
4x6) = Sq
4p∗1(x6) = a10 6= 0 that 0 6= Sq
4x6 ∈ H
10(X ;Z/2) which implies
H9X ∼= H9A andH10X ∼= H10A by (i). By j
∗
1(a10) = j
∗
1(p
∗
1(Sq
4x6)) = Sq
4x6 6= 0 and
Sq2j∗1(a8) = Sq
2j∗1(a
′
8) = j
∗
1(a10), we get j
∗
1(a8) 6= 0 and j
∗
1(a
′
8) 6= 0 in H
8(X ;Z/2).
Since Sq2a6 = a8 + a
′
8 + a
′′
8 6= 0 and Sq
2a′′8 = 0, p
∗
1(Sq
2x6) = Sq
2(a6) = a8 +
a′8 + a
′′
8 6= 0 and p
∗
1Sq
2Sq2x6 = 2a10 = 0, thus Sq
2x6 6= 0 and Sq
2Sq2x6 = 0. But
Sq2(j∗1(a8)) = j
∗
1(a10) 6= 0, we have j
∗
1(a8) 6= Sq
2x6, thus dim H
8(X ;Z/2) ≥ 2.
It follows fromH8(X ;Z/2) = Hom(H8X,Z/2)⊕Ext(H7X,Z/2) that dim H7X+
dim H8X ≥ 2.
A complex X is called 2-local if all homotopy groups or equivalently all homology
groups of X are finitely generated Z(2)-module, where Z(2) is 2-localization of Z. Let
X(2) be the 2-localization of X and denote by X ≃(2) Y if X(2) ≃ Y(2).
Lemma 2.7.
(i) Let X1 = S
m ∪f1 CX
′
1, X2 = S
m ∪f2 CX
′
2 be two (resp. 2-local) complexes,
where X ′1 and X
′
2 are m-connected. If X1 ≃ X2 and HmX1 = Z/2
s for some
s ∈ Z+, then X1/S
m ≃(2) X2/S
m (resp. X1/S
m ≃ X2/S
m), i.e., ΣX ′1 ≃(2)
ΣX ′2 (resp. ΣX
′
1 ≃ ΣX
′
2 ).
(ii) Let X1 = X
(n−1)
1 ∪g1CS
n−1, X2 = X
(n−1)
2 ∪g2CS
n−1 be two (resp. 2-local) com-
plexes, where X
(n−1)
1 and X
(n−1)
2 are (n−1)-skeleton of X1 and X2 respectively.
If X1 ≃ X2 and [X1, S
n] = Z/2t for some t ∈ Z+, then X
(n−1)
1 ≃(2) X
(n−1)
2
(resp. X
(n−1)
1 ≃ X
(n−1)
2 ).
Proof. It suffices to prove when X1 and X2 are 2-local.
The proof of (i):
There are cofibre sequences
X ′j
fj
−→ Sm
ij
−→ Xj
qj
−→ ΣX ′j
Σfj
−−→ Sm+1 j = 1, 2.
Given a homotopy equivalence α : X1
≃
−→ X2, it induces
α∗ : πmX1
∼=
−→ πmX2 ∼= Z/2
s.
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Since ij is a generator of πmXj for j = 1, 2, there is an odd integer k such that
α∗ki1 = i2 ∈ πmX2. Since X1 and X2 are 2-local, kα : X1 → X2 is also a homotopy
equivalence. Thus there is a commutative diagram
Sm
i1 // X1
q1 //
kα(≃)

ΣX ′1 //
α′

Sm+1
Sm
i2 // X2
q2 // ΣX ′2
// Sm+1
and
α′ : ΣX ′1
≃
−→ ΣX ′2.
The proof of (ii) is dual to the proof of (i) by investigating the cofibre sequences
Sn−1
gj
−→ X
(n−1)
j
ij
−→ Xj
qj
−→ Sn j = 1, 2.
and using isomorphism [X1, S
n] ∼= [X2, S
n].
3 Moore spaces and Chang-complexes
In this section, we will collect some basic facts about Chang-complexes and
Moore spaces.
3.1 Moore spaces
Firstly, from Proposition 3E.3 of [9], the Steenrod square action on Mn2r is given by
Sq1 : Hn(Mn2r ;Z/2)→ H
n+1(Mn2r ;Z/2) is
{
isomorphic, r = 1;
0, r > 1.
Secondly, we list some results of maps between Moore spaces from [5].
[Mn2r ,M
n
2t ] =
{
Z/4〈B(χ)〉, r = t = 1;
Z/2min(r,t)〈B(χ)〉 ⊕ Z/2〈iηq〉, ohterwise.
(n ≥ 3)
where B(χ) is given by Proposition (2.3) of [5], which satisfies
HnB(χ) = χ : Z/2
r → Z/2t, χ(1) = 1.
B(χ) ∈ [Mn2r ,M
n
2t ]
2r−t
id for r ≥ t and B(χ) ∈ [M
n
2r ,M
n
2t ]
id
2r−t for r ≤ t; If r = t,
then B(χ) = id and if r = t = 1, then iηq = 2B(χ) = 2.
[Sn+1,Mn2t ] = Z/2〈iη〉, [M
n
2t , S
n] = Z/2〈ηq〉 (n ≥ 3)
[Mn+12t , S
n] =
{
Z/4〈η1〉, t = 1;
Z/2〈ηt〉 ⊕ Z/2〈ηηq〉, t > 1.
(n ≥ 3)
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[Sn+2,Mn2t ] =
{
Z/4〈ξ1〉, t = 1;
Z/2〈ξt〉 ⊕ Z/2〈iηη〉, t > 1.
(n ≥ 4)
Here we choose a generator ξ1 and set ξt = B(χ)ξ1. The generator η
1 is the dual
map of ξ1 and η
t = η1B(χ). And qξt = η, η
ti = η for t ≥ 1.
[Mn+12s ,M
n
2r ] =


Z/2〈ξ11〉 ⊕ Z/2〈η
1
1〉, s = r = 1;
Z/4〈ξs1〉 ⊕ Z/2〈η
s
1〉, s > 1 = r;
Z/2〈ξ1r〉 ⊕ Z/4〈η
1
r〉, s = 1 < r;
Z/2〈ξsr〉 ⊕ Z/2〈η
s
r〉 ⊕ Z/2〈iηηq〉, otherwise,
(n ≥ 4)
where ξsr = B(χ)ξ1 ∈ [M
n+1
2s ,M
n
2r ]
η
0, η
s
r = iη
1B(χ) ∈ [Mn+12s ,M
n
2r ]
0
η. Note that
2ξs1 = iηηq (s > 1); 2η
1
r = iηηq (r > 1).
Let λ11 := ξ
s
r + η
s
r , then
[Mn+12s ,M
n
2r ]
η
η = {λ11, λ11 + iηηq}.
[Sn+3,Mn2r ] is given by the following Lemma
Lemma 3.1. Let n ≥ 5. Then
[Sn+3,Mn2 ] = Z/2〈i̺〉 ⊕ Z/2〈ρ1〉
[Sn+3,Mn2r ] = Z/4〈i̺〉 ⊕ Z/2〈ρr〉 (r > 1)
where ρr is some element of [S
n+3,Mn2r ] such that qρr = ηη for r ≥ 1.
Proof. [Sn+3,Mn2 ] is obtained from Lemma 5.2 and Theorem 5.11 of [17]. For r > 1
there are two exact sequences
[Sk, Sn]
(2r)∗
−−−→ [Sk, Sn]→ [Sk,Mn2r ]
q∗
−→ [Sk, Sn+1]
(2r)∗
−−−→ [Sk, Sn+1], k = n+2, n+3.
The following commutative diagram is induced by η : Sn+3 → Sn+2
0 // Z/2 //

[Sn+2,Mn2r ]
q∗ //
η∗

Z/2
σ
oo
// 0
0 // Z/4 // [Sn+3,Mn2r ]
q∗ // Z/2 // 0
It is known that the upper exact sequence splits. If σ is the section of q∗, then η∗σ
is the section of the lower q∗.
At last, it follows from Lemma 2.5 that
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Corollary 3.2. For s ≥ r and s > 1
Mn2r ∧ S
m 1∧im //Mn2r ∧M
m
2s
1∧qm //
τm
nn M
n
2r ∧ S
m+1
σm
nn
and
Sm ∧Mn2r
im∧1 //Mm2s ∧M
n
2r
qm∧1 //
τ ′m
nn S
m+1 ∧Mn2r
σ′m
nn
where τm(1 ∧ im) = 1, (1 ∧ qm)σm = 1 and τ
′
m(im ∧ 1) = 1, (qm ∧ 1)σ
′
m = 1.
3.2 Chang-complexes
Firstly, since Ck,11 and Σ
k−4M12 ∧M
1
2 are both indecomposable A
2
k−2-complexes with
the same homology groups, thus
Ck,11 ≃ Σ
k−4M12 ∧M
1
2 (k ≥ 5).
Cofibre sequences for Chang-complexes
For C ∈ {Ckr , C
k,s, Ck,sr | k ≥ 5, r, s ∈ Z
+}, it can be written as mapping cones
of different maps, that is, there are different cofibre sequences for C.
• The cofibre sequence for Ckη
Cof : Sk−1
η
−→ Sk−2
iη
−→ Ckη
qη
−→ Sk → Sk−1
• The cofibre sequences for Ckr
Cof1 : Sk−2 ∨ Sk−1
(2r ,η)
−−−→ Sk−2
iS−→ Ckr
qS−→ Sk−1 ∨ Sk → Sk−1;
Cof2 : Sk−1
iη
−→ Mk−22r
iM−→ Ckr
qM−→ Sk → Mk−12r ;
Cof3 : Sk−2
iη2r
−−→ Ckη
iC−→ Ckr
qC−→ Sk−1 → Ck+1η ;
• The cofibre sequences for Ck,s
Cof1 : Sk−1
(
η
2s
)
−−−−→ Sk−2 ∨ Sk−1
iS−→ Ck,s
qS−→ Sk → Sk−1 ∨ Sk;
Cof2 : Mk−22s
ηq
−→ Sk−2
iM−→ Ck,s
qM
−→Mk−12s → S
k−1;
Cof3 : Ck−1η
2sqη
−−→ Sk−1
iC−→ Ck,s
qC
−→ Ckη → S
k;
• The cofibre sequences for Ck,sr
Cof1 : Sk−2 ∨ Sk−1
(
2r, η
0 , 2s
)
−−−−−−→ Sk−2 ∨ Sk−1
iS−→ Ck,sr
qS
−→ Sk−1 ∨ Sk → Sk−1 ∨ Sk;
12
Cof2 : Mk−22s
iηq
−→ Mk−22r
iM−→ Ck,sr
qM
−→Mk−12s → M
k−1
2r ;
Cof3 : Sk−2 ∨Mk−22s
(2r ,ηq)
−−−−→ Sk−2
i
M−→ Ck,sr
q
M−→ Sk−1 ∨Mk−12s → S
k−1;
Cof4 : Sk−1
(
iη
2s
)
−−−−→Mk−22r ∨ S
k−1
iM
−→ Ck,sr
qM
−→ Sk →Mk−12r ∨ S
k;
Cof5 : Ck−1r
2sp1qS−−−−→ Sk−1
iC
−→ Ck,sr
qC
−→ Ckr → S
k, where 2sp1qS is the composi-
tion of Ck−1r
qS
−→ Sk−1 ∨ Sk−2
p1
−→ Sk−1
2s
−→ Sk−1;
Cof6 : Sk−2
iSj12
r
−−−−→ Ck,s
i
C−→ Ck,sr
q
C−→ Sk−1 → C(k+1),s, where iSj12
r is the
composition of Sk−2
2r
−→ Sk−2
j1
−→ Sk−2 ∨ Sk−1
iS−→ Ck,s.
Homologies and Cohomologies
H∗C
k,s =


Z, ∗ = k − 2;
Z/2s, ∗ = k − 1;
0, otherwise.
; H∗C
k
r =


Z/2r, ∗ = k − 2;
Z, ∗ = k;
0, otherwise.
H∗C
k,s
r =


Z/2r, ∗ = k − 2;
Z/2s, ∗ = k − 1;
0, otherwise.
; H∗C
k
η =


Z, ∗ = k − 2;
Z, ∗ = k;
0, otherwise.
H∗(Ckr ;Z/2) = H
∗(Ck,s;Z/2) =
{
Z/2, ∗ = k − 2, k − 1, k;
0, otherwise.
H∗(Ck,sr ;Z/2) =


Z/2, ∗ = k − 2, k;
Z/2⊕ Z/2, ∗ = k − 1;
0, otherwise.
; H∗(Ckη ;Z/2) =


Z/2, ∗ = k − 2;
Z/2, ∗ = k;
0, otherwise.
Sq2 : Hk−2(C;Z/2)→ Hk(C;Z/2) is isomorphic for C = Ck,s, Ckr , C
k,s
r , C
k
η .
Sq1 = 0 : Hk−2(Ck,s;Z/2)→ Hk−1(Ck,s;Z/2)
Sq1 : Hk−1(Ck,s;Z/2)→ Hk(Ck,s;Z/2) is
{
0, s > 1;
isomorphic, s = 1.
Sq1 : Hk−2(Ckr ;Z/2)→ H
k−1(Ckr ;Z/2) is
{
0, r > 1;
isomorphic, r = 1.
Sq1 = 0 : Hk−1(Ckr ;Z/2)→ H
k(Ckr ;Z/2).
Sq1 on H∗(Ck,sr ;Z/2) is given by the following Lemma
Lemma 3.3. Let vk−2, vk be generators of H
k−2(Ck,sr ;Z/2) and H
k(Ck,sr ;Z/2) re-
spectively. Then there are generators vk−1, vk−1 of H
k−1(Ck,sr ;Z/2) such that
Sq1vk−2 =
{
vk−1, r = 1;
0, r > 1.
; Sq1vk−1 =
{
vk, s = 1;
0, s > 1.
; Sq1vk−1 = 0. (1)
Proof. To simplify the notation, take k = 5. Using Cof2 and Cof3 of C5,sr ,we have
a split exact sequence
0→ H4(M42s ;Z/2)
q∗M−→ H4(C5,sr ;Z/2)
i∗M−→ H4(M32r ;Z/2)→ 0
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and an isomorphism
H4(S4;Z/2)⊕H4(M42s ;Z/2)
(p∗
1
,p∗
2
) ∼=
−−−−−→ H4(S4 ∨M42s ;Z/2)
q∗
M
∼=
−−−→ H4(C5,sr ;Z/2)
where pl is the canonical projection for l = 1, 2. Let u
4
S, u
4
M be the generators of
H4(S4;Z/2) and H4(M42s ;Z/2) respectively.
Note that p2qM = qM . Define
v4 := q
∗
M
p∗2(u
4
M) = q
∗
M(u
4
M), v4 :=
{
Sq1v3, r = 1;
q∗
M
p∗1(u
4
S), r > 1.
Clearly, v4 6= v4 for r > 1. For r = 1, since H
3(C5,s1 ;Z/2)
i∗
M
(∼=)
−−−−→ H3(M32 ;Z/2),
i∗Mv4 = i
∗
MSq
1v3 = Sq
1i∗Mv3 6= 0. But i
∗
Mv4 = 0, we also get v4 6= v4.
Sq1v4 = Sq
1q∗Mu
4
M = q
∗
MSq
1u4M
{
v5, s = 1;
0, s > 1.
Sq1v4 =
{
Sq1q∗
M
p∗1u
4
S = q
∗
M
p∗1Sq
1u4S = 0, r > 1;
Sq1Sq1v3 = 0, r = 1.
Applying Cof4 of C5,sr and by the commutative diagram
H3(C5,sr ;Z/2)
Sq1



i∗M / H3(M32r ∨ S
4;Z/2)
Sq1

H4(C5,sr ;Z/2) i∗M
// H4(M32r ∨ S
4;Z/2)
we get
Sq1v3 =
{
v4 6= 0, r = 1;
0, r > 1.
homotopy groups and cohomotopy groups
For k ≥ 5
πk−1C
k
r = 0;
πkC
k
r = Z/2〈(j1η)
−
S 〉 ⊕ Z〈(2j2)
−
S 〉 where (j1η)
−
S = q
−1
S∗ (j1η) and (2j2)
−
S =
q−1S∗ (2j2);
πk−1C
k,s = Z/2s+1〈iSj2〉 with iSj1η = 2
siSj2;
πkC
k,s = Z/2〈iSj2η〉;
πk−1C
k,s
r = Z/2
s+1〈iMj2〉 with iMj1iη = 2
siMj2 or
πk−1C
k,s
r = Z/2
s+1〈iSj2〉 with iSj1iη = 2
siSj2;
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πkC
k,s
r = Z/2〈iMj1ξr〉 ⊕ Z/2〈iMj2η〉;
[Ckr , S
k−2] = Z/2〈ηp1qS〉;
[Ckr , S
k−1] = Z/2r+1〈p1qS〉 with ηp2qS = 2
rp1qS;
[Ck,s, Sk−2] = Z〈(2p1)
−
S 〉⊕Z/2〈(ηp2)
−
S 〉 where (2p1)
−
S = (i
∗
S)
−1(2p1) and (ηp2)
−
S =
(i∗S)
−1(ηp2);
[Ck,s, Sk−1] = 0;
[Ck,sr , S
k−2] = Z/2〈(ηqp1)
−
M〉 ⊕ Z/2〈(ηp2)
−
M〉 where (ηqp1)
−
M = (i
∗
M)
−1(ηqp1)
and (ηp2)
−
M = (i
∗
M)
−1(ηp2);
[Ck,sr , S
k−1] = Z/2r+1〈p1qS〉 with ηp2qS = 2
rp1qS or
[Ck,sr , S
k−1] = Z/2r+1〈p1qM〉 with ηqp2qM = 2
rp1qM ;
[Ck,sr , S
k] = Z/2s〈qp2qM〉 = Z/2
s〈p1qS〉.
where Xu
ju
−→ X1∨X2 is the canonical inclusion and X1∨X2
pu
−→ Xu is the canonical
projections for u = 1, 2.
Remark 3.4. [X, Y ] for X, Y being indecomposable homotopy types of A2n are given
by Part IV of [1]. We will use these results directly in the following of this paper.
4 Determination of the decomposability except that of C5,sr ∧ C
5,s′
r′
4.1 Some indecomposable cases
Theorem 4.1. M32u ∧ C
5
η , C
5
r ∧ C
5,s,C5r ∧ C
5
r′, C
5,s ∧ C5,s
′
, C5η ∧ C
5
r , C
5
η ∧ C
5,s and
C5η ∧ C
5,s
r are indecomposable for any u, r, r
′, s, s′ ∈ Z+.
Proof. The proof of all cases in the Theorem 4.1 are similar. We give a proof only
for the case C5r ∧ C
5
r′ .
Let uk, u
′
k be generators of H
k(C5r ;Z/2) and H
k(C5r′;Z/2) respectively for k =
3, 4, 5. Let muv be the minimum of non-negative integers u and v.
H∗(C
5
r ∧ C
5
r′) =


Z/2mr,r′ , ∗ = 6
Z/2mr,r′ , ∗ = 7
Z/2r ⊕ Z/2r
′
, ∗ = 8
0, ∗ = 9
Z, ∗ = 10
0, otherwise
H∗(C5r ∧ C
5
r′;Z/2) =


Z/2{u3 ⊗ u
′
3}, ∗ = 6
Z/2{u3 ⊗ u
′
4, u4 ⊗ u
′
3}, ∗ = 7
Z/2{u3 ⊗ u
′
5, u4 ⊗ u
′
4, u5 ⊗ u
′
3}, ∗ = 8
Z/2{u4 ⊗ u
′
5, u5 ⊗ u
′
4}, ∗ = 9
Z/2{u5 ⊗ u
′
5}, ∗ = 10
0, otherwise
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By the Steenrod operation action on Chang-complexes given in Section 3.2, we
get
(i) Sq4(u3 ⊗ u
′
3) = u5 ⊗ u
′
5; (ii)Sq
2(u3 ⊗ u
′
5) = Sq
2(u5 ⊗ u
′
3) = u5 ⊗ u
′
5;
(iii) Sq2(u3⊗u
′
3) =
{
u3 ⊗ u
′
5 + u5 ⊗ u
′
3, otherwise
u3 ⊗ u
′
5 + u4 ⊗ u
′
4 + u5 ⊗ u
′
3, r = r
′ = 1
, Sq2(u4⊗u
′
4) = 0;
(iv) Sq2(u3 ⊗ u
′
4) = u5 ⊗ u
′
4, Sq
2(u4 ⊗ u
′
3) = u4 ⊗ u
′
5.
Suppose that C5r ∧ C
5
r′ = X ∨ Y and H6X 6= 0, C
5
r ∧ C
5
r′ satisfies the conditions
in Lemma 2.6,
HtX ∼= Ht(C
5
r ∧ C
5
r′), t = 6, 9, 10; dim H7X + dim H8X ≥ 2,
which implies that
∞∑
t=1
dim HtY ≤ 1.
If follows from the isomorphism Sq2 : H7(C5r ∧ C
5
r′;Z/2) → H
9(C5r ∧ C
5
r′ ;Z/2)
that Sq2 : H7(Y ;Z/2)→ H9(Y ;Z/2) is isomorphic. Hence Y is not a Moore space
with nontrivial homology group at 7 or 8 dimension. So Y ≃ ∗ and C5r ∧ C
5
r′ is
indecomposable.
In the rest of this subsection we will give cell structure of spaces Mn2r ∧C
n+2
η (n ≥
3) and C5η ∧ C
5,s
r which will be used later.
Lemma 4.2. Mn2r ∧C
n+2
η ≃ S
2n ∪hr CC
(2n+2),r ≃ C2n+2r ∪hr CS
2n+2 (n ≥ 3), where
hr is determined by hriS = (2
r, η), i.e.,
C(2n+2),r h
r
// S2n
i
C //Mn2r ∧ C
n+2
η
q
C // C(2n+3),r
S2n ∨ S2n+1
iS
OO
hriS=(2
r ,η)
99sssssssssss
;
hr is determined by qShr =
(
η
2r
)
, i.e.,
S2n+2
qShr=
(
η
2r
)
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
hr // C2n+2r
qS

iC //Mn2r ∧ C
n+2
η
qC // S2n+3
S2n+1 ∨ S2n+2
The top rows are cofibre sequences in each commutative diagrams.
Moreover,
π2n+1(M
n
2r ∧ C
n+2
η ) = 0; (2)
Z/2r ∼=
π2n+2C
2n+2
r
〈(j1η)
−
S , 2
r−1(2j2)
−
S 〉
∼=
−−−→
(iC)∗
π2n+2(M
n
2r ∧ C
n+2
η ); (3)
π2n+3S
2n
〈2r̺2n, η(3)〉
∼=
−−−→
(i
C
)∗
π2n+3(M
n
2r ∧ C
n+2
η ); (4)
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Dually
[Mn2r ∧ C
n+2
η , S
2n+2] = 0; (5)
Z/2r ∼=
[C(2n+3),r, S2n+1]
〈(ηp2)
−
S , 2
r−1(2p1)
−
S 〉
∼=
−−−→
(qC)∗
[Mn2r ∧ C
n+2
η , S
2n+1]; (6)
[S2n+3, S2n]
〈2r̺2n, η(3)〉
∼=
−−−→
(q
C
)∗
[Mn2r ∧ C
n+2
η , S
2n]; (7)
where η(3) = ηηη.
Proof. From Lemma 2.4,
Mn2r ∧ C
n+2
η = S
n ∧ Sn ∪C(Sn ∧ Sn ∨ Sn ∧ Sn+1) ∪CC(Sn ∧ Sn+1);
(Mn2r ∧ C
n+2
η )/S
2n ≃ (S2n+1 ∨ S2n+2) ∪( η
−2r
) CS2n+2 ≃ C(2n+3),r;
(Mn2r ∧ C
n+2
η )
(2n+2) ≃ S2n ∪(2r ,η) C(S
2n ∨ S2n+1) ≃ C2n+2r .
So, there are cofibre sequences
C(2n+2),r h
r
// S2n
i
C //Mn2r ∧ C
n+2
η
S2n ∨ S2n+1
iS
OO
hriS=(a,xη)
99sssssssssss
;
S2n+2
qShr=
(
yη
b
)
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
hr // C2n+2r
qS

iC //Mn2r ∧ C
n+2
η
S2n+1 ∨ S2n+2
,
where a, b ∈ Z and x, y ∈ {0, 1}. Since the following two homomorphisms
[C(2n+2),r, S2n]
i∗
S−→ [S2n ∨ S2n+1, S2n]
[S2n+2, C2n+2r ]
(qS)∗
−−−→ [S2n+2, S2n+1 ∨ S2n+2]
are injective, hr and hr are determined by h
riS and qShr respectively.
By H2n(M
n
2r ∧ C
n+2
η ) = Z/2
r and π2n+1(M
n
2r ∧ C
n+2
η )
∼= π2n+1(C
2n+2
r ) = 0,
a = 2r, x = 1;
By H2n+2(M
n
2r ∧ C
n+2
η ) = Z/2
r and [Mn2r ∧ C
n+2
η , S
2n+2] ∼= [C(2n+3),r, S2n+2] = 0
b = 2r, y = 1.
Thus we prove the first part of this Lemma. Now π∗(M
n
2r ∧ C
n+2
η )(∗ = 2n+ 1, 2n+
2, 2n+ 3) and [Mn2r ∧ C
n+2
η , S
m](m = 2n, 2n+ 1, 2n+ 2) are easily obtained.
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Lemma 4.3. C5η ∧ C
5,s
r is homotopy equivalent to the mapping cone of map
S9
(
iC̺6
hs
)
−−−−−→M32r∧C
5
η∨C
9
s (iC and hs are defined in Lemma 4.2) and π9(C
5
η∧C
5,s
r )
∼={
Z/2s+1 ⊕ Z/2, r > 1
Z/2s ⊕ Z/2, r = 1
.
Proof. Apply Lemma 2.4 to cofibre sequences
S4
η
−→ S3a → C
5
η ; S
3 ∨M32s
f=(2r ,ηq)
−−−−−→ S4b → C
5,s
r .
(C5η ∧ C
5,s
r )/S
6 ≃ (Σ(S4 ∧ S3b ) ∨ Σ(S
3
a ∧ (S
3 ∨M32s))) ∪A CΣS
4 ∧ (S3 ∨M32s)
where A =
(
Σ1 ∧ f
−Ση ∧ 1
)
. i.e.,
(C5η ∧ C
5,s
r )/S
6 ≃ (S8 ∨ S7 ∨M72s) ∪A C(S
8 ∨M82s)
where A =
S8 M82s
S8 2r ηq
S7 η 0
M72s 0 η ∧ 1
∼=
−−−−→
qr3+r1
S8 M82s
S8 2r 0
S7 η 0
M72s 0 η ∧ 1
. Hence
(C5η ∧ C
5,s
r )/S
6 ≃M42s ∧ C
5
η ∨ C
9,r (8)
Apply Lemma 2.4 to cofibre sequences
S41
η
−→ S3 → C5η ; S
4
2
g=
(
iη
2s
)
−−−−−→M32r ∨ S
4
a → C
5,s
r .
(C5η ∧ C
5,s
r )
(9) ≃ S3 ∧ (M32r ∨ S
4
a) ∪(η∧1, 1∧g) C(S
4
1 ∧ (M
3
2r ∨ S
4
a) ∨ S
3 ∧ S42)
≃ (M62r ∨ S
7) ∪B C(M
7
2r ∨ S
8 ∨ S7)
where B =
M72r S
8 S7
M62r η ∧ 1 0 iη
S7 0 η 2s
∼=
−−−−→
c1i+c3
M72r S
8 S7
M62r η ∧ 1 0 0
S7 0 η 2s
. Thus
(C5η ∧ C
5,s
r )
(9) ≃ M32r ∧ C
5
η ∨ C
9
s (9)
There is a cofibre sequence
S9
(
α′
β′
)
−−−−→M32r ∧ C
5
η ∨ C
9
s → C
5
η ∧ C
5,s
r → S
10
(
Σα′
Σβ′
)
−−−−−→M42r ∧ C
5
η ∨ C
10
s (10)
where α′ = iC(t
′̺6), t
′ = 1 for r = 1 and t′ ∈ {1, 2} for r > 1 since π9(M
3
2r ∧
C5η) =
{
Z/2〈iC̺6〉, r = 1
Z/4〈iC̺6〉, r ≥ 2
and C5η ∧ C
5,s
r is indecomposable. β
′ is determined by
18
qSβ
′ =
(
y′η
b′
)
for some y′ ∈ {0, 1} and b′ ∈ Z since (qS)∗ : π9C
9
s → π9(S
8 ∨ S9) is
injective.
S6
i
C //M32r ∧ C
5
η
S9
t′̺6
OO
α′
::✉✉✉✉✉✉✉✉✉
S9
(
y′η
b′
)
##●
●●
●●
●●
●●
β′ // C9s
qS

S8 ∨ S9
ByH9(C
5
η∧C
5,s
r ) = Z/2
s, b′ = 2s. From [C5η∧C
5,s
r , S
9] ∼= [(C5η∧C
5,s
r )/S
6, S9] = [M42s∧
C5η ∨C
9,r, S9] ∼= Z/2r and exact sequence 0→
[S10,S9]
〈y′η〉
→ [C5η ∧C
5,s
r , S
9]→ Z/2r → 0
we have y′ = 1. Thus β ′ = hs. So for r = 1,
π9(C
5
η∧C
5,s
r )
∼=
Z/2〈iC̺6〉 ⊕ Z/2〈(i1η)
−〉 ⊕ Z〈(2i2)
−〉
〈(t′iC̺6, (i1η)
−, 2s−1(2i2)−)〉
∼=
Z/4⊕ Z/2 ⊕ Z
〈(1, 1, 2s−1)〉
∼= Z/2⊕Z/2s.
Next we will determine t′ for r > 1.
By computing the exact sequence π9 of cofibre sequence (10), we get
π9(C
5
η ∧ C
5,s
r )
∼=
Z/4〈iC̺6〉 ⊕ Z/2〈(i1η)
−〉 ⊕ Z〈(2i2)
−〉
〈(t′iC̺6, (i1η)
−, 2s−1(2i2)−)〉
∼=
Z/4⊕ Z/2⊕ Z
〈(t′, 1, 2s−1)〉
∼=
{
Z/4⊕ Z/2s, t′ = 2
Z/2⊕ Z/2s+1, t′ = 1
. (11)
On the other hand, π9(C
5
η ∧ C
5,s
r )
∼= [C14η , C
13,s
r ]
∼= [C7η , C
6,s
r ] ([C
k+1
η , C
k,s
r ] is stable
for k ≥ 6). There is an exact sequence
[C7η , S
5]
(
iη
2s
)
∗−−−−→ [C7η ,M
4
2r ∨ S
5]→ [C7η , C
6,s
r ]→ [C
7
η , S
6] = 0.
From Lemma 3.1 and the following commutative diagram
[S6, S4]
η∗ //
i∗

[S7, S4]
q∗η //
i∗

[C7η , S
4]
0 //
i∗

[S5, S4]
η∗
∼=
//
i∗

[S6, S4]
i∗

[S6,M42r ]
η∗ // [S7,M42r ]
q∗η // [C7η ,M
4
2r ]
0 // [S5,M42r ]
η∗
∼=
// [S6,M42r ]
we get the surjection
Z/12 ∼= [C7η , S
4]
i∗−→ [C7η ,M
4
2r ]
∼= Z/4.
By [C7η , C
6
η ]
∼=
[C7η ,S
4]
η∗[C7η ,S
5]
∼=
[S7,C6η ]
η∗[S6,C6η ]
∼= Z/6 ([16], Proposition 2.6 (iii)), we get
Z = [C7η , S
5]
η∗=6
−−−→ [C7η , S
4] = Z/12.
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So
(iη)∗ = 2 : Z = [C
7
η , S
5]
η∗
−→ [C7η , S
4]
i∗−→ [C7η ,M
4
2r ]
∼= Z/4. (12)
hence
π9(C
5
η ∧ C
5,s
r )
∼= [C7η , C
6,s
r ]
∼=
Z/4⊕ Z
〈(2, 2s)〉
∼= Z/2s+1 ⊕ Z/2. (13)
Together with (11), t′ = 1.
4.2 M32u ∧ C, C ∈ {C
5
r , C
5,s, C5,sr | r, s ∈ Z
+}
(1) M32u ∧ C
5
r and M
3
2u ∧ C
5,s
There is the following commutative diagram
M32u ∧ (S
3 ∨ S4)
1∧(2r ,η) //M32u ∧ S
3 //M32u ∧ C
5
r
M32u ∧ S
3 ∨M32u ∧ S
4
(1∧2r ,1∧η)
55❦❦❦❦❦❦❦❦❦❦❦❦❦❦❦
where the top row is a cofibre sequence. Hence
M32u ∧ C
5
r ≃M
3
2u ∧ S
3 ∪(1∧2r ,1∧η) C(M
3
2u ∧ S
3 ∨M32u ∧ S
4)
• If r ≥ u and r > 1, then 1 ∧ 2r ≃ 0, hence M32u ∧ C
5
r ≃ M
7
2u ∨M
3
2u ∧ C
5
η .
• If r = u = 1, 1 ∧ η ∈ [M72u ,M
6
2u ]
η
η implies 1 ∧ η = λ11 + εuiηηq for some
εu ∈ {0.1} ( for u = 1, ε1 = 0, i.e., λ11 = 1 ∧ η ), then
M32 ∧ C
5
1 ≃M
6
2 ∪M=(i6ηq6, λ11) C(M
6
2 ∨M
7
2 ).
From
M62 M
7
2
M62 i6ηq6 λ11
M62 M
7
2
M62 id 0
M72 i7q6 id
=
M62 M
7
2
M62 0 λ11
, we get
M∼= (0, λ11), thus M
3
2 ∧ C
5
1 ≃ M
7
2 ∨M
3
2 ∧ C
5
η .
• If r < u, apply Lemma 2.4 to cofibre sequences
S31
2u
−→ S3a →M
3
2u ; S
3
2 ∨ S
4 (2
r , η)
−−−−→ S3b → C
5
r ,
we can easily get
(M32u ∧ C
5
r )/S
6 ≃ S7 ∨ C9,ur (14)
Suppose that M32u ∧ C
5
r ≃ X ∨ Y are decomposable and H6(X) 6= 0.
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Since Sq2 on H6(M32u ∧ C
5
r ;Z/2) and H
7(M32u ∧ C
5
r ;Z/2) are nontrivial
and
H∗(M
3
2u ∧ C
5
r ) =


Z/2r, ∗ = 6
Z/2r, ∗ = 7
Z/2u, ∗ = 8
0, otherwise
,
M32u ∧ C
5
r has no direct summands M
6
2r and M
8
2u . Thus M
3
2u ∧ C
5
r ≃
X ∨ M72r . By Lemma 2.7 and (14), (X/S
6) ∨ M72r ≃ S
7 ∨ C9,ur which
contradicts to the uniqueness of the decomposability of A3n-complexes
[5]. So M32u ∧ C
5
r is indecomposable for r < u.
In summary, M32u ∧ C
5
r is homotopy equivalent to M
3
2u ∧ C
5
η ∨M
7
2u for r ≥ u
and indecomposable for u > r.
By the properties of the duality functor D we have
M32u ∧C
5,s ≃ D(M42u ∧C
5
s ) is homotopy equivalent toM
3
2u ∧C
5
η ∨M
7
2u for s ≥ u
and indecomposable for u > s.
(2) M32u ∧ C
5,s
r
If u > r and u > s there is a cofibre sequence
S3 ∧ C5,sr
2u∧1
−−−→ S3 ∧ C5,sr → M
3
2u ∧ C
5,s
r
[Ck,sr , C
k,s
r ]
∼= Z/2max(r,s)+1⊕Z/2msr⊕Z/2msr+1 for k ≥ 5 which implies 2u∧1 =
0 ∈ [S3 ∧ C5,sr , S
3 ∧ C5,sr ]. Thus M
3
2u ∧ C
5,s
r ≃ C
8,s
r ∨ C
9,s
r .
If u ≤ r and r > 1, by Cof4 of C5,sr ,
M32u ∧ (S
3 ∨M32s)
1∧(2r ,ηq) //M32u ∧ S
3 //M32u ∧ C
5,s
r
M32u ∧ S
3 ∨M32u ∧M
3
2s
(1∧2r ,1∧ηq)
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
where the top row is a cofibre sequence. Since 2r = 0 ∈ [M62u ,M
6
2u ],
M32u ∧ C
5,s
r ≃M
7
2u ∨C1∧ηq ≃M
3
2u ∧ C
5,s ∨M72u
M32u ∧ C
5,s
r ≃
{
M32u ∧ C
5,s ∨M72u , s < u ≤ r
M32u ∧ C
5
η ∨M
7
2u ∨M
7
2u , u ≤ r, s and r > 1
.
If u ≤ s and s > 1, M32u ∧ C
5,s
r ≃ D(M
4
2u ∧ C
5r
s ), we get
M32u ∧ C
5,s
r ≃
{
M32u ∧ C
5
r ∨M
7
2u , r < u ≤ s
M32u ∧ C
5
η ∨M
7
2u ∨M
7
2u , u ≤ r, s and s > 1
.
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If u = r = s = 1, then from Corollary 3.7 of [17],
M32 ∧ C
5,1
1 ≃ ΣM
3
2 ∧M
1
2 ∧M
1
2 ≃M
3
2 ∧ C
5
η ∨M
7
2 ∨M
7
2 .
In summary,
M32u ∧ C
5,s
r ≃


C8,sr ∨ C
9,s
r , u > s and u > r
M32u ∧ C
5
r ∨M
7
2u , r < u ≤ s
M32u ∧ C
5,s ∨M72u , s < u ≤ r
M32u ∧ C
5
η ∨M
7
2u ∨M
7
2u , u ≤ r, s
.
4.3 C5u ∧ C
5,s
r and C
5,u ∧ C5,sr for u, r, s ∈ Z
+
Let uk be generators of H
k(C5u;Z/2) for k = 3, 4, 5 and v3, v4, v4, v5 be generators of
H∗(C5,sr ;Z/2) which satisfy conditions (1) of Lemma 3.3.
H∗(C
5
u ∧ C
5,s
r ) =


Z/2mur ∗ = 6
Z/2mur ⊕ Z/2mus ∗ = 7
Z/2mus ⊕ Z/2r ∗ = 8
Z/2s ∗ = 9
0 otherwise
H∗(C5u ∧ C
5,s
r ;Z/2) =


Z/2{u3 ⊗ v3} ∗ = 6
Z/2{u3 ⊗ v4, u3 ⊗ v4, u4 ⊗ v3} ∗ = 7
Z/2{u3 ⊗ v5, u4 ⊗ v4, u4 ⊗ v4, u5 ⊗ v3} ∗ = 8
Z/2{u4 ⊗ v5, u5 ⊗ v4, u5 ⊗ v4} ∗ = 9
Z/2{u5 ⊗ v5} ∗ = 10
0 otherwise
The Steenrod operation action on H∗(C5u ∧ C
5,s
r ;Z/2) is given as follows
(i) Sq4(u3 ⊗ v3) = u5 ⊗ v5;
(ii) Sq2(u3 ⊗ v5) = Sq
2(u5 ⊗ v3) = u5 ⊗ v5;
(iii) Sq2(u3 ⊗ v3) =
{
u3 ⊗ v5 + u4 ⊗ v4 + u5 ⊗ v3, u = r = 1
u3 ⊗ v5 + u5 ⊗ v3, u > 1 or r > 1
;
(iv) Sq2(u3 ⊗ v4) = u5 ⊗ v4;
Sq2(u4 ⊗ v3) = u4 ⊗ v5;
Sq2(u3 ⊗ v4) =
{
u5 ⊗ v4 + u4 ⊗ v5, u = s = 1
u5 ⊗ v4, u > 1 or s > 1
.
Corollary 4.4. If C5u ∧ C
5,s
r ≃ X ∨ Y is decomposable and H6(X) 6= 0, then X is
indecomposable and Y ≃ C9,tl for some t ∈ {mus, r}, l ∈ {mur, mus}.
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Proof. From Lemma 2.6, HtX ∼= Ht(C
5
u ∧ C
5,s
r ) for t = 6, 9 and dim H7X +
dim H8X ≥ 2. Neither M
7
2x nor M
8
2x can be a summand of Y for any x ∈ Z
+
since
Sq2 : H7(C5u ∧ C
5,s
r ;Z/2)→ H
9(C5u ∧ C
5,s
r ;Z/2)
is isomorphic. Thus dim H7X = dim H8X = 1 and dim H∗Y =
{
1, ∗ = 7, 8
0, otherwise
which implies that X is indecomposable and Y ≃ C9,tl for some t ∈ {mus, r}, l ∈
{mur, mus}.
Firstly we study (C5u ∧ C
5,s
r )/S
6.
Applying Lemma 2.4 to the following cofibre sequences
S31 ∨ S
4 (2
u,η)
−−−→ S3a → C
5
u; S
3
2 ∨M
3
2s
(2r ,ηq)
−−−−→ S3b → C
5,s
r ,
(C5u ∧C
5,s
r )/S
6 ≃ (Σ(S31 ∨S
4)∧S3b ∨ΣS
3
a ∧ (S
3
2 ∨M
3
2s))∪ACΣ(S
3
1 ∨S
4)∧ (S32 ∨M
3
2s),
where A =
(
Σ1 ∧ (2r, ηq)
−Σ(2u, η) ∧ 1)
)
, i.e.,
(C5u ∧ C
5,s
r )/S
6 ≃ (S7 ∨ S8 ∨ S7 ∨M72s) ∪A C(S
7 ∨ S8 ∨M72s ∨M
8
2s)
A =
S7 S8 M72s M
8
2s
S7 2r 0 ηq 0
S8 0 2r 0 ηq
S7 −2u η 0 0
M72s 0 0 −2
u η ∧ 1
.
Note that q(η ∧ 1) = ηq for u ≥ s; 2u =
{
0, u > 1
iηq, u = s = 1
in [M72s ,M
7
2s ].
(i) For s ≤ u < r, by transformations ir1 + r4 if u = 1 (otherwise, omitting this
one); qr4 + r2; 2
r−ur3 + r1 and −r3,
A ∼=
S7 S8 M72s M
8
2s
S7 0 0 ηq 0
S8 0 2r 0 0
S7 2u η 0 0
M72s 0 0 0 η ∧ 1
Thus
(C5u ∧ C
5,s
r )/S
6 ≃ C9,ru ∨ C
9,s ∨M42s ∧ C
5
η . (15)
(ii) For s ≤ u and r ≤ u, by transformations ir1+r4 if u = 1; qr4+r2; 2
u−rr1+r3;
c2q + c3 if r = u,
A ∼=
S7 S8 M72s M
8
2s
S7 2r 0 ηq 0
S8 0 2r 0 0
S7 0 η 0 0
M72s 0 0 0 η ∧ 1
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Thus
(C5u ∧ C
5,s
r )/S
6 ≃ C9,sr ∨ C
9,r ∨M42s ∧ C
5
η . (16)
(iii) For r ≤ u < s by transformations qr4+ r2; 2
u−rc2q + c3; 2
u−rr1 + r3 and −r4,
A ∼=
S7 S8 M72s M
8
2s
S7 2r 0 ηq 0
S8 0 2r 0 0
S7 0 η 0 0
M72s 0 0 2
u η ∧ 1
.
Thus
(C5u ∧ C
5,s
r )/S
6 ≃ C9,r ∨ Z (17)
where Z = (S7 ∨M72s) ∪
(
2r ηq 0
0 2u η ∧ 1
) C(S7 ∨M72s ∨M82s).
(iv) For u < s and u < r, by transformations 2r−ur3 + r1; −r3 and −r4,
A ∼=
S7 S8 M72s M
8
2s
S7 0 0 ηq 0
S8 0 2r 0 ηq
S7 2u η 0 0
M72s 0 0 2
u η ∧ 1
. (18)
Secondly, we study the codimension 1 skeleton (C5u ∧ C
5,s
r )
(9) of C5u ∧ C
5,s
r .
Using cofibre sequences
S41
iη
−→ M32u → C
5
u; S
4
2
g=
(
iη
2s
)
−−−−−−→ M32r ∨ S
4
b → C
5,s
r
(C5u ∧ C
5,s
r )
(9) ≃ M32u ∧ (M
3
2r ∨ S
4
b ) ∪B=(iη∧1,1∧g) C(S
4
1 ∧ (M
3
2r ∨ S
4
b ) ∨M
3
2u ∧ S
4
2)
i.e., (C5u∧C
5,s
r )
(9) ≃ (M32u ∧S
4
b ∨M
3
2u ∧M
3
2r )∪BC(S
4
1 ∧S
4
b ∨S
4
1 ∧M
3
2r ∨M
3
2u ∧S
4
2),
where
B =
S41 ∧ S
4
b S
4
1 ∧M
3
2r M
3
2u ∧ S
4
2
M32u ∧ S
4
b iη ∧ 1 iη ∧ 0 1 ∧ 2
s
M32u ∧M
3
2r iη ∧ 0 iη ∧ 1 1 ∧ iη
.
Let
B1 =
S41 ∧M
3
2r M
3
2u ∧ S
4
2
M32u ∧M
3
2r iη ∧ 1 1 ∧ iη
.
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For u ≥ r and u > 1, by Corollary 3.2, there is a retraction τ ′3 of i ∧ 1 yielding
the following commutative diagram
S4 ∧M32r
iη∧1

η∧1
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
0
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
S3 ∧M32r
i∧1 //M32u ∧M
3
2r
τ ′
3
mm
q∧1 // S4 ∧M32r
From the following commutative diagrams
M32u ∧ S
4 q∧1 //
1∧η

S4 ∧ S4
1∧η

M32u ∧ S
3 q∧1 //
1∧i

S4 ∧ S3
1∧i

M32u ∧M
3
2r
q∧1 // S4 ∧M32r
S3 ∧ S3
1

1∧i

i∧1 //M32u ∧ S
3
1∧i

q∧1 // S4 ∧ S3
S3 ∧M32r
◆◆
◆◆
◆◆
◆◆
◆◆
◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
i∧1 //M32u ∧M
3
2r
τ ′
3

S3 ∧ S3
1∧i // S3 ∧M32r
we get
(q ∧ 1)(1 ∧ iη) = iηq ∈ [M72u ,M
7
2r ]; τ
′
3(1 ∧ i) ∈ [M
6
2u ,M
6
2r ]
2u−r
1 .
which implies τ ′3(1 ∧ iη) ∈ [M
7
2u ,M
6
2r ]
η
η for u = r and τ
′
3(1 ∧ iη) ∈ [M
7
2u ,M
6
2r ]
0
η for
u > r. Since η ∧ 1 : S4 ∧M32r → S
3 ∧M32r is also an element in [M
7
2r ,M
6
2r ]
η
η,
τ ′3(1 ∧ iη) =
{
η ∧ 1 + κiηηq, r = u > 1
ηur + κiηηq, u > r
.
For r > u ≥ 1, similarly, there is a retraction τ3 of 1 ∧ i yielding the following
commutative diagram
M32u ∧ S
4
1∧iη

1∧η
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
0
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
M32u ∧ S
3 1∧i //M32u ∧M
3
2r
τ3
mm
1∧q //M32u ∧ S
4
and for iη ∧ 1 : S4 ∧M32r → M
3
2u ∧M
3
2r we have
τ3(iη ∧ 1) = η
r
u + κiηηq ∈ [M
7
2r ,M
6
2u ]; (1 ∧ q)(iη ∧ 1) = iηq ∈ [M
7
2r ,M
7
2u ].
Note that for r > u, the composition of M72r
B(χ)
−−→ M72u
1∧η
−−→ M62u is an element in
[M72r ,M
6
2u ]
0
η, hence
(1 ∧ η)B(χ) = ηru + κ
′iηηq
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and similarly, for the composition of M72u
B(χ)
−−→ M72r
η∧1
−−→ M62r (u > r), we have
(η ∧ 1)B(χ) = ηur + κ
′iηηq.
From the calculations above
B1 =


M72r M
7
2u
M62u η
r
u + κiηηq 1 ∧ η
M72u iηq 0
∼=
−−→
Tr1
M72r M
7
2u
M62u 0 1 ∧ η
M72u iηq 0
, r > u ≥ 1
M72r M
7
2u
M62r η ∧ 1 η ∧ 1 + κiηηq
M72r 0 iηq
∼=
−−→
Tr2
M72r M
7
2u
M62r η ∧ 1 0
M72r 0 iηq
, r = u > 1
M72r M
7
2u
M62r η ∧ 1 η
u
r + κiηηq
M72r 0 iηq
∼=
−−→
Tr3
M72r M
7
2u
M62r η ∧ 1 0
M72r 0 iηq
, 1 ≤ r < u
M72 M
7
2
C8,11 1 ∧ iη iη ∧ 1
, r = u = 1.
(19)
where the invertible transformations are given by
Tr1 : c2(−B(χ)− (κ+ κ
′)iηq) + c1;
Tr2 : c1(1 + κiηq) + c2;
Tr3 : c1(−B(χ)− (κ+ κ
′)iηq) + c2.
• For s ≥ u, since 2s = 0 ∈ [M72u ,M
7
2u ] for s > 1 and take invertible transforma-
tion c1q + c3 on B for s = 1, we get
B ∼=
S8
M72u iη
⊕ B1, (20)
So
(C5u ∧ C
5,s
r )
(9) ≃ CB ≃ Ciη ∨CB1 = C
9
u ∨CB1 (21)
Lemma 4.5. The mapping cone of the map
M72 M
7
2
C8,11 1 ∧ iη iη ∧ 1
is homotopy
equivalent to M32 ∧ C
5
η ∨ C
9,1
1 .
Proof. ΣC51 ∧C
5,1
1 ≃ C
5
1 ∧M
3
2 ∧M
1
2 ≃ (M
3
2 ∧C
5
η ∨M
7
2 )∧M
1
2 ≃ C
6,1
1 ∧C
5
η ∨C
10,1
1 ,
hence C51∧C
5,1
1 ≃ C
5,1
1 ∧C
5
η∨C
9,1
1 . Together with (C
5,1
1 ∧C
5
η )
(9) ≃M32 ∧C
5
η∨C
9
1
(from Lemma 4.3), we have
(C51 ∧ C
5,1
1 )
(9) ≃M32 ∧ C
5
η ∨ C
9
1 ∨ C
9,1
1 .
On the other hand, from (21),
(C51 ∧ C
5,1
1 )
(9) ≃ C91 ∨ C
8,1
1 ∪(1∧iη,iη∧1) C(M
7
2 ∨M
7
2 )
So by Lemma 2.7, C8,11 ∪(1∧iη,iη∧1) C(M
7
2 ∨M
7
2 ) ≃M
3
2 ∧ C
5
η ∨ C
9,1
1 .
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Now, from (19), (21) and Lemma 4.5 we get
if s ≥ u and r ≥ u, then (C5u ∧ C
5,s
r )
(9) ≃ C9u ∨ C
9,r
u ∨M
3
2u ∧ C
5
η ; (22)
if s ≥ u > r, then (C5u ∧ C
5,s
r )
(9) ≃ C9u ∨ C
9,u
r ∨M
3
2r ∧ C
5
η . (23)
• For u > s, it is easy to get
if u > s and u ≥ r, then
B ∼=
S8 M72r M
7
2u
M72u iη 0 2
s
M62r 0 η ∧ 1 0
M72r 0 0 iηq
,
hence
(C5u ∧ C
5,s
r )
(9) ≃M32r ∧ C
5
η ∨ Z
′, (24)
where Z ′ = (M72u ∨M
7
2r) ∪
(
iη, 2s
0, iηq
) C(S8 ∨M72u);
if r > u > s, then
B =
S8 M72r M
7
2u
M72u iη 0 2
s
M62u 0 η
r
u + κiηηq 1 ∧ η
M72u 0 iηq 0
. (25)
The decomposability of C5u ∧ C
5,s
r can be obtained from the structure of (C
5
u ∧
C5,sr )/S
6 and (C5u ∧ C
5,s
r )
(9) now.
(i) For s < u < r, suppose C5u ∧ C
5,s
r is decomposable, by Corollary 4.4 and
(15), C5u ∧ C
5,s
r ≃ X ∨ C
9,r
u . However, π8C
9,r
u
∼= Z/2r+1, which is not a direct
summand of π8(C
5
u ∧ C
5,s
r )
∼= [C5,u, C5,sr ]
∼= Z/2s+1 ⊕ Z/2r, hence C5u ∧ C
5,s
r is
indecomposable for s < u < r.
(ii) For u < s, u < r, suppose C5u ∧ C
5,s
r is decomposable, by Corollary 4.4 and
(22), C5u ∧ C
5,s
r ≃ X ∨ C
9,r
u . There is a cofibre sequence,
S7 ∨ S8 ∨M72s ∨M
8
2s
A
−→ S7 ∨ S8 ∨ S7 ∨M72s → (C
5
u ∧ C
5,s
r )/S
6 → S8 ∨ S9 ∨
M82s ∨M
9
2s
ΣA
−−→ S8 ∨ S9 ∨ S8 ∨M82s , where A is the map (18). So,
Z⊕ Z/2s
[ΣA,S9]
−−−−→ Z⊕ Z/2s ⊕ Z/2→ [(C5u ∧ C
5,s
r )/S
6, S9]→ 0
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where [ΣA, S9] =
Z Z/2s
Z 2r 0
Z/2s 0 2u
Z/2 1 1
( k : A1 → A2 denotes the homomorphism
of abelian groups defined by multiplication by k). Thus
[C5u ∧ C
5,s
r , S
9] ∼= [(C5u ∧ C
5,s
r )/S
6, S9] ∼=
Z⊕ Z/2s ⊕ Z/2
〈(2r, 0, 1), (0, 2u, 1)〉
∼=
Z/2r+1 ⊕ Z/2s
〈(2r, 2u)〉
∼=
Z/2r+1 ⊕ Z/2s
〈(0, 2u)〉
∼= Z/2r+1 ⊕ Z/2u,
which is a contradiction since [C9,ru , S
9] ∼= Z/2r. Hence C5u ∧ C
5,s
r is indecom-
posable for u < s and u < r.
(iii) For r ≤ u < s
Lemma 4.6. The wedge summand
Z = (S7 ∨M72s) ∪
(
2r ηq 0
0 2u η ∧ 1
) C(S7 ∨M72s ∨M82s)
in (17) is indecomposable.
Proof. Assume that Z ≃ Z1 ∨ Z2 is decomposable and H9Z1 6= 0. From the
mapping cone structure of Z, we get [Z, S9] ∼=
Z/2s⊕Z/2
〈(2u,1)〉
∼= Z/2u+1. For the
pinch map P : C5u ∧ C
5,s
r → (C
5
u ∧ C
5,s
r )/S
6, there are isomorphisms
P ∗ : H∗((C5u ∧ C
5,s
r )/S
6;Z/2)
∼=
−→ H∗(C5u ∧ C
5,s
r ;Z/2) (∗ = 7, 8, 9)
Thus Sq2 : H7((C5u ∧ C
5,s
r )/S
6;Z/2)→ H9((C5u ∧ C
5,s
r )/S
6;Z/2) is isomorphic
and Sq2 on H7(Z;Z/2) is also isomorphic which implies that Moore spaces
can not be split out of Z. Together with
H∗Z =


Z/2r ⊕ Z/2u, ∗ = 7
Z/2u, ∗ = 8
Z/2s, ∗ = 9
0, otherwise
,
we get Z2 = C
9,u
u or C
9,u
r . Thus [Z2, S
9] ∼= Z/2u which contradicts to [Z, S9] ∼=
Z/2u+1.
Now assume C5u ∧ C
5,s
r is decomposable, by Corollary 4.4 and its homology,
C5u ∧ C
5,s
r ≃ X ∨ C
9,k
l , k, l ∈ {u, r}.
Hence C9,kl is split out of (C
5
u ∧C
5,s
r )/S
6, which is a contradiction since (C5u ∧
C5,sr )/S
6 ≃ C9,r∨Z and Z is indecomposable. Thus C5u∧C
5,s
r is indecomposable
for r ≤ u < s.
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(iv) For u ≥ s, u ≥ r
Lemma 4.7. The wedge summand Z ′ in (24) is homotopy equivalent to C9,sr ∨
C9s , i.e.,
(M72u ∨M
7
2r) ∪
(
iη, 2s
0, iηq
) C(S8 ∨M72u) ≃ C9,sr ∨ C9s for u > s, u ≥ r.
Proof. Let W := (M72u ∨M
7
2r) ∪
 iη 2si
0 0
 C(S
8 ∨ S7) =M72r ∨ U , where
U := M72u ∪(iη,2si) C(S
8 ∨ S7)
Since U (8) = M72u ∪2si CS
7 ≃M72s ∨ S
8, there is a cofibre sequence
S8
(
xiη
a
)
−−−−−→ M72s ∨ S
8 → U for some x ∈ {0, 1} and a ∈ Z. By H8U = Z and
π8U = Z, we have x = 1 and a = 0. Hence
U ≃ S8 ∨ C9s , W ≃ M
7
2r ∨ S
8 ∨ C9s . (26)
There is a commutative diagram
S8 ∨ S7(
1, 0
0, i
)

(
iη, 2si
0, 0
)
//M72u ∨M
7
2r
//W

// S9 ∨ S8

//M82u ∨M
8
2r
S8 ∨M72u(
iη, 2s
0, iηq
)//M72u ∨M72r // Z ′ // S9 ∨M82u //M82u ∨M82r
H∗(Z
′/W ) =
{
0, otherwise
Z, ∗ = 9.
i.e., Z ′/W ≃ S9. (27)
Thus there is a cofibre sequence
S8
( yiη
b
0
)
−−−−−→M72r ∨ S
8 ∨ C9s → Z
′ → S9.
for some y ∈ {0, 1} and b ∈ Z. From H8(Z
′) = Z/2s, b = 2s.
Inclusion J : (C5u ∧ C
5,s
r )
(9) → C5u ∧ C
5,s
r induces isomorphisms
J∗ : H∗(C5u ∧ C
5,s
r ;Z/2)
∼=
−→ H∗((C5u ∧ C
5,s
r )
(9);Z/2) ∗ = 7, 8, 9.
Thus Sq2 is isomorphic on bothH7((C5u ∧ C
5,s
r )
(9);Z/2) andH7(Z ′;Z/2), which
implies y = 1. Hence Z ′ ≃ C9sr ∨ C
9
s .
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From (16), (23), (24), together with Lemma 4.7, for u ≥ s, u ≥ r,
(C5u ∧ C
5,s
r )/S
6 ≃ C9,sr ∨ C
9,r ∨M42s ∧ C
5
η ; (28)
(C5u ∧ C
5,s
r )
(9) ≃M32r ∧ C
5
η ∨ C
9
s ∨ C
9,s
r . (29)
By (29), there is a cofibre sequence
S9
( α
β
γ
)
−−−→M32r ∧ C
5
η ∨ C
9
s ∨ C
9,s
r → C
5
u ∧ C
5,s
r . (30)
From (4), α = iC(t̺6) for some t ∈ Z. Hence (C
5
u ∧ C
5,s
r )/S
6 ≃ C9,r ∨ (C9s ∨
C9,sr ) ∪
(
β
γ
) CS9. By (28),
(C9s ∨ C
9,s
r ) ∪
(
β
γ
) CS9 ≃M42s ∧ C5η ∨ C9,sr = (C9s ∨ C9,sr ) ∪( hs
0
) CS9.
By the proof of Lemma 2.7, there is a homotopy equivalence µ yielding fol-
lowing commutative diagram
S9
(
β
γ
)
// C9s ∨ C
9,s
r
µ′

// (C9s ∨ C
9,s
r ) ∪
(
β
γ
) CS9
µ

// S10
S9 (
hs
0
)// C9s ∨ C9,sr // (C9s ∨ C9,sr ) ∪( hs
0
) CS9 // S10
where µ′ is the restriction of µ which is a self-homotopy equivalence of C9s∨C
9,s
r .
So we get the commutative diagram
S9
( α
β
γ
)
//M32r ∧ C
5
η ∨ C
9
s ∨ C
9,s
r
Γ

// C5u ∧ C
5,s
r
Γ˜

S9 ( α
hs
0
)//M32r ∧ C5η ∨ C9s ∨ C9,sr // C( α
hs
) ∨ C9,sr
30
where Γ =
M32r ∧ C
5
η C
9
s ∨ C
9,s
r
M32r ∧ C
5
η 1 0
C9s ∨ C
9,s
r 0 µ
′
is a homotopy equivalence, which
implies that Γ˜ is also a homotopy equivalence. Thus
C5u ∧ C
5,s
r ≃ C
(
α
hs
) ∨ C9,sr , α = iC(t̺6).
where C( α
hs
) is indecomposable ( Corollary 4.4) which implies that t = 1 for
r = 1 and t ∈ {1, 2} for r > 1 (By (4)).
Lemma 4.8.
C( α
hs
) ≃ C5η ∧ C5,sr .
Proof. From Lemma 4.3, it suffices to show that t = 1, i.e., α = iC̺6.
For r = 1, t = 1.
For r > 1, by the similar computation of π9(C
5
η ∧ C
5,s
r ) in Lemma 4.3 we get
π9(C( α
hs
)) ∼= {Z/4⊕ Z/2s, t = 2
Z/2⊕ Z/2s+1, t = 1
. (31)
t can be determined by computing
π9(C
5
u ∧ C
5,s
r ) = π9(C
(
α
hs
))⊕ π9(C9,sr ), (32)
while π9(C
5
u ∧ C
5,s
r )
∼= [C14,u, C13,sr ]
∼= [C7,u, C6,sr ]. Cof3 of C
7,u yields the
following exact sequence
[S7, C6,sr ]
(2uqη)∗
−−−−→ [C7η , C
6,s
r ]→ [C
7,u, C6,sr ]→ [S
6, C6,sr ]
(2uqη)∗
−−−−→ [C6η , C
6,s
r ]
From Cof4 of Ck,sr and Lemma 3.1, for k ≥ 6
[Sk+1, Ck,sr ]
∼= [Sk+1,Mk−22r ]⊕ [S
k+1, Sk] ∼=
{
Z/4⊕ Z/2 ⊕ Z/2, r ≥ 2
Z/2⊕ Z/2 ⊕ Z/2, r = 1
. (33)
By the fact u ≥ r ≥ 2 and from (13), there is a short exact sequence
0→ Z/2⊕ Z/2s+1 → [C7,u, C6,sr ]→ Z/2⊕ Z/2→ 0.
Together with (32), we get t = 1.
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From Lemma 4.8, there is a decomposition
C5u ∧ C
5,s
r ≃ C
9,s
r ∨ C
5
η ∧ C
5,s
r (u ≥ s, u ≥ r).
(v) For u = s < r, from (15) and (22), we have
(C5u ∧ C
5,s
r )/S
6 ≃ C9,sr ∨ C
9,r ∨M42s ∧ C
5
η ;
(C5u ∧ C
5,s
r )
(9) ≃M32r ∧ C
5
η ∨ C
9
s ∨ C
9,s
r .
By the same proof as in the case (iv), we get that
C5u ∧ C
5,s
r ≃ C
9,r
s ∨ C
5
η ∧ C
5,s
s (u = s < r).
In summary C5u ∧ C
5,s
r is
⋄ homotopy equivalent to C9,sr ∨ C
5
η ∧ C
5,s
r for u ≥ s, u ≥ r;
⋄ homotopy equivalent to C9,rs ∨ C
5
η ∧ C
5,s
s for u = s < r;
⋄ indecomposable, otherwise.
By C5,u ∧ C5,sr ≃ D(C
5
u ∧ C
5,r
s ), we have C
5,u ∧ C5,sr is
⋄ homotopy equivalent to C9,sr ∨ C
5
η ∧ C
5,s
r for u ≥ s, u ≥ r;
⋄ homotopy equivalent to C9,rs ∨ C
5
η ∧ C
5,r
r for u = r < r;
⋄ indecomposable, otherwise.
5 Decomposition of C5,sr ∧ C
5,s′
r′ , r, r
′, s, s′ ∈ Z+
5.1 Preliminaries
In this section, let u3, u4, u4, u5 (resp. u
′
3, u
′
4, u
′
4, u
′
5) be generators of H
∗(C5,sr ;Z/2)
(resp. H∗(C5,s
′
r′ ;Z/2)) which satisfy conditions (1) of Lemma 3.3.
H∗(C
5,s
r ∧ C
5,s′
r′ ) =


Z/2mr,r′ , ∗ = 6
Z/2mr,s′ ⊕ Z/2ms,r′ ⊕ Z/2mr,r′ , ∗ = 7
Z/2ms,s′ ⊕ Z/2mr,s′ ⊕ Z/2ms,r′ , ∗ = 8
Z/2ms,s′ , ∗ = 9
0, otherwise
H∗(C5,sr ∧ C
5,s′
r′ ;Z/2) =


Z/2{u3 ⊗ u
′
3}, ∗ = 6
Z/2{u3 ⊗ u
′
4, u3 ⊗ u
′
4, u4 ⊗ u
′
3, u4 ⊗ u
′
3}, ∗ = 7
Z/2
{
u4 ⊗ u
′
4, u4 ⊗ u
′
4, u4 ⊗ u
′
4,
u4 ⊗ u
′
4, u3 ⊗ u
′
5, u5 ⊗ u
′
3
}
, ∗ = 8
Z/2{u5 ⊗ u
′
4, u5 ⊗ u
′
4, u4 ⊗ u
′
5, u4 ⊗ u
′
5}, ∗ = 9
Z/2{u5 ⊗ u
′
5}, ∗ = 10
0, otherwise
The Steenrod operation action on H∗(C5,sr ∧ C
5,s′
r′ ;Z/2) is given as follows
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(i) Sq4(u3 ⊗ u
′
3) = u5 ⊗ u
′
5;
(ii) Sq2(u3 ⊗ u
′
5) = Sq
2(u5 ⊗ u
′
3) = u5 ⊗ u
′
5;
(iii) Sq2(u3 ⊗ u
′
3) =
{
u3 ⊗ u
′
5 + u4 ⊗ u
′
4 ⊗+u5 ⊗ u
′
3, r = r
′ = 1
u3 ⊗ u
′
5 + u5 ⊗ u
′
3, otherwise
;
(iv) Sq2(u3 ⊗ u
′
4) = u5 ⊗ u
′
4;Sq
2(u4 ⊗ u
′
3) = u4 ⊗ u
′
5;
Sq2(u3 ⊗ u
′
4) =
{
u5 ⊗ u
′
4 + u4 ⊗ u
′
5, r = s
′ = 1
u5 ⊗ u
′
4, otherwise
;
Sq2(u4 ⊗ u
′
3) =
{
u5 ⊗ u
′
4 + u4 ⊗ u
′
5, r
′ = s = 1
u4 ⊗ u
′
5, otherwise
;
Lemma 5.1. If C5,sr ∧ C
5,s′
r′ is decomposable, then C
5,s
r ∧C
5,s′
r′ ≃ X ∨ C
9,k
l or C
5,s
r ∧
C5,s
′
r′ ≃ X ∨ C
9,k
l ∨ C
9,k′
l′ , where X is indecomposable, H6X 6= 0 and {k, k
′} ⊂
{mr,s′, ms,r′, mr,r′}, {l, l
′} ⊂ {ms,s′, mr,s′, ms,r′}.
Proof. Assume C5,sr ∧ C
5,s′
r′ ≃ X ∨ Y , X is indecomposable and H6X 6= 0. From
Lemma 2.6, HtX ∼= Ht(C
5,s
r ∧ C
5,s′
r′ ), t = 6, 9 and dim H7X + dim H8X ≥ 2. It
follows from the isomorphism Sq2 : H7(C5,sr ∧ C
5,s′
r′ ;Z/2)
∼=
−→ H9(C5,sr ∧ C
5,s′
r′ ;Z/2)
that Moore spaces are not summands of Y . Hence there will be following two cases
(i) dim H7X + dim H8X = 2 which implies dim H7X = dim H8X = 1. Note
that Y ∈ A2n. Thus Y ≃ C
9,k
l ∨ C
9,k′
l′ for some {k, k
′} ⊂ {mr,s′, ms,r′, mr,r′},
{l, l′} ⊂ {ms,s′, mr,s′, ms,r′}.
(ii) dim H7X + dim H8X = 4 which implies dim H7X = dim H8X = 2 and
Y ≃ C9,kl for some k ∈ {mr,s′, ms,r′, mr,r′}, l ∈ {ms,s′, mr,s′, ms,r′}.
Let max = max{r, s, r′, s′}. By C5,sr ∧ C
5,s′
r′ ≃ D(C
5,r
s ∧ C
5,r′
s′ ), we can assume
max = s.
Lemma 5.2. If max = s > r′, s′, then C5,sr ∧ C
5,s′
r′ ≃ C
9,s′
r′ ∨ C
5
r ∧ C
5,s′
r′ , hence
C5,sr ∧ C
5,s′
r′ ≃


C9,s
′
r′ ∨ C
9,s′
r′ ∨ C
5
η ∧ C
5,s′
r′ , s > r
′, s′ and r ≥ r′, s′
C9,s
′
r′ ∨ C
9,r′
s′ ∨ C
5
η ∧ C
5,r
r , s > r
′ > s′ = r
C9,s
′
r′ ∨ C
5
r ∧ C
5,s′
r′ , s > r
′, s′ and s′ 6= r < r′ or r < s′
.
Proof. From Cof3 of C5,sr and |[C
5,s′
r′ , C
5,s′
r′ ]| = max{2
s′+1, 2r
′+1} [1], we get
S4 ∧ C5,s
′
r′
(
iη ∧ 1
2s ∧ 1 = 0
)
**❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯❯
❯❯
(
iη
2s
)
∧1
// (M32r ∨ S
3) ∧ C5,s
′
r′
// C5,sr ∧ C
5,s′
r′
M32r ∨ C
5,s′
r′ ∧ S
4 ∨ C5,s
′
r′
≃
OO
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Thus C5,sr ∧C
5,s′
r′ ≃ C
5,s′
r′ ∨ (M
3
2r ∨ C
5,s′
r′ ) ∪iη∧1 C(S
4 ∨ C5,s
′
r′ ) ≃ C
5,s′
r′ ∨C
5
r ∧C
5,s′
r′ . By
the decomposability of C5r ∧ C
5,s′
r′ in Subsection 4.3, the Lemma is obtained.
Now the following cases remain:
(I) max = s = r′
(i)s = r′ > s′ > r; (ii)s = r′ > s′ = r; (iii)s = r′ = s′ > r; (iv)s = r′ = s′ = r;
(v)s = r′ > r > s′; (vi)s = r′ = r > s′;
(II) max = s = s′
(i)s = s′ > r′ > r; (ii)s = s′ > r > r′; (iii)s = s′ > r′ = r; (iv)s = s′ = r > r′.
By C5,sr ∧ C
5,s′
r′ ≃ D(C
5,r
s ∧ C
5,r′
s′ ) ≃ D(C
5,r′
s′ ∧ C
5,r
s ), case (I)(iii) is dual to case
(I)(vi); case (I)(i) is dual to case (I)(v).
By C5,sr ∧ C
5,s′
r′ ≃ C
5,s′
r′ ∧ C
5,s
r , case (II)(i) is the same as the case (II)(ii); case
(II)(iv) is is the same as the case (I)(iii).
Hence it suffices to compute the following cases, denoted by Cases z :
(a) s = r′ > s′ > r; (b) s = r′ > s′ = r; (c) s = r′ = s′ > r;
(d) s = r′ = s′ = r; (e) s = s′ > r′ > r; (f) s = s′ > r′ = r.
We will prove the (a) of Cases z and omit the proofs of other cases since they
are similar or easier.
5.2 (C5,sr ∧ C
5,s′
r′ )/S
6 and (C5,sr ∧ C
5,s′
r′ )
(9) for s = r′ > s′ > r
(1) Determining (C5,sr ∧ C
5,s′
r′ )/S
6
For S31 ∨M
3
2s
f=(2r ,ηq)
−−−−−−→ S3a → C
5,s
r and S
3
2 ∨M
3
2s′
f ′=(2r
′
,ηq)
−−−−−−→ S3b → C
5,s′
r′ .
(C5,sr ∧C
5,s′
r′ )/S
6 ≃ (Σ(S31∨M
3
2s)∧S
3
b∨ΣS
3
a∧(S
3
2∨M
3
2s′
))∪ACΣ(S
3
1∨M
3
2s)∧(S
3
2∨M
3
2s′
),
where A =
(
Σ1 ∧ f ′
−Σf ∧ 1
)
, i.e.,
(C5,sr ∧ C
5,s′
r′ )/S
6 ≃ (S7 ∨M72s ∨ S
7 ∨M7
2s′
) ∪A C(S
7 ∨M7
2s′
∨M72s ∨ ΣM
3
2s ∧M
3
2s′
).
where A =
S7 M7
2s′
M72s ΣM
3
2s ∧M
3
2s′
S7 2r
′
ηq 0 0
ΣM32s ∧ S
3
b = M
7
2s 0 0 2
r′ Σ1 ∧ ηq
S7 −2r 0 ηq 0
ΣS3a ∧M
3
2s′
= M7
2s′
0 −2r 0 Σηq ∧ 1
.
34
With identification ΣM32s ∧M
3
2s′
≃ M7
2s′
∨M8
2s′
,
A =
S7 M7
2s′
M72s M
7
2s′
M8
2s′
S7 2r
′
ηq 0 0 0
M72s 0 0 0 iηq ξ
s′
s + κiηηq
S7 −2r 0 ηq 0 0
M7
2s′
0 −2r 0 0 η ∧ 1
∼=
−−−−−−−−−−→
2r
′−rr3 + r1;
−r3; − r4
S7 M7
2s′
M72s M
7
2s′
M8
2s′
S7 0 ηq 0 0 0
M72s 0 0 0 iηq ξ
s′
s + κiηηq
S7 2r 0 ηq 0 0
M7
2s′
0 2r 0 0 η ∧ 1
,
Thus (C5,sr ∧ C
5,s′
r′ )/S
6 ≃ C9,sr ∨ L, where L is the mapping cone of the map
M7
2s′
M7
2s′
M8
2s′
S7 ηq 0 0
M72s 0 iηq ξ
s′
s + κiηηq
M7
2s′
2r 0 η ∧ 1
.
Lemma 5.3. L ≃ C9,r ∨ (C9,s
′
s ∨ C
9
r ) ∪
(
α
γ
) CS9 where α = iM( ξs0
)
and γ is
determined by qSγ =
(
0
2s
′
)
, i.e., there are commutative diagrams
S9
(
ξs
0
)
yyrrr
rr
rr
rr
rr
α

M72s ∨ S
8
iM
// C9,s
′
s ;
S9
γ

(
0
2s
′
)
$$❏
❏❏
❏❏
❏❏
❏❏
❏
C9r qS
// S8 ∨ S9 .
Proof. By the compositions
S8
i //
iη
44M
8
2s′
η∧1 //M7
2s′
and S8
i //
0
33M82s′
ξs
′
s +κiηηq //M72s ,
L(9) is the mapping cone of the map
M7
2s′
M7
2s′
S8
S7 ηq 0 0
M72s 0 iηq 0
M7
2s′
2r 0 iη
. Hence L(9) ≃ C9,s
′
s ∨L1,
where L1 is the mapping cone of
M7
2s′
S8
S7 ηq 0
M7
2s′
2r iη
. Let W1 be the mapping cone
of the map
S7 S8
S7 0 0
M7
2s′
2ri7 iη
, i.e., W1 ≃ (S
7 ∨ M7
2s′
) ∪( 0 , 0
2ri7, iη
) C(S7 ∨ S8) ≃
S7 ∨M7
2s′
∪(2ri,iη) C(S
7 ∨ S8) ≃ S7 ∨ S8 ∨ C9r (by (26)).
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Similarly as in the proof of Lemma 4.7, there is a cofibre sequence
S8
( xη
βˆ
γˆ
)
−−−−→ W1 ≃ S
7 ∨ S8 ∨ C9r → L1 → S
9,
where x ∈ {0, 1}. From H8L1 = Z/2
r and π8C
9
r = 0 we get βˆ = 2
r and γˆ =
0. By the isomorphisms H7((C5,sr ∧ C
5,s′
r′ )/S
6;Z/2)
∼=
−→ H7(C5,sr ∧ C
5,s′
r′ ;Z/2) and
H9(C5,sr ∧ C
5,s′
r′ ;Z/2)
∼=
−→ H9((C5,sr ∧ C
5,s′
r′ )
(9);Z/2) induced by canonical pinch map
and canonical inclusion respectively, Sq2 on H7(L;Z/2) and H7(L1;Z/2) are also
isomorphic, which implies that x = 1. So L1 ≃ C
9,r∨C9r and L
(9) ≃ C9,s
′
s ∨C
9,r∨C9r .
There is a cofibre sequence
S9
fL=
( α
β
γ
)
−−−−−−→ C9,s
′
s ∨ C
9,r ∨ C9r → L→ S
10 → C10,s
′
s ∨ C
10,r ∨ C10r .
α = iM
(
zξs
xη
)
, β = iS
(
0
yη
)
, γ is determined by qSγ =
(
wη
a
)
, where x, y, z, w ∈
{0, 1} and a ∈ Z.
S9
(
zξs
xη
)
yyrrr
rr
rr
rr
rr
α

M72s ∨ S
8
iM
// C9,s
′
s ;
S9
(
0
yη
)
yyttt
tt
tt
tt
t
β

S7 ∨ S8
iS
// C9,r ;
S9
γ

(
wη
a
)
$$❏
❏❏
❏❏
❏❏
❏❏
❏
C9r qS
// S8 ∨ S9 .
a = 2s
′
from [L, S10] ∼= Z/2s
′
. From Proposition 2.1, for s = r′ > s′ > r
[(C5,sr ∧ C
5,s′
r′ )/S
6, S8] ∼= [C5,sr ∧ C
5,s′
r′ , S
8] ∼= [C5,sr , C
5,r′
s′ ]
∼= Z/2s ⊕ Z/2r+1 ⊕ Z/2r+1.
Together with [(C5,sr ∧ C
5,s′
r′ )/S
6, S8] ∼= [C9,sr , S
8]⊕ [L, S8], we get
[L, S8] ∼= Z/2s ⊕ Z/2r+1.
On the other hand, by the cofibre sequence of L above, there is an exact sequence
0→
Z/2
〈x, y, z, w〉
→ [L, S8]→ Z/2s+1 ⊕ Z/2r+1
(α∗,γ∗)
−−−−→ Z/2
where α∗(1) = z, γ∗(1) = w. Hence w = 0, z = 1. By the following commutative
diagram
S9
fL // C9,s
′
s ∨ C
9,r ∨ C9r
Θ

// L
Θˆ

S9
θ=ΘfL // C9,s
′
s ∨ C
9,r ∨ C9r // Cθ
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where Θ =
C9,s
′
s C
9,r C9r
C9,s
′
s µˆ 0 0
C9,r λˆ 1 0
C9r 0 0 1
is a homotopy equivalence, µˆ and λˆ are induced
by the following commutative diagrams
S8
(
iη
2s
′
)
//M72s ∨ S
8(
1, 0
xq, 1
)

iM // C9,s
′
s
µˆ

S8 (
iη
2s
′
) //M72s ∨ S8 iM // C9,s′s ,
S8
0

(
iη
2s
′
)
//M72s ∨ S
8(
0, 0
yq, 0
)

iM // C9,s
′
s
λˆ

S8 (
η
2r
) // S7 ∨ S8
iS
// C9,r .
Then θ = ΘfL =
( µˆα
λˆα+ β
γ
)
=
( µˆα
0
γ
)
. Rewrite µˆα as α,
L ≃ Cθ ≃ C
9,r ∨ (C9,s
′
s ∨ C
9
r ) ∪
(
α
γ
) CS9
α, γ satisfy the conditions in the Lemma.
Thus
(C5,sr ∧ C
5,s′
r′ )/S
6 ≃ C9,sr ∨ C
9,r ∨ (C9,s
′
s ∨ C
9
r ) ∪
(
α
γ
) CS9, s = r′ > s′ > r. (34)
(2) Determining (C5,sr ∧ C
5,s′
r′ )
(9)
S41
g=
(
iη
2s
)
−−−−−→ M32r ∨ S
4
a → C
5,s
r ; S
4
2
g′=
(
iη
2s
′
)
−−−−−−→M3
2r′
∨ S4b → C
5,s′
r′ ,
(C5,sr ∧C
5,s′
r′ )
(9) ≃ (M32r ∨S
4
a)∧ (M
3
2r′
∨S4b )∪BC(S
4
1 ∧ (M
3
2r′
∨S4b )∨ (M
3
2r ∨S
4
a)∧S
4
2),
where B = (g ∧ 1, 1 ∧ g′), i.e.,
(C5,sr ∧ C
5,s′
r′ )
(9) ≃ (M32r ∧M
3
2r′
∨M72r ∨M
7
2r′
∨ S8) ∪B C(M
7
2r ∨ S
8 ∨M7
2r′
∨ S8),
B =
M72r S
8 M7
2r′
S8
M32r ∧M
3
2r′
1 ∧ iη 0 iη ∧ 1 0
M72r 2
s′ 0 0 iη
M7
2r′
0 iη 2s 0
S8 0 2s
′
0 2s
∼=
M72r S
8 M7
2r′
S8
M32r ∧M
3
2r′
1 ∧ iη 0 iη ∧ 1 0
M72r 0 0 0 iη
M7
2r′
0 iη 0 0
S8 0 2s
′
0 0
by noting that 2s
′
= 0 ∈ [M72r ,M
7
2r ] and 2
s = 0 ∈ [M7
2r′
,M7
2r′
] for s = r′ > s′ > r.
From (19), for r′ > r, (M32r ∧M
3
2r′
) ∪(1∧iη,iη∧1) C(M
7
2r ∨M
7
2r′
) ≃ M32r ∧ C
5
η ∨ C
9,r′
r .
Thus
(C5,sr ∧ C
5,s′
r′ )
(9) ≃M32r ∧ C
5
η ∨ C
9,r′
r ∨ C
9,s′
r′ ∨ C
9
r for s = r
′ > s′ > r (35)
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5.3 Decomposition of C5,sr ∧ C
5,s′
r′ for s = r
′ > s′ > r
Denote column vector by (ζ1, ζ2, · · · , ζs)
T in the rest of the paper.
From (35), there is a cofibre sequence
S9
(δ1,µ,ν,ω)T
−−−−−−→ M32r ∧ C
5
η ∨ C
9,s
r ∨ C
9,s′
r′ ∨ C
9
r → C
5,s
r ∧ C
5,s′
r′
Since δ1 = iCt1̺6 for some t1 ∈ Z,
(C5,sr ∧ C
5,s′
r′ )/S
6 ≃ C9,r ∨ (C9,sr ∨ C
9,s′
r′ ∨ C
9
r ) ∪(µ,ν,ω)T CS
9.
On the other hand, from (34)
(C5,sr ∧ C
5,s′
r′ )/S
6 ≃ C9,r ∨ (C9,sr ∨ C
9,s′
r′ ∨ C
9
r ) ∪(0,α,γ)T CS
9.
Thus (C9,sr ∨C
9,s′
r′ ∨C
9
r )∪(µ,ν,ω)T CS
9 ≃ (C9,sr ∨C
9,s′
r′ ∨C
9
r )∪(0,α,γ)T CS
9, which are 2-
local spaces. Consequently, there is a homotopy equivalence λ yielding the following
homotopy commutative diagram
S9
(µ,ν,ω)T // C9,sr ∨ C
9,s′
r′ ∨ C
9
r
λ′

// C(µ,ν,ω)T
λ ≃

// S10
S9
(0,α,γ)T // C9,sr ∨ C
9,s′
r′ ∨ C
9
r
// C(0,α,γ)T // S
10
where λ′ is the restriction of λ, which is a self-homotopy equivalence of C9,sr ∨C
9,s′
r′ ∨
C9r .
Let Γ˜ be induced by the following commutative diagram
S9
(δ1,µ,ν,ω)T//M32r ∧ C
5
η ∨ C
9,s
r ∨ C
9,s′
r′ ∨ C
9
r
Γ

// C5,sr ∧ C
5,s′
r′
Γ˜

S9
θ=Γ(δ1,µ,ν,ω)T//M32r ∧ C
5
η ∨ C
9,s
r ∨ C
9,s′
r′ ∨ C
9
r
//Cθ
where Γ =
M32r ∧ C
5
η C
9,s
r ∨ C
9,s′
r′ ∨C
9
r
M32r ∧ C
5
η 1 0
C9,sr ∨ C
9,s′
r′ ∨ C
9
r 0 λ
′
is a self-homotopy equiva-
lence, then Γ˜ is also a homotopy equivalence.
θ = Γ(δ1, µ, ν, ω)
T = (δ1, λ
′(µ, ν, ω)T )T = (δ1, 0, α, γ)
T .
Consequently, for s = r′ > s′ > r,
C5,sr ∧ C
5,s′
r′ ≃ Cθ ≃ C
9,s
r ∨Q1, Q1 = (M
3
2r ∧ C
5
η ∨ C
9,s′
r′ ∨ C
9
r ) ∪(δ1,α,γ)T CS
9.
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Lemma 5.4. Q1 ≃ C
5,s′ ∧ C5,sr , s = r
′ > s′ > r.
Proof. (1) Determining δ1, i.e., t1
By Lemma 5.1, C5,sr ∧ C
5,s′
r′ can not split out M
3
2r ∧ C
5
η , implies that δ1 6= 0 in
π9(M
3
2r ∧C
5
η). Hence we can assume that t1 = 1 for r = 1 and t1 ∈ {1, 2} for r ≥ 2.
Next we determine t1 for r ≥ 2.
Lemma 5.5. For s ≥ r′, s′ and r ≥ 2, there is a short exact sequence of abelian
groups
0→ Z/2⊕ Z/2⊕ Z/2⊕ Z/2s
′+δr′ → π9(C
5,s
r ∧ C
5,s′
r′ )→ Z/2⊕ Z/2→ 0.
where δr′ = 0 for r
′ = 1 and δr′ = 1 for r
′ > 1.
Proof. We only prove the case r′ > 1.
By Proposition 2.1,
π9(C
5,s
r ∧ C
5,s′
r′ )
∼= [C5,rs ∧ C
5,r′
s′ , S
7] ∼= [C7,rs , C
6,s′
r′ ].
By Cof5 of C7,rs , there is an exact sequence
[S7, C6,s
′
r′ ]
(2rp1qS)
∗
−−−−−→ [C7s , C
6,s′
r′ ]→ [C
7,r
s , C
6,s′
r′ ]→ [S
6, C6,s
′
r′ ]
0
−→ [C7s , C
6,s′
r′ ]. (36)
From (33), (2rp1qS)
∗ is zero for r ≥ 2. For s ≥ r′, s′, [C7s , C
6,s′
r′ ]
∼= [S9, C5,s ∧C
5,s′
r′ ]
∼=
π9(C
9,s′
r′ ∨ C
5
η ∧ C
5,s′
r′ )
∼= Z/2 ⊕ Z/2 ⊕ Z/2 ⊕ Z/2s
′+1 (the last isomorphism is from
(13)).
There is a cofibre sequence
S9
(δ1,α,γ)T
−−−−−→M32r ∧ C
5
η ∨ C
9,s′
r′ ∨ C
9
r → Q1 → S
10. (37)
which implies following exact sequence
Z
(δ1∗,α∗,γ∗)
T
−−−−−−−−→ Z/4〈iC̺6〉 ⊕ Z/2〈iMj1ξr′〉 ⊕ Z/2〈iMj2η〉 ⊕ Z/2〈(j1η)
−
S 〉 ⊕ Z〈(2j2)
−
S 〉 → π9Q1 → 0
where δ1∗(1) = t1iC̺6, α∗(1) = iMj1ξr′ and γ∗(1) = 2
s′−1(2j2)
−
S .
π9Q1 ∼=
Z/4⊕ Z/2⊕ Z/2 ⊕ Z/2⊕ Z
〈(t1, 1, 0, 0, 2s
′−1)〉
∼=
{
Z/2⊕ Z/2⊕ Z/2⊕ Z/2s
′+1, t1 = 1
Z/4⊕ Z/2⊕ Z/2⊕ Z/2s
′
, t1 = 2
. (38)
Since π9(C
5,s
r ∧ C
5,s′
r′ )
∼= Z/2 ⊕ Z/2 ⊕ π9Q1 induced by C
5,s
r ∧ C
5,s′
r′ ≃ C
9,s
r ∨ Q1 for
s = r′ > s′ > r, together with the short exact sequence for π9(C
5,s
r ∧C
5,s′
r′ ) in Lemma
5.5, we have
π9Q1 = Z/2⊕ Z/2⊕ Z/2 ⊕ Z/2
s′+1, i.e., t1 = 1, δ1 = iC̺6.
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(2) The cell structure of C5,s
′
∧ C5,sr
Apply Lemma 2.4 to Cof1 of C5,s
′
and Cof4 of C5,sr to get
(C5,s
′
∧ C5,sr )
(9) ≃M32r ∧ C
5
η ∨ C
5,s′
r′ ∨ C
9
r .
There is a cofibre sequence
S9
(δˆ,αˆ,γˆ)T
−−−−−→ M32r ∧ C
5
η ∨ C
9,s′
r′ ∨ C
9
r → C
5,s′ ∧ C5,sr → S
10 (39)
where δˆ = iC tˆ̺6, αˆ = iM
(
xˆξr′
yˆη
)
and γˆ is determined by qS
(
zˆη
aˆ
)
for xˆ, yˆ, zˆ ∈
{0, 1} and tˆ, aˆ ∈ Z, i.e.,
S9
tˆ̺6
zz✉✉✉
✉✉
✉✉
✉✉
✉✉
δˆ

S6
i
C
// M32r ∧ C
5
η ;
S9
(
xˆξr′
yˆη
)
yysss
ss
ss
ss
ss
αˆ

M7
2r′
∨ S8
iM
// C9,s
′
r′ ;
S9
γˆ

(
zˆη
aˆ
)
$$■
■■
■■
■■
■■
C9r qS
// S8 ∨ S9 .
aˆ = 2s
′
for H9(C
5,s′ ∧ C5,sr )
∼= Z/2s
′
. Cofibre sequence (39) induces
0→
Z/2
〈xˆ, yˆ, zˆ〉
→ [C5,s
′
∧ C5,sr , S
8]→ Z/2r
′+1 ⊕ Z/2r+1
(αˆ∗,γˆ∗)
−−−−→ Z/2
where αˆ∗(1) = xˆ and γˆ∗(1) = zˆ. Since C5,s
′
∧ C5,sr is indecomposable for s = r
′ >
s′ > r, xˆ = 1 or yˆ = 1, which implies Z/2
〈xˆ,yˆ,zˆ〉
= 0. On the other hand,
[C5,s
′
∧ C5,sr , S
8] ∼= [C5,sr , C
5
s′]
∼= Z/2r+1 ⊕ Z/2r
′
.
Thus xˆ = 1 and zˆ = 0. Now from the following commutative diagram
S9
(δˆ,αˆ,γˆ)T //M32r ∧ C
5
η ∨ C
9,s′
r′ ∨ C
9
r
Θ (≃)

// C5,s
′
∧ C5,sr
Θ˜ (≃)

S9
θ=Θ(δˆ,αˆ,γˆ)T //M32r ∧ C
5
η ∨ C
9,s′
r′ ∨ C
9
r
// Cθ
where Θ =
M32r ∧ C
5
η C
9,s′
r′ C
9
r
M32r ∧C
5
η 1 0 0
C9,s
′
r′ 0 λ 0
C9r 0 0 1
is a self-homotopy equivalence and λ is
induced by
S8
(
iη
2s
′
)
//M7
2r′
∨ S8(
1, 0
yˆq, 1
)

iM // C9,s
′
r′
λ

S8 (
iη
2s
′
) //M72r′ ∨ S8 iM // C9,s′r′ ,
40
we can assume yˆ = 0. Next we are going to calculate δˆ, i.e., tˆ.
tˆ = 1 for r = 1 and tˆ ∈ {1, 2} for r ≥ 2 since δˆ 6= 0.
For the case r ≥ 2, similarly as the calculation of π9Q1, we get
π9(C
5,s′ ∧ C5,sr )
∼=
{
Z/2⊕ Z/2⊕ Z/2⊕ Z/2s
′+1, tˆ = 1
Z/4⊕ Z/2⊕ Z/2⊕ Z/2s
′
, tˆ = 2
. (40)
On the other hand, π9(C
5,s′ ∧ C5,sr )
∼= [C7s′, C
6,s
r ] and from Cof3 of C
7
s′, we get
the following exact sequence
[C8η , C
6,s
r ]
(iη2s
′
)∗=0
−−−−−−→ [S6, C6,sr ]→ [C
7
s′, C
6,s
r ]→ [C
7
η , C
6,s
r ]
(iη2s
′
)∗
−−−−→ [S5, C6,sr ].
There is a commutative diagram for the morphism (iη2
s′)∗
[C7η , C
6,s
r ]
i∗η //
(iη2s
′
)∗
''
[S5, C6,sr ]
(2s
′
)∗ // [S5, C6,sr ]
[C7η ,M
4
2r ∨ S
5]
(iM )∗
OOOO
i∗η // [S5,M42r ∨ S
5]
(iM )∗
OOOO
(2s
′
)∗// [S5,M42r ∨ S
5]
(iM )∗
OOOO
[C7η , S
5]
(
iη
2s
)
∗
OO
i∗η // [S5,M42r ∨ S
5]
(
iη
2s
)
∗
OO
(2s
′
)∗// [S5,M42r ∨ S
5]
(
iη
2s
)
∗
OO
which induces the following commutative diagram by (12)
[C7η , C
6,s
r ]
i∗η // [S5, C6,sr ]
(2s
′
)∗// [S5, C6,sr ]
Z/4⊕Z
〈(2,2s)〉
∼=
OO
ϕ // Z/2⊕Z
〈(1,2s)〉
∼=
OO
(2s
′
)∗ // Z/2⊕Z
〈(1,2s)〉
∼=
OO
where ϕ(1, 0) = 0 and ϕ(0, 1) = (0, 2). Under the isomorphisms
Z/4⊕ Z
〈(2, 2s)〉
∼= Z/2〈(1, 2s−1)〉 ⊕ Z/2s+1〈(0, 1)〉;
Z/2⊕ Z
〈(1, 2s)〉
∼= Z/2s+1〈(0, 1)〉
we have Z/2⊕ Z/2s+1
(2s
′
)∗ϕ=
(
0
2s
′+1
)
−−−−−−−−−−−→ Z/2s+1. Consequently,
ker(iη2
s′)∗ ∼= Z/2⊕ Z/2s
′+1.
Thus there is a short exact sequence
0→ Z/2 ⊕ Z/2→ [C7s′, C
6,s
r ]→ Z/2⊕ Z/2
s′+1 → 0
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Together with (40), we have
π9(C
5,s′ ∧ C5,sr )
∼= Z/2 ⊕ Z/2⊕ Z/2⊕ Z/2s
′+1, i.e., tˆ = 1.
From the analysis above, we get δˆ = δ, αˆ = α and γˆ = γ, i.e., Q1 ≃ C
5,s′ ∧C5,sr .
Hence C5,sr ∧ C
5,s′
r′ ≃ C
9,s
r ∨ C
5,s′ ∧ C5,sr for s = r
′ > s′ > r.
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