In this paper, we analyze the daily number of hospitalizations in São Paulo City, Brazil, in the period of January 01, 200201, to December 31, 2005. This data set relates to pneumonia, coronary ischemic diseases, diabetes and chronic diseases in different age categories. In order to verify the effect of climate changes the following covariates are considered: atmosphere pressure, air humidity, temperature, year season and also a covariate related to the week day when the hospitalization occurred. The possible effects of the assumed covariates in the number of hospitalization are studied using a Poisson regression model in the presence or not of a random effect which captures the possible correlation among the hospitalization accounting for the different age categories in the same day and the extra-Poisson variability for the longitudinal data. The inferences of interest are obtained using the Bayesian paradigm and MCMC (Markov chain Monte Carlo) methods.
Introduction
An important problem related to public health is the possible relationship between climate factor levels and the incidence of some specific diseases. Great climate variations have been observed in the last years due to many different factors, in special, the degradation of the environmental conditions linked to the fast population increasing. In this way, there is a great interest by doctors of the public health to study the existing relations between the daily hospitalization countings due to some specific diseases with some daily climate levels as atmospheric pressure, air humidity and temperature. The effects of climate variations can be larger in high-risk age groups as newborns or old age persons. One way of considering this situation is the use of counting regression model for each age group. A special model for counting data is given by a Poisson regression model capturing the possible existing correlation among the hospitalization daily counting in each age class. Longitudinal Poisson data is common in many applications considering medical studies (see for example, Henderson & Shikamura, 2003; or Dunson & Herring, 2005) , where the counting are measures for each sampling unit in different times or repeated measures.
In this study, we consider a data set related to the daily hospitalization counting due to pneumonia, coronary ischemic diseases, diabetes and chronic diseases in different age categories in the São Paulo city in the period ranging from 01/01/2002 to 12/31/2005 and classified in different patient age groups and in the presence of some climate covariates.
The hospitalization group denoted as Pneumonia is related to the codes J10 to J18 of the CID 10; the hospitalization group denoted as Chronic Diseases (of upper airways) is related to the codes J40 to J47 of the CID 10; the hospitalization group denoted as Coronary Ischemic Diseases is related to the codes I20 to I25 of the CID 10 and the hospitalization group denoted as Diabetes (Mellitus) is related to the codes E10 to E14 of the CID 10. This codification is used by the health system SUS of the São Paulo city and were available by the health office of the São Paulo city.
The age categories are defined taking as basis the group classification used by the Department of informatics of the Brazilian health system (DATASUS). In this system a person is classified as group 0 for ages up to 1 year old; group 1 for ages from 1 year old to 5 years old; group 2 for ages from 5 years old to 10 years old; and so on up to group 16 that includes persons aging more than 75 years old. In our study, we consider some special aggregation of these groups depending on the type of hospitalization. Two age neighboring groups for one type of hospitalization are aggregated in the same age group if they have similar behavior in term of number of hospitalization. The group classifications for each type of hospitalization are presented in table 1.
The climate data were available from the Institute of Astronomy and Geophysics of the University of São Paulo (IAG-USP). The climate covariates considered in this study are the daily average of atmospheric pressure, the daily average of air humidity and the daily average of temperature. These average levels are found considering the average of the daily observed maximum and minimum in each day. We also considered other covariates, as year seasons and weekly days.
The main goal of this study is to verify if these climate covariates affect the daily hospitalization counting and also to verify which population age groups are more susceptible to climate changes. These results can be of great interest for the public health system for prediction and administration of the hospital system. The inferences of interest are obtained using Bayesian methods. The posterior summaries of interest are obtained via MCMC simulation methods as the popular Gibbs sampling algorithm (see, for example, Gelfand & Smith, 1990) or the Metropolis-Hastings algorithm (see, for example, Chib & Greenberg, 1995) .
The paper is organized as follows. In section 2, we introduce the statistical model. Section 3 introduces a Bayesian analysis for the models. Section 4 introduces the analysis of the São Paulo City data set. Finally, Section 5 presents a discussion about the obtained results.
The Statistical Model
Let ij N a random variable with Poisson distribution, i.e.
where ij n is the number of hospitalizations in the i-th day of patients in age group j, i = 1 ,..., N (number of days) and j = 1, ..., K (number of age groups). In the application we consider the number of admissions by type of disease. Associated with each combination day / age, we consider the presence of covariates 1i
x (average atmospheric pressure between the minimum and maximum on the i-th day), 2i
x (average humidity between the minimum and maximum on the i-th day), 3i
x (average temperature between minimum and maximum on the i-th day) and dummy variables or indicator 4i
x (equals 1 if the fall in the i-th day, 0 otherwise), 5i
x (equal to 1 if the winter i-th day, 0 otherwise), 6i
x (equal to 1 if spring in the i-th day, 0 otherwise), and 7i
x (equal to 1 if the i-th day is Saturday or Sunday, 0 otherwise).
As we have longitudinal data representing the number of hospitalization on the same day for different age groups, we introduce a random effect or frailty i w that captures the correlation between repeated measurements for the i-th day and extra-Poisson variability.
Assuming a Poisson distribution (1) for ij N with parameter ij λ , consider the regression model,
where ( ) ( )
..,K is the vector of unknown parameters and i w is a random effect with normal distribution,
where i = 1, ..., N.
Note that, according to equation (1), since ij N has a Poisson distribution, then,
where ij λ is given in (3) . Also note that non-conditional means and variances are given by
is the covariate vector associated with the i-th day.
As the random effects i w have a normal distribution (4), then ( ) 
From (6) and (7), we observe that the mean and variance of ij N are different, that is, we
have the presence of an extra-Poisson variability given by
where ij η is given by (3) .
For the analysis of data from hospitalizations, let us consider two possible models: a model denoted as "Model 1" without the presence of random effect i w and a "Model 2" with the presence of random effects, i w , i = 1,..., N.
Note that the presence of a random effect in the Poisson regression model can hinder the achievement of classical inferences for the parameters of the model. A possible simplification to obtain the inferences of interest is to consider Bayesian methods. In addition, the Bayesian methods allow the incorporation of information from experts in the prior distribution for the model parameters. This methodology has been considered by many authors in the analysis of longitudinal count data (see e.g., Albert & Chib, 1993; Chib et al., 1998; Clayton, 1991; Dunson, 2000 Dunson, , 2003 .
Bayesian Analysis
Assuming the model given by (2) and (3), the likelihood function for ( )
, given the observed data ij N , the unobserved variables i w and the vector of covariates ij x , is given by
For the first stage of the hierarchical Bayesian analysis, assuming "Model 2" in the presence of random effects i w , we consider the following prior distributions for model parameters
where l = 1, ..., 7 ; j = 1,...,K ; j a , j b and j c are known hyperparameters.
For the second stage of the hierarchical Bayesian analysis, where i w has a normal distribution ( ) 2 0, N σ , we assume that
where d and e are known parameters, and Gamma (d, e) denotes a gamma distribution with mean / d e and variance 2 / d e . We assume that the prior distributions of the parameters are independent.
For "Model 1" without the presence of random effect i w , we assume the same prior distributions for j α and lj β given in (9) .
The joint posterior distribution for θ and 2 σ is obtained by combining the likelihood function (8) with the prior joint distribution for the parameters and i w , i.e. (11) where N is the vector of data ij N , and x is the vector of covariates li x ; the likelihood function ( ) L θ is given in (8) .
Summaries of the a posteriori distributions of interest are obtained using MCMC methods. In this way, we simulate samples from the conditional distributions for each parameter given the other parameters and the vectors of data and covariates.
A great simplification is obtained using the software WinBUGS (Spiegelhalter et al., 2003) that only requires the specification of the distribution to the data and prior distributions for the parameters.
The selection of the best model can be done using several Bayesian discrimination methods available in the literature. In our case we consider the Deviance Information Criterion (DIC) (see Spiegelhalter et al., 2002) which is a useful criterion for selecting models when samples of posterior distribution for the model parameters are obtained using MCMC methods.
The deviance is defined by
where θ is a vector of unknown parameters of the model ( ) L θ is the likelihood function and c is a constant that need not be known in the comparison of models.
The DIC criterion is defined by
where ( ) 
Data Analysis of Daily Hospital Admissions in São Paulo City
Initially, let us consider the count data for daily hospital admissions in São Paulo for chronic conditions in the period 01/01/2002 to 31/12/2005. Assuming k = 8 age groups and the "Model 1" without the presence of a random effect with prior distributions given in (9) for j α and lj β ; l = 1, ... The convergence of the algorithm was verified from the graphs of the simulated samples. Table 2 presents the summaries of the posterior distributions of interest in case of hospitalization due to chronic diseases for models 1 and 2. The 95% credibility interval is given by 2.5% and 97.5% percentiles of the posteriori distributions. For brevity we present only the results of parameters whose credibility interval of at least one of the models does not include the value zero. The same criteria is used for other type of admissions.
For the choice between the two proposed models, we obtain from the 1000 simulated Gibbs samples, DIC equal to 46,664.9 for "Model 1" and DIC equal to 45,624.5 DIC for "Model 2". Thus, "Model 2" presents the best adjustment for the data according to DIC criterion because the value of DIC is lower for "Model 2" than for "Model 1".
We also compare the two models, evaluating the sum of squares of differences, ( ) 2 s v , v = 1, 2 (models 1 and 2), between the observed counts and means of the Monte Carlo posteriori distribution of ij λ . For "Model 1" we find Similarly, considering the same values for the hyperparameters of prior distributions for the parameters of the models made in case of hospitalization due to chronic diseases, and the same MCMC sampling simulation method used previously, we have in tables 3, 4 and 5 the summaries of the posterior distributions for cases of hospitalizations due to ischemic heart disease (with 8 age groups) due to pneumonia (with 6 age groups) and due to diabetes (with 10 age groups). [2] 0.0152 -0.0067 0.0401 0.0245 0.5289 0.0487 beta1 [7] 0.0193 0.0088 0.0295 0.0159 0.0036 0.0274 beta2 [2] -0.0056 -0.0142 0.0026 -0.0114 -0.0195 -0.0032 beta2 [7] 0.0034 -0.3049 0.0070 0.0047 0.5459 0.0088 beta3 [1] 0.0349 0.0020 0.0671 -0.0077 -0.0387 0.0239 beta3 [7] 0.0276 0.0151 0.0394 0.0333 0.0198 0.0471 beta4 [3] -0. [10] 0.7429 0.6579 0.8280 0.9402 0.8555 1.0270 beta1 [1] 0.0218 -0.0261 0.0730 0.0733 0.0311 0.1175 beta1 [2] 0.0155 -0.0223 0.0534 0.0524 0.0172 0.0876 beta1 [5] 0.0110 -0.0206 0.0450 0.0415 0.0102 0.0757 beta1 [7] 0.0203 -0.0034 0.0456 0.0383 0.0130 0.0629 beta2 [1] 0.0135 -0.0042 0.0303 -0.0219 -0.0369 -0.0067 beta2 [2] -0.0011 -0.0148 0.0138 -0.0201 -0.0325 -0.0072 beta2 [3] 0.0712 -0.0100 0.0105 -0.0123 -0.0217 -0.0029 beta2 [4] -0.0018 -0.0086 0.0052 -0.0079 -0.0152 -0.8768 beta2 [5] -0.6925 -0.0127 0.0103 -0.0164 -0.0277 -0.0050 beta2 [6] -0.9598 -0.0113 0.0091 -0.0131 -0.0230 -0.0034 beta2 [9] -0.0037 -0.0070 -0.5364 -0.0061 -0.0099 -0.0021 beta3 [1] 0.0877 0.0318 0.1443 -0.0584 -0.1040 -0.0091 beta3 [2] -0.0110 -0.0562 0.0349 -0.0827 -0.1178 -0.0438 beta3 [5] 0.0216 -0.0170 0.0623 -0.0421 -0.0784 -0.0071 beta3 [6] 0.0054 -0.0288 0.0386 -0.0412 -0.0747 -0.0084 beta3 [9] 0.0105 0.0002 0.0210 0.0022 -0.0104 0.0151 beta4 [1] -0.2067 -0.5690 0. In all cases we observe that "Model 2" (presence of random effect) presents the best adjustment to the data using as the criterion the lowest value of the sum of squares of the differences ( ) 2 s v (observed -fitted).
The DIC criterion also selects "Model 2", except for the case of hospitalization due to diabetes. However, we decided for "Model 2" even for this case because the criterion of sum of squares of the differences provides a strong indication in favor of "Model 2" and in the case of hospitalization due to diabetes there is a large number days with zero hospitalization, which can invalidate the use of DIC criterion for model discrimination.
Discussion of Results
Considering the case of daily hospitalizations for chronic conditions and assuming that "Model 2" best fits the data, we have from table 2:
(1) The average atmospheric pressure in the i-th day is significant only for the group 8 (>= 75 years old). Note that the average of the posterior distribution of 18 β estimated by Monte Carlo based on 1,000 samples generated by Gibbs sampling algorithm is 18 0.165 β = − , that is, we observe that there is a decrease in the number of daily hospital admissions due to an increase in the average level of air pressure for this group. That is, low atmospheric pressure leads to an increase in hospital admissions due to chronic diseases.
(2) The average humidity in the i-th day is significant for groups 2, 6 and 8 ( 22 0.0036 β = , i.e., higher humidity leads to an increase in daily admissions for chronic conditions for patients in group 2; for groups 6 and 8 we have 26 0.0062 β = − and 28 0.00866 β = − , that is, higher daily average humidity leads to a decrease in the number of hospitalization due to chronic diseases). ). The effect is positive for groups 1, 2 and 3 (increase of admissions) and negative for group 4 (decrease of admissions). Similarly, considering the case of hospitalization due to ischemic and assuming "Model 2", we have the following results (see table 3 ) in a simplified form:
(1) The average pressure in the i-th day is significant only for groups 2 and 7. (2) The average humidity in the i-th day is significant only for group 2 (negative) and 7 (negative).
(3) The average temperature in the i-th day is significant only for group 7 (positive, 37 0.0333 β =
).
(4) The fall is significant negative for group 3. ( 43 0.1487 β = − ).
(5) The winter is significantly negative for groups 1, 2, 3 and 6.
(6) The spring is significant for all groups except for groups 3 and 4. The effect is negative for less than 40 years old persons and positive for 50 years old and older persons. (7) The weekend (Saturday-Sunday) is significantly negative for all groups.
In the case of pneumonia considering "Model 2", we have (see table 4 ):
(1) The average pressure in the i-th day is significantly negative for groups 1, 3, 4 and 5.
(2) The average humidity in the i-th day is significantly negative for groups 1, 5 and 6 (less than one year old and 45 years old or older persons).
(3) The average temperature in the i-th day is significant for group 2. 32 0.0183 β = .
(4) The autumn is significantly positive for all groups.
(5) The winter is significantly positive for groups 1, 2 and 3 (less than 10 years old groups).
(6) The spring is significantly positive for groups 1, 2, 3 and 4 (less than 45 years old groups). (7) The weekend (Saturday-Sunday) is significantly negative for all groups.
In the case of diabetes also assuming "Model 2", we have (see table 5 ):
(1) The average pressure in the i-th day is significantly positive for groups 1, 2, 5 and 7.
(2) The average humidity in the i-th day is significantly negative, except for groups 7, 8 and 10.
(3) The average temperature in the i-th day is significantly negative for groups 1, 2, 5 and 6.
(4) The autumn is significantly negative for all groups.
(5) The winter is significantly negative for all groups.
(6) The spring is significantly negative for all groups. (7) The weekend (Saturday-Sunday) is significantly negative for all groups.
In view of these results, we can reach the following overall conclusions:
1. In general, all the variables are influencing the average number of admissions.
2. The generalized linear models with random effect using as dependent variable the logarithm of the climate covariates showed that climate change is related to the daily numbers of admissions of all disease groups studied in this paper.
3. The significance of dummy variables corresponding to the seasons and the weekend indicates that seasonal patterns also have influence on the behavior of the number of hospitalizations.
4. The meteorological conditions have more influence in groups corresponding to children and elderly.
