Fusarium Head Blight (FHB) or 'scab' is a very destructive disease that affects wheat crops. Recent research has resulted in accurate weather-driven models that estimate the probability of an FHB epidemic based on experiments. However, these predictions ignore two crucial aspects of FHB epidemics: (1) An epidemic is very unlikely to occur unless the plants are flowering, and (2) FHB spreads by its spores, resulting in spatial and temporal dependence in risk. We develop a new approach that combines existing weather-based probabilities with information on flowering dates from survey data, while simultaneously accounting for spatial and temporal dependence. Our model combines two space-time processes, one associated with pure weather-based FHB risks and the other associated with flowering date probabilities. To allow for scalability, we model spatiotemporal dependence via a process convolutions approach. Our sample based approach produces a realistic assessment of areas that are persistently at high risk (the probability of an epidemic is elevated for extended time periods), along with associated estimates of uncertainty. We conclude with the application of our approach to a case study from North Dakota.
Introduction
Fusarium Head Blight (FHB), also called "Scab", is one of the most important diseases affecting wheat crops worldwide. In the United States, FHB is most commonly caused by the residue-borne fungus Fusarium graminearum (Parry et al., 1995) . In the last few years, FHB has resulted in massive losses in the midwestern United States alone. Losses due to FHB have been to the tune of hundreds of millions of dollars in quality and yield; overall losses are higher when associated crop management and insurance costs are taken into account (McMullen et al. (1997) , Nganje et al. (2004) ). However, if an FHB epidemic is anticipated, farmers can mitigate effects and greatly reduce losses by using appropriate crop management practices. In addition, future decisions about where to plant wheat crops can be made in the most cost-effective manner. Thus there is a great incentive for the development of accurate methods for identifying regions with a high risk of epidemics.
Research in plant pathology over the past decade has produced models for risk prediction based on climate information (Rossi et al. (2003) , Hooker et al. (2002 ), De Wolf et al. (2003 ).
Recent work by Molineros (2007) has resulted in models that have since been deployed as part of a widely used online Fusarium Head Blight Risk Assessment Tool (http://wheatscab.psu.edu).
The model uses the national weather service network to predict the risk of disease for any location chosen. The weather information used by such models is available across the United States as "Rapid Update Cycle" (RUC) data, from a national operational weather prediction system where predictions are obtained from multiple sources including devices on commercial aircraft and surface reporting stations. Its primary purpose is to serve users needing frequently updated short-range weather forecasts. The weather-driven models of disease risk have been developed based on experimental plots set up across several states in the United States, where the severity of the disease for plants within these plots was measured. Several weather covariates were also observed, thereby providing a means for constructing a model for predicting risk based on weather information.
An FHB epidemic can only occur when weather conditions conducive to the epidemic coincide with the flowering period for the wheat crop. Therefore, risk predictions are only meaningful when also accounting for flowering dates. Fortunately, survey information on flowering dates is often available and can be used to estimate the distribution of flowering dates at sites of interest.
Combining information from weather-driven risk predictions and flowering dates is at the core of assessment of the risk of an FHB epidemic. The probability that crops are flowering at a particular location on a given date is a space-time process that we are able to infer from the observed spatial process involving just the estimated flowering dates at several locations.
FHB is primarily spread to adjacent regions when spores of the fungi are windblown or splashed onto the wheat heads. It is most likely to spread under particular weather conditions, typically when the levels of relative humidity and daily temperatures are adequately high (De Wolf et al., 2003) . The weather factors are taken into account by the plant pathologists' models. Strong spatial dependence in FHB risks are largely due to the movement of spores from crop residues where the fungus survives. The spatial distribution of risk depends on the proximity to a common source of inoculum (spores that infect plants), which can be either local say within the same field (Dill-Macky and Jones, 2000) , or at some distance (Schmale et al., 2005) . Relevant details on the epidemiology of FHB can be found in Sutton (1982) , Fernando et al. (2000) , Champeil et al. (2004) , and Dufault et al. (2006) . Thus spatial proximity is a strong predictor of FHB risk; if a farm has an FHB epidemic, an adjacent farm is very likely to also have an epidemic. Similarly, if a location has a high (or low) probability of an FHB epidemic on a particular day, it is likely to have a high (or low) probability of an epidemic the following day as well. It is therefore vital to account for spatio-temporal dependence to produce accurate risk estimates. Current models do not account for the spatial or temporal proximity; however, space-time dependence is an important feature of the model we propose here. Our sample based approach allows us to easily identify regions where the risk is high for extended periods of time, which is of particular interest to farmers.
Our goal in this paper is to develop a systematic statistical framework that combines information from state of the art weather based models of epidemic risk with information from survey data on flowering dates to identify regions that are persistently at high risk. Our model also accounts for critical space-time dependence and our sample based approach naturally allows us to express uncertainties about our estimates. Since we envision applications of this approach to large regions and data sets, computational considerations play an important role in how we develop our model. The rest of the paper is organized as follows: In Section 2, we describe our approach for combining raw weather model based maps with flowering data, and provide details about the separate space-time and space models we fit to the two data sets respectively. In Section 3, we describe in detail the application of our methods to data sets for the state of North Dakota, a region of particular economic interest due to its long history of severe FHB epidemics. These new risk maps can potentially provide state officials and farmers with an assessment of the areas that are truly at high risk and the periods when they are at high risk. This can be very helpful when making decisions about where and when to plant wheat crops and whether or not aggressive (and expensive) management practices should be implemented. We conclude with a discussion in Section 4.
Crop Epidemic Model
We consider the weather-driven plant pathology model for assessing the risk of an FHB epidemic described in Molineros et al. (2006) . The risk model is a logistic regression model with predictors that include weather variables such as mean ambient relative humidity, and crop susceptibility (an indicator of how susceptible a particular variety of wheat is to FHB). For a particular plot or field, the response variable (whether or not the field has an FHB epidemic) is binary, with an epidemic defined as a disease severity of at least 10% for that field. The model was developed on the basis of data gathered from multiple experimental plots across the United States. The weather information gathered in the experiments and later utilized for prediction was based on knowledge of the disease biology for FHB. A critical observation is that the model was developed with specific knowledge of flowering dates of the research plots; the plant pathologists' model is therefore based only on data collected when the crops are flowering. Hence, implicitly, the model developed is one that relates weather information to the risk of an FHB epidemic, given that the crop is flowering. Hence, when using this model for predictions about risk, it is vital that we consider the probability that the crop is flowering at a given time.
Flowering information about wheat crops is obtained from surveys taken at several locations across the region. Since the survey locations do not coincide with the locations where weather information is available, there is a need for spatial interpolation of flowering information before it can be combined with the weather based probabilities above. We now describe our model for combining these two sources of information.
Spatio-temporal risk mapping
Denote the plant pathology model based probability of FHB epidemic for site s at time t, by p(s, t) ∈ [0, 1] for all s ∈ D and t ∈ T , where D ∈ R 2 is the study region and T is the time interval of interest. Define the logit transformation, r(s, t) = log
. Our model for r(s, t) allows for spatio-temporal dependence and an independent error term,
where w(s, t) is a space-time process, and (s, t)
, is an independent error process with precision λ r . Since the motivation of this research is to model risks across a much larger portion of the U.S. (potentially several states and several thousand locations overall), we consider the computationally convenient process convolutions approach due to Higdon (1998) for modeling the spatiotemporal dependence. This approach has the added benefit of easily allowing for non-stationary processes (cf. Higdon et al. (1999) and Calder et al. (2002) ), which may be impor-tant for modeling a spatial process across regions with vastly different climactic and geographic characteristics. The formulation is an alternative to the usual Gaussian process based model and relies on the fact that a continuous process can be created by convolving a continuous white noise process with a convolution kernel, k (Higdon (1998) ). We first describe a spatial process.
Following Higdon et al. (1999) , denote a continuous white noise process z with precision λ z as
where for any subregions A, B contained in D,
thereby creating a continuous spatial process over the region D defined at any point s by
Here, the convolution kernel k is taken to be the circular normal,
In practice, the continuous white noise process z is replaced by a more convenient finite sum approximation z defined on a lattice u 1 , . . . , u L that covers the study region. The kernel used here corresponds to a Gaussian covariance function, a member of the Matérn family of covariance functions (Stein, 1999) . This kernel has the advantage that it can be written in closed form, while this is not generally true for kernels corresponding to Matérn covariance functions. In spite of its popularity, Stein (1999) cautions against the use of the overly smooth Gaussian covariance function. However, in our work, since the weather information used to derive crop disease risks is available on an equally spaced set of grid points, there is little information about the behavior of the spatial covariance near the origin, which is critical for determining smoothness of the spatial process. We are also typically not interested in interpolation at a finer spatial or temporal scale than that provided by the data; hence, the smoothness implied by the Gaussian covariance function assumption appears to be a reasonable and convenient assumption.
In addition to the finite sum approximation, if we also allow for a non-zero mean µ(s) to capture spatial trends, we replace (2) by the following spatial process
where z(u j ) is the value of the white noise process at location u j . The 'knot' locations (u j )
are defined on a lattice covering the region of interest, for instance a 10 × 9 lattice. Following our general discussion about process convolution models above, we can now define a space-time version of the model we will use for studying FHB epidemic risks.
where (u j , v j ) defines our jth space-time knot. So our new set of knots are
with u j ∈ D and v j ∈ T for j = 1, . . . , J, which defines a lattice over the entire region and time period of interest. w(u j , v j ) is the white noise process ('knot process') at the jth knot. The model (1) for the random field can therefore be written as
where z is the set of knot processes, λ z , λ r are precision parameters, β = (β 0 , β 1 , β 2 ) are regression coefficients and φ, τ are space and time dependence parameters respectively. We assume a first order mean trend in the locations in space, so X(s i ) = (1, s i1 , s i2 ). Typically, the locations will be (longitude,latitude), transformed to account for the curvature of the earth's surface. The kernel
Details regarding prior selection are provided in Section 3. Once we specify a prior for Θ, we can obtain the posterior distribution of the risks and model parameters given the data using MCMC methods. Our inference regarding the underlying risks of an FHB epidemic at any site s ∈ D is then based on the posterior distribution,
where L(r|z, Θ) is the likelihood from (3), with r the set of observed r(s, t), f z is the joint distribution of the knot processes, and f Θ is the prior on the model parameters. Risk estimates at any site s * ∈ D, and time t * ∈ T can be obtained from the posterior predictive distribution
This is easily accomplished by standard MCMC based sampling in two stages: first using MCMC to draw samples from π(z, Θ|r), then using the first stage samples to draw from π(r(s * , t * ) | z, Θ). The kernel convolution approach provides large computational benefits over the usual Gaussian process models, which involve expensive matrix operations on large matrices. We discuss computation for this model in Section 3.
Incorporating the flowering process
We describe here the spatial model for flowering dates and how it can be used to adjust the epidemic probabilities to produce more accurate estimates of FHB risk. Let the observed flowering date at site s ∈ D be Ψ(s) for a site s ∈ D. We model the joint distribution of flowering dates via a Gaussian process so that for s ∈ D, important to account for non-spatial modeling error. We assume ξ = (ξ(s 1 ), . . . , ξ(s n )) T is distributed according to a zero mean Gaussian process with spatial dependence and measurement error,
where λ d is a precision parameter, I is an n × n identity matrix, H(θ) is an n × n matrix specified by a Matérn covariance function (Matèrn, 1986) , with parameter vector θ that controls the smoothness, scale and range of the dependence in the process (this is a standard specification, cf. Schabenberger and Gotway (2005) .) We assume that if the date (t) is not within some c days of the true flowering date, the chance of an FHB epidemic is negligible (Parry et al., 1995) . Hence, the risk of an FHB epidemic at site s and time t is obtained from (4) when t ∈ (Ψ(s)−c, Ψ(s)+c)
We use survey data on flowering dates to estimate the distribution of flowering dates, which then allows us to estimate the probability that any given date t is a flowering date at any site s. Note that the survey sites generally do not coincide with the sites where risk predictions are available. We complete the specification of the model by placing standard priors on (θ, λ d , γ), with details provided in Section 3. This allows us to obtain, via MCMC (in similar fashion to Section 2.1), the posterior predictive distribution of flowering dates at any site s
where Ψ = (Ψ(s 1 ), . . . , Ψ(s n )) T are the survey flowering dates. δ(s * , t), the probability that t is It is therefore easy to obtain a Monte Carlo estimate δ(s * , t), sayδ(s * , t), once we have samples
We can now produce risk maps that reflect the requirement that for an FHB epidemic to be likely, high risk weather conditions must coincide with flowering dates. These maps can then be used to assess the areas that were truly at the highest risk. Since we have access to the entire posterior distribution of the risk parameters it is easy to obtain a measure of uncertainty to go along with the risk predictions. The posterior predictive distributions of the risks for a given site s * and time t, π(r(s * , t)|r) quantify the predisposition that each site has towards an FHB epidemic. The posterior distributions of the flowering dates at each site, π(Ψ(s)|d), provide a mechanism for finding the probability that a given date t is within c days of a flowering date. By combining these two sources of information, we can get a realistic assessment of the true risk, that is, the chance that an underlying predisposition due to weather conditions actually turns into an epidemic due to coincident flowering dates. The posterior distribution of the risk of an FHB epidemic for a site s * and time t is estimated by using the models for risk and flowering and considering the product, π(p(s * , t)|r)δ(s * , t), where π(p(s * , t)|r) is obtained by transforming the posterior predictive samples from the (logit-transformed) distribution of risks π(r(s * , t)|r).
Furthermore, regions that are persistently at risk can be found by looking at locations s such that 95% credible regions for π(p(s * , t)|r)δ(s * , t) are above a certain threshold for multiple times t. This is, in fact, an approach pursued in our application in Section 3.
Case Study: An Application to FHB in North Dakota

Data and model for FHB in North Dakota
We apply our methods to a data set on FHB risks in the U.S. state of North Dakota for a 51 day period between June 8th and July 28th, 2005. The data available includes risks associated with 545 sites corresponding to centroids of 20km × 20km sized cells arranged on a grid across the state. A plant pathology model (Molineros et al., 2006 ) is used to predict these risks using the weather information available from Rapid Update Cycle (RUC) data at each of these locations.
In addition, survey data providing information on flowering dates are available at 365 locations across the state. The locations of the surveyed information do not coincide with those at which RUC data are available. However, it is possible to estimate the distribution for flowering dates at the RUC data sites using this survey information using the model in Section 2.2. Here we describe some of the details of our approach for obtaining spatiotemporally smoothed weather driven risks in the context of our North Dakota data sets. We use a flat prior for β, uniform priors for φ, τ and inverse gamma priors for λ r , λ z , with parameters for the priors obtained by using a combination of domain knowledge and exploratory data analysis. We also ensured that the distributions of the parameters are roughly centered on estimates obtained from the variogram of points which have small differences in space and time (Higdon, 1998) , but that the priors were wide enough to allow for reasonable values for each parameter.
For knot locations, we selected 25 spatial locations which were approximately equally spaced, and for each spatial location, we selected 7 equally spaced time points between the first and last observed dates, yielding a total of 175 knots. We selected the number of knots in space and time according to the heuristics described in Short et al. (2007) . For instance, we note that the posterior distribution for the spatial dependence parameter stayed well above the knot-to-knot distance. We account for the curvature of the earth by transforming the latitudes and longitudes into approximate two-dimensional geodesic distances (see Banerjee (2005) for details.)
The posterior distribution for weather model based risks is obtained from π(z, β, λ r , λ z , φ, τ |r),
and we obtained a sample based version of the distribution of each spatiotemporal parameter using MCMC. For prediction at a new location (s * , t), we used the posterior predictive distributions
where K * j is the jth column of the kernel matrix K. For the North Dakota data set, we used a sample consisting of 1000 draws from the posterior predictive distribution of r(s, t) for each of 545 locations for each of the 44 days in the study, which is obtained by retaining every tenth sample from the posterior distribution. Given the large number of parameters, retaining the subsamples is a convenient and computationally convenient approach for producing estimates based on samples with reduced autocorrelations. The posterior predictive mean risk and 95%
confidence intervals can easily be computed for any spatiotemporal location, and can easily be transformed into smoothed posterior probabilities p(s, t).
Modeled flowering date data is available at 365 survey sites, while we would like to predict the distribution for flowering dates at each of the 545 RUC locations. We fit the model discussed in Section 2.2, using standard inverse gamma priors for λ d , λ k , uniform priors for ν, φ and a flat prior for β, with reasonable hyperparameters selected according to Finley et al. (2007) . We used MCMC to obtain the posterior distribution for the parameters, which then allows us to simulate from the posterior predictive distribution for flowering dates at each RUC location. For each location, we have 1000 prediction samples at each of the 545 locations, giving us the posterior predictive distribution of the flowering date at each RUC location. The posterior mean flowering dates are shown in Figure 2 . As discussed in Section 2.2, we use a mean function that is linear in the transformed locations. We assume a flowering window of c=7 days, which is the period of time in which an outbreak can occur (Parry et al., 1995) . We then estimate the probability that an RUC site s is flowering at a given time t,
Since we have a have a sample based distribution at each location of flowering dates, for each time t we can compute a Monte Carlo estimate for δ(s, t) as in (5).
We then compute P(epidemic)=p(s, t|flowering at time t) * δ(s, t) for a location s and time t, where p(s, t| flowering at time t) andδ(s, t) are the estimated spatiotemporal weather based risks and flowering date probabilities respectively. Thus, P (epidemic) is an estimate for the probability of an epidemic which has been adjusted for spatial and temporal dependence and the probability of flowering. For example, Figure 1 shows these adjusted FHB epidemic probabilities for July 9th and 10th, 2005.
In order to determine regions where crops are under long-term threat to FHB, we find areas of elevated risk of epidemic, which we define as any area where the probability of an epidemic is unusually high for a length of time. We consider a probability of 0.5 to be elevated, and three days as the definition of an extended period of elevated risk. We compute a 95% credible region for P (epidemic) at each spatiotemporal location (s, t). To do this we compute a set of samples for P (epidemic) by multiplying each sample for the smoothed probability conditioned at (s, t) by the point estimateδ(s, t). From these samples, we calculate a 95% credible set for each location and time, as shown for six locations and times in Table 1 , to ensure that the area has a statistically significant elevated risk. From this information, we can deduce the spatial locations s where there is potential for an epidemic over an extended period of time. The map of such persistent high risk regions is shown in Figure 3 .
We utilized posterior predictive checks (Gelman et al., 2003) as a heuristic for assessing model fit for both the spatiotemporal risk and spatial flowering date models and found that our models fit well. For instance, we computed the coverage probabilities for the 95% credible interval by using the raw epidemic probabilities at each location. We found that for 91.8% of the locations, the 95% credible region contained the raw epidemic probability. Further investigation suggested that most of the observations that were not included in the credible sets generally had very low raw epidemic probabilities and very low posterior predicted epidemic probabilities and hence were inconsequential in risk assessment (as final estimates of risk were practically zero for all these regions.)
Computational details
The posterior distribution from Subsection 2.1 on risk and the distribution of flowering dates as described in Subsection 2.2 are analytically intractable so we naturally turn to sample based inference via MCMC. Since we make heavy use of MCMC, it is worth noting a few computational details. The process convolutions approach greatly reduces the dimensionality of the posterior distributions since the dimensions of the distribution depends on the number of knot locations selected, not on the number of sites. The model for spatiotemporal risks was fit in C++. We used block updating rather than univariate updating of the parameters in the Metropolis-Hastings algorithm. Block updating schemes generally result in Markov chains that are more efficient ('better mixing') than univariate schemes (cf. Liu et al. (1994) .) The computation was manageable since matrix operations were performed on matrices of dimension 175 × 175, resulting in a significant computational gain when compared to fitting a standard (non process-convolution)
Gaussian process. Of course, for much larger data sets, we would likely revert to some compromise between univariate and multivariate updates since the matrix computations would become prohibitive. MCMC for the distribution of flowering dates was relatively fast and convenient. We utilized spBayes (Finley et al., 2007) , an R package (Ihaka and Gentleman, 1996) for fitting the model for flowering dates and obtaining samples from the posterior predictive distribution.
To ensure that our MCMC based estimates were reliable, we used standard heuristics such as starting the chain from different initial values and comparing resulting estimates. To determine how long to run the Markov chains, we used a stopping rule based on Monte Carlo standard errors for the posterior mean estimates computed by consistent batch means (Jones et al., 2006) : when the standard errors for all parameter estimates were low enough, the chain was stopped. For instance, the posterior mean estimates of φ, τ, λ r had standard errors of under 0.2, 0.01 and 10
respectively, while β 0 , β 1 , β 2 had standard errors under 5 × 10 −4 . MCMC was run for 100,000 iterations for the model for flowering dates, and all relevant standard errors were very small, below −4 in every case.
Discussion
We find that our approach successfully combines two different factors, weather conditions and flowering dates, along with space-time dependence in each, to estimate the risk of an FHB epidemic. Current approaches do not consider flowering and ignore space-time dependence, which are both key factors in determining risk. Our sample based methodology automatically provides error estimates which we, in turn, use to produce risk maps that identify regions that have significantly elevated risks for extended periods of time. Our process convolutions based modeling strategy also scales well, which is critical if these methods are to be useful for data sets involving many more observations in space and time. The results from our North Dakota case study suggest to us (the plant pathologists JM and ED), based on our domain expertise, that our methods produce good estimates. The sample based approach provides the additional flexibility of easily assessing regions that are persistently at significantly high risk, as described in Section 3. Of course, what may be of great practical use will be assessing the areas of high or low risk under several different scenarios. This can be achieved using our approach with multiple historical data sets along with weather forecasts. An interesting approach to consider would also involve modeling the two space-time processes jointly, though our current data sets and domain expertise do not suggest obvious approaches for doing this.
We note that the methodology developed here is potentially applicable to a large number of important related problems, including models for other crop epidemics. We believe our sample based approach for combining inference from two processes, the first corresponding to a predisposition (in our case, 'optimal' weather for FHB spread and establishment) and the second corresponding to a necessary triggering event (in our case, crop flowering), has applications to other research problems in ecology. For example, the authors' ongoing research on the spread of invasive plant species can be divided into two processes: the first related to the presence of nutrients in the soil, which describes the predisposition of a location towards hosting invasive plant species, while the second process involves a triggering event such as optimal weather conditions. 
