A new method for predominant melody extraction from polyphonic music signals based on harmonic structure is proposed. The proposed method first extracts a set of fundamental frequency candidates by analyzing the distance between spectral peaks. Then, the predominant fundamental frequency is selected by pitch tracking according to the harmonic strength of the selected candidates. Finally, the method runs pitch smoothing on a large temporal scale for eliminating pitch doubling error, and conducts voicing frame detection. The proposed method shows the best overall performance for ADC 2004 DB in the MIREX 2011 audio melody extraction task.
Introduction
Computational auditory scene analysis, query by humming, and music information retrieval have been widely studied as ways to analyze and search for music information. Because important information about music is usually contained in the melody, these tasks commonly require the extraction of the predominant melody, and a great deal of research is being carried out to this end [1] - [3] .
The conventional methods for predominant melody extraction can be classified into modeling methods and decomposition methods. The modeling methods extract the melody by analyzing the statistical properties of a music signal [4] , [5] . This method shows high performance for wellmodeled signals but requires a complex training and search process [6] .
The decomposition methods extract the melody by analyzing spectral and temporal characteristics of a music signal without probability modeling [7] , [8] . One method extracts multiple pitches by summing harmonic amplitudes based on the property that the harmonic peaks of a music signal appear at the integer multiples of the fundamental frequency (F0) [8] . This method shows superior performance for signals with stable harmonic structures; however, due to iterative F0 removal and new F0 searching, the spectral information is destroyed as the iterations continue and the extraction performance may decrease [9] .
In this letter, a new decomposition method for predominant melody extraction from polyphonic music signals based on harmonic structure is proposed. The proposed method first picks the spectral peaks contained in the signal and thus extracts all valid F0 candidates by investigating the distance between spectral peaks. This method shows robust performance for real music signals with garbage and missing spectral peaks, because it searches for the frequent occurrence of spectral peak distance without iterative removal and searching. After determining the F0 candidates, the proposed method selects the final predominant melody by pitch tracking and pitch smoothing. Figure 1 shows the overall structure of the proposed predominant melody extraction method. In the pre-processing stage, the input signal is converted to a mono signal with a sampling frequency of 8 kHz, because F0's of general music signals are usually determined by the low-frequency band below 4 kHz. The signal is then transformed to the frequency domain by a discrete Fourier transform with a window size of 32 ms and a hop-size of 10 ms, resulting in a frame size of 32 ms and a frame rate of 10 ms. Since polyphonic music contains multiple simultaneous sound sources, it is necessary to extract all valid F0's contained in the input. To this end, a multi-pitch extraction module first picks the spectral peaks in the input spectrum, and extracts all F0 candidates by analyzing the distance be- Fig. 1 Overall structure of the proposed method.
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Copyright c 2013 The Institute of Electronics, Information and Communication Engineers tween the peaks. Then, it measures the harmonic strength of each candidate, and runs pitch tracking based on the harmonic strength of F0 candidates, resulting in an F0 of each frame. In order to eliminate the pitch doubling error, pitch smoothing on a large temporal scale is performed, and voicing frame detection is finally conducted to decide if each frame contains a predominant pitch or not.
Extraction of F0 Candidates
All valid spectral peaks in the input spectrum which satisfy the conditions in (1) are detected, where X[k] is the input spectrum, and k is the frequency index.
T L and T H are the threshold values for the low band below 2 kHz and the high band above 2 kHz, respectively, which are used for preventing garbage peaks. To deal with varying spectral characteristics with frames, T L and T H vary with the shape of the spectral envelope, which is roughly estimated by skewness of |X[k]|. Let the means and the standard de-
If the skewness is less than zero, meaning more energy distribution in the high band,
The locations of extracted spectral peaks are denoted p(w), where w is a peak index and p(0) = 0. If F0 of a signal with a single source is p 0 , the spectral peaks are theoretically located at the integer multiples of p 0 ; that is, p(w) = w × p 0 , w = 1, . . . , r, where r is the number of spectral peaks. When the spectral distance between all peak pairs,
. . , r, is computed, p 0 occurs r times, which is more than any other values. If the signal contains multiple F0's from multiple sources, the spectral distance between all peak pairs yields each F0 more frequently than other values, because each source contributes to the frequent occurrence of an individual F0.
Based on this property of spectral peaks, the proposed F0 extraction method first computes Δ(u, v) with the given p(w). Since, in this letter, F0 is considered only in the range between 150 Hz and 1000 Hz, Δ(u, v) outside this range is deleted. Then, the frequent occurrence of certain values in Δ(u, v) needs to be investigated. In real music signals, however, the spectral peaks are not located at the exact integer multiples of F0, but near its integer multiples. Therefore, a clustering is applied to Δ(u, v), and a group is defined such that all elements of a group are within a 1/2 tone boundary; a 1/2 tone corresponds to the distance of semi-tones. Then, for a group with more than one element, the average of group elements is selected as F0 of the group, and is denoted by s(i), where i is a group index.
Each s(i) is checked as to whether it satisfies the condition of harmonic structure. The target harmonic regions of is larger than 0.6M(i), s(i) is considered to have a distinct harmonic structure and is selected as an F0 candidate, denoted by c(z), where z is a candidate index. The figure of 0.6 was selected empirically for the best performance; with a larger value, a valid candidate would be lost due to possible missing peaks, and with a smaller value, garbage candidates would result. If no candidate is selected from s(i), the current frame is considered to be a non-melody frame.
An example procedure of extracting F0 candidates is provided using p(w) given in Table 1 , where two sources, A and B, have F0 of 900 Hz and 800 Hz, respectively. In this example, the harmonic peaks are not located at the exact integer multiples of each F0. Also, it includes two missing harmonic peaks, the third harmonic peak of A and the first harmonic peak of B, and one garbage peak at 1150 Hz, in order to show how the proposed method works against the missing and garbage peaks. Table 2 shows the resulting Δ(u, v), and the underlined elements are deleted because they are outside the valid range. Then, the remaining 11 elements in Table 2 are clustered into 9 groups, and only two groups, {900, 910} and {810, 820}, have more than one element, resulting in s(1) = 905 and s(2) = 815. Finally, the harmonic structure condition of each s(i) is checked. For s(1) = 905, M(1) = 4 and R m (1) for m = 1, 2, 4 contain one of p(w) in Table 1 ; for s(2) = 815, M(2) = 4 and R m (2) for m = 2, 3, 4 contain one of p(w). Therefore, both s(1) and s(2) satisfy the harmonic structure condition, and are selected as F0 candidates. As a result, F0's corresponding to two sources are extracted.
Pitch Tracking and Smoothing
For each F0 candidate c(z), the largest |X[k]| in the regions {m×c(z)±β} are identified as the harmonic peaks. Then, their average over m becomes a valid measure of the harmonic strength (HS) of each F0 candidate. c(z) are re-ordered in a descending order of HS, and the results are represented by f n ( j), where n is a frame index; that is, f n (1) is the first-ranked F0 candidate, and f n (2) is the second-ranked one in the n-th frame. At this stage, f n (1) is the most probable F0 of each frame. However, to eliminate the possible detection error, the pitch tracking including f n (2) and f n (3) are conducted.
After f n ( j), j = 1, 2, 3, of all frames are determined, the final F0 of each frame is decided by pitch tracking based on the continuity of F0's among adjacent frames and the order of HS, as in the pseudo code in Fig. 2 , where f n * is the selected F0 of the n-th frame, and Δ f = 0.1 f n−1 * . The basic idea is that the most continuous f n ( j) on the order of HS is selected.
Pitch doubling error is a common problem in F0 extraction, and pitch smoothing is conducted after all f * n are determined in order to eliminate this error. In general pop music, F0 of the predominant melody is stationary over a short time period, and an abrupt change of F0 over a short period is possibly a detection error. Based on these assumptions, all frames are divided into frame groups G l of consecutive frames with high F0 similarity. If the n-th frame is a member of G l and | f n * − f n+1 * | < γ, then the (n + 1)-th frame becomes a member of G l ; if | f n * − f n+1 * | > γ, then a new group G l+1 is created and the (n + 1)-th frame becomes the first member of G l+1 . γ is 1.5 tones to allow for a small intended F0 fluctuation, like with vibrato.
A sixteenth note in moderato with 120 bpm (beats per minute) corresponds to 125 ms, and in the proposed method, a large F0 change faster than a 125 ms period is decided to be a possible error. Hence, G l with less than 12 frames (= 120 ms) are declared to be short, and others to be long. Then, for the adjacent short and long groups, if the average F0 of a short group is close to the integer multiples of the average F0 of a long group within ±1/4 tone, F0's of the short group are suspected to be incorrectly multiplied, and each F0 of the short group is divided by the ratio between the average F0's of two corresponding groups.
Voicing Frame Detection
Voicing frame detection is conducted to check if the current frame has a predominant F0 or not. HS, which was used for measuring the harmonic strength of F0 candidates, provides a meaningful clue for the voicing detection. But, the use of HS for this purpose presents a problem, in that each frame has different characteristics of harmonic structure with different range of HS. For example, some voiced frames have very small spectral magnitudes in the high band, and these frames have a tendency of small HS compared to other voiced frame because of the averaging effect, which may erroneously lead to unvoiced frames. To solve this problem, a normalized HS is used; the largest |X[k]| in each target harmonic region {m × f n * ± β} is identified as before, and the average of q largest ones is computed, where q is the number of harmonic peaks for the largest F0 of the entire input signal. As such, a fixed number of harmonic peaks are included in averaging for all frames, resulting in the normalized HS. Then, a frame with normalized HS larger than the average of all frames is selected as a voiced frame candidate.
Among those candidates, the final voiced frames are detected based on the property that there is little variation in the harmonic shape of adjacent voiced frames. The harmonic shape of the n-th frame, sh n , is roughly measured by the location of the maximum harmonic peak, and the n-th frame is finally decided as a voiced frame if both |sh n −sh n−1 | and |sh n − sh n+1 | are less than 2 tones.
The Performance Evaluation
The performance of an individual module is first evaluated. The target of multi-pitch extraction is that f n (1) is equal to the ground-truth F0 within ±1/4 tone for each frame [1] . The performance of the proposed multi-pitch extraction method is evaluated in terms of MRR (mean reciprocal rank), which is defined by the frame average of 1/r n , where f n (r n ) is the ground-truth F0 of the n-th frame.
For pop1 ∼ pop4 in the audio description contest 2004 database (ADC 2004 DB) [10] , MRR in Fig. 3 (a) and the histogram of r n in Fig. 3 (b) result. The first-ranked F0 candidate is equal to the ground-truth F0 in more than 80% of the frames.
The performance of the proposed pitch smoothing method is measured in terms of the raw pitch accuracy (RPA) rates. For the ADC 2004 DB, the RPA after the pitch tracking is 81.47%; after applying the proposed pitch smoothing, the RPA is increased to 88.22%, which confirms the contribution of the proposed pitch smoothing method. Figure 4 shows the plots of extracted F0's after the pitch tracking (a) and after the pitch smoothing (b).
The proposed method was submitted to the MIREX (music information retrieval exchange) 2011 audio melody extraction task [11] , and its performance was officially evaluated in terms of OA (overall accuracy), RPA (raw pitch accuracy), RCA (raw chroma accuracy), VD (voicing detection), and VFA (voicing false alarm). Table 3 
Conclusion
A new method for predominant melody extraction from polyphonic music has been proposed. Multiple F0 candidates are extracted by analyzing the distance between spectral peaks, and they are ordered based on the harmonic strength. Then, F0 of each frame is determined by pitch tracking based on the order of harmonic strength, and the pitch detection error is corrected by pitch smoothing, which runs on a large temporal scale. The performance of the proposed method was measured for the ADC 2004 DB and the MIREX 2005 DB, and confirmed to have competitive performance. The proposed method showed the best OA and RPA for the ADC 2004 DB among 10 participants in the MIREX 2011 audio melody extraction task.
