I Abstract A variety of population oscillations, at frequencies ∼5 Hz up to 200 Hz and above, can be induced in hippocampal slices either by (a) manipulation of the ionic environment, or (b) by stimulation of metabotropic receptors; brief oscillations can even occur spontaneously. In this review, we consider in vitro theta (4-12 Hz), gamma/beta (15-70 Hz), and very fast oscillations (VFO) (>70 Hz). Many in vitro oscillations are gated by synaptic inhibition but are influenced by electrical coupling as well; one type depends solely on electrical coupling. For some oscillations dependent upon inhibition, the detailed firing patterns of interneurons can influence long-range synchronization. Two sorts of electrical coupling are important in modulating or generating various in vitro oscillations: (a) between interneurons, primarily between dendrites; and (b) between axons of pyramidal neurons. VFO can exist in isolation or can act as generators of gamma frequency oscillations. Oscillations at gamma frequencies and below probably create conditions under which synaptic plasticity can occur, between selected neurons-even those separated by significant axonal conduction delays.
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TRAUB ET AL. Lynch 1988) , and in epileptogenesis (Grenier et al. 2001 (Grenier et al. , 2003 Traub et al. 2001b) . One key proposal (Singer & Gray 1995) has been that oscillations provide a temporal framework, with regard to which neurons may either fire in synchrony or not, and that the synchrony of firing carries meaning, in that such synchrony (or its absence) defines whether particular groups of neurons are devoted to a common task. Furthermore, if this idea is correct, both local and long-range synchronization are important to study, as both could have functional consequences. In vitro oscillations may provide clues to the cellular mechanisms of in vivo oscillations. In addition, study of in vitro oscillations can lead to discoveries that are possibly significant in functions other than oscillations; one example is electrical coupling between axons, which was hypothesized to occur after study of in vitro 200-Hz spontaneous oscillations (Draguhn et al. 1998 , Schmitz et al. 2001 , Traub et al. 1999c .
SYNCHRONIZATION: LOCAL AND LONG-RANGE
Oscillations provide one means by which specific phase relations can be established between the firing times of nearby neurons. In particular, assemblies of nearby neurons may be prone to fire in synchrony during an oscillation. (This is convenient experimentally because it allows the oscillation to be detected with a field potential electrode.) In addition, synchronization can sometimes develop in a spatially distributed region, or between two relatively discrete but interconnected sites. As noted above, both local synchrony and two-site (or multisite and distributed) synchrony are likely important: The collective synaptic output of a synchronized population could be especially salient for downstream and withinassembly neurons ["coincidence detection" (Abeles 1982 , König et al. 1996 ]; and, as argued below, synchronization between regions creates conditions favorable to synaptic plasticity.
From a mechanistic point of view, two problems exist, however. The first problem is understanding synchrony within a local population of neurons; here, "local" means that axonal conduction delays can be ignored. Second is the problem of understanding synchrony between sites separated by significant conduction delays. The second problem depends on the solution to the first but is inherently more difficult. As we shall see, in tetanically induced oscillations, long-range synchrony depends critically on the phasic properties of interneuron EPSCs (excitatory postsynaptic conductances) and on details in the firing patterns of interneurons. The hippocampal slice is a useful preparation for investigating this problem, in part because conduction delays are surprisingly long. Thus, Schaffer collateral conduction velocities are estimated to be about 0.25 to 0.5 mm/ms (Andersen et al. 1978 , Knowles et al. 1987 ; furthermore, an obliquely cut rat hippocampal slice might have 3.5 mm of CA1 tissue. Maximal conduction delays as long as ∼8.75 ms are therefore possible, at least in principle, and still longer delays might be obtained in longitudinally cut slices.
IN VITRO HIPPOCAMPAL OSCILLATIONS
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METHODS OF INDUCING AND EXPERIMENTALLY CHARACTERIZING OSCILLATIONS
There are four main experimental paradigms in which hippocampal in vitro network oscillations have been studied. We list them here briefly; a full discussion of specific types of oscillation follows later. The reason for an initial consideration at this point is this: Knowing the experimental paradigm helps one to focus on which system parameters might be relevant for generating and structuring the oscillation.
First Paradigm
Oscillations may occur spontaneously, in normal artificial cerebrospinal fluid (ACSF).
Second Paradigm
Drugs may be puffed (pressure ejected) onto the tissue or introduced into the bath. Drugs used for this purpose include activators of metabotropic glutamate and kainate receptors, as well as muscarinic receptors. In this paradigm, other subtypes of receptors (including AMPA/kainate, NMDA, and GABA B ) might be pharmacologically blocked.
Third Paradigm
Tetanic (repetitive electrical) stimulation can be briefly applied. Such stimulation activates neurons (including axons and presynaptic terminals) directly and, additionally, leads to release of neuroactive substances (glutamate, GABA, acetylcholine, etc.) . It is the neuroactive substances that induce the oscillation after a pause (about 100 ms), and the oscillation is not locked to the electrical stimulation. Tetanic stimulation can be combined with drug application to reduce neuronal excitability or to open gap junctions. It can also be combined with surgical disruption of intrahippocampal pathways. The tetanic paradigm can be applied to two tissue sites at once and therefore is valuable for the study of oscillatory synchronization between two sites.
Fourth Paradigm
The ionic milieu can be altered, either via changing bath ionic composition (for instance, removing calcium ions), or by pressure ejection of hypertonic solutions (for instance, hypertonic K + solution). To some extent, the ejection of hypertonic K + solution overlaps the tetanic paradigm, in that such a solution is expected to depolarize at least some neurons (including axons) and to release neuroactive substances such as GABA (Kaila et al. 1997) .
NETWORK MODELS OF OSCILLATIONS
Network models have played a pivotal role in understanding the physical principles involved in in vitro oscillations and in generating experimentally testable predictions (Traub et al. 1999a) . One depends on an accurate model for grasping how an oscillation occurs at all, and how particular structural features of the network determine the frequency and number of cells participating on each wave; one can also see, in simulations, how phase relations between different neuronal types arise. Our approach has been to use a model with the number of cells roughly equal to the number of cells in the experimental system and to employ models of individual neurons that contain branching dendrites and a segment of axon, along with a repertoire of Na + , Ca 2+ , and K + currents (Traub et al. 1999a ). Models of this sort, once they are known to be consistent with experiment, can act as a springboard for the construction of far simpler reduced models that are amenable to mathematical analysis (Ermentrout & Kopell 1998 , Kopell et al. 2000 . Network models are most important in complex experimental situations where the biological network is spatially distributed (giving rise to a continuum of conduction delays) and where there are multiple types of between-neuron interactions: for example, where there are both excitatory and inhibitory synaptic interactions, with different time courses in different neurons; and/or where both chemical synapses and electrical coupling are important (Hormuzdi et al. 2001; Traub et al. , 2003a .
Relevant Neuronal Intrinsic Properties
Amid the vast complexity of firing repertoires (and subthreshold repertoires) displayed by neurons, and amid the large ensemble of membrane currents responsible for this complexity, certain issues in neuronal intrinsic properties stand out for their clear relevance to oscillations. Included in these features, we list the following:
1. How, and in what part of the neuronal membrane, do spontaneous action potentials arise? For example, kainate is known to increase interneuron axonal excitability and could give rise to ectopic axonal spikes (Semyanov & Kullmann 2001) ; principal cell ectopic axonal spikes are, in turn, important in the generation of very fast oscillations and of certain gamma oscillations. It is interesting that GABA can, at least in certain conditions, excite pyramidal cell axons (Avoli et al. 1998 , Traub et al. 2003b ). 2. Which processes allow metabotropic receptors to excite cells, depolarizing them and blocking selected K + currents? The loss of K + currents can reduce accommodation, allowing cells to fire on each wave of an oscillation, whereas the depolarization can promote action potentials during the relaxation phase of IPSPs (inhibitory postsynaptic potentials) (Whittington et al. 1997a) . These considerations are relevant in both tetanic and persistent gamma oscillations.
3. To what extent is dendritic electrogenesis present in the oscillation condition?
Thus, pyramidal cell dendritic Ca 2+ spikes contribute to one type of in vitro theta and may also play a role in vivo , Penttonen et al. 1998 ; Na + dendritic electrogenesis may influence the gain of interneuron EPSPs and their tendency to fire doublets (Martina et al. 2000 , Traub & Miles 1995 . 4. How is intrinsic rhythmicity generated? This process appears important in in vitro theta, and its dependence on one or more h currents (hyperpolarizationactivated cation currents) in stratum oriens interneurons .
Chemical Synaptic Interactions
In the oscillations discussed below, when chemical synapses play a role, that role falls (roughly) into one of two categories. First are slow (hundreds of ms to seconds) or persistent (hours) effects mediated by metabotropic glutamate, muscarinic, and kainate receptors. These effects are probably mediated through actions on multiple sites in neurons, leading to inward currents, to blocking of various ionic currents, and to effects on neurotransmitter release. Second are relatively fast phasic synaptic actions, mediated primarily by GABA A and AMPA receptors. (NMDA receptors, important in CA1 in vitro theta, lie in an intermediate category.) Certain particular aspects of chemical synaptic interactions require special note, as these aspects are of direct relevance to population oscillations:
1. After tetanic stimulation, metabotropic glutamate receptors contribute to large-amplitude slow EPSPs in both pyramidal cells and interneurons, EPSPs that promote action potentials in both cell types (Whittington et al. 1995 (Whittington et al. , 1997a . MGluRs additionally act to suppress frequency accommodation in pyramidal neurons (Whittington et al. 1997a ) by virtue of their block of selected K + currents (Charpak et al. 1990 ); suppression of accommodation, in turn, allows action potentials to follow gamma waves 1:1. Presynaptic actions of mGluRs tend to reduce fluctuations in synaptic conductances that might otherwise occur, wave to wave, during a gamma oscillation (discussed in Traub et al. 1999a ). 2. Again, after tetanic stimulation, pyramidal cell spike afterhyperpolarizations (AHPs) are reduced for some hundreds of ms, during the evoked gamma oscillation. This effect may also be secondary to mGluR activation. Recovery of spike AHPs facilitates the transition from gamma to beta frequencies (Whittington et al. 1997b , Traub et al. 1999b ; see also below). 3. Kainate receptor activation has been reported to increase the excitability of interneuron axons (Semyanov & Kullmann 2001) ; kainate also elevates the excitability of pyramidal cell axons, although this effect may be indirectly mediated by another neuroactive substance, such as GABA, whose release is triggered by kainate acting elsewhere (for example, on interneurons) (Traub et al. 2003b ) (see also Avoli et al. 1998 , Pinault & Pumain 1989 , Sakatani et al. 1992 , Stasheff et al. 1993 . Axonal excitability-in particular, the ability to generate spontaneous action potentials-appears to play a key role in the generation of persistent gamma oscillations . 4. The time course of GABA A -receptor-mediated IPSCs is an important factor in determining the frequency of gamma oscillations. The way in which this occurs is dependent on the experimental model, however. Consider first gamma oscillations in pharmacologically isolated interneuron networks, socalled ING (interneuron network gamma). Population interneuronal IPSCs in this model have a decay time constant of about 10 ms, which, in simulations, readily leads to the observed network frequencies of around 40 Hz (Traub et al. 1996a ; see also Wang & Buzsáki 1996) . On the other hand, Bartos et al. (2001 Bartos et al. ( , 2002 have shown that unitary basket cell/basket cell IPSCs actually have two time constants; the larger, faster component has a decay time constant of 1-2 ms, the smaller, slower component about 8 ms; the kinetics of population IPSCs during ING were not measured in this study.
In their simulations of a ring of interneurons containing inhibitory and also gap-junctional coupling (Bartos et al. 2002) , a wide range of frequencies could be observed, wider than was possible to obtain experimentally. It is possible that experimental ING is controlled by a class of interneurons that includes, but is not restricted to, basket cells; it is also possible that the large, fast IPSC depresses during the course of the oscillation so that the frequency is largely determined by the slower time constant. Second, consider gamma oscillations that depend on both pyramidal cells and interneurons (including tetanic and persistent gamma, see below). In this case, it is believed that the time constant of IPSCs in pyramidal cells is the parameter of primary importance in determining frequency (Fisahn et al. 1998 .
5. The respective amplitudes and time courses of EPSCs in pyramidal cells, as compared with interneurons, are also functionally relevant for in vitro oscillations. Pyramidal cell EPSCs increase during the course of tetanically induced gamma oscillations and appear to contribute to the structure and synchrony of beta oscillations (Whittington et al. 1997b , Traub et al. 1999b ). These EPSCs are probably also important in the generation of synchronized epileptiform bursts that sometimes follow tetanic beta (Traub et al. 1999a) or that occur interspersed with kainate-induced gamma oscillations in connexin36 knockout mice (Pais et al. 2003) . Large-amplitude rapid EPSCs in interneurons (Geiger et al. 1997 , Miles 1990 ) are important for the generation of spike doublets in interneurons, which occur during gamma oscillations elicited by simultaneously tetanizing two interconnected sites. Interneuron doublets contribute to the ability of the two sites to oscillate synchronously, despite axonal conduction delays (Ermentrout & Kopell 1998 , Fuchs et al. 2001 , Traub et al. 1996b ; synaptic plasticity of interneuron EPSCs during the course of a gamma oscillation is also believed to contribute to producing synchrony (Bibbig et al. 2001 ).
6. Finally, synaptic inhibition can, in principle, regulate the functional extent of electrical coupling between pyramidal cell axons via a shunting effect Traub et al. 2003b ).
Electrical Coupling
Two types of electrical coupling in the hippocampus influence population oscillations: (a) between interneurons, with gap junctions located primarily between dendrites (Fukuda & Kosaka 2000 , Kosaka 1983 between pyramidal cells (and also probably dentate granule cells), with the site of coupling in proximal axons (Schmitz et al. 2001 ), but with gap junctions themselves not yet identified ultrastructurally. The effects on oscillations that these two types of coupling exert appear to be quite different (Traub et al. 2003a) , as shall be discussed further below. Here we consider, from a basic physical point of view, why the effects might be different. At the level of the putative gap junctions themselves, coupling between interneurons and between pyramidal neurons appears to be physically similar: The coupling appears to behave as a resistance between the interiors of nearby neurons. Because, however, coupling between interneurons is electrically close to the soma-a fraction of a space constant removed from it-and because this coupling is relatively strong [between cortical interneurons, values of about 0.7-1.6 nS have been estimated (Galarreta & Hestrin 1999 , Gibson et al. 1999 ], the coupling can be detected with DC measurements during an experiment with dual simultaneous impalements of two coupled neurons. That is, a slow hyperpolarization or depolarization in one cell produces a detectable slow hyperpolarization or depolarization, respectively, in the connected cell. What this implies is potential fluctuations in one cell can induce corresponding, albeit smaller, potential fluctuations in the second cell that are independent of the active membrane properties of the second cell.
In contrast, in the case of axonal electrical coupling, at least so far, dual impalements of nearby principal neurons have not provided evidence of DC coupling. Although this negative evidence might suggest a rarity, or even absence, of the coupling in question, other evidence does indeed indicate the existence of coupling; we would suggest that the lack of DC coupling seen between principal neuron pairs results instead from the electrical distance of the putative gap junction from the recording sites.
How, then, can the existence of electrical coupling be inferred? MacVicar & Dudek (1982) used antidromic stimulation of dentate granule cell axons to suggest the existence of electrical coupling between these neurons, based on the appearance of spikelets in neurons at slightly longer latency than that of antidromic spikes. Knowles & Schwartzkroin (1981) used oriens/alveus (i.e., antidromic) stimulation to demonstrate the existence in CA1 pyramidal neurons of spikelets, or fast prepotentials. Schmitz et al. (2001) used antidromic stimulation to induce spikelets in hippocampal principal neurons (CA1 and CA3 pyramidal cells and dentate granule cells), mostly but not entirely in low [Ca 2+ ] media, combined with single and dual patch recordings and with evidence of dye coupling between axons. Their data provide evidence that spikelets arise from electrical coupling between axons. The data, and some theoretical implications, have been reviewed by Traub et al. (2002) .
An earlier dye-coupling study supports the notion of sparse electrical coupling between pyramidal neurons. Church & Baimbridge (1991) estimated that CA1 pyramidal neurons were coupled to 1.6 others, on average, at physiological pH, a low density. This is the density of coupling that we use in most of our network simulations. The average number of coupled neurons increases to 3.2 at alkaline pH (7.9), as would be expected if dye coupling is mediated by gap junctions (Spray et al. 1981) . Note that the density of pyramidal cell electrical coupling is low, in comparison with synaptic coupling, and is especially low in comparison to interneuron electrical coupling (at least in neocortex). To see this, observe first that between CA1 pyramidal cells the estimated probability of a synaptic connection is about 1% (Deuchars & Thomson 1996) , so that in a population of thousands of neurons (as would exist in a hippocampal slice) each neuron should receive dozens of synaptic inputs. Observe second that cortical interneurons are electrically coupled to more than 50% of nearby interneurons (Gibson et al. 1999 , Venance et al. 2000 .
In addition, connexin36 is a major neuronal gap-junction protein, which is located primarily on interneurons in mature animals (Condorelli et al. 1998 , Venance et al. 2000 . On the other hand, dye coupling between interneurons is difficult to demonstrate (Gibson et al. 1999) . Given that dye coupling does exist between principal hippocampal neurons (Church & Baimbridge 1991 , MacVicar & Dudek 1980 , Perez Velazquez et al. 1997 , Schmitz et al. 2001 , one suspects that electrical coupling between principal neurons is mediated by some protein other than connexin36. Furthermore, very fast oscillations involving hippocampal pyramidal neurons, which are known to depend on electrical coupling (Draguhn et al. 1998) , have a structure in connexin36 knockout mice that is indistinguishable from wildtype mice (Hormuzdi et al. 2001) , which further suggests that pyramidal neuron electrical coupling does not depend on connexin36. Finally, spikelets occur in pyramidal neurons from connexin36 knockout mice (Pais et al. 2003) .
In summary, hippocampal pyramidal cells appear to be functionally coupled, electrically, at axonal sites. This coupling involves active membrane properties, although not necessarily voltage-dependent properties of the junctional site itself. The low density of coupling, along with the involvement of active membrane processes, distinguishes axonal coupling from interneuron/dendritic coupling. For oscillations to be generated in axonal networks, it is necessary that spikes be able to cross from axon to axon (Traub et al. 1999c ). cells and interneurons; electrical coupling (presumably gap junction-mediated) between pyramidal cell axons; and electrical coupling between interneurons that is apparently predominantly dendritic (Kosaka 1983 , Tamas et al. 2000 . [Axonal coupling between interneurons may also be present in certain circumstances, as suggested by indirect evidence (Traub et al. 2001a ).] Table 1 lists some of the basic features for a series of in vitro hippocampal oscillations, including some of the conditions required for eliciting the oscillation (and for suppressing other, interfering, types of neuronal activity). The table also lists whether chemical synapses and/or gap junctions are necessary for generation of the oscillation and presents the firing patterns of pyramidal cell somata and of interneurons. The table does not state one important set of conditions, but we wish to emphasize it here: that the slices be kept moist and not excessively stimulated ). In addition, preperfusion of the animal (prior to removal of the brain) and preparation of slices in sucrose solutions may help to preserve interneuron function (Kuenzi et al. 2000) , a factor of likely importance in oscillations that depend critically on synaptic inhibition.
SELECTED EXAMPLES OF IN VITRO HIPPOCAMPAL NETWORK OSCILLATIONS
INTERNEURON NETWORK GAMMA Interneuron network gamma (ING) is the prototypical in vitro gamma (∼30-∼70 Hz) oscillation (Whittington et al. 1995) , although the in vivo relevance of ING remains unclear. By definition, ING is the type of gamma that occurs when an interneuron population is pharmacologically disconnected from pyramidal neurons by blockade of ionotropic glutamate receptors, but in which the interneurons are still excited enough to fire. Betweeninterneuron interactions-mediated by GABA A receptors (possibly along with gap junctions)-also remain intact. The physical principles underlying ING are similar to those described by (among others) Rinzel and colleagues (Wang & Rinzel 1993) in a model of spindle oscillations in the surgically isolated nucleus reticularis thalami, a structure consisting entirely of GABAergic neurons, in which spindle oscillations have been postulated to arise in vivo (Steriade et al. 1987) . [See also Chow et al. 1998 , Lytton & Sejnowski 1991 , van Vreeswijk et al. 1994 Several experimental models exist, differing primarily in the means by which the interneurons are excited enough that they can fire repeatedly. Figure 2 shows oscillatory field potentials from three such models, all during blockade of AMPA receptors, and in some cases with additional blockade of NMDA and GABA B receptors. The three models are pressure ejection of hypertonic K + solution, pressure ejection of glutamate (which, during blockade of ionotropic glutamate receptors, acts as a metabotropic glutamate agonist), and bath application of the Group I metabotropic glutamate receptor agonist DHPG.
Both in model and in experiment (Traub et al. 1996a ) it can be shown that ING frequency depends on particular parameters in predictable ways: the conductance of GABA A receptor-gated channels, their decay time constant for the conductance, and the driving currents (or tonic excitatory conductance) delivered to the interneurons. Two technical issues in this earlier analysis are of possible relevance to later studies of ING: (a) Gap junctions were not included in the model at that time; and (b) the decay time constant for GABA A receptor IPSCs was determined from population IPSCs as they occurred during the course of the oscillation-the time constants so measured are about 10 ms. Such IPSCs are not necessarily identical to those determined from interneuron pair recordings (see also above), in that metabotropic receptors are activated during the oscillation, repetitive activation of the receptors is occurring, and the population IPSC probably reflects contributions from different types of presynaptic interneurons.
Another factor of importance in the structure of ING is so-called heterogeneity, including dispersion in the excitabilities of the interneurons. Indeed, ING appears to be extremely sensitive to heterogeneity of tonic excitation to different cells (Wang & Buzsáki 1996 . Other types of heterogeneity also interfere with ING structure, including nonuniformities introduced by axonal conduction delays and spatial restrictions on axonal spread (Traub et al. 2001c) . Again, however, the earlier analyses were performed without taking into account dendritic gap junctions between interneurons. It appears that even a low density of such gap junctions, with conductance a fraction of a nS, can, at least to some extent, compensate for heterogeneity (Traub et al. 2001c ). An experimental demonstration of this can be seen in Figure 2 , where, in each of the three experimental ING models, gapjunction blockade with carbenoxolone significantly degrades the rhythmicity of the oscillation. Nevertheless, even without gap-junction blockade, ING does not appear to be able to synchronize in hippocampal CA1 in vitro over distances of 1.5 mm or more (see Figure 7 in Traub et al. 1999b ).
TETANIC GAMMA/BETA One of the motivations for studying in vitro gamma oscillations was to understand better in vivo gamma oscillations-not just ongoing hippocampal gamma (Bragin et al. 1995 , Csicsvari et al. 2003 , but also transient gamma oscillations evoked in neocortex by, for example, sensory stimulation (Eckhorn et al. 1988 . During a neocortical oscillation, both pyramidal neurons and interneurons participate, as evidenced by the field potentials and also by the occurrence of mixed trains of EPSPs and IPSPs during intracellular recordings (Jagadeesh et al. 1992) . Network simulations furthermore showed that long-distance synchronization of gamma oscillationssomething that occurs in vivo and is believed to be of functional significance )-could occur when both pyramidal neurons and interneurons participated, provided certain conditions are met (for example on the time course of EPSCs in interneurons-see below). It therefore became essential to develop experimental in vitro models of gamma oscillations in which pyramidal neurons participated, and in which it would be possible to examine long-range synchrony. Two-site tetanic stimulation in CA1 was the first experimental preparation that allowed such study in the hippocampal slice; the sites are typically 1.5-3.5 mm apart. Tetanically evoked oscillations are, however, more complex than ING for several reasons: (a) both pyramidal cells and interneurons are involved, hence, both synaptic excitation and inhibition contribute [and it should be noted that the time course of EPSCs is slower in pyramidal cells than in interneurons (Deuchars & Thomson 1996 , Geiger et al. 1997 ]; (b) the tetanic stimulation releases neuroactive substances as well as exciting cells directly; (c) axon conduction delays matter, in that conduction delays of 4 ms are easily possible, with stimulation sites 2 mm apart and axon conduction velocity 0.5 mm/ms or less (Andersen et al. 1978 , Knowles et al. 1987 ); (d) many technical details in performance of the experiments also matter, such as fluid level in the chamber and slice preparation in sucrose; (e) strong two-site stimulation evokes not only gamma oscillations, but also a so-called gamma/beta shift (or just beta shift); and ( f ) the neuronal network itself is altered by the stimulation in such a way as to influence the patterning of future oscillations. Some of these complexities are briefly considered below.
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TRAUB ET AL. Figure 3A illustrates the appearance of gamma-frequency field potentials during two-site stimulation of CA1 in vitro, using stimuli that are close to threshold for evoking a response: The oscillation under these conditions is transient, lasting hundreds of ms, and consists of population spikes. Provided the stimulus intensity is at least approximately balanced between sites, the oscillations at the two sites are synchronized to within ∼1 ms, as can occur in vivo Traub et al. 1996b; Whittington et al. 1997a,b) . The oscillations occur at long (50-150 ms) and variable latency after the end of the stimulus, a figure similar to in vivo pontine-tegmentum-evoked gamma oscillations in cats (Steriade & Amzica 1996) . Whereas multiunit activity occurs in vivo during a visually evoked gamma oscillation , indicating the participation of multiple principal neurons, the participation of principal neurons in the in vitro oscillation is more extreme (but see below).
Intracellular recordings (Whittington et al. 1997a ) provide further information on the tetanic oscillation. First, the tetanus evokes a slow (hundreds of ms) depolarization, larger than 10 mV, in both pyramidal cells and interneurons. Most, but not all, of this depolarization is blocked in pyramidal cells when blockers of metabotropic glutamate receptors are applied (see also Congar et al. 1997 , Pozzo Miller et al. 1995 . The remainder of the depolarization in pyramidal cells appears to involve depolarizing GABA responses, perhaps induced by [K + ] o rises (Kaila et al. 1997) , as well as by cholinergic depolarization. Nearby pyramidal neurons and interneurons fire closely in phase with each other. Figure 3B shows that stronger, but still balanced, two-site stimulation leads also to a transient gamma oscillation, but the gamma is followed by a period of slower (beta) oscillation, during which low-amplitude gamma continues. How this frequency transition is believed to occur is discussed below. Figure 3C illustrates a "memory" feature of the system: After gamma/beta has been evoked once with twice-threshold stimulation, a later threshold stimulus can evoke gamma/beta as well, even though a threshold stimulus given to the naive system evokes only gamma. Possible loci of the requisite plasticity are analyzed in Bibbig et al. (2001) .
Critical for understanding tetanic gamma is the observation that the tetanic stimulus produces ING in the interneuron population, under conditions when pyramidal cell somatic firing is greatly reduced, as with BP554, a 5HT1 A agonist, for example ). The resulting IPSPs are prominent in pyramidal cells and can, as shown previously (Whittington et al. 1995) , gate the timing of pyramidal cell action potentials.
In view of this observation, is tetanic gamma simply an inconsequential modification of ING? This is not the case: Tetanic gamma can synchronize over distances as long as 3.5 mm (Traub et al. 1996b ), whereas ING does not; and, furthermore, the ability of tetanic gamma to synchronize over distance depends on AMPA receptors (Traub et al. 1999b , Whittington et al. 1997a . A combination of modeling, mathematical analysis (Ermentrout & Kopell 1998) , and experiment indicate why this may be so. The mechanism depends on the intrinsic properties of many interneurons, specifically the ability to generate narrow action potentials that follow Figure 3 Tetanic gamma/beta oscillation, showing memory. Tetanic stimulation artifacts removed. Recordings are field potentials in the rat CA1 region, s. pyramidale, in vitro, at 2 sites 1.5 mm apart. (A) Threshold stimuli given simultaneously at the 2 sites elicit gamma frequency population spikes that last several hundred ms. The oscillations are synchronized (not shown). (B) When the stimulus strength is doubled, a brief period of gamma is followed by beta-frequency (about 15 Hz in this case) oscillations, also synchronized between sites. (C) Following the large stimulus of B, if a threshold stimulus is again given, gamma followed by beta is elicited. From Traub et al. (1999b) , with permission. each other at short intervals; and it depends on the extremely rapid time course and relatively large amplitude of EPSCs in interneurons (Geiger et al. 1997 , Miles 1990 . A nonintuitive consequence of these physiological properties is this: AMPA receptor-mediated excitation of interneurons at one site, deriving from action potentials in pyramidal neurons at the other site after the intersite conduction delay, can drive action potentials that are precisely timed, and that give rise to interneuron doublets (double spikes) (Traub et al. 1996b , Whittington et al. 1997a ); the first spike in the interneuron doublet arises from intrinsic excitability and/or locally generated excitatory inputs. The within-doublet spike interval in turn provides to pyramidal cells at one site information about the firing time of pyramidal cells at the other site. At least under certain circumstances, this information acts as a feedback signal that tends to stabilize the firing pattern in which the two sites fire synchronously (Ermentrout & Kopell 1998) . [Interestingly, with long enough conduction, firing patterns exist that are synchronized without a necessity for interneuron doublets (Bibbig et al. 2001 ).]
A prediction of the interneuron doublet mechanism is this: that small prolongations of interneuron EPSC time course would lead to characteristic instability in the relative timing of population spikes at the two sites, and that the relative phase would shift between positive and negative values. This prediction appears to be borne out (Figure 4 ) in studies of a genetically altered mouse line, in which GluR-B (GluR2) AMPA receptor subunits are overexpressed in interneurons (Fuchs et al. 2001) -normally, the level of expression of GluR-B in interneurons is low (Racca et al. 1996) .
Let us return now to the mechanism of the gamma/beta shift ( Figure 3B ,C). It has been shown experimentally (Whittington et al. 1997b ) that during tetanically induced gamma, recurrent EPSPs in pyramidal neurons are small, and pyramidal cell spike AHPs are attenuated. Prior to and during the transition from gamma to beta, EPSPs enlarge dramatically, and spike AHPs also increase. Simulation studies indicate that these two time-dependent alterations in parameters are, in principle, sufficient to account for the gamma/beta shift, provided that (a) interneurons remain depolarized enough to produce ING beats even when few pyramidal neurons fire; and (b) pyramidal neurons remain depolarized enough to fire on alternate (or every third or fourth) ING beats, despite the growth in AHPs. The physical idea is that pyramidal cell beat-skipping (relative to the interneuron rhythm) starts to occur because of time-dependent growth of one or more K + conductances; but because of the enhanced recurrent excitation between pyramidal cells, the pyramidal cells tend to fire on the same ING beats. The correlated firing of pyramidal cells on only some ING beats is what gives rise to the beta rhythm superimposed on the underlying gamma rhythm (Traub et al. 1999b) . Simulations also suggest that the growth of EPSPs during gamma could be Hebbian (Bibbig et al. 2001) ; that beta should be capable of synchronizing with longer conduction delays than gamma , Kopell et al. 2000 ; and that Hebbian synaptic plasticity in inhibitory circuits could allow switching from an asynchronous gamma rhythm to a synchronous beta rhythm . in the experimental case.
The mechanism of synchronization-disruption involves the tendency of interneurons to generate doublets and triplets, rather than singlets and doublets (Traub et al. 1996b) . From Fuchs et al. (2001) , with permission.
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VERY FAST (>70 Hz) OSCILLATIONS GENERATED IN THE AXONAL PLEXUS VIA ELEC-
TRICAL COUPLING BETWEEN AXONS VFO are of interest in themselves because they exemplify a novel means of generation of a population rhythm, one whose frequency is not gated by a synaptic time constant (like ING), nor by a membrane kinetic time constant (such as the relaxation of the slow AHP), but rather by the topological properties of a sparsely connected network (Traub et al. 1999c (Traub et al. , 2001b . VFO are of further interest because, remarkably, they appear to drive persistent gamma oscillations (see below). Spontaneous VFO in hippocampal slices were discovered by Draguhn et al. (1998) . Such VFO were enhanced by low [Ca 2+ ] o media (that blocked synaptic transmission) and were also enhanced by alkalinization (which opens gap junctions). The VFO were suppressed by a variety of blockers of gap-junction conductances (carbenoxolone, halothane, octanol). Finally, the VFO were not simply the result of single-unit activity because of spread over >100 µm, and because small population spikes could be correlated with spikelets in an individual pyramidal cell.
Because (a) spikelets were coincident with population spikes, and (b) population spikes are caused by synchronous firing of sets of pyramidal neurons, and (c) the whole phenomenon appears to depend on gap junctions, it was hypothesized that spikelets represented coupling potentials, produced in one neuron via electrical coupling to one or more other coupled firing neurons. The problem was to determine the site of coupling. Simulations (Draguhn et al. 1998 ) indicated that the rapid upstroke and downstroke of the spikelet would not be replicated by electrical coupling between somata or dendrites (see discussion of dendritic coupling above). On the other hand, when the coupling site was between axons it was found that if the between-axonal conductance was large enough, then the active properties of the axon would "sharpen" the spikelet: Na + conductance would accelerate the upstroke, and K + conductance(s) the downstroke. The evidence that such axonal coupling actually exists (Schmitz et al. 2001 ) is reviewed above.
A critical conceptual issue in VFO is this: Even if it is true that axonal electrical coupling exists, how does an oscillation come about, and what physical factors determine the frequency? This seems especially puzzling if the axonal coupling density is about the same as dye-coupling density, that is, each cell couples to less than two others, on average. One clue derives from earlier studies on epileptogenesis mediated primarily by recurrent synaptic excitation, which exists at relatively low densities in hippocampus (although still much higher than dyecoupling density). Thus, it was found that highly localized stimuli could reliably lead to long-latency population bursts in the disinhibited CA3 region in vitro; such an observation could be explained if it was assumed that a burst in one CA3 neuron could induce a burst in synaptically coupled neurons (Traub & Wong 1982) , a prediction later verified experimentally (Miles & Wong 1986) . In an analogous way, simulations have shown that a background of spontaneous ectopic axonal action potentials can lead to VFO, in a very sparse network, if one assumes that a single axonal action potential can, under appropriate conditions, induce an action potential in a coupled axon, with latency a fraction of a ms (Traub et al. 1999c (Traub et al. , 2001b . [It turns out that such a latency is physiologically reasonable, in light of the data of MacVicar & Dudek (1982) , who demonstrated a brief (<1 ms) increase of latency to an antidromic response, as a decreased strength of axonal stimulation was used. Axonal coupling, however, was not directly demonstrated in that study.]
Even if action potentals cross from axon to axon, why would an oscillation take place? To gain an intuitive feel for this, it helps to consider a so-called sparse random graph (Erdös & Rényi 1960 ; see also Traub et al. 2002) . A random graph is a mathematical structure that consists of a set of nodes and a randomly chosen set of links between the nodes. (Think of the nodes as representing axons and the links as representing electrical coupling sites, putatively gap junctions.) It turns out that if the average number of links coming out of each node is >1, then in a sufficiently big random graph, there is guaranteed to be exactly one large cluster, a substructure of the original graph whose size is of the same order as the size of the original graph. If one of the nodes were to fire, and if this firing could spread across the links from node to node, then the total amount of firing would first grow and then recede. The time it takes to grow to its maximum depends on (a) the time it takes for firing to spread from node to node, and (b) the topological structure of the network (Traub et al. 1999c ; see also Lewis & Rinzel 2000) . This gives an initial intuition as to how an oscillation is possible. In addition, if the spike-crossing time is, say, 0.25 ms, then one predicts that in a graph with several thousand nodes, and 1.6 links emanating from each node on average, oscillation periods of 4 or 5 ms are expected. Thus, the period of VFO is at least approximately predicted from these relatively simple considerations.
Yet another question concerns the origin of spontaneous action potentials in the axonal plexus. Recent data (Traub et al. 2003b ) suggest that GABA, acting via GABA A receptors, may be the neuroactive substance that is directly responsible for enhancing axonal excitability. This is consistent with earlier results on CA3 pyramidal cell axons (Avoli et al. 1998 , Stasheff et al. 1993 , as well as optic nerve axons (Sakatani et al. 1992 ) and thalamocortical projection neurons (Pinault & Pumain 1989) .
Persistent gamma oscillations are so named because bath application of appropriate pharmacological agents can induce oscillations lasting for hours. Example agents that induce this oscillatory effect include kainate (<1 µM) and carbachol (tens of µM) (Figure 5 ), as well as the Group I metabotropic agonist DHPG (Fisahn et al. 1998 (Fisahn et al. , 2002 Hormuzdi et al. 2001 ). The power spectrum of field potentials associated with these oscillations often shows, in addition to the gamma peak, a second smaller peak at 70-80 Hz or more that is not a harmonic of the gamma peak ( Figure 5B ). Persistent gamma oscillations are of interest for two reasons: (a) They may be a reasonable experimental model of hippocampal gamma that persists during the theta state (Sik et al. 1995 , Ylinen et al. 1995b ; and (b) the generation and structure of persistent gamma depends on chemical synapses and also on electrical coupling, both axonal (principal cell) and dendritic (interneuron). In order to understand the contributions of chemical synapses and gap junctions (see 1. There is a rhythmic field potential, <1 mV in amplitude ( Figure 5 ).
2. Intracellular recordings show in pyramidal cells that there is no large depolarization (unlike tetanic gamma); although there are rhythmic gammafrequency synaptic potentials, the pyramidal cell somata fire only rarely, on ∼5% of the waves, typically (Fisahn et al. 1998 ).
3. Intracellular recordings in unidentified s. pyramidale and s. oriens interneurons also show an absence of strong underlying depolarization, along with an action potential on approximately half of the gamma waves [sometimes interneuron doublets, in kainate (E.H. Buhl, unpublished data)]. On average, pyramidal cell action potentials lead interneuron action potentials by a few ms (Fisahn et al. 1998) , as if interneuron action potentials are driven by the pyramidal cells, although pyramidal cell somata can fire at only ∼2 Hz.
4. Bicuculline abolishes persistent gamma before sharp waves are induced ( Figure 5A) ; evidently, the firing of interneurons is actually necessary for the oscillation. 5. Blockade of AMPA receptors also abolishes the oscillation (Fisahn et al. 1998) . Thus, persistent gamma is not simply a form of ING. Instead, the firing of pyramidal cells, or at least their axons, if not their somata, is important. NMDA receptors and GABA B receptors are not necessary for persistent gamma (Fisahn et al. 1998 ). 6. Blockade of gap junctions, pharmacologically, abolishes persistent gamma (Pais et al. 2003 . 7. Removal of interneuron dendritic gap junctions, through a genetic knockout of connexin36, does not abolish persistent gamma, although it does reduce the power. In this same knockout, VFO that occur in the presence of low [Ca 2+ ] o media (Draguhn et al. 1998 ) are indistinguishable from VFO in wild-type mice (Hormuzdi et al. 2001 ). In the knockout mouse, electrical coupling between pairs of interneurons is not detectable.
8. Pharmacological blockade of gap junctions in the connexin36 knockout mouse eliminates persistent gamma (Pais et al. 2003) ; presumably this occurs because of a blockade of axonal electrical coupling, superimposed on the genetic loss of interneuron electrical coupling (Traub et al. 2003a) .
How is one to make sense of these observations, particularly the puzzling one that pyramidal cells fire rarely, while nevertheless AMPA receptor blockade eliminates the oscillation? We have developed a network model (Traub et al. , 2003a that accounts for all of the above experimental data. The basic structure is as shown in Figure 1 , and the key idea is that the oscillation is driven by the plexus of electrically coupled pyramidal cell axons: Spontaneous action potentials in these axons pass from axon to axon, generating waves of firing, most of which do not propagate antidromically to somata because of synaptic inhibition and shunting. Hence the firing of pyramidal cell somata is rare. (The need for spikes to spread throughout the axonal plexus accounts for the ability of pharmacological blockade of gap junctions to wipe out the oscillation.) But the firing does propagate orthodromically, exciting interneurons, hence the requirement for AMPA receptors. Because interneuron firing gates the gamma oscillation, GABA A receptors are required. Finally, interneuron gap junctions act to tighten the gamma oscillation, in part by leading to higher interneuron firing rates, hence the reduction in gamma power when interneuron gap junctions are removed transgenically. This network model is consistent with data showing that kainate excites interneuron axons (Semyanov & Kullmann 2001) , with GABA release perhaps exciting pyramidal cell axons as well (see above). It also exhibits the experimentally observed lead in pyramidal cell spikes over interneuron spikes. Finally, the model explains the high-frequency component in the power spectrum: It results from short segments of axonally generated VFO, segments that are "chopped up" by the gamma-frequency IPSPs.
GAMMA OSCILLATIONS EVOKED BY PRESSURE EJECTION OF HYPERTONIC POTASSIUM
SOLUTION, "PUFF GAMMA" Pressure ejection of molar concentrations of K + solution into any hippocampal stratum evokes gamma oscillations that last for some seconds . Although investigations have not extended in as much detail for puff gamma as for persistent gamma, the basic phenomenology-other than oscillation duration-appears to be quite similar: Pyramidal cells fire rarely, GABA A and AMPA receptors are both necessary, and gap junctions are also necessary. It is possible that the pressure ejection of K + solution excites pyramidal cell axons briefly, either directly or indirectly, and evokes a population oscillation quite like persistent gamma in its cellular mechanisms. One indirect mechanism by which this could happen is that the hypertonic solution excites interneurons, which in turn release GABA, and thereby excite axons.
Metabotropically activated theta oscillations can be evoked in area CA1 under somewhat unexpected conditions ( Figure 6 ; Gillies et al. 2002) . The Group I metabotropic glutamate receptor agonist DHPG (20-200 µM) , applied in the bath, elicits gamma oscillations in CA1 ( Figure 6A ) and a mixture of gamma and theta oscillations in CA3 ( Figure 6B ). Superimposed pharmacological blockade of AMPA/kainate receptors with NBQX (20 µM) blocks the gamma in both CA1 and CA3; and, remarkably, in CA1-but not in CA3-this superimposed blockade also leads to a prominent theta oscillation. [In CA3, NBQX diminishes theta power ( Figure 6B ). See also Tse 1989, and Williams & Kauer 1997 . In vitro CA3 theta-frequency oscillations, induced by carbachol, continue during block of GABA A receptors (MacVicar & Tse 1989) ; it is not clear, therefore, how CA3 in vitro theta oscillations relate to in vivo theta.]
The phenomenology of CA1 in vitro theta is complicated. At least two populations of interneurons, with different postsynaptic actions, are involved, and the participation of pyramidal cell dendrite intrinsic membrane properties is an (Rotstein et al. 2002) . Here, we summarize some of the phenomenology:
1. The oscillation requires GABA A receptors; nevertheless, thiopental has little effect on it. 2. Two classes of population IPSPs occur during CA1 in vitro theta, in pyramidal cells: relatively fast ones (decay time constant about 15 ms), at gamma frequency; and relatively slow ones (decay time constant about 25-30 ms). The slower IPSPs are prominent in apical dendrites. Remarkably, even in the gamma state (DHPG alone, without NBQX), the slower dendritic IPSPs have similar appearance to those that occur during theta. As oriens/lacunosummoleculare interneurons (O/LM cells) fire at theta frequency (Maccaferri & McBain 1996) , and themselves exhibit slower IPSPs, O/LM cells are the ones generating slower IPSPs in pyramidal cell dendrites, in this model. This notion is supported by the observation that O/LM cells possess an h-current; and specific blockade of h-current, with bath-applied ZD7288, abolishes in vitro CA1 theta. O/LM interneurons are also involved in theta rhythm in vivo (Klausberger et al. 2003) . 3. Pyramidal cell somata fire rarely, if at all (unless artificially depolarized with injected current). Nevertheless, pyramidal cell apical dendrites generate broad, putative Ca 2+ spikes at theta frequencies. Application of the calcium channel blocker Ni 2+ (0.1 mM) not only suppresses the dendritic spikes, but also abolishes the theta oscillation, as it is measured with a field potential electrode. Despite this abolition, theta frequency slower IPSPs persist in pyramidal cell apical dendrites. The AHP following dendritic putative Ca 2+ spikes appears to contribute to setting the oscillation period, in addition to contributions from IPSPs. 4. The firing of different sorts of interneurons-s. pyramidale and s. oriensoccurs out of phase with each other. There are, however, characteristic, generally fixed, relative phase relations. As "seen" from a pyramidal cell apical dendrite, the phase relations would be these: S. oriens cells fire and produce slower IPSPs in the dendrites. As these IPSPs decay, a broad dendritic spike occurs, followed by an intrinsic AHP. Then, s. pyramidale interneurons fire, producing a train of fast IPSPs that prolong the AHP. And so the cycle repeats.
The above-described CA1 in vitro theta appears after a manipulation that seems nonphysiological, the application of NBQX. In order to make a case that in vitro CA1 theta could be relevant to in vivo theta, it is necessary to understand why NBQX allows the oscillation to occur. [Note that NBQX is not simply "unmasking" theta, as theta power in CA1 grows significantly in the presence of the drug, as compared with its absence.] What follows is one hypothesis. We presume that axonal activity in the pyramidal cell axonal plexus is essential for the oscillation because (a) pyramidal cell somata fire rarely, if at all; (b) the theta oscillation is nevertheless blocked by AP5, an NMDA receptor antagonist; and (c) theta is suppressed by gap-junction blockade (M. Gillies, M.A. Whittington, F.E.N. LeBeau, unpublished data). It seems unlikely that AMPA receptor-mediated input to pyramidal cells would prevent CA1 theta (this input is not very large), nor input to s. oriens interneurons [slow IPSPs in pyramidal cell dendrites look similar during gamma (without NBQX) as compared to theta (with NBQX)]. Therefore, we would guess that it is AMPA receptor input to s. pyramidale interneurons, including basket cells, that keeps gamma oscillations going (consistent with our discussion of persistent gamma above), and that the existence of excessive gamma actively interferes with the generation of theta oscillations. If this is true, then some limitation of gamma activity in s. pyramidale interneurons could be achieved by a variety of mechanisms, including modulation of their intrinsic properties. Note, however, that in vivo gamma presumably must be limited, rather than suppressed: Such gamma does indeed exist during the theta state (Bragin et al. 1995 , Soltesz & Deschênes 1993 , and basket cell firing is tightly locked to this gamma (Sik et al. 1995) .
OSCILLATIONS AND SYNAPTIC PLASTICITY: A TWO-WAY STREET
Experiments have shown that tetanic (transient) in vitro oscillations in the hippocampus are associated with synaptic potentiation, occurring on the timescale of the oscillation itself, hundreds of ms. Stimuli intense enough to elicit gamma → beta oscillations cause increases in pyramidal cell EPSPs (Bibbig et al. 2001 , Traub et al. 1999b , Whittington et al. 1997b , which grow over the course of the gamma oscillation and appear necessary for the stability of the beta oscillation that follows (Faulkner et al. 1999) . The increase in pyramidal cell EPSPs is evident in intracellular recordings from hyperpolarized neurons, as well as in field EPSPs recorded in s. oriens. Indirect evidence indicates that during a gamma/beta oscillation, recurrent excitation becomes effective enough (in at least some instances) so that a single action potential in one pyramidal neuron can elicit an action potential in a connected neuron (Whittington et al. 1997b) . [In addition, pyramidal cell/interneuron EPSPs also become potentiated during tetanic gamma → beta oscillations (Bibbig et al. 2001).] Simulations indicate that synaptic plasticity in turn influences the form of tetanic oscillations. As noted above, potentiation of recurrent synaptic excitation is necessary for beta oscillations to occur at all. Models can replicate the tetanic gamma → beta transition if one assumes Hebbian plasticity at pyramidal cell synapses onto other pyramidal cells and onto interneurons, along with time-dependent increases in pyramidal cell AHPs (Bibbig et al. 2001) . Finally, Hebbian plasticity in interneuron circuits (specifically including pyramidal cell → interneuron and interneuron → pyramidal cell connections) is predicted to allow a switch from two-site antiphase firing to two-site in-phase firing, in the presence of long conduction delays . Whether synaptic plasticity takes place during persistent gamma oscillations, in vitro, is not yet known. If such plasticity does indeed occur, and is Hebbian, then one expects LTD (long-term depression) at pyramidal/pyramidal connections and LTP (long-term potentiation) at pyramidal/interneuron connections (Table 2) . Such an arrangement would be ideal for maintaining synchronized gamma without generating beta activity.
IN VIVO CORRELATIONS
It is probably not possible to draw a precise correspondence between any of the in vitro oscillations and in vivo oscillations at present. We shall offer, however, our present views on what correlations seem most likely; here, we follow Table 1. 1. The in vivo correlate of interneuron network gamma remains unclear.
2. Tetanic gamma, and gamma/beta, appear to resemble most closely transient gamma and gamma/beta EEG sequences evoked in neocortex by sensory stimulation , Haenschel et al. 2000 , Tallon-Baudry et al. 1999 . When tetanic oscillations are evoked in vitro, in hippocampus, without drugs, the degree of pyramidal cell firing is much greater than is the case in vivo; the degree of pyramidal cell firing can, however, be reduced pharmacologically without altering the basic structure of the oscillation, at least of the gamma portion . To investigate this issue further, it would help to determine if metabotropic glutamate receptors are required for sensory-activated gamma to occur. 3. VFO occur in the hippocampus in vivo, superimposed on physiological sharp waves, and at highest amplitude in s. pyramidale, as is true in vitro. In vivo VFO, or "ripples," are suppressed by the gap-junction blocker halothane, although sharp waves themselves are not (Buzsaki et al. 1992 , Ylinen et al. 1995a . In connexin36 knockout mice, studied in vivo, high-frequency ripples are intact, as one might expect from in vitro data (Buhl et al. 2003 , Hormuzdi et al. 2001 . We suspect, therefore, that the basic mechanisms (including the requirement for axonal electrical coupling) of in vitro and in vivo VFO are similar or identical. 4. Persistent in vitro gamma resembles hippocampal in vivo gamma, in that pyramidal cells fire at much lower rates than interneurons in both circumstances, and pyramidal cells slightly lead interneurons in both (Csicsvari et al. 2003) . Knockout of connexin36 reduces hippocampal gamma power in vivo, as it does in vitro (Buhl et al. 2003 , Hormuzdi et al. 2001 . Whether hippocampal gamma requires electrical coupling between pyramidal cell axons (as is the case in vitro for persistent gamma), and whether many of the somatic action potentials during in vivo hippocampal gamma are antidromic remains to be determined. 5. In vitro CA1 theta may resemble in vivo atropine-resistant theta, which is hypothesized to depend on NMDA receptors (Buzsáki 2002 ), perhaps in a manner similar to in vitro CA1 theta . What would correspond in vivo to the in vitro requirement for AMPA receptor block needs to be investigated.
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