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Zusammenfassung
Videokonferenzen gelten als eine popula¨re multimediale Anwendung in modernen
Hochleistungsnetzen. Trotz langja¨hriger Forschungsarbeiten und Erfahrungen geho¨-
ren Videokonferenzen noch nicht zu den allta¨glich genutzten Telekommunikations-
diensten wie Email oder WWW. Videokonferenzdienste im Internet unterstu¨tzen vor
allem offene Konferenzgruppen zur U¨bertragung von o¨ffentlichen Veranstaltungen,
wie Vorlesungen oder Fernsehprogrammen. Jedoch haben die Mehrzahl der allta¨gli-
chen Treffen und Beratungen einen eher geschlossenen Charakter. Systeme, die ge-
schlossene Gruppen unterstu¨tzen, sind noch relativ teuer und basieren zumeist auf
spezieller Studiotechnik. Desktop–Systeme lassen nur ein begrenztes Leistungsange-
bot zu. Besonders beim Aufbau von Mehrteilnehmer–Videokonferenzen ist es nach
wie vor schwierig, eine gute Dienstqualita¨t bereitzustellen. Probleme bereiten dabei
vor allem die Unterstu¨tzung heterogener Systemumgebungen, die Anpassungsfa¨hig-
keit (Skalierbarkeit) an sich a¨ndernde Systembedingungen und die U¨berwindung
großer Distanzen. Dies hat zur Folge, dass Videokonferenzen fu¨r geschlossene Grup-
pen bisher keine breite Anwendung gefunden haben.
Die vorliegende Arbeit untersucht Gestaltungsprinzipien fu¨r geschlossene Mehr-
teilnehmer–Videokonferenzsysteme in globalen o¨ffentlichen Netzwerken wie dem In-
ternet. Dabei werden zwei Ansa¨tze verfolgt. Der erste Ansatz untersucht den Aufbau
von globalen Konferenzen u¨ber den Verbund lokaler Videokonferenzsysteme. Damit
ko¨nnen vorhandene lokale Systeme auch fu¨r die globale Kommunikation genutzt und
Investitionen geschu¨tzt werden. In diesem Zusammenhang werden das Problem der
Qualita¨tssicherung bei der U¨bertragung von kontinuierlichen Daten, wie zum Bei-
spiel Video und Audio, in globalen o¨ffentlichen Umgebungen untersucht. Der zweite
Ansatz bescha¨ftigt sich daraus abgeleitet mit der Gestaltung von Videokonferenzsys-
temen fu¨r geschlossene Gruppen im Internet. Der Fokus liegt dabei auf einem dezen-
tral organisierten Peer–to–Peer–Konzept, durch den, im Vergleich zu existierenden
Systemen, kostengu¨nstigere und netzwerkunabha¨ngige Lo¨sungen ermo¨glicht werden
sollen. Diese besitzen eine ho¨here Flexibilita¨t und sollen insbesondere einen sponta-
nen Aufbau von Konferenzen sowie die Mobilita¨t der Anwender unterstu¨tzen. Die in
der Arbeit untersuchten Ansa¨tze wurden implementiert und in die Videokonferenz-
systeme Octopus und Bravis integriert. Die Lo¨sungen werden aus verschiedenen




Video conferences are considered as an attractive application in high–performance
networks. Nevertheless video conference services are not as broadly used as services
like e-mail or the WWW. Most existing video conference systems support open
group conferences for transmitting public events, like lectures, TV programs, music
concerts, talks, and conferences. Most everyday meetings and consultations however,
have a closed character. Systems supporting closed group communication are rela-
tively expensive and are mostly based on special studio hardware. The performance
of desktop video conference systems is limited. In particular, there are difficulties in
establishing multi party video conferences with sufficient quality of service (QoS).
The heterogeneity of system environments, the scalability depending on changing
system conditions, and the delivery over large distances are still open issues. There-
fore, multi party video conference tools for closed group meetings are rarely used.
This Ph.D. thesis investigates the design principles of closed multi party video
conference systems for global public networks. Hereby two approaches are descri-
bed. The first approach investigates a global video conferencing service that inter-
connects local conference systems over long distances where no assumptions on the
architecture of the local systems are made. Thus the investment into a local video
conference system can be saved. In this context the important problem discussed is
how to ensure the QoS of the transport of real time traffic like audio and video in
global public network environments. The second approach deals with the design of
closed multiparty conferences in the Internet. It applies a distributed Peer–to–Peer
approach which allows less expensive and network independent solutions compared
with existing systems. Peer–to–Peer approaches are more flexible. They support a
spontaneous set up of conferences and the mobility of the users as well. Both approa-
ches have been implemented in the video conference systems Octopus and Bravis.
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diction.
D
DBA Dynamic Bandwidth Allocation.











FEC Forward Error Correction.
FIFO First–In–First–Out.
G
G–WiN Deutsches Wissenschaftsnetzwerk des DFN.
GCP Group Communication Protocol.
GCPATM Group Communication Protocol over ATM.
GCPB Group Communication Protocol for Bravis.
GCPIP Group Communication Protocol over IP.
I
IntServ Integrated Services.
ISDN Integrated Services Digital Network.
ISO International Standardization Organisation.
ISP Internet Service Provider.





JPEG Joint Picture Coding Expert Group.
L
LD–CELP Low–Delay Code Excited Linear Prediction.
M
M–JPEG Motion JPEG.
Mbone Multicast Backbone over the Internet.
MC Multipoint Controller.
MCU Multipoint Control Unit.
MP Multipoint Processor.
MP–MLQ MultiPulse–Maximum Likelihood Quantizer.
MP3 MPEG Layer 3.
MPEG Motion Picture Expert Group.
MPLS Multi–Protocol–Label–Switching.
N
NTP Network Time Protocol.
P
PC Personal Computer.
PCM Pulse Code Modulation.




QCIF Quater Common Interchange Format = 1
4
CIF.
QoS Quality of Service.




RSVP Ressource Reservation Protocol.
RTCP Realtime Transport Control Protocol.
RTP Realtime Transport Protocol [137].
S
SAP Session Announcement Protocol [53].
SDP Session Description Protocol [54].
SID Session ID, Session Identifier.
SIP Session Initiation Protocol [55].
SQCIF Small Quater Common Interchange Format = 1
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ST Internet Stream Protocol.
T
TCP Transport Control Protocol.
U
UDP Universal Datagram Protocol.
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1. Einleitung und Problemstellung
1.1. Motivation
”
A man in New York makes a phone call. But instead of just
holding a handset to his head, he watches a small screen on the
phone. He and his wife, in Florida, see each other as they chat,
thanks to tiny camera on each phone. They do not only talk. They
interact by gesturing and expressing themselves just as they would
in person. They have arrived in the future: 1964.“
(International Harald Tribune, Friday, November 29, 2002)
Seit der Erfindung des Telefons besteht der Traum der Menschen, nicht nur
die Sprache sondern auch das Bild des Kommunikationspartners zu u¨bertragen.
Dieser Traum ist im Jahre 19361 Realita¨t geworden [121, 169]. Trotzdem wird
fast 70 Jahre nach der Entwicklung des ersten Bildtelefons die Videotelefonie
kaum genutzt. Videokonferenzen sind ebenso noch nicht so ein gebra¨uchliches
Kommunikationsmittel wie beispielsweise WWW oder Email. Mit der Entwick-
lung von Mikroprozessoren, Computern und schnellen weltweiten Kommuni-
kationsnetzwerken sind die technischen Voraussetzungen fu¨r die Nutzung von
Videokonferenzdiensten heutzutage zunehmend gegeben. Immer mehr Nutzer
verfu¨gen u¨ber multimediafa¨hige Computer. Durch die wachsenden U¨bertra-
gungsraten im Internet wird die erforderliche Infrastruktur bereitgestellt. Wa-
ren Videokonferenzsysteme bisher bevorzugt an speziell ausgestattete Studios
und kostenintensive Technik gebunden, so besteht mit der Verfu¨gbarkeit mul-
timedialer PCs und Workstations immer mehr die Mo¨glichkeit, unmittelbar
vom Arbeitsplatz aus an Videokonferenzen teilzunehmen.
1Der erste Fernsehsprechdienst zwischen Berlin und Leipzig wurde auf der Leipziger Messe
am 1.3.1936 vorgestellt. 1964 pra¨sentierte AT&T sein erstes Videofon auf der Weltaus-
stellung in New York.
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Beratungen unter Nutzung von Videokonferenzsystemen bieten eine Vielzahl
von Vorteilen gegenu¨ber
”
vor–Ort“ Beratungen. Sie sind leichter zu organisie-
ren, wodurch sich Personen unterschiedlicher Standorte schneller und o¨fter zu
einer Beratung treffen ko¨nnen. Somit ko¨nnen Entscheidungen u¨ber Projekt–
und Produktentwicklungen schneller getroffen werden, und es kann flexibler
auf Ereignisse reagiert werden. Bei der Nutzung von Videokonferenzsystemen
muss nicht aus Kostengru¨nden auf die Teilnahme von Personen an Beratungen
verzichtet werden. Vielmehr kann zusa¨tzlich qualifiziertes Fachpersonal hinzu-
gezogen werden.
Ein wesentlicher Vorteil von Videokonferenzsystemen ist die Steigerung der
Produktivita¨t, da wertvolle Zeit und Kosten fu¨r Reisen eingespart werden
ko¨nnen. Insbesondere interkontinentale Gescha¨ftsreisen sind fu¨r die Beteiligten
oft eine ko¨rperliche Belastung, beispielsweise durch das Jetlag. Es werden oft
Tage zur Erholung beno¨tigt. Es wurde sogar beobachtet, dass eine Beratung
mittels Videokonferenzsystem effizienter ist als eine perso¨nliche Beratung, weil
die Konzentration der Teilnehmer beim Verfolgen der Beratung ho¨her ist [135].
Personal in Schlu¨sselpositionen kann ebenfalls effizienter arbeiten, da sich Tref-
fen mit Vertretern von unterschiedlichen Kontinenten an einem Tag realisieren
lassen. Zunehmend sind auch Sicherheitsaspekte von Bedeutung. Das Risiko,
auf der Reise in einen Unfall verwickelt zu werden, steigt. Besonders nach dem
Terroranschlag vom 11. September 2001 ist die Nachfrage nach einem Video-
konferenzsystem gestiegen [30].
Aber nicht nur in der Industrie sondern auch in der Medizin werden zuneh-
mend Videokonferenzsysteme eingesetzt. Regelma¨ßige Beratungen von Spe-
zialisten unterschiedlicher Krankenha¨user und Kliniken geho¨ren zum Alltag,
um Probleme und spezielle Erkrankungen zu diskutieren sowie um Erfahrun-
gen auszutauschen. Durch ein Videokonferenzsystem ist es nicht nur mo¨glich,
statische Bilder, sondern auch Bildsequenzen zu u¨bertragen, was fu¨r eine Fern-
diagnose sehr vorteilhaft sein kann. Aber auch schwierige Operationen, bei dem
ein Arzt durch einen u¨ber ein Videokonferenzsystem verbundenen Spezialisten
unterstu¨tzt wird, sind keine Seltenheit mehr. Auch hier werden Reisekosten —
vor allem aber die in der Medizin lebenswichtige Zeit — gespart.
Email–Services, News–Services und Telefonhotlines werden immer ha¨ufiger
fu¨r verschiedenste Produkte angeboten, um bei auftretenden Problemen be-
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hilflich zu sein. Jedoch fa¨llt es den Betroffenen aufgrund der gestiegenen Kom-
plexita¨t von technischen Gera¨ten zunehmend schwerer, das konkrete Problem
detailliert in Worte zu fassen. Somit warten sie oft tagelang oder sogar verge-
bens auf eine Antwort, die das Problem auch nicht lo¨st. Telefonhotlines sind
zum Teil recht teuer und die verbale Beschreibung des Problems kann auch zu
Missversta¨ndnissen fu¨hren. Mit einem Videokonferenzsystem ko¨nnen Bildse-
quenzen u¨bertragen werden, die ein Problem schnell und detailliert beschreiben
ko¨nnen. Somit ko¨nnen Probleme effizienter gelo¨st werden.
Die Aus– und Weiterbildung in Wirtschaft, Lehre, Forschung und im o¨ffent-
lichen Dienst sind in der heutigen Zeit wichtiger de je, um mit neuen und sich
vera¨ndernden Technologien umgehen zu ko¨nnen. Oft sind aber Bildungsange-
bote in der na¨heren Umgebung unzureichend. Angebote von entfernten Stand-
orten sind jedoch nicht zeit– und kostengu¨nstig zu erreichen. Somit bleibt bis
heute nur der Weg u¨ber eine Fernausbildung, bei der Aufgaben und Probleme
u¨ber den Postweg diskutiert werden. Videokonferenzsysteme bieten jedoch eine
Mo¨glichkeit, spontan Diskussionen mit dem Ausbilder als auch mit Studien-
kollegen zu fu¨hren, die durch Bilder und Bildsequenzen unterstu¨tzt werden.
Des Weiteren ko¨nnen Lernende an Lehrveranstaltungen per Videokonferenz
teilnehmen, um so ein besseres Versta¨ndnis fu¨r das Ausbildungsgebiet zu be-
kommen.
Im Rahmen der Globalisierung und der Entwicklung auf dem Arbeitsmarkt
sind Familien zunehmend gezwungen, an verschiedenen Standorten zu leben
und zu arbeiten. Aufgrund hoher Reisekosten ist es hier auch oft nicht mo¨glich,
sich wo¨chentlich oder monatlich zu besuchen. Zusa¨tzlich zu einem Telefonge-
spra¨ch ko¨nnen mit einem Videokonferenzsystem Mimik und Gestik u¨bertragen
werden, was in einem privaten Gespra¨ch oft eine große Rolle spielt.
Videokonferenzen ko¨nnen jedoch kaum psychologische Faktoren u¨bertragen,
die beim Kennenlernen von bisher unbekannten Gespra¨chspartnern eine we-
sentliche Rolle spielen. So wird der erste Eindruck nicht durch das perso¨nliche
Auftreten, dem Geruch oder einem festen Ha¨ndedruck bestimmt, sondern be-
schra¨nkt sich auf die Stimme und den Bildausschnitt der Gespra¨chspartner.
Es ist jedoch erwiesen, dass oft der erste perso¨nliche Eindruck eines Menschen
u¨ber Sympathie oder Antipathie beziehungsweise u¨ber Erfolg oder Misserfolg
einer gescha¨ftlichen Beratung. Deshalb sollte vor dem Einsatz eines Videokon-
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ferenzsystems immer ein perso¨nliches Zusammentreffen der Verhandlungspart-
ner erfolgen.
1.2. Problemstellung
In der Vergangenheit basierte die Mehrzahl der Videokonferenzsysteme auf
spezieller Hardware, die in dafu¨r vorgesehenen Studios installiert wurde. Ver-
schiedene Anbieter vermieten solche Studios, die in ihrer Anschaffung und
ihrem Betrieb sehr kostenintensiv sind [60, 118]. Die hohe Nachfrage und die
Reduzierung der Baugro¨ße elektronischer Gera¨te fu¨hrte zu kompakten Lo¨sun-
gen, die an kein Studio mehr gebunden sind, sondern in einen gewo¨hnlichen
Fernsehschrank oder auf ein TV–Gera¨t passen [58, 122, 143, 153]. Diese Sys-
teme, die zumeist den H.320 und den H.323 Standard unterstu¨tzen, eignen
sich aber weniger fu¨r spontane Beratungen, sind zudem sehr preisintensiv und
ko¨nnen kaum aktuellen Tendenzen und Neuerungen in der Technologie folgen.
Flexibler, kostengu¨nstiger und spontan von jedem Arbeitsplatz ausfu¨hrbar
sind dagegen Desktop–Videokonferenzsysteme. Durch die sta¨ndige Weiterent-
wicklung der Rechentechnik, der Rechengeschwindigkeit und der Softwarealgo-
rithmen sind moderne Computer in der Lage, multimediale Konferenzen durch-
zufu¨hren. Deshalb geht der aktuelle Trend hin zu softwaregestu¨tzten Desktop–
Videokonferenzsystemen.
Durch die Globalisierung werden Videokonferenzsysteme zunehmend fu¨r die
weltweite Kommunikation von Gescha¨ftspartnern, Forschungsgruppen, Leh-
renden und Lernenden sowie Privatpersonen eingesetzt. Eine ausreichend gute
Qualita¨t der Video– und Audiou¨bertragung kann jedoch nur durch Te-
lefon–, ISDN– oder ATM–Netzwerke garantiert werden, woran wiederum sehr
hohe Kosten gebunden sind. Die preisgu¨nstige Alternative, das Internet, la¨sst
aber noch keine garantierte U¨bertragungsqualita¨t zu. Stattdessen teilen sich
tausende Nutzer die Ressourcen des Netzwerks. Ansa¨tze wie Integrated Ser-
vices (IntServ) [21, 180] oder Differentiated Services (DiffServ) [15] versuchen
Dienstgu¨te (Quality of Service, QoS ) u¨ber das Internet zu sichern, konnten sich
aber bis jetzt noch nicht weltweit durchsetzen. Videokonferenzen sind jedoch
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Anwendungen, die hohe Bandbreiten2 beno¨tigen und somit das Netzwerk stark
belasten oder sogar blockieren ko¨nnen. Popula¨re Videokonferenzsysteme wie
die Mbone–Tools Vat [113], Vic [112], RendezVous [131] sowie Standardan-
wendungen wie Microsoft Netmeeting [102], SUNForum [149] und Whitepine
CUSeeMe [174] u¨berlassen es dem Nutzer, die U¨berlastung des Netzwerks zu
verhindern. Dies erfordert jedoch vom Nutzer viele Erfahrungen im Bereich
der Netzwerktechnik. Somit wird die Bedienbarkeit dieser Systeme erschwert.
Selten hingegen sind automatische Anpassungsmechanismen zur Vermeidung
von U¨berlastsituationen.
Ein weiteres Problem fu¨r die Gruppenkommunikation mit Videokonferenz-
systemen u¨ber o¨ffentliche, globale Netze ist die Heterogenita¨t des Netzwerks.
Einerseits kann die Netzwerkanbindung einzelner Endsysteme recht verschie-
den sein, beispielsweise von einem Anschluss mit analogem Modem (64 kbit/s)
u¨ber DSL–1500 (1536 kbit/s) bis zur Standleitung (mehrere Mbit/s) reichen.
Auf der anderen Seite ko¨nnen die Endsysteme von unterschiedlicher Leis-
tungsfa¨higkeit sein, wie Workstations, Desktop–PCs, Notebooks oder Hand-
held–PCs. Ga¨ngige Videokonferenzsysteme unterstu¨tzen kaum heterogene Um-
gebungen, sondern u¨berlassen es wiederum dem Nutzer, die optimale Qualita¨t
fu¨r alle Teilnehmer einzustellen. Automatische Mechanismen einiger Systeme,
wie zum Beispiel Vcon [166, 33] oder Polycom [122, 116], unterstu¨tzen nur
Punkt–zu–Punkt–Verbindungen. Weiterhin existieren Systeme wie beispiels-
weise USMInT [47] und Ivs [163], die Ansa¨tze zur automatischen Beein-
flussung der Dienstgu¨te in Mehrteilnehmer–Videokonferenzen enthalten. Die-
se Lo¨sungen richten sich jedoch nach dem leistungsschwa¨chsten Teilnehmer
der Gruppe. Dadurch bekommen die verbleibenden Teilnehmer eine geringere
Qualita¨t geboten, als sie verarbeiten ko¨nnen. Somit sinkt die Akzeptanz dieser
Lo¨sungen. Einzig RendezVous [131] bietet eine Lo¨sung fu¨r heterogene Sys-
temumgebungen, die jedoch individuell durch den Nutzer angepasst werden
muss. Somit bleibt es bis heute hin schwierig, globale Videokonferenzen mit
einer zufrieden stellenden Qualita¨t fu¨r die Nutzer aufzusetzen.
2Der Begriff der Bandbreite wird in dieser Arbeit nicht im kommunikationstechnischen
Sinne als Frequenzbereich, gemessen in Hertz (Hz), zwischen einer Minimal– und einer
Maximalfrequenz benutzt. Stattdessen wird die Bandbreite als in der Literatur durchaus
u¨bliches Synonym fu¨r die Bitrate, gemessen in Bit/s, verwendet.
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Die meisten Videokonferenzsystem unterstu¨tzen einen offenen Charakter der
Gruppenkommunikation, das heißt, die Anzahl der Teilnehmer ist nicht ge-
nau bestimmbar. Ein Sender weiß nicht genau, wer seine Daten empfa¨ngt. Die
Teilnehmer ko¨nnen der Gruppe ohne Autorisierung beitreten. Solche Konferen-
zen werden besonders fu¨r o¨ffentliche Veranstaltungen, o¨ffentliche Vorlesungen,
TV–U¨bertragungen oder U¨bertragungen von Space Shuttle Starts der NASA
genutzt. Die Mbone–basierten Videokonferenzsysteme Vat [113], Vic [112],
RendezVous [131] und USMInT [47] unterstu¨tzen offene Gruppen.
Die Mehrzahl der tagta¨glichen Kommunikation wie Beratungen in Firmen,
medizinische Konsultationen, Gerichtsverhandlungen, private Unterhaltungen
und Hotline–Dienste haben jedoch einen geschlossenen Charakter. Geschlos-
sene Mehrteilnehmer–Konferenzen besitzen einen begrenzten Teilnehmerkreis
und dienen der Diskussion vertraulicher Themen, der gemeinsamen Lo¨sung
von Problemen oder der kooperativen Bearbeitung von Objekten. Die Teil-
nahme an der Konferenz basiert zumeist auf einer expliziten Einladung. Au-
ßen stehende Personen haben keinen direkten Zugriff auf die Kommunikati-
on. Geschlossene Kommunikation ist mit dem Telefondienst vergleichbar. Ein
weiteres Merkmal geschlossener Systeme ist, dass jeder Teilnehmer die multi-
medialen Daten der anderen Teilnehmer empfa¨ngt und verarbeitet. Eine ge-
schlossene Mehrteilnehmer–Konferenz wird durch ATM–basierte Systeme, wie
Covis [12] oder Hkust [25], durch das proprieta¨re IP–Videokonferenzsystem
daViKo [34] und durch Systeme nach H.320 fu¨r ISDN, H.321 fu¨r ATM, H.323
fu¨r IP und H.324 fu¨r das analoge Telefon [76, 74, 78, 79] unterstu¨tzt.
H.32x Systeme realisieren die geschlossene Gruppe durch einen zentralisti-
schen Ansatz fu¨r die Verteilung der Medienstro¨me und fu¨r das Gruppenmana-
gement. Zentrale Ansa¨tze sind nicht frei skalierbar, da die zentralen Kompo-
nenten einen Flaschenhals der Kommunikation bilden und zu einem so genann-
ten Single–Point–of–Failure werden ko¨nnen. Des Weiteren besteht immer eine
Abha¨ngigkeit von der zentralen Komponente und von dessen Hersteller be-
ziehungsweise Provider. In globalen Umgebungen entstehen Schwierigkeiten,
insbesondere wenn sich die zentrale Komponente an einem weit entfernten
Standort befindet.
Dezentrale Ansa¨tze, wie beispielsweise die Mbone–Tools, USMInT, Ren-
dezVous, daViKo und Covis, verteilen Aufgaben des Managements und
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der Medienverarbeitung auf die Endsysteme. Sie vermeiden somit einen Fla-
schenhals der Kommunikation und sind weniger fehleranfa¨llig. Des Weiteren
sind dezentrale Ansa¨tze nicht von Providern, Netzwerkstrukturen oder Netz-
werkkomponenten abha¨ngig. Ein weiterer Vorteil der dezentralen Ansa¨tze liegt
in der Spontaneita¨t eine Videokonferenz aufzubauen, da keine u¨bergeordnete
Instanz den Zugriff auf Ressourcen, wie einen zentralen Server, regeln muss.
Dezentrale Ansa¨tze erfordern jedoch einen Mehraufwand im Management der
Gruppe, da jeder Teilnehmer den aktuellen Status der Gruppe kennen muss.
Aus den Unzula¨nglichkeiten der existierenden Lo¨sungen folgt die Frage,
die sich diese Arbeit stellt, wie geschlossene Videokonferenzen u¨ber o¨ffentli-







Abbildung 1.1.: Anforderungen fu¨r die Gestaltung von Videokonferenzsyste-
men
mu¨ssen die in Abbildung 1.1 gezeigten Anforderungen fu¨r die Gestaltung von
Videokonferenzsystemen beru¨cksichtigt werden.
Einsatzgebiet: Das Videokonferenzsystem sollte fu¨r globale Konferenzen u¨ber
o¨ffentliche Netzwerke wie dem Internet geeignet sein. Dies erfordert Me-
chanismen fu¨r die Anpassung an Leistungsengpa¨sse und Unterstu¨tzung
heterogener Systemumgebungen.
Spontaneita¨t: Im Moment liegt die Vorbereitungszeit fu¨r eine Videokonfe-
renzsitzung im Bereich von Stunden bis Tagen. Spontane Sitzungen sind
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kaum mo¨glich. Dies ist jedoch ein wichtiges Kriterium, damit die Nut-
zung von Videokonferenzsystemen eine breitere Akzeptanz findet.
Gruppencharakter: Da die Mehrzahl der menschlichen Kommunikation einen
geschlossenen, vertraulichen Charakter hat, muss eine neue Lo¨sung ge-
schlossene Gruppen unterstu¨tzen, a¨hnlich dem Telefondienst.
Quality of Service: Die Dienstgu¨te muss weitestgehend stabil gehalten wer-
den. Leider steht dies im Widerspruch zu einer globalen und kostengu¨ns-
tigen Kommunikation. Alternativ sollten daher Anpassungsmechanismen
zur Vermeidung von Leistungsengpa¨ssen integriert werden.
Topologie: Die Topologie eines Videokonferenzsystem stellt ein besonderes
Problem dar, da zum einen Engpa¨sse der Kommunikation und Single–
point–of–failures, aber zum anderen zu komplexe Steuerungsmechanis-
men der Konferenz vermieden werden mu¨ssen.
Kosten: Die Kosten fu¨r ein Videokonferenzsystem mu¨ssen sowohl in der An-
schaffung als auch im Betrieb gering sein. Ansonsten wiegen sich die
reduzierten Reisekosten, die erho¨hte Effizienz der Arbeit und die erho¨hte
Sicherheit nicht auf.
Bedienbarkeit: Videokonferenzsysteme mu¨ssen einfach zu bedienen sein. Es
sollten dem Nutzer automatische Mechanismen fu¨r die Regulierung der
Dienstqualita¨t zur Verfu¨gung stehen, die allen Teilnehmern automatisch
die bestmo¨gliche Qualita¨t wa¨hrend der gesamten Konferenz bereitstellt.
1.3. Zielsetzung und Aufbau der Arbeit
In der vorliegenden Arbeit werden Prinzipien fu¨r die Gestaltung von geschlos-
senen Videokonferenzsystemen fu¨r globale o¨ffentliche Netzwerke untersucht.
Beratungen, Meetings und Konsultationen, wie sie im ta¨glichen Leben vorkom-
men, haben einen geschlossenen Charakter. Globale Videokonferenzen werden
durch die zunehmende Globalisierung des Weltmarktes notwendig. Die Arbeit
verfolgt hierbei zwei Ansa¨tze.
Der erste Ansatz untersucht den Aufbau von globalen Konferenzen u¨ber den
Verbund lokaler Videokonferenzsysteme, um vorhandene lokale Systeme auch
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fu¨r globale Konferenzen nutzen zu ko¨nnen. Damit werden einerseits Investi-
tionen erhalten und andererseits entfa¨llt die Einarbeitung der Nutzer in ein
anderes neues System. Ein wesentliches Ziel ist die Untersuchung der Mo¨glich-
keiten fu¨r die Erhaltung und Sicherung der Dienstqualita¨t in globalen o¨ffent-
lichen Umgebungen, um die in den lokalen Systemen gewohnte Dienstgu¨te zu
gewa¨hrleisten.
Der zweite Ansatz bescha¨ftigt sich daraus abgeleitet mit der Gestaltung von
Videokonferenzsystemen fu¨r geschlossene Gruppen im Internet. Der Fokus liegt
dabei auf einem dezentralen Peer–to–Peer–Konzept, durch den, im Vergleich zu
existierenden Systemen, kostengu¨nstigere Lo¨sungen ermo¨glicht werden sollen.
Diese besitzen eine ho¨here Flexibilita¨t und sollen insbesondere einen spontanen
Aufbau von Konferenzen sowie die Mobilita¨t der Anwender unterstu¨tzen.
Um beide Zielstellungen erreichen zu ko¨nnen, muss die Frage nach dem Kon-
ferenzmanagement fu¨r geschlossene Gruppen, nach der optimalen Topologie fu¨r
die Kommunikation und nach den Mo¨glichkeiten der Dienstgu¨tesicherung der
Echtzeitdaten diskutiert werden. Dazu ist eine Analyse vorhandener Konzepte
fu¨r die Verwaltung einer Konferenz, fu¨r die Echtzeitverarbeitung der multime-
dialen Daten und fu¨r die U¨bertragung der Management– und Echtzeitdaten
u¨ber o¨ffentliche Netzwerke notwendig.
Die Arbeit ist wie folgt gegliedert (siehe Abbildung 1.2): Kapitel 2 gibt
zuna¨chst einen U¨berblick u¨ber die Grundlagen der Gestaltung von Videokon-
ferenzsystemen. Ausgehend von einer allgemeinen Architektur von Videokon-
ferenzsystemen werden die wichtigsten Komponenten das Konferenz–Manage-
ment und die Medienverarbeitung erla¨utert. Prinzipien der Echtzeitu¨bertra-
gung von Daten und vorhandene Netzinfrastrukturen werden ebenfalls disku-
tiert. Darauf aufbauend wird eine Diskussion u¨ber die Kriterien fu¨r die Gestal-
tung von Videokonferenzsystemen gefu¨hrt. Das Kapitel schließt eine zusam-
menfassende Betrachtung und Bewertung von bisherigen Lo¨sungen in Bezug
auf die Unterstu¨tzung globaler, geschlossener Videokonferenzen ab.
Aufbauend auf dieser Diskussion werden im 3. Kapitel die zwei entwickelten
Ansa¨tze, Octopus und Bravis, vorgestellt, die geschlossene, globale Mehr-
teilnehmerkonferenzen unterstu¨tzen. Octopus stellt ein Verbundsystem dar,
das lokale Videokonferenzsysteme verschiedener Architektur zusammenzuschal-
ten gestattet. Bravis vereint entwickelte Konzepte des Octopus–Ansatzes in
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Anforderungen an die  Sicherung der geschlossene Gruppe im Internet
Bewertung der Lösungen
Innovative Verteilung der Medienströme
Abstimmungsbasierte BandbreitenzuweisungLösung:
Abbildung 1.2.: U¨berblick u¨ber die Arbeit
einem eigensta¨ndigen Videokonferenzsystem auf der Basis von IP–Netzwerken.
In den folgenden Kapiteln werden grundlegende U¨berlegungen zur Gestaltung
von Videokonferenzsystemen fu¨r geschlossene Konferenzen anhand dieser Sys-
teme diskutiert.
Kapitel 4 bescha¨ftigt sich mit der Signalisierung von Videokonferenzsyste-
men in einem globalen Einsatzgebiet, wobei dessen Aufgaben und die An-
forderungen an diese diskutiert werden. Dabei werden vorhandene Ansa¨tze
auf ihre Tauglichkeit zur Erfu¨llung der Signalisierungsaufgaben untersucht.
Diese Untersuchung fu¨hrt zu der Notwendigkeit der Herausarbeitung eines
eigensta¨ndigen Gruppenkommunikationsprotokolls fu¨r die Realisierung einer
Signalisierung in geschlossenen, globalen Videokonferenzsystemen. Das vorge-
schlagene Protokoll wird spezifiziert und anschließend bewertet. Der Abschluss
dieses Kapitels bildet die Diskussion um die Einsatzfa¨higkeit des neuartigen
Protokolls, sowohl in Octopus als auch in Bravis.
Das 5. Kapitel ist dem Kernzweck eines Videokonferenzsystems, der Me-
dienu¨bertragung, gewidmet. Hierbei wird auf die Besonderheiten der Video–
und Audiou¨bertragung am Beispiel von Octopus und Bravis eingegangen,
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und es werden Ansa¨tze zur Unterstu¨tzung der Dienstgu¨te und Heterogenita¨t
in globalen Netzwerken beschrieben und diskutiert.
In Kapitel 6 folgt eine Beschreibung der Implementierung beider Systeme.
Dabei werden spezielle Entwurfsentscheidungen diskutiert.
Das Kapitel 7 entha¨lt eine Zusammenfassung der in dieser Arbeit entwickel-
ten Ansa¨tze und Strategien. Ein Ausblick auf noch zu lo¨sende Probleme und
Erweiterungen der beschriebenen Konzepte wird abschließend gegeben.
11




Videokonferenzen gelten als eine popula¨re multimediale Anwendung in moder-
nen Hochleistungsnetzen. Trotz langja¨hriger Forschungs– und Entwicklungsar-
beiten werden Videokonferenzen nicht so ha¨ufig im Alltag genutzt wie Email
oder das World Wide Web. Die technischen Voraussetzungen fu¨r die Nut-
zung von Videokonferenzdiensten sind heutzutage zunehmend gegeben. Immer
mehr Nutzer verfu¨gen u¨ber multimediafa¨hige Computer. Durch die wachsen-
den U¨bertragungsraten im Internet wird die erforderliche Infrastruktur be-
reitgestellt. Waren Videokonferenzsysteme bisher bevorzugt an speziell aus-
gestattete Studios und an eine spezielle, kostenintensive Technik gebunden,
so besteht mit der Verfu¨gbarkeit multimedialer PCs und Workstations immer
mehr die Mo¨glichkeit, unmittelbar vom Arbeitsplatz aus an Videokonferenzen
teilnehmen.
Dieses Kapitel gibt einen umfassenden U¨berblick u¨ber den Stand der Tech-
nik im Bereich der Videokonferenzen. Vorhandene Lo¨sungen werden dabei auf
verschiedene Eigenschaften hin untersucht. Den Abschluss dieses Kapitels bil-
det die Herausarbeitung der Zielstellung dieser Arbeit.
2.1. Anwendungsbereiche
In der Vergangenheit kamen Videokonferenzsysteme vorrangig fu¨r das Enter- Entertainment
tainment zum Einsatz, wobei Space Shuttle Starts der NASA, o¨ffentliche Ver-
anstaltungen oder TV–Kana¨le u¨bertragen wurden. Heute fa¨llt diese Anwen-
dung in den Bereich des Media–Streaming und za¨hlt nur noch als Randgebiet
der eigentlichen Videokonferenzanwendungen. Eine Echtzeitkommunikation ist
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hierbei nicht unbedingt erforderlich, da die Empfa¨nger kein Feedback an den
Sender geben mu¨ssen.
Um Informationen, Arbeitsergebnisse, neue Aufgaben und Ziele auszutau-gescha¨ftliche Be-
ratungen schen, kommen asynchrone Kommunikationsmittel wie Fax, Email, FTP (File
Transfer Protocol) oder Briefpost zum Einsatz. Fu¨r einen synchronen Gedan-
kenaustausch eignet sich das Telefon, wobei jedoch audiovisuelle und textuelle
Informationen kaum ausgetauscht werden ko¨nnen. Deshalb fu¨hren Unterneh-
men der Wirtschaft und des o¨ffentlichen Dienstes regelma¨ßig Beratungen und
Projekttreffen durch. In großen und mittleren Unternehmen sind die Mitar-
beiter oft auf mehrere Standorte verteilt. Kooperierende Unternehmen und
Universita¨ten sind zumeist ebenfalls ra¨umlich voneinander getrennt. Somit
entstehen hohe Reisekosten und Ausfallzeiten fu¨r die Reise selbst. Durch den
Einsatz eines Videokonferenzsystems ko¨nnen audiovisuelle, textuelle und gra-
phische Informationen synchron ausgetauscht werden, ohne dass Reisekosten
und Ausfallzeiten entstehen.
Immer ha¨ufiger nutzen auch A¨rzte ein Videokonferenzsystem, um Informa-medizinische
Konsultationen tionen auszutauschen, um Ferndiagnosen zu stellen oder gemeinsam ein medi-
zinisches Problem zu lo¨sen. Aufgrund der regionalen Entfernung zwischen den
Spezialisten konnten bisher informative Diskussionen nur per Telefon, Brief-
post, Fax, Email oder auf Tagungen gefu¨hrt werden. Eine spontane Diskussion
war nicht mo¨glich und eine Tagung verursachte hohe Kosten sowie Ausfallzei-
ten. Aus diesen Gru¨nden haben Videokonferenzsysteme versta¨rkt Einzug in
Kliniken und Krankenha¨user gehalten.
Im ta¨glichen Leben werden immer ha¨ufiger Telefon–Hotlines eingerichtet,Telesupport
um Unterstu¨tzung fu¨r technische, medizinische oder sonstige Probleme zu bie-
ten. Aber oft reicht die Kommunikation mittels der Sprache nicht aus, um das
Problem eindeutig zu beschreiben. Somit bleiben Konsultationen vor Ort oder
das Einschicken eines technischen Gera¨tes nicht aus. Durch Hinzunahme des
Mediums Video ko¨nnen jedoch Probleme visuell veranschaulicht werden, defek-
te Stellen eines technischen Gera¨tes gezeigt werden, das Krankheitsbild einem
Arzt u¨bertragen werden und so weiter. Videokonferenzsysteme ko¨nnen somit
auch in diesem Bereich Fahrtkosten, Reparaturkosten und lange Wartezeiten
vermeiden. Zudem ko¨nnen mehrere unabha¨ngige Institutionen an mehreren
Standorten gleichzeitig zu einem gestellten Problem Stellung nehmen.
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Professoren und Dozenten werden oft gebeten, Gastvorlesungen an ande- Teleteaching
ren Universita¨ten zu halten, um das Wissen der Universita¨ten untereinander
auszutauschen. Neben der Einsparung der Reisekosten, bietet sich der Vorteil,
dass eine Lehrveranstaltung gleichzeitig an mehreren Standorten verfolgt wer-
den kann. Auf der anderen Seite bieten Videokonferenzsysteme die Mo¨glich-
keit, dass Lernende das Angebot an Lehrveranstaltungen auch von anderen
Standorten fu¨r sich nutzen ko¨nnen. Videokonferenzen ko¨nnen aber auch fu¨r
andere Arten von Lehrveranstaltungen, wie zum Beispiel U¨bungen und Semi-
nare, eingesetzt werden. Hierbei bietet sich die Mo¨glichkeit der interaktiven
und Campus u¨bergreifenden Diskussion.
Durch die zunehmende Globalisierung des Arbeitsmarktes sind Familien ge- private Unterhal-
tungzwungen, auch weit entfernt voneinander zu arbeiten und zu leben. Das Te-
lefon bietet zwar die Mo¨glichkeit des Gedankenaustausches, aber oft ist auch
ein visueller Eindruck der Gestik und Mimik der Gespra¨chspartner gewu¨nscht.
Videokonferenzsysteme werden eines Tages auch in diesem Bereich zunehmend
genutzt werden.
Der Anstieg des Umsatzes fu¨r Videokonferenzsysteme wird mit einem ge- aktueller Trend
steigerten Sicherheitsbedu¨rfnis nach dem Terroranschlag vom 11. September
2001 begru¨ndet. [30] und [170] berichten, dass der Anteil von perso¨nlichen
Gescha¨ftstreffen von 54% auf 45% gesunken ist, aber dafu¨r Web–, Video– und
Audiokonferenzen um 62%, 25% und 11% gestiegen sind. Auch das Bewust-
sein der Menschen u¨ber die neuen Kommunikationsmittel und –medien ist nach
dem 11. September gestiegen. Der Umsatzwachstum fu¨r Videokonferenzsyste-
me wird nach Einscha¨tzung mehrerer unabha¨ngiger Marktforschungsinstitute
[31, 98, 170, 172, 177] in den na¨chsten Jahren weiter ansteigen (siehe Abbildung
2.1).
2.2. Arten von Videokonferenzsystemen
Videokonferenzsysteme ko¨nnen ihrem Aufbau nach in vier Kategorien unter-
schieden werden: Studiosysteme, die fest in einen Raum beziehungsweise ei-
nem Studio installiert sind, Roll–About–Systeme, die einem rollbaren Studio–
System entsprechen, Set–Top–Boxen, als tragbare Variante eines Studiosys-
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Abbildung 2.1.: Wachstumsprognosen auf dem Videokonferenzmarkt
tems, und Desktopsysteme, die als eine Anwendung von jedem Personal Com-
puter (PC) gestartet werden ko¨nnen.
Studiosysteme sind fest installierte Hardwaresysteme, die mit Richtmikro-Studiosysteme
phonen, Kameras, Dokumentenkameras sowie teilweise mit einem PC ausge-
stattet sind (siehe Abbildung 2.2). Sie bieten den Vorteil, dass die ausgewa¨hlten
Komponenten optimal aufeinander abgestimmt und an die ra¨umliche Umge-
bung angepasst werden ko¨nnen. So kann der Raum durch Scheinwerfer mit
spezieller Farbe a¨hnlich einem Fotostudio optimal ausgeleuchtet werden. Dem
gegenu¨ber stehen entscheidende Nachteile. Die Anschaffungskosten und die
laufenden Kosten eines solchen Systems sind enorm. Zudem ist die Ausnut-
zung eines Studiosystems zumeist gering. Um den Grad der Ausnutzung ei-
nes Studiosystems zu erho¨hen, existieren Mietmodelle am Markt [60, 118].
So stellen Anbieter in diversen gro¨ßeren Sta¨dten ein oder mehrere Videokon-
ferenzstudios zur Verfu¨gung, die von ortsansa¨ssigen Firmen genutzt werden
ko¨nnen. Dies ist fu¨r Firmen preisgu¨nstiger, als ein selbst eingerichtetes Studio
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Abbildung 2.2.: Beispiel fu¨r ein Studiosystem (entnommen [118])
zu unterhalten. Studiosysteme sind in ihrer Flexibilita¨t recht eingeschra¨nkt,
da sie ra¨umlich gebunden sind und die Einsatzgebiete sich auf Gruppenbe-
sprechungen beschra¨nken. Einzelgespra¨che, wie sie in der Telefonie allta¨glich
vorkommen, sind zwar mo¨glich, jedoch sehr verwaltungsaufwendig. Spontane
Gespra¨che und Beratungen sind mit einem Studiosystem nicht mo¨glich.
Abbildung 2.3.: Beispiel fu¨r ein Roll–About–System [153]
Etwas flexibler sind die kleineren beweglichen Roll–About–Systeme. Die in Roll–About–
Systemeeinen Rollschrank eingebauten Systeme bestehen zumeist aus einem oder zwei
handelsu¨blichen Fernsehgera¨ten, einer Kamera sowie einem Steuergera¨t. Das
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Steuergera¨t verfu¨gt u¨ber diverse Schnittstellen zu Kameras, TV–Gera¨ten, Au-
dio–Gera¨ten, PCs und Netzwerken (IP und ISDN). Es u¨bernimmt die Steue-
rung der Konferenz und die Verarbeitung der Video– und Audiosignale. Die
Hardwarekomponenten eines Roll–About–Systems sind wie bei einem Studio-
system optimal aufeinander abgestimmt, jedoch ist eine Feinjustierung zur An-
passung an die Licht– und Klangverha¨ltnisse eines Raumes kaum mo¨glich und
auch nicht unbedingt vorgesehen. Roll–About–Systeme sind ebenfalls nicht ge-
eignet, spontan eine Konferenz aufzusetzen, da sie nicht an jedem Arbeitsplatz
installiert werden ko¨nnen. Tandberg [153], Intel [58], Polycom [122], Vcon
[166] und Sony [143] bieten beispielsweise Roll–About–Systeme an.
Mit sehr kompakten und tragbaren Set–Top–Boxen (siehe Abbildung 2.4),Set–Top–Boxen
die an ein handelsu¨bliches TV–Gera¨t oder an einen Monitor angeschlossen
werden, ko¨nnen ebenfalls Videokonferenzen gehalten werden. Sie beinhalten
bereits eine Kamera und ein Mikrofon. Ansonsten verfu¨gen sie u¨ber die Ei-
genschaften der Roll–About–Systeme. Um spontan eine Videokonferenz mit
Set–Top–Boxen aufzusetzen, ist ein solches System an jedem Arbeitsplatz not-
wendig. Dies ist sehr teuer, und es wird eventuell zusa¨tzlicher Platz fu¨r einen
zweiten Monitor beno¨tigt.
Abbildung 2.4.: Beispiel einer Set–Top–Box [153]
Studio– sowie Roll–About–Systeme haben einen gemeinsamen Nachteil. Sie
sind, wie alle Hardwarelo¨sungen, nicht flexibel in Bezug auf neue Technologien.
So ko¨nnen nicht ohne Weiteres optimierte Kodierungstechniken, leistungsfa¨hi-
gere Signalisierungsprotokolle oder neuartige, Dienstgu¨te sichernde Netzwerk-
dienste ausgetauscht oder nachgeru¨stet werden. Oft ist eine preisintensive Neu-
anschaffung notwendig.
Desktopsysteme hingegen werden auf einen handelsu¨blichen PC installiertDesktopsysteme
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und ko¨nnen somit vom Arbeitsplatz aus genutzt werden. Beispiele fu¨r Desk-
topsysteme sind die MBone–Tools [88, 112, 113, 157, 158], USMInT [47],
RendezVous [95] und Covis [11]. Aber auch Netmeeting [102] und CUSee-
Me [174] als Vertreter des H.323–Standards sind Desktopsysteme. Ein Beispiel
eines solchen Systems zeigt Abbildung 2.5. Der große Vorteil von Desktop–
Abbildung 2.5.: Beispiel fu¨r ein Desktop–System (entnommen [166])
Videokonferenzsystemen sind die geringen Anschaffungskosten, da eine Mini-
malkonfiguration eines PCs mit einem USB–Anschluss (Universal Serial Bus)
und einer angeschlossenen USB–Kamera sowie einer integrierten Soundkarte
ausreicht, um per Bild und Ton an einer Konferenz teilnehmen zu ko¨nnen. Die
Videokonferenzsoftware auf dem PC ist in der Lage, die Konferenz zu steuern,
Audio– und Videodaten aufzubereiten und u¨ber diverse Netzwerkanschlu¨sse zu
verteilen. Des Weiteren ko¨nnen Desktopsysteme flexibel auf neue Technologien
reagieren und diese integrieren. Parallel dazu ko¨nnen die PCs fu¨r andere Ap-
plikationen, wie beispielsweise Bu¨roanwendungen, genutzt werden. Somit er-
zielen Desktopsysteme einen ho¨heren Nutzungsgrad als Studiosysteme. Durch
den technologischen Fortschritt auch auf dem mobilen PC–Markt, sind Note-
books heutzutage ebenfalls in der Lage, an Videokonferenzen teilzunehmen.
Die o¨rtliche Beschra¨nkung von Studiosystemen wird damit durch Desktopsys-
teme aufgehoben. Mit Desktopsystemen lassen sich spontan Videokonferenzen
aufsetzen, ohne zuvor spezielle Hardware anzufordern. Es ist keine Reservie-
rung eines Studios notwendig, und das Videokonferenzsystem kann von jedem
Mitarbeiter genutzt werden.
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Neben den genannten reinen Softwaresystemen existieren Desktop–Lo¨sun-
gen, die durch Hardware–Einsteckkarten unterstu¨tzt werden. Ein Beispiel dafu¨r
sind Systeme der Firma Vcon [166]. Hardwarekarten sind jedoch vergleichs-
weise teuer, unterstu¨tzen oft nur ein Betriebssystem und sind oft auf einen
Standard fu¨r die Video– und Audiokodierung beschra¨nkt. Sie ko¨nnen somit
kaum dem Stand der Technik folgen. Des Weiteren sind sie meist nur fu¨r eine
Punkt–zu–Punkt–Kommunikation geeignet. Mehrteilnehmerkonferenzen ko¨n-
nen nur durch externe Komponenten aufgebaut werden, wodurch die Sponta-
neita¨t des Konferenzaufbaus verloren geht.
Desktop–Videokonferenzsysteme haben sich bis heute noch nicht durchset-
zen ko¨nnen, da die Leistungsfa¨higkeit der Endsysteme, der Netzwerke und der
Netzwerkanbindungen erst in den letzten Jahren so weit gestiegen ist, dass
multimediale Konferenzen mo¨glich wurden. Aufgrund der geringen Anschaf-
fungskosten, der Flexibilita¨t, der Spontaneita¨t und der hohen Verfu¨gbarkeit
geht der Trend jetzt zu Desktop–Systemen hin, die nur aus Softwarekompo-
nenten bestehen.
2.3. Architektur von Videokonferenzsystemen
Videokonferenzsysteme bestehen im Kern aus den selben vier Grundelementen:
der Schnittstelle zum Nutzer, dem Konferenzmanagement, den Komponenten
fu¨r die Medienverarbeitung und der Schnittstelle zum Netzwerk fu¨r die U¨ber-
tragung der Management– und Mediendaten. Abbildung 2.6 zeigt eine typische
Anordnung dieser Komponenten.
Die Nutzerschnittstelle dient zur Interaktion zwischen dem System undNutzerschnitt-
stelle dem menschlichen Nutzer mittels akustischer und visueller Signale. Akustische
Schnittstellen in einem Videokonferenzsystem sind das Mikrofon zur Sprach-
eingabe und die Lautsprecher zur Ausgabe von Sprache beziehungsweise von
Warnmeldungen. Die visuelle Schnittstelle kann zur Ausgabe ein Bildschirm,
ein Fernsehgera¨t oder ein Drucker und zur Eingabe eine Kamera oder ein
Scanner haben. Hierbei ko¨nnen sowohl bewegte Bilder als auch Einzelbilder
ausgetauscht sowie graphische Steuerelemente angezeigt werden. Eine weite-
re Schnittstelle zur Eingabe sind Tastatur und Maus, um die Konferenz zu
steuern.
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zuverlässiger, geordneter und atomarer
Transport
Nutzerschnittstelle
Abbildung 2.6.: Allgemeine Struktur eines Videokonferenzsystems
Die Gestaltung der visuellen Schnittstelle zum Benutzer wird in der Re-
gel nach ergonomischen oder funktionellen Gesichtspunkten konzipiert, die in
dieser Arbeit nicht betrachtet werden.
Auf die Komponenten fu¨r das Konferenzmanagement, fu¨r die Medienverar-
beitung und auf die Netzwerkschnittstelle soll in den folgenden Abschnitten
ausfu¨hrlicher eingegangen werden.
2.4. Management eines Videokonferenzsystems
Die Aufgaben der Signalisierung ko¨nnen recht unterschiedlich sein. In dieser
Arbeit werden die drei wichtigsten Komponenten des Konferenzmanagements:
• das Gruppenmanagement,
• das QoS–Management und
• die Floorkontrolle
diskutiert. Das Schlu¨sselmanagement fu¨r eine verschlu¨sselte Konferenzsitzung
ist eine weitere Aufgabe der Signalisierung, die in dem Rahmen dieser Arbeit
nicht betrachtet wird.
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2.4.1. Gruppenmanagement
Die Aufgabe des Gruppenmanagements ist die Initialisierung, Verwaltung und
Beendigung einer Konferenz. Dazu geho¨ren unter Anderem folgende Teilauf-
gaben:
• Anku¨ndigung der Konferenz,
• Registrieren der Teilnehmer beim Beitritt, Verlassen und Einladen,
• U¨berwachung der Verfu¨gbarkeit der Teilnehmer.
Eine Konferenz kann im Allgemeinen auf zwei Arten initialisiert und ver-
gro¨ßert werden: durch Anku¨ndigung oder durch Einladung. Beide Mo¨glichkei-
ten sind fu¨r den Aufbau von dynamischen Gruppen und statischen Gruppen
geeignet. Dynamische Gruppen ko¨nnen die Teilnehmerzahl wa¨hrend der Kon-
ferenz a¨ndern, statische Gruppen nicht.
Eine Videokonferenzsitzung kann u¨ber Email oder Session Directories an-Anku¨ndigung
geku¨ndigt und aufgebaut werden. Das wohl popula¨rste Session Directory ist das
SDR [158] der Mbone–Tools. Die Anku¨ndigung kann dabei ein vordefiniertes







stattfindet, darzustellen. Dazu wird in der Regel das Session Description Pro-
tocol (SDP) [54] genutzt. Diese Informationen werden per Email oder einem
Anku¨ndigungsdienst verbreitet. SDR benutzt das Session Announcement Pro-
tocol (SAP) [53] fu¨r die Verbreitung der SDP–Daten. Aufgrund einer empfan-
genen Anku¨ndigung kann der Nutzer entscheiden, ob er der Konferenz mit den
im SDP–Paket beschriebenen Parametern beitreten mo¨chte oder nicht. Eine
Anku¨ndigung zum Aufbau einer Konferenz ist sehr effektiv, um große Gruppen
in einer geringen Zeit aufzubauen. Der Nachteil ist, dass die Gruppenzusam-
mensetzung nicht gesteuert werden kann. Jeder Nutzer, der eine Einladung auf
irgendeinem Weg bekommen hat, kann der Konferenz beitreten.
Eine singula¨re Einladung, die explizit besta¨tigt werden muss, ist eine zweite,Einladung
jedoch ineffizientere Mo¨glichkeit, eine Konferenz aufzubauen. Dazu schickt der
Initiator einer Konferenz oder ein bereits involviertes Mitglied einer Sitzung
eine Einladung an einen gewu¨nschten Teilnehmer. Mit der Annahme der Ein-
ladung wird der neue Teilnehmer in die Konferenz involviert. Auf diese Weise
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kann dann dynamisch eine Konferenzgruppe aufgebaut werden. Explizite Ein-
ladungen fu¨r Videokonferenzen sind nur fu¨r kleine Gruppen empfehlenswert,
da die Zeit fu¨r den Aufbau der Gruppe zu groß wird. Der Vorteil liegt darin,
dass der Nutzerkreis beschra¨nkt und bekannt ist. Das Session Initiation Pro-
tocol (SIP) [55] ist der bekannteste Vertreter eines Einladungsprotokolls im
Internet.
Wa¨hrend der Konferenz u¨berwacht das Gruppenmanagement die Verfu¨gbar- Verfu¨gbarkeit
keit der involvierten Teilnehmer. Es muss sta¨ndig gepru¨ft werden, ob jeder
Teilnehmer noch erreichbar ist und aus Sicht der Konferenz fehlerfrei arbeitet.
Bei einem Fehlverhalten muss das Gruppenmanagement entsprechend reagie-
ren und versuchen, den Fehler zu beseitigen oder die Gruppe wieder in einen
stabilen Zustand zu fu¨hren.
Das Verlassen und Beenden einer Konferenz geho¨rt ebenfalls zu den Auf- Verlassen und
Beendengaben des Gruppenmanagements. Hierbei gibt es zwei grundlegende Ansa¨tze.
Im ersten Fall verla¨sst ein Teilnehmer nach dem anderen die Konferenz. Dabei
muss das Gruppenmanagement sicherstellen, dass beim Verlassen des Teilneh-
mers nicht die gesamte Konferenz beendet wird. Dies darf erst beim Verlassen
des vorletzten Teilnehmers passieren. Im zweiten Fall veranlasst ein ausgewa¨hl-
ter Teilnehmer der Konferenz, beispielsweise ein Moderator, dass die Sitzung
geschlossen wird. Hier werden alle Verbindungen zeitgleich abgebaut.
2.4.2. QoS–Management
Das QoS–Management ist fu¨r eine optimale Dienstgu¨te wa¨hrend der Grup-
penkommunikation verantwortlich. Der Begriff der Dienstgu¨te kann dabei aus
verschiedenen Gesichtspunkten interpretiert werden [62, 67, 72, 136, 181]. Ei-
ne ha¨ufig verwendete Klassifizierung in netzwerkabha¨ngige QoS, kommunika-
tionsspezifische QoS und anwendungsorientierte QoS wird in [148] gegeben.
Die netzwerkabha¨ngige QoS bezieht sich auf die unteren beiden Schichten netzwerkabha¨ng-
ige QoSim TCP/IP–Protokollstapel, inklusive dem Medienzugriff. U¨bertragungsrate,
Verlustrate, Jitter und U¨bertragungsverzo¨gerung bilden die Grundlage zur Be-
wertung der Qualita¨t einer Datenu¨bertragung.
Die kommunikationsspezifische QoS beschreibt die Qualita¨t, die durch die kommunika-
tionsspezifische
QoS
Vermittlungs– und Transportschicht erbracht wird. Hier spielen Durchsatz,
Verlustrate, Jitter und U¨bertragungsverzo¨gerung ebenfalls eine große Rolle.
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Zusa¨tzlich za¨hlen Priorita¨t und Reihenfolge eines Datenstroms zur kommuni-
kationsspezifischen QoS–Beschreibung.
Die anwendungsorientierten QoS definieren die QoS–Anforderungen aus deranwendungs-
orientierte
QoS
Sicht der Anwendungen. Es werden bei der Bewertung der Qualita¨t die Stoß-
artigkeit (Burstiness), die maximale Gro¨ße der Dateneinheiten, der Durchsatz,
die Bitfehlerrate, der Jitter, die Priorita¨t, die Ende–zu–Ende–Verzo¨gerung und
die Inter–/Intrastream–Synchronisation zugrunde gelegt.
In [147] und [10] werden zusa¨tzlich nutzerspezifische QoS definiert, die dienutzerspezifische
QoS Wahrnehmung der Dienstqualita¨t durch den Nutzer beschreibt. Entsprechende
QoS–Parameter sind beispielsweise die Verzo¨gerung beim Verbindungsaufbau,
die Qualita¨t der Repra¨sentation, die Bedienbarkeit des Systems oder die Kos-
ten.
Fu¨r die Videou¨bertragung in einem Videokonferenzsystem sind die Dienst-
merkmale aus Nutzersicht die Bildwiederholungsrate (Framerate), die Farbtiefe
und die Bildgro¨ße (Pixelauflo¨sung). Die Abtastrate und die Abtasttiefe sind
die entscheidenden Qualita¨tsmerkmale eines Audiostroms. Um diese Dienst-
merkmale bestmo¨glich u¨ber das Netzwerk zu u¨bertragen, mu¨ssen die anderen
drei QoS–Klassen von der Videokonferenzanwendung verwaltet und entspre-
chend konfiguriert werden. In den meisten existierenden Videokonferenzsyste-
men [78, 131, 175] wird kaum Wert auf die Einstellung der QoS–Merkmale
gelegt. Stattdessen muss der Teilnehmer die nutzerspezifische QoS einstellen
und darauf vertrauen, dass alle Teilnehmer die gewa¨hlte Qualita¨t empfangen
ko¨nnen. USMInT [47] entha¨lt einen Ansatz zur Reservierung von Netzwerk-
ressourcen, kann aber nicht garantieren, dass dafu¨r Mechanismen im Netz-
werk bereit stehen. Ob die Qualita¨t vom Endsystem verarbeitet werden kann,
wird von USMInT ebenfalls nicht betrachtet. Die Videokonferenzsysteme von
Vcon [166] bieten eine automatische und dynamische Anpassung der Sende-
leistung an die zur Verfu¨gung stehende Bandbreite des Transportwegs. Eine
automatische und dynamische Anpassung der Dienstgu¨te an die verfu¨gbare
Leistung des Endsystems entha¨lt einzig Covis [12].
Ein Videokonferenzsystem, das in sehr heterogenen Umgebungen arbeitet,
sollte jedoch die QoS sowohl an die Endsystemleistung als auch an die Netz-
werksituation anpassen ko¨nnen. Dies ist bisher noch in keinem Videokonfe-
renzsystem verwirklicht worden.
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2.4.3. Floorkontrolle
Der Zugriff der Teilnehmer auf gemeinsam genutzte Ressourcen, zum Beispiel
Audiokanal oder Whiteboard, sollte kontrolliert erfolgen. Das Management
konkurrierender Zugriffe auf gemeinsame Ressourcen und Daten ist als Floor-
kontrolle bekannt. Die meisten Floorkontrollmechanismen versuchen, menschli-
che Verhaltensweisen und gesellschaftliche Protokolle nachzuahmen, um somit
vertrautes Verhalten auf Konferenzen und Treffen zu reproduzieren. Ande-
re Aspekte der Floorkontrolle sind Fairness oder Stabilita¨t. In [23] und [40]
werden die verschiedenen Mechanismen und Strategien der Floorvergabe zu-
sammengefasst:
Agenda: Die Floorvergabe wird vor der Sitzung statisch festgelegt und ist fu¨r
dynamische Diskussionen nicht geeignet.
Zufall: Der neue Floor–Inhaber wird nach einem Zufallsmechanismus aus-
gewa¨hlt. Dies ist aber in Videokonferenzsystemen kaum sinnvoll einsetz-
bar, da soziale Protokolle unberu¨cksichtigt bleiben.
Zeitbasiert: Der Floor wird automatisch fu¨r eine bestimmte Zeit einem Teil-
nehmer gegeben. Teilnehmer, die den Floor nicht beno¨tigen, bekommen
ihn trotzdem. Dadurch kann wertvolle Zeit der Diskussion verschenkt
werden.
Definierte Ordnung: Der Floor wird in einer vorgegebenen Reihenfolge wei-
tergeleitet. Hier entstehen die gleichen Probleme wie bei der zeitbasierten
Floorvergabe.
Abstimmung: Der neue Inhaber des Floors wird durch eine Abstimmung al-
ler Teilnehmer gewa¨hlt. Besonders in großen Gruppen stellt dies einen
erheblichen zeitlichen Mehraufwand dar.
Warteschlange: Eine Anfrage an den Floor wird in eine Warteschlange abge-
legt und nach Zeit– oder Priorita¨tskriterien bedient. Beispiele sind First–
In–First–Out (FIFO) oder Earliest—Deadline—First (EDF). Das War-
teschlangenprinzip stellt eine der fairsten Strategien dar und eignet sich
fu¨r Beratungen.
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Moderator: Ein bestimmter Teilnehmer, meist der Initiator der Konferenz,
bestimmt u¨ber die Vergabe des Floors. Dieser entscheidet, wer wie lan-
ge sprechen darf. Dieses Schema ist gut geeignet fu¨r Diskussionen und
Beratungen.
Praxistauglich sind nur die Floorkontrollstrategien, die nach dem Warte-
schlangen– und Moderationsprinzip arbeiten. Sie sind fair, unterstu¨tzen sozia-
le Protokolle und ko¨nnen dynamisch an den inhaltlichen Diskussionsverlauf
angepasst werden.
Obwohl die Floorkontrolle bei modernen Videokonferenzsystemen notwendig
ist, ist die Anzahl der bekannten Systeme mit einer Floorkontrolle erstaunlich
gering. Lediglich die Videokonferenzsysteme USMInT [47, 142] und Covis
[12, 13] haben bisher eine Floorkontrolle integriert. Die popula¨ren Mbone–
Tools [88, 112, 113, 157, 158] und RendezVous [131] besitzen keine. In Mi-
crosoft Netmeeting [101, 102] und anderen H.323 Systeme, die mit dem T.120
Standard [75] konform sind, ist es mo¨glich, den Zugriff auf gemeinsam genutzte
lokale Anwendungen zu sperren. Eine explizite Floorkontrolle stellt dies jedoch
nicht dar.
2.5. Medienverarbeitung
Der eigentliche Zweck eines Videokonferenzsystems liegt in der Kommunika-
tion der Konferenzteilnehmer. Dazu mu¨ssen Video– und Audioinformationen
u¨bertragen werden.
Die Module der Medienverarbeitung auf der Senderseite haben die Aufga-
be, die kontinuierlichen, analogen Audio– und Videosignale in kontinuierliche,
digitale Signale umzuwandeln, zu komprimieren und dem Transportdienst zu
u¨bergeben. Die Empfangsmodule u¨bernehmen die Audio– und Videodaten von
der Transportschicht, dekomprimieren diese und wandeln sie wieder in analoge
Signale um. Diskrete, digitale Signale, die beispielsweise ein Whiteboard oder
ein Chatmodul erzeugen, ko¨nnen vor dem Transport ebenfalls komprimiert
werden. Der konzeptionelle Aufbau dieser Komponenten ist in Abbildung 2.7
gezeigt.
Die Filterung dient zur Beschra¨nkung des Wertebereiches eines analogen


































Abbildung 2.7.: Allgemeiner Ablauf der Medienverarbeitung
Sampler tastet zu festgelegten Zeitpunkten das Eingangssignal ab. Der ab-
getastete Wert wird anschließend digitalisiert. Die Digitalisierung liefert eine
sehr hohe Datenrate, die von einem normalen Netzwerk nicht verkraftet wird.
Beispielsweise liefert ein Video, das mit einer Bildgro¨ße von CIF (Common
Interchange Format, 352x288 Pixel), einer Farbtiefe von 8 bit und 25 Bildern
pro Sekunde abgetastet wird, eine Datenrate von etwa 21 Mbit/s. Deshalb
wird dieser digitale Strom vor der U¨bertragung durch das Netzwerk kompri-




Videosignale verursachen ein sehr hohes Datenaufkommen, welches von der
Bildgro¨ße, der Bildwiederholungsrate, der Farbtiefe aber auch vom Inhalt des
Bildes selbst abha¨ngt. Um diese Datenflut auf Computern mit begrenzten Spei-
cherressourcen oder u¨ber Netzwerke mit begrenzten Bandbreitenressourcen zu
u¨bertragen, mu¨ssen Videodaten komprimiert werden.
Grundlage aller Videokompressionsverfahren ist die Kompression eines Ein-
zelbildes. Hierbei kommen Ansa¨tze wie die Entropiekodierung (zum Beispiel
Huffman–Kodierung), die Quellenkodierung (Diskrete Cosinus Transformati-
on, DCT) oder die Hybride Kodierung (zum Beispiel JPEG) zum Einsatz [146].
Videodaten haben die Eigenschaft, dass aufeinander folgende Bilder sehr a¨hn-
lich zueinander sind. Deshalb wird oft eine Bewegungserkennung eingesetzt,
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um nur die Differenzen zwischen den Bildern u¨bertragen zu mu¨ssen. Diese
Differenzbilder werden auch Interframes (P–Frames) genannt. In verlustbe-
hafteten Umgebung kann jedoch das Problem auftreten, dass ein Interframe
verloren geht und somit der nachfolgende Strom nicht mehr dekomprimiert
werden kann. Um solche Probleme zu umgehen, werden bei vielen Kompressi-
onsmethoden so genannte Intraframes (I–Frames) in den Strom eingefu¨gt, die
wieder die komplette Information eines Bildes enthalten. Diese werden also als
Einzelbild komprimiert. Somit ergibt sich also ein komprimierter Videostrom
aus einem Wechsel von I–Frames und mehreren P–Frames.
M–JPEG
Durch die Joint Photographic Expert Group [82] wurde das popula¨re Kompres-
sionsformat JPEG fu¨r Standbilder eingefu¨hrt. JPEG unterstu¨tzt sowohl Grau-
stufen– als auch Farbbilder. Aufgrund verschiedener Anwendungsfelder sind
verlustlose und verlustbehaftete Kompressionsmodi definiert worden. Fu¨r En-
tertainment–Anwendungen ist eine verlustbehaftete Kompression ausreichend.
Hingegen sind in einem medizinischen Umfeld Verluste unerwu¨nscht.
M–JPEG steht fu¨r Motion–JPEG und ist eigentlich kein Videokompressions-
verfahren. Bei M–JPEG folgen einzelne JPEG–Bilder zeitlich hintereinander,
wodurch der Eindruck eines bewegten Bildes entsteht. M–JPEG ist ein einfa-
cher Codec, der keine Bewegungserkennung und keine zeitliche Kompression
durchfu¨hrt, also nur aus I–Frames besteht. Aus diesem Grund ist die Aus-
gangsdatenrate eines M–JPEG–Kodierers recht hoch.
Fu¨r eine Videokonferenzanwendung eignet sich M–JPEG aufgrund der ho-
hen Datenrate in Umgebungen mit hohen Bandbreitenressourcen. M–JPEG ist
sehr robust gegenu¨ber U¨bertragungsverlusten, da keine Abha¨ngigkeiten zwi-
schen den Bildern bestehen. Somit ist der Verlust eines Bildes fu¨r den Nutzer
kaum spu¨rbar. Dieser Vorteil kann zur dynamischen Skalierung von M–JPEG–
Stro¨men genutzt werden, um die Datenrate an das Aufnahmevermo¨gen des
Teilnehmersystems anzupassen. So la¨sst sich zum Beispiel durch einen einfa-
chen Frame–Dropping–Filter die Datenrate des Videostroms reduzieren, oh-





Die Motion Picture Expert Group (MPEG) [105] der International Standar-
dization Organisation (ISO) hat das Ziel, Video– und Audiosequenzen mit
mo¨glichst geringer Speicherkapazita¨t trotz hoher Qualita¨t auf elektronischen
Medien, wie einer CD oder DVD, zu speichern. Durch diese Gruppe wurden
bis heute fu¨nf Standards definiert: MPEG–1, MPEG–2, MPEG–4, MPEG–7
und MPEG–21, die jeweils in drei Ebenen unterteilt werden. Die erste Ebe-
ne entha¨lt Systeminformationen, die zweite und dritte Ebene beschreiben die
Video– beziehungsweise Audiokodierung.
DerMPEG–1 [106] Videostandard unterstu¨tzt die Interframekodierung mit- MPEG–1
tels Bewegungskompensation und bidirektionaler Interpolation. Die unabha¨n-
gigen Intra–Frames sind JPEG kodiert. MPEG Kodierer sind in der Lage, eine
konstante Bitrate bis zu 1,5 Mbit/s zu unterstu¨tzen.
DemMPEG–2 [107] wurden gegenu¨ber demMPEG–1 neue Charakteristiken MPEG–2
hinzugefu¨gt. Herauszustellen ist ein zweistufiges Skalierungsschema, das es er-
laubt, leistungsschwachen Endsystemen eine geringere Qualita¨t zur Verfu¨gung
zu stellen (siehe auch Layered Coding). Weiterhin werden ho¨here Bandbreite
von 4 bis 20 Mbit/s unterstu¨tzt.
MPEG–4 [110] wurde fu¨r die Echtzeitkommunikation zwischen zwei Part- MPEG–4
nern sowie fu¨r die U¨berwachung und das Infotainment, beispielsweise fu¨r DVD,
Videobroadcast–Anwendungen (Digital Television (DTV)) und Video Strea-
ming entwickelt. Der Standard spezifiziert Audio Visual Objects (AVOs) mit
auditiven, visuellen oder audiovisuellen Inhalten, die im gemeinsamen Zu-
sammenwirken eine audiovisuelle Szene beschreiben ko¨nnen. Der Vorteil von
MPEG–4 besteht in der Mo¨glichkeit, beliebige Konturen zu komprimieren. Es
werden Bitraten von 5 kbit/s bis 10 Mbit/s unterstu¨tzt.
DerMPEG–7 Standard [109] wird auchMultimedia Content Description In- MPEG–7
terface genannt. Dieser beschreibt die Katalogisierung von AVOs, um anhand
von Stichwo¨rtern ein gewu¨nschte audiovisuelle Szenen zu suchen. Der Einsatz
in Videokonferenzsystemen ist unwahrscheinlich.
Der MPEG–21 [108] beschreibt ein Multimedia–Framework, um einen ein- MPEG–21
heitlichen Zugriff auf Text, Grafik, Audio und Video zu ermo¨glichen. Fu¨r Vi-
deokonferenzsystemen ist MPEG–21 ebenfalls kaum relevant.
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Die Kodierer der MPEG stellen hohe Anforderungen an das Endsystem.
Selbst Computer mittlerer Leistung sind oft nicht in der Lage, einen kontinu-
ierlichen Datenstrom mit 25 fps und einer CIF–Auflo¨sung zu komprimieren.
Die Folge sind starke Verzo¨gerungen sowie Reduzierung der Sendequalita¨t. Um
trotzdem MPEG–Stro¨me auf leistungsschwachen Systemen zu erzeugen, wer-
den in der Regel preisintensive1 Hardware–Kompressionskarten eingesetzt. Ein
weiteres Problem ergibt sich, wenn ein MPEG–Strom an mehrere Empfa¨nger
u¨ber heterogene Netzwerke u¨bertragen werden soll. Ein Empfa¨nger mit ei-
ner schlechten Netzwerkanbindung erha¨lt aufgrund von Paketverlusten nur
noch Fragmente der urspru¨nglichen Daten, die zumeist keine zufrieden stel-
lende Qualita¨t liefern. Wird andererseits die Sendeleistung an den Empfa¨nger
mit der schlechten Netzwerkverbindung angepasst, kann sich die Qualita¨t des
MPEG–Stroms auch fu¨r Empfa¨nger mit einer guten Netzwerkanbindung dras-
tisch reduzieren. Aus diesem Grund la¨sst sich die MPEG–Komprimierung nur
bedingt in heterogenen Netzwerkumgebungen, wie dem Internet, einsetzen.
Entwicklungen der ITU–T
Parallel zu den Bemu¨hungen der ISO entwickelte die ITU–T ebenfalls eine Rei-
he von Kompressionsverfahren und –standards speziell fu¨r Videokonferenzan-
wendungen.
Der H.261–Standard [68] wurde urspru¨nglich fu¨r ISDN basierte Videokonfe-H.261
renzsysteme mit einer Bandbreite von einem Vielfachen eines S0–Anschlusses
von 64 kbit/s entworfen, wodurch dieser auch als p× 64 Standard bezeichnet
wird. Der Standard bietet konstante Bitraten an, indem die Quantisierungs-
tiefe, das Zeitintervall zwischen zwei Intraframes und die Framerate variiert
werden.
Der H.263–Standard [73] unterstu¨tzt sowohl hohe als auch geringere Bitra-H.263
ten, um auch mit einem einfachen S0–Anschluss oder mit einem analogen Tele-
fonanschluss mit einer Bitrate von maximal 56 kbit/s an einer Videokonferenz
teilnehmen zu ko¨nnen. H.263 definiert dazu zusa¨tzliche Bildformate, die von
Small QCIF (SQCIF) mit 128× 96 Pixeln bis 16CIF mit 1408× 1152 Pixeln
reichen. Zur Aufzeichnung von Videosequenzen ko¨nnen in H.263 bidirektiona-
1Zur Zeit bewegen sich die Preise zwischen 200 bis 1500 e.
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le Frames (B–Frames), die vom vorhergehenden und vom nachfolgenden Bild
abha¨ngig sind, optional genutzt werden.
H.26x Kodierer finden aufgrund der geringen Bitraten des komprimierten
Videostroms ha¨ufigen Einsatz in Videokonferenzsystemen. Die Verwendung
einer Bewegungserkennung beno¨tigt jedoch eine hohe Rechenkapazita¨t, so dass
auch hier auf hardwarenahe Lo¨sungen zuru¨ckgegriffen werden muss. H.26x ist
wie MPEG nicht fu¨r heterogene Netzwerkumgebungen geeignet.
Layered Coding
Layered Coding Verfahren sind geeignet, heterogene Netzwerke zu unterstu¨t-
zen. Die Grundidee ist, dass durch einen Kodierer mehrere Qualita¨tsebenen
des Bewegtbildes erzeugt werden, die sukzessiv aufeinander aufbauen. Dabei
gibt es die Mo¨glichkeiten der ra¨umlichen, der temporalen und der hybriden
Kompression.
Bei der ra¨umlichen Kodierung wird ein Einzelbild eines Videostroms in meh- ra¨umliche Kom-
pressionrere Bilder mit verschiedenen Auflo¨sungen, Frequenzanteilen oder Quantisie-
rungsstufen zerlegt [6]. Beispielsweise entha¨lt die unterste Ebene (Layer 4) nur
ein Bild mit einer Auflo¨sung von 98x72 Pixeln, wobei bis zur obersten Ebene
(Layer 1) schrittweise Informationen hinzugefu¨gt werden, um eine Auflo¨sung
von 784x576 Pixeln zu erreichen (siehe Abbildung 2.8). In a¨hnlicher Weise
werden zusa¨tzliche Frequenzanteile und Quantisierungsstufen in ho¨heren Ebe-
nen kodiert. Ein Beispiel stellt der modifizierte H.261 Codec LH.261 (Layered
H.261 ) [87] dar. Dieses Art der Kompression erfordert wie MPEG und H.26x
selbst eine hohe Leistung der kodierenden Endsysteme. In [99] wurde von ei-
ner maximalen Bildrate von 11 fps berichtet. Eine Hardwarelo¨sung existiert
in Form eines MPEG–2–Kodierers fu¨r HDTV–Systeme. MPEG–2 unterstu¨tzt
jedoch eine Kompression von nur zwei Ebenen mit unterschiedlicher Auflo¨sung
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Abbildung 2.8.: Funktionsweise der ra¨umlichen Skalierung
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Bei der temporalen Kompression werden vollsta¨ndige, aufeinander folgendetemporale Kom-
pression Bilder des Videostroms auf mehrere Ebenen verteilt, so dass das flu¨ssige Ab-
spielen eines Videostroms von der Anzahl der empfangenen Ebenen abha¨ngt.
So kann zum Beispiel ein Teilnehmer beim Empfang der untersten Ebene eine
Framerate von 1 fps abspielen. Durch den Empfang von ho¨heren Ebenen kann
die Framerate bis zur maximale Bildwiederholungsrate des Senders erho¨ht wer-
den. Kompressionsverfahren ohne Bewegungserkennung wie M–JPEG eignen
sich sehr gut fu¨r die temporale Kompression, da jedes komprimierte Bild auf
eine separate Ebene gelegt werden kann und somit eine feine Abstufung der
Qualita¨tsebenen mo¨glich ist (siehe Abbildung 2.9). Bei Kompressionsverfah-
ren mit Bewegungserkennung lassen sich jedoch nur wenige Ebenen definieren,
wodurch keine feine Abstufung mo¨glich ist. Bei H.261 lassen sich beispielsweise
zwei Ebenen und bei MPEG drei Ebenen unterteilen (siehe Abbildung 2.10 und
2.11). In MPEG–2 ist weiterhin eine Komponente zur temporalen Kompressi-
on von Stereo–Bildsequenzen standardisiert, die fu¨r Videokonferenzen jedoch
nicht relevant ist.













Verteilen der Bilder auf einzelne Layer
original
Abbildung 2.9.: Mo¨glichkeiten der temporalen Skalierung mit M–JPEG
Neben den einzelnen Verfahren existieren hybride Techniken, die die tempo-hybride Techni-
ken rale und ra¨umliche Kompression hintereinander durchfu¨hren [87]. Die Reihen-
folge und die Wichtung der Einzelkompression ha¨ngt dabei in einem starken
Maße von der Anwendung ab.
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Abbildung 2.10.: Mo¨glichkeiten der temporalen Skalierung mit H.261 (Ebene















Abbildung 2.11.: Mo¨glichkeiten der temporalen Skalierung mit MPEG (Ebene
1: I–Frames, Ebene 2: B–Frames, Ebene 3: P–Frames)
Weitere Kompressionsmo¨glichkeiten
Die Wavelet–Kompression bildet eine andere Mo¨glichkeit der Bildkomprimie- Wavelet– Kom-
pressionrung. Grundidee ist eine Transformation des originalen Bildes in einen Fre-
quenzbereich unter Nutzung von linearen Funktionen innerhalb von bestimm-
ten Intervallen. Zur Zeit wird die auch sehr aufwendige Waveletkompression
nur fu¨r Standbilder eingesetzt, beispielsweise in JPEG2000 [81]. Hierbei ist
man auch bestrebt, heterogene Systemumgebungen durch Layered–Coding–
Techniken zu unterstu¨tzen [87].
Fractal Coding basiert auf die Verwendung von affinen Gebieten, iterativen Fractal Coding
Systemfunktionen und dem Collage–Theorem. Der Kompressionsaufwand ist
ebenfalls sehr hoch, so dass eine Echtzeitkompression fu¨r bewegte Bilder in
Videokonferenzsystemen kaum mo¨glich ist.
2.5.2. Audioverarbeitung
Die Sprache ist in einem Videokonferenzsystem das wichtigste Medium u¨ber-
haupt, da in ihr die meisten Informationen enthalten sind. Somit muss eine ho-
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he Qualita¨t der Sprachu¨bertragung auch in Situationen gewa¨hrleistet werden,
in denen die Netzwerkkapazita¨ten knapp werden. Im Gegensatz dazu kann auf
die hochwertige U¨bertragung der Videostro¨me bei schlechten U¨bertragungs-
kapazita¨ten notfalls verzichtet werden, da das Bild meist nur das typische
Kopf–Schulter–Portrait der Teilnehmer entha¨lt [114].
Fu¨r die Audiokompression wurde eine Vielzahl von Ansa¨tzen entwickelt, die
unterschiedliche Datenraten und Qualita¨ten unterstu¨tzen, die maßgeblich von
der ISO und der ITU–T gepra¨gt wurden.
Entwicklungen der ISO
Die ISO hat mit dem MPEG Layer 3 (MP3) ein popula¨res Kompressionsver-
fahren fu¨r Audiodaten, insbesondere Musikdateien, entwickelt. Weitere Ein-
satzgebiete sind im Bereich des Home–Entertainments und im Zusammenhang
mit den MPEG–Videostandards zu finden. MP3 entfernt dabei Frequenzberei-
che aus dem originalen Audiostrom, die das menschliche Geho¨r kaum wahr-
nimmt. Dabei werden Bitraten von 2.5 bis 192 kbit/s unterstu¨tzt. Eine Echt-
zeitkompression mit dem sehr komplexen Codec ist aber nur mit sehr leis-
tungsstarken Endsystemen realisierbar, wodurch ein Einsatz fu¨r Videokonfe-
renzsysteme nur bedingt mo¨glich ist.
Entwicklungen der ITU–T
Die ITU–T hat eine weitaus gro¨ßere Anzahl von Verfahren fu¨r die Audiokom-
pression entwickelt und standardisiert als die ISO.
Ein analoges Audiosignal, das bereits in elektrischer Form vorliegt, wird
mittels Pulse Code Modulation (PCM) in ein bina¨res, digitales Signal umge-
wandelt. Die Parameter der PCM, die Bandbreite von ca. 3 kHz (300 – 3400
Hz), die Abtastrate von 8 kHz und die Bittiefe von 8 bit, wurden von der
ITU–T im G.711–Standard standardisiert [63]. Dies entspricht einer normalenG.711
Telefonqualita¨t. Daraus resultiert eine Bitrate von 64 kbit/s (= 80001
s
× 8 bit).
Eine Kompression ist im G.711 Standard nicht vorgesehen. Somit ist er wenig
komplex, robust gegen Bitverfa¨lschungen und hat eine gute Sprachqualita¨t. Es
wird jedoch eine relativ hohe Bandbreite beno¨tigt.
Eine Audiokompression wird durch den G.721 Standard [64] realisiert, wobeiG.721
das durch den G.711 Standard erzeugte digitale Abbild als Eingangssignal
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fu¨r den Komprimierer genutzt wird. Als Basis wird die Adaptive Differential
Pulse Code Modulation (ADPCM) genutzt, das die Differenz zwischen zwei
aufeinander folgenden Abtastwerten in einemWert von 4 bit Tiefe abbildet und
somit eine Kompression von 50% erreicht. Die Bitrate reduziert sich dadurch
auf nur 32 kHz. Die Sprachqualita¨t unterscheidet sich kaum von der des G.711
Standards.
Eine weitaus ho¨here Audioqualita¨t bietet der G.722 Standard [65], die aus G.722
einer gro¨ßeren analogen Audiobandbreite von 7 kHz resultiert. Dadurch wer-




s“ deutlicher verstanden. G.722 un-
terstu¨tzt dabei verschiedene Ausgangsbitraten von 48, 56 und 64 kbit/s. Als
Basis dient ein Subband Coder mit je einem ADPCM–Modul pro Subband.
Das Prinzip ist in Abbildung 2.12 gezeigt. Das ADPCM–Modul des oberen
Bandes gibt einen 2 bit Wert und das des unteren Bandes einen 4, 5 oder 6
bit Wert zuru¨ck. Durch das Multiplexen der beiden Werte resultieren daraus













Abbildung 2.12.: Das Kodierungsprinzip des G.722 Standards
Der ITU–T Standard G.728 definiert einen CODEC (Coder and Decoder), G.728
der mit einer Bitrate von 16 kbit/s auskommt [66]. Die Komprimierung beruht
auf dem Low–Delay Code Excited Linear Prediction (LD–CELP) Prinzip, das
sich von den vorher erla¨uterten Methoden stark unterscheidet. G.728 nutzt
die Charakteristika der menschlichen Sprache und des menschlichen Ho¨remp-
findens weitaus mehr aus, als dies G.711 und G.721 tun. Als Eingangswerte
werden wiederum PCM–codierte Daten beno¨tigt, wobei aus fu¨nf aufeinander
folgenden Werten ein so genannter Quantisierungsvektor gebildet und dann
u¨bertragen wird. Die Verzo¨gerung, die durch den Kodierungs– und Dekodie-
rungsprozess auftreten, bela¨uft sich auf etwa 7 bis 10 ms. Der CODEC ist sehr
komplex, aber trotzdem relativ robust gegenu¨ber zufa¨lligen Bitverfa¨lschungen.
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Die G.729 Empfehlung der ITU–T [71] reduziert die beno¨tigte BandbreiteG.729
auf 8 kbit/s. Die Basis fu¨r die Komprimierung bildet das Conjugate Struc-
ture Algebraic Codebook Excitation Linear Prediction (CS–ACELP). Dieser
CODEC ist besonders fu¨r kabellose U¨bertragungen mit hohen Fehlerraten ge-
eignet. Die Verzo¨gerung vom Sender zum Empfa¨nger belaufen sich bei diesem
recht komplexen Verfahren auf circa 35 ms.
Der de facto Standard fu¨r Voice over IP (VoIP) ist der G.723.1 StandardG.723.1
[70], der mit einer Bitrate von 6,3 oder 5,3 kbit/s auskommt. Das ACELP–
Verfahren wird dabei fu¨r die niedrige Bitrate genutzt. Die ho¨here Bitrate wird
durch den Sprachkodierer MultiPulse–Maximum Likelihood Quantizer (MP–
MLQ) erreicht. Die starke Kompression hat allerdings ihren Preis in einer
starken Verzo¨gerung von mindestens 100 ms. Die Qualita¨t der Sprache ist mit
der eines herko¨mmlichen Telefons vergleichbar.
2.6. Netzwerkunterstu¨tzung und Transport
Einen entscheidenden Einfluss auf die Qualita¨t eines Videokonferenzsystems
hat die Netzwerkunterstu¨tzung und die Leistungsfa¨higkeit des Netzwerks.
Videokonferenzen ko¨nnen sowohl u¨ber leitungsvermittelnde als auch u¨ber
paketvermittelnde Netzwerke realisiert werden. Traditionell wurden leitungs-
vermittelnde Netzwerke, zum Beispiel ISDN, bevorzugt fu¨r Videokonferenzsys-
teme eingesetzt, weil aufgrund der physikalisch geschalteten Leitung die QoS
garantiert werden kann. Die Bitrate liegt stabil bei einem Vielfachen von 64
kbit/s, und die Verzo¨gerungen sind gering und konstant. Von Nachteil sind der
hohe Verwaltungsaufwand, die fehlende Flexibilita¨t bei der Nutzung, insbeson-
dere bei einem Ausfall einzelner Leitungen, und die schwierige Umsetzung der
Mehrteilnehmerkommunikation. Weiterhin wachsen die Betriebskosten stark
an, insbesondere wenn die Teilnehmer u¨ber eine große ra¨umliche Entfernung
kommunizieren.
In paketvermittelnden Netzwerken ist die Absicherung der QoS noch proble-paketvermitteln-
de Netze matisch, da keine direkte physikalische Verbindung zwischen den Kommuni-
kationspartnern besteht. Stattdessen werden auf einer physikalischen Leitung
mehrere logische Verbindung verschiedener oder derselben Kommunikations-
partner aufgebaut. Dies bewirkt eine bessere und flexiblere Nutzung der Lei-
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tung. Aus diesem Grund geht zur Zeit der Trend zu paketvermittelnden Netzen
wie dem Internet. Selbst der klassische Telefondienst wird u¨ber IP–Netzwerke
abgebildet. Fu¨r die Sicherung der QoS in IP–Netzwerken existieren zur Zeit
drei unterschiedlichen Ansa¨tze: die Integrated Services, die Differentiated Ser-
vices und das Multi–Protocol–Label–Switching. Parallel dazu existiert seit den
spa¨ten siebziger Jahren der Ansatz Internet Stream Protocol.
Die Integrated Services reservieren Ressourcen in den Netzwerkknoten unter Integrated
ServicesNutzung des Ressource Reservation Protocol (RSVP) [21, 180]. Hierbei werden
vom Sender zum Empfa¨nger PATH–Nachrichten geschickt, die die Weginforma-
tion vom Sender zum Empfa¨nger beinhalten. Die RESV–Nachrichten werden
auf dem PATH vom Empfa¨nger zum Sender geschickt und enthalten die Reser-
vierungsanforderungen. Die PATH– und RESV–Nachrichten werden periodisch
gesendet, um die Reservierung in den Routern aufrecht zu erhalten, da diese
nach der Soft–State–Idee Statusinformationen bei Ablauf von Timern lo¨schen.
Fa¨llt ein Teilnehmer aus, so wird auf diese Weise seine Reservierung nach ei-
niger Zeit automatisch gelo¨scht. Jeder Router verwaltet fu¨r jede reservierte
Verbindung Flow einen Soft State, wodurch RSVP nicht sehr gut skalierbar in
Bezug auf die gleichzeitige Nutzung durch mehrere Nutzer ist. Des Weiteren
wird RSVP nicht durch o¨ffentliche Netzbetreiber unterstu¨tzt, da entsprechende
Abrechnungsmechanismen fehlen. Aus diesem Grund ko¨nnen Integrated Ser-
vices fu¨r Videokonferenzsysteme nur in lokalen, selbst administrierten Netz-
werken eingesetzt werden.
Im Gegensatz zu RSVP werden bei den Differentiated Services [15] keine Differentiated
Servicesseparaten Signalisierungen entlang der einzelne Datenwege durchgefu¨hrt, son-
dern es werden allgemein gu¨ltige Verhaltensregeln in den Routern definiert, die
so genannten Per Hop Behaviors (PHBs). Im Type–of–Service–Feld des IP–
Headers werden DiffServ–Codepoints gesetzt, die zur Unterscheidung von Da-
tenstro¨men mit unterschiedlichen PHBs dienen. Zur Zeit existieren zwei PHBs,
das Assured Forwarding (AF)[56] und das Expedited Forwarding (EF)[80].
Unter Assured Forwarding (AF) [56] werden verschiedene Klassen (AF1 bis Assured Forwar-
dingAF4) mit einer so genannten Drop Precedence zur Verfu¨gung gestellt, wobei
Pakete unterschiedlicher Klassen vom Router differenziert behandelt werden.
Pakete gleicher Klassenzuteilung haben die gleiche Wahrscheinlichkeit, verwor-
fen zu werden. Mit diesem Verfahren lassen sich zum Beispiel Audiostro¨me als
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wichtige kontinuierliche Daten in Klassen mit niedriger Drop Precedence ein-
ordnen, um die Verlustrate gering zu halten. Eine konstante geringe Verzo¨ge-
rung la¨sst sich aber mit diesem Ansatz nicht erreichen [160]. Es ko¨nnen lediglich
Verlustwahrscheinlichkeiten von Paketen beeinflusst werden.
Mit dem Expedited Forwarding (EF) Ansatz [80] wird ein Dienst a¨hnlichExpedited
Forwarding einer leitungsvermittelten Strecke realisiert. Ankommende EF–Pakete werden
ohne Verzo¨gerung sofort weitergeleitet. EF setzt jedoch voraus, dass die Men-
ge des ankommenden EF–Verkehrs kleiner oder gleich den Ressourcen auf den
weiterfu¨hrenden Verbindungen ist. Dadurch wird gewa¨hrleistet, dass sich maxi-
mal ein Paket pro eingehender Verbindung in der EF–Warteschlange befindet.
Somit ist mit diesem Ansatz eine Minimierung der Verzo¨gerung mo¨glich [160].
Der dritte Ansatz, das Multi–Protocol–Label–Switching (MPLS), leitete sichMPLS
vom IP over ATM ab [132]. Das Verfahren sucht fu¨r jedes Datenpaket den
ku¨rzesten Weg durch ein Netz, wodurch das zeitaufwendige Weiterleiten der
Datenpakete im Hop–by–Hop–Routing umgangen wird. Jedes MPLS–Paket
kann dabei auch u¨ber ein Label mit Informationen u¨ber dessen Priorita¨t verfu¨-
gen. Mit MPLS la¨sst sich damit jeder Anwendung eine differenzierte Dienstgu¨te
zuordnen. MPLS ist jedoch sehr komplex und erfordert einen hohen Adminis-
trationsaufwand [133].
Zur Zeit lassen sich aber MPLS, Differentiated Services sowie die Integrated
Services nicht in o¨ffentlichen, globalen Umgebungen nutzen, sondern werden
eher in Intranets eingesetzt, in denen Echtzeitverkehr wie VoIP u¨bertragen
wird. Projekte wie Quasar [133, 126], Ge´ant/Tfngn [155], Sequin [32]
oder Internet2 [59] ko¨nnen nicht auf o¨ffentliche Netze u¨bertragen werden, da
zum einen noch keine Verfahren entwickelt worden sind, um die ho¨herwertigen
Dienste fu¨r die Echtzeitu¨bertragung abzurechnen. Zum anderen mu¨sste jeder
Router im o¨ffentlichen Internet um funktionelle Einheiten erweitert werden,
die diese Dienste erbringen. Dies ist ein a¨hnliches Problem, wie die Migration
des IP von Version 4 auf Version 6. Somit ist in naher Zukunft kaum mit einer
weltweiten Einfu¨hrung von DiffServ oder MPLS zu rechnen.
Das Internet Stream Protocol (ST) [44], das inzwischen weiterentwickeltInternet Stream
Protocol worden ist und als St–2 und St–2+ vorliegt [161, 36], beschreibt eine Kom-
munikationsarchitektur fu¨r den Transport von multimedialen Echtzeitdaten
wie Audio und Video. Mittels St lassen sich Netzwerkverbindungen mit ei-
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ner garantierten Dienstgu¨te aufbauen. Es wird das Addressierungsschema des
IP–Protokolls benutzt, wodurch St neben IP existieren kann. Weiterhin wird
vom St–Sender fu¨r jeden gesendeten Datenstrom eine Session ID (SID) gene-
riert, die im gesamten Netzwerk eindeutig ist. Jeder Netzwerkknoten, u¨ber den
dieser Datenstrom u¨bertragen wird, muss diese SID und die damit verknu¨pf-
ten Dienstgu¨teanforderungen solange verwalten, bis die Verbindung abgebaut
wird. Dieser Ansatz ist mit dem von ATM vergleichbar. St konnte sich bis-
her jedoch nicht durchsetzen, da der Ansatz sehr komplex ist, und sa¨mtliche
Internet–Router und –Endsysteme um St–Funktionalita¨ten erweitert werden
mu¨ssten. Dies ist mit denselben Schwierigkeiten verbunden, wie die Einfu¨hrung
von IPv6 oder DiffServ. Deshalb ist St immer noch in einem experimentellen
Zustand.
Das Problem der fehlenden QoS–Garantien in o¨ffentlichen paketvermitteln-
den IP–Netzen bleibt also immer noch zu lo¨sen. Deshalb mu¨ssen zur Zeit an-
dere Ansa¨tze genutzt werden, um eine Echtzeitu¨bertragung in globalen paket-
vermittelnden Netzen mit einer maximal mo¨glichen Dienstgu¨te zu realisieren.
In Kapitel 5 wird dazu ein Vorschlag unterbreitet.
Ein Vorteil der Paketvermittlung gegenu¨ber der Leitungsvermittlung liegt IP–Multicast
darin, dass eine Mehrteilnehmer–Kommunikation recht leicht u¨ber Multicast-
dienste realisiert werden kann, bei denen Netzwerkknoten die Erzeugung und
Weiterleitung von Duplikaten u¨bernehmen. Zur Zeit ist der empfa¨ngerbasierte
IP–Multicastdienst standardisiert. Empfa¨ngerbasiert bedeutet, dass jede Sta-
tion, die ein Empfa¨nger einer Multicastgruppe sein mo¨chte, dieser ohne Ein-
schra¨nkungen beitreten kann. Dadurch ko¨nnen sehr große Gruppen aufgebaut
werden. Das weltweit gro¨ßte Multicast Backbone (Mbone) wurde Anfang der
neunziger Jahre durch universita¨re Einrichtungen ins Leben gerufen. Hierbei
verbinden sich einzelne IP–Multicastinseln u¨ber IP–Tunnel und bilden so ein
gemeinsames Multicast–Backbone–Netzwerk.
Der entscheidende Nachteil des empfa¨ngerbasierten Multicast–Ansatzes ist,
dass die Gruppenzugeho¨rigkeit nicht beschra¨nkt werden kann und somit ein
Sender einer Multicastgruppe nicht genau weiß, wer die Daten empfa¨ngt. Des
Weiteren ist IP–Multicast aufgrund seines beschra¨nkten Adressraums nicht
beliebig in Bezug auf die Anzahl der gleichzeitig stattfindenden Konferenzen
skalierbar. IP–Multicast konnte sich außerdem nicht weltweit durchsetzen, da
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die Kosten fu¨r die Routertechnik recht hoch sind und die Bandbreite fu¨r den
Multicastdienst in den Routern auf typischerweise 1024 kbit/s beschra¨nkt wird.
Dadurch wird die Anzahl der gleichzeitig u¨ber einen Router betriebenen Video-
konferenzen ebenfalls beschra¨nkt. Des Weiteren haben private Anwender kaum
eine Mo¨glichkeit zur Nutzung von IP–Multicast, da die Internet Service Pro-
vider (ISP) oft keinen Multicastdienst zur Verfu¨gung stellen oder sogar durch
ihre Allgemeinen Gescha¨ftsbedingungen (AGB) ausschließen. Somit bleibt nur
die Mo¨glichkeit, selbst einen IP–Multicasttunnel durch das ISP–Netzwerk auf-
zubauen, wobei sich dann die Frage stellt, wer einen Endpunkt des Tunnels
zur Verfu¨gung stellt.
Im Konzept von St wurde bereits ein senderbasierter Multicastdienst in-ST
tegriert. Senderbasiert bedeutet, dass der Sender festlegt, wer die Empfa¨nger
seiner Daten sind. Ein St–Sender baut zu jedem Empfa¨nger eine explizite Ver-
bindung mit derselben Session ID (SID) auf. Die Netzwerkknoten entscheiden
beim Verbindungsaufbau aufgrund der Routinginformationen, ob sie den Ver-
bindungspfad aufspalten mu¨ssen. St konnte sich jedoch, wie schon erwa¨hnt,
bisher nicht durchsetzen und spielt deshalb keine Rolle mehr fu¨r ein senderba-
siertes Multicast.
In der Standardisierungsphase befindet sich zur Zeit ein senderbasiertesXCast
Multicastprotokoll XCast [16] fu¨r IP. XCast definiert einen eigenen Paket-
kopf (siehe Abbildung 2.13), der zwischen IP und UDP platziert wurde und
die Zieladressen aller Empfa¨nger (Zieladresse 1, ..., Zieladresse n) des
Datenpakets entha¨lt. Die Empfa¨ngerliste eines XCast–Datenpakets wird nur
von XCast–fa¨higen Routern analysiert und gegebenenfalls das Datenpaket du-
pliziert. Der letzte XCast–Router vor dem Ziel des Pakets entfernt den XCast–




(Zieladresse_1,  ..., Zieladresse_n)
Abbildung 2.13.: Vereinfachter Aufbau eines XCast–Paketes
Die XCast–Router geho¨ren einer definierten IP–Multicastgruppe an, u¨ber
die die XCast–Datenpakete verteilt werden. Die IP–Zieladresse eines XCast–
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Pakets muss deshalb eine fu¨r die XCast–Router festgelegte Multicastadresse
enthalten. Erst der letzte XCast–Router ersetzt die Zieladresse des IP–Kopfes
mit der IP–Adresse des Empfa¨ngers.
XCast ist zum gegenwa¨rtigen Zeitpunkt noch nicht ausgereift. Es sind noch
eine Reihe konzeptioneller Probleme zu lo¨sen, unter anderem das Entstehen
von Schleifen in Ethernet–Umgebungen [90]. Durch die Nutzung des empfa¨n-
gerbasierten IP–Multicastdienstes fu¨r die Kommunikation zwischen den XCast–
Routern ist trotz des senderbasierten XCast–Ansatzes keine Aussage u¨ber die
genaue Anzahl der aktuellen Teilnehmer mo¨glich, da einer IP–Multicastgruppe
unbegrenzt Teilnehmer beitreten du¨rfen. Außerdem gibt es bisher keine Mes-
sungen, die die Leistungsfa¨higkeit des XCast fu¨r Gruppen mit mehr als 10
Teilnehmern bewerten.
Aufgrund der schwierigen Einfu¨hrung von Multicastdiensten im Internet Overlay
Multicastwurden in den letzten zwei Jahren im Kontext der Peer–to–Peer Technolo-
gie versta¨rkt Ansa¨tze untersucht, um Multicastverteilstrukturen in die Anwen-
dungsebene zu verlagern. Diese Technik wird Application Layer Multicast, End
System Multicast oder Overlay Multicast genannt. Overlay Multicast–Ansa¨tze
haben den Vorteil, dass die Multicastdienste unabha¨ngig von Netzwerktech-
nologien, und –topologien sind. Jedoch werden Ressourcen des Netzwerks und
der Endsysteme sta¨rker belastet. Es haben sich drei wesentliche Ansa¨tze entwi-
ckelt: der Mesh First Ansatz, der Tree First Ansatz und der Implizite Ansatz
[8].
Der Mesh First Ansatz, der dem Narada Protokoll [28, 29] zugrunde liegt,
geht von einer vorhandenen vermaschten Topologie aus (siehe Abbildung 2.14).
Aus dieser vermaschten Topologie wird mittels bekannter Routingprotokolle,
wie zum Beispiel DVMRP [35], ein Baum pro Teilnehmer fu¨r die Datenvertei-
lung aufgebaut. Es werden periodisch Nachrichten u¨ber den Zustand des logi-
schen Netzes ausgetauscht, um dynamisch die optimalen Pfade zu bestimmen
sowie Fehler von Endsystemen zu erkennen. Dies erfordert jedoch insbesondere
fu¨r große Gruppen einen hohen Mehraufwand.
Das Your Own Internet Distribution (Yoid) [45] und Host Multicast (HMTP)
[179] basieren auf dem Tree First Ansatz. Hierbei wird ein Baum fu¨r die Vertei-
lung der Daten sukzessiv aufgebaut, der von allen Teilnehmern genutzt wird.
Dies fu¨hrt unter Umsta¨nden dazu, dass die Wurzel stark belastet wird und hohe
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Kontrolldaten in der vermaschten Topologie
Nutzdatenfluss über den Verteilbaum
Gruppenmitglied
Abbildung 2.14.: Mesh First Ansatz fu¨r Overlay Multicast
Verzo¨gerungen auftreten. Der Baum wird wie folgt aufgebaut. Ein so genann-
ter Rendezvous Point, der nicht unbedingt Teilnehmer der Gruppe sein muss,
verwaltet eine Liste mit allen Teilnehmern einer Gruppe. Diese Liste wird von
neuen Teilnehmern vor dem Beitritt zur Gruppe angefordert (siehe Abbildung
2.15 Schritt (1) und (2)). Der neue Teilnehmer kontaktiert eine Untermenge
der Gruppenmitglieder aus der angeforderten Liste, um daraus denjenigen zu
bestimmen, mit welchem er eine Verbindung fu¨r die Datenu¨bertragung aufbaut
(Schritte (3) bis (5)). Tree Frist Ansa¨tze unterstu¨tzen einen empfa¨ngerbasier-
ten Multicastdienst und sind somit stark an das IP–Multicast angelehnt. Des
Weiteren kennen die Teilnehmer der Gruppe nicht den gesamten Baum, son-
dern nur ihre direkten Nachbarn.
Nachdem ein Baum erstellt wurde, ko¨nnen zusa¨tzliche Verbindungen zwi-
schen den Teilnehmern aufgebaut werden, um diesen dynamisch zu optimieren.
Dies fu¨hrt somit zu einer vermaschten Topologie.
Implizite Ansa¨tze wie Scribe [24], Nice [9] und Content–Adressable Net-
work (CAN)–Multicast [130] erstellen den Verteilbaum und die Vermaschung
quasi gleichzeitig. Sie unterstu¨tzen den Aufbau von großen Multicastgruppen.
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Kontrolldaten für den Beitritt eines Teilnehmers
Gruppenmitglied











Abbildung 2.15.: Tree First Ansatz fu¨r Overlay Multicast
Nice basiert auf einer hierarchischen Topologie, bei der die Teilnehmer in ein-
zelne Cluster unterteilt werden. Dadurch wird eine gleichma¨ßige Ausnutzung
der Verbindungen zwischen den Teilnehmern gewa¨hrleistet. CAN–Multicast
liegt einem n–dimensionalen kartesischen Raum zugrunde, wobei jeder Teil-
nehmer ein Teil dieses Raumes ist. Dieser Ansatz ist sehr komplex und ist
nicht in der Lage, einen optimalen Multicastbaum zu erstellen [8]. Scribe
basiert auf einer Verteilung der Daten u¨ber ein Peer–to–Peer–Netzwerk wie
beispielsweise Pastry [134]. Jedoch werden Funktionen fu¨r die Weiterleitung
von Paketen auch von Teilnehmern des Peer–to–Peer–Netzes u¨bernommen,
die nicht unbedingt Teilnehmer der Multicastgruppe sind. Die Kopplung von
Overlay Multicast auf Basis eines Peer–to–Peer–Netzes erho¨ht die Komplexita¨t
des Scribe Ansatzes.
Peer–to–Peer Ansa¨tze sind grundsa¨tzlich fu¨r die U¨bertragung kontinuierli-
cher Daten geeignet und ko¨nnen somit in Videokonferenzsystemen eingesetzt
werden. Die Gruppenzusammensetzung kann jedoch nicht eingeschra¨nkt wer-
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den, da sich die bisherigen Ansa¨tze sehr stark an IP–Multicast und dessen
Eigenschaften anlehnen. Nachdem sich ein neuer Teilnehmer bei einem Ren-
dezvous Point u¨ber die Teilnehmer einer Gruppe informiert hat, kann er ohne
Weiteres der Gruppe beitreten. Um dies zu verhindern, mu¨sste eine explizite
Einladungsprozedur oder ein Sicherheitskonzept integriert werden.
U¨ber jedem Netzwerkprotokoll, ob nun IP, IP–Multicast, XCast oder Over-Transportschicht
lay Multicast, wird fu¨r die multimediale Echtzeit–Datenu¨bertragung das Uni-
versal Datagram Protocol (UDP) genutzt2. UDP ist jedoch nicht in der Lage,
Pakete zu ordnen, unterschiedliche Quellen zu unterscheiden oder Nutzlastty-
pen zu definieren. Dazu wird sich des bewa¨hrten Realtime Transport Protocol
(RTP) in Verbindung mit dem Realtime Transport Control Protocol (RTCP)
[137] bedient. RTP definiert einen Header fu¨r multimediale Datenpakete, der
unter Anderem einen Nutzdatentyp, eine Sequenznummer, einen Quellidentifi-
kator und einen Zeitstempel entha¨lt. Das Protokoll entha¨lt jedoch keine Proto-
kollfunktionen, wie zum Beispiel die Wiederherstellung der Paketreihenfolge.
Dies bleibt der Anwendung u¨berlassen. RTCP wird hauptsa¨chlich genutzt, um
Feedback–Informationen an den Sender eines RTP–Stromes zu geben. Es wer-
den aber auch teilnehmerspezifische Daten, wie Name, Telefonnummer, Email–
Adresse und so weiter, mittels RTCP ausgetauscht.
2.7. U¨berblick u¨ber vorhandene
Videokonferenzlo¨sungen
Es gibt zur Zeit ein breites Spektrum von Videokonferenzsystemen, die zum
Teil recht unterschiedliche Konzepte verfolgen. Dieser Abschnitt soll zuna¨chst
einen U¨berblick u¨ber derzeitige Videokonferenzsysteme geben, die in der For-
schung und Praxis eingesetzt werden. Dabei werden nur die Urspru¨nge der
Entwicklung und deren Hintergru¨nde erla¨utert, bevor abschließend die we-
sentlichen Merkmale von Videokonferenzsystemen in Abschnitt 2.8 diskutiert
werden.
Von der ITU–T wurde eine Serie von Standards entwickelt, denen die meis-H.32x
ten kommerziellen Videokonferenzsysteme zugrunde liegen. Die bedeutends-
2In einem ATM–Netzwerk stehen statt dem UDP verschiedene ATM Adaptation Layers
(AAL) zur Verfu¨gung, die echtzeitfa¨hig sein ko¨nnen, zum Beispiel AAL–2.
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ten Standards sind dabei H.320 fu¨r Videokonferenzen u¨ber ISDN [76] und
H.323 fu¨r Videokonferenzen u¨ber IP [78], der spa¨ter auch fu¨r VoIP interessant
wurde. Des Weiteren existieren Standards fu¨r das analoge Telefon und ATM
[79, 74]. H.32x Systeme bestehen aus Endgera¨ten (Terminals), Gatekeepern,
Gateways und Multipoint Control Units (MCUs). Endgera¨te ko¨nnen sowohl
Studio–, Roll–About– als auch Desktop–Systeme sein. Gatekeeper werden zur
Verbindungsverwaltung, der Abrechnung, Autorisierung und gegebenenfalls
zur Adressumwandlung beno¨tigt. Gateways ermo¨glichen die Kopplung unter-
schiedlicher Standardsysteme wie H.323 und H.320. MCUs bestehen aus einem
Multipoint Controller (MC) und einem Multipoint Processor (MP). Sie reali-
sieren Mehrteilnehmerkonferenzen, indem die Medienstro¨me mehrerer Quel-
len im MC verwaltet und im MP gemixt werden. Bedeutende Studiosysteme
sind Polycoms ViewStation und iPower [122], die Tandberg–Systeme 800 und
6000 [153], Vcons MC und Falcon Systeme [166], Intel ProShare [58] sowie
das SONY Contact [143]. Desktop–Systeme mit Unterstu¨tzung durch Hard-
warekarten werden durch die Firma Vcon (Escort, ViGo Pro, Cruiser) und
Polycom (ViaVideo) [122] angeboten. Reine Softwarelo¨sungen sind Microsofts
Netmeeting [102], CUSeeMe[174] und SUNs SUNForum [149]. Ebenfalls auf
Software basieren so genannte Web–Konferenzen, beispielsweise von FVC [42],
die einen Web–Browser als graphische Schnittstelle zum Nutzer anbieten.
Viele durch Universita¨ten und Forschungseinrichtungen entwickelte Video- MBone–basierte
Systemekonferenzsysteme sind Desktop–Systeme und basieren auf demMulticast–Back-
bone [175]. Diese ko¨nnen kostenfrei genutzt werden. Die bedeutendste Entwick-
lung sind die MBone–Tools Vic zur Videou¨bertragung [112], Vat [113], Rat
[157] zur Audiou¨bertragung und das WhiteboardWb [88]. Weiterhin existieren
die MBone–basierten Systeme USMInT [47] mit den Komponenten NeVit
zur Videou¨bertragung und NeVot zur Audiou¨bertragung sowie das Video-
konferenzsystem RendezVous [131], die Weiterentwicklung des Ivs–Systems
[163]. Die MBone–basierten Systeme sind jeweils selbsta¨ndige Applikationen,
die unabha¨ngig von einander genutzt werden ko¨nnen. Außer einer vorhande-
nen Multicaststruktur sind keine Voraussetzungen fu¨r den Betrieb dieser Vi-
deokonferenzsysteme zu erfu¨llen. Mbone–basierte Systeme sind ausschließlich
Desktop–Systeme, die ohne spezielle Hardware auskommen.
Das Videokonferenzsystem der Firma daViKo GmbH [34] ist ein IP–basier- DaViKo
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tes serverloses Desktop–Videokonferenzsystem, das sich insbesondere durch
die Verwendung von hochwertigen Kompressionsmethoden fu¨r die Audio– und
Videodaten auszeichnet. Des Weiteren werden Application Sharing und die
Aufzeichnung von Konferenzsitzungen unterstu¨tzt.
Mitte der neunziger Jahre wurden einige Videokonferenzsysteme entwickelt,ATM–Entwick-
lungen die auf dem Asynchronous Transfer Mode (ATM) basieren. Diese Systeme
wurden ebenfalls an Universita¨ten als Desktop–Systeme entwickelt. Beispiele
sind Isabel [37, 38], Covis [12] und das System der Hong Kong University
of Science and Technology Hkust [25]. Das an der BTU Cottbus entwickel-
te Videokonferenzsystem Covis (COttbuser VIdeoconference Service) ist aus
dem Ansatz Gcsva (Group Communication and Scalability in Videoconferen-
cing over ATM ) hervorgegangen. Aufgrund der ru¨ckla¨ufigen Entwicklung des
ATM–Marktes besitzen diese Systeme keine Einsatzperspektive mehr.
2.8. Gestaltungsmo¨glichkeiten von
Videokonferenzsystemen
Die Vielzahl der Videokonferenzsysteme la¨sst auf den ersten Blick die Un-
zula¨nglichkeiten einzelner kaum erkennen. Aus diesem Grund werden die Merk-
male
• Einsatzgebiet (lokal/global),
• Charakter (offen/geschlossen) und
• Topologie (zentral/dezentral/hierarchisch)
in Anlehnung an die in Abbildung 1.1 aufgestellten Anforderungen an ein Vi-
deokonferenzsystems diskutiert.
2.8.1. Einsatzgebiet
Videokonferenzsysteme ko¨nnen einerseits in lokalen Bereichen, wie beispiels-
weise einem Firmen– oder Campusnetzwerk, eingesetzt werden. Andererseits
mu¨ssen Videokonferenzsysteme durch die Globalisierung in der Wirtschaft
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auch u¨ber lokale Netzwerkgrenzen hinaus eine zufrieden stellende Qualita¨t un-
terstu¨tzen. Sie mu¨ssen Strecken in globalen o¨ffentlichen Netzen u¨berwinden.
Inwieweit Videokonferenzsysteme fu¨r globale Konferenzen eingesetzt werden
ko¨nnen, ha¨ngt maßgeblich von drei Kriterien ab:
1. Die gegenwa¨rtigen Videokonferenzsysteme nutzen ein breites Spektrum
an Netzwerktechnologien, vom analogen Telefonnetz u¨ber ISDN, ATM
bis hin zu IP. Hierbei stellen sich Fragen nach der Verfu¨gbarkeit der
genutzten Technologie und nach den Kosten fu¨r eine globale Konferenz.
2. In einem globalen Netzwerk ko¨nnen sich die U¨bertragungsbedingungen
sta¨ndig a¨ndern. Fu¨r Videokonferenzsysteme, die in einem globalen Um-
feld eingesetzt werden sollen, ist es deshalb notwendig, sich an diese
A¨nderungen anzupassen. Somit muss ein globales Videokonferenzsystem
eine automatische Regelung der QoS–Parameter enthalten.
3. Globale Netzwerke ko¨nnen sehr heterogen sein. Zum einen kann die
Bandbreite zwischen einzelnen Netzwerkknoten variieren, und zum ande-
ren ko¨nnen die angeschlossenen Endsysteme sehr unterschiedliche Leis-
tungsparameter haben. Deshalb ist es fu¨r globale Videokonferenzsystem
wichtig, heterogene Systemumgebungen zu unterstu¨tzen.
ISDN und das analoge Telefonnetz sind weltweit vorhanden, und es wird Netzwerktechno-
logieeine gesicherte Qualita¨t der Verbindungen geboten. Jedoch verursachen glo-
bal geschaltete Verbindungen hohe Kosten, wodurch der Betrieb von H.320
und H.324 Videokonferenzsystemen teuer werden kann. Da beide Netze nicht
multicastfa¨hig sind, entstehen weitere Kosten fu¨r den Betrieb einer MCU, um
Mehrteilnehmerkonferenzen aufzusetzen.
ATM–Netzwerke spielen aufgrund der hohen Anschaffungskosten in der welt-
weiten Vernetzung von Computersystemen kaum eine Rolle. Zwar setzen ver-
einzelt lokale Netzwerke auf ATM auf, aber auch das ist eher eine Ausnahme.
Somit ko¨nnen Videokonferenzsysteme wie Covis, Hkust, Isabel und Syste-
me nach dem H.324 Standard nicht fu¨r den Aufbau einer globalen Videokon-
ferenz genutzt werden.
Die Internettechnologie hat sich in den letzten Jahren sehr rasant entwi-
ckelt und ist heute quasi weltweit verfu¨gbar. Die Einfachheit der Best–Effort
Paketvermittlung und die niedrigen Kosten haben zu diesem Erfolg gefu¨hrt.
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Grundsa¨tzlich wa¨ren also H.323, daViKo und die Mbone–Tools geeignet, um
globale Videokonferenzen aufzusetzen.
Die Grundlage fu¨r die VideokonferenzsystemeRendezVous,USMInT und
die Mbone–Tools bildet das Mbone auf Basis von IP–Multicast. Aufgrund
der bereits erwa¨hnten Einschra¨nkungen dieser Technik ko¨nnen diese Systeme
zuku¨nftig kaum noch fu¨r globale Konferenzen eingesetzt werden.
Die Einfachheit des IP–Protokolls beschra¨nkt es in der Nutzung fu¨r Echt-Adaptivita¨t
zeitanwendungen wie Videokonferenzen. Das globale o¨ffentliche Internet wird
gleichzeitig von Millionen Nutzern genutzt, wodurch kaum ausreichend Res-
sourcen fu¨r Echtzeitanwendungen zur Verfu¨gung gestellt werden ko¨nnen. Aus
diesem Grund sind zusa¨tzliche Mechanismen notwendig, die die Qualita¨tssiche-
rung der Datenu¨bertragung u¨bernehmen. Wie die Diskussion u¨ber Integrated
Services und Differentiated Services im Abschnitt 2.6 gezeigt hat, werden diese
Ansa¨tze heutzutage und auch in naher Zukunft nicht in einem breiten Maße
eingesetzt. Demnach sind Nutzer eines IP–basierten Videokonferenzsystems
auf den Best–Effort–Dienst des Internets angewiesen und mu¨ssen die Dienst-
qualita¨t an die vorhandenen Ressourcen anpassen.
Bei den H.323–Systemen, den Mbone–Tools, daViKo, Isabel und Ren-
dezVous existieren keine Mechanismen, um die Sendeleistung an die verfu¨gba-
ren Ressourcen automatisch anzupassen. Stattdessen muss der Nutzer die Sen-
deleistung von Hand einstellen, weshalb die Bedienung dieser Werkzeuge ein-
schla¨gige Erfahrungen vom Nutzer erfordert. Eine dynamische Anpassung an
die zur Verfu¨gung stehenden Bandbreite zwischen den Teilnehmern wird nur
durch einige H.323–Systeme, beispielsweise der Firma Vcon mit der Erweite-
rung PacketAssistTM [33] und Polycom mit der Erweiterung Dynamic Band-
width Allocation (DBA) [116], sowie durch Ivs [19] und USMInT mit dem in
[141] vorgestellten Ansatz unterstu¨tzt.
Globale Netze, wie beispielsweise das Internet, ko¨nnen unterschiedlich leis-Heterogenita¨t
tungsstarke Komponenten enthalten. Die Bandbreite zwischen einzelnen Net-
zen variiert sehr stark, wodurch sich unterschiedliche U¨bertragungskapazita¨ten
zwischen einzelnen Endsystemen ergeben. Des Weiteren kann die Leistung der
Endsysteme sehr unterschiedlich sein. Diese Heterogenita¨ten muss ein Video-
konferenzsystem beru¨cksichtigen.
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Die automatischen Bandbreiten–Anpassungsmechanismen PacketAssistTM
und DBA arbeiten nur auf Basis von Punkt–zu–Punkt–Verbindungen. Sie sind
nicht geeignet Mehrpunktverbindungen zu unterstu¨tzen. In USMInT und Ivs
wird der Teilnehmer einer Konferenz mit den geringsten Netzwerkressourcen
beru¨cksichtigt. Dadurch lassen sich Situationen nicht vermeiden, in denen Teil-
nehmer mit ausreichenden Ressourcen nur eine nicht zufrieden stellende Qua-
lita¨t geboten bekommen. Dies ist in den meisten Fa¨llen nicht akzeptabel. Selbst
mit der manuellen Steuerung in H.323–Systemen oder in den Mbone–Tools ist
es nur mo¨glich, die Sendeleistung an das leistungsschwa¨chste Mitglied anzu-
passen. Ansonsten wa¨ren Stausituationen die Folge, die selbst leistungsstarke
Verbindungen beeintra¨chtigen ko¨nnen.
RendezVous hat ein Layered–Coding–Kompressionsverfahren fu¨r die Vi-
deou¨bertragung integriert. Einzelne Qualita¨tsebenen werden an unterschiedli-
che Multicastgruppen gesendet, denen die Empfa¨nger entsprechend ihrer Leis-
tungsfa¨higkeit oder der Leistungsfa¨higkeit der Verbindung zum Sender beitre-
ten ko¨nnen. Dieses Prinzip wird auch als Layered Multicast bezeichnet [100]
(siehe Abbildung 2.16). Somit kann die Qualita¨t der Videou¨bertragung sehr











Abbildung 2.16.: Das Prinzip des Layered Multicast in RendezVous
Im angegebenen Beispiel sendet der Sender drei verschiedene Qualita¨tsebe-
nen L1 bis L3 an drei Multicastgruppen. Der Empfa¨nger 1 hat die ho¨chste
Leistung und tritt allen drei Multicastgruppen bei, die der Sender mit Daten
beliefert. Es kann so die maximal mo¨gliche Qualita¨t empfangen. Die Empfa¨nger
2 und 3 sind nicht so leistungsstark und treten deshalb nur den Multicastgrup-
pen mit den zwei Ebenen beziehungsweise der einen Grundebene bei. Die Qua-
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lita¨t reduziert sich dabei bei dem Empfa¨nger 3 auf eine minimal akzeptable
Qualita¨t.
Covis undHkust enthalten dynamische QoS–Mechanismen, die heterogene
Systemumgebungen unterstu¨tzen. Sie beru¨cksichtigen aufgrund der vorhande-
nen Reservierungsmechanismen in ATM jedoch nicht das Netzwerk, sondern
nur das Endsystem. Covis richtet sich im Gegensatz zu Hkust nach dem
leistungssta¨rksten Teilnehmer in der Gruppe. Schwa¨chere Teilnehmer mu¨ssen
den empfangenen Medienstrom so skalieren, dass sie ihn problemlos verarbei-
ten ko¨nnen [13]. Da diese Ansa¨tze zur QoS–Adaptierung nicht das Netzwerk
betrachten, sind sie fu¨r globale Videokonferenzen in IP–Netzen kaum einsetz-
bar.
2.8.2. Offene und geschlossene Videokonferenzsysteme
Videokonferenzsysteme ko¨nnen die Kommunikation von offenen und geschlos-
senen Gruppen unterstu¨tzen. Der Charakter der Gruppe entscheidet daru¨ber,
fu¨r welche Anwendung das System geeignet ist.
Offene Videokonferenzsysteme, auch lose gekoppelte (lightweigth / informalOffene Konferen-
zen / loose coupled) Systeme genannt [83], finden Einsatz fu¨r o¨ffentliche U¨bertra-
gungen wie Space–Shuttle–Starts, Lehrveranstaltungen und TV–Kana¨le. Da-
bei ist eine n : m – Kommunikationsbeziehung (n << m und n 6= m) typisch.
Im Extremfall ist n = 1 und m −→∞3 Die Mehrzahl der heute existierenden
Videokonferenzsysteme unterstu¨tzen offene Konferenzen, wie beispielsweise die
Mbone–Tools, USMInT und RendezVous.
Offen kann bei den meisten existierenden Systemen damit gleichgesetzt
werden, dass das Management der Konferenz nur rudimenta¨r oder gar nicht
vorhanden ist. Das fehlende Gruppenmanagement der Mbone–Tools und des
RendezVous–Systems fu¨hrt dazu, dass das System fu¨r jeden beliebigen Teil-
nehmer ohne Autorisierung einer anderen Partei zuga¨nglich ist. Ein beliebiger
Nutzer kann einer Gruppe beitreten und die u¨bertragenen multimedialen Da-
ten mitverfolgen, ohne dass die aktuellen Teilnehmer der Gruppe benachrich-
tigt werden. In USMInT wird zumindest eine explizite Einladung angeboten,
3Einen Spezialfall bildet eine 1:1–Kommunikation u¨ber Unicastverbindungen. In diesem
Fall handelt es sich um eine geschlossene Gruppe, da sich hierbei jeder Kommunikati-
onspartner kennt.
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wodurch teilweise eine geschlossene Sitzung mo¨glich ist. Jedoch ist bei Kennt-
nis der IP–Multicast–Adresse auch der unerlaubte Beitritt mo¨glich.
Der Zugriff auf gemeinsam genutzte Ressourcen und die Einstellung der op-
timalen QoS–Parameter lassen sich in offenen Systemen kaum sinnvoll steuern,
da die genaue Anzahl der beteiligten Endsysteme und deren Leistungsfa¨hig-
keit nicht bekannt ist. Einzig USMInT entha¨lt eine Floorkontrolle iFloor [142],
die moderierte und unmoderierte Sitzungen unterstu¨tzt. Da keine geschlossene
Gruppensicht existiert, sendet jeder Teilnehmer, der das Rederecht erlangen
mo¨chte, periodisch ein diesbezu¨gliches Signal an die Gruppe. Das Signal entha¨lt
einen Zeitstempel, mit dem jeder Teilnehmer eine zeitlich geordnete Sprecher-
warteschlange zusammenstellen kann. Der Teilnehmer, der am Anfang dieser
Liste steht, ist der aktuelle Sprecher. Zusa¨tzlich wird diese Liste durch einen so
genannten Announcer periodisch an die Gruppe verteilt, was allerdings zu einer
weiteren Belastung des Netzwerkes fu¨hrt. Die zeitliche Ordnung kann jedoch
nur eindeutig realisiert werden, wenn die Uhren aller Teilnehmer synchronisiert
sind. Mit dem Network Time Protocol (NTP) [104] sind zwar Genauigkeiten
bis in den Nanosekundenbereich mo¨glich, jedoch ha¨ngt dieser Wert stark von
dem verwendeten Betriebssystem und der Qualita¨t der Netzwerkverbindungen
ab. Der Verlust einer Floorkontrollnachricht kann außerdem zeitweilig zu In-
konsistenzen der Sprecherwarteschlange fu¨hren. Somit ist eine zuverla¨ssig und
fair arbeitende Floorkontrolle nicht voll gewa¨hrleistet.
In einem geschlossenen, auch eng gekoppelten (formal / thightly coupled), geschlossene
KonferenzenVideokonferenzsystem wird von einer bekannten und in der Regel kleinen An-
zahl von Teilnehmern ausgegangen [83]. Die Teilnehmer einer Sitzung kennen
sich untereinander, und jeder Beitritt eines neuen Teilnehmers wird allen Part-
nern angezeigt. Dadurch wird ein gewisser Grad an Vertraulichkeit erreicht, der
dem des Telefondienstes entspricht. Geschlossene Videokonferenzsysteme fin-
den vorwiegend Anwendung bei internen Firmengespra¨chen, privaten Treffen
oder Konsultationen, zum Beispiel in der Medizin, im Rechtswesen oder in der
Finanzberatung. Ein Einsatz in Teleteaching– und Telelearning–Umgebungen
ist ebenfalls vorstellbar, zum Beispiel um Seminare und Diskussionsrunden
durchzufu¨hren. La¨ngst haben Videokonferenzsysteme schon in Gerichtssa¨len
Einzug gehalten, so dass auch im Bereich des e–Government Anwendungen
gefunden werden ko¨nnen. Geschlossene Videokonferenzsysteme haben in der
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Praxis eine gro¨ßere Bedeutung als offene Konferenzen, da sie letztlich Tref-
fen und Beratungen des ta¨glichen Lebens abbilden, die eine weitaus gro¨ßere
Ha¨ufigkeit haben als o¨ffentliche Veranstaltungen.
Jeder Teilnehmer in einem geschlossenen Videokonferenzsystem ist, a¨hnlich
dem Peer–to–Peer Konzept, gleichzeitig Sender und Empfa¨nger von Audio–
und Videodaten, wodurch eine n:n–Kommunikationsbeziehung existiert. Die
Systeme enthalten ein explizites Gruppen– und QoS–Management sowie zu-
meist eine Floorkontrolle. Das QoS–Management ermo¨glicht in Zusammen-
arbeit mit der Gruppenverwaltung eine individuelle Anpassung der U¨bertra-
gungsqualita¨t an jeden Teilnehmer der Gruppe.
H.32x–Systeme, daViKo, Isabel, Hkust und Covis unterstu¨tzen eine ge-
schlossene Gruppenkommunikation4. Das Management in H.32x, Isabel und
Hkust ist zentral organisiert (siehe Abschnitt 2.8.3), wodurch auch der ge-
schlossene Charakter der Konferenz gesichert wird. Covis hingegen ist de-
zentral organisiert und basiert auf einem entsprechenden Transportdienst, der
geschlossene Konferenzen ermo¨glicht. Des Weiteren entha¨lt Covis eine Floor-
kontrolle, die moderierte und nicht moderierte Sitzungen erlaubt sowie ein
automatisches QoS–Management, das sich auf die Endsysteme bezieht. H.32x,
daViKo, Isabel und Hkust verfu¨gen weder u¨ber eine Floorkontrolle noch
u¨ber ein komfortables QoS–Management.
Die Geschlossenheit der Gruppe wird oft mit einer sicheren, vertraulichenGeschlossenheit
vs. Sicherheit Kommunikation gleichgesetzt. Geschlossene Gruppen sind a priori nicht voll-
sta¨ndig vertraulich. Sie bieten eine mit dem Telefonnetz vergleichbare Ver-
traulichkeit. Durch gezielte Angriffe innerhalb des Kernnetzes ko¨nnen deshalb
vertrauliche Inhalte in falsche Ha¨nde gelangen. Eine entsprechend starke Ver-
schlu¨sselung der Daten kann dies verhindern. Jedoch werden dafu¨r zusa¨tzliche
Ressourcen beno¨tigt, um das Datenaufkommen einer Videokonferenz bewa¨lti-
gen zu ko¨nnen. Zudem entsteht ein Mehraufwand fu¨r die Verteilung der Schlu¨s-
sel. Auf der anderen Seite sind vertrauliche und verschlu¨sselte Konferenzen
nicht gleich geschlossene Konferenzen. Werden verschlu¨sselte Daten u¨ber einen
empfa¨ngerbasierten Multicastdienst, wie dem IP–Multicast, verschickt, weiß
der Sender trotzdem nicht genau, wer die Daten in welcher Qualita¨t empfa¨ngt
beziehungsweise fu¨r eine mo¨gliche Entschlu¨sselung aufzeichnet.
4H.323 und daViKo ko¨nnen das IP–Multicast nutzen, wodurch auch offene Konferenzen
mo¨glich werden.
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Die Gewa¨hrleistung der Sicherheit in Videokonferenzsystemen bezu¨glich Au-
thentifizierung, Authentizita¨t und Integrita¨t ist ein eigensta¨ndiges Forschungs-
gebiet, das insbesondere unter dem Aspekt des verteilten Konferenzmanage-
ments noch eine Reihe ungelo¨ster Probleme entha¨lt. Die Lo¨sung dieser Pro-
bleme geht u¨ber die Zielstellung dieser Arbeit hinaus. Sie werden in einem
anderen Promotionsvorhaben am Lehrstuhl erarbeitet. Deshalb wird die Dis-
kussion hinsichtlich dieser Problematik nicht weiter vertieft.
2.8.3. Topologien von Videokonferenzsystemen
Bei der Gestaltung von Videokonferenzsystemen spielt die Wahl der Topologie
eine entscheidende Rolle, wobei zentralisierte und verteilte Ansa¨tze vorrangig
genutzt werden. Daneben gibt es hierarchische Videokonferenzsysteme sowie
hybride Ansa¨tze, die unterschiedliche Topologien fu¨r die Signalisierung und die
Medienu¨bertragung benutzen.
Zentralisierte Systeme, wie beispielsweise die H.32x Systeme, lehnen sich Zentrale Systeme
stark an das Client–Server–Modell an. Clients sind teilnehmende Hosts der
Konferenz, die sich mit dem Server in Verbindung setzen (siehe Abbildung
2.17). Der Server kontrolliert eine oder mehrere voneinander unabha¨ngige Sit-
zungen und regelt die Verteilung der Medienstro¨me an die Clients. Dazu geho¨rt
zumeist auch, dass der Server die Medienstro¨me aller Teilnehmer einer Sitzung
empfa¨ngt und anschließend mixt. Der gemixte Strom wird den Teilnehmern zu-
gestellt. Somit beno¨tigen die Clients nur eine geringe Funktionalita¨t, um die
Medien aufzunehmen und abzuspielen.
Zentralisierte Systeme sind recht einfach zu realisieren und zu handhaben,
da alle Managementfunktionen im Server durchgefu¨hrt werden. Im H.32x–
Standard werden dazu einGatekeeper und eineMultipoint Control Unit (MCU)
definiert. Der Gatekeeper steuert den Verbindungsauf– und –abbau. Die MCU
verteilt die Audio– und Videostro¨me an die einzelnen Teilnehmer.
Zentralisierte Ansa¨tze haben den Nachteil, dass der gesamte Datenverkehr
der Konferenz den Server durchla¨uft. Dieser kann dadurch zum Flaschenhals
der Kommunikation werden. Aus diesem Grund werden MCUs als Hardwa-
relo¨sungen mit zum Teil noch sehr hohen Anschaffungskosten angeboten. Eine
MCU von einem Provider zu mieten, senkt zwar die Anschaffungskosten, aber
dafu¨r sind die Betriebskosten ho¨her, und der Nutzer ist von die Verfu¨gbarkeit
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Abbildung 2.17.: Beispiel einer zentralisierten Architektur eines Videokonfe-
renzsystems
des Providers abha¨ngig. Ein weiterer Nachteil einer Hardwarelo¨sung ist die ge-
ringe Flexibilita¨t in Bezug auf neue Technologien und die schlechte Skalierbar-
keit in Bezug auf die Gruppengro¨ße sowie parallel laufenden Konferenzsitzun-
gen. Eine handelsu¨bliche MCU ist fu¨r 4, 8 oder 16 Teilnehmer ausgelegt. Ist die
MCU ausgelastet, ko¨nnen keine weiteren Teilnehmer der Konferenz beitreten.
Erweiterungen einer Einheit sind kaum mo¨glich. Des Weiteren ist die Steuerung
parallel laufender Konferenzen durch eine MCU beschra¨nkt. Einfache MCUs
unterstu¨tzen nur eine Sitzung. Preisintensive MCUs, wie sie beispielsweise von
Cisco im DFN–Videokonferenzdienst (DFNVC) [127, 168] eingesetzt werden,
unterstu¨tzen maximal 100 Teilnehmer, das heißt 33 Dreier–, 25 Vierer–, 20
Fu¨nfer–Konferenzen et cetera. Gro¨ßere Gruppen oder eine ho¨here Anzahl par-
alleler Sitzungen ist nur unter Anschaffung weiterer MCUs mo¨glich. Um diese
Problem zu lo¨sen, wurden Software–MCUs entwickelt, wie beispielsweise der
Microsoft Exchange Video Server [101]. Damit ist es mo¨glich, unterschiedli-
che Sitzungen aufzusetzen und parallel abzuhalten. Die Leistungsfa¨higkeit des
Videokonferenz–Servers muss jedoch recht hoch sein, um nicht der Flaschen-
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hals der Kommunikation zu werden. Bei der U¨berlastung des Server ko¨nnen
keine weiteren Teilnehmer einer laufenden Konferenz hinzugefu¨gt werden und
auch keine neuen voneinander unabha¨ngige Konferenzen aufgebaut werden.
Um eine MCU oder einen Server vor U¨berlast zu schu¨tzen, werden die Nut-
zungsrechte und –zeiten der jeweiligen Komponente von einer u¨bergeordneten
Instanz verwaltet. Allerdings unterstu¨tzt dieses Konzept spontane Sitzungen
kaum.
Der Server selbst stellt daru¨ber hinaus einen Single–Point–of–Failure dar.
Fa¨llt beispielsweise die MCU aus, bricht die gesamte Videokonferenz zusam-
men. H.323 la¨sst es in diesem Zusammenhang zu, dass die MCU–Fa¨higkeiten
in einem Endsystem integriert werden ko¨nnen, wie zum Beispiel bei Micro-
soft Netmeeting [102] oder Isabel. Der Initiator einer Konferenz startet seine
Endsystem–Komponenten und die MCU–Komponente fu¨r die Konferenz. Bei
Verlassen oder bei Fehlverhalten des Initiators kann jedoch die Konferenz been-
det werden, obwohl die verbleibenden Teilnehmer noch weiter kommunizieren
wollen. Dasselbe wu¨rde bei Ausfall der Verbindung zu der MCU passieren.
In globalen Konferenzen ist ein zentraler Ansatz auch deshalb ungeeignet,
weil sich die Verzo¨gerungen durch die globalen Entfernungen negativ bemerk-
bar machen ko¨nnen. Um dies zu verdeutlichen, soll folgendes Szenarium als
Beispiel dienen. Der Konferenzserver einer u¨berregional arbeitenden Firma
steht an ihrem Hauptsitz. Zwei oder mehr Teilnehmer, die sich in einer entfern-
ten Zweigstelle befinden, mu¨ssen dann auf dem Umweg u¨ber den Server am
Hauptsitz kommunizieren. Die Verzo¨gerung der Medienstro¨me wa¨re enorm.
In dezentralen Lo¨sungen u¨bernimmt jedes Endsystem die Aufgaben der Ver- Dezentrale Sys-
temewaltung, Signalisierung und Medienu¨bertragung. Sie sind vergleichbar mit dem
Peer–to–Peer–Konzept. Dezentrale Lo¨sungen unterstu¨tzen das spontane Auf-
setzen von Mehrteilnehmerkonferenzen, ohne dabei von Providern abha¨ngig zu
sein. Sie sind flexibel einsetzbar und vermeiden Leistungsengpa¨sse. Im Gegen-
satz zu zentralen Ansa¨tzen sind sie weniger fehleranfa¨llig und preiswerter. Des
Weiteren beschra¨nkt sich die Administration auf die Endsysteme. Server–, spe-
zielle Netzwerk– und MCU–Konfigurationen sind nicht notwendig. Dezentrale
Systeme sind besser skalierbar. Obwohl das Endsystem eines Teilnehmers aus-
gelastet sein kann, ko¨nnen trotzdem weitere Teilnehmer der Gruppe beitreten.
In Bezug auf das gleichzeitige Aufbauen von mehreren voneinander unabha¨ngi-
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gen Konferenzen sind dezentrale Ansa¨tze ebenfalls vorteilhafter als zentrale
Lo¨sungen. Der Aufwand fu¨r die Verwaltung einer dezentral organisierten Kon-
ferenz ist jedoch im Allgemeinen ho¨her, da alle Verwaltungsinformationen auf
jedem teilnehmenden Endsystem gespeichert und bearbeitet werden mu¨ssen































Abbildung 2.18.: Beispiel einer dezentral organisierten Topologie eines Video-
konferenzsystems
Die MBone–basierten Videokonferenzsysteme wie die Mbone–Tools, US-
MInT und RendezVous sowie daViKo sind dezentral organisiert. Eine kon-
sistente Verwaltung der Steuerdaten ist jedoch in diesen Systemen nicht vor-
gesehen und wa¨re auch kaum mo¨glich. Dadurch entsteht nur ein sehr geringer
Managementaufwand. Covis ist ebenfalls ein dezentrales Videokonferenzsys-
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tem, das aber im Gegensatz zu den MBone–basierten Systemen geschlossene
Konferenzen unterstu¨tzt. Hierbei spielt die Erhaltung der Konsistenz der Da-
ten des Gruppen– und QoS–Managements sowie der Floorkontrolle eine sehr
wichtige Rolle. Der Mehraufwand fu¨r die Verwaltung der Konferenzsitzung
ist also deutlich ho¨her als bei den MBone–basierten Systemen. Der Kern der
Lo¨sung ist ein Transportdienst, der die Konsistenz verteilter Managementda-
ten sichert (siehe Abschnitt 4.2).
Mbone–basierte Systeme und Covis nutzen IP– beziehungsweise ATM–
Multicast, wodurch sich der Aufwand fu¨r das Verbindungsmanagement redu-
ziert sowie Ressourcen fu¨r die Audio– und Videou¨bertragung geschont werden.
Allerdings haben sich, wie bereits erwa¨hnt, Multicastdienste im Internet bisher
nicht durchsetzen ko¨nnen und werden nur von wenigen Anwendern unterstu¨tzt.
Es ist nicht zu erwarten, dass sich dies in naher Zukunft a¨ndert. Somit stellt
sich das Problem, wie sich dezentrale Konferenzsysteme in der Zukunft effizient
mit Unicast–Diensten gestalten lassen.
Die Vor– und Nachteile von zentralen und dezentralen Topologien verei- Hierarchische
Systemenen hierarchische Systeme. Sie sind jedoch nicht sehr verbreitet. Hierarchische
Systeme bestehen in der untersten Ebene aus kleinen Konferenzgruppen, die
u¨ber einen zentralen Punkt, ein Gateway, miteinander verbunden sind. Die-
ser Verbund kann dann wieder einen Zugang zu einer weiteren ho¨heren Ebene
bilden (siehe Abbildung 2.19). Somit verteilen sich die Fehlerpunkte der Kom-
munikation auf mehrere Gateways. Fa¨llt beispielsweise ein Gateway zwischen
Ebene 1.1.2 und Ebene 1.1 aus, ko¨nnen die verbleibenden Gruppen trotzdem
die Kommunikation fortsetzen. Etwas kritischer ist der Ausfall eines Gateways
der oberen Ebene, da somit die u¨berregionale Kommunikation zum Erliegen
kommt. Aber die Kommunikation der unteren Ebenen bleibt davon unberu¨hrt.
Vorteilhaft in hierarchischen Systemen ist die Steuerung und Verwaltung von
Dienstgu¨teeigenschaften, die fu¨r eine Untergruppe zentral in den Gateways
realisiert werden kann. Ein weiterer Vorteil besteht darin, dass die verschiede-
nen Ebenen unterschiedliche Architekturen und Topologien enthalten ko¨nnen.
Somit besteht die Mo¨glichkeit, mit Systemen unterschiedlicher Art zu kom-
munizieren. Grundsa¨tzlich bilden die Gateways aber auch einen Engpass der
Kommunikation, der durch ein geschicktes QoS–Management in den einzelnen
Ebenen vermieden werden kann.
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Abbildung 2.19.: Beispiel einer hierarchischen Gruppenkommunikation
Der H.32x–Standard bietet die Mo¨glichkeit einer hierarchischen Kommuni-
kationsstruktur, indem MCUs kaskadiert werden. Hierbei wird eine MCU mit
einer oder mehreren anderen MCUs verbunden. Somit kann auf eine einfache
Art ein hierarchisches System aufgebaut werden. Abbildung 2.20 zeigt als Bei-
spiel die Struktur des DFN–Videokonferenzdienstes (DFNVC) [96, 168]. Die
MCUs wirken als Gateway zwischen verschiedenen H.323–Zonen, die u¨ber das
G–WiN verbunden sind. Zu beachten ist, dass die H.32x–Standards ebenfalls
Gateways (GW) definieren. Ihre Aufgabe besteht jedoch nur darin, Umwand-
lungen durchzufu¨hren, die an den Standardu¨berga¨ngen notwendig sind. Bei-
spiele sind H.323/H.320–Gateways, die IP mit dem ISDN verbinden (siehe
Abbildung 2.20). Eine beliebige Kaskadierung ist jedoch nicht mo¨glich. Einer-
seits werden die Bilder der gemixten Videostro¨me sehr klein, und andererseits
wird die Verwaltung zu aufwendig.
Hybride Systeme kombinieren diverse Kommunikationstopologien miteinan-Hybride Systeme































Abbildung 2.20.: Die H.323–Struktur am Beispiel des DFN–Videokonferenz-
dienstes DFNVideoConference nach [97]
Verteilung der Mediendaten ist beispielsweise bei Hkust und bei H.323 unter
Nutzung von IP–Multicast zu finden. Dies hat den Vorteil, dass der Verwal-
tungsaufwand gering ist und die Mediendaten kostengu¨nstig verteilt werden
ko¨nnen.
Die Kombination aus einer zentralen Steuerung einer Konferenz und einer
hierarchischen Verteilung der Mediendaten hat den Vorteil, dass Bedu¨rfnisse
einzelner Gruppen bezu¨glich der Dienstqualita¨t gesondert befriedigt werden
ko¨nnen, die Verwaltung aber einen geringen Aufwand hat. Mit dem H.323–
Standard ist diese hybride Topologie ebenfalls mo¨glich, indem die Multipoint
Processors (MPs) der MCUs hierarchisch verteilt, aber durch einen Multipoint
Controller (MC) zentral gesteuert werden.
2.9. Zusammenfassung
Dieses Kapitel hat einen U¨berblick u¨ber den aktuellen Stand der Entwick-
lung im Bereich der Videokonferenzsysteme gegeben. Es wurden Grundkon-
zepte wichtiger Videokonferenzsysteme vorgestellt und Anforderungen an ihre
Gestaltung diskutiert. Darauf aufbauend wurde der Frage nachgegangen, ge-
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schlossene Videokonferenzen u¨ber globale, o¨ffentliche Netzwerke durchzufu¨h-
ren. Die Analyse einiger bekannter Videokonferenzsysteme in Bezug auf ihre
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dezentraler Ansatz x x x x x
Unterstu¨tzung spontaner
Konferenzen
x x x x x
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Tabelle 2.1.: Analyse bekannter Videokonferenzsysteme hinsichtlich einiger
wichtiger Merkmale
Aus dieser U¨bersicht geht hervor, dass die derzeitigen Videokonferenzsys-
teme nicht oder nur unzureichend fu¨r die Durchfu¨hrung von globalen Konfe-
renzen geeignet sind. Einzig die ISDN–basierte Lo¨sung H.320 bietet weltweit
5sofern ISDN zur Verfu¨gung steht
6sofern IP–Multicast zur Verfu¨gung steht
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garantierte Bandbreiten. H.320 unterstu¨tzt auch geschlossene Gruppen. Je-
doch sprechen die hohen Betriebskosten gegen den globalen Einsatz. Durch
den zentralen Ansatz im H.320 fu¨r Mehrteilnehmerkonferenzen ist man außer-
dem gezwungen, sich diese teure Hardware zu kaufen oder bei einem Provi-
der zu mieten, was das Aufsetzen spontaner Konferenzen nicht erlaubt. Der
zentrale Ansatz birgt außerdem die Gefahr eines Flaschenhalses der Kommu-
nikation und eines Single–Point–of–Failure. Durch die fehlende Floorkontrolle
und das fehlende QoS–Management ist die Bedienbarkeit eines H.320–Systems
beschra¨nkt.
Die U¨bersicht zeigt, dass sich IP–basierte Systeme fu¨r den ta¨glichen Ge-
brauch kaum fu¨r eine globale Mehrteilnehmer–Videokonferenz u¨ber o¨ffentliche
Netzwerke eignen, bei denen geschlossene Beratungen durchgefu¨hrt werden sol-
len. Stattdessen wird in der Praxis oft auf die Nutzung von Video verzichtet,
und die Sprachkommunikation u¨ber das Telefonnetz realisiert. Dies ist darin
begru¨ndet, dass zum einen derzeit kaum geeigneten automatisierten Mecha-
nismen existieren, die die Qualita¨t der U¨bertragung von Echtzeitdaten an die
vorhandenen Ressourcen anpassen, wie bei H.323, den Mbone–Tools und Ren-
dezVous. Dadurch leidet die Bedienbarkeit und die Qualita¨t eines Systems.
Zum anderen werden kaum Ansa¨tze unterstu¨tzt, die heterogene Netzwerk–
und Systemumgebungen unterstu¨tzen. Nur RendezVous bietet einen manu-
ell gesteuerten Mechanismus, der allerdings vom Nutzer ein gewisses Maß an
Erfahrung erfordert. Außerdem setzen RendezVous, die Mbone–Tools und
USMInT auf eine Technik, die Trendaussagen zufolge an Relevanz verliert —
das IP–Multicast [8].
Aus Tabelle 2.1 ist ebenfalls ersichtlich, dass nur wenige Systeme geschlos-
sene Gruppen unterstu¨tzen, obwohl die Mehrzahl der Beratungen einen ge-
schlossenen Charakter haben. H.320–Systeme und ATM–basierte Systeme er-
lauben geschlossene Beratungen, was allerdings mit sehr hohen Betriebs– und
Anschaffungskosten verbunden ist. IP–basierte H.323–Videokonferenzsysteme
unterstu¨tzen geschlossene Gruppen. Dies wird jedoch bisher durch einen zen-
tralisierten Ansatz unter Verwendung von MCUs erreicht. Im praktischen Ein-
satz weisen diese Systeme, insbesondere Softwarelo¨sungen, relativ hohe Aus-
fallraten auf. Außerdem sind sie bezu¨glich der Gruppengro¨ße und der Anzahl
parallel laufender Konferenzen nur schlecht skalierbar. Wie bei H.320 ko¨nnen
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kaum spontane Mehrteilnehmerkonferenzen abgehalten werden. Eine dezentra-
lisierte Lo¨sung ist fu¨r solche Fa¨lle besser geeignet. Die zur Zeit existierenden
dezentralen IP–basierten Lo¨sungen sind jedoch nicht fu¨r die Durchfu¨hrung von
globalen Konferenzen u¨ber o¨ffentliche Netzwerke geeignet, da sie zumeist auf
IP–Multicast aufsetzen. Zudem werden heterogene System– und Netzumge-
bungen von den meisten Systemen nicht unterstu¨tzt.
Aus diesen U¨berlegungen heraus, leitet sich die Frage ab, wie globale, ge-
schlossene Videokonferenzen im o¨ffentlichen Internet realisiert werden mu¨ssen.
Wie kann eine ausreichend gute Qualita¨t in globalen Netzen gesichert werden?
Wie wird die Geschlossenheit einer globalen Gruppe ohne einen zentralen An-






Die Analyse der derzeit vorhandenen Videokonferenzlo¨sungen hat gezeigt, dass
diese meist nur unzureichend die Anforderungen an eine Videokonferenz fu¨r
geschlossene Gruppen in o¨ffentlichen Netzen unterstu¨tzen. Um die Frage zu
beantworten, wie geschlossene Videokonferenzen u¨ber das Internet gestaltet
werden mu¨ssen, werden im Folgenden zwei verschiedene, neuartige Ansa¨tze un-
tersucht und diskutiert. Der erste Ansatz namens Octopus [26, 27, 86] unter-
sucht die Mo¨glichkeiten, einen globalen Videokonferenzverbund durch das Zu-
sammenschalten von lokalen Videokonferenzsystemen aufzubauen. Aufgrund
der daraus gewonnenen Erkenntnisse wird ein Konzept fu¨r ein eigensta¨ndiges,
dezentral organisiertes Videokonferenzsystem mit dem Namen Bravis entwor-
fen und diskutiert. Dieses Kapitel gibt einen konzeptuellen U¨berblick u¨ber die
beiden Ansa¨tze, wie beispielsweise u¨ber die Architektur, die Funktionalita¨t
und die Topologie. Die Lo¨sung von speziellen Teilproblemen werden in den
Kapiteln 4 und 5 diskutiert.
3.1. Der OCTOPUS–Ansatz
3.1.1. Systemarchitektur des OCTOPUS–Ansatzes
Die Grundidee von Octopus ist der Aufbau einer globalen Videokonferenz Idee des Ansat-
zesdurch das Verbinden verschiedener lokaler Videokonferenzen u¨ber gro¨ßere Ent-
fernungen, zum Beispiel u¨ber das Internet, basierend auf UDP/IP und RTP,
oder u¨ber ATM–Netzwerke wie dem DFNATM–Dienst (siehe Abbildung 3.1).
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Damit sollen globale Konferenzen fu¨r geschlossene Gruppen mit einer gro¨ße-
ren Anzahl von Teilnehmern aufgebaut werden ko¨nnen. Die globale Konferenz
verfu¨gt u¨ber eine gemeinsame Floorkontrolle und ein dynamisches globales
Gruppenmanagement. Als lokale Videokonferenzsysteme werden hier die Sys-
teme an den jeweiligen Standorten bezeichnet, die auf lokalen oder regiona-
len Netzwerken laufen. Das Besondere des verfolgten Ansatzes ist dabei, dass
Octopus keinerlei Einschra¨nkungen an die Architektur des lokalen Video-








Abbildung 3.1.: Die Struktur des Octopus–Systems
deokonferenzsysteme unterschiedlicher Struktur und Technologie miteinander
verbunden werden ko¨nnen. Der Charakter der geschlossenen Gruppenkommu-
nikation der lokalen Videokonferenzsysteme bleibt jedoch erhalten. Die durch
Octopus verbundenen Videokonferenzen bilden dann eine globale Videokon-
ferenz, die alle lokalen Teilnehmer zu einer globalen Gruppe vereint.
Neben der Mo¨glichkeit, verschiedenartige Videokonferenzsysteme miteinan-Neuartige Funk-
tionalita¨ten der zu koppeln, entha¨lt der Octopus–Ansatz ein Gruppenmanagement, das
dynamisch den Beitritt und das Verlassen eines Teilnehmers oder einer Teilneh-
mergruppe unterstu¨tzt. Des Weiteren wird erstmals eine einheitliche Schnitt-
stelle fu¨r eine verteilt organisierte Floorkontrolle realisiert. Besonders hervor-
zuheben ist die Entwicklung eines dynamischen QoS–Managements, das neben
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den Netzwerk– und Systemressourcen auch die Wu¨nsche des Nutzers beru¨ck-
sichtigt (siehe Kapitel 5).
Das Octopus–Videokonferenzsystem ist in zwei Ebenen unterteilt (siehe 2–Ebenen–











Abbildung 3.2.: Ebenenstruktur von Octopus
konferenzsysteme, die autonom in ihrem jeweils vorgegebenen Operationsmo-
dus arbeiten. Die obere Ebene realisiert die Interaktion zwischen den lokalen
Konferenzsystemen. Die Schnittstelle der lokalen Systeme wird u¨ber einen so
genannten Gruppenkoordinator realisiert, der in jedes lokale Konferenzsystem
zu integrieren ist und die externe Kommunikation der lokalen Konferenz u¨ber-
nimmt. Der Gruppenkoordinator fungiert quasi als Gateway des lokalen Video-
konferenzsystems. Er stellt eine einheitliche Schnittstelle fu¨r die globale Kon-
ferenz bereit, die die mo¨glicherweise unterschiedliche Architektur der lokalen
Konferenz verdeckt. Die globale Ebene u¨bernimmt das Management der Kon-
ferenz. Es ist dezentral organisiert. Die Managementaktionen umfassen unter
anderem die Floorkontrolle, die Dienstgu¨te–Regulierung und die U¨bertragung
der Video– und Audiostro¨me zwischen den lokalen Konferenzen.
Mit dem Aufbau einer globalen Konferenz werden die Teilnehmer der lokalen
Konferenzen zu einer geschlossenen globalen Gruppe vereint. Diese Gruppe
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wird global verwaltet. So wird beispielsweise der Beitritt und das Ausscheiden
lokaler Teilnehmer allen Teilnehmern der Konferenz angezeigt.
Fu¨r den Austausch der Signalisierungsdaten zwischen den Gruppenkoordi-
natoren wird das Gruppenkommunikationsprotokoll GCP eingesetzt, das fu¨r
das Gruppenmanagement des Cottbuser Videokonferenzsystems Covis (siehe
Kapitel 4) entwickelt wurde. Dabei bilden die Gruppenkoordinatoren einen lo-
gischen Ring. Das GCP kann jedoch nicht in seiner urspru¨nglichen Fassung ge-
nutzt werden, da es auf einem senderbasierten Multicastdienst aufbaut, der ur-
spru¨nglich durch ATM bereitgestellt wurde. Aus diesem Grund musste die Pro-
tokollfunktionalita¨t des GCP neu gestaltet werden. Der Austausch der Audio–
und Videodaten zwischen den Gruppenkoordinatoren erfolgt Punkt–zu–Punkt,
um den geschlossenen Charakter der lokalen Konferenzen zu erhalten. Eine
Lo¨sung mittels IP–Multicast kommt daher nicht in Frage. Zur U¨bertragung
der Mediendaten wird in der Prototypimplementierung RTP [137] genutzt. Es
werden nicht alle Videostro¨me der Teilnehmer u¨bertragen. In Abha¨ngigkeit
von der zur Verfu¨gung stehenden Bandbreite und den Darstellungsmo¨glichkei-
ten in den Endsystemen werden nur ausgewa¨hlte Videostro¨me u¨bertragen. Der
dafu¨r in den lokalen Videokonferenzen verwendete Auswahlmechanismus wird
in Kapitel 5 beschrieben.
3.1.2. Floorkontrolle
In einer Gruppendiskussion mit einer hohen Teilnehmerzahl ist es schwierig,
die Disziplin in Bezug auf den Zugriff auf gemeinsam benutzte Ressourcen
zwischen den Teilnehmern aufrecht zu erhalten. Deshalb ist es in einem Vi-
deokonferenzsystem mit einer hohen Teilnehmerzahl besonders wichtig, eine
Floorkontrolle zu integrieren.
Durch das Zusammenschalten der lokalen Videokonferenzen zu einer globa-
len Konferenz werden die lokalen Floorkontrollstrategien, die die Vergabe des
Rederechts und den Zugriff auf gemeinsame Ressourcen wie Whiteboard oder
Telepointer regeln, durch eine globale Floorkontrolle ersetzt, der eine einheitli-
che Zugriffsstrategie fu¨r die globale Konferenz festlegt. Das Octopus System
verwendet in der ersten Ausbaustufe den Ansatz einer gemeinsamen Sprecher-
warteschlange, wie sie im Covis–System verwendet wurde [12]. Die globale
Sprecherwarteschlange, die auf den Bildschirmen aller Konferenzteilnehmer zu
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sehen ist, kann von jedem Teilnehmern der globalen Konferenz gea¨ndert wer-
den. Sie gibt dem Teilnehmer das Rederecht, der an erster Stelle eingetragen
ist. Als weiteres Schema wird das einer moderierten Konferenz eingefu¨hrt, bei
dem ein Konferenzleiter (Moderator) entscheidet, wer als na¨chster spricht.
3.1.3. Gruppenkoordinator
Der Gruppenkoordinator des Octopus–Ansatzes realisiert die externe Kom- Aufgaben
munikation eines lokalen Videokonferenzsystems. Er muss in jedes lokale Vi-
deokonferenzsystem, das an einer Videokonferenz nach dem Octopus–Ansatz
teilnehmen mo¨chte, eingefu¨gt werden. Die Gruppenkoordinatoren stellen eine
einheitliche Schnittstelle fu¨r die Kommunikation auf der globalen Ebene bereit.
Damit werden die verschiedenen Architekturen der lokalen Systeme verdeckt.
Die konkrete Struktur der Gruppenkoordinatoren ha¨ngt von dem jeweiligen Vi-
deokonferenzsystem ab. Beispielsweise kann in einem zentralisiert verwalteten
Videokonferenzsystem wie dem Hkust–System der Gruppenserver die Aufga-
ben des Gruppenkoordinators mit u¨bernehmen. In Covis, das eine dezentrale
Verwaltung verwendet, muss eine neue Komponente in das System eingefu¨hrt
werden. In diesem Fall zentralisiert der Gruppenkoordinator einige Funktionen,
die gewo¨hnlich in dezentraler Weise von dem System ausgefu¨hrt werden. Wei-
terhin muss der Gruppenkoordinator im Falle der Nutzung unterschiedlicher
Video– und Audiostandards in den lokalen Videokonferenzsystemen eine Kon-
vertierungsfunktion enthalten, um sie auf einen global einheitlichen Standard
zu u¨berfu¨hren.
Die wichtigsten Aufgaben, die ein Gruppenkoordinator zu erfu¨llen hat, sind:
• Aufbau der globalen Konferenz,
• Integration eines lokalen Videokonferenzsystems in eine bereits bestehen-
de globale Konferenz,
• Management des QoS auf globaler Ebene,
• Information der anderen Gruppenkoordinatoren u¨ber das Eintreten und
Verlassen lokaler Teilnehmer in die Konferenz,
• Aussenden und Empfang der Audio– und Videostro¨me,
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• Festlegung der Anzeige von Videostro¨men (siehe Kapitel 5).
Die Architektur des Gruppenkoordinators als Schnittstelle zwischen der lo-Architektur
kalen und der globalen Ebene entspricht dem Schema aus Kapitel 2.3. Es exis-
tiert ein Signalisierungsteil, der den Medienu¨bertragungsteil steuert. In Abbil-









































Abbildung 3.3.: Architektur des Gruppenkoordinators
Das Gruppenmanagement wird durch das Group Coordinator Information
Module in Verbindung mit dem Global Group Communication Module und dem
Local Group Communication Module realisiert. Das Group Coordinator Infor-
mation Module bildet das Herzstu¨ck des Gruppenkoordinators. In ihm werden
alle Informationen u¨ber die lokalen Teilnehmer und die entfernten Gruppen
verwaltet. Er u¨berwacht das Beitreten und Verlassen der Konferenz durch lo-
kale Teilnehmer sowie entfernter Gruppen und informiert die anderen Grup-
penkoordinatoren u¨ber Vera¨nderungen. Das Group Coordinator Information
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Module ist weiterhin fu¨r die Realisierung des QoS–Managements zusta¨ndig, das
in Kapitel 5 vorgestellt wird. Die Kommunikation mit den lokalen Teilnehmern
erfolgt durch das Local Group Communication Module entsprechend dem im
lokalen Videokonferenzsystem gu¨ltigen Gruppenkommunikationsprotokoll. Das
Global Group Communication Module kommuniziert mit den entfernten Grup-
penkoordinatoren u¨ber einen globalen Gruppenkommunikationsdienst, dessen
Gestaltung in Kapitel 4 diskutiert wird.
Das Floor Control Module ist fu¨r die Aktualisierung der gemeinsamen Spre-
cherwarteschlange auf den Bildschirmen der Konferenzteilnehmer verantwort-
lich. Lokale und entfernte Manipulationen der Warteschlange werden dem
Group Coordinator Information Module mitgeteilt beziehungsweise von ihm
angezeigt.
Die Audio– und Videou¨bertragung zwischen der lokalen Konferenz und den
entfernten Konferenzen fu¨hrt das Audio/Video Transmission Module aus. Es
werden die Datenstro¨me von dem Local Transport Protocol auf das Realtime
Transport Protocol (RTP)[137] und umgekehrt abgebildet. Falls ein Konver-
ter zwischen verschiedenen Audio– und Videoformaten erforderlich ist, wird
dieser ebenfalls in das Audio/Video Transmission Module integriert. Das Vi-
deo Stream Selection Module, das QoS Evaluation Module und das Video Fil-
tering Module unterstu¨tzen das Bandbreitenmanagement, das im Abschnitt
5.4.2 erla¨utert wird.
Die Nutzerschnittstelle wird durch das User Interface Module bereitgestellt.
Es stellt eine graphische Nutzerschnittstelle fu¨r Kontroll– und Management-
zwecke bereit. Es zeigt aktuelle Informationen zum Zustand der globalen und
der jeweiligen lokalen Videokonferenz an. Der Status der Floorkontrolle kann
ebenfalls abgefragt werden.
Der Vorteil dieser Struktur liegt in der Wiederverwendbarkeit der Mehr-
zahl der Module, siehe Abbildung 3.3. So kann durch einfaches Austauschen
der lokalen Kommunikationsschnittstellen ein anderes lokales Konferenzsystem
ebenfalls zu dem Verbundsystem kompatibel gemacht werden.
3.1.4. Kommunikationsszenarien
Das Abhalten einer globalen Konferenz in der geschilderten Art und Weise
erfordert eine Reihe von Kommunikationsszenarien zwischen den Gruppenko-
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ordinatoren und den lokalen Videokonferenzsystemen. Diese Kommunikations-
szenarien umfassen unter Anderem den Aufbau einer globalen Konferenz, das
Zuschalten eines lokalen Videokonferenzsystems zur globalen Konferenz, den
Beitritt bzw. das Ausscheiden lokaler Teilnehmer, den Ausfall von Teilnehmer-
rechnern oder des gesamten lokalen Videokonferenzsystems, das Ausscheiden
einer lokalen Konferenz und das Beenden der globalen Konferenz.
Aufbau der Konferenz
Jedes lokale Videokonferenzsystem unterscheidet zwei Betriebsarten: den loka-
len Modus und den globalen Modus. Im lokalen Modus la¨uft das lokale Video-
konferenzsystem separat und ist nicht an die globale Konferenz angeschlossen.
Der Gruppenkoordinator ist ausgeschaltet. Der lokale Modus ist der Ausgangs-
modus jeder lokalen Konferenz. Um eine globale Konferenz aufzubauen, muss
das lokale Videokonferenzsystem in den globalen Modus schalten, indem der
Gruppenkoordinator in alle Aktivita¨ten der lokalen Gruppe einbezogen wird.
Ein lokales System schaltet in den globalen Modus, wenn einer der Teilneh-
mer den Gruppenkoordinator explizit startet. Der Teilnehmer u¨bergibt dabei
die aktuelle Teilnehmerliste sowie die lokale Sprecherwarteschlange. Nach dem
Beitritt des Gruppenkoordinators in die lokale Gruppe schalten die anderen
Teilnehmer der Gruppe ebenfalls in den globalen Modus. Der Gruppenkoordi-
nator nimmt nun aktiv an der lokalen Konferenz teil.
Um eine globale Videokonferenz aufzusetzen, mu¨ssen sich zumindest zwei
lokale Videokonferenzsysteme im globalen Modus befinden. Ein Teilnehmer
aus einer lokalen Gruppe ist der Initiator der globalen Konferenz, indem er ei-
ne AppendGroup–Nachricht an den lokalen Gruppenkoordinator sendet (siehe
Abbildung 3.4 Schritt (1)). Aufgrund dieser Nachricht wird der entfernte Grup-
penkoordinator auf der globalen Ebene eingeladen (Schritt (2) und (3)). Im
Anschluss daran werden die Teilnehmerlisten und die Sprecherwarteschlangen
ausgetauscht (Schritt (4)). Der einladende Gruppenkoordinator setzt die emp-
fangene Sprecherwarteschlange an den Anfang der eigenen Warteschlange. Der
eingeladene Gruppenkoordinator ha¨ngt die empfangene Sprecherwarteschlange
entsprechend an das Ende seiner Liste, um so die Konsistenz der Warteschlange
zu wahren. Die aktualisierte Teilnehmerliste und Sprecherwarteschlange wird





















Abbildung 3.4.: Globaler Konferenzaufbau
Beitritt zu einer bestehenden Konferenz
Eine a¨hnliche Prozedur wird ausgefu¨hrt, wenn ein lokales Videokonferenzsys-
tem einer globalen Konferenz beitreten mo¨chte. Ein Teilnehmer aus einer lo-
kalen Konferenz sendet eine AppendGroup–Nachricht an den lokalen Grup-
penkoordinator, der dann den Gruppenkoordinator der einzuladenden Gruppe
kontaktiert (siehe Abbildung 3.4 Schritte (1) und (2)). Wird die Einladung an-
genommen (Schritt (3)), tauschen die Gruppenkoordinatoren die Teilnehmer-
listen und die aktuellen Sprecherwarteschlangen aus (Schritt (4)). Die Warte-
schlangen werden wie beim Aufbau der Konferenz in den Gruppenkoordina-
toren zusammengefu¨gt. Die Gruppenkoordinatoren verteilen dann die aktuali-
sierte Teilnehmerliste und die Sprecherwarteschlange an die lokalen Teilnehmer
(Schritt (5)).
Beitritt eines neuen Teilnehmers
Die globale Konferenz kann zu jedem Zeitpunkt durch den Beitritt eines neu-
en Teilnehmers vergro¨ßert werden. Die Prozedur des Beitritts ist vom jewei-
ligen lokalen Videokonferenzsystems abha¨ngig. Im Covis kann jeder Teilneh-
mer einen neuen Teilnehmer einladen, der diese Einladung besta¨tigen muss
(Schritt (1) bis (3)). Wa¨hrend dieser Prozedur werden dem neuen Teilnehmer
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Abbildung 3.5.: Beitritt eines Teilnehmers
die aktuelle Teilnehmerliste und die aktuelle Sprecherwarteschlange mitgeteilt
(Schritt (4)). Der Gruppenkoordinator wird in diesem Prozess als ein norma-
ler Teilnehmer der Gruppe behandelt. Nachdem der Gruppenkoordinator u¨ber
den Beitritt eines neuen Teilnehmers in seiner Gruppe informiert wird, teilt er
dies den entfernten Gruppen u¨ber deren Gruppenkoordinatoren mit (Schritt
(5) und (6)). Die entfernten Teilnehmer registrieren den neuen Teilnehmer in
ihrer Teilnehmerliste.
Das Hongkonger System nutzt ein a¨hnliches Schema zum Einladen eines
neuen Teilnehmers, wobei die Gruppenmanagementfunktionen vom Gruppen-
koordinator ausgefu¨hrt werden.
In diesem Zusammenhang ist jedoch die Wahrung der geschlossenen Grup-
pe noch etwas problematisch. Zur Zeit wird jede lokale Gruppe in eine globale
Konferenz aufgenommen, die sich im globalen Modus befindet und eingela-
den wird. Einen Mechanismus, der zu einer Ablehnung einer Einladung fu¨hrt,
ist vorgesehen, muss aber explizit im Gruppenkoordinator und in der lokalen
Konferenz integriert werden. Hierbei gibt es im Wesentlichen zwei Mo¨glichkei-
ten. Die erste Mo¨glichkeit besteht darin, dass dem Gruppenkoordinator mit-
geteilt wird, von wem eine Einladung erwartet wird oder welche Einladungen
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abgelehnt werden sollen. Dies ist jedoch ein sehr statisches Prinzip, das sich
eigentlich kaum fu¨r die Praxis eignet. Bei der zweiten Mo¨glichkeit wird die
Einladung an alle lokalen Teilnehmer weitergeleitet. Diese mu¨ssen dann ent-
scheiden, ob sie der laufenden globalen Konferenz beitreten mo¨chten oder nicht.
Dieser Ansatz ist fu¨r den praktischen Einsatz gu¨nstiger. Er erfordert jedoch
eine Erweiterung der lokalen Videokonferenzsysteme um ein Modul, mit dem
die globale Einladung verarbeitet wird.
A¨nderung der Sprecherwarteschlange
Die Erhaltung der Konsistenz der Sprecherwarteschlange bei ihrer A¨nderung
ist eines der zu lo¨senden Probleme in einem hierarchischen Ansatz wie dem


















Abbildung 3.6.: A¨nderung der Sprecherwarteschlange
Zeit in die Sprecherwarteschlange ein– und austragen. Die Anfrage an den
Floor wird zuna¨chst an den Gruppenkoordinator geschickt (siehe Abbildung
3.6 Schritt (1)). Um die Konsistenz der Sprecherwarteschlange zu sichern, muss
der Gruppenkoordinator zuna¨chst die Anfrage an die globale Gruppe verschi-
cken (Schritt (2)). Erst wenn sicher ist, dass die Anfrage alle anderen Gruppen-
koordinatoren empfangen haben, darf sie an die lokalen Teilnehmer geschickt
werden, um die lokalen Sprecherwarteschlangen zu aktualisieren (Schritt (3)).
73
3. Gestaltung geschlossener Videokonferenzsysteme u¨ber das Internet
Austritt eines Teilnehmers
Ein Teilnehmer einer lokalen Gruppe kann zu jeder Zeit aus der Konferenz aus-
treten. Dazu benachrichtigt er die lokale Gruppe und deren Gruppenkoordi-
nator. Der Gruppenkoordinator informiert die anderen Gruppenkoordinatoren
u¨ber den Austritt des Teilnehmers, die dann ihre eigenen lokalen Teilnehmer
informieren. Daraufhin wird der Teilnehmer aus der Teilnehmerliste und gege-
benenfalls aus der Sprecherwarteschlange entfernt.
Austritt einer lokalen Gruppe
Das Verlassen der Konferenz durch eine Gruppe wird durch einen Teilneh-














Abbildung 3.7.: Verlassen einer Gruppe
an den Gruppenkoordinator, der daraufhin die Gruppe der Gruppenkoordi-
natoren verla¨sst. Jeder Gruppenkoordinator informiert die lokalen Teilnehmer
u¨ber die ausgetretene Gruppe, wodurch alle Teilnehmer aus dieser Gruppe aus
der Teilnehmerliste und der Sprecherwarteschlange entfernt werden ko¨nnen.
Der Gruppenkoordinator der ausgetretenen Gruppe besta¨tigt das Verlassen
mit einer DisconnectSuccess–Nachricht an die Gruppe. Daraufhin ko¨nnen die




Ausfall einer lokalen Gruppe
Der Ausfall einer Gruppe stellt ein ernsthaftes Problem dar, weil es den lo-
gischen Ring unterbricht, auf dem sich die Gruppenkoordinatoren befinden.
Es wird durch den Ausschluss der fehlerhaften Gruppe aus der Konferenz
gelo¨st. Die verbleibenden Gruppenkoordinatoren werden daru¨ber informiert
und schließen den logischen Ring wieder. Die ausgefallenen Teilnehmer werden










Abbildung 3.8.: Ausfall einer Gruppe
Dieser Ausschluss der fehlerhaften Konferenzgruppe klingt sehr hart. Je-
doch wird durch das Signalisierungsprotokoll mehrfach versucht, einen U¨ber-
tragungsfehler zu beheben. Ein schwerwiegender Fehler, wie beispielsweise der
Ausfall des Gruppenkoordinators oder der Netzwerkverbindungen zwischen
den Gruppenkoordinatoren, kann jedoch nicht durch das Protokoll behoben
werden. Um den verbleibenden Teilnehmern trotzdem eine stabile Kommuni-
kation zu ermo¨glichen, wird die Fehlerstelle aus der Konferenz entfernt. Ein
spa¨teres erneutes Einladen der ausgefallenen Gruppe ist mo¨glich, um die Kon-
ferenz fortzusetzen.
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3.1.5. Bewertung des OCTOPUS–Ansatzes
In diesem Abschnitt wurden die Grundzu¨ge des Entwurfs fu¨r das Videokon-
ferenzsystems Octopus vorgestellt, das in einem gemeinsamen Projekt der
Hong Kong University of Science and Technology und der BTU Cottbus entwi-
ckelt wurde. Mit Octopus ist es nunmehr mo¨glich, verschiedene lokale Video-
konferenzsysteme mit unterschiedlichen Architekturen miteinander zu verbin-
den, um spontan globale, geschlossene Videokonferenzen aufzusetzen. Weitere
Kernelemente des Octopus–Ansatzes sind das dynamische Gruppenmanage-
ment, die integrierte Floorkontrolle sowie ein Priorita¨ten–basiertes Bandbrei-
tenmanagement. Es wurde ein Octopus–Gruppenkoordinator als Prototyp
fu¨r das Cottbuser Videokonferenzsystem Covis unter SUN Solaris implemen-
tiert und getestet. Erweiterungen, die fu¨r den globalen Betrieb des Covis not-
wendig sind, wurden in die Covis–Endsysteme integriert. Durch den Aufbau
von Konferenzen mit der Hong Kong University of Science and Technology
und durch Simulationen wurde das Verhalten des Verbundsystems getestet.
3.2. Der BRAVIS–Ansatz
In diesem Abschnitt wird das Videokonferenzsystem Bravis (BRAndenburg
VIdeo conferencing Service) vorgestellt, das am Lehrstuhl Rechnernetze und
Kommunikationssysteme der BTU Cottbus entwickelt wurde [123]. Im Rahmen
dieser Arbeit wurden dafu¨r Konzepte entworfen, Alternativen zu bisherigen
Lo¨sungen gesucht und gestalterische Aspekte untersucht, um geschlossene Vi-
deokonferenzsysteme u¨ber das Internet zu realisieren. Wa¨hrend Octopus das
Problem der Geschlossenheit von Konferenzgruppen durch den Verbund ver-
schiedener lokaler Videokonferenzsysteme untersucht hat, war das Ziel der Ent-
wicklung von Bravis die Entwicklung eines eigensta¨ndigen Systemansatzes,
der auf einem verteilten Managementprinzip beruht und geschlossene Grup-
pen in IP–Netzen unterstu¨tzt. Dabei wird von typischen Gruppengro¨ßen von
2 bis 10 Teilnehmern ausgegangen, wobei als Obergrenze fu¨r diese Entwick-
lung 25 Teilnehmer angenommen werden. Bravis wurde im Rahmen eines
Landesprojekts entwickelt und soll Teleteaching–Anwendungen wie Telesemi-
nare, Telekonsultationen, Pru¨fungen und Spezial–Vorlesungen unterstu¨tzen.
Er ist jedoch auch fu¨r weitere Einsatzfa¨lle nutzbar. Bravis basiert auf den
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zuvor entwickelten Videokonferenzsystemen Covis und Octopus. Im Fol-
genden werden die Grundzu¨ge des Bravis–Ansatzes vorgestellt und wichtige
Entwurfsentscheidungen diskutiert.
3.2.1. BRAVIS–Funktionalita¨t
Bravis bietet einen Desktop–Videokonferenzdienst fu¨r geschlossene Gruppen Dienstbeschrei-
bungin IP–Netzen, der von Workstation und PCs gestartet werden kann und auf ei-
nem verteilten Gruppen– und QoS–Management beruht. Konferenzen ko¨nnen
mit allen Teilnehmern geschaltet werden, die u¨ber die Bravis–Software ver-
fu¨gen. Die Floorkontrolle wie auch die Dienstgu¨teeinstellungen werden dezen-
tral in den Endsystemen vorgenommen. Bravis nutzt ebenfalls das fu¨r Co-
vis entwickelte Prinzip der dynamischen Skalierung der Videostro¨me, das die
Empfangsrate der Videostro¨me an die Belastung der Endsysteme automatisch
anpasst. Dadurch wird der Dekompressionsaufwand der Videostro¨me bei den
Empfa¨ngern reduziert und eine bessere Darstellungsqualita¨t erreicht. Die dafu¨r
notwendigen Berechnungen werden nach dem in [13] beschriebenen Prinzip
ausgefu¨hrt. Des Weiteren werden aus Nutzersicht die nachfolgend beschriebe-
nen Funktionen bereitgestellt.
Bravis unterstu¨tzt ein dynamisches Beitreten und Verlassen der Konfe- Dynamisches
Gruppenmanage-
ment
renz. Eine Konferenz kann von einem beliebigen Teilnehmer spontan initiiert
werden. Bravis sieht eine explizite Einladung neuer Teilnehmer durch einen
der Konferenzteilnehmer vor. Dies ist eine wesentliche Voraussetzung fu¨r die
Gewa¨hrleistung der Geschlossenheit der Gruppe. Die Aufforderung zur Einla-
dung basiert auf der Abstimmung zwischen den aktuellen Konferenzteilneh-
mern (soziales Protokoll). Die Konferenz kann von einem Teilnehmer zu jedem
Zeitpunkt verlassen werden.
In Bravis werden alle Teilnehmer der Konferenz auf den Bildschirmen der Differenzierte
Gruppendarstel-
lung
Teilnehmer dargestellt. Dabei kann das in Covis eingefu¨hrte Prinzip der Spre-
cherpriorisierung eingestellt werden, das dem aktuellen Sprecher eine bessere
Dienstgu¨te (Framerate, Bildgro¨ße) zuweist als den Zuho¨rern. Der Sprecher
wird in diesem Fall auch bevorzugt in den Skalierungsprozeduren behandelt.
Da die Darstellung aller Teilnehmer ha¨ufig nicht notwendig bzw. gewu¨nscht
ist sowie auch durch die beschra¨nkte Bildschirmgro¨ße begrenzt ist, wird in der
na¨chsten Ausbaustufe eine modifizierte Variante des fu¨r Octopus entwickel-
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ten Abstimmungsprinzips erga¨nzt [27], [184], das eine Auswahl der darzustel-
len Teilnehmer erlaubt, die zugleich fu¨r die Bandbreitenzuweisung ausgenutzt
werden kann.
Bravis unterstu¨tzt gegenwa¨rtig zwei Floor–Vergabestrategien: die FIFO–Geregelte Floor–
Vergabe Zuweisung u¨ber eine gemeinsame Sprecherwarteschlange und die Moderation.
Beide Modi ko¨nnen beim Konferenzstart und auch wa¨hrend der Konferenz
eingestellt werden. Die Sprecherwarteschlange ist auf allen Bildschirmen sicht-
bar und kann von den Teilnehmern unabha¨ngig manipuliert werden (Eintragen
und Austragen von Sprechwu¨nschen). Der Erste in der Warteschlange besitzt
das Rederecht und zugleich den exklusiven Zugriff auf das Whiteboard. Die
Moderation ist basierend auf dem Warteschlangenkonzept realisiert, indem ei-
nem Teilnehmer, dem Moderator, exklusiv das Recht zur Manipulation der
Warteschlange und damit zur Vergabe des Rederechts gegeben wird. Das Um-
schalten in den moderierten Modus wa¨hrend einer laufenden Konferenz muss
durch eine Abstimmung der Teilnehmer erfolgen.
Bravis entha¨lt eine Whiteboard–Komponente. Die Nutzung des Multime-Whiteboard
dia Lecture Board (mlb) der Universita¨t Mannheim [165] wurde angestrebt.
Die Integration erwies sich jedoch aufgrund der unterschiedlichen verwende-
ten Signalisierungsprotokolle und Floorkontroll–Strategien im ersten Schritt
als zu komplex. Deshalb wird vorerst eine einfache Whiteboard–Komponente
integriert, die neben der graphischen Ein– und Ausgabe eine textuelle Schnitt-
stelle zum Nutzer fu¨r kleine Textnachrichten hat, a¨hnlich einem Internet–Chat.
Die Textnachrichten ko¨nnen sowohl an einen als auch an mehrere Teilnehmer
gleichzeitig gesendet werden. Eine Regelung des Zugriffs auf den Chat u¨ber
die Floorkontrolle gibt es nicht, um kleine Diskussionen per Text unter den
Zuho¨rern zuzulassen.
Fu¨r den Zugang zu Bravis steht eine speziell gestaltete graphische Nutzer-Graphische Nut-
zerschnittstelle schnittstelle zur Verfu¨gung, die dem Nutzer neben der Darstellung der Kon-
ferenzteilnehmer eine einfache und einheitliche Bedienung der Steuerelemente





Bravis soll Teilnehmer an verschiedenen Standorten im Internet miteinander
verbinden. Obwohl prima¨r eine regionale Anwendung vorgesehen ist, existieren
genau genommen keine (regionalen) Obergrenzen. Der Bravis–Ansatz nimmt
keine einheitliche Netztopologie an, wie sie zum Beispiel in einem lokalen Netz
gegeben ist. Er geht davon aus, dass sich die Teilnehmer in verschiedenen
Netzen befinden, die u¨ber eine unterschiedliche Dienstgu¨te verfu¨gen.
Bravis nutzt vom Grundansatz her die gleiche Topologie wie Octopus
(siehe Abbildung 3.9). Es verzichtet jedoch auf die Integration eines speziel-















Abbildung 3.9.: Die Bravis Topologie
expliziten Gateways wird mo¨glich, weil Bravis im Gegensatz zum Octopus–
Ansatz davon ausgeht, dass alle Teilnehmer u¨ber die gleiche Videokonferenz-
schnittstelle verfu¨gen. Des Weiteren sind die Endsysteme in den letzten Jah-
ren um ein Vielfaches leistungsfa¨higer geworden, so dass sie die Aufgaben des
Octopus–Gruppenkoordinators bewa¨ltigen ko¨nnen. Bravis lehnt sich hier-
bei an die in den letzten Jahren versta¨rkt entwickelten Peer–to–Peer–Konzepte
an, bei denen jeder Konferenzteilnehmer sowohl Sender als auch Empfa¨nger
ist. Da IP–Multicast nur einen empfa¨ngerbasierten Multicastdienst zur Ver-
fu¨gung stellt und somit nur offene Gruppen unterstu¨tzen kann, mu¨ssen im
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Bravis–Ansatz die Signalisierungs– sowie die Audio– und Videodaten u¨ber
Unicastverbindungen u¨bertragen werden.
Bravis nutzt einen logischen Ring fu¨r das Konferenzmanagement. Die Kom-Signalisierung
munikationstopologie wird jedoch maßgeblich durch das Signalisierungsproto-
koll bestimmt, das in Kapitel 4 eingehend diskutiert wird.
Unabha¨ngig von Overlay–Multicast–Ansa¨tzen [8] wurde in Bravis ein zwei-Audio– und Vi-
deodaten stufiges Konzept fu¨r die Verteilung der Audio– und Videodaten entwickelt, bei
dem alle Teilnehmer in Untergruppen aufgeteilt werden. In jeder Untergrup-
pe existiert ein ausgewa¨hlter Empfa¨nger, der die Multimediastro¨me der ent-
fernten Untergruppen dupliziert und an die anderen Teilnehmer der lokalen
Gruppe weiterleitet (siehe Abbildung 3.9). Die Kommunikation zwischen dem
ausgewa¨hlten Empfa¨nger und den anderen lokalen Gruppenmitgliedern erfolgt
ebenfalls Punkt–zu–Punkt, um eine geschlossene Gruppenkommunikation zu
ermo¨glichen. Verfu¨gt die lokale Gruppe u¨ber einen senderbezogenen Multicast-
dienst, kann dieser genutzt werden. Als ausgewa¨hlter Empfa¨nger kann jeder
Teilnehmer der lokalen Gruppe fungieren. Die Funktion wird von dem Konfe-
renzteilnehmer der lokalen Gruppe u¨bernommen, der die meisten Ressourcen
zur Verfu¨gung stellen kann. Die Aushandlung, welcher Teilnehmer der Leis-
tungssta¨rkste ist, wird durch das QoS–Management der Teilnehmersysteme
durchgefu¨hrt und dynamisch angepasst. Dabei ko¨nnen zwei Sonderfa¨lle ein-
treten: (1) alle Empfa¨nger befinden sich in der lokalen Gruppe oder (2) al-
le Empfa¨nger geho¨ren unterschiedlichen Untergruppen (bzw. Netzen) an. Die
Lo¨sung dieses Problems wird in Abschnitt 5.4.4 diskutiert.
Trotz der vera¨nderten Topologie bleibt das in Covis und Octopus [12],
[27] verwendete Prinzip der dynamischen Skalierung der Videostro¨me erhal-
ten. Jeder Teilnehmer sendet mit der maximalen Bandbreite an eine entfernte
Gruppe, die von dieser akzeptiert werden kann. Die maximale Bandbreite be-
stimmt sich aus der Bandbreite, die aktuell vom Sender zum Teilnetz vorhan-
den ist, und aus der Bandbreite, die das leistungssta¨rkste Teilnehmersystem in
diesem Netz verarbeiten kann. Leistungsschwa¨chere Teilnehmer mu¨ssen die an-
kommenden Videostro¨me entsprechend ihrer Leistungsfa¨higkeit skalieren, be-
vor sie diese Daten weiter verarbeiten. Dafu¨r werden Frame–Dropping–Filter




Aus der in den vergangenen Abschnitten beschriebenen Funktionalita¨t von
Bravis sowie den topologischen und organisatorischen Randbedingungen lei-
tet sich die in Abbildung 3.10 dargestellte Architektur des Videokonferenz-




























tur gliedert sich, wie bei multimedialen Anwendungen u¨blich, in einen Da-
tenu¨bertragungs– und Signalisierungsteil, die jeweils auf den Protokollen RTP
und GCP aufsetzen.
Den Kern des Signalisierungsteils bilden der Gruppenmanager und der QoS– Konferenz-
managementManager. Sie realisieren zusammen mit dem Floorkontroll–Modul die Funktio-
nen, die im Abschnitt 3.2.1 beschrieben wurden. Die Konsistenz der Manage-
mentdaten wird durch das Gruppenkommunikationsprotokoll GCP sicherge-
stellt, das in Kapitel 4 detailliert diskutiert wird.
Das Senden und Empfangen der Audio–, Video– und Datenstro¨me realisiert Medien-
bearbeitungder Datenu¨bertragungsteil. Die Verteilung der Audio– und Videodaten wird
auf Basis der in Abschnitt 3.2.2 beschriebenen Topologie durchgefu¨hrt. Als
Transportprotokoll fu¨r die Audio– und Videodaten wird RTP [137] genutzt.
Die Daten fu¨r das Whiteboard werden durch ein einfaches zuverla¨ssiges
Transportprotokoll, das eigens dafu¨r entwickelt wurde, u¨bertragen. Dieses Pro-
tokoll nutzt ebenfalls Unicast–Verbindungen, um den geschlossenen Charakter
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der Konferenz zu bewahren. Im Zusammenhang mit der in das Bravis–System
integrierten Floorkontrolle kann die U¨bertragungsreihenfolge der Whiteboard–
Daten sichergestellt werden, da dann nur der aktuelle Sprecher den Zugriff auf
das Whiteboard besitzt. Somit ist keine Synchronisation im Whiteboard oder
dem Transportprotokoll notwendig.
Die Mo¨glichkeiten der QoS–Regulierung des Videokonferenzdienstes sind be-QoS–
Management schra¨nkt, da der Dienst letztlich nur eine Anwendung ist, die nicht Einfluss auf
die Netzsituation nehmen kann. Bravis geht davon aus, dass sich die Teilneh-
mer in getrennten Netzen befinden, die unterschiedliche QoS–Modelle nutzen.
Deshalb beschra¨nkt sich Bravis vorerst auf die U¨berwachung der System-
last in den Endsystemen und der Netzsituation. Dafu¨r werden zwei Monito-
re genutzt. Der Betriebssystem–Monitor beobachtet die aktuelle Prozessorlast
und den Ressourcenverbrauch. Diese Beobachtungen werden genutzt, um die
Filterparameter fu¨r die dynamische Skalierung der Systemlast anzupassen [13].
Die U¨berwachung der Netzlast dient der dynamischen Anpassung der konti-
nuierlichen Datenstro¨me an die aktuelle Netzwerksituation. Die Resultate aus
beiden Beobachtungen fließen außerdem in die Festlegung des ausgewa¨hlten
Empfa¨ngers fu¨r eine Untergruppe ein. Ein anderer Gesichtspunkt des QoS–
Managements ist die Dienstgu¨tesicherung durch Nutzung von QoS–Modellen
wie IntServ und DiffServ, die auf ihre dynamische Konfigurierbarkeit durch die
eben genannten Monitore hin untersucht wurden. In Kapitel 5 wird auf dieses
Problem na¨her eingegangen.
3.2.4. Bewertung des BRAVIS–Ansatzes
Bravis bietet erstmals einen Videokonferenzdienst, der geschlossene Grup-
pen im Internet ohne einen Videokonferenzserver oder eine MCU unterstu¨tzt.
Dabei stellt der Ansatz nur sehr geringe Anforderungen an das Netzwerk, da
weder Multicast– noch QoS–sichernde Dienste fu¨r den Betrieb notwendig sind.
Durch diese geringen Anforderungen ist Bravis ideal fu¨r spontane Beratungen
in Firmen und im Privatleben geeignet. Mit der Nutzung der IP–Technologie ist
dieser Ansatz zudem sehr preiswert. Die grundlegenden Elemente des Ansatzes
sind die Unterteilung der Konferenzgruppe in lokale Untergruppen, die Punkt–
zu–Punkt–U¨bertragung zu ausgewa¨hlten Empfa¨ngern einer Untergruppe, die
Entwicklung eines geschlossenen Gruppenmodells durch GCP und das verteilte
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Gruppen– und QoS–Management. Die beschriebene Bravis–Architektur wur-
de fu¨r SOLARIS– und LINUX–Umgebungen implementiert und im Campus
der BTU Cottbus an ausgewa¨hlten Standorten, die bis zu 1,5 km entfernt sind,
installiert und getestet.
3.3. Zusammenfassung
Dieses Kapitel hat einen U¨berblick u¨ber die Ansa¨tze Octopus und Bravis
gegeben, die geschlossene Videokonferenzen u¨ber das Internet ermo¨glichen.
Beide Konzepte versprechen dabei eine Reihe von Vorteilen und Merkmalen,
die mit bisherigen Systemlo¨sungen nicht erreicht werden ko¨nnen.
Die Wahrung der Geschlossenheit der Gruppe stellt in globalen o¨ffentlichen geschlossene
GruppenNetzen wie dem Internet ein Problem dar, weil senderbasierte Multicastdienste
im Internet nicht verbreitet sind. Somit ko¨nnen keine effektive Verteilmecha-
nismen des Netzwerks fu¨r eine Gruppenkommunikation genutzt werden. Durch
neuartige Ansa¨tze fu¨r die Signalisierung und die Medienverteilung inOctopus
und Bravis wird sowohl eine effektive Verteilung der Konferenzdaten als auch
die Geschlossenheit der Gruppe erreicht. Diese Ansa¨tze werden im Kapitel 4
beziehungsweise im Kapitel 5 vorgestellt und diskutiert.
Octopus entha¨lt ein neuartiges QoS Management, das heterogene Netz- QoS Manage-
mentwerkumgebungen in der Weise unterstu¨tzt, dass die Medienstro¨me zwischen
den entfernten Gruppen individuell an die vorhandenen Ressourcen angepasst
werden. Somit erhalten Gruppen mit einer guten Netzwerkanbindung eine
ho¨here Qualita¨t als solche mit einer schlechten Anbindung. Auch in Bra-
vis wird dieses Konzept genutzt, da die Topologien beider Systemansa¨tze fu¨r
die U¨bertragung der Video– und Audiodaten sehr a¨hnlich sind. Heterogene
Endsysteme werden ebenfalls durch Octopus und Bravis unterstu¨tzt.
Mittels Octopus ko¨nnen spontane Konferenzen aufgesetzt werden, wenn Spontaneita¨t
sich die lokale Konferenz im globalen Modus befindet. In einem dezentral orga-
nisierten lokalen System wie Covis muss dazu der Gruppenkoordinator in die
laufende Konferenz eingebunden werden. Erst dann ist die Gruppe bereit, eine
entfernte Gruppe zu kontaktieren beziehungsweise eine Einladung einer ent-
fernten Gruppe anzunehmen. Diese Beschra¨nkung der Spontaneita¨t kann aber
durch ein automatisches Integrieren des Gruppenkoordinators in eine laufen-
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de Sitzung aufgehoben werden. In zentralisierten Lo¨sungen, wie dem Hkust,
wird die Software fu¨r den Gruppenkoordinator direkt auf dem Gruppenserver
gestartet. Dadurch ko¨nnen Systeme mit einem zentralisierten Ansatz spon-
tan eingeladen werden, da der Gruppenkoordinator nicht explizit der Gruppe
beitreten muss.
Das spontane Aufsetzen einer Videokonferenz wird mit Bravis erleichtert,
da nur die Endsysteme ohne zusa¨tzliche Zwischensysteme miteinander kom-
munizieren. Es ist keine Konfiguration eines Konferenzservers, Gruppenkoor-
dinators oder Netzwerks notwendig, um eine Konferenz zu starten.
Durch den Octopus–Ansatz ist es erstmals mo¨glich, lokale Videokonferenz-globale Konfe-
renzen systeme fu¨r den Aufbau von globalen Konferenzen zu nutzen. Der Vorteil liegt
darin, dass Octopus keine Bedingungen an das lokale System stellt, und so-
mit quasi jedes System u¨ber Octopus kommunizieren kann. Somit ko¨nnen
Investitionen fu¨r ein bereits gekauftes lokales Videokonferenzsystem erhalten
werden, und die Nutzer mu¨ssen nicht auf ein neues System umgeschult wer-
den. Octopus stellt dazu Schnittstellen zur Verfu¨gung, die auch fu¨r andere
ga¨ngige lokale Systeme, wie H.323 oder Isabel genutzt werden ko¨nnen.
Bravis stellt einen eigensta¨ndigen und unabha¨ngigen Ansatz fu¨r den Auf-
bau von globalen Konferenzen im Internet bereit. Im Gegensatz zu bisherigen
Systemen beru¨cksichtigt Bravis die Besonderheiten des Internets, wie bei-
spielsweise die Heterogenita¨t des Netzes und der Endsysteme sowie die schwan-
kenden zur Verfu¨gung stehenden Ressourcen des Netzwerks.
Der hierarchische Ansatz von Octopus bietet außerdem eine ho¨here Aus-Robustheit
fallsicherheit als zentralisierte Systeme, wie beispielsweise H.323. Auch ge-
genu¨ber einer hierarchischen Anordnung von H.323 MCUs, wie sie im DFN–
Videokonferenzdienstes (DFNVC) angeboten wird, ist Octopus robuster ge-
gen Fehlerfa¨lle. Bei einem Fehlerfall einer MCU, die sich in der Hierarchie recht
weit oben befindet, wird die gesamte Konferenz gesto¨rt, wobei jede Teilgruppe
in den unteren Hierarchieebenen betroffen ist. Dies liegt darin begru¨ndet, dass
der gesamte Audio– und Videoverkehr einer Konferenzschaltung u¨ber diese
MCU verteilt wird. Fa¨llt ein Gruppenkoordinator im Octopus–System aus,
so wird nur die lokale Gruppe dieses Gruppenkoordinators aus der Konferenz
entfernt. Die verbleibenden Gruppen ko¨nnen ungesto¨rt weiter kommunizieren.
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Der Ausfall eines Teilnehmers einer lokalen Gruppe hat keine Folgen fu¨r die
verbleibenden Teilnehmer.
Bravis ist durch den dezentralen Ansatz sehr robust gegenu¨ber Fehlerfa¨llen.
Tritt ein Fehler bei einem der Teilnehmer auf, kann die Kommunikation unter
Ausschluss dieses Teilnehmers fortgesetzt werden.
Zur Zeit werden in Octopus und Bravis die Daten nicht verschlu¨sselt Vertrauliche Be-
ratungenu¨bertragen. Durch die Geschlossenheit der Gruppe ist jedoch eine Vertrau-
lichkeit erreichbar, die mit der des Telefondienstes vergleichbar ist. Trotz-
dem kann durch dedizierte Angriffe Dritter die Kommunikation mit speziellen
Software–Werkzeugen belauscht werden. Besonders bei Broadcastmedien wie
dem Ethernet– oder den Funk–LANs in den lokalen Bereichen besteht diese
Gefahr. Deshalb wird gegenwa¨rtig in einer weiteren Arbeit ein Sicherheits-
konzept fu¨r den Bravis–Ansatz entwickelt, wodurch auch streng vertrauliche
Beratungen mit einer verschlu¨sselten Datenu¨bertragung mo¨glich werden. Die-
ses Konzept sieht verschiedene Sicherheitsstufen vor, die von den Teilnehmern
in Abha¨ngigkeit von der angestrebten Vertraulichkeit der Beratung vereinbart
werden ko¨nnen. Die Sicherheitsarchitektur soll in Bravis integriert werden
und kann gegebenenfalls auch fu¨r Octopus u¨bernommen werden.
Firewalls stellen oft auch ein Problem fu¨r Videokonferenzdienste dar, da so- Firewall
wohl MBone–basierte Systeme als auch H.323–Systeme Multicastadressen be-
ziehungsweise UDP–Ports dynamisch fu¨r die U¨bertragung der Medienstro¨me
zuweisen. Systeme, die einen breiten Bereich von offenen Portnummern beno¨ti-
gen, gelten als Sicherheitsrisiko fu¨r das jeweilige Netzwerk. Ansa¨tze fu¨r eine
dynamische Konfiguration von Firewalls durch die Anwender eines Videokonfe-
renzsystems sind auf eine a¨hnliche Weise sicherheitskritisch, da dadurch quasi
jedem Benutzer eine Schnittstelle zur Konfiguration der Firewall bereitsteht.
Mit Octopus und Bravis lassen sich diese Probleme weitgehend vermeiden,
da nur eine sehr geringe Anzahl von freien Ports zur Verfu¨gung stehen muss.
Ein fester Port wird fu¨r die Signalisierung u¨ber das Gruppenkommunikations-
protokoll beno¨tigt. Jeweils ein weiterer Port muss fu¨r die Video– und Audio-
kommunikation u¨ber RTP geo¨ffnet werden. Da auf eine Ru¨ckmeldung u¨ber
einen RTCP–Kanal verzichtet werden kann, ist die Reduzierung auf einen fes-
ten geo¨ffneten Port pro Medium mo¨glich. Ein weiterer Vorteil im Octopus
besteht darin, dass nur der Host, auf dem der Gruppenkoordinator installiert
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ist, von der Firewall freigegeben werden muss. Somit ist das verbleibende Netz-
werk weitgehend geschu¨tzt.
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Kern eines Videokonferenzsystems fu¨r geschlossene Gruppen ist die Siche-
rung der Geschlossenheit der Konferenzgruppe. Geschlossenheit bedeutet da-
bei, dass die ausgetauschten Audio–, Video– und Datenstro¨me nur die Part-
ner erreichen, die aktuell an der Konferenz teilnehmen. Geschlossene Video-
konferenzen erfordern deshalb ein senderbezogenes Sendeparadigma, das die
Empfa¨nger der Daten kennt. Fu¨r den Beitritt zur Konferenz ist somit eine
explizite Einladung oder Anmeldung notwendig.
Wie im Kapitel 2 bereits diskutiert, existieren zur Zeit keine zufrieden stel-
lenden Lo¨sungen fu¨r einen senderbezogenen Multicastdienst im Internet. Zen-
tralistische Ansa¨tze wie die H.32x–Systeme lo¨sen das Problem der Geschlossen-
heit der Konferenzgruppe durch eine explizite Anmeldung beim Gruppenser-
ver, dem Gatekeeper, bei dem sich alle Konferenzteilnehmer an– und abmelden
mu¨ssen.
Videokonferenzlo¨sungen, die auf MBone aufbauen, ko¨nnen geschlossene Grup-
pen nur unter Verwendung zusa¨tzlicher Sicherheitsmechanismen wie der Ver-
schlu¨sselung der Teilnehmer–Videostro¨me sichern, weil das zugrunde liegen-
de U¨bertragungsprinzip des IP–Multicast keine geschlossenen Gruppen un-
terstu¨tzt. Jeder Teilnehmer, der die Multicast–Adresse kennt, kann sich (un-
bemerkt von allen anderen Teilnehmern) zu der Konferenz zuschalten.
In einem verteilten Ansatz, wie ihn Octopus1 und Bravis verfolgen, sind
zusa¨tzliche Maßnahmen erforderlich, um die Geschlossenheit der Gruppe zu
gewa¨hrleisten. Es ist außerdem erforderlich, dass fu¨r alle Teilnehmer stets ei-
1Octopus ist an sich ein hierarchisches System. Die Kommunikation der Gruppenkoordi-
natoren in der globalen Ebene basiert jedoch auf einem verteilten Ansatz.
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ne konsistente Sicht auf die Konferenz, insbesondere ihre Managementdaten
gegeben ist.
Dem allgemeinen Architekturbild eines Videokonferenzsystems in Abbildung
2.6 folgend, wird in diesem Kapitel das Konferenzmanagement in Bezug auf die
Wahrung der Geschlossenheit einer Gruppe untersucht. Diese Diskussion bildet
einen Schwerpunkt der im Rahmen dieser Arbeit entwickelten Mechanismen.
4.1. Anforderungen an einen dezentralen
Managementansatz
Octopus und Bravis basieren auf einem verteilten Managementansatz, bei
dem jedes Endsystem die Funktionen der Gruppen– und QoS–Verwaltung ei-
gensta¨ndig ausfu¨hrt. Somit muss der Zustand der Konferenz in jedem teilneh-
menden Endsystem identisch sein, um einheitliche Managemententscheidungen
treffen zu ko¨nnen. Zustandsa¨nderungen bei einem Teilnehmer mu¨ssen allen be-
teiligten Endsystemen mitgeteilt werden, um die Konsistenz der Konferenz zu
wahren. Das Management der Systeme Octopus und Bravis erfordert dafu¨r
ein geeignetes Signalisierungsprotokoll, das den Austausch und die Konsistenz
der Managementdaten sichert. In [11] wurden die Anforderungen spezifiziert,
die ein Dienst erfu¨llen muss, um die Konsistenz der Konferenzdaten zu sichern.
Diese sind:
Zuverla¨ssigkeit: Verfa¨lschungen und Verluste von Signalisierungsnachrichten
mu¨ssen erkannt und durch Neuu¨bertragung behoben werden. Damit wird
gewa¨hrleistet, dass die Teilnehmer stets eine korrekte Managementent-
scheidung treffen ko¨nnen.
Ordnung: Die Nachrichten mu¨ssen in der Reihenfolge ausgeliefert werden, in
der sie gesendet wurden. Dies sichert, dass Ereignisse wie das Beitreten
zur Konferenz, das Verlassen der Konferenz oder die A¨nderung der Floor-
kontrolle allen Teilnehmern in der Reihenfolge angezeigt werden, in der
sie aufgetreten sind. Es ko¨nnen kausale Ordnung oder totale Ordnung
unterschieden werden. Kausale Ordnung bedeutet, dass die Nachrichten
in der Reihenfolge ausgeliefert werden, wie sie von einem Sender erzeugt
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wurden. Dies ist bei der Verteilung von QoS–spezifischen Daten ausrei-
chend. Als Erweiterung dazu steht die totale Ordnung, bei der zusa¨tzlich
die Ereignisse aller Sender in eine einheitliche Reihenfolge gebracht wer-
den. Dies ist bei der Floorkontrolle zwingend notwendig.
Atomarita¨t: Die Nachrichten mu¨ssen an alle Gruppenmitglieder ausgeliefert
werden oder an keines. Damit wird gewa¨hrleistet, dass die Management-
daten aller Teilnehmer in der gleichen Weise aktualisiert werden und
somit die Konsistenz der Sicht auf die Konferenz gewahrt wird. Wenn
eine Nachricht nicht an alle Teilnehmer gesendet werden konnte, wird
diese U¨bertragung als
”
nicht stattgefunden“ betrachtet und muss gege-
benenfalls wiederholt werden.
Am Beispiel einer verteilt organisierten Floorkontrolle mittels einer Spre-
cherwarteschlange wird die Notwendigkeit der Erfu¨llung dieser harten Anfor-
derungen deutlich. Wird eine Anforderung an die Floorkontrolle nicht atomar
an alle Teilnehmer u¨bertragen, kann auf jedem Endsystem eine andere Spre-
cherwarteschlange mit unterschiedlicher La¨nge und Eintra¨gen existieren. Somit
ist es nicht mo¨glich, den Sprecher eindeutig zu identifizieren. Die Atomarita¨t
sichert, dass auf allen beteiligten Endsystemen, die gleichen Eintra¨ge in der
Sprecherwarteschlange enthalten sind. Die eindeutige Reihenfolge der Eintra¨ge
in der Warteschlange auf allen beteiligten Hosts wird durch die totale Ordnung
der Flooranforderungen gesichert. Sonst ko¨nnten mehrere Teilnehmer gleich-
zeitig davon ausgehen, dass sie der aktuelle Sprecher sind. Die Zuverla¨ssigkeit
sichert hierbei, dass nicht beispielsweise durch Bitverfa¨lschungen eine Flooran-
forderung in eine Floorabgabe umgewandelt wird.
4.2. GCPATM
Fu¨r das Videokonferenzsystem Covis wurde mit dem Gruppenkommunikati-
onsprotokoll GCPATM [11] ein Protokoll entworfen, das die geforderten Kriteri-
en nach Zuverla¨ssigkeit, Atomarita¨t und Ordnung erfu¨llt. GCPATM basiert auf
der Nutzung eines senderbasierten Multicastdienstes, der durch ATM (Asyn-
chronous Transfer Mode) unterstu¨tzt wird. In der Entwurfsphase des GCPATM
wurden verschiedene Protokolle auf ihre Eignung als Signalisierungsprotokoll
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mit den genannten Eigenschaften fu¨r einen Videokonferenzdienst untersucht.
Dazu geho¨ren unter Anderem RAMP, SRM, TMTP, RMTP, RMP, Totem und
MTP.
Die Zuverla¨ssigkeit des Reliable Adaptive Multicast Protocol (RAMP)[85] ba-RAMP
siert auf negativen Besta¨tigungen und auf extrem geringen Fehlerraten (kleiner
10−12). RAMP kann des Weiteren keine totale Ordnung und Atomarita¨t fu¨r ei-
ne Gruppenkommunikation gewa¨hrleisten, da es nur eine 1:n–Kommunikation
unterstu¨tzt.
Das Scalable Reliable Multicast (SRM) [43] wurde fu¨r das Whiteboard derSRM
MBone–Tools [88] entwickelt. Besta¨tigungen der Datenpakete und die Neu-
u¨bertragung nach einem Paketverlust werden an die gesamte Gruppe gesendet,
wodurch ein hoher Overhead entsteht. Es sichert keine Ordnung und keine
Atomarita¨t.
Die Protokollprinzipien vom Scalable Multicast Protocol (SMP) [51] wurdenSMP
von SRM abgeleitet. SMP findet Anwendung im Digital Lecture Board der Uni-
versita¨t Mannheim [46]. Jedoch gewa¨hrleistet SMP keine totale Ordnung und
auch keine Atomarita¨t der Datenu¨bertragung, die fu¨r die Sicherung der Kon-
sistenz der Verwaltungsdaten eines verteilten Videokonferenzsystems wichtig
ist.
Das Tree–based Multicast Transport Protocol (TMTP) [178] und das ReliableTMTP und
RMTP Multicast Transport Protocol (RMTP) [91] basieren auf einem hierarchischen
Ansatz, bei dem jeder Sender einen logischen Verteilbaum zu den Empfa¨ngern
aufbaut. Die Datenpakete werden dem Knoten in der na¨chst ho¨heren Hier-
archiestufe besta¨tigt. Verloren gegangene Pakete werden gegebenenfalls von
diesem wiederholt gesendet. Totale Ordnung und Atomarita¨t werden von die-
sen Protokollen nicht gewa¨hrleistet.
Das Reliable Multicast Protocol (RMP) [173] sichert Zuverla¨ssigkeit, Ato-RMP
marita¨t und totale Ordnung in verschiedenen Graden. Dadurch ist es sehr
komplex. Des Weiteren geht es von einem eher kontinuierlichen Datenfluss
aus, was in einem Signalisierungsprotokoll nicht der Fall ist. RMP liegt dem
IP–Multicast zugrunde, wodurch es nicht fu¨r geschlossene Gruppen geeignet
ist.
Das Totem Protokoll [2] basiert auf einem Tokenprinzip. Nur dem Token-Totem
halter ist es gestattet, Daten zu senden. Dies sichert totale Ordnung und Zu-
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verla¨ssigkeit der Datenu¨bertragung. Totem ist jedoch sehr komplex und be-
schra¨nkt auf ein lokales Netzwerk. Gateways, wie in [3] vorgeschlagen, ermo¨gli-
chen den Einsatz in globalen Umgebungen, erho¨hen aber gleichzeitig die Kom-
plexita¨t des Protokolls. Totem setzt außerdem einen eher kontinuierlichen Da-
tenstrom voraus.
DasMulticast Transport Protocol (MTP) [7] beruht auf einem Client–Server– MTP
Prinzip. Die Clients fordern vom Server einen Token mit einer eindeutigen
Sequenznummer an, um Daten senden zu du¨rfen. Dadurch wird eine totale
Ordnung der Datenauslieferung mo¨glich. Von Nachteil ist die zentrale Rolle
des Servers. Fa¨llt er aus oder ist er u¨berlastet, kommt die Kommunikation
zum Erliegen.
GCPATM [11] wurde aufgrund der beobachteten Einschra¨nkungen dieser Pro- GCPATM
tokolle entwickelt. Es entha¨lt einige Ideen der untersuchten Lo¨sungen, wie bei-
spielsweise den tokenbasierten Mechanismus a¨hnlich dem in [2]. Alle Teilneh-
mer bilden einen logischen Ring, auf dem der Token kreist. Der Besitzer des
Tokens hat jeweils das Senderecht, wodurch die totale Ordnung der Datenaus-
lieferung sichergestellt wird, siehe Abbildung 4.1.
Das sehr einfache U¨bertragungsprinzip des GCPATM arbeitet wie folgt. Der
GCP–Protokollinstanz ko¨nnen zu einem beliebigen Zeitpunkt Daten u¨berge-
ben werden, die zwischengespeichert werden, bis die Instanz den Token be-
kommt. Nur der Tokenbesitzer darf PDUs senden. Alle Teilnehmer haben den
Empfang der PDUs zu besta¨tigen. Unbesta¨tigte PDUs werden wiederholt ge-
sendet, um die Zuverla¨ssigkeit in GCPATM zu erreichen. Gibt es nach einer
gewissen Zeit noch ausstehende Besta¨tigungen, wird der Teilnehmer, dessen
Besta¨tigung ausblieb, aus der Gruppe ausgeschlossen (er muss die Konferenz
verlassen). Damit haben alle anderen Teilnehmer, die sich noch in der Konfe-
renz befinden, die Nachricht erhalten, wodurch Atomarita¨t gewa¨hrleistet wird.
Der Token wird nach Erhalt aller Besta¨tigungen an den na¨chsten Teilnehmer
u¨bergeben. Der Empfang des Tokens muss ebenfalls besta¨tigt werden. Hat der
Tokenhalter keine Nachrichten zu versenden, gibt er den Token weiter.
Die fu¨r GCPATM entwickelte Lo¨sung setzt auf der darunter liegenden Ebene
eine existierende senderbasierte Multicast–Struktur voraus. Das ist fu¨r ATM
gegeben. In GCPATM ist jeder Teilnehmer u¨ber eine u¨berlagerte Multicast-
struktur mit den anderen Teilnehmern verbunden (siehe Abbildung 4.1).
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Abbildung 4.1.: Das Prinzip des GCPATM
Da sich die ATM–Technologie, anders als lange prognostiziert, nicht durch-
gesetzt hat, bleibt der GCPATM–Ansatz in seiner Anwendung beschra¨nkt.
Die IP–Technologie unterstu¨tzt Multicast, jedoch ist das verwendete U¨ber-
tragungsprinzip empfa¨ngerbasiert, das heißt, Empfa¨nger ko¨nnen jederzeit der
Gruppe beitreten. Der Sender muss sie nicht unbedingt kennen. Damit werden
also prima¨r offene Gruppen unterstu¨tzt. Es stellt sich damit die Frage, wie die
durch das GCPATM bereitgestellten Eigenschaften Zuverla¨ssigkeit, totale Ord-




Abbildung des GCP auf IP–Netzwerke
Mit dem Explicit Multicast (XCast) [16] wurde ein senderbasiertes Multicast XCast
u¨ber IP vorgeschlagen. Es befindet sich gerade in der Erprobung. Mit diesem
Protokoll wa¨re es mo¨glich, das Prinzip des GCPATM direkt auf eine IP–Variante
zu u¨bernehmen. XCast ist jedoch, wie in Abschnitt 2.6 geschildert, noch nicht
ausgereift. Durch die Nutzung einer definierten IP–Multicastgruppe, in der sich
alle XCast–Router befinden mu¨ssen, ist mit XCast trotz des senderbasierten
Ansatzes keine geschlossene Gruppenkommunikation mo¨glich.
Das GCPATM–Prinzip ko¨nnte weiterhin durch eine entsprechende IPv4 Op- IPv4 Option
tion einer senderbasierten Multicastu¨bertragung u¨bernommen werden, wie es
der RFC 1770 [48] vorschla¨gt. Es ko¨nnen jedoch nur maximal 9 Teilnehmer
in einer Konferenz teilnehmen, da die La¨nge des Optionenfeldes nur 40 Byte
groß ist und 2 Byte fu¨r Kontollinformationen genutzt werden. Des Weiteren
ist diese Lo¨sung ungenu¨gend verbreitet, da kaum ein Router im Kernnetz des
Internet in der Lage ist, diese IPv4–Option auszuwerten.
Die Abbildung des Multicastdienstes auf einen Unicastdienst wa¨re ein wei- Unicastabbil-
dungterer Ansatz, um das Prinzip des GCPATM auf IP abzubilden. Von Vorteil ist,
dass die Reaktionszeiten nicht proportional mit der Anzahl der Teilnehmer
wa¨chst. Aber ein Host muss n−1 Verbindungen verwalten. Hinzu kommt, dass
sich um den Sender herum ein Bandbreitenengpass bildet, da er n− 1 Pakete
quasi gleichzeitig abschicken muss und ebenso n− 1 Besta¨tigungen empfa¨ngt.
Dies fu¨hrt zu der so genannten Quittungsimplosion, die unerwu¨nschte Paket-
verluste bewirken kann. Aus diesem Grund ist es im Allgemeinen vorteilhaft,
keine direkte Unicast–Abbildung eines Multicastdienstes zu nutzen2.
Die Forschung und Entwicklung von Overlay–Multicast–Ansa¨tzen begannen Overlay
Multicasterst etwa zwei Jahre nach der Entwicklung von Octopus, da allgemein auf
den Erfolg von IP–Multicast spekuliert wurde. Somit konnte fu¨r U¨berfu¨hrung
des GCPATM nicht auf solche Techniken zuru¨ckgegriffen werden. Des Weiteren
unterstu¨tzen die derzeit verfu¨gbaren Overlay–Multicast–Ansa¨tze kein sender-
basiertes Multicast [9, 29, 176].
Das Prinzip des GCPATM kann somit nicht ohne Weiteres auf IP–Netzwerke
u¨bertragen werden, da die notwendige Voraussetzung eines senderbasierten
2Mit Bravis wurde trotzdem dieser Ansatz zu Beginn des Projekts umgesetzt. Die Hin-
tergru¨nde werden dafu¨r in C erla¨utert.
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Multicastdienstes fehlt. Die Nutzung des empfa¨ngerbasierten IP–Multicast ist
aufgrund der offenen Gruppenverwaltung nicht fu¨r geschlossene Gruppenkom-
munikation geeignet. Die Anforderungen nach Zuverla¨ssigkeit, totaler Ordnung
und Atomarita¨t mu¨ssen durch eine Unicaststruktur erfu¨llt werden. Dafu¨r wur-
de ein anderes Realisierungskonzept des GCP – GCPIP – entworfen, das im
na¨chsten Abschnitt vorgestellt wird.
4.3. GCPIP
Das Signalisierungsprotokoll Gruppenkommunikationsprotokoll u¨ber IP (Group
Communication Protocol over IP, GCPIP) wurde im Rahmen des Octopus–
Projekts fu¨r die Signalisierung der Gruppenkoordinatoren entwickelt. Es kann
auch fu¨r andere Anwendungen, die eine geschlossene, dezentral organisier-
te Gruppenkommunikation beno¨tigen, eingesetzt werden. Oberhalb GCPIP
ko¨nnen zum Beispiel wie in Covis das Gruppen– und QoS–Management sowie
die Floorkontrolle aufgesetzt werden. Es ist aber auch denkbar, dass komplexe-
re Gruppenkommunikationsprotokolle wie SCCP (Simple Conference Control
Protocol) [20] oder SCCS (Scalable Conferencing Control Service) [162] auf
GCPIP aufgesetzt werden.
GCPIP wurde urspru¨nglich fu¨r den Einsatz u¨ber UDP/IP entworfen und
in der ersten Realisierung prototypisch so implementiert. In einer zuku¨nfti-
gen Entwicklung kann GCPIP auch direkt auf IP aufgesetzt werden (siehe
Abbildung 4.2), wobei dann Multiplexfa¨higkeiten hinzugefu¨gt werden sollten.
Dadurch erga¨be sich der Vorteil, dass mehrere GCP–Instanzen gleichzeitig auf
einem Host genutzt werden ko¨nnen, um mehrere, voneinander unabha¨ngige








Abbildung 4.2.: Der GCPIP–Protokollstack
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wichtigere Rolle spielen, wenn Anwendungen nur noch von einem Terminal
aus auf einem Applikationsserver gestartet werden. Den Vorteilen gegenu¨ber
steht eine Programmierung im Betriebssystemkern, da fu¨r IP in der Regel keine
Programmierschnittstelle im Benutzeradressraum zur Verfu¨gung gestellt wird.
4.3.1. Der GCPIP–Dienst
GCPIP stellt wie GCPATM einen zuverla¨ssigen, atomaren und total ordnenden
Gruppenkommunikationsdienst bereit. Es wurden lediglich kleine A¨nderungen
an den Dienstprimitiven vorgenommen. Somit ko¨nnen bereits existierende An-
wendungen, wie beispielsweise das QoS–Management oder die Floorkontrolle
des Covis, durch einfaches Ersetzen des Signalisierungsprotokolls von einem
ATM–basierten System auf ein IP–basiertes System u¨bertragen werden.
GCPIP unterscheidet drei Phasen: Aufbau und Beitritt zur Konferenz, Da-
tenaustausch sowie Verlassen der Konferenz. Im Anschluss werden die drei Teil-
dienste und die zugeho¨rigen Dienstprimitive vorgestellt, die fu¨r das Versta¨ndnis
der nachfolgenden Protokollbeschreibung notwendig sind. Des Weiteren wird
auf die Unterschiede zum GCPATM–Dienst eingegangen.
Beitritt zur Konferenz (JOIN)
Der Teildienst JOIN umfasst alle Aktivita¨ten, die mit dem dynamischen Bei-
tritt eines neuen Teilnehmers zu einer existierenden Gruppe verbunden sind.
Dazu geho¨rt auch der Aufbau einer Sitzung durch einen Teilnehmer, der den
Ausgangspunkt fu¨r den weiteren Konferenzaufbau bildet. JOIN beinhaltet die
folgenden Dienstprimitive:
JOINrequest: JOINreq(Host)
Einladung eines neuen Teilnehmers. Der Parameter (Host) gibt die IP–
Adresse des Hosts des neuen Teilnehmers an. Methoden zum Finden
eines Teilnehmers in einem globalen Netzwerk sind nicht Bestandteil von
GCPIP, sondern werden anderen Protokollen wie beispielsweise dem Ses-
sion Initiation Protocol (SIP) [55] u¨berlassen.
JOINindication: JOINind(User@Host)
Anzeige einer Einladung beim Eingeladenen. Der Anwendung u¨ber dem
GCPIP bleibt es u¨berlassen, ob sie durch die zwei Primitive JOINresp
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oder JOINrej aktiv auf die Nachricht reagiert. Als Parameter wird im
Gegensatz zu GCPATM der Name des einladenden Teilnehmers und des-
sen Standort u¨bergeben.
JOINrespond: JOINresp
Der neue Teilnehmer oder die Anwendung auf dem eingeladenen Hosts
stimmt einer Einladung zu einer Konferenz zu.
JOINreject: JOINrej
Der neue Teilnehmer oder die Anwendung auf dem eingeladenen Hosts
lehnt eine Einladung ab.
JOINdisconnect: JOINdis
Anzeige eines Fehlers wa¨hrend der Beitrittsphase bei dem Einladenden
und dem Eingeladenen. Dies fu¨hrt zum Abbruch des Beitritts. JOINdis
wird dem Einladenden angezeigt, wenn der Eingeladene die Einladung
abgelehnt hatte.
JOINnotify: JOINntf(User@Host)
Anzeige bei allen Gruppenteilnehmern, dass ein neuer Teilnehmer der
Konferenz beigetreten ist. Zusa¨tzlich zum GCPATM wird der Name des
Teilnehmers und der benutzte Host als Parameter u¨bergeben. Aus Sicht
des Eingeladenen ist jeder Teilnehmer der Gruppe ein neuer Teilneh-
mer. Deshalb wird im Gegensatz zum GCPATM jeder Teilnehmer beim
Eingeladenen angezeigt (siehe Abbildung 4.4).
In den Abbildungen 4.3 und 4.4 sind die Zeitablaufdiagramme der JOIN–Phase
mit den dazugeho¨rigen Dienstprimitiven dargestellt. Im Anhang B.1 werden
mo¨gliche Fehlerfa¨lle und deren Behebung dargestellt.
Datenaustausch (DAT)
Der Teildienst DAT dient der zuverla¨ssigen, atomaren und total geordneten
U¨bertragung der Management– und Steuerdaten. Abbildung 4.5 zeigt das Zeit-
ablaufdiagramm der DAT–Phase mit den dazugeho¨rigen Dienstprimitiven:
DATrequest: DATreq(data)









P init: Initiator der Konferenz
P new: eingeladener Teilnehmer









P init: Initiator der Einladung
P new: eingeladener Teilnehmer
P 1,2: bereits involvierte Gruppenmitglieder
Abbildung 4.4.: Erfolgreicher Beitritt eines Teilnehmers zur Gruppe
DATindication: DATind(data)
Anzeige des Empfangs neuer Daten beim Teilnehmer. Anders als im
GCPATM wird die erfolgreiche Datenu¨bertragung auch beim Absender
durch ein DATind angezeigt3.
Verlassen der Konferenz (LEAVE)
LEAVE realisiert das Verlassen der Konferenz durch einen Teilnehmer. Das
Verlassen der Konferenz ist zu jedem Zeitpunkt mo¨glich. LEAVE realisiert
3Ohne diesen Zusatz wird keine totale Ordnung erreicht, wenn zwei Teilnehmer quasi gleich-
zeitig den Dienst anfordern.
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Abbildung 4.5.: Erfolgreiche U¨bertragung eines Datenpakets
ebenfalls das Beenden einer Konferenz, wenn ein Teilnehmer einer Zweiergrup-
pe die Gruppe verla¨sst. LEAVE umfasst die Dienstprimitive, die in Abbildung
4.6 als Zeitablaufdiagramm dargestellt sind:
LEAVErequest: LEAVEreq
Ein Teilnehmer zeigt an, dass er die Konferenz verlassen mo¨chte.
LEAVEnotify: LEAVEntf(User@Host)
Anzeige bei allen Teilnehmern, dass ein Teilnehmer die Konferenz ver-
lassen hat. Zusa¨tzlich zu GCPATM werden der Name und der Hostname
des ausgetretenen Teilnehmers als Parameter des Dienstprimitivs u¨ber-
geben. Wird LEAVEntf mit dem eigenen Namen oder dem Parameter
self u¨bergeben, so wird fu¨r diesen Teilnehmer die Konferenz beendet.




P leave: ausscheidender Teilnehmer
P 0,2,3: Gruppenmitglieder




Um einen zuverla¨ssigen, atomaren und total geordneten Dienst mittels Punkt–
zu–Punkt–Verbindungen zu realisieren, wurde im GCPIP das Prinzip des logi-
schen Rings verwendet (siehe Abbildung 4.7). Anders als im GCPATM, bei dem
die Stationen u¨ber mehrere senderbasierte Multicast–Verbindungen kommuni-
zieren, wird im GCPIP jede Station u¨ber Punkt–zu–Punkt Verbindungen mit
den Nachbarsystemen verbunden. Auf diesem Ring kreist ein Token, das wie
im GCPATM das Senderecht vergibt. Die Daten werden ebenfalls u¨ber diesen
Ring verteilt. Aus der Verwendung des logischen Rings ergeben sich Unter-
schiede fu¨r den Beitritt beziehungsweise Austritt der Konferenz sowie fu¨r den
Datenaustausch, die spa¨ter erla¨utert werden.
Die drei Eigenschaften des GCP–Dienstes werden in diesem Ansatz wie folgt
gesichert:
Die totale Ordnung gewa¨hrleistet GCPATM durch ein Tokenprinzip, das auf totale Ordnung
Punkt–zu–Punkt–Verbindungen beruht4. Somit ist dies auf GCPIP anwendbar.
Der Token rotiert auf einem logischen Ring, den die Teilnehmer bilden. Nur
dem Tokenhalter ist es erlaubt, auf Anfragen des Dienstnutzers wie JOINreq,
DATreq oder LEAVEreq zu reagieren. Er darf Datenpakete verschicken, Einla-
dungen an noch nicht involvierte Teilnehmer versenden und aus der Konferenz
eigensta¨ndig austreten. Er darf außerdem die von ihm gesendeten Datenpa-
kete wieder von dem Ring nehmen. Die verbleibenden Teilnehmer sind zum
Datenempfang bereit. Auf keinen Fall du¨rfen sie eigene Pakete kreieren und
verschicken oder Daten des Tokenhalters nicht weitergeben. Sie mu¨ssen An-
fragen des Dienstnutzers zwischenspeichern, bis sie selbst zum Tokenhalter
werden.
Die in [10] diskutierten Protokolle sichern die Zuverla¨ssigkeit entweder durch Zuverla¨ssigkeit
positive oder negative Besta¨tigungen. GCPATM verwendet positive Besta¨ti-
gungen, die bei einer Gruppenkommunikation im Allgemeinen zu einer Quit-
tungsimplosion bei dem Sender der Nachricht fu¨hren. Negative Besta¨tigungen
werden geschickt, wenn ein Datenpaket nicht empfangen wurde. Dies wird
hauptsa¨chlich durch U¨berpru¨fung der Sequenznummern festgestellt. Dieses
4Die PDUs fu¨r die Tokenweitergabe im GCPATM werden per Multicast u¨bertragen. In
den PDUs wird der Empfa¨nger eingetragen. Teilnehmer, die nicht der eingetragene
Empfa¨nger sind, ignorieren die PDUs, wodurch dies einer Punkt–zu–Punkt–Verbindung
gleicht.
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Verfahrens funktioniert aber nur unter der Voraussetzung, dass relativ kontinu-














Abbildung 4.7.: Prinzip des Datenaustauschs im GCPIP
In einem Signalisierungsprotokoll wie dem GCPIP werden jedoch nur sel-
ten Daten gesendet, so dass Verluste erst sehr spa¨t erkannt werden. Somit ist
diese Methode der Fehlererkennung hierfu¨r nicht geeignet. Um die Nachteile
von positiven und negativen Besta¨tigungen zu umgehen, wurde die Verteilung
der Daten u¨ber den logischen Ring konzipiert. Das Prinzip ist in Abbildung
4.7 dargestellt. Der Tokenhalter mo¨chte das DATreq versenden und bildet das
Datenpaket DT (a)). Das Datenpaket DT wird durch jeden Teilnehmer empfan-
gen. Diese zeigen die DATind–PDU beim Dienstnutzer an und leiten danach
das DT zum na¨chsten Teilnehmer weiter (b) und c)). Das Datenpaket DT wird
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durch den Tokenhalter wieder empfangen, der ebenfalls eine DATind–SDU an
den Dienstnutzer als Besta¨tigung fu¨r den erfolgreichen Datentransfer u¨bergibt.
Der Tokenhalter gibt danach das Token u¨ber die TF–PDU weiter (d)).
Jedes Datenpaket wird implizit dadurch besta¨tigt, dass es den Ring durch-
laufen hat und wieder beim Tokenhalter angekommen ist. Durch dieses Prinzip
reduziert sich der Aufwand fu¨r die Verwaltung von nur zwei Verbindungen pro
Teilnehmer, anstelle von n−1 Verbindungen bei einer vollsta¨ndigen Abbildung
des Multicast auf Unicast.
Bei der Gestaltung des GCPATM wurde davon ausgegangen, dass bitweise
Verfa¨lschungen der Nutzdaten im ATM–Netzwerk nicht auftreten. In einem
globalen IP–Netzwerk unter Nutzung von UDP kann diese Annahme nicht
getroffen werden. Um U¨bertragungsfehler zu erkennen, wurde im GCPIP ein
CRC (Cyclic Redundancy Check) nach CCITT integriert. Ein fehlerhaftes Pa-
ket wird verworfen und muss erneut u¨bertragen werden.
GCPIP realisiert die Atomarita¨t wie GCPATM durch den so genannten Forced Atomarita¨t
Leave Mechanismus, der nach einem dreimaligen missglu¨ckten Wiederholen
einer Paketu¨bertragung gestartet wird. Die Zahl 3 fu¨r die Anzahl der Wie-
derholungen begru¨ndet sich einerseits auf den im TCP vorgeschlagenen Wert
von 3 [22] sowie auf Messungen der Fehlerrate auf verschiedenen globalen In-
ternetverbindungen, die in Abbildung 4.16 gezeigt werden. Fehlerhafte Grup-
penteilnehmer werden aus der Konferenz ausgeschlossen und mu¨ssen erneut
eingeladen werden. Das Prinzip wird am Ende dieses Abschnitts beschrieben.
Die Phasen des GCPIP–Dienstes, Aufbau und Beitritt zur Konferenz, Daten-
austausch und Verlassen der Konferenz spiegeln sich auch im Protokoll wider.
Hinzu kommt die Tokenweitergabe.
Initialisierung der Konferenz
Eine Konferenz wird dadurch initialisiert, dass ein Teilnehmer, der Initiator,
einen anderen Teilnehmer einla¨dt. Er u¨bergibt dem GCPIP ein JOINreq, aus
dem eine JR–PDU gebildet und zu dem einzuladenden Teilnehmer geschickt
wird (siehe Abbildung 4.8a) ). Der eingeladene Teilnehmer muss diese Ein-
ladung besta¨tigen. Das Ausbleiben der Besta¨tigung, weil beispielsweise der
Teilnehmer nicht erreichbar ist, fu¨hrt zum Abbruch der Einladung mit der
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a) Zeitablaufdiagramm b) prinzipielle Verteilung der Da-
tenpakete
P init: Initiator der Konferenz
P new: eingeladener Teilnehmer
Abbildung 4.8.: Initialisierungsphase der Konferenz
Anzeige eines JOINdis. Sie muss dann explizit durch den Nutzer wiederholt
werden.
Nach erfolgreicher U¨bertragung der JR–PDU (JoinRequest) wird beim ein-
geladenen Teilnehmer das JOINind–Primitiv an die Anwendung u¨bergeben.
GCPIP wartet jetzt auf eine Besta¨tigung (JOINresp) oder eine Ablehnung
(JOINrej) der Einladung.
Der eingeladene Teilnehmer stimmt dem Beitritt zur Konferenz mit einemZustimmung
JOINresp zu. Die Besta¨tigung wird dem Initiator durch eine JC–PDU (Join-
Confirm) mitgeteilt. Abbildung 4.8b) zeigt den prinzipiellen Verlauf der Da-
tenpakete wa¨hrend dieser Protokollphase. Der Initiator erstellt daraufhin seine
Sicht auf den logischen Ring, das heißt er fu¨gt den neuen Teilnehmer in eine Lis-
te hostlist ein, in der alle Teilnehmer der Konferenz gespeichert werden, und
konfiguriert die bereitgestellten UDP– beziehungsweise IP–Sockets. Der Socket
zum linken Nachbarn dient im GCPIP zur U¨bertragung von Nachrichten (ent-
gegen dem Uhrzeigersinn), die u¨ber den Socket zum rechten Nachbarn besta¨tigt
werden ko¨nnen (im Uhrzeigersinn)5. Ausgehend vom Initiator wird danach ein




CA–Paket (Connection Addition) entgegen dem Uhrzeigersinn verschickt. CA
dient zur Bekanntmachung des neuen Teilnehmers bei schon involvierten Teil-
nehmern und zur Rekonfiguration des logischen Rings. Des Weiteren bekommt
der neue Teilnehmer eine Liste mit den bereits involvierten Teilnehmern. Es
ist zu beachten, dass in der Initialisierungsphase der Initiator als Mitglied der
Gruppe betrachtet wird.
Lehnt der eingeladene Teilnehmer die Einladung mittels JOINrej ab, wird Ablehnung
dem Initiator eine JD–PDU (JoinDisconnect) geschickt. Dem Dienstnutzer des
Initiators wird daraufhin ein JOINdis fu¨r die abgelehnte Einladung angezeigt.
Bei Abwesenheit des eingeladenen Teilnehmers wird ebenfalls eine Ableh-
nung JD an den Initiator zuru¨ck geschickt. Dem Eingeladenen wird anders als
im GCPATM in diesem Fall auch ein JOINdis u¨bergeben, um eventuelle graphi-
sche oder akustische Mitteilungen ausschalten zu ko¨nnen. Dies war in GCPATM
nicht vorgesehen.
Entsprechende Zeitablaufdiagramme u¨ber die Ausnahmesituationen sind im
Anhang B.1 gezeigt und kurz erla¨utert.
Beitritt zur Konferenz
Das Beitreten zu einer Konferenz verla¨uft analog zur Initialisierung. Um ei-
ne konsistente Gruppenzusammensetzung auf allen beteiligten Stationen zu
gewa¨hrleisten, ist es nur dem Tokenhalter gestattet, eine Einladung einzulei-
ten. Wenn ein JOINreq vom Teilnehmer anliegt, wird ein JR an Eingeladenen
gesendet. Nach dem Abschicken des JR durch den einladenden Tokenhalter
gibt es zwei Mo¨glichkeiten fortzufahren.
Die erste Mo¨glichkeit ist, den Token nach dem Versenden des JR weiterzuge-
ben, um den Kommunikations– und Signalisierungslauf nicht zu unterbrechen.
Der Nachteil ist, dass dann jeder Teilnehmer eine Liste mit den Teilnehmern
halten muss, denen eine Einladung geschickt wurde. Dies wu¨rde den Protokoll-
ablauf erheblich komplizierter gestalten. Deshalb wurde die zweite Mo¨glichkeit
implementiert, die den Protokollablauf bis zum Eintreffen einer Antwort des
Eingeladenen unterbricht6. Dies stellt sicher, dass ein neuer Teilnehmer nicht
gleichzeitig durch mehrere bereits involvierte Teilnehmer eingeladen werden
kann. Des Weiteren wird so ein Beitritt eines unerwu¨nschten Teilnehmers ver-
6Durch eine Timeru¨berwachung wird ein unendlich langes Warten verhindert.
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P init: Initiator und Tokenhalter der Konferenz
P new: eingeladener Teilnehmer
P 2,3: bereits involvierte Teilnehmer
Abbildung 4.9.: Zeitablaufdiagramm fu¨r den Beitritt eines Teilnehmers
hindert, da der Tokenhalter nur auf die Antwort des Eingeladenen wartet.
Der Nachteil, dass wa¨hrend dieser Zeit keine Steuerinformationen ausgetauscht
werden ko¨nnen, spielt keine große Rolle. Durch die Kommunikation u¨ber den
Audiokanal kann es allen Teilnehmern bekannt gemacht werden, dass ein neuer
Teilnehmer eingeladen wird und dann beispielsweise die Floorkontrolle zeitwei-
lig nicht auf Anfragen reagiert.
Lehnt der eingeladene Teilnehmer die Einladung ab oder tritt ein Kom-Ablehnung
munikationsfehler auf, so wird wie bei der Initialisierung der Konferenz die
Einladungsprozedur mit einem JOINdis beendet.




die Position des neuen Teilnehmers in dem logischen Ring bestimmt werden.
Aufgrund der Verteilung der Daten u¨ber die logische Ringstruktur im GCPIP
du¨rfen die Teilnehmer nicht an einer beliebigen Stelle oder am Anfang be-
ziehungsweise am Ende des logischen Rings eingeordnet werden. Besonders
in globalen Netzen ko¨nnten die Verzo¨gerungszeiten bei einer beliebigen An-
ordnung unno¨tig ansteigen. GCPATM bestand dieses Problem aufgrund der
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Nutzung des Multicastdienstes nicht. Zur Veranschaulichung dieses Problems












a) nicht optimierte Ringkonfiguration b) optimierte Ringkonfiguration
Abbildung 4.10.: Optimierung der Paketlaufzeiten im GCPIP–Ring
Der Initiator D1 einer Konferenz, der sich in Deutschland befindet, hat einen Problem der Po-
sition im RingTeilnehmer H1 in Hong Kong eingeladen. Zu einem spa¨teren Zeitpunkt wur-
den die Teilnehmer D2 und H2 aus Deutschland und Hong Kong in die Kon-
ferenz eingeladen. Die globalen Paketlaufzeiten von Deutschland nach Hong
Kong und zuru¨ck sind natu¨rlich weitaus gro¨ßer als die lokalen Verzo¨gerun-
gen innerhalb eines Gebietes. Bei einem Aufbau der logischen Rings mit einer
fest definierten Position, beispielsweise dem Ende der Liste, wu¨rde sich eine
Sendefolge von D1 → H1 → D2 → H2 → D1 ergeben. Somit gibt es vier
interkontinentale Verbindungen, die zu einer hohen Verzo¨gerung fu¨hren (siehe
Abbildung 4.10a). Gu¨nstiger ist es, die Lokalita¨t der Teilnehmer zu bestim-
men und auszunutzen. So kann das eben genannte Beispiel optimiert werden,
wenn Teilnehmer aus einem Gebiet auch Nachbarn im logischen Ring sind, wie
zum Beispiel D1 → D2 → H2 → H1 → D1. Hier zeigt sich, dass nur noch zwei
globale, verzo¨gerungsintensive Verbindungen genutzt werden (siehe Abbildung
4.10b).
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GCPIP sucht der Initiator in seiner Liste hostlist einen Teilnehmer, der die-
selbe IP–Netzadresse wie der Eingeladene besitzt. Ist ein solcher Teilnehmer
gefunden, so kann der neue Teilnehmer nach dem gefundenen Teilnehmer in
dem logischen Ring integriert werden. Verla¨uft die Suche erfolglos, muss der
neue Teilnehmer zwischen zwei IP–Netzbereichen in den logischen Ring ein-
gefu¨gt werden. Die sich im logischen Ring am Rand eines Netzbereichs befindli-
chen Teilnehmer werden dazu vom Initiator aufgefordert, die Verzo¨gerungszeit











Abbildung 4.11.: Rekonfiguration des logischen Rings bei einem Beitritt eines
neuen Teilnehmers
scheidet dann aufgrund der geringsten Summe aus den gemessenen Zeiten von
benachbarten Teilnehmern, an welcher Stelle der neue Teilnehmer in den lo-
gischen Ring integriert wird. Dieser recht hoch erscheinende Aufwand in der
Einladungsphase reduziert jedoch merklich die Tokenumlauf– und Verzo¨ge-
rungszeiten.
Um den Ring unter Beru¨cksichtigung der aktuelle Netzsituationen dyna-
misch zu optimieren, wa¨ren sta¨ndige Messungen und die Rekonfiguration des
logischen Rings notwendig. Dies wu¨rde jedoch die Komplexita¨t des Protokoll-
ablaufs erho¨hen. Da sich innerhalb einer Videokonferenzsitzung die Netzsitua-
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tion ho¨chstwahrscheinlich nicht sehr drastisch a¨ndert, wurde auf diese komple-
xe Erweiterung verzichtet.
Ist die Position des neuen Eingeladenen bestimmt, wird allen Teilnehmern Bekanntmach-
ungder Beitritt mit einer CA–PDU bekannt gemacht (siehe Abbildung 4.9). Um
den Eingeladenen an die berechnete Position im logischen Ring einzuordnen,
u¨berpru¨ft jeder Teilnehmer, ob er ein Nachbar des neuen Teilnehmers werden
soll. Ist dies der Fall, werden seine Sockets so konfiguriert, dass er auf den
Eingeladenen zeigt. Bei jedem Durchlauf des CA bei einem Teilnehmer wird
der Eingeladene in der Liste hostlist registriert und ein JOINntf angezeigt.
Der Tokenhalter nimmt die von ihm gesendete CA–PDU vom Ring und zeigt ein
JOINntf fu¨r einen erfolgreichen Beitritt des Eingeladenen an. Bei einem Verlust
des CA wird es bis zu dreimal wiederholt. Danach wird die Fehlererkennung
Error Detection gestartet, die spa¨ter erla¨utert wird.
GCPIP verfu¨gt nicht u¨ber eine Speicherung aller bisher ausgelieferten Daten- Spa¨ter Beitritt
(Late Join)pakete. Somit ist GCPIP nicht in der Lage, die Anwendung des Eingeladenen
wa¨hrend der Einladungsphase mit den anderen Teilnehmern zu synchronisie-
ren. Vielmehr ist es der Anwendung selbst u¨berlassen, dass der neue Teilnehmer
die Konsistenz mit den anderen Teilnehmern herstellt. So muss zum Beispiel
bei dem neuen Teilnehmer die Sprecherwarteschlange mit den gleichen Ein-
tra¨gen eingerichtet werden, um eine konsistente Floorkontrolle bei allen Teil-
nehmern zu ermo¨glichen. GCPIP bietet hierbei die Mo¨glichkeit, den Token fu¨r
eine weitere Tokenhaltezeit zu behalten, um auf eine mo¨gliche Synchronisa-
tionsnachricht der Anwendung zu warten. Wenn diese ausbleibt, so wird der
Token weitergegeben.
Tokenu¨bergabe
Die Tokenu¨bergabe im GCPIP wird im Gegensatz zum GCPATM durch ei-
nem Zwei–Wege–Handshake gesichert. Der Tokenhalter u¨bergibt mittels einer
TF–PDU (TokenForward) den Token an den linken Nachbarn, das durch eine
TF ACK–PDU (Token Forward Acknowledge) besta¨tigt wird (siehe Abbildung
4.12). Wa¨hrend der Tokenhaltezeit, die durch einen Timer tToken gesteuert wird,
ko¨nnen Daten von der Anwendung u¨bergeben werden. Liegen keine Daten vor,
wird der Token weitergereicht.
Die Tokenu¨bergabe muss besta¨tigt werden. Trifft keine Beta¨tigung ein, wird Fehlersituationen
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P 2: na¨chster Tokenhalter
P 0,3: weitere Teilnehmer
Abbildung 4.12.: Tokenu¨bergabe im GCPIP
die Tokenu¨bergabe bis zu dreimal wiederholt. Danach wird der Forced Lea-
ve Mechanismus eingeleitet, der den nicht antwortenden Teilnehmer aus der
Konferenz ausschließt. Nach Beendigung des Forced Leave wird der Token dem
na¨chstfolgenden Teilnehmer in der Liste u¨bergeben. Um Tokenduplikate zu
verhindern, entha¨lt der Token eine Sequenznummer, die bei jedem Empfang
eines Token auf seine Korrektheit u¨berpru¨ft wird. Ein Tokenverlust kann nur
auftreten, wenn der Tokenhalter selbst ausfa¨llt. Um diesen Fehler abzufangen,
wird der Error Detection Mechanismus gestartet, der am Ende dieses Unter-
abschnitts erla¨utert wird.
Datenu¨bertragung
Die Datenu¨bertragung im GCPIP unterscheidet sich grundsa¨tzlich von der
Multicast–U¨bertragung in GCPATM. GCPIP verteilt die Daten u¨ber den lo-
gischen Ring, wie in der Abbildung 4.7 gezeigt wurde. Das dazugeho¨rige Zeit-
ablaufdiagramm der Datenu¨bertragung entha¨lt Abbildung 4.13.
Nur der Tokenhalter darf aus einem DATreq ein DT (Data Transmission)
bilden und u¨ber den logischen Ring verteilen. Bei jedem Teilnehmer, bei dem
ein DT empfangen wurde, wird ein DATind angezeigt und an den Nachbarn
weitergeleitet. Der Tokenhalter nimmt das Paket vom Ring und gibt den Token
weiter.
Geht das DT auf dem Weg verloren, so wird es vom Tokenhalter bis zu drei-















P 0,2,3: weitere Teilnehmer
Abbildung 4.13.: Zeitablaufdiagramm einer Datenu¨bertragung im GCPIP
logischen Ring lokalisiert und mittels Forced Leave aus der Konferenz ausge-
schlossen. In Abschnitt 4.3.2 wird auf die Prozedur zur Behebung der Fehlersi-
tuation na¨her eingegangen. Danach wird erneut versucht, das DT zu verteilen.
Um eine doppelte Auslieferung ein und derselben Daten zu vermeiden, wird
in DT auch der Absender u¨bertragen. Da pro Tokenumlauf nur ein Datenpaket
von einem Host verschickt werden darf, ist diese Identifikation ausreichend,
um eine U¨bertragungswiederholung zu erkennen. In dieser Situation wird kein
DATreq angezeigt.
Verlassen der Gruppe
Das Verlassen der Gruppe in GCP kann entweder regula¨r durch einen Teil-
nehmer begonnen (Regular Leave) oder durch eine Fehlersituation erzwungen
werden (Forced Leave). Forced Leave ist ein Teilablauf des Regular Leave. Bei-
de Fa¨lle sind in Abbildung 4.14 als Zeitablaufdiagramm dargestellt.
Das regula¨re Austreten aus der Gruppe wird durch ein LEAVEreq des Teil- Regular Leave
nehmers eingeleitet. Um die Konsistenz des logischen Rings zu gewa¨hrleisten,
darf nur der Tokenhalter die Konferenz verlassen. Der Austrittswunsch wird
dem linken Nachbarn durch ein LR–Paket (LeaveReqest) mitgeteilt, mit dem
gleichzeitig eine Tokenu¨bergabe verbunden ist. Das LR muss durch ein LC (Lea-
109














P leave: Tokenhalter und austretender Teilnehmer
P 2: na¨chster Tokenhalter
P 0,3: weitere Teilnehmer
Abbildung 4.14.: Zeitablaufdiagramm fu¨r das Verlassen der Gruppe
veConfirmation) besta¨tigt werden. Der erfolgreiche Austritt wird durch ein
LEAVEntf(self) angezeigt.
Beim Ausbleiben der Besta¨tigung wird das LR bis zu dreimal wiederholt. Da-
nach wird die Gruppenzugeho¨rigkeit des verlassenden Teilnehmers ohne Weite-
res mit einem LEAVEntf(self) beendet. Es liegt die Vermutung nahe, dass der
Teilnehmer in diesem Augenblick durch eine Netzwerksto¨rung von der Gruppe
getrennt wurde. Die Wahrscheinlichkeit, dass dieser Fehler auftritt, ist eher ge-
ring einzuscha¨tzen. Somit ist es ausreichend, dass dieser Fehler von der Gruppe
erkannt und behoben wird.
Nachdem der Austrittswunsch von dem neuen Tokenhalter besta¨tigt wurde,
gibt dieser mit einer LA–PDU (LeaveAnnouncement) den Austritt des Teilneh-
mers bekannt. Das LA kreist ebenfalls auf dem Ring und bewirkt die Anzei-
ge des LEAVEntf sowie das Entfernen aus der hostlist. Bei einem U¨bertra-
gungsfehler wiederholt der Tokenhalter die U¨bertragung des LA bis zu drei-
mal. Danach wird auf die Fehlererkennung des folgenden Abschnitts zuru¨ckge-
griffen. Die Nachbarn des ausgetretenen Teilnehmers schließen den logischen
Ring durch eine einfache Rekonfiguration der Sockets wieder. Im Gegensatz
zum GCPATM mu¨ssen nur die Nachbarn den logischen Ring wieder schließen.
Da der ATM–Multicast Dienst nur das dynamische Hinzufu¨gen von einzel-
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nen Teilnehmern in die Multicastgruppe erlaubt, aber nicht das dynamische
Verlassen eines Einzelnen, war in GCPATM jeder Teilnehmer gezwungen, die
ATM–Multicastgruppe zu schließen und danach wieder erneut aufzubauen.
Dies fu¨hrte teilweise zu Problemen im GCPATM.
Das Forced Leave wird vom Tokenhalter gestartet, nachdem ein oder meh- Forced Leave
rere fehlerhafte Teilnehmer oder Verbindungen erkannt wurden. Dazu sendet
dieser ein LA–Paket durch den Ring, das alle Teilnehmer entha¨lt, die die Kon-
ferenz aufgrund des Fehlverhaltens verlassen mu¨ssen.
Durch den Forced Leave Mechanismus wird die Atomarita¨t der Datenu¨ber-
tragung im GCPIP gewahrt. Forced Leave scheint ungewo¨hnlich zu sein. Aber
wenn ein Teilnehmer nicht mehr reagiert, sei es durch einen schwerwiegenden
Fehler7 im Netzwerk oder auf dem Host, macht eine weitere Teilnahme an
einer multimedialen Gruppenkonferenz kaum noch Sinn, da auch die Video–,
Audio– und Whiteboarddaten nicht mehr ausgetauscht werden ko¨nnen. Des-
halb ist es gu¨nstiger, den entsprechenden Teilnehmer gezielt aus der Konferenz
zu entfernen und spa¨ter erneut einzuladen.
Fehlererkennung (Error Detection)
Im GCPIP ko¨nnen verschiedene Fehlersituationen eintreten. Zum einen kann
der Tokenhalter ausfallen und der Token verloren gehen. Zum anderen arbeitet
GCPIP u¨ber verbindungslosen Protokollen (UDP beziehungsweise IP). Es sind
deshalb Verluste beim Austausch von Datenpaketen, beispielsweise CA, DT oder
LA, mo¨glich. Diese Fa¨lle mu¨ssen erkannt und behoben werden. Dazu dienen die
nachfolgenden Mechanismen zur Fehlererkennung im GCPIP.
Nicht–Tokenhalter erwarten in einer durch die Round–Trip–Time (RTT) Tokenverlust
des Tokens bestimmten Zeit t xx, dass sie wieder Tokenhalter werden. Ist
dies nicht der Fall, ist ein Tokenverlust aufgetreten. Daraufhin sendet einer
der Teilnehmer ein ED–Paket (Error Detection) durch den Ring (siehe Abbil-
dung 4.15). Dieser Teilnehmer wird zum vorla¨ufigen Tokenhalter erkla¨rt. Die
ED–PDU muss besta¨tigt werden, um die Fehlerstelle des logischen Rings zu
lokalisieren. Wird ED nicht besta¨tigt, ist ein Fehler im Ring gefunden worden.
7Es sei darauf hingewiesen, dass Forced Leave erst gestartet wird, wenn mindestens 4
Tokenu¨bergaben oder 4 Datenu¨bertragungen mit anschließender Fehlererkennung (wobei
auch hier mindestens 4 Pakete verloren gehen mu¨ssen) fehlgeschlagen sind. Dies deutet
also auf einen schweren Fehler entweder im Netzwerk oder auf dem entsprechenden Host.
111































































P leave: fehlerhafter Tokenhalter : aktueller Tokenhalter
P 0,2,3: weitere Teilnehmer : vorla¨ufiger Tokenhalter
Abbildung 4.15.: Fehlererkennung
Der nicht antwortende Teilnehmer wird in dem ED–Paket gespeichert und dem
na¨chsten Teilnehmer im logischen Ring das Paket zugeschickt. Empfa¨ngt der
vorla¨ufige Tokenhalter sein eigenes ED–Paket, wird er zum Tokenhalter und
startet den Forced–Leave–Mechanismus fu¨r alle Teilnehmer, die in dem ED–
Paket enthalten sind. Somit wird der Ring wieder konsistent rekonfiguriert.
Zum Schutz davor, dass zwei Teilnehmer die Fehlersituation quasi gleich-
zeitig entdecken und zum vorla¨ufigen Tokenhalter werden, entha¨lt das ED die
zuletzt durch den Teilnehmer versendete Sequenznummer des Token. Bekommt
ein vorla¨ufiger Tokenhalter in dieser Situation ein ED–Paket mit einer ho¨heren
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Sequenznummer als der eigenen, wird es nicht weitergeleitet. Erha¨lt dieser im
umgekehrten Fall ein ED mit einer kleineren Sequenznummer, verliert er den
Status als vorla¨ufiger Tokenhalter. Somit wird der Tokenhalter wieder eindeu-
tig (siehe Abbildung 4.15).
Wenn Pakete des Typs CA, DT oder LA auf dem Weg durch den Ring ver- Fehlerhafte Da-
tenu¨bertragungloren gehen, wird die U¨bertragung der Pakete durch den Tokenhalter bis zu
dreimal wiederholt. Sind sie trotz mehrfacher Wiederholung nicht wieder beim
Tokenhalter angekommen, muss dieser den Fehlerpunkt im logischen Ring lo-
kalisieren. Dazu wird vom Tokenhalter eine ED–PDU verschickt, die nach dem
gleichen Prinzip wie bei einem Tokenverlust den Fehlerpunkt lokalisiert. Durch
den Forced Leave Mechanismus werden auch hier die fehlerhaften Teilnehmer
aus dem Ring entfernt. Im Anschluss daran wird erneut das CA–, DT– oder LA–
Paket im Ring verteilt, das vor der Fehlersituation verschickt werden sollte.
Weitere Fehlersituationen ko¨nnen durch den Verlust der PDUs JR, JC, LR
und LC auftreten. Diese ko¨nnen durch einfache Timerfunktionalita¨ten erkannt
und daraufhin behoben werden (siehe Anhang B.1).
4.3.3. Diskussion der GCPIP Lo¨sung
Protokolle ko¨nnen von vielen Standorten aus betrachtet und bewertet wer-
den. Die wichtigsten Kriterien fu¨r die Bewertung eines Signalisierungsproto-
kolls sind jedoch die Verfu¨gbarkeit und Nutzbarkeit, die Robustheit gegenu¨ber
Fehlerfa¨llen, die Verzo¨gerung einer Datenu¨bertragung sowie der Bandbreiten-
verbrauch beziehungsweise der Overhead. Der Durchsatz des Protokolls ist bei
der Signalisierung nicht von großer Bedeutung, da davon ausgegangen wird,
dass nur selten Nachrichten gesendet werden, die zudem kurz sind.
Nutzbarkeit
GCPIP stellt einen zuverla¨ssigen, atomaren und total geordneten Datenu¨ber-
tragungsdienst fu¨r die Signalisierung in geschlossenen Mehrteilnehmer–Video-
konferenzsystemen unter Nutzung von Unicastverbindungen im Internet be-
reit. Da keine Multicastdienste fu¨r das Funktionieren des Protokolls notwendig
sind, kann GCPIP uneingeschra¨nkt an allen Endsystemen benutzt werden, die
den UDP/IP–Protokollstack installiert haben.
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Robustheit
Das GCPIP wurde aus der Notwendigkeit entworfen, die Gruppenkoordina-
toren des Octopus–Systems u¨ber das Internet zu verbinden. Diese Umge-
bung ist jedoch fehleranfa¨llig, so dass Pakete verloren gehen, dupliziert oder
verfa¨lscht werden ko¨nnen. In der Ringtopologie des GCPIP ko¨nnen Fehler spo-
radisch an unterschiedlichen Stellen auftreten. Bei der Gestaltung des Pro-
tokolls, stellte sich die Frage, ob jede U¨bergabe der DT–, CA– und LA–PDUs
von Host zu Host besta¨tigt werden muss oder ob es ausreicht, dass der To-
kenhalter eine implizite Besta¨tigung durch den Umlauf des Pakets bekommt.
Letzteres wu¨rde das Protokoll stark vereinfachen. Zudem ko¨nnen Bandbreite
gespart und Verzo¨gerungszeiten minimiert werden. Zur Beantwortung dieser
Frage wurden im Vorfeld der GCPIP–Entwicklung Messungen der Paketverlus-
te zu verschiedenen Standorten hin durchgefu¨hrt. In Abbildung 4.16 sind die
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Abbildung 4.16.: Messungen der Verlustrate zu verschiedenen Standorten
Vom der BTU Cottbus aus wurden jeweils 8000 Messungen u¨ber einen Zeit-Messbeschrei-
bung: Verlustrate raum von 4 Wochen durchgefu¨hrt. Dabei wurden die Antwortzeiten mit dem
UNIX–Programm ping gemessen. Es wurden Paketla¨ngen von 12 und 208 Byte
benutzt, um den Einfluss der Paketla¨nge auf die Verlustwahrscheinlichkeit zu
erkennen. Die Paketla¨ngen entsprachen einem Paket fu¨r die Tokenu¨bergabe TF
beziehungsweise fu¨r die Signaldaten DT im GCPATM
8. Wie die Resultate zei-
8Es wurden die Paketgro¨ßen des GCPATM genutzt, da die Messungen im Vorfeld der GCPIP




gen, liegen die Fehlerraten bei etwa einem Prozent. Somit la¨sst sich abscha¨tzen,
dass sporadisch verteilte Fehlerquellen zwischen den Teilnehmern des logischen
Rings nicht sehr ha¨ufig auftreten. Es ist also ausreichend, dass eine Datenu¨bert-
ragung nur beim Tokenhalter implizit besta¨tigt wird. Bei den Messungen hat
sich außerdem gezeigt, dass Verluste von mehr als drei aufeinander folgenden
Paketen kaum aufgetreten sind. Dadurch wurde besta¨tigt, dass die Wahl fu¨r
die Anzahl der U¨bertragungswiederholungen von 3 gerechtfertigt ist. Zwischen
den Standorten BTU Cottbus und Hong Kong wurden weiterhin mehrere er-
folgreiche Tests u¨ber jeweils 24 Stunden mit dem GCPIP durchgefu¨hrt, bei
denen eine Gruppe mit ein bis zwei Teilnehmern pro Standort aufgebaut wur-
de. Es hat sich gezeigt, dass wa¨hrend der Tests zwar Paketverluste aufgetreten
sind, aber kein einziger Forced Leave ausgefu¨hrt wurde. In weit fehleranfa¨lligen
Umgebungen wie einemWireless LAN wurde das Protokoll und sein Verhalten
jedoch noch nicht getestet.
Performanz des GCPIP
Das GCPIP ist aufgrund seiner Ringtopologie nicht beliebig in Bezug auf die
Anzahl der Gruppenmitglieder skalierbar. Eine ho¨here Anzahl von Teilnehmern
bewirkt einen Anstieg der Token– und Signalumlaufzeiten und somit der Re-
aktionszeiten tReaktion auf eine Anforderung aus der Nutzerumgebung. Werden
diese Anforderungen mit einer starken Verzo¨gerung bearbeitet, leidet darunter
die Bedienbarkeit des Systems. Beispielsweise sollte in einer Anwendung eine
Reaktion auf einen Tastendruck innerhalb einer Zeit von 100 ms bis 2 s [139],
[93], [103] erfolgen, damit die Anwendung beim Nutzer nicht als abgestu¨rzt
gilt. In [10] wird von einer maximalen Verzo¨gerung von 1s ausgegangen. Es
stellt sich die Frage, bis zu welcher Zahl von Gruppenmitgliedern der Ansatz
des GCPIP akzeptabel ist.
Allgemeingu¨ltig la¨sst sich diese Frage nicht beantworten, da der Einflussfak-
tor Entfernung zwischen den Standorten in jeder Sitzung sehr unterschiedlich
sein kann. Eine Konferenz, bei der sich die Konferenzteilnehmer u¨ber den ge-
samtem Globus verteilen, wird nur eine kleinere Gruppengro¨ße zulassen als eine
Konferenz, die in einer Region oder auf einem Universita¨tscampus stattfindet.
Aus diesem Grund wurden die Messungen innerhalb eines lokalen Netzwerks
durchgefu¨hrt, um zuerst die Eigenschaften des Protokolls unabha¨ngig von Ent-
fernungseinflu¨ssen zu untersuchen.
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Fu¨r die Messungen wurde ein lokales 100 Mbit/s Ethernet–Netzwerk ge-Lokale
Abscha¨tzung nutzt, an dem unterschiedlich leistungsstarke Rechner angeschlossen waren,
wie beispielsweise mehrere SUN SparcStation 20, SUN Ultra 10 und SUN LX.
Da keine aufwendigen Rechenoperationen durch das GCPIP notwendig sind,
hat sich jedoch die Rechenleistung der beteiligten Rechner kaum bemerkbar
gemacht. Die Reaktionszeit tReaktion, l
9 auf ein Ereignis des Dienstnutzers wird
durch das Zeitintervall zwischen dem Absenden des DATreq und dem Empfang
des DATind bestimmt und ha¨ngt maßgeblich von der Summe aus der Wartezeit
tW fu¨r ein DATreq–Primitiv, bis zum Eintreffen des Token, und der Datenu¨ber-
tragungszeit tDAT, l ab:
tReaktion, l = tDAT, l + tW (4.1)
Je nachdem, ob der Host gerade den Token besitzt oder bis zu einem vollen
Tokenumlauf warten muss, liegt tW im Intervall [0, tRTT–Token, l], mit tRTT–Token, l
als Tokenumlaufzeit im LAN.
Die Reaktionszeit tReaktion, l liegt demnach im Intervall
tDAT, l ≤ tReaktion, l ≤ tDAT, l + tRTT–Token, l. (4.2)
Um den Einfluss beider Gro¨ßen getrennt einzuscha¨tzen, wurde einerseits die
Tokenumlaufzeit sowie die Verzo¨gerung eines Datenpakets vom Zeitpunkt des
U¨bernahme durch das GCPIP bis hin zum Ausliefern an den Dienstnutzer
gemessen. Beide Messungen wurden getrennt durchgefu¨hrt, um gegenseitige
Abha¨ngigkeiten auszuschließen.
Die Messergebnisse der Tokenumlaufzeit aus drei Messreihen a´ 5000 Einzel-
messungen sind in Abbildung 4.17 dargestellt. Die durchschnittliche Tokenum-
laufzeit bei 8 Teilnehmern lag bei etwa 55 ms. Mittels Microsoft Excel wurde
die lineare Approximation10 des Messergebnisses:
tRTT–Token, l = 7.42n− 5.78 (4.3)
bestimmt, wobei n die Anzahl der Teilnehmer des GCPIP–Rings darstellt.
9Der Index l steht fu¨r lokal.
10Die Gleichungen werden hier zur besseren U¨bersicht ohne Einheiten angegeben. Die Ein-





















Abbildung 4.17.: Messung und Approximation der Tokenumlaufzeit
tRTT–Token, l
Die Messungen der Datenu¨bertragungszeiten wurden ebenfalls dreimal mit
jeweils 5000 Messwerten durchgefu¨hrt. Da die Uhren trotz des Network Time
Protocols (NTP) [104] nicht hundertprozentig synchron laufen, wird die Emp-
fangszeit des DATind nur auf dem Sendehost des DATreq registriert und daraus
die Zeitdifferenz berechnet. Die Ergebnisse sind in Abbildung 4.18 dargestellt.
Auch hier ist eine Approximation der Verzo¨gerungszeiten angegeben, die nach
folgender Gleichung berechnet wird:
tDAT, l = 1.29n− 1.25 (4.4)
Diese Gleichung entspricht auch der minimalen Reaktionszeit tˇReaktion, l auf ein
Ereignis des Dienstnutzers. Beide Messungen zusammen ergeben die maximale
Reaktionszeit tˆReaktion, l:
tˆReaktion, l = 8.71n− 6.83 (4.5)
In Abbildung 4.19 ist diese Approximation als Maximum dargestellt. Die Ab-
bildung entha¨lt außerdem die Messung und Approximation der tatsa¨chlichen
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Abbildung 4.18.: Messung und Approximation der Datenu¨bertragungszeiten
tDAT, l
Verzo¨gerung vom Absenden eines DATreq bis zum Empfang des DATind11. Das
Minimum stellt in der Abbildung die Approximation der minimalen Reakti-
onszeit tˇReaktion, l dar. Daraus ist ersichtlich, dass die tatsa¨chliche Reaktionszeit
bei nur etwa einem Drittel zwischen dem Maximum und dem Minimum liegt.
Die Approximation der Messergebnisse lautet:
t¯Reaktion, l = 4.55n− 9.11 (4.6)
Unter der Annahme, dass die maximale Reaktionszeit unter 1000 ms liegen





Demnach sind 116 Teilnehmer innerhalb einer GCPIP–Sitzung mo¨glich. Un-
ter der Annahme des gemessenen Durchschnitts aus Gleichung 4.6 ist eine
Gruppengro¨ße von etwa 221 Teilnehmern vorstellbar. Zu beachten ist, dass es
sich hierbei um eine lokale Abscha¨tzung handelt. Wie schon erwa¨hnt, verrin-
11Diese Messung wurde auch fu¨r GCPB durchgefu¨hrt, das Multicastverbindungen auf Uni-




















Messung Durchschnitt Minimum Maximum
Abbildung 4.19.: Approximation der maximalen Gesamtverzo¨gerung und Mes-
sung der tatsa¨chlichen, durchschnittlichen Verzo¨gerung durch
GCPIP
gert sich diese Zahl, wenn ein globales Umfeld mit zusa¨tzlichen Leitungs– und
Routingverzo¨gerungen als Einsatzumgebung des GCPIP dient.
Um eine Aussage u¨ber die Gro¨ße dieser Verzo¨gerungen und deren Einfluss Globale
Abscha¨tzungauf die Einsatzfa¨higkeit des GCPIP zu erhalten, wurden die Entfernungen zu
verschiedenen Standorten von Cottbus aus mit dem Programm ping gemessen.
Die Resultate sind in Abbildung 4.20 dargestellt. Die Messungen zeigen, dass
im Verbund der deutschen Hochschulen und sogar innerhalb Europas Antwort-
zeiten von unter 40 ms realistisch sind. Interkontinentale Verbindungen, bei-
spielsweise in die USA, ko¨nnen mit weniger als 100 ms Round–Trip–Time ab-
gescha¨tzt werden. Der Ursache fu¨r die hohen Verzo¨gerungen nach Hong Kong
liegt in der Nutzung einer Satellitenverbindung zwischen Frankreich und Sin-
gapur12.
12Mittels des UNIX–Programms traceroute wurde diese Verbindung nachgewiesen
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Abbildung 4.20.: Messung der Verzo¨gerungen zu verschiedenen Standorten
Um die Anzahl der Teilnehmer in einem globalen Umfeld abscha¨tzen zu
ko¨nnen, kann der Ansatz aus Gleichung 4.2 verwendet werden. Somit ist die
maximale Reaktionszeit im globalen Umfeld:
tˆReaktion, g = tRTT–Token, g + tDAT, g (4.8)
Unter Vernachla¨ssigung der Leitungsverzo¨gerung tL in lokalen Netzwerken be-
tra¨gt die globale Token–RTT:
tRTT–Token, g = tRTT–Token, l +
n−1∑
i=1




mit n als Anzahl der Teilnehmer. Das Tupel {i, i+1} bezeichnet die Verbindung
zwischen Teilnehmer i und seinem Nachbarn i+ 1 in einem GCPIP–Ring.
Fu¨r die globale Verzo¨gerung der Datenu¨bertragung gilt:
tDAT, g = tDAT, l +
n−1∑
i=1
tL{i,i+1} + tL{n,1} (4.10)
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Somit ergibt sich aus den Gleichungen 4.9 und 4.10 fu¨r eine globale Sitzung mit
dem GCPIP folgende Abscha¨tzung der Reaktionszeit auf ein Nutzerereignis:







Um die maximale Anzahl der Teilnehmer zu bestimmen, muss nun noch die
Ungleichung
tReaktion, g ≤ 1000 ms (4.12)
erfu¨llt sein.
Dies soll anhand eines Beispiels erla¨utert werden. Fu¨r Europa wurden RTTs
von unter 40 ms gemessen. Daraus folgt, dass die einfache Verzo¨gerung etwa
20 ms betra¨gt (siehe Abbildung 4.20). Unter der Annahme, dass alle Stre-
cken eine Verzo¨gerung von 20 ms besitzen ist, la¨sst sich die Gleichung 4.11
folgendermaßen vereinfachen:
tReaktion, g = tDAT, l + tRTT–Token, l + 2n · 20 ms (4.13)
mit n als Anzahl der Teilnehmer. Somit lautet die Ungleichung 4.12 unter
Nutzung der Approximation aus Gleichung 4.5:
40n+ 8.71n− 6.83 ≤ 1000 ms, (4.14)





Somit ko¨nnen europaweit etwa 21 Teilnehmer gleichzeitig an einer GCPIP–
Sitzung teilnehmen, ohne dass sich Verzo¨gerungen sto¨rend bemerkbar ma-
chen. Die Anzahl der Teilnehmer steigt auf etwa 23 unter Beru¨cksichtigung
der durchschnittlichen Reaktionszeit aus Gleichung 4.6.
Fu¨r Videokonferenzen u¨ber mehrere Kontinente hinweg ist leider nur eine
sehr geringe Anzahl13 von Teilnehmern pro Gruppe mo¨glich, da hohe Lei-
tungsverzo¨gerungen sich zu stark auf die Zeiten fu¨r den Tokenumlauf und
die Datenu¨bertragung auswirken. Sind sich die Teilnehmer jedoch u¨ber die
13Konkret la¨sst sich die Anzahl jedoch nicht hinreichend genau bestimmen, da die Leitungs-
verzo¨gerungen weltweit zu stark variieren.
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physikalisch bedingten, starken Verzo¨gerungen bei einer globalen Konferenz
bewusst, so kann der Erwartungswert von 1000 ms und somit die maximale
Teilnehmerzahl erho¨ht werden.
Durchsatz
Die U¨bertragung von sehr vielen Steuerinformationen von allen Teilnehmern
gleichzeitig, scheint fu¨r GCPIP problematisch zu sein, da der Tokenumlauf
und die Datenu¨bertragung Zeit beansprucht. Aus diesem Grund wird jetzt der
Durchsatz des Protokolls untersucht, also wie viele Pakete pro Sekunde vom
GCPIP verteilt werden ko¨nnen, ohne bei den Sendern einen Stau zu verur-
sachen. Anders ausgedru¨ckt, wie oft du¨rfen Steuerinformationen ausgetauscht
werden.
Fu¨r diese Analyse wird angenommen, dass sobald ein Teilnehmer im GCPIP
der Tokenhalter wird, ein Paket zur U¨bertragung bereitliegt. Demzufolge wer-
den pro Tokenumlauf n Pakete u¨bertragen, wenn n die Anzahl der Teilnehmer
ist. Somit setzt sich die Zeit, die zwischen dem Absenden von zwei Pake-
ten vergeht, aus n Datenu¨bertragungszeiten tDAT und einer Tokenumlaufzeit
tRTT–Token zusammen.
t = n · tDAT + tRTT–Token (4.16)
Unter Beru¨cksichtigung der lokalen Approximationen in Gleichung 4.3 und 4.4lokale
Abscha¨tzung kann diese Zeit wie folgt berechnet werden:
t = n · tDAT, l + tRTT–Token, l = 1.29n2 − 6.17n+ 5.78 (4.17)
Daraus ergibt sich ein gescha¨tzter lokaler Durchsatz14, den ein Teilnehmer
u¨ber das GCPIP u¨bertragen kann:
BEff., l =
1000
1.29n2 − 6.17n+ 5.78 (4.18)
Mit den Gleichungen 4.9 und 4.10 la¨sst sich die Zeit zwischen dem Absendenglobale
Abscha¨tzung
14Zur Erhaltung der U¨bersichtlichkeit werden die Gleichungen auch hier ohne Einheiten
dargestellt. Der Durchsatz wird in Pakete pro Sekunde angegeben.
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von zwei Paketen in globalen Netzen abscha¨tzen:












Wird jetzt wieder von der Annahme ausgegangen, dass innerhalb von Europa




n (1.29n− 1.25) + (7.42n− 5.78) + (n+ 1) · 20 (4.20)
=
1000
1.29n2 + 26.17n+ 20
(4.21)
Die Gleichungen 4.18 und 4.21 sind in Abbildung 4.21 graphisch dargestellt. Bewertung






















Abbildung 4.21.: Maximaler Durchsatz von GCPIP
Pakete pro Sekunde15, also alle 600 ms, abgeschickt werden ko¨nnen. Fu¨r das
Management eines Videokonferenzsystem ist dies vo¨llig ausreichen, da ein Spre-
15Die Einheit Byte pro Sekunde wu¨rde weniger aussagekra¨ftig sein, da die Pakete eine feste
Gro¨ße von etwa 200 Byte haben.
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cherwechsel oder eine Anfrage an die Floorkontrolle nicht so ha¨ufig stattfin-
det. Die Zeit zwischen zwei Anfragen liegt in der Regel im Minutenbereich.
Auch das QoS–Management tauscht nicht so ha¨ufig Daten aus. Hier werden
im Abstand 5 bis 10 Sekunden die aktuellen QoS–Zustandsinformationen aus-
getauscht. In einer globalen Umgebung mu¨ssen die Pakete eines Teilnehmers
einen Abstand von etwa 9 Sekunden haben, um sich nicht bei diesem zu stau-
en. Somit ist fu¨r die Floorkontrolle auch kein Engpass zu erwarten. Fu¨r das
QoS–Management kann es allerdings problematisch werden, wenn alle 5 Se-
kunden der aktuelle QoS–Zustand an die anderen Teilnehmer verteilt werden
soll. Deshalb muss hier die QoS–Anwendung die U¨bertragungsha¨ufigkeit in
Abha¨ngigkeit der Teilnehmerzahl reduzieren. Ein Ansatz wie in RTCP kann
hier genutzt werden [137]. GCPIP ist somit in der Lage, den Anforderungen
gerecht zu werden, die Managementkomponenten eines Videokonferenzsystems
an den Durchsatz stellen.
Bandbreitenverbrauch
Die Signalisierung in einem Videokonferenzsystem erzeugt einen Mehraufwand
(Overhead) zu der eigentlich interessierenden U¨bertragung der multimedialen
Daten. Dieser Mehraufwand sollte mo¨glichst gering sein. Der Overhead, der
durch das GCPIP entsteht, kann nicht unmittelbar berechnet werden, da dieser
von der Anwendung u¨ber dem GCPIP und dessen Sendeverhalten abha¨ngt. Es
kann lediglich der Bandbreitenbedarf fu¨r den Tokenmechanismus bestimmt
werden.
Um die Bandbreite zu berechnen, die ein Teilnehmer durch die Signalisierung
erzeugt, wird das Ergebnis der Tokenumlaufzeit herangezogen. Das gesendete
Datenvolumen leitet sich aus den Paketla¨ngen L der TF– und TF ACK–PDU von
jeweils 12 Byte ab. Die Gleichung:
Bi =
LTF–PDU + LTF ACK–PDU
tRTT–Token
(4.22)
ergibt die Bandbreite, die ein Teilnehmer i in der GCPIP–Sitzung verbraucht.
Der Za¨hler der Gleichung gibt an, wieviele Daten pro Zeiteinheit, hier pro
Tokenumlauf tRTT–Token, von dem Sender verschickt werden. Dies ist die Summe
aus der La¨nge der TF–PDU LTF–PDU und der TF ACK–PDU LTF ACK–PDU. Beide
PDUs sind 12 Byte lang. Die Tokenumlaufzeit ist abha¨ngig von der Anzahl
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der Teilnehmer und wird nach Gleichung 4.3 bestimmt. Die Gesamtbandbreite
pro Sitzung ergibt sich somit zu:
Bgesamt = nBi (4.23)
Die Gesamtbandbreite ist in Abbildung 4.22 dargestellt. Des Weiteren ist das






















































Bandbreite Token [kbit/s] Anteil der Tokenbandbreite [%]
Abbildung 4.22.: Bandbreitenabscha¨tzung fu¨r den Signalisierungsoverhead oh-
ne Anpassung
In Abbildung 4.22 ist zu sehen, dass die beno¨tigte Bandbreite fu¨r die Signa-
lisierung bei zwei Teilnehmern sehr hoch ist und erst mit steigender Anzahl
der Teilnehmer sinkt. Dies ist darauf zuru¨ckzufu¨hren, dass die Tokenhaltezeit
einen entscheidenden Einfluss auf die benutzte Bandbreite hat. Bei zwei Teil-
nehmern wird von einem Teilnehmer etwa alle 10 ms ein TF verschickt und ein
TF ACK empfangen. Somit ist die Frequentierung eines Teilnehmers sehr hoch.
Bei einer gro¨ßeren Gruppe sind die Teilnehmer nicht so oft Tokenhalter und
mu¨ssen demnach weniger ha¨ufig das Token weitergeben.
16Die Bandbreite der Videokonferenz bezieht sich auf folgende Randbedingungen: Vi-
deostrom mit 25 Bildern pro Sekunde bei einer Paketla¨nge von 3 kByte; Audiostrom
mit 64 kbit pro Sekunde. Die Werte sind mit einer SUNVideo Karte gemessen worden.
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In diesem Zusammenhang ist es sinnvoll, u¨ber eine Anpassung der Token-
haltezeit in Abha¨ngigkeit der Umlaufzeit und der Anzahl der Teilnehmer zu
diskutieren. Um die Bandbreite zu reduzieren, besonders bei einer kleinen An-
zahl von Teilnehmern, kann von folgender Annahme ausgegangen werden. Ei-
ne Tokenumlaufzeit von etwa 120 ms bewirkt einen Bandbreitenoverhead von
etwa 5 bis 6 Prozent. Dies ist ein normaler Wert, der auch von dem Steu-
erprotokoll RTCP des Realtime Transport Protocol (RTP) [137] eingehalten





















































Bandbreite Token [kbit/s] Anteil der Tokenbandbreite [%]
Abbildung 4.23.: Bandbreitenabscha¨tzung fu¨r den Signalisierungsoverhead mit
Anpassung
kleineren Gruppensta¨rke diesen Wert zu erreichen, muss die Tokenumlaufzeit
vergro¨ßert werden. Dies kann durch Verla¨ngerung der Tokenhaltezeit tTokenhalt
erreicht werden. Wenn die Tokenumlaufzeit kleiner als die diskutierten 120 ms
ist, kann die Tokenhaltezeit folgendermaßen festgesetzt werden:
tTokenhalt, (neu) =
120 ms− tRTT–Token + n · tTokenhalt, (alt)
n
(4.24)
Das Ergebnis dieser U¨berlegungen ist in Abbildung 4.23 gezeigt. Es wird deut-
lich, dass der Overhead nicht u¨ber 6 Prozent ansteigt. Die dadurch entstehende
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zusa¨tzliche Verzo¨gerung bei der U¨bertragung der Signalisierungsdaten ist ak-
zeptabel, da die maximale Reaktionszeit noch immer unter 1000 ms liegt.
Zu dieser Anpassung ist zu bemerken, dass diese wahrscheinlich nur in lo-
kalen Umgebungen zum Tragen kommt. In globalen Umgebungen wird die
Tokenumlaufzeit durch die Leitungsverzo¨gerungen automatisch steigen und so-
mit den Overhead gering halten. Die Anpassung muss bei jeder A¨nderung der
Gruppenzusammensetzung aufgehoben werden. Anschließend muss von neuem
u¨berpru¨ft werden, ob eine erneute Anpassung notwendig ist oder nicht.
4.4. Signalisierung in hierarchischen Topologien
Die bisherigen Betrachtungen bezogen sich eher auf den Fall, dass sich die
Teilnehmer einer Videokonferenz in einer logischen Ebene befinden, wie das
beispielsweise bei Bravis der Fall ist. Octopus verfolgt jedoch einen hier-
archischen Ansatz, bei dem die Signalisierungsdaten u¨ber mehrere Ebenen
geleitet werden mu¨ssen. Hierbei stellt sich das Problem, dass die Signalisie-
rungsnachricht nicht nur durch die Leitung verzo¨gert wird, sondern auch durch
die zusa¨tzlichen Schnittstellen zwischen den einzelnen Ebenen. Im Falle des
Octopus mu¨ssen das lokale Netz, der lokale Gruppenkoordinator, das glo-
bale Netz, der entfernte Gruppenkoordinator und das entfernte lokale Netz
durchlaufen werden, bevor ein Paket einen Empfa¨nger erreicht (siehe Abbil-
dung 4.24). Der Gruppenkoordinator kann hierbei zu einem Engpass in der
Kommunikation werden. Somit ist zu pru¨fen, ob die ho¨here Robustheit des
hierarchischen Ansatzes den Nachteil der ho¨heren Verzo¨gerung gerechtfertigt.
Dazu wird am Beispiel des Octopus ein hierarchisches System in Bezug auf
die Gesamtverzo¨gerung der Signalisierungsdaten untersucht.
4.4.1. Signalisierungsprinzipien in OCTOPUS
Ein hierarchisches System, das wie Octopus geschlossene Gruppen unter-
stu¨tzt, muss ebenfalls die Konsistenz der verteilten Managementdaten zwi-
schen den entfernten Teilnehmern gewa¨hrleisten. Dazu ist es erforderlich, dass
zuna¨chst die oberste Ebene, also die globale Ebene die Daten zuverla¨ssig, ato-
mar und total geordnet verteilt. Erst dann du¨rfen die Daten der unteren Ebene
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weitergeleitet werden. Das soll am Beispiel einer Floor–Anforderung erla¨utert




















Abbildung 4.24.: Anforderung des Rederechts im Octopus–System
Die Floor–Anfrage wird zuna¨chst an den Gruppenkoordinator gesendet (sie-
he Abbildung 4.24, Schritt (1)). Im Covis muss dazu die Floorkontrolle in
der Weise gea¨ndert werden, dass der Request nicht an alle Covis–Teilnehmer
geschickt wird. In einem zentral organisierten System, wie beispielsweise dem
Hongkonger System (Hkust), braucht hingegen nichts am Kommunikations-
ablauf gea¨ndert zu werden, wenn der Gruppenserver die Aufgaben des Grup-
penkoordinators u¨bernimmt. Nachdem der Gruppenkoordinator die Request–
Nachricht empfangen hat, verteilt er diese an die entfernten Gruppenkoordina-
toren (2). Danach kann die Nachricht an alle Teilnehmer der lokalen Gruppen
u¨bertragen werden (3).
Der urspru¨ngliche Kommunikationsablauf desCovismusste wie beschrieben
gea¨ndert werden, da bei einer gleichzeitigen Anforderung des Floors von Teil-
nehmern unterschiedlicher lokaler Gruppen zuerst die jeweilige lokale Gruppe
die Floorkontrolle aktualisiert. Erst kurze Zeit spa¨ter wu¨rde die Anforderung
von der entfernten Gruppe eintreffen. Dies ha¨tte eine unterschiedliche Rei-
henfolge der Daten in der Floorkontrolle in den beiden Gruppen zur Folge.
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Die Konsequenz ist, dass zuerst die oberste Ebene eines hierarchischen Sys-
tems aktualisiert werden muss, bevor die tieferen Schichten aktualisiert werden
ko¨nnen.
4.4.2. Abscha¨tzung der Signalisierungsverzo¨gerung
In Octopus muss eine Signalisierungsnachricht zuna¨chst vom Sender an den
Gruppenkoordinator gesandt werden, bevor sie global u¨bertragen werden kann.
Anschließend muss die Nachricht wieder vom Gruppenkoordinator an die ei-
gene Gruppe u¨bermittelt werden. Die lokale Verzo¨gerung wird im Vergleich
zu anderen lokalen Systemen voraussichtlich beim Covis aufgrund der Ring-
topologie am ho¨chsten sein. Aus diesem Grund wird fu¨r die Abscha¨tzung der













Abbildung 4.25.: Anordnung fu¨r die Abscha¨tzung der Gesamtverzo¨gerung der
Signalisierung im Octopus–System
Aus [10] sind die Tokenumlaufzeiten fu¨r das GCPATM bekannt, die in Tabelle
4.1 enthalten sind. Die Verzo¨gerung des Token um jeweils 10 ms wurde hier
eingefu¨hrt, um die Belastung des Netzwerks und der beteiligten Endsysteme
zu reduzieren.
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Tabelle 4.1.: Tokenumlaufzeiten des GCPATM nach [10]
Zuna¨chst soll die maximale Verzo¨gerung einer Nachricht fu¨r zwei Teilnehmer,
die sich an unterschiedlichen Orten befinden, abgescha¨tzt werden. Im lokalen
Bereich tauscht GCPATM sechs PDUs fu¨r eine Rotation des Token aus. Somit
beno¨tigt das Senden einer PDU unter Beru¨cksichtigung der gemessenen Werte
der Tabelle etwa 1,1 ms. Die maximale Verzo¨gerung von einem Teilnehmer zu
dem Gruppenkoordinator betra¨gt also etwa 8 ms17. Die globale Verzo¨gerung
zwischen den Gruppenkoordinatoren ha¨ngt, wie schon geschildert, von der Ent-
fernung zwischen den Systemen ab. Unter der Annahme, dass sich die beiden
Teilnehmer innerhalb von Europa befinden, kann die einfache Verzo¨gerung
zwischen den Standorten wie in Abschnitt 4.3.3 mit 20 ms veranschlagt wer-
den. Mit der Gleichung 4.13 betra¨gt die globale Verzo¨gerung also maximal 104
ms. Die Verzo¨gerungen, die durch die Gruppenkoordinatoren auftreten, sind
vergleichsweise gering. Messungen ergaben eine durchschnittliche Verzo¨gerung
von etwa 0,25 ms pro Gruppenkoordinator. Somit ergibt sich eine abgescha¨tzte
Gesamtverzo¨gerung von 104 ms + 2 · 8 ms = 120 ms fu¨r eine Zweierkonferenz
u¨ber Octopus in Europa.
Unter denselben Voraussetzungen (lokale Verzo¨gerung = 8 ms, globale Verzo¨-Vergleich mit
dezentralem
Ansatz
gerung = 20 ms) betra¨gt die Verzo¨gerung in einem verteilten Ansatz wie dem
Bravis–System 104 ms. Somit steigt die Verzo¨gerung der Datenu¨bertragung
um nur 15 Prozent. Da der Hauptanteil der Verzo¨gerung bei der Kommunika-
tion zwischen den Gruppenkoordinatoren entsteht, ha¨ngt die Gesamtverzo¨ge-
rung im starken Maße von der Anzahl der beteiligten lokalen Videokonferenz-
17maximale Verzo¨gerung ergibt sich wieder aus der Tokenumlaufzeit = 6,749 ms und der
Datenu¨bertragungszeit = 1,1 ms
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systeme ab, die mittels Octopus verbunden sind. Hingegen ist der Einfluss
der Teilnehmerzahl, die sich in einer lokalen Konferenz befinden, eher gering.
Diese Abscha¨tzung zeigt, dass der Ansatz einer hierarchischen Signalisierung
akzeptabel und praktikabel ist. Trotzdem sollte aufgrund der doch geringfu¨gig
erho¨hten Verzo¨gerungen auf eine starke Strukturierung in Hierarchieebenen
verzichtet werden. In Octopus konnte dies jedoch nicht vermieden werden, da
die lokalen Videokonferenzsysteme eine unterschiedliche Architektur besitzen
und demzufolge mit unterschiedlichen Signalisierungsprotokollen kommunizie-
ren. Somit ist der hierarchische Ansatz ein guter Kompromiss gegenu¨ber einer
Anpassung der lokalen Systeme an ein einheitliches Signalisierungsprotokoll.
4.5. Zusammenfassung
In diesem Kapitel wurde die Signalisierung fu¨r globale und geschlossene Vi-
deokonferenzsystemen untersucht. Es wurden die Anforderungen an das Trans-
portsystem die Zuverla¨ssigkeit, die totale Ordnungserhaltung und die Atoma-
rita¨t der Auslieferung der Daten fu¨r die Aufgaben die Signalisierung festge-
halten. Vorhandene Protokolle wurden auf die Erfu¨llung dieser Anforderungen
und den Einsatz in einer globalen, geschlossenen Konferenzumgebung gepru¨ft
und bewertet. Hierbei hat sich gezeigt, dass die vorhandenen Protokolle kaum
die Anforderungen erfu¨llen ko¨nnen und zumeist auf einer offenen Multicast-
struktur basieren. Sie sind fu¨r die Verwaltung geschlossener Gruppen unge-
eignet. Aufgrund dieser Unzula¨nglichkeiten entstand der vorgestellte Ansatz
des GCPIP, der eine Kommunikation geschlossener Gruppen ermo¨glicht. Das
auf einem logischen Ring und einem Tokenprinzip beruhende GCPIP, wurde
in diesem Kapitel durch eine Dienst– und eine Protokollspezifikation beschrie-
ben. Hervorzuheben ist, dass GCPIP nur auf Punkt–zu–Punkt–Verbindungen
basiert. Es erfordert damit keine senderbasierte Multicaststruktur wie das
GCPATM und kann so praktisch u¨berall eingesetzt werden. Mit GCPIP wur-
de somit eine Lo¨sung geschaffen, geschlossene Gruppen im Internet dezentral
zu organisieren. Eine fundierte Bewertung und Diskussion der Lo¨sung belegen,
dass das GCPIP fu¨r eine Kommunikation von bis zu 30 Teilnehmern in Bravis
beziehungsweise Gruppenkoordinatoren im Octopus einsetzbar ist. Der hier-
archische Signalisierungsansatz des Octopus–Videokonferenzsystems mittels
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GCPIP ist, wie Abscha¨tzungen besta¨tigt haben, ebenso praktisch einsetzbar.
Aufgrund von erho¨hten Verzo¨gerungen sollte jedoch bei der Entwicklungen
von eigensta¨ndigen Videokonferenzlo¨sungen eine hierarchische Signalisierung
vermieden werden.
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Die U¨bertragung der Medien Audio und Video in Videokonferenzen stellt be-
sondere Anforderungen an die Qualita¨t der Verbindung zwischen den Kom-
munikationspartnern. Die Qualita¨t, die der menschliche Nutzer wahrnimmt,
wird vor allem durch die Verzo¨gerungen, die Verzo¨gerungsschwankungen, die
Verluste und die Bandbreite des U¨bertragungskanals bestimmt. In lokalen Net-
zen, in ATM–Netzwerken und im ISDN ko¨nnen diese Qualita¨tsanforderungen
weitgehend erfu¨llt werden. Problematisch ist dies jedoch in globalen o¨ffentli-
chen Netzen wie dem Internet, in dem keine U¨bertragungsqualita¨ten garantiert
werden ko¨nnen. Ein weiteres Problem stellt die Wahrung der Geschlossenheit
einer Konferenzgruppe dar, da durch die Verteilung der Mediendaten nur eine
minimale Belastung des Netzwerkes auftreten sollte. In diesem Kapitel werden
diese Probleme fu¨r die Audio– und Videou¨bertragung in globalen, geschlosse-
nen Videokonferenzsystemen fu¨r das Internet diskutiert und eigene Konzepte
fu¨r die Lo¨sung hergeleitet, die im Octopus– und Bravis–System angewendet
wurden. Eine Bewertung der Lo¨sung bildet den Abschluss des Kapitels.
5.1. Medientransport in Videokonferenzsystemen
5.1.1. Anforderungen
Die Qualita¨t der Kommunikation in Videokonferenzsystemen wird im Wesent-
lichen von vier Gro¨ßen beeinflusst: die verfu¨gbare Bandbreite, die Verzo¨gerung,
die Verzo¨gerungsschwankung (Jitter) und die U¨bertragungsverlustrate. Ein in-
teraktiver Informationsaustausch zwischen den Kommunikationspartnern er-
fordert geringe Verzo¨gerungen, die fu¨r die Sprachkommunikation nicht mehr
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als 400 ms pro Richtung betragen sollten [77]. Fu¨r den Informationsaustausch
werden Audio– und Videodaten zwischen den Teilnehmern u¨bertragen, die,
obwohl sie stark komprimiert werden, eine relativ hohe Bandbreite u¨ber einen
la¨ngeren Zeitraum beno¨tigen. Audiodaten haben typischerweise Bandbreiten
bis zu 64 kbit/s, Videodaten sogar bis zu 2 Mbit/s. Audio– und Videoda-
ten sind kontinuierliche Medien, die beim Sender in einem festen Zeitintervall
aufgenommen werden und in einem festen Zeitintervall beim Empfa¨nger abge-
spielt werden mu¨ssen. Verzo¨gerungsschwankungen in Audio– und Videodaten
wirken sich oft sto¨rend fu¨r den Nutzer aus [120, 145]. U¨bertragungsverluste
ko¨nnen die Kommunikation zwischen den Konferenzteilnehmern sto¨ren, wenn
sie bei einem Audiostrom u¨ber etwa 6% und bei einem Videostrom u¨ber etwa
51% ansteigen [114].
ATM– und ISDN–Netzwerke bieten qualita¨tssichernde Dienste, die eine ma-ATM und ISDN
ximale Verzo¨gerung, einen geringen Jitter und eine konstante Bandbreite ga-
rantieren ko¨nnen. U¨bertragungsfehler treten hier kaum auf. Jedoch sind diese
Netze fu¨r die globale Kommunikation mit Videokonferenzen zu teuer, und die
Konnektivita¨t erreicht bei weitem nicht die des Internets.
Das Internet hingegen arbeitet bisher nach dem Best Effort Prinzip, oh-Internet
ne jegliche Gewa¨hrleistungen von Dienstgu¨tegarantien. In lokalen IP–Netzen
ko¨nnen jedoch die genannten Anforderung relativ leicht erfu¨llt werden, weil
die ra¨umliche Ausdehnung gering ist und kaum Zwischensysteme, wie Rou-
ter, die Kommunikation beeinflussen. Somit halten sich Verzo¨gerungen und
Jitter in geringen Maßen. Im Allgemeinen werden auch hohe Bandbreiten zur
Verfu¨gung gestellt, da die Anzahl der Nutzer beschra¨nkt ist.
In globalen o¨ffentlichen IP–Netzen durchla¨uft ein Datenpaket in der Regel
mehrere Netzwerkknoten (Routern), um von der Quelle zum Ziel zu gelan-
gen. In den Routern werden die Datenpakete in einer Warteschlange nach dem
FIFO–Prinzip zwischengespeichert, bevor sie weiter zum Ziel vermittelt wer-
den. Ist die Warteschlange leer, wird ein eintreffendes Paket sofort und ohne
Verzo¨gerungen vermittelt. Da die Verarbeitungszeit des Routers zwar hoch,
aber dennoch begrenzt ist, kann die Warteschlange zum Teil gefu¨llt sein, wo-
durch Verzo¨gerungen im Netzknoten auftreten. Treffen in einen Router gleich-
zeitig so viele Pakete ein, dass die Warteschlange vollsta¨ndig gefu¨llt ist, werden
weiter eintreffende Pakete verworfen. Die Verluste machen sich beim Abspie-
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len eines u¨bertragenen Video– oder Audiostroms in Form von Rauschen des
Bildes, im Stocken des Bildlaufs oder durch Knistern und Knacken im Ton
sto¨rend bemerkbar. Eine weitere Folge von Staus sind starke Verzo¨gerungen,
die durch das Anwachsen der Paketwarteschlangen in den Routern hervorge-
rufen werden. Demnach ist mit diesem einfachen Prinzip der Paketvermittlung
eine Sicherung der Dienstgu¨te im Internet kaum mo¨glich. Mittels verschiedener
Ansa¨tze wie den Integrated Services [21], den Differentiated Services [15, 56, 80]
oder dem MPLS [48] wird versucht, nachtra¨glich eine Dienstgu¨tesicherung in
das IP–Protokoll zu integrieren. Wie jedoch schon erwa¨hnt, ist die breite An-
wendung solcher Dienste in globalen o¨ffentlichen Netzwerken kurzfristig nicht
zu erwarten. Um trotzdem Verzo¨gerungen, Jitter und Verluste zu minimieren,
mu¨ssen folglich Staus in den Netzwerkknoten vermieden werden. Mit einer An-
passung der Sendeleistung von Video– oder Audiostro¨men an die verfu¨gbaren
Ressourcen kann dies erreicht werden. Dadurch wird gesichert, dass die U¨bert-
ragungsqualita¨t bei den Empfa¨ngern so hoch ist, wie Verbindung maximal
u¨bertragen kann.
Stausituation ko¨nnen durch die Empfa¨nger anhand von subjektiven Ein- Stauerkennung
scha¨tzungen der Videoqualita¨t festgestellt werden. Durch Messungen der emp-
fangenen Bandbreite, der Verlustrate und der Verzo¨gerung ist eine objektivere
Beurteilung mo¨glich. Das RTP–Protokoll [137] unterstu¨tzt solche Messungen
durch Sequenznummern und Zeitstempel im Paketkopf. RTP entha¨lt aber kei-
ne Bandbreitenzuweisungs– und U¨berlastkontrollmechanismen.
In Mehrteilnehmerkonferenzen, besonders in heterogenen Umgebungen wie
dem Internet, stellt die Anpassung der Sendeleistung an die verfu¨gbare Band-
breite ein zentrales Problem dar, weil jedes Gruppenmitglied eine andere Band-
breite als der Sender haben kann. Die empfangene Dienstqualita¨t, die dem
Sender mitteilt wird, kann von Empfa¨nger zu Empfa¨nger sehr unterschiedlich
sein. Der Sender muss dann entscheiden, welche Teilnehmer in der Anpassung
der Sendeleistung zu beru¨cksichtigen sind. Zur Lo¨sung dieses Problems ko¨nnen
vier Mo¨glichkeiten in Betracht gezogen werden:
1. Anpassung an den Teilnehmer mit der ho¨chsten Bandbreite,
2. Anpassung an den Teilnehmer mit der geringsten Bandbreite,
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3. Anpassung an den Teilnehmer mit einer durchschnittlichen Bandbreite
oder
4. Nutzung von Layered–Coding–Techniken.
Die erste Mo¨glichkeit hat den Nachteil, dass nur eine Minderheit der Teilneh-
mer einer Sitzung qualitativ hochwertige Datenstro¨me empfa¨ngt. Die meis-
ten Teilnehmer empfangen jedoch eine schlechtere Qualita¨t, weil die geringe-
re Bandbreite ihrer Verbindung zu U¨berlastungen fu¨hrt. Das kann fu¨r einige
Nutzer inakzeptabel sein, da die angezeigten Bilder und die abgespielten Au-
diostro¨me viele Fehler enthalten, die sich in Rauschen, Knacken und Aussetzern
bemerkbar machen. Des Weiteren ko¨nnen sich Stausituationen von leistungs-
schwachen Verbindungen auch auf leistungsstarke Verbindungen auswirken.
Der zweite Fall wurde im Anpassungsmechanismus von USMInT realisiert,
bei dem sich nach dem Teilnehmer mit den geringsten Ressourcen gerichtet
wird. Die restlichen Teilnehmer bleiben weitgehend unberu¨cksichtigt [141]. Dies
hat zur Folge, dass einzelne Teilnehmer mit einer schlechten Netzwerkverbin-
dung die Qualita¨t der gesamten Videokonferenz senken ko¨nnen.
Fu¨r das RendezVous–Vorga¨ngersystem Ivs wurde ein Regulierungsansatz
entwickelt, der drei Verbindungszusta¨nde unterscheidet: U¨berlast (¿ 5 % Ver-
lust), Ausgelastet (5 bis 2 % Verlust) und Unbelasted (¡ 2 % Verlust) [19]. Die
Sendeleistung wird bei U¨berlast reduziert, bei der Auslastung konstant gehal-
ten und bei keiner Belastung erho¨ht. Bei einer Mehrteilnehmerkonferenz wird
die Sendeleistung verringert, wenn 10% der Gruppe u¨berlastet sind. Sie wird
jedoch auch dann angepasst, wenn 90% der Verbindungen zu den Teilnehmern
ausgelastet beziehungsweise unbelastet sind. Damit empfa¨ngt die Mehrheit der
Teilnehmer eine nicht zufrieden stellende Qualita¨t. Andererseits wird die Sen-
derate erho¨ht, wenn 10% der Gruppenteilnehmer keine Stausituationen (Un-
terlast) entdecken, was wiederum zu einer U¨berlastung der verbleibenden 90%
der Teilnehmer nach der Anpassung fu¨hren kann. In heterogenen Netzwerkum-
gebungen wie dem Internet ist die gegenseitige Abha¨ngigkeit der Bandbreite
der einzelnen Teilnehmer offensichtlicher als in homogenen Umgebungen. Dies
wird deutlich, wenn 10% der Teilnehmer einer Gruppe eine schwache und 10%
eine sehr gute Netzanbindung haben. Beide Teilgruppen versuchen nun die
Anpassung der Sendeleistung in entgegengesetzte Richtungen, was in keinen
stabilen Zustand konvergiert.
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RendezVous nutzt weiterhin Layered Coding in Verbindung mit dem Lay-
ered–Multicast–Konzept [6, 131], um heterogene Systemumgebungen zu un-
terstu¨tzen. Vom Sender werden verschiedene Qualita¨tsstufen u¨ber jeweils eine
Multicastadresse verteilt. Jedoch muss der Empfa¨nger manuell einstellen, wel-
che Ebenen er fu¨r eine gute Anzeigequalita¨t empfangen will. Dies erfordert
Erfahrungen und Geschick seitens des Nutzers. Mit Receiver–Driven Layered
Multicast (RLM) [100] existiert ein automatischer Mechanismus auf der Basis
von IP–Multicast, der zu Testzwecken in das MBone–Werkzeug Vic [112] inte-
griert wurde. Scuba [5], eine Erweiterung von RLM, fu¨hrt einen zusa¨tzlichen
Auswahlmechanismus ein, der verschiedene Qualita¨tskana¨le anbietet. Alle Sen-
der teilen sich eine Untermenge dieser Kana¨le, abha¨ngig von der Abstimmung
der Empfa¨nger. Die Empfa¨nger ko¨nnen dem gewu¨nschten Kanal beitreten.
Jedoch verursachen RLM und Scuba starke U¨berlastungen wa¨hrend der An-
passung an die verfu¨gbaren Ressourcen. Deshalb wurden sie in RendezVous
vermutlich nicht integriert.
In offenen Konferenzgruppen ist eine Anpassung der Sendeleistung beson- Vergleich offene
und geschlossene
Gruppen
ders schwierig, da der Sender die Zusammensetzung der Gruppe nicht genau
kennt. So kann die akzeptable Bandbreite nur aufgrund der Informationen der
bekannten Teilnehmer abgescha¨tzt werden. Des Weiteren kann die Qualita¨t
der Konferenz durch das beabsichtigte oder unbeabsichtigte Senden falscher
Messergebnisse an den Sender reduziert werden.
In einer geschlossenen Konferenzgruppe hat jeder Teilnehmer einen exak-
ten U¨berblick u¨ber die Anforderungen der anderen Teilnehmer, da er den
QoS–Zustand aller Teilnehmer kennt. Die Mo¨glichkeit einer Sto¨rung durch
Außenstehende ist hier kaum gegeben. Somit kann jedes Gruppenmitglied die
Sendeleistung fu¨r jeden einzelnen Teilnehmer individuell anpassen, um U¨ber-
lastsituationen zu vermeiden. Jedoch steigt damit der Verwaltungs– und Be-
arbeitungsaufwand fu¨r jeden einzelnen Teilnehmer, wodurch ein Kompromiss
zwischen Individualita¨t und Aufwand notwendig wird.
Somit muss die Medienu¨bertragung in Videokonferenzsystemen derart ge-
staltet werden, dass Stausituationen in heterogenen Umgebungen vermieden
werden. Im folgenden Abschnitt werden dazu existierende Mechanismen und
Systeme analysiert.
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5.1.2. U¨berlastkontrolle in existierenden Systemen
Die Mbone–Tools Vic, Vat und Rat [112, 113, 157] sowie das Videokonfe-manuelle Anpas-
sung renzsystem daViKo [34] sind sehr einfach gestaltete Videokonferenzsysteme.
Sie enthalten keine automatischen Mechanismen zur Vermeidung von Stau-
situationen. Stattdessen mu¨ssen die Nutzer sta¨ndig die Verlustrate und die
Verzo¨gerungen der Pakete u¨berwachen. Treten zu hohe Verluste auf, muss die
Sendeleistung reduziert werden. Diese manuelle Anpassung erfordert Kenntnis-
se der Nutzer u¨ber die gegenseitigen Abha¨ngigkeiten zwischen Sendeleistung,
U¨bertragungsqualita¨t und Verhalten des Netzwerks. Die sta¨ndige Kontrolle der
U¨bertragungsqualita¨t lenkt außerdem vom eigentlichen Zweck einer Videokon-
ferenz, dem Informationsaustausch, ab. In heterogenen Umgebungen muss sich
der Teilnehmer in einer Mehrteilnehmerkonferenz selbst entscheiden, ob leis-
tungsstarke Systeme eine geringe Dienstgu¨te erhalten oder leistungsschwache
Systeme u¨berlastet werden sollen.
H.323–Systeme enthalten kaum Mechanismen zur dynamischen Regulierung
der Sendeleistung, um Stausituationen im Netzwerk vermeiden beziehungs-
weise erkennen und beheben zu ko¨nnen. Stattdessen muss der Nutzer wa¨hrend
des Beitritts angeben, welche Datenrate verarbeitet werden kann. Dazu sind
Kenntnisse des Nutzers u¨ber vergangene Sitzungen und deren U¨bertragungs-
qualita¨t sowie u¨ber den aktuellen Zustand des Netzes erforderlich, was fu¨r
einen gewo¨hnlichen Nutzer kaum mo¨glich ist.
Die H.323–Systeme der Firma Vcon enthalten mit PacketAssistTM [33, 166]automatische
Mechanismen eine Regulierungsmo¨glichkeit, mit deren Hilfe die Sendeleistung der Videostro¨-
me in Abha¨ngigkeit von Engpa¨ssen im Netzwerk dynamisch anpasst werden
kann. Ein a¨hnliches Konzept verfolgt der Ansatz Dynamic Bandwidth Alloca-
tion (DBA) der Firma Polycom [116, 122]. Automatische U¨berlastmechanis-
men sind außerdem in Ivs [18, 19] und USMInT [141] enthalten. Sie arbeiten
nach a¨hnlichen Prinzipien. Wird eine U¨berlastsituation aufgrund von Verlusten
festgestellt, wird die Senderate reduziert. In RendezVous wird sie halbiert.
USMInT reduziert die Senderate auf den Wert, bei dem die Verlustrate noch
akzeptabel ist. Dieser Wert wird durch den Sender des Videostroms festgelegt,
der wissen muss, bei welcher Verlustrate eine noch zufrieden stellende Qualita¨t
gewa¨hrleistet wird.
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5.1.3. Fehlerbehandlung
Trotz einer U¨berlastkontrolle ko¨nnen beim Transport Audio– und Videodaten
eines Videokonferenzsystems vom Sender zu den Empfa¨ngern verloren gehen,
verspa¨tet ankommen oder verfa¨lscht werden. Die Folge sind Rauschen oder
Flackern des Bildes beziehungsweise Rauschen und Knacken des Tons, wodurch
die Kommunikation zwischen den Teilnehmern erheblich gesto¨rt werden kann.
In IP–Netzen ist die Wahrscheinlichkeit eines Verlustes ho¨her als in ISDN–
oder ATM–Netzen, da IP nur einen Best Effort Dienst zur Verfu¨gung stellt.
Um U¨bertragungsfehler zu behandeln, wurden bisher drei Ansa¨tze genutzt: die
Neuu¨bertragung, die Forward Error Correction (FEC) und die Approximation.
Zusa¨tzlich zu den Standardprotokollen der Transportschicht des TCP/IP Neuu¨bertragun-
genProtokollstapels TCP und UDP wurden Ansa¨tze wie Heterogenous Packet
Flow (HPF) [41] oder Partially Reliable Transport Protocol using Explicit Con-
gestion Notification)(PRTP–ENC) [49, 50] entwickelt, die die Transportschicht
um einen teilweise zuverla¨ssigen Transportdienst erga¨nzen. Diese Lo¨sungen
dienen zur relativ zuverla¨ssigen U¨bertragung von kontinuierlichen Datenstro¨-
men in Echtzeit. Im Gegensatz zu TCP fordern die Empfa¨nger relativ zeitig
eine Neuu¨bertragung von verloren oder fehlerhaften Datenpaketen vom Sender
an, um zu gewa¨hrleisten, dass das erneut u¨bertragenen Paket noch rechtzeitig
eintrifft, um abgespielt zu werden. Trifft das Paket nicht rechtzeitig ein, muss
der Audio– oder Videostrom fehlerhaft abgespielt werden. Diese Protokolle er-
zeugen aber durch die Neuu¨bertragung eine ho¨here Netzbelastung und ko¨nnen
folglich Stau– und Fehlersituationen noch verschlimmern. Zudem wurden sie
bisher nur in lokalen Umgebungen getestet, in denen die Timeout–Intervalle
fu¨r die Neuu¨bertragung gut dimensioniert werden ko¨nnen. In Mehrteilnehmer-
konferenzen wurden die genannten Ansa¨tze noch nicht eingesetzt. Es la¨sst sich
jedoch vermuten, dass auch hier die wiederholte U¨bertragung die Netzsituation
verschlechtert.
Eine andere Mo¨glichkeit, die Verlustrate gering zu halten und somit ei- FEC
ne hohe Darstellungsqualita¨t zu gewa¨hrleisten, ist die Integration einer For-
ward Error Correction (FEC) [14]. FEC wird beispielsweise im Videokonfe-
renzwerkzeug RAT [157] eingesetzt, um Informationen aus verloren gegange-
nen Audiopaketen wieder herstellen zu ko¨nnen. Wie in Abbildung 5.1 dar-
gestellt, werden dazu redundante Informationen in dem Paketstrom mitge-
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Abbildung 5.1.: Prinzip der Forward Error Correction
schickt. Der Vorteil liegt darin, dass Audiostro¨me trotz Paketverlusten u¨ber
fehleranfa¨llige Leitungen mit einer gleich bleibend guten Qualita¨t abgespielt
werden ko¨nnen. Die U¨bertragung der FEC–Informationen beno¨tigt jedoch bis
zu 30% an zusa¨tzlichen Ressourcen [115, 119]. Weiterhin treten Verzo¨gerungen
fu¨r die FEC–Kodierung und –Dekodierung auf. Bei einer ungu¨nstigen Wahl
der FEC–Parameter in sehr fehleranfa¨lligen Umgebungen kann es dennoch
passieren, dass beim Abspielen der Mediendaten Fehler durch nicht wiederher-
stellbare Informationen auftreten ko¨nnen.
Die dritte Mo¨glichkeit, U¨bertragungsfehler zu beheben, nutzt die EigenschaftApproximation
der Audio– und Videosignale aus, dass sie sich in einem kurzen Zeitraum oft nur
geringfu¨gig a¨ndern. Geht ein Datenpaket eines Audio– oder Videostroms ver-
loren, kann dieses durch das vorangegangene oder nachfolgende Paket ersetzt
werden. Dem Nutzer fa¨llt dieser Unterschied zum originalen Signal kaum auf.
Etwas komplexer und aufwendiger gestaltet sich die Berechnung des fehlen-
den Pakets durch das vorangegangene und nachfolgende Paket. Dazu mu¨ssen
jedoch die Daten gepuffert werden, das ho¨here Verzo¨gerungen zur Folge hat.
Bis auf die FEC wurde bisher keine Fehlerbehandlung in einem der zur
Zeit existierenden Videokonferenzsysteme integriert. Der Grund liegt wohl an
dem Mehraufwand und den ho¨heren Verzo¨gerungen, den diese Mechanismen
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bewirken. Da Nutzer bei der Videou¨bertragung in einem Videokonferenzsystem
eine Ausfallrate von bis zu 51 % noch tolerieren, scheint das Nutzen–Kosten–
Verha¨ltnis sehr gering zu sein.
5.1.4. Topologien
Die Topologie fu¨r die U¨bertragung der Audio– und Videodaten in einem Video-
konferenzsystem fu¨r geschlossene Gruppen hat einen entscheidenden Einfluss
auf dessen Qualita¨t. Wie in Kapitel 2 diskutiert, existieren im Wesentlichen
drei Ansa¨tze: zentral, dezentral und hierarchisch [129].
Zentralisierte Systeme, wie beispielsweise im H.323–Standard vorgesehen, Zentrale Ansa¨tze
sind recht einfach zu installieren und zu warten. Die zentralen Gruppenser-
ver oder MCUs, die diese Systeme enthalten, ko¨nnen jedoch zum Flaschenhals
der Kommunikation sowie zum Single–Point–of–Failure werden. Des Weiteren
sind die Nutzer eines zentralen Videokonferenzsystems von dem Anbieter des
Servers und dessen Standort abha¨ngig. Der Standort spielt unter Beru¨cksichti-
gung der Dienstqualita¨t eine sehr wichtige Rolle. Liegt der Server weit von den
Nutzern entfernt, erho¨hen sich die Verzo¨gerungen, und es kann zu vermehr-
ten Bandbreitenengpa¨ssen kommen. Ein Videokonferenzserver in einem stark
belasteten Netzwerk oder mit einem schlechten Netzwerkanbindung kann wei-
terhin zu einer stark eingeschra¨nkten Qualita¨t fu¨r alle Teilnehmer fu¨hren. Ein
wichtiger Aspekt ist auch die Kostenfrage. Der Server empfa¨ngt und verteilt
alle Daten der Konferenz. Fu¨r die Institution, bei der der Videokonferenzserver
steht, entstehen deshalb deutlich ho¨here Kosten, weil sie fu¨r die transportierte
Datenmenge entsprechend beim Netzwerkprovider bezahlen muss. Die Kos-
ten fu¨r die Teilnehmern, die eine Konferenz von außerhalb u¨ber diesen Server
aufbauen, sind hingegen gering.
Relativ einfach sind bei H.323–Systemen Mechanismen zur dynamischen An-
passung an die verfu¨gbaren Ressourcen zu integrieren, da zwischen dem Server
beziehungsweise der MCU eine Punkt–zu–Punkt–Verbindung zu den Teilneh-
mern besteht. Jedoch wurde dies bisher nur durch die Produkte der Firma
Vcon mit der Erweiterung PacketAssistTM umgesetzt. Eine Software–basierte
Lo¨sung einer MCU beno¨tigt weiterhin eine hohe Rechenkapazita¨t, um die in-
dividuell angepasste Kompression der Mediendaten zu bewerkstelligen.
Dezentralisierte Systeme versprechen minimale Verzo¨gerungen zwischen den Dezentrale
Ansa¨tze
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Teilnehmern, da diese direkt miteinander verbunden werden. Dadurch ist es
bei einer total vermaschten Topologie sogar mo¨glich, die U¨bertragungsqua-
lita¨t fu¨r jeden Teilnehmer individuell anzupassen. Dies erfordert jedoch einen
ho¨heren Bandbreitenbedarf. Die Nutzung von Multicastdiensten, wie in den
MBone–Tools oder Covis, schont zwar die beno¨tigten Bandbreitenressourcen,
jedoch sind Multicastdienste nicht u¨berwiegend vorhanden. Weiterhin ist eine
individuelle Anpassung der U¨bertragungsqualita¨t nicht mo¨glich. In dezentral
organisierten Konferenzen wirken sich Fehler einzelner Teilnehmer nicht auf die
gesamte Konferenz aus. Flaschenhals der Kommunikation kann hier nur das
Netzwerk werden, da andere Komponenten das Konferenzgeschehen nicht be-
einflussen. Die Kostenfrage ist ebenfalls gekla¨rt, da alle Teilnehmer die Kosten
fu¨r die von ihnen gesendeten und empfangenen Daten tragen. Voraussetzung
fu¨r den verteilten Ansatz ist das Vorhandensein eines Signalisierungsmechanis-
mus, der sichert, dass die Medienstro¨me nur zu den Teilnehmern der Konferenz
gelangen. In IP–Multicast ist das beispielsweise nicht gegeben.
Hierarchische Systeme ko¨nnen geschlossene Gruppen unterstu¨tzen und bie-Hierarchische
Ansa¨tze ten die Vorteile von verteilt und von zentral organisierten Ansa¨tzen. Teilneh-
mer, die etwa gleiche Qualita¨tsanforderungen besitzen, ko¨nnen in eine Unter-
gruppe beziehungsweise Hierarchieebene eingeordnet werden. Dadurch kann
die U¨bertragungsqualita¨t an die Bedu¨rfnisse dieser Untergruppe angepasst
werden. Gleichzeitig wird auch Bandbreite eingespart, da der Audio– oder Vi-
deostrom zwischen den Untergruppen nur einmal u¨bertragen werden muss. Die
Verzo¨gerung der Datenu¨bertragung kann zwar leicht ansteigen, da die Vertei-
lung stufenweise u¨ber die einzelnen Hierarchieebenen erfolgt (siehe auch Ab-
bildung 2.19). Durch die heute verfu¨gbare leistungsstarke Rechentechnik ist
die Verzo¨gerung aber kaum von anderen Ansa¨tzen unterscheidbar. Hierarchi-
sche Ansa¨tze zur Medienverteilung sind jedoch kaum auf dem Markt zu finden.
Einzig die H.32x Standards lassen eine Kaskadierung der MCUs zu, wodurch
mehrere Hierarchieebenen eingerichtet werden ko¨nnen. Jedoch stellt die MCU
der obersten Ebene wiederum einen zentralen Punkt der Kommunikation mit
den bereits diskutierten Nachteilen dar.
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5.1.5. Fazit
Die Betrachtung der gegenwa¨rtigen Mo¨glichkeiten der U¨bertragung von Audio–
und Videodaten in einem Mehrteilnehmer–Videokonferenzsystem fu¨r geschlos-
sene Gruppen zeigt, dass heterogene Systemumgebungen wie das Internet nur
unzureichend unterstu¨tzt werden. Dadurch kann nicht fu¨r alle Teilnehmer ei-
ner Konferenz eine zufrieden stellende Empfangsqualita¨t gewa¨hrleistet werden.
Hierarchische Ansa¨tze bilden einen guten Kompromiss zwischen einer individu-
ellen Anpassung an die verfu¨gbaren Ressourcen jedes Teilnehmers einer Konfe-
renz und der Vermeidung eines Engpasses in der Kommunikation. Jedoch wur-
den diese Ansa¨tze bisher kaum umgesetzt. Anhand der Videokonferenzsysteme
Octopus und Bravis werden in den folgenden Abschnitten Mo¨glichkeiten zur
hierarchischen Verteilung der Medienstro¨me untersucht.
5.2. Medienu¨bertragung in OCTOPUS und
BRAVIS
Die OCTOPUS–Topologie
Die Idee von Octopus was es, lokale Systeme ohne tief greifende Modifikatio-
nen an der Systemarchitektur u¨ber globale Entfernungen zu verbinden (siehe
Kapitel 3.1). Dazu wurde eine Schnittstelle fu¨r jedes lokale Videokonferenzsys-
tem definiert, die den globalen Datenaustausch realisiert. Diese Schnittstelle
ist der Gruppenkoordinator. Mit diesem Ansatz wird quasi auch die hierar-
chische Topologie der Medienu¨bertragung festgelegt. Da sich in der untersten
lokalen Ebene verschiedenartige Videokonferenzsysteme befinden ko¨nnen, ist
Octopus ein spezieller Fall einer hierarchischen Medienverteilung, mit dem
auch das Verhalten unterschiedlicher lokaler Verteilungsstrategien untersucht
werden kann.
Die Audio– und Videodaten werden u¨ber den Gruppenkoordinator an die globale Medien-
verteilungentfernten Konferenzgruppen verteilt. Da senderbasierte Multicastdienste nur
unzureichend im Internet unterstu¨tzt werden, nutzt Octopus Unicastverbin-
dungen, um die Geschlossenheit der Gruppe zu gewa¨hrleisten. Im Gegensatz
zur Signalisierung werden die Gruppenkoordinatoren nicht in einer Ringto-
pologie, sondern in einer total vermaschten Topologie mit Punkt–zu–Punkt–
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Verbindungen angeordnet. Damit ko¨nnen die Verzo¨gerungen zwischen den
Gruppenkoordinatoren so gering wie mo¨glich gehalten werden und die Sende-
leistung der Gruppenkoordinatoren an die verfu¨gbaren Ressourcen individuell
angepasst werden (siehe Abschnitt 5.4.2). Diese Topologie beno¨tigt hohe Band-
breiten. Da mit Octopus nur nur maximal fu¨nf bis sechs Gruppen gleichzeitig
verbunden werden sollen und ein Bandbreitenmanagement vorhanden ist, wird
jedoch eine u¨berma¨ßige Beanspruchung der Bandbreitenressourcen vermieden.
Die Entwicklungen im Bereich der Overlay–Multicast–Protokolle seit demOverlay
Multicast Jahr 2000 wurden auch fu¨r Octopus interessant. Das Protokoll Nice [9] ver-
folgt ebenfalls eine hierarchische Struktur zu Verteilung der Daten an mehrere
Teilnehmer. Nice setzt jedoch in der untersten Hierarchieebene eine gleiche
Architektur der Endsysteme voraus. Die Ansa¨tze Nice, Scribe, Can, Hmtp
oder Bayeux [9, 24, 130, 179, 182] unterstu¨tzen allerdings von sich aus kei-
ne heterogenen Netzwerkumgebungen. Somit muss die Sendeleistung an das
leistungsschwa¨chste System angepasst werden. Außerdem unterstu¨tzen die ge-
nannten Protokolle keine geschlossenen Gruppen, da Teilnehmer, a¨hnlich wie
bei IP–Multicast, ohne eine Einladung einer laufenden Konferenz beitreten
ko¨nnen. Dies entspricht jedoch nicht dem Konzept vonOctopus, wodurch auf
eine nachtra¨gliche Integration eines vorhandenen Overlay–Multicast–Ansatzes
verzichtet wurde.
Die BRAVIS–Topologie
Bravis wurde von Anfang an als eigensta¨ndige Lo¨sung fu¨r ein dezentral or-
ganisiertes Videokonferenzsystem fu¨r geschlossene Gruppen entworfen. Dabei
wurde anfa¨nglich davon ausgegangen, dass sich die Gruppe einer Konferenz
aus Untergruppen von verschiedenen Standorten zusammen setzt, a¨hnlich dem
Octopus–Ansatz (siehe Abbildung 3.1). Deshalb war eine Idee von Bravis,
einen funktional reduzierten Gruppenkoordinator als Gateway zwischen den
Standorten einzusetzen. Das Gateway wa¨re dann fu¨r die globale Verteilung
der Audio– und Videodaten zwischen den global verteilten Standorten ver-
antwortlich gewesen. Dies ha¨tte jedoch den Nachteil, dass dieses Gateway an
jedem Standort verfu¨gbar sein muss und weiterhin angesteuert werden muss.
Zudem ko¨nnte solch ein Gateway zu einem Flaschenhals in der Kommunikation
werden. Deshalb wurde auf den Entwurf des Gateways verzichtet und stattdes-
sen die Integration der Gatewayfunktionen in die Endsysteme vorgeschlagen.
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Dieser Ansatz hat nun den entscheidenden Vorteil, dass das Bravis–Konzept
unabha¨ngig von der Netzinfrastruktur ist und somit nahezu u¨berall eingesetzt
werden kann.
Wie in Abbildung 3.9 schon am Beispiel eines Teilnehmers dargestellt, sendet globale Medien-
verteilungjedes Endsystem die eigenen Audio– und Videodaten zu einem Ausgewa¨hlten
Empfa¨ngers (AE) einer Untergruppe vom entfernten Standort. Jede Unter-
gruppe entha¨lt einen AE, der die eintreffenden Medienstro¨me an die lokalen
Teilnehmer verteilt. Der AE arbeitet dann bis auf Konvertierungsfunktionen
quasi wie der Gruppenkoordinator des Octopus–Systems. Jedes Endsystem
entha¨lt gema¨ß dem Peer–to–Peer Konzept die Funktionen eines AEs, die zur
Verteilung der Medienstro¨me von entfernten Teilnehmern an die lokalen Teil-
nehmer beno¨tigt werden. Die Funktionen eines AEs werden jedoch nur bei
einem Teilnehmer einer Untergruppe aktiviert, der durch das in Bravis in-
tegrierte QoS–Management ausgewa¨hlt wurde. Die Medienverteilung ist mit
diesem Ansatz nach einem zweistufigen hierarchischen Schema aufgebaut, wo-
bei die AE als Schnittstelle zwischen den zwei Ebenen dienen.
Der Einsatz von Overlay–Multicast–Ansa¨tzen wa¨re in Bravis mo¨glich. Je- Overlay Multi-
castdoch mu¨ssten existierende Protokolle wie Bayeux, Scribe, Nice, Hmtp oder
Can [182, 24, 9, 179, 130] dahingehend gea¨ndert werden, dass sie geschlossene
Gruppen unterstu¨tzen. Dies wu¨rde jedoch grundlegende A¨nderungen der Pro-
tokolle bedeuten, da auf einen Rendezvous Point verzichtet und stattdessen
eine Einladungsprozedur integriert werden muss. Des Weiteren kann der Auf-
wand fu¨r das Erstellen der Multicastba¨ume auf der Anwendungsebene recht
hoch werden. Aus diesen Gru¨nden wurde auf die Nutzung von vorhandenen
Overlay–Multicast–Lo¨sungen verzichtet und die eigene, relativ einfache, zwei-
stufige Verteilung der Audio– und Videostro¨me genutzt.
5.3. Ein Ansatz zur QoS–Sicherung der
Audiodaten
Die Audiodaten haben in Videokonferenzen einen sehr hohen Informationsge-
halt und mu¨ssen deshalb mit einer sehr guten Qualita¨t u¨bertragen werden. Da-
zu geho¨ren eine geringe Verzo¨gerung sowie einer geringe Verlustrate. Dies kann
nur durch die Anpassung der Sendeleistung an die verfu¨gbaren Ressourcen er-
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reicht werden. In den meisten Videokonferenzsystemen wird eine solche Anpas-
sung jedoch nicht unterstu¨tzt. Es kommen zwar Mechanismen zur Vermeidung
eines hohen Jitters und zur Behebung von Paketverlusten zum Einsatz, jedoch
wurde bisher die Vermeidung von Stausituationen nicht betrachtet. Im Folgen-
den soll dieses Problem anhand der vorgeschlagenen hierarchischen Topologie
in Octopus und Bravis untersucht werden.
5.3.1. Einflussgro¨ßen auf die Sendeleistung von
Audiostro¨men
Aufgrund des hohen Informationsgehalts von Audiodaten kann die Sendera-
te der Audiostro¨me nicht durch Weglassen einzelner Datenteile des Stroms
reduziert werden, wie das bei Videostro¨men mo¨glich wa¨re. Die Folge wa¨ren
deutliches Knacken und Rauschen, wodurch die Sprache nicht mehr versta¨nd-
lich wiedergegeben wu¨rde. Aus diesem Grund kann die Sendeleistung nur durch
die Parameter Samplingrate, Quantisierungstiefe, Silence Detection und Kom-
pression reduziert werden.
Die Samplingrate stellt die Abtastha¨ufigkeit dar. Je ho¨her die Samplingra-Samplingrate
te ist, desto ho¨her ist die Sendeleistung. Andererseits fu¨hrt die Verringerung
der Abtastfrequenz aufgrund des Nyquist–Theorems zu einer Einengung des
Sprachsignalspektrums und damit zu einer Verringerung der Sprachqualita¨t.
Ein fu¨r Videokonferenzen und die Telefonie u¨blicher Wert ist eine Samplin-
grate von 8 kHz. Nach dem Nyquist–Theorem kann hiermit eine Bandbreite
des Sprachsignals von maximal 4 kHz abgetastet werden. Wird die Abtastra-
te auf die Ha¨lfte verringert, verringert sich die Bandbreite des Sprachsignals
ebenfalls um die Ha¨lfte auf 2 kHz. Dies ist jedoch nur etwa ein Achtel des fu¨r
den Menschen ho¨rbaren Sprachspektrums. Die Versta¨ndlichkeit der Sprache
nach dieser Abtastung wa¨re nur noch sehr gering. Aus diesem Grund ist eine
Anpassung der Sendeleistung u¨ber die Samplingrate nur bedingt mo¨glich.
Die Genauigkeit der Reproduktion eines Audiosignals ha¨ngt von der An-Quantisierungs-
tiefe zahl der verwendeten Quantisierungsbits pro Abtastung ab. Je mehr Bits ver-
wendet werden, desto a¨hnlicher ist das abgespielte Audiosignal dem Original.
Die Sendeleistung steigt linear mit der Quantisierungstiefe. Fu¨r die digitale
Sprachkodierung ist ein Wert von 8 bit u¨blich. Weil die Quantisierung jedoch
hauptsa¨chlich in Hardware durchgefu¨hrt wird, ist eine Anpassung der Sende-
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leistung auch hier kaum mo¨glich. Es werden zumeist nur Quantisierungstiefen
von 8 und 16 bit angeboten.
Silence Detection erkennt la¨ngere Sprechpausen eines Teilnehmers. In die- Silence Detecti-
onsen Pausen werden keine Daten u¨bermittelt, wodurch Bandbreite eingespart
werden kann. Fu¨r kontinuierliche Vortra¨ge mit kurzen Sprechpausen kann die
Silence Detection jedoch kaum die Sendeleistung effektiv reduzieren.
Durch die Wahl geeigneter Kompressionstechniken kann die Sendeleistung Kompressions-
methodenvon Audiosignalen am wirkungsvollsten und wenn erforderlich auch drastisch
reduziert werden. In Abschnitt 2.5.2 wurde bereits auf die Mo¨glichkeiten der
Audiokomprimierung eingegangen. Die Kompression und die Dekompression
beim Sender beziehungsweise beim Empfa¨nger beno¨tigen jedoch auch Rechen-
kapazita¨ten und Rechenzeit, die Verzo¨gerungen bei der U¨bertragung des Au-
diosignals vom Sender zum Empfa¨nger zur Folge haben.
Fu¨r die meisten Videokonferenzsysteme haben sich die Werte der ISDN–
Telefonie von 8 kHz Samplingrate und der 8 bit Quantisierungstiefe als ausrei-
chend erwiesen. Dies resultiert in einer U¨bertragungsrate von 64 kbit/s. In der
ersten Entwicklungsphase desOctopus– und des Bravis–Systems wurde die-
se U¨bertragungsqualita¨t ebenfalls genutzt, da sowohl Covis als auch Hkust
dieses Audioformat genutzt haben [12, 25]. Tests zwischen der BTU Cottbus
und der Hongkonger Universita¨t haben gezeigt, dass die U¨bertragungsqualita¨t
u¨ber diese große Entfernungen meistens zufrieden stellend ist. Jedoch ist es fu¨r
zuku¨nftige Videokonferenzanwendungen wichtig, so wenig wie mo¨glich Band-
breite fu¨r die Audiou¨bertragung zu nutzen. Ansonsten wu¨rde es bei der schnell
wachsenden Nutzung von Videokonferenzsystemen zu einer gewaltigen Belas-
tung der Netzwerke kommen, auch wenn die Audiobandbreite nur sehr gering
im Vergleich zur Videobandbreite ist.
5.3.2. Anpassung der Sendeleistung eines Audiostroms
Im Octopus–Verbundsystem legen die Endsysteme in den lokalen Gruppen Octopus
die Samplingrate, die Quantisierungstiefe und eventuell eine Silence Detection
des Audiostroms fest. Da in lokalen Netzwerkumgebungen, insbesondere wenn
wie bei Covis undHkust ATM genutzt wird, kaum Bandbreitenengpa¨sse auf-
treten, bedarf es hier keiner Komprimierung. Somit muss fu¨r die globale U¨ber-
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tragung nur der Gruppenkoordinator die Fa¨higkeit besitzen, einen Audiostrom
zu komprimieren und entsprechend der verfu¨gbaren Ressourcen anzupassen.
Die Samplingrate, die Quantisierungstiefe und die Silence Detection wird inBravis
Bravis einheitlich definiert. Aufgrund der Topologie der Audioverteilung muss
jedes Endsystem die Audiostro¨me komprimieren und dekomprimieren ko¨nnen
sowie die Datenrate anpassen ko¨nnen. Da Bravis im gu¨nstigsten Fall davon
ausgeht, dass sich eine Untergruppe in einem lokalen Netzwerk befindet, bei
dem kaum Bandbreitenengpa¨sse auftreten, kann der Ausgewa¨hlte Empfa¨nger
(AE) den empfangenen komprimierten Audiostrom dekomprimieren und dann
an die anderen
”
lokalen“Teilnehmer verteilen. Somit ko¨nnen deren Ressourcen
geschont werden. Dieser Mechanismus funktioniert jedoch nicht ausreichend
gut, wenn sich alle Teilnehmer einer Untergruppe an einem anderen Standort
befinden. In diesem Fall ist es gu¨nstiger, dass der AE die komprimierten Da-
ten einfach weiterleitet. Durch das dynamische QoS–Management in Bravis
ko¨nnen diese Fa¨lle erkannt und die AEs entsprechend eingestellt werden.
Die Reduktion der Datenrate eines Audiostroms wird aufgrund der obenKompressions-
methode genannten Diskussion durch Kompression im Gruppenkoordinator von Octo-
pus beziehungsweise in den Endsystemen von Bravis erreicht. Ein einzelner
Audiocodec der G.7xx–Familie ist jedoch fu¨r eine dynamische Anpassung der
Sendeleistung ungeeignet, da nur eine fest spezifizierte Senderate pro Codec
mo¨glich ist. Deshalb mu¨ssen verschiedene Kompressionsstandards unterstu¨tzt
werden. Abha¨ngig von der verfu¨gbaren Bandbreite kann der entsprechende
Codec ausgewa¨hlt werden. Die Inria–Forschungsgruppe hat diesen Ansatz im
Ivs umgesetzt [17]. Dabei wurde festgestellt, dass aufgrund der relativ großen
Unterschiede der Senderate verschiedener Codecs eine genaue Anpassung an
die vorhandenen Ressourcen kaum mo¨glich ist. Diese Sprunghaftigkeit kann
sich bei einer Erho¨hung der Sendequalita¨t negativ auf die Empfangsqualita¨t
auswirken, da durch das plo¨tzliche Ansteigen der Datenrate Stausituationen
provoziert werden ko¨nnen.
Gu¨nstiger ist die Nutzung der MPEG–Layer–3–Standards (MP3), obwohl
nicht unbedingt fu¨r die Kompression von Sprachsignalen konzipiert wurde1.
MP3 ist weit verbreitet und unterstu¨tzt eine dynamisch an die vorhande-
1MP3 unterstu¨tzt eine breites Spektrum von Audiofrequenzen fu¨r HiFi–Signale (etwa von
50 Hz bis 20 kHz). Sprache hingegen nutzt nur einen Bruchteil dessen (etwa von 300 Hz
bis 4 kHz).
148
5.3. Ein Ansatz zur QoS–Sicherung der Audiodaten
nen Netzwerkressourcen angepasste Bitrate. Durch eine kontinuierliche A¨nde-
rung der Sendeleistung werden kaum drastische U¨berlastsituationen provo-
ziert. MP3 beno¨tigt jedoch hohe Ressourcen fu¨r die Kompression. Somit ist
in zuku¨nftigen Arbeiten noch zu pru¨fen, wie viele Gruppen ein Octopus–
Gruppenkoordinator beziehungsweise wie viele Untergruppen einBravis–End-
system mit unterschiedlicher Audio–Qualita¨t unterstu¨tzen kann.
In globalen o¨ffentlichen Netzwerken ko¨nnen trotz angepasster Sendeleistung Fehlerkorrektur
geringfu¨gige Verluste auftreten. Deshalb ist es fu¨r die Videokonferenzsysteme
fu¨r globale Netzwerke sinnvoll, eine Fehlerkorrektur mittels FEC zu integrieren.






















Abbildung 5.2.: Das Konzept der Audiokommunikation
werden vorerst durch einen Kodierer, zum Beispiel MP3, auf eine vorgegebene
Bitrate komprimiert. Um Paketverluste auszugleichen, wird der komprimierte
Audiostrom mit Redundanzen wieder vergro¨ßert und u¨bertragen. Um Hetero-
genita¨t zu unterstu¨tzen, muss der Audiostrom individuell an die Vorgaben der
Empfa¨nger angepasst werden. Der Empfa¨nger, also der Gruppenkoordinator
im Octopus und der AE im Bravis, teilt dem Sender die erkannten Verluste
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beziehungsweise die empfangene Bitrate mit. Unter Beru¨cksichtigung der hin-
zugefu¨gten Redundanzen wird daraufhin die Bitrate bestimmt, mit der kodiert
werden muss.
Fu¨r den Fall, dass sich Bravis–Teilnehmer einer Untergruppe nicht in ei-
nem lokalen Netz befinden, muss der AE die Datenstro¨me weiterleiten. Die
Empfa¨nger bestimmen dann die empfangene Qualita¨t und teilen diese dem
Sender mit.
Ein a¨hnliches Konzept wurde bereits vor einigen Jahren von der Inria–
Gruppe im System Ivs umgesetzt [17]. Es wurde eine feste Menge an
”
leichtge-
wichtigen“ Kompressionsmethoden wie dem heutigen G.722–Standard genutzt,
um eine stufenweise Anpassung der Sendeleistung zu erreichen. Zeitgleich wur-
de der Audiostrom mit einem
”
schwergewichtigen“ Kodierer wie beispielsweise
G.729 komprimiert, um als FEC zu dienen (siehe Abbildung 5.3). Der Nutzen–
Kosten–Faktor dieses Konzeptes ist aufgrund der doppelten Kompression und
der damit verbundenen notwendigen Rechenkapazita¨ten eher gering, da die
gesendeten Datenraten nur unwesentlich verringert wurden. Des Weiteren ist
der Ansatz der Inria nicht fu¨r heterogene Netzwerkumgebungen tauglich, da







Abbildung 5.3.: Konzept der Audiou¨bertragung in Ivs
Das in Abbildung 5.2 gezeigte Konzept fu¨r Octopus uns Bravis ist zurErfahrungen
Zeit noch nicht vollsta¨ndig in beiden Systemen integriert. Jedoch verspricht ei-
ne erste Prototypimplementierung eine sehr robuste und hochqualitative Au-
diou¨bertragung, da kaum Verluste der reinen Audiodaten auftreten ko¨nnen.
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Selbst wenn durch Erho¨hung der Datenrate eine U¨berlastsituation mit Paket-
verlusten auftreten sollte, werden diese Verluste durch das FEC wieder aufge-
hoben. Somit kann rechtzeitig die Sendeleistung reduziert werden, bevor die
Verluste so hoch werden, dass sie nicht mehr durch das FEC ausgeglichen
werden ko¨nnen.
Der MP3–Codec als auch FEC beno¨tigen erho¨hte Rechenkapazita¨ten auf den
ausfu¨hrenden Hosts und erho¨hen die U¨bertragungszeiten. Aufgrund der Nut-
zung einer Floorkontrolle, die nur einem Teilnehmer das Rederecht u¨bertra¨gt,
muss jedoch keine hundertprozentige Echtzeitkommunikation unterstu¨tzt wer-
den. Deshalb spielt eine geringfu¨gige Erho¨hung der U¨bertragungszeit keine
große Rolle.
5.4. Ein Ansatz zur QoS–Sicherung der
Videodaten
Die U¨bertragung von Videodaten ist die eigentliche Herausforderung von Vi-
deokonferenzsystemen, da die Sendeleistung der Videostro¨me im Allgemeinen
deutlich ho¨her ist als die der Audiodaten. Auch bei der Videou¨bertragung ist es
wichtig, eine fu¨r die Nutzer annehmbare Dienstqualita¨t zur Verfu¨gung zu stel-
len. In diesem Abschnitt wird die Sicherung der Dienstqualita¨t in geschlosse-
nen Videokonferenzsystemen mit einer hierarchischen Verteilungsstruktur un-
tersucht. Die Vermeidung von Verzo¨gerungen spielt dabei eine bedeutendere
Rolle als die Vermeidung von Verlusten, da im Allgemeinen Verluste bis zu 51
% von Nutzern noch aktzeptiert werden [114].
5.4.1. Einflussgro¨ßen auf die Sendeleistung von
Videostro¨men
Die fu¨r den Menschen wahrnehmbare Qualita¨t einer Videou¨bertragung ha¨ngt
von der Gro¨ße des Bildes, der Farbechtheit, der Verzo¨gerung des Stromes zwi-
schen Sender und Empfa¨nger sowie der Bildwiederholungsrate ab. Eine gu-
te Darstellungsqualita¨t beno¨tigt jedoch fu¨r eine U¨bertragung eine sehr ho-
he Bandbreite. Trotz der Kompression der Videostro¨me kann die Bandbreite
in globalen o¨ffentlichen Netzen knapp werden. Um Stausituationen im Netz-
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werk zu vermeiden, muss deshalb die Datenrate eines Senders an die verfu¨gba-
ren Ressourcen angepasst werden. Eine Anpassung der Sendeleistung des Vi-
deostroms kann im Vorfeld der Kompression hauptsa¨chlich durch die Parame-
ter Bildgro¨ße, Farbtiefe und Bildwiederholfrequenz erfolgen.
Die Bildgro¨ße legt die Anzahl der Pixel in der Ho¨he und Breite fest. BeiBildgro¨ße
Verdopplung der Breite und der Ho¨he eines Bildes erho¨ht sich die Sendeleis-
tung um das Vierfache. Eine dynamische Anpassung der Bildgro¨ße in einem
Videokonferenzsystem ist ungu¨nstig, da dies beim Empfa¨nger eine sta¨ndig, in
Abha¨ngigkeit der verfu¨gbaren Bandbreite, schwankende Bildgro¨ße zur Folge
ha¨tte. Jedoch ko¨nnen weniger wichtige Datenstro¨me, zum Beispiel die Zuho¨rer,
mit einer geringeren Bildgro¨ße u¨bertragen werden als wichtige, zum Beispiel
der des Sprechers, um somit Bandbreite zu sparen. Beispielsweise realisiert das
Videokonferenzsystem Covis diese Unterscheidung mit Hilfe der integrierten
Floorkontrolle. Typische Gro¨ßen sind CIF und QCIF mit 382x288 beziehungs-
weise 196x144 Pixeln.
Die Farbtiefe fu¨r jedes Pixel eines Bildes legt die Farbtreue fest. Ein typi-Farbtiefe
scher Wert fu¨r ein Videokonferenzsystem ist 8 bit/Pixel. Wie die 8 bit auf
die Farben aufgeteilt werden, ha¨ngt hauptsa¨chlich von dem verwendeten Farb-
modell ab. Das gesendete Datenvolumen ist proportional zur Farbtiefe. Eine
dynamische Anpassung ist hierbei kaum mo¨glich, da sta¨ndig das Farbmodell
gea¨ndert werden mu¨sste. Die dynamische Variation der Farbinformation ist
außerdem fu¨r viele Benutzer ungewo¨hnlich und deshalb nicht akzeptabel.
Die Bildwiederholfrequenz, auch Bildrate oder Framerate genannt, bestimmtBildwiederhol-
frequenz die Auflo¨sung des Videostroms in der Zeitachse, indem die Anzahl der Video-
bilder in einer Zeiteinheit festgelegt wird. Die Sendeleistung ist proportional
zur Framerate. Dies stellt das gu¨nstigste Mittel dar, um vor der Kompression
die Datenrate zu reduzieren. 25 Bilder pro Sekunde (Frames per second, fps)
liefern die meisten Videokarten fu¨r Workstations und PCs. Dies ist fu¨r das
flu¨ssige Abspielen von Videosequenzen im Spielfilmbereich notwendig. Fu¨r Vi-
deokonferenzen reichen in der Regel 15 fps aus, um die fu¨r Videokonferenzen
typischen Kopf–Schulter–Aufnahmen zu u¨bertragen.
Mit diesen Parametern la¨sst sich die Datenrate des Videostroms jedoch nicht
so reduzieren, dass sie gu¨nstig u¨ber ein Netzwerk u¨bertragen werden kann.
Zum Beispiel beno¨tigt ein Videostrom der Gro¨ße QCIF mit 8 bit/Pixel bei 15
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fps eine Bandbreite von ca. 3,3 Mbit/s. Die Sendeleistung wird deshalb durch
die Komprimierung entscheidend reduziert, wobei die Kompression durch die
Quantisierung, die Redundanzerkennung und die Bewegungserkennung beein-
flusst wird.
Die Quantisierung steht im Zusammenhang mit der Bildkompression mittels Quantisierung
Discrete Cosine Transformation (DCT). Je gro¨ber die Quantisierung gewa¨hlt
wird, desto mehr Details des Bildes gehen verloren. Die Kompression des Bildes
ist aber ho¨her und die Sendeleistung geringer.
Bei der Videou¨bertragung eines relativ bewegungslosen Objekts, wie einem Redundanz-
erkennungTeilnehmer einer Videokonferenz in der typischen Kopf–Schulter–Aufnahme,
gleichen sich aufeinander folgende Bilder. Je a¨hnlicher die Bilder sind, desto
geringer ist die Sendeleistung bei Erkennung der Redundanzen, da nur die
Differenzen der Bilder u¨bertragen werden mu¨ssen. Der Nachteil ist jedoch,
dass sich der Verlust eines Pakets aus dem Videostrom auf dessen gesamte
nachfolgende Darstellung negativ auswirken kann, da wichtige Referenzpunkte
fehlen ko¨nnen.
Im Gegensatz zur Erkennung von Redundanzen werden hier sich bewegende Bewegungs-
erkennungObjekte in einer ruhigen Umgebung erkannt. Die Bewegung eines Objektes
kann dann durch einen Bewegungsvektor beschrieben werden, wodurch sich
die Sendeleistung ebenfalls verringern kann. Dies erfordert jedoch eine hohe
Rechenkapazita¨t und bewirkt ho¨here Verzo¨gerungen. Fu¨r Videokonferenzen ist
das Verfahren außerdem kaum geeignet, weil sich die Sprecher kaum bewegen.
In Videokonferenzsystemen la¨sst sich also die Senderate des Videostroms
am besten durch die Bildwiederholungsrate und die Quantisierung wa¨hrend
der Kompression dynamisch beeinflussen. Unter diesem Gesichtspunkt wird
der im Folgenden beschriebene Anpassungsmechanismus betrachtet.
5.4.2. Ein Ansatz zur Bandbreitenanpassung durch
Abstimmung
In geschlossenen Videokonferenzsystemen kennen sich alle Teilnehmer unter- Sichtbarkeitspro-
blemeinander. Außerdem sendet jeder Teilnehmer an alle anderen sein eigenes Vi-
deobild. Bei gro¨ßeren Konferenzen, insbesondere in einem Konferenzverbund
wie dem Octopus, mu¨ssen somit eine Vielzahl von Videostro¨men angezeigt
werden. Das fu¨hrt zu dem so genannten Sichtbarkeitsproblem. Die Bildschirm-
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gro¨ße und –auflo¨sung begrenzt die Anzahl der gleichzeitig nebeneinander dar-
stellbaren Teilnehmer. Tabelle 5.1 gibt Beispiele fu¨r die Anzahl der anzeigbaren
Teilnehmer fu¨r unterschiedliche Bildschirm– und Videoauflo¨sungen an. Zusa¨tz-
lich reduzieren in der Praxis oft ein Whiteboard oder andere Joint Viewing–
Anwendungen die Darstellungsfla¨che des Bildschirms. Die Leistungsfa¨higkeit
Bildschirm– Videogro¨ße
auflo¨sung QPAL (384x288) 1/16 PAL (192x144)
VGA (640x460) 1 9
SVGA (800x600) 4 16
XGA (1024x786) 4 25
1280x1024 9 42
Tabelle 5.1.: Anzahl der Teilnehmer, die abha¨ngig von der Bildschirmauflo¨sung
und der Videobildgro¨ße auf dem Bildschirm Platz finden
des darstellenden Endsystems begrenzt ebenfalls die Anzahl der angezeigten
Videostro¨me, weil diese zur Anzeige von beispielsweise mehr als 10 Teilneh-
mern nicht ausreicht. Deshalb ist es sinnvoll, nur einige Teilnehmer der Gruppe
darzustellen. Neben dem Sprecher ko¨nnen dies Teilnehmer sein, die beson-
ders relevant fu¨r die Diskussion in der Gruppe sind. Beispielsweise sind in
Podiumsdiskussionen nur die Gruppe der Diskutierenden und deren Reaktio-
nen interessant. In gescha¨ftlichen Verhandlungen, bei denen Mitarbeiter die
Gescha¨ftsfu¨hrer konsultieren, sind ebenfalls nur die Gescha¨ftsfu¨hrer und deren
Reaktionen beachtenswert. Weitere Beispiele lassen sich beim Teleteaching,
insbesondere bei einem Seminarszenario finden, bei dem meistens der Tutor
und aktive Studenten im Mittelpunkt stehen. In medizinischen Beratungen ist
es wichtig, neben dem aktuell sprechenden Arzt eine Dokumentenkamera mit
den Befund oder den OP–Tisch zu u¨bertragen.
Basierend auf diesen Beobachtungen wurde im Octopus–System eine ab-
stimmungsbasierte Bandbreitenverwaltung auf den Punkt–zu–Punkt Verbin-
dungen zwischen den Gruppenkoordinatoren entworfen [184]. Der Ansatz ist
so allgemeingu¨ltig, dass er auch fu¨r Bravis und andere geschlossene Video-
konferenzsysteme genutzt werden kann.
Um eine solche Auswahl zu ermo¨glichen, wurde im Rahmen dieser ArbeitPrinzip des Algo-
rithmus folgender Abstimmungsmechanismus inOctopus integriert. Jeder Teilnehmer
verwaltet eine Auswahltabelle (Voting Table) auf seinem Bildschirm, die die
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Namen aller Teilnehmer der Konferenz entha¨lt. Er kann dynamisch auswa¨hlen,
welche Teilnehmer er sehen mo¨chte oder nicht. Der aktuelle Sprecher wird
immer angezeigt, egal, ob er ausgewa¨hlt ist. Bild 5.4 zeigt ein Beispiel fu¨r
diese Auswahl. Konferenzgruppe A hat die drei Teilnehmer: r, s und t. Die
Konferenzgruppe B besteht aus den Teilnehmernm, n, und o, wa¨hrend Gruppe
C nur die zwei Teilnehmer p und q entha¨lt. Es wird die Auswahl der Gruppe
A dargestellt. Jeder Teilnehmer aus A legt fest, welche Teilnehmer aus B und









































































Auswahltabelle von sAuswahltabelle von  rSichtbarkeitstabelle Gruppe A
Videoübertragungstabelle
Gruppe A
Abbildung 5.4.: Beispielszene einer Auswahl in einer Octopus–Sitzung
Die Gruppenkoordinatoren werten periodisch die Auswahltabellen der eige-
nen lokalen Teilnehmer aus und bestimmen nach der Mehrheit der abgegebene
Stimmen die Teilnehmer, die in der lokalen Konferenz dargestellt werden sollen.
Das Abstimmungsergebnis wird in der Sichtbarkeitstabelle (Visibility Table)
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auf jedem Gruppenkoordinator gespeichert. Die Videostro¨me der Teilnehmer
mit den meisten Stimmen und bis zu der Anzeigegrenze werden abgespielt.
Die Auswahl kann zu jeder Zeit durch die Teilnehmer gea¨ndert werden. Die
Sichtbarkeitstabelle wird bei einem Sprecherwechsel und periodisch aktuali-
siert. Nach jeder Aktualisierung werden die Sichtbarkeitstabellen zwischen den
Gruppenkoordinatoren ausgetauscht. Die ausgewa¨hlten Teilnehmer werden in
der Videou¨bertragungstabelle (Video Transmission Table) markiert und gespei-
chert. Nur deren Videostro¨me werden zu den entfernten Gruppen gesendet, um
somit Platz auf den Bildschirmen der Empfa¨nger und Bandbreite einzusparen.
Die Abstimmungsergebnisse werden weiterhin genutzt, um die zu u¨bertra-Bandbreiten-
messung und
–anpassung
genden Videostro¨me auszuwa¨hlen, wenn die verfu¨gbare Bandbreite auf den
globalen Verbindungen nicht fu¨r alle Teilnehmer ausreicht. Zu diesem Zweck
wird die Bandbreite auf diesen Verbindungen durch die Gruppenkoordinato-
ren auf Empfa¨ngerseite periodisch gemessen. Die Messergebnisse werden u¨ber
das GCPIP an die Quelle zuru¨ckgeschickt. Die RTCP ReceiverReports (RR)
werden an dieser Stelle nicht genutzt, da das GCPIP einen 50% geringeren Si-
gnalisierungsoverhead beno¨tigt [183]. Des Weiteren beziehen sich RR auf jeden
einzelnen RTP–Strom, wa¨hrend GCPIP in der Lage ist, die Messergebnisse aller
Stro¨me in einem Paket auszutauschen. Dieses Paket wird durch die Gruppen-
koordinatoren ausgewertet, so dass jeder Gruppenkoordinator die verfu¨gbare
Bandbreite auf jeder Verbindung kennt. Fu¨r die Anpassung der Sendeleistung
wird ein Algorithmus wie der von Wakeman [19, 171] angewendet:
(1) if(U¨berlast)
(2) Senderate = max(Senderate/GAIN, MIN_RATE);
(3) else if(KeineU¨berlast)
(4) Senderate = min(Senderate + INC, MAX_RATE);
Im vorgeschlagenen Ansatz wird anstelle der gesendeten Bitrate die gesen-
dete Bildwiederholungsrate genutzt2, um die Videostro¨me einfacher skalieren
zu ko¨nnen. In Abschnitt 5.4.5 wird dieser Aspekt detaillierter diskutiert. Wei-
terhin beru¨cksichtigt der Algorithmus die gesamte Bandbreite der Verbindung
2Die Mo¨glichkeit, die Datenrate durch die Skalierung der Bildqualita¨t zu reduzieren, konnte
aufgrund eingeschra¨nkter Funktionalita¨ten der verwendeten Kompressionssoftware (X–
Image–Library) fu¨r SUN Solaris nicht untersucht werden.
156
5.4. Ein Ansatz zur QoS–Sicherung der Videodaten
und nicht nur die Bandbreite einzelner Stro¨me, wodurch Einflu¨sse zwischen
den Stro¨men reduziert werden.
Wenn der Paketverlust einen Schwellwert von 5% u¨bersteigt, wird eine U¨ber- U¨berlast
last–Situation angenommen. Die Senderate wird daraufhin reduziert. Nach
Wakeman wird die aktuelle Senderate durch denWert GAIN geteilt oder eine de-
finierte minimale Senderate mit der geringsten akzeptablen Qualita¨t (MIN RATE)
festgelegt. Der Wert GAIN wird gewo¨hnlich auf 2 gesetzt. Im vorgeschlagenen
Ansatz fu¨r Octopus wird die Zeile (2) folgendermaßen ersetzt:
(2) Senderate = max(Empfangsrate, MIN_RATE);
wobei der Wert der Empfangsrate der gemessenen Framerate entspricht. Da-
durch wirkt sich ein auftretender Bandbreitenengpass im Vergleich zu [171]
nicht so stark aus.
Liegen die Paketverluste unter 2%, wird KeineU¨berlast angenommen, und keine U¨berlast
die Senderate wird periodisch um den Summanden INC = 1 fps erho¨ht, bis eine
definierte maximale U¨bertragungsrate (MAX RATE) erreicht wird. Diese maxi-
male Rate kann nach drei Kriterien festgelegt werden:
TCP–freundlich: MAX RATE wird so gewa¨hlt, dass sich die Medienstro¨me die
verfu¨gbare Bandbreite einer physischen Verbindung mit parallelen TCP–
Stro¨men teilen. Ansa¨tze fu¨r eine dynamische Bestimmung dieses Wertes
sind zum Teil sehr komplex, da der gesamte Datenverkehr u¨ber das Netz
beru¨cksichtigt werden muss [92, 111].
Empfa¨ngerkapazita¨t: Ist es in einer Videokonferenzgruppe bekannt, dass kein
Teilnehmer mehr als eine bestimmte Datenrate verarbeiten kann, so
braucht die MAX RATE nicht u¨ber diesem Wert zu liegen.
Senderkapazita¨t: Die meisten PCs ko¨nnen maximal 25 bis 30 fps von der
Videokarte aufnehmen und verarbeiten. Somit macht es keinen Sinn, die
MAX RATE u¨ber diese Werte zu legen.
Aufgrund der geringen Komplexita¨t wird die maximale Senderate in dem ent-
wickelten Anpassungsmechanismus vorerst auf 25 fps gesetzt. Es bleibt jedoch
die Option offen, MAX RATE nach der Empfa¨ngerkapazita¨t oder nach der TCP–
Freundlichkeit zu setzen.
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Die resultierende Senderate des Anpassungsprozesses bildet die Grundlage
FR fu¨r den Algorithmus der auswahlbasierten Bandbreitenverwaltung, der in
Abbildung 5.5 dargestellt ist. Dieser Algorithmus wurde im Rahmen dieser
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NSFR := FR / nhosts NSFR+ := FR/ nmax
FR > FRsend + nhosts*NSFRmin
SFR := FRsend
NSFR := (FR − SFR) / nhosts
SFR (SFRmin) (minimum) speaker frame rate
NSFR (NSFRmin) (minimum) non spreaker frame rate
NSFR+ non spreaker frame rate for high prioritized participants
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sent frame rate of the speaker
remaining frame rate
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FRrest
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number of wanted participants
Abbildung 5.5.: Der auswahlbasierte Bandbreitenzuweisungsalgorithmus
Der Algorithmus pru¨ft zuna¨chst, ob sich der aktuelle Sprecher in der loka-Bandbreitenzu-
weisung len Gruppe befindet. Ist der Sprecher in der eigenen Gruppe, wird ihm die
ho¨chste Priorita¨t gegeben. Die minimale Sprecherframerate (minimum speaker
frame rate) (SFRmin) wird auf 10 fps festgelegt. Falls die verfu¨gbare Band-
breite FR kleiner als dieser Schwellwert ist, wird die verfu¨gbare Bandbreite
nur von dem Sprecher genutzt. Die verbleibenden ausgewa¨hlten Nichtsprecher
werden nicht u¨bertragen. Um die ausgewa¨hlten Nichtsprecher zu u¨bertragen,
muss die verfu¨gbare Bandbreite FR so groß sein, dass der Sprecher mit SFRmin
und die Nichtsprecher mit NSFRmin (minimale Nichtsprecherframerate, mini-
mum non speaker frame rate) u¨bertragen werden ko¨nnen. Ist die verfu¨gbare
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Bandbreite zu klein, um alle gewa¨hlten Nichtsprecher zu u¨bertragen, werden
nur die Stro¨me der Nichtsprecher mit den meisten Stimmen u¨bertragen. Band-
breite, die die Nichtsprecher nicht belegen, wird wie in dem Beispiel im folgen-
den Absatz zu der Sprecherbandbreite (SFR) hinzu addiert. Die Sendeleistung
des Sprechers kann weiter steigen, wenn alle ausgewa¨hlten Nichtsprecher mit
NSFRmin u¨bertragen werden. Die Bandbreite der ausgewa¨hlten Nichtsprecher
bleibt konstant bei (NSFR). Erst wenn die zugewiesene Sprecherframerate den
Wert der im Gruppenkoordinator empfangenen Framerate des Sprechers ist
(SFR == FRsent), wird die Sendeleistung der gewa¨hlten Nichtsprecher (NSFR)
erho¨ht. Befindet sich der Sprecher nicht in der eigenen Gruppe, wird die Band-
breite FR auf alle ausgewa¨hlten Teilnehmer gleichma¨ßig aufgeteilt. Die Stro¨me
der anderen Teilnehmer werden nicht u¨bertragen. Diese Prozedur stellt somit
sicher, dass der Sprecher mit der ho¨chsten Priorita¨t und mit mindestens 10 fps
u¨bertragen wird. Die ausgewa¨hlten Teilnehmer werden, solange die Bandbreite
ausreicht, mit mindestens 3 fps u¨bertragen.
Die Prozedur bezieht sich auf je eine Verbindung zu einer entfernten Gruppe.
Dadurch ist es mo¨glich, dass ein Strom eines Teilnehmers mit von einander
abweichender Sendeleistung zu verschiedenen Gruppen gesendet wird.
Abbildung 5.6 demonstriert beispielhaft eine Bandbreitenzuweisung fu¨r die Beispiel
Abstimmung aus Abbildung 5.4. Es wird angenommen, dass die Bandbreite
zwischen A und B 19 fps sowie zwischen A und C 12 fps betra¨gt. Die Grup-
penkoordinatoren B und C bestimmen die Bandbreitenzuweisung ihrer Grup-
penmitglieder aufgrund der Sichtbarkeitstabelle der Gruppe A. Zuerst soll die
Gruppe B mit den drei Teilnehmern m, n, und o betrachtet werden. Der ak-
tuelle Sprecher soll n sein. Dieser wird mit mindestens 10 fps gesendet. Da die
verbleibende Framerate 9 fps betra¨gt, ko¨nnen die Videostro¨me der Teilnehmer
m und o mit jeweils 3 fps u¨bertragen werden. Die verbleibenden 3 fps ko¨nnen
dem Sprecher zugewiesen werden. Von der Gruppe C wurde nur Teilnehmer
p durch die Gruppe A ausgewa¨hlt. So ko¨nnen diesem Teilnehmer alle 12 fps
zugewiesen werden. Teilnehmer q wird nicht angezeigt. Falls die Bandbreite
zwischen A und B auf 14 fps sinkt, wird nur der Videostrom des Teilnehmers
m (meiste Stimmen) mit 3 fps gesendet. Der Sprecher n bekommt in diesem
Fall 11 fps. Teilnehmer o kann nicht la¨nger zur Gruppe A u¨bertragen werden,
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Abbildung 5.6.: Bandbreitenzuweisung basierend auf der Abstimmung
da die verfu¨gbare Bandbreite keine zwei Videostro¨me mit mindestens 3 fps
zula¨sst.
Um eine U¨berlastung der Host der Empfa¨nger zu vermeiden, wird die fol-lokale Skalierung
gende Regel fu¨r das Empfangen der Videostro¨me angewendet. Im Allgemeinen
werden die entfernten Videostro¨me mit ho¨herer Priorita¨t eingestuft als lokale
Stro¨me. Kann beispielsweise ein Host in Gruppe A 40 fps verarbeiten, dann
kann dieser alle Stro¨me der Gruppe B (19 fps) und C (12 fps) empfangen
und verarbeiten. Die verbleibende Bandbreite von 9 fps wird durch die Teil-
nehmer der Gruppe A zu gleichen Teilen genutzt. Die Auswahltabelle kann
zur Vermeidung des Sichtbarkeitsproblems auch auf die lokalen Teilnehmer
ausgedehnt werden. Diese Auswahl hat jedoch keine Einfluss auf die globale
Abstimmung.
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5.4.3. Bewertung des Ansatzes der Bandbreitenanpassung
In diesem Abschnitt soll der vorgestellte Ansatz durch Messungen auf seine
praktische Anwendbarkeit bewertet werden. Die Messungen nehmen Bezug
auf die U¨bertragungsverzo¨gerung und die Bandbreitenverfu¨gbarkeit auf globa-
len Verbindungen, das Anpassungsverhalten sowie die Verzo¨gerung, die durch
Gateways beziehungsweise durch die Gruppenkoordinatoren auftreten.
Verzo¨gerungen auf globalen Verbindungen
Die U¨bertragungsverzo¨gerung ist ein bedeutender Faktor einer Videokonfe-
renz. Das betrifft nicht nur die Audio– und Videou¨bertragung, sondern auch
die Signalisierung. Um zu pru¨fen, fu¨r welche geographischen Entfernungen
ein Videokonferenzsystem wie das Octopus geeignet ist, wurde zuna¨chst die
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Abbildung 5.7.: U¨bertragungsverzo¨gerungen fu¨r verschiedene Paketgro¨ßen
Die Messungen wurden parallel zu den Messungen der Signalisierung im Vor-
feld der Implementierung vom Standort Cottbus zu verschiedenen Standorten
innerhalb Deutschlands, Europas und der Welt durchgefu¨hrt (siehe auch Ab-
schnitt 4.3.3). Die Ergebnisse der Messungen, die fu¨r die Verzo¨gerungen der
Audio– und Videodaten relevant sind, sind in Abbildung 5.7 dargestellt. Sie
zeigen, dass die Verzo¨gerungen insbesondere der Audiodaten nach Nordameri-
ka und selbst nach Hong Kong unter 400 ms liegen. Dadurch wird insbesondere
3Aus dem Covis wurden Paketgro¨ßen von 512 Byte fu¨r Audiodaten und 3000 Byte fu¨r
Videodaten fu¨r die Messungen im Vorfeld der Implementierung u¨bernommen
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der Grenzwert von 400 ms fu¨r eine akzeptable Audioverzo¨gerung nicht u¨ber-
schritten. Somit werden qualitativ hochwertige Audio– und Videokonferenzen
weltweit mo¨glich. Die geringere Bandbreite und besonders die Verzo¨gerungen
durch eine Satellitenverbindung, wie beispielsweise nach Hong Kong, bilden
schlechte Bedingungen fu¨r eine Videokonferenz. Wie die Messungen belegen,
ist dennoch ein interaktiver Datenaustausch mo¨glich. Eine Kopplung eines
Videokonferenzsystems u¨ber zwei Satellitenverbindungen bewirken jedoch in-
akzeptable Verzo¨gerungen.
Bandbreite
Neben der Verzo¨gerung ist die Bandbreite der wichtigste Faktor fu¨r die Qua-
lita¨t einer Videokonferenz. Im deutschen Forschungsnetz G–WiN [167] wird
zur Zeit eine Bandbreite von 2,5 Gbit/s angeboten, wodurch Engpa¨sse in der
Bandbreite kaum auftreten. Auch die Anbindung beispielsweise der BTU Cott-
bus mit 34 Mbit/s stellt keinen Flaschenhals mehr dar, da diese Bandbreite
im normalen ta¨glichen Verkehr kaum u¨ber 10% ausgelastet wird. Messungen
zwischen der BTU Cottbus und der Universita¨t Mannheim u¨ber einen Zeit-
raum von 24 Stunden haben dies besta¨tigt. Jedoch ist zu beachten, dass in
Zukunft bei einer stark verbreiteten Nutzung von Videokonferenzsystemen die
Bandbreitenressourcen doch knapp werden ko¨nnen.
Die durchgefu¨hrten Messungen konzentrierten sich deshalb auf globale Ver-
bindungen mit hohen Verzo¨gerungen und begrenzten Bandbreitenressourcen
wie beispielsweise bei einer Satellitenverbindung. Beispielhaft wurde die Band-
breite nach Hong Kong gemessen.
Die Messungen wurden folgendermaßen durchgefu¨hrt. Ein Sender steigert
seine Sendeleistung kontinuierlich alle 30 Sekunden um 1 fps, wobei mit 3 fps
begonnen wird. Auf der Empfa¨ngerseite wird die empfangene Bandbreite in
fps und kbit/s gemessen. Des Weiteren wurde die Verzo¨gerung abgescha¨tzt,
nachdem die Zeitdifferenz zwischen Sender und Empfa¨nger festgestellt wurde.
Die Messungen wurden mehrmals in der Hauptgescha¨ftszeit zwischen 8 Uhr
und 16 Uhr wiederholt. Die Ergebnisse dieser Messung in der Richtung von
Hong Kong nach Cottbus sind in Abbildung 5.8 dargestellt. Sie zeigen, dass
die Verbindung nach etwa 5 Minuten u¨berlastet wurde. Die Framerate oszil-
lierte danach um einen Wert von 17 fps. Die Verzo¨gerung der U¨bertragung
stieg sichtbar an, nachdem die Stausituation eingetreten ist. Die Verbindung
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Abbildung 5.8.: Verzo¨gerung, Framerate und Bandbreite auf der Verbindung
von Hong Kong nach Cottbus
in der entgegengesetzten Richtung war weniger u¨berlastet. Eine durchschnitt-
liche Framerate von 100 fps (800 kbit/s) mit einer Verzo¨gerung von etwa 400
ms wurde gemessen (siehe Abbildung 5.9).
Die Messungen belegen, dass zur Zeit Videokonferenzen u¨ber solche Entfer-
nungen nur mit einer eingeschra¨nkten Bandbreite und somit mit einer begrenz-
ten Qualita¨t durchgefu¨hrt werden ko¨nnen. Weiterhin ist die Qualita¨t nicht
unbedingt nur von der Entfernung, sondern auch von dem durch das Rou-
ting eingestellten Weg im Netz abha¨ngig, wie das Beispiel Cottbus – Hong
Kong zeigt. Die begrenzten Ressourcen reichen aber aus, um das vorgeschla-
gene Bandbreitenanpassungsschema anwenden zu ko¨nnen, da eine Bandbreite
von u¨ber 10 fps gemessen wurden.
Jitter
Aus den gemessenen Verzo¨gerungen wurde außerdem der Jitter, die Verzo¨ge-
rungsschwankung, abgeleitet. Der durchschnittliche Jitter von Cottbus nach
Hongkong betrug 36 ms, von Hong Kong nach Cottbus etwa 34 ms. Diese
Werte wurden bei der Pufferung der Daten beim empfangenden Gruppenko-
ordinator beru¨cksichtigt, um den Jitter fu¨r die lokalen Empfa¨nger wieder zu
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Abbildung 5.9.: Verzo¨gerung, Framerate und Bandbreite auf der Verbindung
von Cottbus nach Hong Kong
reduzieren. Die durch die Pufferung entstehenden Gesamtverzo¨gerungen stel-
len kein Problem dar, da sie trotzdem unter 400 ms liegen.
Bandbreitenanpassung
Die Bandbreitenanpassung dient dazu, auf Stausituationen im Netzwerk zu
reagieren. Um die Wirkung, Stabilita¨t und Geschwindigkeit des implementier-
ten Algorithmus zu testen und zu bewerten, wurden verschiedene Situationen
einer Konferenzgruppe simuliert. Es wurde jeweils eine lokale Gruppe von vier
Teilnehmern angenommen, die nach dem Auswahlverfahren unterschiedliche
Priorita¨ten von anderen entfernten Gruppen erhalten hatten, dass heißt un-
terschiedliche Stimmanteile. Im Fall (a) geho¨rt der aktuelle Sprecher zu der
Gruppe, im Fall (b) nicht. Angelehnt an die Bandbreitenmessung im vorherge-
henden Abschnitt liegt die anfa¨ngliche Bandbreite bei etwa 19 fps. Weiterhin
wurde angenommen, dass nach etwas 35 Sekunden die Bandbreite kurzzeitig
auf etwa 5 fps absinkt. Dies kann beispielsweise durch einen parallelen TCP–
Strom ausgelo¨st worden sein. Danach wird der alte Wert von 19 fps wieder
erreicht. Zu beachten ist, dass sich die Simulation nur auf eine Verbindung zu
einem entfernten Gruppenkoordinator bezieht.
164
5.4. Ein Ansatz zur QoS–Sicherung der Videodaten
Im Fall (a) behandelt die Anpassungsprozedur alle ausgewa¨hlten Nichtspre- Kein Sprecher in
der Gruppecher gleichberechtigt, wenn die Bandbreite ausreichend hoch ist, um sie mit
mindestens 3 fps zu u¨bertragen. Reicht die Bandbreite nicht aus, um alle Teil-
nehmer zu u¨bertragen, du¨rfen nur die Teilnehmer mit der ho¨chsten Priorita¨t
u¨bertragen werden. In dieser Simulation steigt die Priorita¨t von Teilnehmer
P1 zu P4 an. Die anfa¨ngliche Bandbreite von 19 fps ist ausreichend, um al-





























P1 P2 P3 P4
Abbildung 5.10.: Bandbreitenanpassung ohne einen Sprecher in der Gruppe
le Teilnehmer P1 bis P4 zu u¨bertragen (siehe Abbildung 5.10). Somit teilen
sich alle vier Teilnehmer die verfu¨gbare Bandbreite gleichma¨ßig auf. Nachdem
die Bandbreite nach etwa 35 Sekunden absinkt, kann nur noch Teilnehmer
P4 u¨bertragen werden, da die verfu¨gbare Bandbreite nur noch fu¨r den Vi-
deostrom eines Nichtsprechers ausreicht. Die Anpassungsprozedur erho¨ht die
Sendeleistung wieder Schritt fu¨r Schritt, nachdem die simulierte TCP–U¨ber-
tragung beendet ist. Nach einer Weile werden alle ausgewa¨hlten Teilnehmer
wieder gesendet: P3 nach 40 Sekunden, P2 nach 55 Sekunden und P1 nach
70 Sekunden.
Im Fall (b) wird der Sprecher Sp bevorzugt behandelt (siehe Abbildung Sprecher in der
Gruppe5.11). Wenn die Bandbreite nach 35 Sekunden auf 5 fps sinkt, kann nur noch
der Sprecher mit der bestmo¨glichen Bildrate u¨bertragen werden. Nach dem
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P1 P2 P3 Sp
Abbildung 5.11.: Bandbreitenanpassung mit einem Sprecher in der Gruppe
Bandbreitenengpass steigt die Sendeleistung wieder kontinuierlich aufgrund
der Bandbreitenmessung an. Die verfu¨gbare Bandbreite ist nach 75 Sekunden
wieder ausreichend, um den Sprecher und zumindest einen Nichtsprecher, im
Beispiel P1, zu u¨bertragen (13 fps). Somit wird die Framerate des Sprechers
auf 10 fps und die des Nichtsprechers mit der ho¨chsten Priorita¨t auf 3 fps
gesetzt. Die anderen Nichtsprecher P2 und P3 werden erst wieder u¨bertragen,
wenn die verfu¨gbare Bandbreite die entsprechenden Werte von 16 fps und 19
fps erreicht.
Abbildung 5.12 zeigt die Bandbreitenanpassung fu¨r eine angenommene A¨n-Priorita¨ten– und
Sprecherwechsel derung des Auswahlergebnisses zwischen zwei Teilnehmern und fu¨r einenWech-
sel des Sprechers. Die verfu¨gbare Bandbreite liegt bei einem etwa konstanten
Wert von 16 fps fu¨r die gesamte Zeit. Nach 35 Sekunden wird die Sichtbarkeit-
stabelle gea¨ndert, wodurch sich die Priorita¨t von Teilnehmer P2 zu Teilnehmer
P1 hin verschiebt. Somit wird P1 anstelle von P2 u¨bertragen. Nach 85 Sekun-
den wechselt das Rederecht vom Sprecher Sp zum Teilnehmer P3. Sp hat als
Nichtsprecher eine geringere Priorita¨t als die Teilnehmer P1 und P2. Somit
wird der ehemalige Sprecher nicht weiter u¨bertragen.
Die Simulationen haben gezeigt, dass der Anpassungsmechanismus stabilBewertung
166
5.4. Ein Ansatz zur QoS–Sicherung der Videodaten





























P1 P2 P3 Sp
Abbildung 5.12.: Bandbreitenanpassung mit einer A¨nderung der Priorita¨ten
zwischen den Teilnehmern P1 und P2 sowie einer A¨nderung
des Sprechers von Sp zu P3
arbeitet und den Zweck der U¨berlasterkennung und –behebung erfu¨llt. Die
Reaktion auf eine extreme Stausituation innerhalb von 5 Sekunden ist hinrei-
chend gut. Um sich aus einer Stausituation wieder zu erholen, vergehen etwa
60 Sekunden (siehe Abbildung 5.11). Die Geschwindigkeit fu¨r die Erho¨hung der
Sendeleistung scheint demnach langsam zu sein. Die Anpassungsgeschwindig-
keit ha¨ngt jedoch maßgeblich von der Ha¨ufigkeit der Bandbreitenmessung ab.
Je o¨fter die Bandbreite beim Empfa¨nger gemessen wird, desto schneller kann
eine Reaktion erfolgen. Dies bewirkt allerdings auch einen ho¨heren Aufwand
in der Signalisierung, da die Messergebnisse ha¨ufiger an den Sender geschickt
und von diesem ausgewertet werden mu¨ssen. Aus diesem Grund ist das ein-
gestellte Messintervall von 5 Sekunden ein guter Kompromiss zwischen hoher
Anpassungsgeschwindigkeit und hohem Signalisierungsaufwand.
5.4.4. Bandbreitenanpassung in BRAVIS
Im Bravis–System existiert kein Gruppenkoordinator, der die Videostro¨me
den Bedingungen der globalen Verbindung anpasst. Diese Aufgabe u¨berneh-
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men die Bravis–Endsysteme selbst. Es liegt jedoch derselbe Ansatz zugrunde,
wie in Octopus: ein oder mehrere Teilnehmer aus einem lokalen Bereich, bei-
spielsweise einem Campus–Netzwerk, bilden eine Untergruppe, die mit ande-
ren Untergruppen kommuniziert (siehe Abbildung 3.9). Die Zusammensetzung
der Untergruppen und die dazugeho¨rigen Ausgewa¨hlten Empfa¨nger sind allen
Teilnehmern bekannt.
Das Problem dieses Ansatzes sind zwei spezielle Sonderfa¨lle, bei denen die
Unterteilung der Gruppe anhand der Netzwerkzugeho¨rigkeit scheitert:
1. Die Gruppe besteht aus vielen kleinen Untergruppen, im Extremfall aus
einem Teilnehmer, weil sich alle Teilnehmer an verschiedenen Standorten
und nicht im selben regionalen Netz befinden.
2. In einer Untergruppe befinden sich sehr viele Teilnehmer. Im schlechtes-
ten Fall befinden sich alle Teilnehmer in einer Untergruppe, weil sie sich
alle am selben Standort befinden.
Im ersten Fall muss der Sender einen hohen Aufwand fu¨r die Skalierung der Vi-
deodaten, das Duplizieren der Audiodaten sowie das Verschicken beider Stro¨me
betreiben. Weiterhin wird die Netzanbindung des Senders stark belastet. Im
zweiten Fall mu¨ssen die AEs die Video– und Audiodaten sehr oft duplizieren
und verschicken. Dadurch werden diese und das jeweilige lokale Netzwerk sehr
stark belastet.
Die Lo¨sung dieses Problems liegt in einer ku¨nstlichen Unterteilung in Unter-
gruppen (siehe Abbildung 5.13). Eine Untergruppe kann dabei beispielsweise
eine Gruppe von Teilnehmern sein, die regional nah beieinander liegen. Die
Gro¨ße einer Untergruppe sollte dabei aber nicht willku¨rlich festgelegt werden.
In ersten U¨berlegungen wird eine Anzahl von vier Teilnehmern pro Untergrup-
pe angenommen, um einerseits den Aufwand fu¨r Sender und AEs mo¨glichst
gering zu halten, andererseits aber auch die Verzo¨gerung der Datenu¨bertra-
gung zu minimieren. Genauere Untersuchungen werden dazu gegenwa¨rtig im
Rahmen einer Diplomarbeit durchgefu¨hrt.
Die Bandbreite, die Verzo¨gerung und die Auslastung der Endsysteme mu¨ssen
fu¨r den Aufbau einer optimalen Verteilungsstruktur beru¨cksichtigt werden. Im
Ansatz von Chu [28] werden durch periodisch durchgefu¨hrte aktive Messungen
die Bandbreite und die Verzo¨gerungen zwischen den Teilnehmern bestimmt,
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Abbildung 5.13.: Bildung von ku¨nstlichen Untergruppen in Bravis
durch den ein erheblicher Netzwerkverkehr verursacht wird. Die Last an in den
Endsystemen wird nicht betrachtet.
Bravis beru¨cksichtigt die Bandbreite des Netzwerkanschlusses eines Teil-
nehmers, wie zum Beispiel Modem, ISDN, DSL oder direkter Anschluss an
das Internet. Die Einteilung wird wa¨hrend der Installation getroffen und kann
spa¨ter auch gea¨ndert werden. Somit werden aufwendige und netzbelastende
Messungen vermieden. Aufgrund der Erfahrung, dass viele Netzbetreiber, wie
beispielsweise auch der DFN–Verein, ihre Netzwerke in Bezug auf die Bandbrei-
te u¨berdimensionieren, ist dieser Ansatz in Bravis ausreichend. Eine minimale
Verzo¨gerung bei der U¨bertragung der Mediendaten wird in Bravis durch die
Nutzung des logischen Ringes, auf dem sich die Teilnehmer befinden, erreicht.
Durch den Mechanismus zur Realisierung der minimalen Tokenumlaufzeit im
GCPIP (siehe Abschnitt 4.3.2) befinden sich benachbarte Teilnehmer in einem
minimalen Abstand.
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Eine Besonderheit im Bravis–Ansatz stellt die Beru¨cksichtigung der Aus-
lastung und der Leistungsfa¨higkeit der Endsysteme beim Aufbau einer opti-
mierten Verteilungsstruktur dar. Leistungsschwache Endsysteme ko¨nnen einen
Flaschenhals darstellen, wenn sie als ausgewa¨hlte Empfa¨nger in der Konferenz
arbeiten. Aus diesem Grund bestimmt das QoS–Management anhand der Leis-
tungsparameter der Teilnehmerendsysteme unter Beru¨cksichtigung der aktu-
ellen Auslastung die ausgewa¨hlten Empfa¨nger, die die Verteilung an die Teil-
nehmer der jeweiligen Untergruppe u¨bernehmen.
Der Verteilungsmechanismus in Bravis wurde zeitlich parallel zu den Ent-
wicklungen des Overlay Multicast [8, 138, 182] erarbeitet (siehe auch Ab-
schnitt 2.6). Bisherige Overlay Multicast Ansa¨tze orientieren sich jedoch wie
IP–Multicast auf eine empfa¨ngerbezogene Verteilung der Daten, bei der der
Sender die Empfa¨nger nicht kennen muss. Diese Ansa¨tze ko¨nnen deshalb nicht
direkt in den mit Bravis verfolgten Ansatz integriert werden. Der Bravis–
Ansatz geht grundsa¨tzlich von einer Verteilung der Audio– und Videodaten in
geschlossenen Konferenzgruppen aus.
Wie der Gruppenkoordinator im Octopus messen die ausgewa¨hlten Emp-Bandbreitenzu-
weisung fa¨nger die Bandbreite, die sie von den anderen Teilnehmern empfangen haben.
Aus den einzelnen Messergebnissen ko¨nnen die ausgewa¨hlten Empfa¨nger die
Bandbreite berechnen, die zwischen den Untergruppen zur Verfu¨gung steht.
Die gemessene Gesamtbandbreite wird allen Teilnehmern der sendenden Un-
tergruppe u¨ber GCPIP mitgeteilt. Aufgrund dieser Information ko¨nnen die
Teilnehmer einer Untergruppe berechnen, wie viel Bandbreite jedem einzelnen
zur Verfu¨gung steht. Diese Berechnung beru¨cksichtigt eine eventuelle Abstim-
mung der Teilnehmer einer Untergruppe und gegebenenfalls einen Sprecher in
der Untergruppe. Der Bandbreitenzuweisungsalgorithmus aus dem Octopus
wird hier u¨bernommen, mit dem Unterschied, dass in Bravis eine dezentra-
le Berechnung in den Endsystemen erfolgt. Auch hierzu werden gegenwa¨rtig
Untersuchungen durchgefu¨hrt, die die Leistungsfa¨higkeit des entwickelten An-
satzes untermauern.
5.4.5. Skalierung von Videostro¨men
Die Skalierung von Videostro¨men dient vor allem dazu, den die Datenmenge
des Videostroms so zu reduzieren, dass die Empfa¨nger und das Netzwerk nicht
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u¨berlastet werden. Videostro¨me lassen sich zum einen empfa¨ngerbezogen und
zum anderen senderbezogen skalieren. Bei der empfa¨ngerbezogenen Skalierung
wird der Videostrom beim Empfa¨nger skaliert, so dass er von diesem verarbei-
tet werden kann. U¨berlastungen des Netzes werden hier nicht beru¨cksichtigt,
wodurch ein Einsatz in globalen o¨ffentlichen Netzen ungu¨nstig ist. Bei einer
senderbasierten Skalierung passt der Sender den Videostrom an die Bedu¨rfnisse
der Empfa¨nger und des Netzes an. Die Empfa¨nger beno¨tigen keine Skalierungs-
funktionen, wodurch dort Rechenkapazita¨ten gespart werden ko¨nnen. Dafu¨r
wird jedoch der Sender stark belastet. Eine Kombination aus beiden Skalie-
rungsmechanismen kann die Belastung auf Sender und Empfa¨nger gleichma¨ßig
verteilen.
In einem geschlossenen Videokonferenzsystem ist jeder Teilnehmer gleichzei-
tig Sender und Empfa¨nger, wobei die Mo¨glichkeit der individuellen Anpassung
der Dienstgu¨te an die Bedu¨rfnisse und Ressourcen der einzelnen Teilnehmer
besteht. Eine senderbezogene Skalierung kann hier sinnvoll eingesetzt werden.
Dadurch erha¨lt jeder Nutzer die fu¨r ihn bestmo¨gliche Qualita¨t in einer Vi-
deokonferenz. Dies erfordert jedoch einen geeigneten Video–Codec, der eine
entsprechende Skalierung zula¨sst. Bei einer hierarchischen Verteilung der Vi-
deodaten ko¨nnen die Videostro¨me außerdem von einer Ebene zur na¨chsten
Ebene skaliert werden. Somit darf der Codec keine hohen Anspru¨che an die
Leistung der Endsysteme stellen, um Kommunikationsengpa¨sse zu vermeiden.
Layered–Coding–Verfahren sind eine Mo¨glichkeit der senderbezogenen Ska- Layered Coding
lierung, die die zu erwartende Heterogenita¨t in globalen o¨ffentlichen Netz-
werken unterstu¨tzen. Jedoch ko¨nnen Codecs mit ra¨umlicher Unterteilung der
Kompressionsebenen zur Zeit nicht zufrieden stellend eingesetzt werden, da
keine Hardwarerealisierungen existieren und die Softwarecodecs eine zu hohe
Leistung der Endsysteme erfordern. Aus diesem Grund ist es gu¨nstiger, eine
temporale Unterteilung zu nutzen, um die Videostro¨me zu skalieren.
Videostro¨me ko¨nnen sowohl als unkomprimierte Daten oder als komprimier- Skalierungs-
schemente Daten temporal skaliert werden. Die Skalierung des unkomprimierten Stro-
mes erfordert aber hohe Rechenkapazita¨ten, da jeder einzelne Strom sepa-
rat kodiert werden muss (siehe Abbildung 5.14a) ). Gu¨nstiger ist die Skalie-
rung des komprimierten Videostroms mittels einem Frame–Dropping–Filter,
bei dem einzelne Bilder aus dem fortlaufenden Strom entfernt werden, um
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Abbildung 5.14.: Skalierungsschemen fu¨r Videostro¨me
teil des Einsatzes eines Frame–Dropping–Filters ist die beschra¨nkte Auswahl
der Kompressionsmethoden. Da komprimierte Bilder aus dem Videostrom ent-
fernt werden, ko¨nnen Interframe kodierende Codecs nur bedingt genutzt wer-
den. Das Entfernen beliebiger Frames hat die Bildung eines Schweifs hinter
sich bewegenden Objekten, Rauschen und Flackern des Bildes bis hin zur
vo¨lligen Zersto¨rung des Stroms zur Folge, da auch Referenzen auf nachfol-
gende Bilder verworfen werden ko¨nnten. Aus diesem Grund mu¨ssen anfangs
nur die P–Frames, dann die B–Frames und zum Schluss die I–Frames aus
einem Interframe–kodierten Strom, wie zum Beispiel MPEG oder H.26x, ent-
fernt werden. Durch dieses Verfahren wa¨re jedoch eine Feinabstimmung der
Sendeleistung schwierig. Zudem gestaltet sich die Suche nach den entsprechen-
den Frames in einem kontinuierlichen Strom als sehr aufwendig. Kompres-
sionsverfahren, die wie M–JPEG nur I–Frames produzieren, sind besser fu¨r
die Skalierung mittels Frame–Dropping–Filter geeignet, da keine Abha¨ngigkei-
ten zwischen nachfolgenden Bildern bestehen. Die beiden Skalierungsvarianten
mit komprimierten und unkomprimierten Videodaten wurden im Octopus–
System getestet und bewertet.
Die Gruppenkoordinatoren des Octopus u¨bernehmen hierbei die AufgabeUnkomprimierte
Skalierung der dynamischen Skalierung der Videostro¨me in Abha¨ngigkeit ihrer Priorita¨t,
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der globalen Gruppe und der verfu¨gbaren Bandbreite. Da in den lokalen Grup-
pen komprimierte Videostro¨me u¨bertragen werden, mu¨ssen diese zuna¨chst de-
komprimiert werden. Erst danach wird das Videosignal skaliert und neu kom-
primiert. Dieser Ansatz entspricht dem eines intelligenten Videogateways, das
erstmals in [144] realisiert wurde. Nach der Integration dieses Ansatzes in den
Octopus–Gruppenkoordinator wurden Tests auf einer SUN ultra 10 Work-
station (433MHz) mit der X Image Library (XIL) und einem M–JPEG Codec
ohne Hardwareunterstu¨tzung fu¨r Videostro¨me mit unterschiedlichen Eingangs–
und Ausgangsframeraten durchgefu¨hrt. Es wurde das Kompressionsverfahren
M–JPEG fu¨r die Messung gewa¨hlt, weil dieser Codec weniger komplex als
MPEG–1, 2, 4 oder H.261 ist und ohne Bewegungserkennung arbeitet. Die
Last, die bei dieser Messung durch die Dekodierung eines Videostroms mit 25
fps erzeugt wurde, betra¨gt weniger als 1% der Prozessorkapazita¨t. Die Auslas-
tung des Prozessors fu¨r die Kodierung eines Videostroms in Prozent entspricht
etwa der Sendeleistung in fps. Beispielsweise erzeugt ein Gruppenkoordinator
eine Last von 35% der Prozessorleistung, wenn zwei Videostro¨me mit je 15 fps
und 20 fps u¨bertragen werden sollen. Unter der Annahme, dass die Bandbreite
zwischen den Gruppen etwa 17 fps betra¨gt, kann somit ein Gruppenkoordi-
nator nur bis zu sechs entfernte Gruppen unterstu¨tzen, ohne selbst zum Fla-
schenhals der Kommunikation zu werden. Diese Anzahl gilt, wenn sich nur ein
Teilnehmer in der lokalen Gruppe befindet. Senden zwei Teilnehmer aus einer
lokalen Gruppe heraus, dann kann der Gruppenkoordinator nur maximal drei
entfernte Gruppen bedienen. Dies ist nicht zufreidenstellend, besonders wenn
die Bandbreite zu den entfernten Gruppen ho¨her als 17 fps ist. Unter Nutzung
von komplexeren Codecs, wie MPEG–1 bis 4 oder H.26x, wu¨rde die Anzahl
der unterstu¨tzten Gruppen weiter sinken.
Der Einsatz einer Frame–Dropping–Komponente fu¨r Videostro¨me im Grup- Komprimierte
Skalierungpenkoordinator vermeidet hohe Prozessorauslastungen. Messungen mit einem
M–JPEG komprimierten Videostrom haben gezeigt, dass weniger als 0,5% der
Prozessorleistung beno¨tigt wurden, um diesen zu vier verschiedenen entfern-
ten Gruppen mit 25 fps zu u¨bertragen. Somit ko¨nnen 100–mal mehr Gruppen
mit einem Gruppenkoordinator verbunden werden als mit der in [144] vorge-
schlagenen Methode. Aus diesem Grund wurde fu¨r Octopus M–JPEG als
Videostandard gewa¨hlt.
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Das U¨bertragungskonzept von Octopus wurde in Bravis u¨bernommen
und in die Endsysteme integriert. Somit besteht auch hier das Problem der
Skalierung der Videostro¨me. Aufgrund der genannten Messungen des Grup-
penkoordinators ist es gu¨nstig, beim Sender eine Skalierung des komprimier-
ten Videostroms durchzufu¨hren. M–JPEG kommt deshalb auch in Bravis zum
Einsatz.
Durch die fehlende Interframekodierung in M–JPEG besteht jedoch einBandbreiten-
problematik ho¨herer Bandbreitenbedarf. Messungen haben ergeben, dass M–JPEG bei 25
fps fu¨r ein CIF–Bild etwa 1 Mbit/s und fu¨r QCIF etwa 500 kbit/s beno¨tigt4.
Dies bedeutet unter der Annahme von einem Sprecher mit einem CIF–Bild
und 20 weiteren Teilnehmern mit einem QCIF–Bild ein Gesamtvolumen von
etwa 11 Mbit/s. Reduzieren la¨sst sich dieses Volumen durch eine Verringerung
der Bildwiederholungsfrequenz und durch den in diesem Abschnitt vorgeschla-
genen Auswahlmechanismus. Des Weiteren ko¨nnen in der Zukunft bessere Ko-
dierungstechniken eingesetzt werden. Messungen mit einem Wavelet–basierten
JPEG2000–Kodierer [81, 39] fu¨r Standbilder haben ergeben, dass sich die Bit-
rate auf etwa 10 % der Bitrate von M–JPEG reduzieren lassen wu¨rde. Jedoch
ist die Rechenleistung der heutigen PCs und Workstations noch nicht ausrei-
chend, um damit Videostro¨me in Echtzeit zu komprimieren5. Mit der rasanten
Steigerung der Leistungsfa¨higkeit der Endsysteme soll es jedoch in Zukunft
mo¨glich sein, Skalierungsmechanismen fu¨r unkomprimierte Videostro¨me und
Layered–Coding–Techniken zu verwenden.
5.5. Zusammenfassung
In diesem Kapitel wurde die Audio– und Videou¨bertragung in geschlossenen
Videokonferenzsystemen untersucht. Es wurde gezeigt, dass hierarchische To-
pologien zur Verteilung der Mediendaten gu¨nstig in Bezug auf die Skalier-
barkeit, der Verzo¨gerung, der Bandbreitenausnutzung und vor allem der Un-
terstu¨tzung heterogener Umgebungen ist. Jedoch werden sie bisher kaum ein-
gesetzt. Fu¨r das Videokonferenzverbundsystem Octopus und das Videokon-
ferenzsystem Bravis wurden hierarchische Verteilungsstrukturen zur U¨bertra-
4Im Vergleich dazu beno¨tigen CellB und H.261 etwa halb so viel Bandbreite.




gung der Video– und Audiodaten entwickelt. Darauf aufbauend wurden Kon-
zepte fu¨r ein QoS–Management erprobt, die die Qualita¨t der Video– und Au-
diou¨bertragung u¨ber globale Strecken auf einem konstant hohen Level hal-
ten. Der Ansatz fu¨r die Qualita¨tssicherung der Videodaten basiert hierbei auf
einem die Sendeleistung anpassenden Mechanismus, der durch eine abstim-
mungsbasierte Zuweisung der verfu¨gbaren Ressourcen erga¨nzt wird. Messun-
gen haben die Anwendbarkeit dieses Ansatzes untermauert. Abschließend wur-
den Mo¨glichkeiten zur Skalierbarkeit von Videostro¨men analysiert. Es hat sich
gezeigt, dass die heutigen Endsysteme noch nicht in der Lage sind, zeitgleich
mehrere Videostro¨me mit unterschiedlichen Leistungsparametern zu kompri-
mieren. Somit ist eine Skalierung von komprimierten Videostro¨men erforder-
lich, die nur mit Intraframekodierung wie M–JPEG mo¨glich ist. Mit den Kom-
ponenten des QoS–Managements und der Skalierung, die in Octopus und
Bravis integriert wurden, ist erstmals ein Videokonferenzsystem in der Lage,
geschlossene Gruppen innerhalb einer heterogenen Systemumgebung zu un-
terstu¨tzen.
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Nachdem in den vorangegangenen Kapiteln die Konzepte fu¨r die Gestaltung
von geschlossenen Mehrteilnehmer–Videokonferenzen fu¨r globale Netze be-
schrieben wurden, folgen in diesem Kapitel die wichtigsten Implementierungs-
konzepte fu¨r Umsetzung der beiden Lo¨sungen Octopus und Bravis. Es wird
die Wahl der Betriebssystem– und der Programmierplattform erla¨utert, auf
der die hierarchischen Ansa¨tze beruhen. Programmiertechnische A¨nderungen
an bereits bestehenden lokalen Systemen, die fu¨r den Betrieb im globalen Ver-
bund notwendig sind, werden hier ebenfalls diskutiert.
6.1. Auswahl der Systemplattform
Die Idee vonOctopus basierte auf der Idee, die VideokonferenzsystemeCovis
undHkust, die am Lehrstuhl Rechnernetze der BTU Cottbus und an der Hong
Kong University of Science and Technology entwickelt wurden, u¨ber ein globa-
les Netz zu verbinden. Beide Systeme wurden unter dem UNIX–Betriebssystem
SUNSolaris 2.6 implementiert. Um einzelne Module der vorhandenen Systeme
auch im Octopus–Gruppenkoordinator nutzen zu ko¨nnen, wurde SUNSolaris
fu¨r die Implementierung des Videokonferenzsystems Octopus gewa¨hlt. Kom-
ponenten wie die Floorkontrolle, das Gruppenmanagement sowie die Audio–
und Videoverarbeitung konnten fu¨r Octopus u¨bernommen werden.
Da die Funktionalita¨ten von Bravis sehr a¨hnlich mit Covis sind, konnten
einige Module wiederverwendet werden, wie zum Beispiel die Floorkontrolle,
das Gruppen– und das QoS–Management. Einige Teile der Video– und Au-
diou¨bertragung konnten vom Octopus–System u¨bernommen werden. Gleich-
zeitig bestand die Motivation, Bravis einer gro¨ßeren Nutzergemeinde, dem
PC–Markt, zur Verfu¨gung zu stellen. Da das Betriebssystem Linux und SUN-
Solaris viele Gemeinsamkeiten haben, wurde vorerst eine Linux–Variante von
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Bravis entwickelt. Speziell die Audio– und Videoverarbeitung wurde so erwei-
tert, dass es auch unter beiden Betriebssystemen lauffa¨hig ist. Eine Windows–
Portierung wa¨re jedoch sehr aufwendig gewesen, da alle Module komplett neu
entwickelt werden mu¨ssten.
Als Programmiersprache wurde C aufgrund dessen Leistungsfa¨higkeit undPOSIX–C
der bereits vorhandenen Implementierungen von Covis gewa¨hlt. Die modu-
lare Implementierung von Covis wurde in Octopus und Bravis u¨bernom-
men. Es werden die Mo¨glichkeit der Interprozesskommunikation der UNIX–
Betriebssysteme genutzt. Message Queues dienen dem synchronen Datenaus-
tausch zwischen einzelnen Prozessen. Ein Shared Memory (ShM) wird fu¨r den
Zugriff auf gemeinsame Datenbesta¨nde genutzt, wobei der gleichzeitige Zu-
griff durch Semaphore geregelt wird. Zur Parallelisierung von Abla¨ufen dienen
POSIX–Threads [125, 151, 152]. Der Zugriff auf gemeinsame Speicherbereiche
innerhalb eines Prozesses wurde durch Mutexe geregelt.
Im Weiteren wird auf Besonderheiten der Implementierung der Ansa¨tze Oc-
topus und Bravis eingegangen.
6.2. Gruppenkoordinator im OCTOPUS
Der Gruppenkoordinator im Octopus–Ansatz stellt, wie in Abschnitt 3.1 er-
la¨utert, Gatewayfunktionen zwischen einem lokalen Videokonferenzsystem und
einer global einheitlichen Schnittstelle zur Verfu¨gung. Die in Abbildung 3.3 ge-
zeigte Architektur des Gruppenkoordinator wurde fu¨r das lokale ATM–basierte
Videokonferenzsystem Covis1 implementiert und getestet. Sowohl Covis als
auch der dazugeho¨rige Gruppenkoordinator nutzen das lokale ATM–Netzwerk,
das drei SUN Ultra Sparc 10 Workstations und eine SUN Sparc 20 Workstati-
on u¨ber einen ASX200 Fore Switch verbindet. Fu¨r die globale Vernetzung der
Gruppenkoordinatoren wurde das am Lehrstuhl vorhandene Fast–Ethernet–
LAN mit 100 Mbit/s verwendet.
6.2.1. Signalisierung
GCPIP wurde wie GCPATM nach dem Server–Modell–Prinzip implementiert,GCP
1Ein Gruppenkoordinator fu¨r das Hkust–System wurde wa¨hrend der Projektphase auf-
grund mangelnder Kapazita¨ten nicht implementiert.
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das eine einfache und geradlinige Umsetzung gestattet. Da GCPIP wie GCPATM
auch nur geringe Datenmengen verarbeiten muss, ist das Server–Modell aus-
reichend.
Die Teilnehmer im GCPATM wurden in einem Shared Memory gespeichert.
Shared Memories sind jedoch nicht dynamisch erweiterbar. Aus diesem Grund
ist die Anzahl der Teilnehmer im GCPATM statisch vorgegeben. Im GCPIP
wurde auf die Verwendung eines Shared Memory verzichtet. Stattdessen wurde
eine dynamische Liste implementiert, die nicht in ihrer Gro¨ße beschra¨nkt ist.
Fu¨r die Kommunikation mit den u¨ber GCP liegenden Modulen werden Mes- Message Queues
sage Queues eingerichtet. Die gcpip queue und die gcpatm queue dienen als
Eingangswarteschlange des GCPIP beziehungsweise GCPATM. U¨ber diese er-
folgt der Austausch der GCP–Dienstprimitive. Die GCP–PDUs werden u¨ber
IP– beziehungsweise ATM–Sockets als Netzwerkschnittstelle ausgetauscht.Um
zu vermeiden, dass der GCP–Protokollautomat auf zwei unterschiedliche Ein-
gangswarteschlangen, Message Queue und Sockets, reagieren muss, wurde die
Schnittstelle zum IP– beziehungsweise ATM–Netz als eigensta¨ndiger Prozess
implementiert. Dieser Prozess empfa¨ngt Pakete aus dem Netz und u¨bergibt sie
an die GCP Message Queue. Somit braucht nur eine Eingangswarteschlange
im GCP beru¨cksichtigt werden (siehe Abbildung 6.1).
Die Nutzung von Message Queues ist dahingehend nachteilig, da sie nur in
System V Betriebssystemen angeboten werden, wie beispielsweise SUNSola-
ris und Linux. Diese Mechanismen mu¨ssen bei einer U¨berfu¨hrung in andere
Betriebssysteme wie beispielsweise Windows ersetzt werden.
GCPATM benutzt nur das Signal SIGALRM, um Timeouts bekannt zu machen. Timer
Somit ko¨nnen aber nicht unterschiedliche Ereignisse unterschieden werden, die
zu dem Timeout gefu¨hrt haben. Dies wurde jedoch in GCPIP notwendig, um
einerseits den Ausfall eines Tokenhalters zu ermitteln und andererseits das Aus-
bleiben einer Besta¨tigung der Tokenweitergabe zu erkennen. Deshalb beruhen
die Timer im GCPIP auf unterschiedlichen Signalen, die durch die vom Be-
triebssystem angebotene Funktion timer create() angeboten werden. Somit
ko¨nnen bei bestimmten Timeouts spezielle Routinen (signal handler) gestartet
werden.
Im Gruppenkoordinator u¨bergibt das GCPATM die Daten an das Local Group LGCM und GG-
CMCommunication Module (LGCM) und das GCPIP an das Global Group Com-
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Abbildung 6.1.: Warteschlangenkonzept des GCPIP
munication Module (GGCM) (siehe Abbildung 3.3 in Abschnitt 3.1.3). LG-
CM und GGCM ko¨nnen abha¨ngig von der zu sendenden Nachricht sowohl
an das GCPATM als auch an das GCPIP Nachrichten u¨bergeben, wodurch die
Kopplung zwischen der lokalen und der globalen Signalisierung realisiert wird.
Urspru¨nglich war vorgesehen, dass der Verbund durch das Group Coordina-
tor Information Module (GCIM) implementiert wird. Jedoch wu¨rden sich
dadurch unno¨tige Wartezeiten durch das Schreiben und Lesen in die entspre-
chenden Warteschlangen ergeben. Deshalb wurde die direkte Kommunikation
zwischen LGCM und GGCM implementiert.
LGCM undGGCM fungieren als Gateway der Signalisierungsdaten. Dabei
werden im LGCM Datenpakete der lokalen Konferenz unter Beru¨cksichtigung
der in Tabelle 6.1 aufgestellten Regeln in das global gu¨ltige Octopus–Format
konvertiert.
Das GGCM entha¨lt im Falle eines lokalen Covis–Systems nur eine gerin-
ge Konvertierungsfunktionalita¨t (siehe Tabelle 6.2). Gewo¨hnliche Datenpakete
werden direkt an das lokale GCPATM u¨bergeben. Im Falle des Hkust leitet der
Gruppenkoordinator die Datenpakete nicht an die Teilnehmer weiter, sondern
muss selbst auf diese Nachrichten entsprechend reagieren.
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Aktion Covis Octopus












DATind (ADD GLOBAL GROUP,
Host)
JOINreq (Host)
Austreten aus der globa-
len Konferenz




DATind (Floor|QoS) DATreq (Floor|QoS)









LEAVEntf (Group) DATreq (REMOVE GLOBAL -
GROUP SUCCESS, Group)
Signalisierungsdaten DATind (data) DATreq (data)
Tabelle 6.2.: Schnittstellenbeschreibung der Octopus–Signalisierung (emp-
fangene Daten)
6.2.2. Medienu¨bertragung
Im lokalen Bereich wurde unter Anwendung des Covis ein ATM–Netzwerk mit
dem AAL–5 genutzt. AAL–5 bietet einen senderbasierten Multicast–Dienst
an. Fu¨r Echtzeitkommunikation wird jedoch AAL–2 bevorzugt und empfoh-
len, das aber nicht von den verwendeten ATM–Netzwerkkarten und ATM–
Programmierbibliotheken unterstu¨tzt wird. Fu¨r den Transport der Echtzeit-
daten wurde das proprieta¨re Protokoll MCM–TP [89] u¨ber AAL–5 genutzt,
welches als lokale Schnittstelle fu¨r den Gruppenkoordinator dient. Es entha¨lt
keine Jitter–Reduzierung, da in einer lokalen ATM–Umgebung kaum ein Jitter
auftritt.
Die globale U¨bertragung der Echtzeitdaten basiert auf dem Standardpro- Wahl der RTP–
Bibliothektokoll RTP. Hierbei wurde zuna¨chst versucht, den frei verfu¨gbaren Quellcode
181
6. Konzepte der Implementierung
der Mbone–Tools Vic und Vat aus dem Mash Projekt [156] fu¨r die Zwe-
cke des Gruppenkoordinators zu modifizieren, um gleichzeitig auch die gra-
phische Schnittstelle zu nutzen und zu erweitern. Dies erwies sich jedoch als
zu komplex, wodurch unno¨tig hohe Prozessorkapazita¨ten auf dem Gruppen-
koordinator verbraucht wurden. Eine spa¨ter angebotene eigensta¨ndige RTP–
Softwarebibliothek des University College London (UCL) [164] wurde getestet.
Jedoch wurden die Testdaten stark verzo¨gert. Deshalb wurde fu¨r die Imple-
mentierung die RTP–Bibliothek von Lucent Technologies [164] genutzt. Die
Verzo¨gerungen der Echtzeitdaten war hier spu¨rbar geringer als bei der UCL–
Bibliothek und die Dokumentation der Funktionen der Bibliothek war ausfu¨hr-
licher.
Die Komponente fu¨r die Umsetzung der Videostro¨me vom lokalen ATM–Frame Dropping
Filter Netz zum Internet besteht aus einem Hauptprozess, der nur auf Verbindungs-
anfragen von anderen lokalen ATM–Teilnehmern wartet. Wird eine Verbin-
dung von einem lokalen Teilnehmer zum Gruppenkoordinator aufgebaut, so
wird dort ein Kindprozess erzeugt. Es existieren also so viele Kindprozesse,
wie es Teilnehmer in der lokalen Konferenz gibt (siehe Abbildung 6.2). Jeder











wenn neue globale Gruppe
receive_
thread
Abbildung 6.2.: Softwarearchitektur des ATM–RTP–Gateway fu¨r den Grup-
penkoordinator
dieser Kindprozesse erzeugt einen receive thread, der die Videodaten von
der aufgebauten ATM–Verbindung empfa¨ngt und das komprimierte Bild zwi-
schengespeichert. Alte Bilder werden dabei u¨berschrieben. Nach jedem Beitritt
einer neuen entfernte Gruppe in die Konferenz wird ein Thread rtp thread fu¨r
das Senden der zwischengespeicherten Videobilder zu dieser Gruppe u¨ber RTP
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gestartet. Der Zugriff auf diesen gemeinsamen Speicher wird ebenfalls durch
ein Mutex, eine Art Semaphor fu¨r Threads, gesichert. Das Senden der Da-
ten u¨ber RTP kann langsamer und unabha¨ngig vom Empfangen der Daten
u¨ber ATM erfolgen, wodurch ein einfacher Frame Dropping Filter realisiert
wurde. Es wird immer das letzte vom Empfa¨ngerthread empfangene kompri-
mierte Bild u¨ber RTP verschickt. Da jedem Sendethread eine entfernte Gruppe
zugeordnet wird, unterstu¨tzt dieses Konzept eine individuelle Anpassung der
Sendeleistung.
6.3. Endsysteme im OCTOPUS
Ziel des Octopus–Ansatzes war, dass die lokalen Endsysteme nicht oder nur
unwesentlich vera¨ndert werden. Dies ist die grundlegende Voraussetzung fu¨r
eine problemlose Integration des Ansatzes in andere lokale Systeme.
Die Module der Medienu¨bertragung in Covis wurden fu¨r den Einsatz von Medienu¨bertra-
gungOctopus nicht angepasst, da der Gruppenkoordinator als ein Teilnehmer der
lokalen Gruppe interpretiert wird. Dass dieser Teilnehmer mehrere Video– und
Audiostro¨me verschickt, spielt aus Sicht der Implementierung der Endsysteme
keine Rolle.
Eine tief greifende A¨nderung des Videoempfangsmoduls ha¨tte die Umset-
zung der lokalen Skalierung mit einer Priorisierung der globalen Stro¨me be-
wirkt. Zum einen ha¨tte das Transportprotokoll MCM–TP derart gea¨ndert wer-
den mu¨ssen, dass die Priorita¨t des Videostroms mit u¨bertragen wird. Zum an-
deren ha¨tte das Modul fu¨r die Videobildanzeige die u¨bertragene Priorita¨t aus-
werten und die Systemressourcen entsprechend aufteilen mu¨ssen. Dies wu¨rde
sich dann auch auf das in Covis integrierte QoS–Management auswirken. So-
mit wurde vorerst auf die Umsetzung der lokalen Skalierung unter Beru¨cksich-
tigung einer ho¨heren Priorita¨t globaler Videostro¨me verzichtet, da die A¨nde-
rungen des lokalen Videokonferenzsystems Covis zu weitreichend sind. Das
in Covis integrierte QoS–Management bleibt somit erhalten, so dass alle Vi-
deostro¨me, bis auf den des Sprechers, mit der gleichen Priorita¨t angezeigt wer-
den.
Die Analyse der Covis–Implementierung hat gezeigt, dass das Gruppenma- Konferenzsteu-
erungnagement durch das GCPATM u¨bernommen wurde, da dort hauptsa¨chlich die
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Gruppenmitglieder in einem Shared Memory verwaltet werden. Andere Modu-
le greifen nur lesend auf diesen Speicher zu. Das Gruppenmanagement–Modul
GMM dient lediglich als Schnittstelle zum Multiplexen der vom GCPATM
u¨bergebenen SDUs zum Floorkontroll– und dem QoS–Modul. Die Erweite-
rung des GCPATM fu¨r die Verwaltung der globalen Gruppenmitglieder im Oc-
topus ha¨tte gravierende A¨nderungen des Protokollablaufs des GCPATM zur
Folge. Aus diesem Grund wurde die Architektur des Covis um das Global
Group Management Module (GGMM) erweitert. Das urspru¨ngliche GMM
wurde so modifiziert, dass es entsprechende Datenpakete vom GCPATM nun
auch an das GGMM u¨bergeben kann. Die nur fu¨r das Octopus gu¨ltigen
Funktionen von Covis, wie beispielsweise das Voting und dessen graphische
Nutzerschnittstelle, werden vom GGMM gesteuert.
Die Floorkontrolle arbeitete im Covis in der Weise, dass eine A¨nderung
der Warteschlange oder eine Anfrage an die Warteschlange an alle Teilneh-
mer gleichzeitig u¨bertragen wurde. Im VideokonferenzverbundOctopus muss
jedoch eine solche Anfrage zuerst nur an den Gruppenkoordinator geschickt
werden, damit dieser die Anfrage global verteilt (siehe Abschnitt 3.1.4). Aus
diesem Grund musste die Floorkontrolle sehr geringfu¨gig modifiziert werden.
Das Empfa¨nger–Flag des GCPATM darf im Betrieb mit Octopus nicht auf
all hosts stehen sondern muss auf den Hostnamen des Gruppenkoordinator
gesetzt werden. Dieser wird beim Umschalten in den globalen Modus allen
Teilnehmern explizit bekannt gegeben.
Das QoS–Management von Covis musste, wie schon erwa¨hnt, nicht modi-
fiziert werden, um mit Octopus zusammen arbeiten zu ko¨nnen.
6.4. Konzepte des BRAVIS
Bravis wurde als direkter Nachfolger von Covis fu¨r IP–Netzwerke konzipiert.
Aus diesem Grund a¨hneln sich das Architekturbild und die Implementierung
beider Systeme sehr. Im Wesentlichen wurde die Transportschnittstelle von
AAL 5/ATM auf UDP/IP modifiziert.
Die Medienu¨bertragung wurde basierend auf den Erfahrungen desOctopusMedienu¨bertra-
gung mit der RTP–Bibliothek von Lucent Technologies [94] implementiert. Damit
ergaben sich auf Empfa¨ngerseite wesentliche A¨nderungen im Programmab-
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lauf, da mit RTP kein direkter Verbindungsaufbau stattfindet und somit ein
Kindprozess fu¨r den Empfang eines Videostroms nicht im direkten Zusammen-
hang mit einem Verbindungsaufbau erzeugt werden konnte. Dazu musste eine
zusa¨tzliche Abfrage der Gruppenzusammensetzung implementiert werden.
Da Bravis sowohl fu¨r Linux als auch SUNSolaris implementiert werden
sollte, ergaben sich einige A¨nderungen der Video– und Audioverarbeitung in
der Implementierung. Wa¨hrend unter SUNSolaris die X–Image–Library (XIL)
[150] fu¨r das Videograbbing und die Videokompression zwingend notwendig
ist, wurde unter Linux die weitgehend standardisierte Video–for–Linux (V4L)–
Schnittstelle fu¨r das Abgreifen der Videodaten von der Videokarte genutzt. Fu¨r
die Kompression stehen unter Linux diverse Bibliotheken zur Verfu¨gung, die
unterschiedlich stabil arbeiten und gut dokumentiert sind. Fu¨r Bravis wur-
de die JPEG–Lib [57] fu¨r die Kompression von M–JPEG genutzt. Des Wei-
teren wurden verschiedene Bibliotheken fu¨r die MPEG–, DivX– und H.26x–
Kompression getestet, die jedoch eine zu hohe Leistung der Endsysteme erfor-
derten. Es wurde in diesem Zusammenhang die Bibliothek livico fu¨r Bravis
entwickelt, die eine einheitliche Programmierschnittstelle fu¨r die Videoverar-
beitung sowohl unter SUNSolaris als auch unter Linux bereitstellt [128].
Die Audioverarbeitung in SUNSolaris und Linux unterscheidet sich eben-
falls grundsa¨tzlich. SUNSolaris stellt eine Schnittstelle u¨ber IO–Controls zur
Verfu¨gung. Unter Linux existieren zwei nutzbare Audio–Bibliotheken, das Ad-
vanced Linux Sound Architecture (ALSA)–Projekt [4] und das a¨ltere Open
Sound System (OSS) [1]. Aufgrund der ausfu¨hrlicheren Dokumentation wurde
vorerst OSS als Grundlage fu¨r die Linux–Implementierung der Audiokompo-
nenten gewa¨hlt.
Das Covis–Konzept wurde in Bravis um eine Whiteboard– und Chat-
komponente erweitert. Bei der Implementierung wurde auf Kompatibilita¨t des
Quellcodes bezu¨glich der Betriebssysteme SUNSolaris und Linux geachtet. Da
im Gegensatz zur Video– und Audioverarbeitung keine Hardwaregera¨te ge-
steuert werden mu¨ssen, konnte eine Lo¨sung unabha¨ngig vom verwendeten
UNIX–Betriebssystem implementiert werden. Fu¨r die zuverla¨ssige U¨bertra-
gung der Whiteboard– und Chatdaten sollten zwei Ansa¨tze untersucht wer-
den: die U¨bertragung mit TCP und mit UDP. TCP hat den Vorteil der zu-
verla¨ssigen Punkt–zu–Punkt–U¨bertragung mit einer integrierten Staukontrol-
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le. Jedoch treten durch die Bytestrom–orientierte U¨bertragung Verzo¨gerun-
gen auf. Zusa¨tzlicher Mehraufwand entsteht durch die Verwaltung der TCP–
Verbindungen, die zu jedem Teilnehmer aufgebaut werden mu¨ssen. Hingegen
ist die U¨bertragung mittels UDP schneller und weniger komplex, da keine Ver-
bindung initialisiert werden muss. Jedoch muss bei Verwendung von UDP die
Zuverla¨ssigkeit der U¨bertragung durch zusa¨tzliche Protokollmechanismen in
der Anwendungsschicht gesichert werden. Der erste Prototyp entha¨lt die Im-
plementierung mittels TCP. Das konkrete Leistungsverhalten beider Ansa¨tze
wird derzeit in einer Studienarbeit untersucht. Zur Zeit liegen noch keine Mes-
sergebnisse vor, so dass keine Aussage gegeben werden kann, welcher Ansatz
in Bravis letztendlich integriert wird.
Die Implementierung des Konferenzmanagements in Covis ist hardwareun-Konferenzsteu-
erung abha¨ngig und so weit wie mo¨glich in Standard–C implementiert. Aus diesem
Grund konnten die Module fu¨r die Floorkontrolle und das QoS–Management
fu¨r Bravis u¨bernommen werden. Das GCPATM wurde vorerst in ein GCPB
(Group Communication Protocol for BRAVIS ) u¨berfu¨hrt, bei dem Multicast-
u¨bertragungen auf mehrfache Punkt–zu–Punkt Verbindungen abgebildet wur-
den. Dadurch wurde eine Reaktionszeit unabha¨ngig von der Teilnehmerzahl
erwartet, was bei GCPIP nicht der Fall ist. Jedoch besteht wie beim GCPATM
auch beim GCPB das Problem der Quittungsimplosion, das durch ku¨nstliche
Verzo¨gerungen zwischen dem Absenden zweier Datenpakete vermieden werden
soll. Tests mit dem GCPB haben jedoch gezeigt, dass die optimale Einstellung
dieser Verzo¨gerungen schwierig ist und infolge dessen die Gesamtverzo¨gerung
der Datenpakete nicht deterministisch war (siehe auch Anhang C).
Zusa¨tzlich zu Covis wurde SIP [55] in Bravis integriert, um den aktuellen
Standort eines Teilnehmers zu ermitteln. Somit ko¨nnen anstelle von hostbe-
zogenen nun personenbezogene Einladungen durchgefu¨hrt werden. Nach einer
Analyse einiger Implementierungen von SIP wurde die Bibliothek oSIP [117]
fu¨r Bravis genutzt, da oSIP einerseits frei verfu¨gbar und andererseits gut
strukturiert und dokumentiert ist.
Ein weiterer Unterschied der Bravis–Implementierung zu der des CovisNutzerschnitt-
stelle besteht in der Implementierung der graphischen Nutzerschnittstelle. Wa¨hrend
Covis noch an die Programmierung von X11 angelehnt ist, wurde fu¨r Bra-
vis ein Konzept gesucht, dass interoperabel mit SUNSolaris, Linux und auch
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Windows ist. Die Software–Bibliothek GTK+ [52] wird dieser Anforderung
gerecht. GTK+ stellt ein Rahmenwerk mit einer breiten Sammlung von Funk-
tionen fu¨r die Implementierung von graphischen Oberfla¨chen zur Verfu¨gung.
Aus diesem Grund wurde GTK+ in Bravis genutzt. TCL/TK stellt ein wei-
teres Rahmenwerk fu¨r die interoperable Gestaltung von Oberfla¨chen dar. Es
beno¨tigt jedoch aufgrund seiner Script–basierten Programmierung hohe Res-
sourcen des Endsystems. Des Weiteren wurde TCL/TK seit einigen Jahren
nicht mehr weiterentwickelt und gepflegt.
6.5. Zusammenfassung und Einscha¨tzung der
Implementierung
Die Implementierung mit anschließenden Testla¨ufen vonOctopus hat gezeigt,
dass globale Konferenzen u¨ber eine hierarchische Struktur mit einer relativ gu-
ten Qualita¨t mo¨glich sind. Die Idee, lokale Videokonferenzsysteme transparent
u¨ber globale Netze zu verbinden, konnte erfolgreich durchgesetzt werden. Je-
doch konnte der Grundsatz, das lokale Videokonferenzsystem in seiner Funkti-
onsweise nicht zu vera¨ndern, nicht vollsta¨ndig beibehalten werden. So musste
der Ablauf der Signalisierung fu¨r die Floorkontrolle gea¨ndert und ein zusa¨tz-
liches Modul fu¨r das abstimmungsbasierte Bandbreitenmanagement integriert
werden.
Wa¨hrend Octopus nur als Prototyp implementiert wurde, um die Um-
setzbarkeit des Ansatzes zu beweisen, geht der Stand der Implementierung
von Bravis u¨ber den eines Prototypen hinaus. Bravis konnte erfolgreich auf
der CeBIT 2003 ausgestellt werden und steht demna¨chst als Download zur
Verfu¨gung. Einige Komponenten wie das QoS–Management, die Audio– und
Videou¨bertragung sowie das Whiteboard werden zur Zeit hinsichtlich Stabi-
lita¨t und Funktionsumfang verbessert. Aufgrund der spa¨ten Fertigstellung und
Verbreitung einer stabilen Version konnten im Rahmen dieser Arbeit keine
Akzeptanz– und Performanzanalysen von Bravis durchgefu¨hrt werden.
Ein weiteres Ziel der Implementierung von Bravis ist die U¨berfu¨hrung in
eine plattformunabha¨ngige Version. JAVA mit dem JAVA Media Framework
(JMF) bietet dazu eine gute Ausgangsbasis. Prototypische Implementierungen
der Module fu¨r die Video– und Audiou¨bertragung haben gezeigt, dass die
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Verarbeitung der Daten in Echtzeit mo¨glich ist. Die komplette Umsetzung
des Projektes in JAVA im Rahmen dieser Arbeit wa¨re jedoch zu aufwendig
gewesen.
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Ziel der vorliegenden Arbeit war es, die Gestaltungsmo¨glichkeiten von ge-
schlossenen Mehrteilnehmer–Videokonferenzsystemen u¨ber globale o¨ffentliche
Netzwerke zu diskutieren. Zuna¨chst wurden dazu die am Markt verfu¨gbaren
Lo¨sungen in Bezug auf ihre Unterstu¨tzung von geschlossenen Teilnehmergrup-
pen im Internet untersucht. Weitere Kriterien fu¨r die Analyse waren die Un-
terstu¨tzung globaler, heterogener Netzwerke, der Spontaneita¨t einer Konfe-
renzdurchfu¨hrung sowie automatischer Mechanismen zur einfachen Bedienung
und zur Optimierung der U¨bertragungsqualita¨t. Die Untersuchungen haben ge-
zeigt, dass nach fast 70–ja¨hriger Forschung und Entwicklung immer noch kein
Videokonferenzsystem existiert, dass alle genannten Anforderungen zufrieden
stellend unterstu¨tzt.
In der vorliegenden Arbeit wurde eine Reihe von Ansa¨tzen entwickelt, die
eine breite Nutzung von Videokonferenzdiensten ermo¨glichen soll. Sie wurden
prototypisch in den Videokonferenzsystemen Octopus und Bravis umge-
setzt. Der Schwerpunkt der Untersuchungen lag dabei auf verteilt organisierten
geschlossenen Gruppen fu¨r die Durchfu¨hrung von Diskussionen und Beratun-
gen im Internet. Durch den verteilten Ansatz soll die Abha¨ngigkeit der Nutzer
von teuren, spezialisierten Servern vermieden werden und ihre Mobilita¨t un-
terstu¨tzt werden. Bei den Endsystemen wird nicht von spezialisierten Gera¨ten
sondern Desktop–Systemen ausgegangen, um einen leichten Zugang zum Vi-
deokonferenzdienst zu ermo¨glichen.
Kernproblem des Ansatzes ist die Sicherung der Geschlossenheit der Kon-
ferenzgruppe im Internet. Hierfu¨r wurden bisher zwei Ansa¨tze angewendet:
die Verschlu¨sselung der Nutzerdaten und signalisierungsbasierte Ansa¨tze. Die
Verschlu¨sselung der Nutzerdaten ist sehr aufwendig und prinzipiell fu¨r eine ge-
schlossene Gruppen nicht zwingend notwendig. Sie erschwert die Nutzung eines
Videokonferenzdienstes. Signalisierungsbasierte Ansa¨tze fu¨r dezentral organi-
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sierte geschlossene Gruppen gab es bisher nur fu¨r ATM–Netze, die ein sender-
basiertes Multicast unterstu¨tzen. Fu¨r die Sicherung der Geschlossenheit von
Konferenzgruppen u¨ber IP–Netze wurde im Rahmen dieser Arbeit das Signa-
lisierungsprotokoll GCPIP entwickelt. Es basiert auf einem logischen Ring, auf
dem sich alle Teilnehmer befinden, unten Nutzung von Unicast–Verbindungen
zwischen den Teilnehmern.
GCPIP kann im Gegensatz zu bisherigen Lo¨sungen quasi u¨berall eingesetzt
werden, da es nicht auf Multicastdienste angewiesen ist. GCPIP erfu¨llt die
Forderungen an eine zuverla¨ssige, total geordnete und atomare Datenu¨bertra-
gung. Das Protokoll ist deshalb geeignet, um verteilte Verwaltungsaufgaben,
wie beispielsweise eine Floorkontrolle, zu unterstu¨tzen. Aber auch im Bereich
der Peer–to–Peer–Kommunikation und –anwendungen kann GCPIP zur Vertei-
lung von Signalisierungsnachrichten verwendet werden. GCPIP wurde in den
Videokonferenzsystemen Octopus und Bravis integriert und erprobt. Eine
Vielzahl von Messungen und Abscha¨tzungen sind in dieser Arbeit durchgefu¨hrt
und dargestellt worden sind. Sie haben bewiesen, dass das GCPIP bis zu et-
wa 20 in Europa verteilte Teilnehmer in einer geschlossenen Gruppe, wie in
einer Octopus– beziehungsweise Bravis–Konferenz, unterstu¨tzen kann. So-
mit ist auch das entwickelte Gesamtkonzept eines verteilten Gruppen– und
QoS–Managements fu¨r Videokonferenzen anwendbar.
Gegenstand der Untersuchung war auch die Signalisierung in einer hierarchi-
schen Topologie, wie sie im Octopus zu finden ist. Messungen haben gezeigt,
dass auch dieser Ansatz praktikabel ist, obwohl geringfu¨gige Verzo¨gerungen in
den Gruppenkoordinatoren auftreten.
Einen weiteren Schwerpunkt der Arbeit bildeten Untersuchungen der Vertei-
lung der Audio– und Videodaten in geschlossenen Konferenzgruppen. Bisherige
Ansa¨tze fu¨r verteilt organisierte Konferenzgruppen basieren auf einem sender-
basierten Multicastdienst, der bislang nur durch ATM–Netze angeboten wird.
Die Einfu¨hrung senderbasierter Multicastdienste in IP–Netze erweist sich nach
wie vor als schwierig. Eine rasche Nutzung dieser Technologie in Videokonfe-
renzdiensten fu¨r geschlossene Gruppen ist deshalb nicht zu erwarten. Um den
Nutzern heute und in der Zukunft einen einfachen und von speziellen Netzwerk-
diensten unabha¨ngigen Zugang zu einem Videokonferenzdienst zu ermo¨glichen,
wurden in dieser Arbeit Ansa¨tze zur Verteilung der Mediendaten durch die
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Endsysteme untersucht, bei denen Punkt–zu–Punkt–Verbindungen u¨ber das
Internet genutzt werden. Im Gegensatz zur Signalisierung wurde hierbei ein
hierarchisches Konzept verfolgt. Octopus als System fu¨r den Videokonferenz-
verbund fu¨hrt dazu ein anpassungsfa¨higes Gateway, den Gruppenkoordinator,
ein, das zur Kommunikation zwischen lokalen Videokonferenzsystemen u¨ber
ein globales Netzwerk dient. Eine hierarchische Verteilung der Mediendaten
wurde auch in Bravis umgesetzt. Hierbei wurde jedoch auf ein Gateway ver-
zichtet. Statt dessen wurde das auf der Peer–to–Peer–Technologie beruhende
Konzept eines ausgewa¨hlten Empfa¨ngers realisiert, bei dem bestimmte Teil-
nehmer der Konferenzgruppe die Weiterleitung der Mediendaten an andere
Teilnehmer u¨bernehmen. Der entscheidende Vorteil der untersuchten hierar-
chischen Verteilungsstrategie liegt in der optimalen Ausnutzung vorhandener
Ressourcen, wie zum Beispiel der Bandbreite zwischen den Teilnehmern und
der Rechenkapazita¨t der Endsysteme. Des Weiteren werden Single–Point–of–
Failures und Kommunikationsengpa¨sse mit dem gewa¨hlten Ansatz vermieden.
Ein Kernthema der Arbeit war außerdem die Untersuchung der Sicherung
der Dienstgu¨te und der optimalen Ausnutzung vorhandenen Bandbreitenres-
sourcen im Internet. Hierbei wurde ein neuartiger Ansatz entwickelt, der die
verfu¨gbare Bandbreite einer Verbindung durch ein Abstimmungsverfahren dy-
namisch ausgewa¨hlten Teilnehmern zuweist. Wichtige Videodaten einer Video-
konferenz ko¨nnen daraufhin mit einer ho¨heren Qualita¨t u¨bertragen werden. Die
Entwicklung dieses Schemas beruht auf Beobachtungen, dass nicht alle Teil-
nehmer einen gleichen Anteil an einer Videokonferenz haben. So sind nur der
aktuelle Sprecher und vielleicht zwei bis drei weitere Konferenzpartner von In-
teresse, die aktiv die Diskussion gestalten. Außerdem lo¨st dieser neu entwickel-
te Ansatz das bisher kaum beachtete Sichtbarkeitsproblem, das auftritt, wenn
alle Teilnehmer einer Videokonferenz und beispielsweise eine Joint–Viewing–
Anwendung auf dem Bildschirm dargestellt werden sollen. Oft u¨berlappen sich
dann die Videobilder der Teilnehmer, wodurch der Nutzer gezwungen ist, die
Aufteilung seines Bildschirms dynamisch anzupassen.
Das Abstimmungsverfahren hat sich auch als zweckma¨ßig fu¨r die Unterstu¨t-
zung heterogener Systemumgebungen erwiesen, wie sie im globalen o¨ffentlichen
Internet vorkommen. Dadurch konnte ein dediziertes QoS–Management fu¨r ge-
schlossene Gruppen entwickelt werden, dass die Dienstqualita¨t individuell an
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die Bedu¨rfnisse der Teilnehmer beziehungsweise der Untergruppen anpasst.
Zwischen den einzelnen Ebenen der untersuchten hierarchischen Verteilungs-
schemen fu¨r die Mediendaten beru¨cksichtigt das entworfene Auswahlverfahren
heterogene Netzwerkbedingungen. Dazu wird periodisch die Gesamtbandbrei-
te auf den Verbindungen zwischen den Ebenen gemessen und daraufhin die
Sendeleistung der Teilnehmer dynamisch angepasst. Um heterogene Endsys-
teme zu unterstu¨tzen, wurde in Octopus die Skalierung der komprimierten
Videostro¨me durch die Empfa¨nger beibehalten. In Bravis hingegen wird die
Kapazita¨t der Endsysteme bei der dynamischen Anpassung der Sendeleistung
beru¨cksichtigt. Um jedoch heterogene Endsysteme innerhalb einer Hierarchie-
ebene zu unterstu¨tzen, bleibt die empfa¨ngerbezogene Skalierung in den End-
systemen erhalten.
Messungen, Abscha¨tzungen und Simulationen haben die technische Anwend-
barkeit dieses abstimmungsbasierten Bandbreitenzuweisungsalgorithmus fu¨r
Videokonferenzen u¨ber das Internet bewiesen. Eine Studie u¨ber die Akzep-
tanz durch die Nutzer muss jedoch noch durchgefu¨hrt werden.
Die in der Arbeit entwickelten Ansa¨tze fu¨r geschlossene Konferenzgruppen
sichern eine
”
Vertraulichkeit“, wie sie vom Telefondienst her bekannt ist. Dies
reicht jedoch bei manchen Firmen– und Projekttreffen nicht aus. Deshalb sind
weiterfu¨hrende Arbeiten zur Integration einer Verschlu¨sselungskomponente er-
forderlich. Dazu bietet das GCPIP eine gute Grundlage fu¨r ein zu entwickelndes
verteiltes Schlu¨sselmanagement.
GCPIP ist bisher als Protokoll in der Anwendungsebene implementiert. Zu-
ku¨nftig ko¨nnte dieses Protokoll auch in der Transportschicht neben TCP und
UDP agieren. Dafu¨r muss das Protokoll jedoch in den Betriebssystemkern hin-
ein kompiliert werden und um Funktionalita¨ten, wie das Multiplexen auf ver-
schiedene Transportschichtadressen, erweitert werden. Eine Implementierung
einer Programmierschnittstelle (API ) wu¨rde zudem eine einfachere Verbrei-
tung und Nutzung des Protokolls bewirken.
Auf der anderen Seite ist das Session Initiation Protocol (SIP) schon ein
sehr verbreitetes Signalisierungsprotokoll. Jedoch unterstu¨tzt es keine Siche-
rung der U¨bertragung, der U¨bertragungsreihenfolge und Atomarita¨t der ver-
sendeten Daten. SIP ist jedoch sehr flexibel und erweiterbar, so dass es um
Protokollfunktionen des GCP erga¨nzt werden kann. Gegenwa¨rtig werden da-
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zu Untersuchungen zur Umsetzbarkeit durchgefu¨hrt [124], die zuku¨nftig durch
eine Leistungsbewertung untermauert werden mu¨ssen.
Immer mehr Firmen und Universita¨ten setzen Applikationsserver ein, um
den Verwaltungs– und Installationsaufwand zu reduzieren. Thin–Clients mit
reduzierter Ausstattung werden an hochperformante Server angeschlossen, auf
denen die Bu¨roanwendungen abgearbeitet werden. Ein Problem stellt dabei die
Realisierung von Videokonferenzen dar, die auf eigene Ressourcen wie Video–
und Soundkarten der Endsysteme, also den Thin–Clients, zuru¨ckgreifen. Des
Weiteren ist unklar, ob sich damit ein verteiltes Signalisierungskonzept, wie
mit GCPIP durchsetzen la¨sst. Diese und weitere Probleme sind in diesem Zu-
sammenhang zu analysieren und zu lo¨sen.
Octopus und Bravis beno¨tigen relativ hohe Ressourcen. Dies ist vor allem
in der Realisierung als reine Software–Lo¨sung begru¨ndet. In der Zukunft wird
zwar die Leistungsfa¨higkeit der Endsysteme ansteigen, aber die Performanz
von Hardwarelo¨sungen wird wohl kaum erreicht werden. Deshalb ist es gu¨ns-
tig, zumindest die Video– und Audiokompression in Hardwarekomponenten zu
realisieren. Hierbei muss das Problem untersucht werden, ob zuku¨nftige Kom-
pressionshardware die Anspru¨chen an eine flexible, heterogen anpassungsfa¨hige
Kompression erfu¨llen kann. Ebenfalls interessant ist die Frage nach einer hard-
wareseitigen Dekompression, die unabha¨ngig von der Anzahl der empfangenen
Videostro¨me frei skalierbar ist.
Ein sehr wichtiger Punkt in der zuku¨nftigen Entwicklung ist die Betrach-
tung von mobilen Teilnehmern, die u¨ber kabellose Netzwerke an Videokonfe-
renzen teilnehmen. Hierbei mu¨ssen besondere Bedingungen beru¨cksichtigt wer-
den. Zum einen ist die verfu¨gbare Bandbreite geringer. Zum anderen ko¨nnen
U¨bertragungsfehler– und –verluste nicht nur auf Stausituationen im Netz zu-
ru¨ckgefu¨hrt werden. Hier muss also auch die Qualita¨t der U¨bertragungsstrecke
bei der Sicherung der Dienstgu¨te eines Videokonferenzsystems betrachtet wer-
den.
Die in dieser Arbeit untersuchten und verwirklichten Ansa¨tze bilden eine
sehr gute Grundlage fu¨r die Entwicklung zuku¨nftiger Videokonferenzsysteme
sowie Peer–to–Peer–Anwendungen. Besonders im privaten Bereich aber auch
in Wirtschaft, Wissenschaft und Forschung bieten die erarbeiteten Lo¨sungen
einen entscheidenden finanziellen Vorteil als auch qualitativen Vorteil.
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Abbildung A.1.: Automatengraph des GCPIP
Der in Abbildung A.1 dargestellt Automatengraph entha¨lt nicht die Signa-
lisierung fu¨r die Messung der ku¨rzesten Verzo¨gerungszeit wa¨hrend des Verbin-




A. Automatengraph des GCPIP
die U¨bersicht des Graphen gewa¨hrleistet bleibt. Ferner wurde ein Za¨hler c in
den Graphen integriert, der die Anzahl der Wiederholungen einer missglu¨ckten
U¨bertragung registriert.
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B.1. Konferenzinitialisierung
Die Konferenz kann nicht initialisiert werden, wenn eines der Datenpakete JR,
JC oder CA verloren gehen. Des Weiteren schla¨gt die Initialisierung fehl, wenn
die Einladung nicht besta¨tigt wird.
Verlust des JR
Geht das JR verloren, so wird dies vom Initiator der Konferenz durch einen







Abbildung B.1.: Verlust des JR
Verlust des JC
Geht das JC verloren, so wird dies vom Initiator der Konferenz durch einen Ti-
meout bemerkt (siehe Abbildung B.1). Daraufhin wird ein JOINdis angezeigt.
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Der Eingeladene bemerkt diese Situation ebenfalls durch einen Timeout. Auch






Abbildung B.2.: Verlust des JC
Verlust des CA
Geht das CA verloren, so wird dies vom Initiator der Konferenz durch einen
Timeout bemerkt (siehe Abbildung B.3). Da der Eingeladene eine Besta¨tigung
geschickt hat, geht der Initiator davon aus, dass ein U¨bertragungsfehler aufge-
treten ist. Daraufhin wird das CA bis zu dreimal wiederholt. Ist bis dahin keine
Besta¨tigung angekommen, ist die Konferenzinitialisierung gescheitert und es
wird ein JOINdis angezeigt. 4.3.2).
Der Eingeladene erwartet nach dem Senden der Besta¨tigung JC auf die CA
Nachricht. Trifft diese nicht in einer bestimmten Zeit ein, gilt die Initialisierung
als gescheitert und es wird ein JOINdis u¨bergeben. Geht das vom eingeladenen
Teilnehmer gesendete CA verloren, so wird der Mechanismus zur Behebung
eines Tokenverlustes gestartet, da sich der Eingeladene nun im verbundenen
Zustand befindet (siehe Abschnitt 4.3.2).
B.2. Tokenu¨bergabe
Der normale Ablauf der Tokenu¨bergabe kann durch den Verlust des TF oder





















Abbildung B.3.: Verlust des CA (a) vom Initiator und (b) vom Eingeladenen
Verlust des TF
Geht das TF verloren, so wird es bis zu dreimal wiederholt. Danach wird davon
ausgegangen, dass der neue Tokenhalter nicht erreichbar ist. Daraufhin wird
er durch das Forced Leave aus der Konferenz ausgeschlossen.
Verlust des TF ACK
Bei einem Verlust des TF ACK, wird der vorherige Tokenhalter das TF wiederho-
len, das mit einem erneuten TF ACK besta¨tigt wird. Hat der Tokenhalter bereits
den Token weitergegeben, so pru¨ft er, ob das empfangene TF ein neuer Token
ist oder ob dies ein Token ist, dessen Besta¨tigung verloren gegangen war.
B.3. Datenu¨bertragung
Ein Fehler wa¨hrend der Datenu¨bertragung kann nur durch den Verlust des DT
Paketes auftreten, der durch einen Bruch des logischen Rings hervorgerufen
wird (siehe Abbildung B.6). Der Ring kann dabei einerseits durch den Ausfall
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Abbildung B.5.: Verlust des TF ACK
eines Teilnehmers als auch durch den Ausfall einer Verbindung zwischen den
Teilnehmern unterbrochen werden. In diesen Fa¨llen trifft das vom Tokenhalter
gesendete Datenpaket nicht wieder bei ihm ein. Daraufhin wird das Paket
bis zu dreimal wiederholt. Ist bis dahin die U¨bertragung nicht erfolgreich,
wird der Error Detection Mechanismus mit einem anschließenden Forced Leave
gestartet, um den Fehler zu finden und zu beheben.
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Abbildung B.6.: Verlust des DT
B.4. Verlassen der Konferenz
Das Verlassen der Konferenz kann durch den Verlust der Pakete LR, LC oder
LA gesto¨rt werden.
Verlust des LR
Mit dem LR wird auch der Token weitergegeben. Geht das LR verloren, so
wird es bis zu dreimal wiederholt (siehe Abbildung B.7). Trifft bis dahin keine
Besta¨tigung ein, so wird die Konferenz ohne Weiteres verlassen. Dieser Fall
gleicht dem eines Tokenverlust, da der Tokenhalter quasi ohne Anku¨ndigung
aus der Konferenz ausgetreten ist. In diesem Fall wird durch einen der verblei-
benden Teilnehmer der Error Detection Mechanismus gestartet.
Verlust des LC
Nach einem Verlust des LC, wird das LR vom austretenden Teilnehmer bis zu
dreimal wiederholt (siehe Abbildung B.8). Geht das LC immer verloren, so
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Abbildung B.7.: Verlust des LR
wird, wie oben erla¨utert, die Konferenz ohne Weiteres verlassen. In diesem
Fall existiert jedoch ein neuer Tokenhalter, der den Austritt des Teilnehmers
bekannt gibt.
Verlust des LA
Der Verlust eines LA wird wie der Verlust eines DT Paketes behandelt (siehe
Abbildung B.9). Der neue Tokenhalter, wiederholt das LA bis zu dreimal. Ist
bis dahin die U¨bertragung ohne Erfolg, werden der Error Detection und der
Forced Leave Mechanismus gestartet.
202






























Abbildung B.9.: Verlust des LA
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C. GCPB
Das Group Communication Protocol for BRAVIS (GCPB) ist eine dritte Va-
riante des GCP, die die ATM–Multicast–Verbindungen des GCPATM auf Uni-
cast–Verbindungen umsetzt. Der Bravis–Ansatz enthielt urspru¨nglich das im
Rahmen meiner Arbeit entwickelte GCPIP, das wa¨hrend der Konzeption des
Bravis–Systems fu¨r Octopus implementiert wurde. Zu Vergleichszwecken
und aufgrund der noch nicht vollsta¨ndigen Implementierung von GCPIP zum
Zeitpunkt des Beginns der Entwicklung von Bravis wurde GCPB durch die
Projektmitarbeiter an unserem Lehrstuhl implementiert. Das Problems der
Quittungsimplosion wurde durch diverse Verzo¨gerungen bei dem Versand der
Quittungen umgangen. Dies zog jedoch hohe und nicht vorhersagbare Gesamt-
verzo¨gerungen mit sich (siehe Abbildung C.1). Die drei durchgefu¨hrten Mess-
reihen mit jeweils 500 Messwerten lieferten nicht deterministische Ergebnisse,
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