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Abstract
A generic (r,m)-erasure correcting set generates for each binary linear code of codimension r a collection
of parity check equations that enables iterative decoding of all potentially correctable erasure patterns of
size at most m. As we have shown earlier, such a set essentially is just a parity check collection with this
property for the Hamming code of codimension r .
We prove non-constructively that for fixed m the minimum size F(r,m) of a generic (r,m)-erasure cor-
recting set is linear in r . Moreover, we show constructively that F(r,3)  3(r − 1)log2 3 + 1, which is a
major improvement on a previous construction showing that F(r,3) 1 + 12 r(r − 1).
In the course of this work we encountered the following problem that may be of independent interest:
what is the smallest size of a collection C ⊆ Fn2 such that, given any set of s independent vectors in Fn2,
there is a vector c ∈ C that has inner product 1 with all of these vectors? We show non-constructively that,
for fixed s, this number is linear in n.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the following well-known scheme for iterative decoding of a binary linear code C
used on the binary erasure channel [1]. Fix some setH of parity check equations for C. Suppose
that we receive a word with set of erased positions E, say. If one of the parity check equations
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value of this erasure, and we continue. If no such parity check equation can be found, then we
stop; in that case, the set E is called a stopping set forH [1]. Since there is no way to resolve any
of the erasures contained in a stopping set, a received word with set of erased positions E can be
fully decoded precisely when E does not contain a non-empty stopping set. In this paper, when
we speak of iterative decoding we always mean decoding by this scheme.
Note that (non-trivial) binary parity check equations are in one-to-one correspondence with
(non-zero) codewords from the binary dual C⊥ of C. For convenience, in what follows we will
not distinguish between the two notions.
Using different sets H of parity check equations for C may result in different stopping sets.
Note, however, that the support of a codeword is always a stopping set, since by definition each
parity check vector has an even number of ones within such a set.
An erasure pattern is unambiguously decodable if there is only one way to fill in the erasures
such that the resulting word is contained in C. As C is linear, this is the case if and only if the
erasure pattern does not contain the support of a non-zero codeword. We therefore call an erasure
pattern C-uncorrectable if it contains the support of a non-zero codeword, and C-correctable
otherwise. We will speak more briefly of correctable and uncorrectable if it is clear form the
context which code is referred to.
So no uncorrectable erasure pattern can be iteratively decoded; however, such a pattern can-
not be (unambiguously) decoded by any algorithm. In [5] it has been shown that, conversely,
all other erasure patterns (i.e., the correctable ones) can be iteratively decoded provided that the
collection of parity checks H used is large enough. Here we will be interested in parity check
collections that enable iterative decoding of all correctable erasure patterns of a sufficiently small
size. Related work can be found in [2], where Weber and Abdel-Ghaffar construct collections of
parity check equations for the Hamming code Cr of redundancy r that enable iterative decod-
ing of all correctable erasure patterns of size at most three. Also related are [3] and [4], where
Schwartz and Vardy study the minimum size of collections of parity check equations for a code
C that enable iterative decoding of all erasure patterns of size less than the minimum distance
of C (note that all such erasure patterns are C-correctable).
In [5], we introduced and constructed so-called generic (r,m)-erasure correcting sets. These
are subsetsA of Fr2 such that for any code C of length n and codimension r , and any r ×n parity
check matrix H for this code, the collection of parity check equations
{aH | a ∈A}
enables iterative decoding of all C-correctable erasure patterns of size at most m. Our aim is
to construct generic (r,m)-erasure correcting sets of small size, and to investigate the minimum
size F(r,m) of such sets.
In Section 3 we will show non-constructively that for each m 1, there exists a constant cm
such that F(r,m) cmr for r m. At present we do not have a constructive proof that F(r,m)
is linear in r .
From Section 4 onward, we only consider special generic (r,m)-erasure correcting sets,
namely those that are contained in the complement of a hyperplane in Fr2 (i.e., in the complement
of an (r − 1)-dimensional subspace). First we characterize in two ways when a set contained in
the complement of a hyperplane is generic (r,m)-erasure correcting. In Section 5, we use the
first characterization to retrieve the explicit generic (r,m)-erasure correcting sets from [5], and
to show that finding a special generic (r, r − 2)-erasure correcting set of minimal size is equiva-
lent to finding a longest code of codimension r − 1 with minimum distance at least 5.
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lem: given n and s  n, determine the smallest size G(n, s) of a set C ⊆ Fn2 such that for any
set of s independent vectors v1, . . . ,vs in Fn2 , there is a c ∈ C that has inner product 1 with all
the vectors in the set. In Section 6.2, we give an explicit construction for the case s = 2, which
is then used to show that F(r,3) is of order at most r log2 3. Finally, in Section 6.3, we give upper
and lower bounds on the size of special generic (r,m)-erasure sets. In particular, we show (again
non-constructively) that G(n, s) is linear in n, and use this result to show that for each m  3,
there exist special generic (r,m)-erasure correcting sets of size linear in r .
We finally remark that although this paper only considers the binary field, about all results
here can easily be generalized to arbitrary finite fields.
2. Preliminaries
In this section, we introduce some notations and definitions. Throughout this paper, we use
boldface letters to denote row vectors. All vectors and matrices are binary. If there is no confusion
about the length of vectors, we denote by 0 and 1 the vectors consisting of only zeroes or only
ones, and by ei the ith unit vector, the vector that has a one in position i and zeroes elsewhere.
The size of a set A is denoted by |A|. If H is a r × n matrix and E ⊆ {1,2, . . . , n}, then the
restriction H(E) of H to E denotes the r ×|E| matrix consisting of those columns of H indexed
by E. Similarly, if x ∈ Fn2 and E ⊆ {1,2, . . . , n}, then the restriction x(E) of x to E is the vector
of length |E| consisting of the entries indexed by E.
The support supp(x) of a vector x ∈ Fn2 is the set of its non-zero coordinates, that is,
supp(x) = {i ∈ {1,2, . . . , n} | xi = 0},
and the weight wt(x) of x is the size |supp(x)| of its support.
As usual, an [n, k] code C is a k-dimensional subspace of Fn2; the dual code of C, denoted
by C⊥, is the [n, r] code, r = n− k, consisting of all vectors in Fn2 that have inner product 0 with
all words from C. The number r is referred to as the codimension or redundancy of the code. An
r × n matrix is called a parity check matrix for C if its rows span C⊥. When we speak about
“code,” we will always mean binary linear code.
The following definitions are taken from [5].
Definition 2.1. Let C ⊆ Fn2 be a code. A set E ⊆ {1,2, . . . , n} is called C-uncorrectable if it
contains the support of a non-zero codeword, and C-correctable otherwise.
The motivation for this definition is that a received word containing only correct symbols
and erasures can be decoded unambiguously precisely when exactly one codeword agrees with
this word in the non-erased positions; for linear codes this is the case precisely when the set of
erasures does not contain the support of a non-zero codeword.
Definition 2.2. Let C ⊆ Fn2 be a code. A set H ⊆ C⊥ is called m-erasure reducing for C if for
each erasure pattern E ⊆ {1,2, . . . , n} of size m that is C-correctable, there exists a parity check
equation h with exactly one 1 in the positions indexed by E, that is, with wt(h(E)) = 1. The
set H is called m-erasure correcting for C if it is m′-erasure reducing for C for each m′ with
1m′ m.
In other words, if we use the iterative decoding algorithm with a set of parity check equations
H that is m-erasure reducing for C, then from each C-correctable erasure pattern of size m at
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algorithm in fact fully resolves all C-correctable erasure patterns of size at most m.
Remark. Note that if H is m-erasure reducing for a code C and if E is C-uncorrectable, but not
equal to the support of a codeword, then an erasure from E may or may not be resolved. In other
words, not every stopping set of size at most m necessarily is a codeword.
Finally, in [5] we introduced the notion of a “generic” m-erasure correcting and reducing set
for codes of a fixed codimension. The idea is to describe which linear combinations to take given
any parity check matrix for such a code.
Definition 2.3. Let 1m r . A set A⊆ Fr2 is called generic (r,m)-erasure reducing if for any
r × n binary matrix H of rank r , the collection {aH | a ∈A} is m-erasure reducing for the code
with parity check matrix H .
Definition 2.4. Let 1m r . A set A⊆ Fr2 is called generic (r,m)-erasure correcting if it is
generic (r,m′)-erasure reducing for all m′ with 1m′ m.
In [5], it has been shown that for a particular code C, the notions “m-erasure reducing for
C” and “m-erasure correcting for C” need not be the same; the notions “generic (r,m)-erasure
reducing” and “generic (r,m)-erasure correcting,” however, are in fact equivalent.
The following useful characterization of generic (r,m)-erasure correcting sets has been ob-
tained in [5].
Proposition 2.5. A set A⊆ Fr2 is generic (r,m)-erasure correcting if and only if for any r × m
matrix M of rank m there is a vector a ∈A such that wt(aM) = 1.
The proof of this proposition can be outlined as follows. It can be shown that an erasure pattern
E is C-correctable if and only if for any parity check matrix H for C, the restriction H(E) has
full rank. Hence, we need only consider r × m submatrices of full rank, and each r × m matrix
of full rank can occur as such a submatrix.
Note that any r × m matrix of rank m occurs, up to a column permutation, as a submatrix
of any parity check matrix Hr of a [2r − 1,2r − r − 1] Hamming code Cr . As a consequence,
a set A⊂ Fr2 is generic (r,m)-erasure correcting if and only if H = {aHr | a ∈A} is m-erasure
correcting for Cr .
We are interested in generic (r,m)-erasure correcting sets of small size. This motivates the
following definition.
Definition 2.6. For 1m r , let F(r,m) the smallest size of a generic (r,m)-erasure correcting
set.
Note that Proposition 2.5 implies that Fr2 \ {0} is generic (r,m)-erasure correcting, so F(r,m)
is well-defined.
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In this section, we will show that F(r,m) is of linear order in r . To be precise, we will
show that for each m  1, there exists a constant cm such that for each r  m, we have that
r  F(r,m) cmr . Concerning the lower bound, we have the following lemma.
Lemma 3.1. Any (r,m)-erasure correcting set spans Fr2. As a consequence, F(r,m) r .
Proof. (cf. [5]) Suppose A⊂ Fr2 is such that span(A) = Fr2. We will show that A is not generic
(r,m)-erasure correcting by constructing an r × m matrix M with rank m such that for each
a ∈A, the vector aM does not have weight 1 (cf. Proposition 2.5).
Let v be a non-zero vector that has inner product 0 with all words from A. Let M be an
invertible matrix such that the ith row of M has odd weight if and only if i ∈ supp(v), and let
a ∈A. As (v,a) = 0, the vector aM is the sum of an even number of (odd weight) rows of M
indexed by integers from supp(v), and some (even weight) rows of M indexed by integers outside
supp(v). As a consequence, aM has even weight. 
The proof for the upper bound is non-constructive: we will show that the collection of all
subsets of Fr2 of a sufficiently large size contains at least one generic (r,m)-erasure correcting
set. The precise result is as follows.
Theorem 3.2. For all m 1 and r m, we have that
F(r,m) m− log2(1 − m2−m)
· r,
where log2 denotes the base-2 logarithm.
Proof. We give a probabilistic proof [6]. Let 1m r . We writeMm,r to denote the collection
of all binary r × m matrices of rank m. Note that obviously
|Mm,r | < 2rm. (1)
For any positive integer N , consider the following experiment. We construct a binary N × r
matrix A by randomly setting each individual entry to zero or to one with probability 1/2. Now
interpret this matrix as a sequence of N row vectors a1, . . . ,aN , each of length r . For each matrix
M in Mm,r , we define the random variable XM by
XM =
{
0, if there is an i such that wt(aiM) = 1;
1, otherwise.
So XM = 0 if the matrix M is “good” with respect to the vectors a1, . . . ,aN , and XM = 1 if M
is “bad.” Furthermore, let the random variable X be defined as
X =
∑
M∈Mm,r
XM.
Now X counts the number of bad matrices with respect to A; if X < 1, then X = 0 and all
matrices are “good” with respect to A, hence the collection A= {a1, . . . ,aN } ⊆ Fr2 satisfies the
criterion in Proposition 2.5. Consequently, if E[X] < 1, then all matrices inMm,r are good with
respect to some matrix A, and so F(r,m)N .
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that XM is equal to 1. Any such M has full rank, hence for each i = 1,2, . . . ,m there are exactly
2r−m vectors a such that aM = ei . We conclude that there are m2r−m “good” vectors for M , and
hence 2r (1 − m2−m) “bad” vectors. Now the matrix M is bad if all the vectors a1, . . . ,aN are
bad; we conclude that
Prob(XM = 1) =
(
1 − m2−m)N.
Since expectation is a linear operation, we have that
E[X] =
∑
M∈Mm,r
E[XM ] = |Mm,r |
(
1 − m2−m)N,
from which we conclude that E[X] < 1 if and only if
N >
log2 |Mm,r |
− log2(1 − m2−m)
. (2)
As a consequence of the foregoing, we have that F(r,m)N if N satisfies (2); by using (1)
we see that this is certainly true if
N  m− log2(1 − m2−m)
r. 
4. Special generic erasure-correcting sets: definition and characterizations
In the remainder of this paper, we only consider generic (r,m)-erasure correcting sets that
are contained in the complement of a hyperplane in Fr2 (i.e., in the complement of an (r − 1)-
dimensional subspace). We call such sets special generic (r,m)-erasure correcting sets.
In this section, we will characterize in two ways when a set that is contained in the complement
of a hyperplane actually is generic (r,m)-erasure correcting. Both characterizations will be used
in subsequent sections. To this end, we first derive another characterization of generic (r,m)-
erasure correcting sets.
Theorem 4.1. A set A⊆ Fr2 is generic (r,m)-erasure correcting if and only if for any (r − m)-
dimensional subspace U of Fr2 and for any m independent vectors b1, . . . ,bm in Fr2 with
span(b1, . . . ,bm) ∩ U = {0}, there is some i ∈ {1, . . . ,m} for which A meets bi + U .
Proof. There is a one-to-one correspondence between binary r × m matrices M of rank m and
cosets bi + U for i = 1, . . . ,m as in the theorem. This correspondence is determined by the
conditions that
U = {x ∈ Fr2 | xM = 0} and biM = ei for i = 1, . . . ,m. (3)
Indeed, first note that if U and b1, . . . ,bm satisfy (3), then b1, . . . ,bm are independent and
span(b1, . . . ,bm) ∩ U = {0}; indeed, if x =∑i xibi ∈ U , then
0 = xM =
∑
i
xiei ,
hence xi = 0 for all i, so that x = 0. Note also that the conditions “wt(aM) = 1 for some a ∈A”
and “A meets some coset bi + U” are equivalent, since bi + U = {x ∈ Fr | xM = ei}.2
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in U such that b1, . . . ,br is a base. Let B be the matrix with bi as ith row, and let M consist of
the m leftmost columns of B−1. Then M is an r × m matrix of rank m that satisfies (3). 
We use Theorem 4.1 in order to determine under which conditions a set that is contained in
the complement of a hyperplane is generic (r,m)-erasure correcting. The result is as follows.
Theorem 4.2. Let 3m r . Let H be a hyperplane in Fr2, let x /∈ H , and let K ⊂ H . The set
A := x + (H \ K) is generic (r,m)-erasure correcting if and only if K does not contain a coset
of an (r − m)-dimensional subspace of H .
Proof. For notational convenience, we write B = Fr2 \A; note that
B = H ∪ (x + K).
First, let U be an (r − m)-dimensional subspace of H , and assume that for some c, the coset
c + U is contained in K . Then U has a base u1, . . . ,ur−m in H , and this base can be extended
to a base u1, . . . ,ur−m,b1, . . . ,bm with b1, . . . ,bm−1 in H and bm = c + x not in H . Obviously
all cosets bi + U are now contained in B: in fact in H for i = 1, . . . ,m − 1, and in x + K for
i = m. Theorem 4.1 implies that A is not (r,m)-erasure correcting.
Conversely, assume that A is not (r,m)-erasure correcting. According to Theorem 4.1, there
exist an (r −m)-dimensional subspace U of Fr2 and m independent vectors b1, . . . ,bm for which
span(b1, . . . ,bm)∩U = {0}, such that B ⊇ bi +U for i = 1, . . . ,m. We investigate how this can
happen, and distinguish between two cases.
Case (i). The subspace U is an (r − m)-dimensional subspace of H .
Note that a coset b + U of U is in H if and only if b ∈ H . We conclude that there must be
some bi such that bi /∈ H ; consequently, bi + U is outside H , and hence contained in x + K ;
hence bi + x + U is contained in K .
Case (ii). The subspace U is not contained in H .
We write U0 := U ∩ H ; note that U0 is an (r − m − 1)-dimensional subspace of H . For
1 i m, we define δi = 1 if bi ∈ H , and δi = 0 if bi /∈ H . As
(bi + δix + U0) ∩ H = ∅ and bi + δix + U0 ⊂ bi + U ⊆ B = H ∪ (x + K),
we have that
bi + δix + U0 ⊆ x + K. (4)
As m 3, there are j and k, 1 j < k m, and a δ ∈ {0,1} such that δj = δk = δ. It now follows
from (4) that K contains bj + (1 − δ)x +V , where V is the (r −m)-dimensional subspace of H
given by V := {0,bj + bk} + U0. 
The following characterization of special generic erasure-correcting sets will be used in Sec-
tion 6.
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erasure correcting if and only if for all (m − 1) independent vectors v1, . . . ,vm−1 in H and all
1, . . . , m−1 ∈ F2, there is a vector a ∈A such that (a,vj ) = j for j = 1, . . . ,m − 1.
Proof (Sketch). This is just a re-formulation of Theorem 4.2. Indeed, note that a coset X of an
(r −m)-dimensional subspace C of an (r − 1)-dimensional space can be described by (r − 1)−
(r −m) = m−1 independent vectors v1, . . . ,vm−1 in C⊥ together with m−1 values of the inner
products of v1, . . . ,vm−1 with a vector in X. 
5. Constructions of special generic erasure correcting sets
In this section, we apply Theorem 4.2 to obtain explicit generic (r,m)-erasure correcting sets.
We first give a construction for general r and m that slightly improves a construction in [5]. (The
construction in [5] for the special case m = 3 has also been obtained, up to a linear transforma-
tion, by Weber and Abdel-Ghaffar in [2]; a slightly weaker result is given in [4].) Next, we will
consider the special case m = r − 2.
Our improvement depends on the following simple result.
Lemma 5.1. Every coset of an [n, k] code C contains a word of weight at most n − k; if k  2
and n − k  2, then every coset even contains a non-zero word of weight at most n − k.
Proof. We may assume without loss of generality that C has generator matrix G = (I |P), where
I is the k × k identity matrix and P a binary k × (n − k) matrix. Consider a coset x + C. Write
x = (x1,x2). Now C contains the word (x1,x1P), hence x + C contains (0,x2 + x1P), which
has weight at most n − k and is non-zero except when the coset x + C is the code C itself.
Now, for 1 i  k the code C contains the non-zero word (ei | eiP ), which has weight at
most n − k unless eiP = 1. Hence either one of these k words has weight at most n − k, or the
code C contains the word (e1 + e2, (e1 + e2)P ) = (e1 + e2,0) of weight two. 
Theorem 5.2. Let 1m r . The set Ar,m, defined as
Ar,m =
{
x = (x1, x2, . . . , xr ) ∈ Fr2 | x1 = 1 and wt(x)m
}
is generic (r,m)-erasure correcting, and has size
∑m−1
i=0
(
r−1
i
)
.
If r m + 2 5, then the set Ar,m \ {e1} is generic (r,m)-erasure correcting as well.
Proof. Obviously, Ar,m has the size as claimed. Now, let H = {(x1, . . . , xr ) ∈ Fr2 | x1 = 0}, and
let K = {y ∈ H | wt(y)  m}. By Lemma 5.1, with n = r − 1 and k = r − m, each coset of a
subspace of H of dimension k = r − m contains a word of weight at most n − k = m − 1, and
even such a non-zero word if r − m 2 and m − 1 2. So we conclude that neither the set K ,
nor the set K ∪ {0} if r − m  2 and m − 1  2, contains a coset of an (r − m)-dimensional
subspace of H . Since Ar,m = e1 + (H \ K), the result now follows from Theorem 4.2. 
Finding a special generic (r, r − 2)-erasure correcting set of minimal size is equivalent to
finding a longest code of codimension r − 1 with minimum distance at least 5. The precise result
is stated in the following proposition.
Proposition 5.3. Let r  5, and put H := {(x1, x2, . . . , xr ) ∈ Fr2 | x1 = 0}. Let 0 ∈ K ⊆ H and
write M(K) to denote the (r − 1) × (|K| − 1) matrix consisting of the non-zero vectors of K
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only if the code with parity check matrix M(K) has minimum distance at least five.
Proof. It follows from Theorem 4.2 that e1 + (H \ K) is generic (r, r − 2)-erasure correcting if
and only if K does not contain a coset of a 2-dimensional subspace of H .
The matrix M(K) contains distinct non-zero columns, and so the code with parity check
matrix M(K) has minimum distance at least 3. Now, it is easy to check that four distinct vectors
constitute a coset of a 2-dimensional space if and only if they sum to 0. Therefore, three columns
of M(K) add to zero if and only if these three vectors together with 0 form a 2-dimensional
subspace of H . Similarly, four columns of M(K) add to 0 if and only if they form a coset of a
2-dimensional subspace of H . 
Corollary 5.4. Let M be a parity check matrix of an [n,n− r +1,5] code. Let K ⊆ Fr2 be defined
as
K = e1 ∪
{
(1, x2, . . . , xr ) ∈ Fr2 | (x2, . . . , xr ) is a column of M
}
.
Then {(x1, . . . , xr ) ∈ Fr2 | x1 = 1} \K is a generic (r, r − 2)-erasure correcting set of size 2r−1 −
(n + 1).
Example. In Corollary 5.4 we take r = 2s + 1, and take for M the parity check matrix of an
[2s − 1,2s − 2s − 1,5] BCH code. In this way, we obtain a generic (2s + 1,2s − 1)-erasure
correcting set of cardinality 22s − 2s . Note that the set A2s+1,2s−1 from Theorem 5.2 (see also
[5]) has cardinality ∑2s−2i=0 (2si )= 22s − (2s2s)− ( 2s2s−1)= 22s − 2s − 1. We conclude that the con-
struction based on the code with minimum distance 5 results in a generic (2s +1,2s −1) erasure
correcting set that is much smaller than A2s+1,2s−1 for large s.
6. Definition, properties, and applications of (n, s)-good sets
In this section, we investigate special generic (r,m)-erasure correcting sets, based on the
characterization of Theorem 4.3. In the first subsection, we define the notion of (n, s)-good sets
and the closely related notion of (n, s)-1 good sets. The relationship between these two notions is
made explicit. In the second subsection, we use (n, s)-1 good sets to explicitly construct generic
(r,3)-erasure correcting sets of a size about 3r log2 3—not linear in r , but much smaller than the
size of Ar,3 (which is about 12 r2). The final subsection contains upper and lower bounds on the
size of (n, s)-good sets.
6.1. (n, s)-good sets, (n, s)-1 good sets, and their relation
We start with the following definition.
Definition 6.1. Let 1 s  n. A set C ⊆ Fn2 is called (n, s)-good if for any s independent vectors
v1, . . . ,vs in Fn2 and for any 1, . . . , s in F2, there is a c ∈ C such that (c,vj ) = j for j =
1, . . . , s. The smallest size of an (n, s)-good set is denoted by G(n, s).
Combination of Theorem 4.3 (with H = {(x1, . . . , xr ) ∈ Fr2 | x1 = 0}) and Definition 6.1 im-
mediately yields the following result.
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c ∈ C} ⊆ Fr2 is generic (r,m)-erasure correcting.
As a consequence, G(r − 1,m − 1) is the smallest size of a special generic (r,m)-erasure
correcting set, and hence F(r,m)G(r − 1,m − 1).
In view of Proposition 6.2, we aim to construct (n, s)-good sets, and to find bounds on G(n, s).
The following notion, closely related to that of (n, s)-good sets, turns out to be useful.
Definition 6.3. Let 1  s  n. A set C ⊆ Fn2 is called (n, s)-1 good if for any s independent
vectors v1, . . . ,vs in Fn2 there is a c ∈ C such that (c,vj ) = 1 for j = 1, . . . , s. The smallest size
of an (n, s)-good set is denoted by G1(n, s).
Remark. Note that a set C ⊆ Fn2 is generic (n, s)-erasure correcting, (n, s)-good, or (n, s)-1
good, if and only if for each n × s matrix V of rank s the image V (C) = {cV | c ∈ C} of the
set C contains a vector of weight one, contains all vectors in Fs2, or contains the all-one vector,
respectively.
It is clear that an (n, s)-good set is an (n, s)-1 good set. The following lemma shows that the
converse is “nearly” true.
Lemma 6.4. Let D be an (n, s)-1 good set. Then C := {0} ∪D is an (n, s)-good set.
Proof. Let v1, . . . ,vs be independent vectors in Fn2, and let 1, . . . , s be in F2. We will show
that there is a c ∈ C such that (c,vj ) = j for j = 1,2, . . . , s.
If j = 0 for all j , then we take c = 0. Otherwise, let i be such that i = 1. For j = 1,2, . . . , s,
we define
wj = vj + (1 − j )vi .
Since wi = vi , we obviously have that span(v1, . . . ,vs) = span(w1, . . . ,ws), hence the vectors
w1, . . . ,ws are again independent.
As D is (n, s)-1 good, there is a c ∈D such that (c,wj ) = 1 for all j ; since vi = wi , it follows
that (c,vj ) = (c,wj ) + (1 − j )(c,wi ) = 1 + (1 − j ) = j . 
Lemma 6.5. For 1 s  n, G(n, s) = G1(n, s) + 1.
Proof. As we have seen in Lemma 6.4, the set {0} ∪ D is (n, s)-good whenever D is (n, s)-1
good. This shows that G(n, s)G1(n, s) + 1.
Next, we show that G1(n, s)G(n, s)−1. Let C be an (n, s)-good set of size G(n, s), and let
x be an arbitrary element from C. We claim that x + C is also (n, s)-good. Indeed, let v1, . . . ,vs
be s independent vectors in Fn2 , and let 1, . . . , s be in F2. Since C is (n, s)-good, there is a c ∈ C
such that (c,vj ) = j + (x,vj ) for j = 1, . . . , s; hence for this c, we have (x + c,vj ) = j for
all j . Clearly, (x + C) \ {0} is an (n, s)-1 good set as well; its size equals G(n, s) − 1. 
6.2. Explicit construction of generic (r,3)-erasure correcting sets of small size
Here we will give an explicit, recursive construction of (r − 1,2)-1 good sets of cardinality at
most 3(r − 1)log2 3. By adding 0 to such a set, we obtain an (r − 1,2)-good set (cf. Lemma 6.4)
and hence a generic (r,3)-erasure correcting set with cardinality at most 3(r − 1)r log2 3 + 1.
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Theorem 6.6. Let 2 nm. Suppose that C1 is an (n,2)-1 good set and that C2 is an (m,2)-1
good set. Define D ⊆ Fn+m2 as{
(c1,0) | c ∈ C1
}∪ {(0, c2) | c ∈ C2}∪ {(s(c), c) | c ∈ C2},
where s(c) denotes the vector consisting of the first n coordinates of c. ThenD is an (n+m,2)-1
good set, of size at most |C1| + 2|C2|.
Proof. Let x = (x1,x2) and y = (y1,y2) be two non-zero vectors in Fn+m2 , with x1 and y1 in Fn2,
and x2 and y2 in Fm2 . We distinguish four cases.
(i) Both x1 and y1 are non-zero. As C1 is (n,2)-1 good, it contains a vector c such that
(c,x1) = (c,y1) = 1. Then the vector d = (c,0) from D satisfies (d,x) = (d,y) = 1.
(ii) Both x2 and y2 are non-zero. By a similar reasoning as in (i) we now find a vector d =
(0, c) ∈D that works.
(iii) We have that x1 = 0, y2 = 0 and both x2,y1 are non-zero. As C2 is (m,2)-1 good, there
is a vector c ∈ C2 such that (c,x2) = (c, (y1|0)) = 1; as a consequence, the vector d = (s(c), c)
from D satisfies (d,x) = (d,y) = 1.
(iv) Finally, we have that x2 = 0, y1 = 0, and both x1,y2 are non-zero. By a similar reasoning
as in (iii) we again find a vector d = (s(c), c) ∈D that works. 
Theorem 6.6 can be used to recursively construct (n,2)-1 good sets. To get the construction
started, we can use the (2,2)-1 and (3,2)-1 good sets
{10,01,11} and {x ∈ F32 | 1wt(x) 2}.
By repeated application of Theorem 6.6, starting with one of the above sets, we have the follow-
ing corollary.
Corollary 6.7. For all m  1 we can construct a (2m,2)-1 good set of size at most 3m, and a
(3 · 2m−1,2)-1 good set of size at most 2 · 3m.
Puncturing an (n, s)-1 good set in (n − m) positions yields an (m, s)-1 good set. That is, if
C ⊆ Fn2 is (n, s)-1 good, then for each m n, the set
D = {(x1, . . . , xm) ∈ Fm2 | there exist xm+1, . . . , xn such that (x1, . . . , xn) ∈ C}
is (m, s)-1 good. Indeed, let v1, . . . ,vs be independent vectors in Fm2 . For 1 i  s, let wi ∈ Fn2
be the vector (vi ,0). Clearly, the vectors w1, . . . ,ws are independent. Now, there is a vector d
that has inner product 1 with all wi ’s. The vector consisting of the m leftmost entries of c is in D,
and has inner product 1 with all vi ’s. Combining this observation with Corollary 6.7 yields the
following result.
Corollary 6.8. For all n  2, we can construct an (n,2)-1 good set of cardinality at most
3 · nlog2 3.
Proof. Let n 2, and let m = log2 n. We can construct an (2m,2)-1 good set of size 3m, that
can be punctured to an (n,2)-1 good set of size at most 3m < 31+log2 n = 3 · nlog2 3. 
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lowing.
Corollary 6.9. For all r  3 we can construct a generic (r,3)-erasure correcting set A⊆ Fr2 of
size at most 1 + 3 · (r − 1)log2 3.
6.3. Lower and upper bounds on the size of (n, s)-good sets
Here we will provide lower and upper bounds on G(n, s). In particular, we will show (non-
constructively) that G(n, s) grows linearly in n for fixed s. We start with some lower bounds.
Lemma 6.10. Let 1  s  n. If C ⊆ Fn2 is (n, s)-1 good, then C spans Fn2 . As a consequence,
G1(n, s) n.
Proof. If span(C) = Fn2 , then span(C)⊥ contains a non-zero vector. This vector obviously has
inner product 0 with all vectors in C. 
Lemma 6.11. For n 1, we have that G1(n,1) = n.
Proof. As every non-zero vector in Fn2 has inner product 1 with at least one unit vector, the
unit vectors in Fn2 constitute an (n,1)-1 good set of size n, and so G1(n,1)  n. Now apply
Lemma 6.10. 
Lemma 6.12. If 2 s  n, then G(n, s) 2G(n − 1, s − 1).
Proof. Let C be an (n, s)-good set. For  ∈ {0,1}, we define C ⊆ Fn−12 as
C =
{
(x1, . . . , xn−1) ∈ Fn−12 | (x1, . . . , xn−1, ) ∈ C
}
.
We will show that C0 and C1 both are (n− 1, s − 1)-good sets; as |C| = |C0|+ |C1|, this implies
the claim of the lemma.
Let  ∈ {0,1}. Let v1, . . . ,vs−1 be s − 1 independent vectors in Fn−12 , and let 1, . . . , s−1 be
in F2. For 1 i  s − 1, we define wi ∈ Fn2 as wi = (vi ,0); moreover, we define ws := en. As
C is (n, s)-good, there is a c ∈ C such that (c,wi ) = i and (c, en) =  for i = 1, . . . , s − 1. As
a consequence, we can write c = (x, ), with x ∈ C . For 1 i  s − 1, the vector wi ends in a
zero, and so (x,vi ) = (c,wi ) = i . 
Corollary 6.13. For 1 s  n, we have that G(n, s) 2s−1(n − s + 2).
Proof. By induction on s, using Lemma 6.12 and the fact that G(n,1) = G1(n,1) + 1 =
n + 1. 
Corollary 6.13 implies that for each fixed s, the function G1(n, s) grows at least linearly in n,
with coefficient at least 2s−1. We will now show (non-constructively) that for each fixed s, the
function G1(n, s) in fact does not grow not faster than linear in n. More precisely, we will show
the following.
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G1(n, s) dsn − es, where ds = s− log2(1 − 2−s)
and es = log2 s!− log2(1 − 2−s)
.
Proof. We again apply the probabilistic method. We define Y as the collection of all s-sets of
independent vectors in Fn2. Note that obviously
|Y| < 1
s!2
ns .
We randomly pick an N -subset A of Fn2 . For each Y ∈ Y , we define the random variable XY as
XY =
{
0, if there is an a ∈ A such that for all y ∈ Y, (a,y) = 1;
1, otherwise.
Note that A is (n, s)-1 good if
∑
Y∈Y XY < 1. Consequently, there is an N -subset A of Fn2
whenever E[∑Y∈Y XY ] < 1.
For each Y ∈ Y , there are 2n−s vectors x in Fn2 such that (x,y) = 1 for all y ∈ Y (these are
precisely the vectors in a coset of (span(Y ))⊥). As a consequence, E[XY ] =
(2n−2n−s
N
)/(2n
N
)
, and
so
E
[∑
Y∈Y
XY
]
=
∑
Y∈Y
E[XY ] = |Y|
(
2n − 2n−s
N
)/(
2n
N
)
<
1
s!2
ns
(
1 − 2−s)N. 
It is noteworthy that for each m  2, the linear part in the upper bound on F(r,m) implied
by Theorem 6.14 exceeds the upper bound on F(r,m) from Section 3. So for large r , the prob-
abilistic construction from Section 3 provides a smaller result than the construction provided
here.
7. Conclusions
In this paper we have introduced the notion of generic (r,m)-erasure correcting sets in Fr2;
such sets provide for each binary code C of codimension r a collection of parity checks for C
that can be used to iteratively correct all correctable erasure patterns of size at most m. Our main
result is that the minimal size F(r,m) of such sets is linear in r for fixed m. We provide various
explicit constructions of generic (r,m)-erasure correcting sets, which in certain cases improve
upon previous results for specific codes, notably for m = 3.
We have also introduced the related notion of an (r,m)-good subset, where a collection C ⊆ Fr2
is (r,m)-good if, for every r × m matrix V of rank m, the image V (C) of C equals Fm2 (for
generic (r,m)-erasure correcting sets, we require that the image contains a vector of weight
one). We showed that the minimal size G(r,m) of an (r,m)-good set is linear in r for fixed m,
and satisfies F(r + 1,m + 1)G(r,m).
The main remaining problem is to find explicit constructions for (r,m)-erasure correcting sets
and (r,m − 1)-good sets of size linear in r , especially in the first open case m = 3.
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