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RE´SUME´
E´tant donne´e une fonction borne´e (supe´rieurement ou infe´rieurement) f :Nk −→R
par une expression mathe´matique, le proble`me de trouver les points extre´maux
de f sur chaque ensemble fini S ⊂ Nk est bien de´fini du point de vu classique.
Du point de vue de la the´orie de la calculabilite´ ne´anmoins il faut e´viter les cas
pathologiques ou` ce proble`me a une complexite´ de Kolmogorov infinie. La principale
restriction consiste a` de´finir l’ordre, parce que la comparaison entre les nombres
re´els n’est pas de´cidable. On re´sout ce proble`me graˆce a` une structure qui contient
deux algorithmes, un algorithme d’analyse re´elle re´cursive pour e´valuer la fonction-
couˆt en arithme´tique a` pre´cision infinie et un autre algorithme qui transforme
chaque valeur de cette fonction en un vecteur d’un espace, qui en ge´ne´ral est de
dimension infinie. On de´veloppe trois cas particuliers de cette structure, un de
eux correspondant a` la me´thode d’approximation de Rauzy. Finalement, on e´tablit
une comparaison entre les meilleures approximations diophantiennes simultane´es
obtenues par la me´thode de Rauzy (selon l’interpre´tation donne´e ici) et une autre
me´thode, appele´e te´trae´drique, que l’on introduit a` partir de l’espace vectoriel
engendre´ par les logarithmes de nombres premiers.
Mots cle´s: norme de Rauzy, approximation diophantienne simultane´e,
constante de k-bonacci, nombres re´els re´cursifs.
ABSTRACT
Given a (lower or upper) bounded function f :Nk −→R by a mathematical ex-
pression. The problem to find the extremal points of f on any bounded set S ⊂Nk
is well-defined from a classical point of view. Nevertheless, from a computability
theory perspective, it should be avoided the possibility of pathologies when this
problem has infinite Kolmogorov complexity. The main constraint is that the or-
der relationship between computable reals is not effectively solvable. We solve this
problem by means of a structure containing two algorithms. The first one allows to
evaluate the cost function while the second one transforms each value of the cost
function in a point in an infinite dimensional vector of a space. We develop three
particular cases, one of them corresponding to the Rauzy approximation method.
Finally, we make a comparison between the best simultaneous Diophantine approx-
imations obtained by the Rauzy method (our optimization-oriented version of it)
and our tetrahedral method, that is one of the main achievement of this work.
Keywords: Rauzy norm, simultaneous Diophantine approximations,
k-bonacci constant, recursive real numbers.
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INTRODUCTION
 La recherche des fractions p′p ,
p′′
p qui approchent le plus deux
nombres donne´s n’a cesse´ depuis
plus de 50 ans de me pre´occuper
et aussi de me de´sespe´rer 
Charles Hermite ([19])
L’approche combinatoire a` l’approximation diophantienne simultane´e s’est
de´veloppe´ vivement apre`s que Rauzy ait de´fini sa norme en [74] et de´termine´ la
suite de meilleures approximations simultane´es en termes de fre´quences de lettres
dans le mot infini de tribonacci. Sa de´finition d’approximation e´tait la meˆme que
celle introduite par Lagarias (voir [45]), qui est une ge´ne´ralisation du concept cor-
respondant de la the´orie de fractions continues (dimension 1). D’autre proprie´te´s
de la the´orie de fractions continues ne peuvent pas eˆtre ge´ne´ralise´es en gardant le
concept de meilleure approximation dans sa forme originelle.
On conside`re que la proprie´te´ essentielle d’une meilleure approximation est le
fait d’eˆtre la solution d’un proble`me d’optimisation discre`te, ou` la restriction donne
une mesure de la complexite´ de la solution. Par exemple, 85 est une meilleure ap-
proximation du nombre d’or φ2 = 1+
√
5
2 , parce que x = 8 et y = 5 est la solution
optimale du proble`me suivant,
 x,y ∈ N : 1≤ y ≤ 5,(x−yφ2)2→min .
Pourquoi devrions-nous nous restreint a` un proble`me de minimisation ? Par
exemple, on peut e´galement de´finir les meilleures approximations diophantiennes
simultane´es - d’une fac¸on non classique - comme les solutions du proble`me de
maximisation suivant,
2
x,y ∈ N : 1≤ x+ 2y ≤ n,
x log(x+yx )+y log
(
x+y
y
)
x+2y →max .
ou` n mesure la complexite´ de la solution.
Le lien entre l’approximation diophantienne simultane´e et l’optimisation combi-
natoire a e´te´ de´ja` remarque´ en [27], ou` les ressources diophantiens ont e´te´ pris a` titre
d’outil pour re´duire la complexite´ computationnelle d’algorithmes d’optimisation
classiques.
Le principal objet de ce travail est de proposer une ge´ne´ralisation du concept
de meilleure approximation diophantienne simultane´e selon le point de vue de l’op-
timisation discre`te. On en de´duit, en particulier, une me´thode, que l’on appellera
te´trae´drique, permettant de trouver les approximations simultane´es des puissances
ne´gatives de n’importe quelle nombre alge´brique β qui soit la racine re´elle positive
du polynoˆme
C(X) =Xk− t1Xk−1− t2Xk−2− ...− tk−1X− tk,
ou` (t1, t2, ..., tk) ∈ (Q≥0)k\{0}. Apre`s on e´tablira une comparaison empirique entre
les approximations simultane´es du vecteur
(
1
φ3
,
1
(φ3)2
)
,
ou` φ3 est la constante tribonacci, obtenues par la me´thode te´trae´drique et par
notre version de la me´thode de Rauzy.
Il y une caracte´ristique tre`s subtile de la me´thode de Rauzy que l’on veut
pre´server dans la ge´ne´ralisation : la finitude de la complexite´ de Kolmogorov, c’est-
a`-dire, on veut que le proble`me d’optimisation de´crit en ZFC soit re´ductible a` un
nombre de Go¨del dans les mathe´matiques constructives. La meilleure fac¸on d’expli-
quer cette proprie´te´ est par un exemple pris de [76]. Supposons que l’on veut trouver
3le point de minimum de la fonction f :N−→R sur l’ensemble {0,1} et on sait que
f(0) = 0 et f(1) = ∑∞k=1 2−ak , ou` a1,a2,a3, ... est un ensemble e´nume´ratif re´cursif
de nombres naturels qui ne soit pas re´cursif. Dans ce cas, la complexite´ descriptive
ne´cessaire pour de´terminer si f(0) = f(1) est vraie ou fausse est irre´ductiblement
infinie, bien que les complexite´s de f(0) et f(1) soient finies.
Pour surmonter la difficulte´ explique´e au-dessus, on de´compose la fonction-couˆt
en deux parties : une partie qui transforme chaque e´le´ment d’un treillis dans un
vecteur d’un espace (qui est en ge´ne´ral de dimension infinie) et une autre partie
qui calcule une fonctionnelle line´aire sur cet espace. La fac¸on la plus naturelle
d’exprimer cette composition est dans le langage de la se´mantique de´notationnelle
(voir [33], [84], [90], [1]), qui peut eˆtre interprete´ comme une the´orie topologique
de la calculabilite´ (voir [98]).
CHAPITRE 0
SUR LE BUT ET LA ME´THODOLOGIE
 Le mot e´lucider devient
dangereux si l’on croit que l’on
peut faire en toutes choses toute
la lumie`re 
Baruch Spinoza
Dans ce chapitre on introduit le but du me´moire et la me´thodologie suivie pen-
dant la recherche. La motivation pragmatique fondamentale consiste a` e´lucider le
proble`me suivant (proble`me de la diversite´ maximale) : trouver, pour n’importe quel
entier positif n, les partages de´terminants le plus grand nombre de compositions.
Le nombre de compositions d’un partage est appele´ diversite´. La quantite´ de par-
tages de n ayants diversite´ maximale et la valeur de cette diversite´ sont les termes
ge´ne´raux des suites A198254 et A102462 en [69] respectivement. La motivation
conceptuelle ne´anmoins est de trouver une fac¸on unifie´e d’e´lucider de proble`mes
combinatoires pareils a` partir d’un processus d’approximation diophantienne en
dimension infinie.
Ce chapitre est compose´ de trois parties : une premie`re qui explique la me´thodologie
suivie au toujours du me´moire, que l’on pourrait appeler analyse diophantienne in-
verse, une deuxie`me ou` cette me´thodologie est applique´e au proble`me de la diversite´
maximale et une troisie`me pour les conclusions du chapitre.
0.1 La me´thodologie de l’analyse diophantienne inverse
Herbert S. Wilf a publie´ un essai en 1982 (voir [100]) sur les crite`res pour
de´clarer un e´nonce´ comme la re´ponse d’un proble`me combinatoire. Pour Wilf, une
question n’est qu’un algorithme d’attaque par force brute et sa re´ponse est tout
algorithme permettant d’obtenir les meˆmes re´sultats avec une complexite´ en temps
5infe´rieure. La re´ponse est effective si son nombre d’ite´rations est asymptotiquement
ne´gligeable par rapport au nombre d’ite´rations de l’attaque par force brute.
La me´thodologie de ce me´moire se situe dans le meˆme contexte informatique que
celle de Wilf, mais le but n’est pas de re´soudre de proble`mes (algorithmes), sinon de
les e´lucider. L’e´lucidation - dans le cadre de ce me´moire - est l’ope´ration de se´lection
des entre´es d’un algorithme qui peuvent eˆtre ge´ne´re´s imme´diatement, c’est-a`-dire a`
partir d’une seule ite´ration d’un algorithme fixe´ (on admet la re´currence a` d’autre
entre´es pre´ce´dentes du meˆme proble`me comme une seule ope´ration).
L’exemple arche´typique d’e´lucidation est l’approximation diophantienne, ou` les
re´duites, en plus de minimiser localement la distance vers le vecteur qui l’on de´sire
d’approcher, ils sont, en ge´ne´ral, plus simples que les autres quotients en raison de
sa determination par une suite re´currente. C’est la raison pour laquelle on appelle
suite de meilleures approximations diophantiennes a` la suite a1,a2,a3, ... des entre´es
obtenue par l’e´lucidation d’un proble`me.
Si a1,a2,a3, ... est une suite re´currente line´aire homoge`ne d’ordre k <∞, dont
son polynoˆme caracte´ristique soit le polynoˆme irreductible du nombre de Pisot α,
on peut proclamer que le vecteur
(
an−1
an
,
an−2
an
,
an−3
an
,
an−4
an
, ...,
an−k
an
)
est une  re´duite  du vecteur( 1
α
,
1
α2
,
1
α3
,
1
α4
, ...,
1
αk−1
)
.
Malgre´ son caracte`re tautologique, la de´finition ante´rieure permet d’invertir le
flux me´thodologique de l’analyse diophantienne :
Analyse diophantienne inverse : On ne s’inte´resse plus a` calculer les
re´duites, on les connaˆıt d’avance. On part d’un suite de  re´duites  et
l’on doit chercher un cadre me´trique (ou plus ge´ne´ralement topologique)
dans lequel cette notion soit justifie´e (par exemple les the´ories d’approxi-
mations diophantiennes ge´ne´ralise´e : [26], [25], [21], [24], [23]).
6Cette virage a e´te´ fait par l’e´cole marseillaise de the´orie de mots depuis l’article
fondateur de G. Rauzy (voir [74]). Dans ce me´moire donc on ne cherche pas a`
trouver la formules pour les re´duites, ici les  re´duites  sont de´termine´es d’avance
par des solutions d’un proble`me combinatoire : le proble`me de la diversite´ maximale
et, plus spe´cifiquement, sa version simplifie´e de´veloppe´e au chapitre 3.
Ce que l’on cherche dans ce me´moire est une ambiance the´orique proche a` l’ap-
proximation diophantienne classique ou` les  re´duites  obtenues par l’e´lucidation
du proble`me combinatoire soient aussi de re´duites dans un sens analytique. Au
chapitre 3 on a de´montre´1 que les re´duites du champ te´trae´drique convergent, en
effet, vers le vecteur de puissances inverses de la constante de k-bonacci, c’est qui
justifie sa nomenclature. Au chapitre 4 on a montre´ empiriquement que la norme de
Rauzy peut eˆtre utilise´e aussi pour de´terminer les re´duites du champ te´trae´drique
et l’on a laisse´ la de´monstration de ce fait pour de recherches ulte´rieures.
On trouve aussi cette me´thodologie en the´orie de fonctions arithme´tiques en
forme de localisation2 (voir [58], [48], [57], [53], [54]) qui est incarne´e dans les
se´ries de Bell (voir [6]). Les suites (paralle`les) de meilleures approximations - se-
lon le nouveau sens de´crit au-dessus - d’une fonction arithme´tique (multiplicative
ou additive) sont les suites de puissances de chaque nombre premier p, a` savoir,
1,p,p2,p3,p4,p5, .... Cette progression ge´ome´trique peut eˆtre interpre´te´e ou bien
comme la re´currence d’ordre 1,
p0 = 1,
pn = p ·pn−1,
qui permet d’approcher le scalaire 1p de fac¸on triviale, ou bien comme la
re´currence d’ordre infini,
1Le the´ore`me que l’on a de´montre´ est plus ge´ne´ral, de sorte qu’il permet d’utiliser la meˆme
me´thode pour approcher de puissances d’autres nombres alge´briques.
2Localiser - dans ce contexte - veut dire se concentrer dans une voisinage p-adique d’un nombre
premier fixe´.
7p0 = 1,
pn = (p−1)pn−1 + (p−1)pn−2 + (p−1)pn−3 + ...+ (p−1)p+ (p−1) ·1
qui permet d’approcher le vecteur en dimension infinie,
(
1
p
,
1
p2
,
1
p3
,
1
p4
, ...,
1
pd
, ...
)
,
par les re´duites compactes3,(
pn−1
pn
,
pn−2
pn
,
pn−3
pn
,
pn−4
pn
, ...,
pn−n
pn
,0,0,0, ...0, ...
)
.
De la meˆme fac¸on qu’en dimension finie, le proble`me fondamentale consiste a`
clarifier le cadre dans lequel les  re´duites compactes  du vecteur en dimension in-
finie sont de re´duites dans le sens me´trique. Le cas p= 2 est spe´cialement important
car il admet une interpre´tation combinatoire a` partir du proble`me de la diversite´
maximale, ou` la suite de meilleures approximations diophantiennes simultane´es est
de´termine´e par la suite de partages de Cayley-Hickerson, une contribution de ce
me´moire l’on expliquera au-dessous dans ce chapitre.
On est tente´ de d’e´tendre la proce´dure d’approximation diophantienne simul-
tane´e des puissances inverses de la constante de k-bonacci4 (voir chapitre 4),
(
1
φk
,
1
(φk)2
,
1
(φk)3
, ...,
1
(φk)k−1
)
,
a` partir de la norme de Rauzy au cas limite k→+∞. Cette extension ne´anmoins
doit changer conside´rablement la structure de la me´thode, car la fac¸on la plus
naturelle de le faire (extension de la matrice de la substitution a` dimension
infinie) tombe dans un cas de´ge´ne´re´. On propose donc d’utiliser une structure
3Terminologie pris de la the´orie de domaines de Scott qui veut dire que la quantite´ d’entre´es
non nulles est finie.
4C’est la solution re´elle positive de l’e´quation xk = xk−1 +xk−2 +xk−3 + ...+x+ 1.
8plus flexible que l’approximation diophantienne classique pour re´soudre ce
proble`me : les champs de te´trae´driques (voir chapitre 3).
0.2 E´lucidation du proble`me de la diversite´ maximale
0.2.1 E´pitome´ ge´ne´alogique
L. Euler a de´pose´ en 1778 un travail a` l’Acade´mie de St.-Petersburg intitule´ De
evolutione potestatis polynomialis cuiuscunque (1 +x+x2 +x3 +x4 +etc.)n (voir
[22]), qui porte sur les coefficients obtenus apre`s l’expansion de ce polynoˆme. Selon
G. Andrew (voir [3]), ce sujet ne s’est pas tellement de´veloppe´ a` cause du fait que les
proprie´te´s de ces coefficients sont mimetiquement proches a` celles des coefficients
binomiaux et parce que il n’y a pas de formule assez simple pour le cas ge´ne´ral
(cette imposibilite´ est une conse´quence du the´ore`me 8.8.1 de [70]). Les q-analogues
de ces coefficients ne´anmoins apparaissent en me´canique statistique (voir [5]) ainsi
que dans les identite´s du type Roger-Ramanujan (voir [4]).
Depuis un point de vue combinatoire, chaque coefficient c(n,s,r) de l’expansion
du polynoˆme5,
(x+x2 +x3 +x4 + ...+xr)s =
rs∑
n=1
c(n,s,r)xn
est le nombre de compositions de n en s parties non vides, toutes borne´es par r.
Le comportement asymptotique de la fonction c(n,s,r) a e´te´ e´tudie´ par M. N.
Basu en 1952, voir [10].
Z. Star s’est interese´ au proble`me extre´mal suivant : Pour quelle valeur de n la
fonction n 7→ c(n,s,r) atteint sa valeur maximale, e´tant donne´s les nombres s≥ 2
et r ≥ 1 ? Il a de´montre´ en 1975 (voir [91]) que le point de maximum cherche´ est,
n=

s(r+1)
2 , si s(r+ 1)≡ 0 mod 2,
s(r+1)−1
2 , si s(r+ 1)≡ 1 mod 2.
5Il faut remarquer que le polynoˆme e´tudie´ par Euler avait l’unite´ comme terme inde´pendant,
que l’on a exclu au but d’e´viter les parties vides dans les compositions.
9Soit a(n,s,r) = c(n,s,r)− c(n,s,r− 1) le nombre de compositions de n en s
parties non vides telles que la plus grande partie soit exactement r. En plus, on
de´finit a(n,r) = ∑s≥1a(n,s,r). A. Odlyzko et B. Richmond ont travaille´s dans le
proble`me extre´mal suivant : Pour quelle valeur de r la fonction r 7→ a(n,r) atteint
sa valeur maximale, e´tant donne´ le nombre n≥ 1 ? Ils sont de´montre´ en 1979 (voir
[68]) que pour une infinite´ de valeurs de n, le point de maximum du proble`me est
r = blog2nc.
P. Hitczenko et G. Louchard ont e´tudie´ en 2001 (voir [37]) les compositions
depuis un point de vue probabiliste, a` partir de variables ale´atoires inde´pendantes
identiquement distribue´es selon la distribution ge´ome´trique de raison 12 . Ils sont
calcule´ la distribution de la partie la plus grande de ces compositions ale´atoires.
M. Archibald et A. Knopfmacher ont utilise´ aussi de me´thodes probabilistes en
2011 (voir [7]) pour calculer l’espe´rance et la variance de la partie la plus grande qui
n’apparait pas dans une composition ale´atoire. M. E. Malandro a e´tudie´ en 2011
(voir [59]) les diffe´rents parame`tres statistiques des compositions ayant les parties
borne´ par un entier k. E. Schmutz et C. Shapcott ont e´tudie´ en 2012 (voir [85]) le
produit des parties de compositions ale´atoires.
0.2.2 Constructions des meilleures approximations
0.2.2.1 Compositions de Cayley ge´ne´ralise´es
Chaque solution de l’e´quation diophantienne line´aire n= x1+x2+x3+ ...+xm,
ou` m n’est pas fixe´, ve´rifiant x1 = 1 et 1≤ xj ≤ 2xj−1 (pour 2≤ j ≤m) est appele´e
composition de Cayley de n. Arthur Cayley a de´montre´ en 1857 (voir [15]) que
le nombre de compositions Cayley est e´gal au nombre de partages de 2n−1− 1
en parties appartenants a` l’ensemble {1,1′, 2,4,8,16, ...,2n−2︸ ︷︷ ︸
progression ge´ome´trique
} (on conside`re
les deux parties 1 et 1′ diffe´rentes). Ces compositions ont e´te´ reprises en 1959
par H. Minc pour e´nume´rer les e´le´ments d’un degre´ donne´ en un groupo¨ıde libre
commutatif d’entropie cyclique (voir [62]) et en 1981 par G. E. Andrews en relation
avec l’identite´ de Roger-Ramanujan (voir [2]). M. Konvalinka et I. Pak ont e´tudie´
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en 2013 et 2014 les compositions de Cayley dans le cadre de la combinatoire des
polytopes (voir [41] et [42]).
Une composition de Cayley ge´ne´ralise´e de k en m parties est une solution de
l’e´quation diophantienne line´aire k = x1+x2+x3+ ...+xm, ve´rifiant 0≤ xj ≤ 2j−1
(pour chaque 1≤ j ≤m). Les compositions e´tudie´es par Cayley de´crites au dessus
sont de compositions de Cayley ge´ne´ralise´es mais l’implication re´ciproque est en
ge´ne´rale fausse.
Le nombre de compositions de Cayley ge´ne´ralise´es de k en m, note´ Sm(k), peut
eˆtre obtenu graˆce a` l’expansion du produit
m−1∏
j=0
[
2j + 1
]
q
=
2m−1∑
k=0
Sm(k)qk, (1)
ou` [n]q := 1 + q+ q2 + q3 + ...+ qn−1 est le q-analogue classique de n (voir chapitre
2).
Le produit∏m−1j=0 [2j + 1]q est le q-analogue du terme ge´ne´ral de la suite A028361
en [69], qui apparait d’une fac¸on naturelle en the´orie de codes de Klein, voir [38] et
[18]. Les termes de la somme ∑2m−1k=0 Sm(k)qk sont les lignes du triangle A131791
en [69].
L’identite´ (1) implique directement l’estimation asymptotique,
Sm(k) =O
(
2m(m−1)/2
)
, (2)
ou` la constante dedans O est inde´pendante de k.
0.2.2.2 Partages de 2-Hickerson
Soit r un entier positif. On appelle partage de r-Hickerson de n (en m parties)
a` chaque solution en entiers non ne´gatifs de l’e´quation,
n= [1]rα[1]r + [2]rα[2]r + [3]rα[3]r + ...+ [m]rα[m]r ,
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ou` [d]r est la valeur du polynoˆme q-analogue classique [d]q = 1 + q+ q2 + ...+ qd−1
de d e´value´ en q = r. On utilise la notation exponentielle
α =
(
[1]α[1]rr , [2]
α[2]r
r , [3]
α[3]r
r , ..., [m]
α[m]r
r
)
avec le meˆme sens que pour les partages classiques.
D. R. Hickerson a e´tabli en 1974 (voir [35]), dans le but de ge´ne´raliser un re´sultat
d’Euler, que le nombre de partages de r-Hickerson de n (avec m non fixe´) est e´gal
au nombre de compositions (appele´es de Hickerson) n= x1 +x2 +x3 + ...+xm, ou`
m n’est pas fixe´, ve´rifiants xj−1 ≤ rxj (pour chaque 2 ≤ j ≤m). S. Corteel et S.
Lee en 2005 ont e´tudie´, depuis un point de vue unificateur, les compositions de
Hickerson et de Cayley (voir [17]).
Chaque n= 2m−m−1 est associe´ au partage de 2-Hickerson
}m :=
(
[1]12, [2]12, [3]12, ..., [m−1]12
)
,
en raison de l’identite´,
[1]2 ·1 + [2]2 ·1 + [3]2 ·1 + ...+ [m−1]2 ·1
= (1) + (1 + 2) + (1 + 2 + 4) + ...+ (1 + 2 + 4 + ...+ 2m−2)
= 1 + (1 + 1) + (1 + 1 + 2) + ...+ (1 + 1 + 2 + 4 + ...+ 2m−2)−m
= 1 + 2 + 4 + ...+ 2m−1−m
= 1 + 1 + 2 + 4 + ...+ 2m−1−m−1
= 2m−m−1.
Le partage conjugue´ a` }m est
}′m =
(
12
m−2
,22
m−3
,32
m−4
, ...,(m−1)2m−m
)
,
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en vertu de la transformation,
[1]2 ·1 + [2]2 ·1 + [3]2 ·1 + ...+ [m−1]2 ·1
= (1) + (1 + 2) + (1 + 2 + 4) + ...+ (1 + 2 + 4 + ...+ 2m−2)
= (m−1) ·1 + (m−2) ·2 + (m−3) ·4 + (m−4) ·8 + ...+ 1 ·2m−2
= 1 ·2m−2 + 2 ·2m−3 + 3 ·2m−4 + ...+ (m−1) ·1.
0.2.2.3 Partages de Cayley-Hickerson
Soit n= 2m−m−1 +k, avec 0≤ k < [m]2 et m≥ 2. Pour chaque composition
de Cayley ge´ne´ralise´e de k en m parties, k= x1+x2+ ...+xm, le partage de Cayley-
Hickerson de n selon cette composition est le partage obtenu a` partir du partage de
2-Hickerson conjugue´ }′m =
(
12m−2 ,22m−3 ,32m−4 , ...,(m−1)2m−m
)
par l’application
des ope´rations suivantes dans l’ordre indique´ :
1. une substitution de m−1 par m ite´re´e x1 fois,
2. une substitution de m−2 par m−1 ite´re´e x2 fois,
3. une substitution de m−3 par m−2 ite´re´e x3 fois,
...
m−1. une substitution de 1 par 2 ite´re´e xm−1 fois,
m. une insertion de xm parties de longueur 1.
L’ensemble des partages de Cayley-Hickerson de n est la collection des partages
Cayley-Hickerson de n selon toutes les compositions de Cayley ge´ne´ralise´es de k en
m parties.
Par exemple, les trois diagrammes de Young suivants (de gauche a` droite) sont
les trois partages de Cayley-Hickerson obtenus a` partir du partage de 2-Hickerson
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conjugue´ }′3 par les compositions de Cayley ge´ne´ralise´es 1+1+2+2, 1+1+1+3,
0 + 1 + 2 + 3 respectivement :
∗
∗
•
•
• ∗
• ∗
• •
• • ∗
• • • ∗
∗
∗
∗
•
•
•
• ∗
• •
• • ∗
• • • ∗
∗
∗
∗
•
•
• ∗
• ∗
• •
• • ∗
• • •
0.2.3 Synthe`se
Un algorithme permettant de re´duire la recherche de la solution d’un proble`me
donne´ de`s tous les partages de n aux partages de Cayley-Hickerson seulement,
est une solution effective selon Wilf (voir [100]), car la magnitude6 O
(
nc2 logn
)
de
l’espace de la deuxie`me recherche est asymptotiquement ne´gligeable par rapport a`
celle de la premie`re recherche, a` savoir7 Ω
(
ec1
√
n
n
)
.
On conjecture que les partages de solution du proble`me de la diversite´ maximale
sont tous de partages de Cayley-Hickerson. L’heuristique derrie`re cette conjecture
est la supposition de l’existence d’une ge´ne´ralisation  assez re´gulie`re  lorsque
k → +∞ de l’approximation diophantienne de la constante de k-bonacci par la
norme de Rauzy.
Dans ce cas, la suite d’entre´es n = 2m−m− 1, pour m = 2,3,4,5, ... devient
la suite de meilleures approximations, car la re´ponse respective peut eˆtre ge´ne´re´e
avec une seule ite´ration, a` savoir le partage de 2-Hickerson conjugue´ }′m, tandis que
6On applique la formule (2) pour log2n≤m+ 1.
7C’est une conse´quence de la ce´le`bre formule asymptotique pour le nombre de partages de n
attribue´e a` Hardy et Ramanujan, voir [67]. Le symbol Ω doit eˆtre interprete´ selon la notation de
Bachmann-Landau.
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les autres solutions ont besoin d’un e´le´ment supple´mentaire : les compositions de
Cayley ge´ne´ralise´es. Les 4 premie`res solutions du proble`me de la diversite´ maximale
e´lucide´, correspondantes aux meilleures approximations 1,4,11 et 26 sont :
•
•
•
• •
•
•
•
•
• •
• •
• • •
•
•
•
•
•
•
•
•
• •
• •
• •
• •
• • •
• • •
• • • •
La conjecture ci-dessus induit une approximation du vecteur
(1
2 ,
1
4 ,
1
8 ,
1
16 ,
1
32 , ...,
1
2d , ...
)
par les re´duites compactes ge´ne´re´es par la suite de fre´quences de parties dans les
partages (1,2,4,8,16,32, ...2d, ...) construites de la fac¸on suivante,(
2d−1
2d ,
2d−2
2d ,
2d−3
2d ,
2d−4
2d ,
2d−5
2d , ...,
2d−d
2d ,0,0,0,0, ...0, ...
)
.
0.3 Conclusions du chapitre
L’atout principal de cette recherche est le lien que l’on a e´tabli entre le proble`me
de la diversite´ maximale et l’approximation diophantienne simultane´e en dimension
infinie, qui est une contribution a` la litte´rature sur les deux sujets, traditionnelle-
ment e´tudie´s de fac¸on inde´pendante. Dans les chapitres 3 et 4 on a travaille´ avec une
version simplifie´e (en dimension finie et homoge´ne´ise´e par la formule de Stirling)
de cette relation selon l’approche unificatrice de la the´orie de champs de Lagarias.
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Trouver un cadre me´trique ou topologique d’approximation diophantienne en
dimension infinie ayant la meˆme relation avec le proble`me de la diversite´ maximale
que le champ te´trae´drique (voir chapitre 3) avec le champ de Rauzy (voir chapitre
4) en dimension finie est un proble`me que ce me´moire ouvre pour de recherches
ulte´rieures. Pragmatiquement, le but ultime de cette recherche consiste a` trouver
un algorithme pour calculer directement, a` partir d’un processus d’approximation
diophantienne, l’ensemble de partages a` diversite´ maximale pour de valeurs de n
qui ne soient pas de meilleures approximations du proble`me.
CHAPITRE 1
CALCULABILITE´ ET SE´MANTIQUE
Le but de ce chapitre est d’e´tablir une de´finition d’approximation diophantienne
simultane´e, qui a` diffe´rence de la de´finition classique introduite par Lagarias (voir
[45]), ne soit pas de´pendante d’une norme, sinon d’un proble`me d’optimisation
discre`te. Re´interpre´ter l’approche combinatoire a` l’approximation diophantienne
simultane´e comme la solution d’une famille de proble`mes d’optimisation discre`te
n’est pas du tout trivial. D’abord il faut garantir que la complexite´ de Kolmogorov
du syste`me complet (l’algorithme qui prend la fonctions et les sous-ensembles, pour
retourner le point de minimum) soit finie (voir [50]). Pour cela on doit surmonter
deux restrictions qui imposent les nombres re´els re´cursifs : la non-de´cidabilite´ de
la comparaison et la de´cidabilite´ conditionne´e de l’ordre (voir [76]). On y re´ussi
graˆce a` l’introduction du concept de champ de Lagarias (de´finition 1.4.1.) dont sa
re´ductibilite´ a` un algorithme sera de´montre´e (proposition 1.4.1).
En combinatoire de mots d’habitude les points fixe´s de substitutions sont uti-
lise´ pour construire des objets infinis. Par exemple, le mot de tribonacci peut eˆtre
de´fini comme le point fixe´ de la substitution de tribonacci. Une telle de´finition des-
criptive implique implicitement la pre´sence de l’infini actuel, qui est inadmissible
d’apre`s le constructivisme, meˆme si l’on peut ge´ne´rer l’objet par un algorithme du
point de vue de l’infini potentiel. Donc, pour utiliser d’une fac¸on universelle les
de´finitions base´es sur les points fixe´s, on doit travailler depuis les mathe´matiques
classiques (ZFC), mais au meˆme temps il faut avoir une notion objective d’algo-
rithme. Pour assurer l’accomplissement simultane´ de ces deux proprie´te´s, appa-
remment contradictoires, nous allons utiliser la se´mantique de´notationnelle, ou` la
notion de construction est interpre´te´e comme le point fixe´ d’une fonction continue
entre l’espace topologique de Scott et soit meˆme (un concept inte´rieur a` ZFC).
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1.1 Le the´ore`me du point fixe´ de Tarski
La se´mantique est l’e´tude de la fac¸on dont le sens est transmis par des signes et
le langage. Toute tentative d’introduire l’interpre´tation d’un langage dans le propre
langage est condamne´e a` tomber dans un dialle`le. D’apre`s Tarski1 (voir [93]), pour
faire de la se´mantique il faut d’abord avoir deux langages, un langage objet et
un me´talangage, tels que le deuxie`me contienne une copie du premier, en plus de
resources pour donner une opinion par rapport a` sa syntaxe. Dans ce me´moire le
langage objet est le constructivisme (voir [61], [95], [96], [14],[77],[78], [39], [14], [63],
[79], [80], [81]), formalise´ par PCF (ou` il n’y a que de algorithmes) et le me´talangage
sont les mathe´matiques traditionnels (voir [36]) formalise´es par ZFC (ou` il n’y a que
des ensembles). Plus pre´cise´ment, on va assigner a` chaque algorithme f de PCF une
signification mathe´matique JfK en ZFC. Meˆme si l’existence de PCF est la raison
d’eˆtre de la se´mantique de´notationnelle, dans ce me´moire on ne va pas mentionner
PCF explicitement, car on ne s’inte´resse pas a` la syntaxe des algorithmes sinon a`
la se´mantique seulement (voir [86], [87], [72], [33], [65], [92], [82], [98]).
De´finition 1.1.1. ([33]) Un sous-ensemble U d’un ensemble partiellement ordonne´
(D,<) est ordonne´ filtrant si et seulement si U 6= ∅ et pour n’importe quelle paire
d’e´le´ments (x,y) ∈ U il existera un e´le´ment z ∈ U tel que x< z et y < z.
De´finition 1.1.2. Un ordre partiel (D,<) est complet si et seulement si l’e´le´ment
minimal de U , note´ unionsqU , existe pour n’importe quel sous-ensemble ordonne´ filtrant
U ⊂D. Un ordre partiel complet (D,<) est un domaine si et seulement si D a un
e´le´ment minimal, note´ par ⊥.
De´finition 1.1.3. ([33]) Soient C et D deux ensembles ordonne´s complets. Une
fonction ß :C −→D est continue selon Scott si et seulement si pour n’importe quel
ensemble ordonne´ filtrant U , ß(unionsqU) = unionsqß(U). On utilise la notation ß ∈ C −→ D
pour indiquer que ß est continue2. Si ß est une fonction partielle continue, on
1La se´mantique de Tarski est une version forte des ide´es de´veloppe´es par Emmanuel Kant (voir
[34]).
2Cette notation pole´mique a e´te´ utilise´e en [33].
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utilisera la notation ß ∈ C ⇀D.
Remarque. Le nom continue est pleinement justifie´, car cette relation d’ordre
induit une topologique ou` la continuite´ selon Scott devient la continuite´ topologique
(voir [98]).
Le point de de´part pour de´finir les algorithmes se´mantiquement est le the´ore`me
suivant.
The´ore`me 1.1.1. (the´ore`me du point fixe´ de Tarski) Soit ß :D−→D une fonction
de´finie sur un domaine D. Si ß est continue selon Scott alors elle aura un point
fixe´ minimal donne´ par la formule
fix(ß) =
∞⊔
n=0
ß(n)(⊥),
ou` ß(n) repre´sente le produit de composition de ß avec soit meˆme n fois.
De´monstration. La de´monstration classique est expose´e en [94]. Pour une de´monstration
plus re´cente : voir [20]. Pour des informations historiques par rapport au the´ore`me
1.1.1 : voir [47].
La se´mantique (ou signification) d’un algorithme est de´finie comme le point
fixe´ minimal d’une fonction continue selon Scott. Le the´ore`me du point fixe´ de
Tarski ne garantit pas que l’algorithme3 s’arreˆte, sinon seulement qu’il soit bien
de´fini. Pour que l’algorithme Z s’arreˆte toujours, sous l’hypothe`se d’ade´quation
computationnelle, il suffit que le point fixe´ JZK ∈D de la fonction d’ordre supe´rieur
ß :D −→D soit une fonction totale (voir le chapitre 4 de [92]).
De´finition 1.1.4. ([33]) Soient C et D deux ensembles ordonne´s complets. Une
fonction ß :C −→D est monotone si et seulement si pour chaque paire (x,y) ∈C2,
si x< y alors ß(x)< ß(y).
Remarque. La monotonie est une proprie´te´ plus faible que la continuite´ selon Scott.
3Un algorithme dans ce contexte topologique est une approximations par des e´le´ments com-
pacts du domaine.
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The´ore`me 1.1.2. Une fonction ß :D −→D est continue selon Scott si elle est la
composition de fonctions monotones et sa variable.
De´monstration. Voir le the´ore`me 3.3 de [89] ou consulter [60] pour plus de de´tails.
Proposition 1.1.3. Les fonctions suivantes sont continues selon Scott : la constante,
la fonction identite´, la fonction conditionnelle (if).
De´monstration. Voir [90].
On va ajouter a` la liste ante´rieure toutes les fonctions de l’arithme´tique e´le´mentaire
en nombres entiers et rationnels : la somme, la diffe´rence, le produit, le minimum
entre deux nombres, la fonction qui dit si un nombre est divisible par un autre
nombre, le plus petit diviseur commun, la fonction factorielle, le plus petit nombre
qui ve´rifie une proprie´te´ (ope´rateur µ), etc. Elles sont monotones parce qu’elle
peuvent eˆtre de´finies en termes de fonctions µ-re´cursives, comme Go¨del l’a fait
en [29]. On applique une proprie´te´ appele´e solidite´ qui dit que si un algorithme
s’arreˆte pour n’importe quelle entre´e, la fonction correspondante a` sa se´mantique
sera totale (voir [28]).
1.2 L’ordre plat
De´finition 1.2.1. L’ordre plat de´fini sur l’ensemble4 X est l’ensemble ordonne´
(X ∪{⊥},<) tel que ⊥6∈ X et pour chaque a,b ∈ X ∪{⊥}, a < b si et seulement
si a = b ou a =⊥. On note X ⇀ Y pour exprimer l’ensemble de fonctions X ∪{⊥
}−→ Y ∪{⊥}, appele´es fonctions partielles. Les fonctions totales sont celles de´finies
(diffe´rentes de ⊥) pour chaque valeur de X.
Proposition 1.2.1. L’ordre plat (X ∪{⊥},<) est un domaine et chaque fonction
f : X ∪{⊥} −→ Y ∪{⊥}, entre deux ensembles munis de cet ordre, est continue
selon Scott.
4On fait un abus de langage, car l’ordre plat est vraiment de´fini sur X ∪{⊥}.
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De´monstration. Voir le the´ore`me 6.13 de [84].
A` partir d’un ensemble partiellement ordonne´ complet on peut obtenir d’autres
ensembles partiellement ordonne´s complets graˆce au re´sultat suivant.
Proposition 1.2.2. Soient X et Y deux ensembles ordonne´s complets et D :=
X −→ Y l’espace de fonctions continues selon Scott entre C et D. Si l’on de´finit
f <D g⇐⇒∀x ∈X; f(x)<Y g(x),
alors (D,<D) sera un ensemble partialement ordonne´ complet.
De´monstration. Voir le the´ore`me 3.1 de [89].
1.3 Les nombres re´els re´cursifs
Alan Turing a introduit le concept de nombre re´el re´cursif (appele´ aussi re´el
calcuable) en [97]. Il s’agit, selon la de´finition originelle, d’un nombre re´el dont
ses chiffres peuvent eˆtre ge´ne´re´es par une machine de Turing. Plusieurs de´finitions
diffe´rentes ont e´te´ e´nonce´es par d’autres auteurs (voir [76], [66], [44], [40]) qui
peuvent eˆtre e´quivalentes ou pas, selon les hypothe`ses de calculabilite´ choisies (par
exemple, re´cursivite´ primitive, µ-re´cursivite´, etc.).
On a choisi la de´termination des nombres re´els re´cursifs par de suites de Cauchy
calculables, de´finies comme les suites de Cauchy ordinaires, sauf que l’on exige en
plus que le nombre N mentionne´ par le quantificateur existentiel ∃ s’exprime
par un algorithme a` partir du nombre .
De´finition 1.3.1. ([76]) Un nombre re´el re´cursif est une paire d’algorithmes (F,G)
avec de se´mantiques JFK : N−→Q et JGK : N−→ N telles que,
∀N ∈ N,∀(n,m) ∈ N2; min{m,n}> JGK(N) =⇒ |JFK(m)− JFK(n)|< 1
N
.
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Un nombre re´el a∈R (en ZFC) est re´cursif si et seulement s’il existe un nombre
re´el re´cursif (F,G) ve´rifiant
lim
n→+∞JFK(n) = a.
On utilise la notation Rc pour l’ensemble des nombres re´els re´cursifs.
Remarque. Une de principales diffe´rences entre l’analyse re´el classique et l’analyse
re´el re´cursif est que l’on peut de´finir en ZFC une suite monotone croissante de
nombres re´els re´cursifs, meˆme de nombres rationnels, telle que le supremum ne soit
pas re´cursif. Une suite ve´rifiant cette pathologie s’appelle suite de Specker (voir
[8]).
Lemme 1.3.1. Pour que a ∈ R soit un nombre re´el re´cursif il suffit qu’il existe
une paire d’algorithmes (F,G), JFK,JGK : N−→Q, telle que
∀N ∈ N,n ∈ N; n > JGK(N) =⇒ |a− JFK(n)|< 1
N
.
De´monstration. C’est une conse´quence imme´diate de l’ine´galite´ triangulaire,
|JFK(m)− JFK(n)| ≤ |JFK(m)−a|+ |a− JFK(n)|.
On rappelle que l’e´tude de nombres re´els re´cursifs fait partie de l’analyse construc-
tive (de´veloppe´e en [13]) tandis que l’e´tude de nombres re´els a` virgule flottante fait
partie de l’analyse nume´rique (de´veloppe´e en [73]).
Les deux the´ore`mes suivants expriment la cause fondamentale de difficulte´ a`
l’heure de de´finir en analyse constructive le concept de meilleure approximation
diophantienne simultane´e comme la solution d’un proble`me d’optimisation discre`te.
The´ore`me 1.3.2. Il y a un algorithme pour de´cider si deux nombres re´els re´cursifs
donne´s a et b ve´rifient a < b, a` condition de savoir (d’une fac¸on exte´rieure a` l’al-
gorithme) que a 6= b.
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De´monstration. Voir le the´ore`me 1 de la page 785 de [76].
The´ore`me 1.3.3. Le proble`me de savoir si deux nombres re´els re´cursifs donne´s a
et b ve´rifient a= b n’est pas de´cidable.
De´monstration. Voir le the´ore`me 3 de la page 786 de [76].
1.4 Le champs de Lagarias
Notre but est de re´interpre´ter la me´thode d’approximation de Rauzy comme
un proble`me d’optimisation discre`te pour la comparer avec d’autres me´thodes du
meˆme gendre (la me´thode te´trae´drique par exemple). Pour que la ge´ne´ralisation
garde le caracte`re combinatoire il faut que la structure soit calculable, c’est-a`-dire,
on veut que le proble`me d’optimisation d’une fonction-couˆt arbitraire JfK :Nk−→Rc
sur un sous-ensemble fini quelconque S ⊂N ait une complexite´ de Kolmogorov finie.
Par les the´ore`mes 1.3.2 et 1.3.3, cet objectif ne est pas re´alisable.
Una fac¸on de re´soudre cette difficulte´ the´orique est par la composition JfK =JaK◦ JKK, ou` JKK codifie chaque point du treillis comme un e´le´ment dans un espace
vectoriel (de dimension infinie en ge´ne´ral) et JaK transforme ce vecteur dans un
nombre re´el re´cursif, ve´rifiant la line´arite´.
De´finition 1.4.1. Un champ de Lagarias est une structure (a,K) telle que :
1. a est un algorithme dont sa se´mantique soit celle d’une application Q-line´aireJaK : V −→ Rc, ou` V est un Q-espace vectoriel (en ge´ne´ral de dimension
infinie) ;
2. K est un algorithme dont sa se´mantique soit JKK : Nk −→ V .
De´finition 1.4.2. Soit S un sous-ensemble fini de Nk. On dit que p est un meilleure
approximation supe´rieure du champ de Lagarias (a,K) de complexite´ S si et seule-
ment si pour chaque p′ ∈ S, une de deux conditions suivantes est satisfaite :
1. JKK(p′) = JKK(p) ;
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2. JKK(p′) 6= JKK(p) et JKK(p′) 6= JKK(p) =⇒ JaK◦ JKK(p′)< JaK◦ JKK(p).
Remarque. Du point de vue de la the´orie de la calculabilite´ on ne peut pas substituer
les conditions au-dessus par JKK(p′) = JKK(p) ou JaK◦JKK(p′)< JaK◦JKK(p), car
la dernie`re condition est de´finie conditionnement.
De la meˆme fac¸on qu’on a de´finie la meilleure approximation supe´rieure, on
peut de´finir la meilleure approximation infe´rieure avec un tout petit changement
dans l’ine´galite´.
De´finition 1.4.3. Soit S un sous-ensemble fini de Nk. On dit que p est un meilleure
approximation infe´rieure du champ de Lagarias (a,K) de complexite´ S si et seule-
ment si pour chaque p′ ∈ S, une de deux conditions suivantes est satisfaite :
1. JKK(p′) = JKK(p) ;
2. JKK(p′) 6= JKK(p) et JKK(p′) 6= JKK(p) =⇒ JaK◦ JKK(p′)> JaK◦ JKK(p).
The´ore`me 1.4.1. Soit (a,K) un champ de Lagarias et 2Nk<ω l’ensemble de tous les
sous-ensembles non-vides finis et ordonne´s filtrants de Nk. Il existe un algorithme
S, de se´mantique JSK : 2Nk<ω −→ Nk, tel que pour n’importe quel sous-ensemble
fini S de Nk, muni d’un ordre filtrant, JSK(S) retourne la meilleure approximation
supe´rieure (infe´rieure) par rapport a` S. S’il y en a plusieurs, l’algorithme retournera
la dernie`re selon l’ordre filtrant en S.
De´monstration. On va de´montrer, sans perte de ge´ne´ralite´, seulement le cas des
meilleures approximations supe´rieures.
Conside´rons que chaque S ∈ 2Nk<ω est une liste {p1,p2, ...pm} d’e´le´ments de Nk,
avec m > 0, ou` l’ordre entre les index est isomorphe a` l’ordre filtrant entre les
e´le´ments de S. On de´finit un ordre plat sur l’ensemble 2Nk<ω et un autre ordre plat
sur l’ensemble Nk (de´finition 1.2.1). Par la proposition 1.2.2, l’ensemble de fonctions
continues selon Scott entre les deux ensembles ordonne´s que l’on vient de de´finir,
D := 2Nk<ω ⇀ Nk, est un ensemble partiellement ordonne´ complet. L’hypothe`se de
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l’ordre plat garantit que D soit un domaine dont la fonction x 7→⊥ joue le roˆle de
son e´le´ment minimal.
On de´finit la fonction d’ordre supe´rieur ß :D−→D, associant a` chaque fonction
0 ∈D, la fonction ß(0) donne´e par la loi,
{p1,p2, ...pm} 7→

⊥, {p1,p2, ...pm}=⊥,
p1, m= 1,
pm, si m> 1 et (A ou B) ,
0({p1,p2, ...pm−1}), sinon,
(1.1)
ou` les expressions A et B sont de´termine´es par les formules suivantes, lie´es a` la
de´finition 1.4.2,
A := JKK(p′) = JKK(p),
B := JKK(p′) 6= JKK(p) et
JKK(p′) 6= JKK(p) =⇒ JaK◦ JKK(p′)< JaK◦ JKK(p),
ou` p′ = 0({p1,p2, ...pm−1}) et p = pm (voir de´finition 1.4.2). La proposition A
est de´cidable parce il s’agit d’une comparaison dans un espace vectoriel sur les
nombres rationnels (l’e´galite´ entre les nombres rationnels est de´cidable). Par le
the´ore`me 1.3.2, B est de´cidable.
L’expression (1.1) est une composition de fonctions monotones (conditionnelle,
A, B, {p1,p2, ...pm} 7→ {p1,p2, ...pm−1}, etc.) et de l’argument de ß, c’est-a`-dire,
la fonction 0. Par le the´ore`me 1.1.2, la fonction d’ordre supe´rieur ß est continue
selon Scott. Par le the´ore`me 1.1.1, ß a un point fixe´ minimal JSK ∈D.
On de´montre par induction sur m que JSK(S) est effectivement la dernie`re
meilleure approximation du champ de Lagarias (a,K) de complexite´ S selon l’ordre
filtrant dont S est muni.
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cas m= 1. Le seul point qui retournera l’algorithme sera la meilleure
approximation, car le point p′ dans la de´finition 1.4.2 sera toujours e´gal a` p. En
conse´quence, la condition 1 de cette de´finition sera satisfaite.
cas m= u=⇒ cas m= u+ 1. Si p = pm est une meilleure approximation, ce
point ve´rifiera la condition 1 de la de´finition 1.4.2, pour p′ = pm et les conditions
1 ou 2 pour chaque p′ = pj , avec 1≤ j ≤ k−1. Cette dernie`re proprie´te´, par
l’hypothe`se de re´currence, est e´quivalente au fait que p′ = JSK({p1,p2, ...pm−1})
ve´rifie les conditions 1 et 2, c’est a` dire, que les proprie´te´s A ou B soient
satisfaites. Si elles sont effectivement satisfaites, la sortie de l’algorithme, p = pm,
sera une meilleure approximation supe´rieure de (a,K) de complexite´ S et la
dernie`re selon l’ordre dont S est muni.
Autrement, p = pm n’est pas une meilleure approximation supe´rieure du champ
de Lagarias (a,K) de complexite´ S. Par hypothe`se de re´currence,JSK({p1,p2, ...pm−1}) sera la dernie`re meilleure approximation supe´rieure du
champ de Lagarias (a,K) de complexite´ S selon l’ordre dont S est muni.
Par le principe d’induction comple`te on conclut que l’algorithme donne la
re´ponse attendue.
On introduit finalement un autre concept par rapport a` l’approximation dio-
phantienne simultane´e.
De´finition 1.4.4. Un vecteur (θ1, θ2, ...θk−1) est un guide supe´rieur (infe´rieur)
d’un champ de Lagarias (a,K) si et seulement si
1. JaK◦ JKK est borne´e supe´rieurement (infe´rieurement) ;
2. pour n’importe quelle suite de vecteurs entiers n 7→ (p(n)1 ,p(n)2 , ...p(n)k ), si les
conditions suivantes sont ve´rifie´es,
(a) limn→+∞
p
(n)
j
||(p(n)1 ,p
(n)
2 ,...p
(n)
k )||
= θj , 1≤ j ≤ k−1,,
(b) limn→+∞ ||(p(n)1 ,p(n)2 , ...p(n)k )||= +∞,
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alors n 7→ JaK◦ JKK(p(n)1 ,p(n)2 , ...p(n)k ) convergera vers le supremum
(l’infinimum) de JaK◦ JKK, lorsque n→+∞.
De´finition 1.4.5. On appelera suite de complexite´s isobariques a` l’ensemble Sn,k =
{(p1,p2, ...,pk) ∈ Nk : p1 + 2p2 + ...+kpk ≤ n}, ou` n≥ 1.
CHAPITRE 2
Q-ANALOGUE TE´TRAE´DRIQUE
L’e´tude du champ te´trae´drique suppose, comme pre´alable, celle du q-analogue
de nombres te´trae´driques (A000292 en [69]), c’est-a`-dire les nombres F -repre´sentables
par le noyau [4,−6,4,−1]. Au lieu d’utiliser la de´finition classique de q-analogue de
coefficients binomiaux (voir [12]) pour faire cette construction, on introduit un nou-
veau q-analogue oriente´ vers la F -repre´sentativite´ dans l’esprit de MacHenry et al.
(voir [49]). Graˆce a` une identite´ ve´rifie´e par le q-analogue de nombres te´trae´driques
(dans la forme d’un polynoˆme isobarique), qui permet de connaitre explicitement le
nume´rateur de la de´rive´e d’un quotient, on pourra de´montrer que certaine fonction
ne s’annule jamais. Cela va nous permettre de de´terminer la direction vers laquelle
l’interpolation du champ te´trae´drique, par une fonction continue invariante par
dilatations, atteint son maximum.
Le champ te´trae´drique pourrait se developper, d’une fac¸on plus bre`ve, sans faire
allusion au q-analogue des nombres te´trae´drique. On conside`re ne´anmoins que cette
nouvelle structure combinatoire est importante en soit-meˆme et qu’il faut la mettre
en e´vidence.
2.1 Polynoˆmes isobariques
MacHenry et al. ont introduit une approche ge´ne´rale aux mathe´matiques depuis
la the´orie de fonctions syme´triques qui a re´ussi a` re´duire de proble`mes en the´orie
de fonctions arithme´tiques (voir [54], [16], [53], [55], [57], [49], [48], [58]) et the´orie
alge´brique de nombres (voir [52], [56]) a` un langage commun de suites de polynoˆmes.
2.1.1 Anneau de fonctions syme´triques
Avant d’introduire les polynoˆmes isobariques, pour de raison historiques, on
va introduire l’anneau de fonctions syme´triques, qui est le plus utilise´ dans la
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litte´rature malgre´ les avantages the´orique qui offre l’anneau isobarique.
De´finition 2.1.1. ([51]) L’anneau de polynoˆmes syme´triques en k variables Λk(Q)
est le sous-anneau de Q[x1,x2, ...xk] invariant par l’action du groupe syme´trique
Sk dans les inde´termine´es x1,x2, ...xk (voir chapitre 3 de [12]). L’anneau Λk(Q) est
gradue´, donc Λk(Q) =⊕kj=1Λjk(Q), ou` Λjk(Q) est l’espace homoge`ne de degre´ j.
Pour m ≥ n, soit ρm,n : Λm(Q) −→ Λn(Q) la restriction de l’homomorphisme
Q[x1,x2, ...xm] −→ Q[x1,x2, ...xn] donne´ par : xu11 ...xumm 7→ xu11 ...xunn . Soit ρjm,n :
Λjm(Q)−→Λjn(Q) la restriction de ρm,n. On de´finit l’anneau des fonctions syme´triques
comme la somme directe Λ(Q) =⊕j∈NΛj(Q), ou` Λj(Q) = lim←−Λ
j
k(Q).
De´finition 2.1.2. Un partage α de n, note´e α`n, est un point α= (α1,α2, ...αk)∈
Nk tel que
k∑
j=1
jαj = n.
De´finition 2.1.3. ([55]) Soit l’homomorphisme κ : Λ−→Z[t1, t2, ...tk, ...] de´fini par
ej 7→ (−1)j+1tj , (2.1)
ou` ej est la j-e`me fonction syme´trique e´le´mentaire (l’homomorphisme est bien
de´fini car eα11 e
α2
2 ...e
αk
k est une base de Λj pour α ` j par le the´ore`me 4.3.7 de
[83]). On appellera anneau isobarique, note´ Λ′(Q), l’image de κ. Aussi, on
appellera anneau isobarique en k variables, note´ Λ′k(Q), l’image de Λk(Q) par κ.
De´finition 2.1.4. ([46]) On appelera poids du monoˆme tα11 t
α2
2 ...t
αk
k a` la somme
1α1 + 2α2 + ...+kαk.
L’adjectif isobarique est de´rive´ du grec iso- (e´gal) and baros (poids). L’an-
neau gradue´ Λ′(Q) est appele´ isobarique parce que chacun de ses espaces homoge`nes
Λj est de´fini comme l’ensemble des polynoˆmes de Z[t1, t2, ..., tj ] tels que le poids
de chaque monoˆme soit j. L’origine historique des polynoˆmes isobariques est dans
la forme du polynoˆme indicateur de cycles (voir [75]). Le mot isobarique a e´te´
introduit G. Po´lya :
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Der Zyklenzeiger ist ein isobares Polynom vom Gewichte s (page 157
de [71]).
2.1.2 Polynoˆmes de Fibonacci et Lucas ge´ne´ralise´s
La caracte´ristique la plus remarquable de l’approche de MacHenry et al. a` la
the´orie de fonctions syme´triques, selon le point de vue de ce me´moire, est la fac¸on
de traiter les suites de polynoˆmes syme´triques comme des objets en eux-meˆmes
et pas comme des suites d’objets. Cette ide´e est introduite en [55], ou` le module
de polynoˆmes isobariques ponde´re´s est de´fini. Chaque e´le´ment de ce module est
une suite de polynoˆmes dont son information est code´e par un vecteur et l’on
peut construire chaque e´le´ment de la suite graˆce a` un algorithme (les identite´s
de Newton). On ge´ne´ralise cette ide´e a` partir de la se´mantique de´notationnelle a`
fin de de´finir une suite (calculable) d’e´le´ments comme le point fixe´ d’une fonction
d’ordre supe´rieur continue selon Scott. Meˆme si du point de vue classique il serait
pre´fe´rable, en raison de son caracte`re plus e´le´mentaire, d’utiliser tout simplement
l’induction comple`te pour de´finir les d’objets d’une suite, on a choisi d’utiliser le
langage de la se´mantique de´notationnelle parce qu’on ne s’inte´resse pas aux objets
isole´s sinon au re`gles ge´ne´ratrices (algorithmes), qu’on identifie avec les e´quations
de domaines (voir [88], [92], [11], [64], [1]).
De´finition 2.1.5. Une suite calculable de polynoˆmes isobariques est un algorithme
qui S dont sa se´mantique JSK :N−→ Λ′(Q) ve´rifie que JSK(n) ∈ (Λ′(Q))n (espace
homoge`ne de polynoˆmes a` poids constant e´gal a` n).
De´finition 2.1.6. ([54]) Supposons que N et Λ′(Q) sont munis d’un ordre plat.
Soit D := N⇀ Λ′(Q) l’ensemble de fonctions continues selon Scott pour l’ordre
mentionne´. La suite de polynoˆmes de Fibonacci ge´ne´ralise´s (en k variables1, ou` k
est un nombre naturel ou k = +∞), est un algorithme Fib dont sa se´mantiqueJFibK : N−→ Λ′(Q) soit le point fixe´ de ß :D −→D de´termine´e par
1Si k = +∞, on conside`re automatiquement que min(n,+∞) := n pour chaque n ∈ N.
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ß(0) := n 7→
 1, si n= 0,∑min(n,k)
j=1 tj0(n− j), si n > 0.
(2.2)
On utilise la notation Fn pour JFibK(n).
De´finition 2.1.7. ([54]) Avec les meˆmes hypothe`ses que dans la de´finition 2.1.6. La
suite de polynoˆmes de Lucas ge´ne´ralise´s (en k variables2, ou` k est un nombre naturel
ou k = +∞), est un algorithme Lucas dont sa se´mantique JLucasK : N −→ Λ′(Q)
soit le point fixe´ de la fonction d’ordre supe´rieur ß :D −→D de´termine´e par
ß(0) := n 7→

k, si n= 0,∑n−1
j=1 tj0(n− j) +ntn, si 0< n < k,∑min(n,k)
j=1 tj0(n− j), si n≥ k.
(2.3)
On utilise la notation Gn pour JLucasK(n).
Selon l’approche de domaines de Scott, les suites de polynoˆmes JFibK et JLucasK
sont des objets calculables en eux-meˆmes, pas de suites {Fn}n≥0 et {Gn}n≥0
dans le sens classique. Par exemple, l’algorithme Fib est code´e par un nombre de
Go¨del, qui peut eˆtre surmonte´ par le nombre de Go¨del de n’importe quel polynoˆme
de Fibonacci ge´ne´ralise´ d’index assez grand. En conse´quence, la suite de po-
lynoˆmes {Fn}n≥0 dans le sens classique du terme contient une quantite´ illimite´e
d’information tandis que l’algorithme Fib contient une quantite´ limite´e d’informa-
tion, qui est une borne supe´rieure de la complexite´ de Kolmogorov de la suite. On
s’inte´resse a` la me´thode Fib pour ge´ne´rer les polynoˆmes F0,F1,F2,F3, ..., pas aux
polynoˆmes particuliers.
De´finition 2.1.8. Soit A un anneau. Si le nombre k est fini, l’e´valuation au
point (p1,p2, ...pk) ∈ Ak d’une suite calculable arbitraire de polynoˆmes isobariques
de´termine´e par un algorithme S est de´finie comme l’algorithme S← (p1,p2, ...pk)
dont sa se´mantique JS← (p1,p2, ...pk)K : N−→ A soit de´termine´e par
2Si k = +∞, on conside`re automatiquement que l’affirmation n ≥ k est fausse pour chaque
n ∈ N.
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JS← (p1,p2, ...,pk)K(n) := JSK(n)(p1,p2, ...,pk).
Pour k = +∞, l’e´valuation d’une suite calculable arbitraire de polynoˆmes iso-
bariques de´termine´e par un algorithme S est de´finie seulement pour une suite de
valeurs ge´ne´re´e par un algorithme P tel que JPK :N−→A. Dans ce cas, on de´finit
un algorithme S←P dont sa se´mantique JS←PK : N−→ A soit de´termine´e par
JS←PK(n) := JSK(n)(JPK(0),JPK(1),JPK(2), ...,JPK(n−1)).
Remarque. L’e´le´ment d’index ze´ro de la suite de polynoˆmes isobariques est un
scalaire, donc, il n’est pas e´value´ dans aucune valeur des variables.
De´finition 2.1.9. ([49]) Une suite nume´rique {an}n≥0 est F -repre´sentable par le
noyau [t1, t2, ..., tk] si et seulement si an = Fn+d(t1, t2, ..., tk) pour quelque d ∈ Z.
Proposition 2.1.1. Chaque polynoˆme isobarique Fn correspond, selon l’isomor-
phisme κ−1 (voir de´finition 2.1.3), au polynoˆme syme´trique complet hn.
De´monstration. Voir [55].
Proposition 2.1.2. Chaque polynoˆme isobarique Gn correspond, selon l’isomor-
phisme κ−1 (voir de´finition 2.1.3), au polynoˆme syme´trique somme de puissances
pn
De´monstration. Voir the´ore`me 3.2. de ??.
2.2 Les polynoˆmes te´trae´driques
La de´finition suivante est dans l’esprit de [49], ou` les fonctions arithme´tiques
sont repre´sente´es localement par des e´valuations de la suite de polynoˆmes de Fibo-
nacci ge´ne´ralise´s.
De´finition 2.2.1. Le n-e`me nombre te´trae´drique est la valeur
Tn := Fn−1(4,−6,4,−1), n > 0,
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ou` Fn−1 est le n−1-e`me polynoˆme ge´ne´ralise´ de Fibonacci en quatre variables
(de´finition 2.1.6).
Exemple 2.2.1. Les premiers nombres te´trae´driques sont :
1,4,10,20,35,56,84,120,165,220,286,364,455,560,680,816,969...
Proposition 2.2.1. La de´finition 2.2.1 co¨ıncide avec la de´finition de la suite
A000292 en [69], c’est-a`-dire
Tn =
 n+ 2
3
 . (2.4)
De´monstration. Par la proposition 2.1.1 et la de´finition du polynoˆme syme´trique
complet,
Fn−1(4,−6,4,−1) =
∑
u1+u2+u3+u4 = n−1
u1,u2,u3,u4 ∈ N
λu11 λ
u2
2 λ
u3
3 λ
u4
4 , (2.5)
ou` λ1,λ2,λ3,λ4 sont les racines du polynoˆme
C(X) =X4−4X3− (−6)X2−4X− (−1).
On ve´rifie sans peine que toutes les racines sont e´gales a` 1, donc,
Fn−1(4,−6,4,−1) est le nombre de solutions entie`res non ne´gatives de l’e´quation
u1 +u2 +u3 +u4 = n−1. (2.6)
Il y a une bijection entre les solutions non ne´gatives de l’e´quation (2.6) et les
suites de (n−1)+(4−1) bits dont 4−1 sont en e´tat active´ et le reste sont en e´tat
de´sactive´ (voir [99]). La quantite´ de suites de bits ve´rifiant cette proprie´te´ est
 (n−1) + (4−1)
4−1
=
 n+ 2
3
 .
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Donc, Tn ve´rifie la formule (2.4).
Remarque. L’interpre´tation ge´ome´trique de Tn est le nombre de boules dans une
pyramide triangulaire (te´trae`dre) dans laquelle chaque areˆte contient n+ 1 boules
(voir [32]).
Du point de vue classique on devrait de´finir le q-analogue (voir [12]) du nombre
te´trae´drique Tn par la formule
[Tn]q :=
 n+ 2
3

q
, (2.7)
ou` l’expression limite´ par [ ]q est le q-analogue du coefficient binomial. Dans le
cadre des polynoˆmes isobariques, c’est plus naturel ne´anmoins de de´finir le
q-analogue Tn(q) d’un nombre te´trae´drique Tn comme une ge´ne´ralisation de
Fn−1(4,−6,4,−1), c’est-a`-dire une expression en q telle que elle devienne
Fn−1(4,−6,4,−1) lorsque q→ 1−.
De´finition 2.2.2. Le q-analogue du n-e`me nombre te´trae´drique est le polynoˆme
suivant en q, de´termine´ par l’expression
Tn(q) :=Fn−1
4q,−(7q−1)q,4(2q−1)q2,−(8q−7)q3,8(q−1)q2n,−8(q−1)q2n+1︸ ︷︷ ︸
ite´rer pour chaque n≥2
 .
Remarque. Meˆme si la quantite´ de variables est infinie, elle est de´finie par un
algorithme. On doit la calculer donc selon la de´finition 2.1.8.
Lemme 2.2.2. Le q-analogue de nombres te´trae´driques ve´rifie l’e´quation de re´currence
non homoge`ne
Tn(q) = n2qn−1 + qTn−2(q), n≥ 3. (2.8)
De´monstration. Soit ∆n(q) := Tn(q)− qTn−2(q). Il suffit de de´montrer par induc-
tion comple`te que ∆n(q) = n2qn−1 sur n≥ 3.
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n = 1,2,3,4. Par l’e´quation de domaine de F (de´finition 2.1.6), le the´ore`me 1.1.1
et l’algorithme d’e´valuation (de´finition 2.1.8), on peut calculer les premie`res
valeurs de T1(q) ,
T1(q) = 1,
T2(q) = 4q,
T3(q) = 9q2 + q,
T4(q) = 16q3 + 4q2
T5(q) = 25q4 + 9q3 + q2,
T6(q) = 36q5 + 16q4 + 4q3.
En conse´quence,
T3(q)− qT1(q) = 32q2,
T4(q)− qT2(q) = 42q3
T5(q)− qT3(q) = 52q4,
T6(q)− qT4(q) = 62q5.
cas n≤ u−1 =⇒ cas n= u. Par l’e´quation de domaine de F (de´finition 2.1.6.)
et le the´ore`me 1.1.1,
Fn(t1, t2, ...tn) =
n∑
j=1
tjFn−j(t1, t2, ...tn−j), 1≤ n≤ u+ 1.
On applique l’algorithme d’e´valuation (de´finition 2.1.8) a` l’e´galite´ ante´rieure
(on substitut n par n+ 1 pour avoir une notation plus simple),
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Tn(q) = 4qTn−1(q)− (7q−1)qTn−2(q) + 4(2q−1)q2Tn−3(q)− (8q−7)q3Tn−4(q)
+
n∑
j=5
8(q−1)(−q)j−1Tn−j(q), 1≤ n≤ u. (2.9)
On obtient la re´currence suivante par la line´arite´ de (2.9),
∆u(q) = 4q∆u−1(q)− (7q−1)q∆u−2(q) + 4(2q−1)q2∆u−3(q)− (8q−7)q3∆u−4(q)
+
u∑
j=5
8(q−1)(−q)j−1∆u−j(q), 1≤ n≤ u. (2.10)
Or, d’apre`s l’hypothe`se de re´currence (applique´e a` l’e´quation 2.10),
∆u(q) = 4q(u−1)2qu−2− (7q−1)q(u−2)2qu−3 + 4(2q−1)q2(u−3)2qu−4
−(8q−7)q3(u−4)2qu−5 +
u∑
j=5
8(q−1)(−q)j−1(u− j)2qu−j−1
= 4(u−1)2qu−1− (7qu−1− qu−2)(u−2)2 + 4(2qu−1− qu−2)(u−3)2
−(8qu−1−7qu−2)(u−4)2 + 8(q−1)qu−2u
2−9u+ 20
2
=
(
4(u−1)2−7(u−2)2 + 8(u−3)2−8(u−4)2 + 4(u2−9u+ 20)
)
qu−1
+
(
(u−2)2−4(u−3)2 + 7(u−4)2−4(u2−9u+ 20)
)
qu−2
= u2qu−1.
D’apre`s le principe d’induction comple`te, l’e´quation (2.8) est vraie pour tout
entier n≥ 3.
Lemme 2.2.3. Le q-analogue des nombres te´trae´driques ve´rifie
Tn(q) =
bn−12 c∑
j=0
(n−2j)2 qn−1−j . (2.11)
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Remarque. Les coefficients deTn(q) correspondent aux nombres du triangle A152205
de [69].
De´monstration. Soit fn(q) :=
∑bn−12 c
j=0 (n−2j)2 qn−1−j . On ve´rifie sans peine que
bn−12 c−1 = b (n−2)−12 c, pour chanque n≥ 3. En conse´quence,
bn−12 c∑
j=0
(n−2j)2 qn−1−j = n2qn−1 +
⌊
(n−2)−1
2
⌋
∑
j=0
(n−2j)2 qn−1−j .
Substituant les sommes par fn(q) et fn−2(q) dans l’e´galite´ ante´rieure,
fn(q) = n2qn−1 +fn−2(q).
Par le lemme 2.2.2, il suffit de ve´rifier que fn(q) satisfait les meˆmes conditions
initiales que Tn(q). On calcule sans peine f1(q) = 1, f2(q) = 4q et l’on ve´rifie dans
la liste donne´e dans la de´monstration du lemme 2.2.2 que f1(q) =T1(q) et f2(q) =
T2(q) respectivement. Donc Tn(q) = fn(q) pour chaque n≥ 1.
De´finition 2.2.3. L’ope´rateur line´aire Ψ :Q[q,X]−→ Λ′(Q) est de´fini sur la base,
qjXn 7→ tj+1tn−(j+1)).
De´finition 2.2.4. On appellera suite de polynoˆmes isobariques te´trae´driques a`
{Tn}n≥3 de´finie par la formule
Tn = Ψ(XnTn−2(q)) , n≥ 3.
The´ore`me 2.2.4. Pour chaque n≥ 3,
Tn =
∑
a+ b = n
0< a < b
(b−a)2tatb. (2.12)
De´monstration. Par le lemme 2.2.3,
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Tn = Ψ(XnTn−2(q))
= Ψ
⌊
(n−2)−1
2
⌋
∑
j=0
(n−2j)2 q(n−2)−1−jXn
=
⌊
(n−2)−1
2
⌋
∑
j=0
(n−2j)2Ψ
(
q(n−2)−1−jXn
)
=
⌊
(n−2)−1
2
⌋
∑
j=0
(n−2j)2 tj+2tn−(j+2)
=
⌊
(n−2)−1
2
⌋
∑
j=0
((n− (j+ 2))− (j+ 2))2 tj+2tn−(j+2)
=
∑
a+ b = n
0< a < b
(b−a)2tatb.
De´finition 2.2.5. On appellera polynoˆme isobarique te´trae´drique partiel a` Tn,k :=
ρ′n,k(Tn), ou` n ≥ 3, k ≥ 1 et l’homomorphisme d’anneaux ρ′n,k rend commutatif le
diagramme suivant,
Λn(Q) Λ′n(Q)
Λk(Q) Λ′k(Q)
κ|Λn(Q)
ρn,k ρ′n,k
κ|Λk(Q)
(2.13)
ou` ρn,k et κ apparaissent dans les de´finitions 2.1.1 et 2.1.3 respectivement. En
particulier,
ρ′n,k(tj) =
 tj , si j ≤ k,0, si j > k. (2.14)
Le lemme suivant joue un roˆle fondamental dans l’e´tude de l’entropie te´trae´drique
(proposition 3.1.9).
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Lemme 2.2.5. Soit Q(X) = 1−∑kj=1 tjXj le polynoˆme re´ciproque de C(X) (de´finition
3.1.4), alors  Q(X)−Q(0)X
Q′(X)
′ =−∑2kn=3Tn,kXn−3
(Q′(X))2
. (2.15)
De´monstration. Par la re`gle du quotient,
− 1−Q(X)X
Q′(X)
′ =−
(1−Q(X)
X
)′
Q′(X)− 1−Q(X)X Q′′(X)
(Q′(X))2 .
Le nume´rateur dans l’expression ante´rieure peut eˆtre transforme´ alge´briquement
de la fac¸on suivante,
(
1−Q(X)
X
)′
Q′(X)− 1−Q(X)
X
Q′′(X)
= −
(
t1 + t2X+ t3X2 + ...
)′ (
t1 + 2t2X+ 3t3X2 + ...
)
+
(
t1 + t2X+ t3X2 + ...
)(
t1 + 2t2X+ 3t3X2 + ...
)′
= −
(
t2 + 2t3X+ 3t4X2 + ...
)(
t1 + 2t2X+ 3t3X2 + ...
)
+
(
t1 + t2X+ t3X2 + ...
)
(2 ·1t2 + 3 ·2t3X+ ...)
=
k∑
j=1
k∑
`=2
`(`−1)tjt`X(j−1)+(`−2)−
k∑
j=1
k∑
`=2
j(`−1)tjt`X(j−1)+(`−2)
=
k∑
j=1
k∑
`=2
(`− j)(`−1)tjt`X(j−1)+(`−2).
Par les changements de variables n= j+ ` et a= `,
39
k∑
j=1
k∑
`=2
(`− j)(`−1)tjt`X(j−1)+(`−2),
=
2k∑
n=3

∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)(a−1)tatb
X
n−3
=
2k∑
n=3

∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)2tatb
X
n−3 +
2k∑
n=3

∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)(b−1)tatb
X
n−3
=
2k∑
n=3

∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)2tatb
X
n−3−
2k∑
n=3

∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)(a−1)tatb
X
n−3
=
2k∑
n=3

1
2
∑
a+ b = n
1≤ a≤ k
1≤ b≤ k
(a− b)2tatb
X
n−3
=
2k∑
n=3
Tn,kX
n−3.
Donc, la de´rive´e du quotient
Q(X)−Q(0)
X
Q′(X) peut s’exprimer de la fac¸on attendue.
CHAPITRE 3
LE CHAMP TE´TRAE´DRIQUE
La courbe de Ve´rone`se,
ν := {(x,x2,x3, ..,xk−1) : x ∈ R},
est tre`s importante du point de vue historique parce qu’elle a donne´e lieu a` la
naissance de l’approximation diophantienne en varie´te´s (voir [9]). Le but du
champ te´trae´drique est de caracte´riser les points alge´briques de cette courbe
comme ses vecteurs guides supe´rieurs (de´finition 1.4.4).
En effet, soit C(X) :=Xk−∑kj=1 tjXk−j , ou` (t1, t2, .., tk)∈ (Q≥0)k\{0} et k≥ 2.
On note β la seule racine re´elle positive de C(X). La classe d’e´quivalence R>0
(
c1, c2
1
β , c3
1
β2 ,
.., ck
1
βk−1
)
+R≥0(1− c1,1− c2,1− c3, ..,1− ck), ou`
∀j ∈ {1,2, ..,k}, cj :=
 1, si tj 6= 0,0, si tj = 0, (3.1)
peut eˆtre caracte´rise´e comme les points de maximum de la fonction
L(x1,x2, ..,xk) :=
∑k
j=1 tjxj log
(∑k
i=1 tixi
xj
)
∑k
j=1 jtjxj
, ∀xj > 0, (3.2)
de´finie sur la frontie`re (les points avec de coordonne´es e´gales a` ze´ro) par
continuite´, sauf a` l’origine, ou` elle n’est pas de´finie au but de donner un caracte`re
projectif a` la construction.
3.1 L’e´quation diffe´rentielle te´trae´drique
De´finition 3.1.1. Une fonction te´trae´drique M : [0,+∞] −→ R est une fonction
continue (selon la topologie he´rite´ de la droite re´elle acheve´e1), de classe C2 dans
l’inte´rieur de son domaine de de´finition, telle que :
1Cette condition implique l’existence de limx→0+M(x) et limx→+∞M(x).
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1. M(0) 6= 0 et M(+∞) 6= 0 ;
2. M(x)> 0, ∀x ∈ (0,+∞) ;
3. M ′(x)< 0, ∀x ∈ (0,+∞).
De´finition 3.1.2. L’e´quation te´trae´drique est l’e´quation diffe´rentielle suivante,
f ′′(x) = M
′′(x)
M ′(x) f
′(x) + c M
′(x)
xM(x) , ∀x ∈ (0,+∞), (3.3)
ou` c > 0 est une constante arbitraire.
Remarque. La constante c dans l’e´quation (3.3) s’interpre`te comme l’unite´ de me-
sure par rapport a` n’importe quel phe´nome`ne physique de´crit par cette e´quation.
De´finition 3.1.3. Soit M(x) une fonction te´trae´drique, une fonction d’entropie
te´trae´drique associe´e a` M(x) est une solution de classe C2 de l’e´quation (3.3).
A` continuations on de´duit certains proprie´te´s des solutions de l’e´quation (3.3).
Lemme 3.1.1. Soit M(x) une fonction te´trae´drique et f(x), la fonction d’entropie
te´trae´drique associe´e a` M(x). Si x= r ∈ (0,+∞) est un point stationnaire de f(x)
alors x= r sera un point de maximum local strict.
De´monstration. Soit x= r ∈ (0,+∞) un point stationnaire. En vertu du the´ore`me
de Fermat, l’e´quation (3.3) devient
f ′′(r) = c M
′(r)
rM(r) < 0. (3.4)
Par conse´quent, x= r est un point de maximum local strict de f(x).
Lemme 3.1.2. Soit M(x) une fonction te´trae´drique et f(x) la fonction d’entropie
te´trae´drique associe´e a` M(x). Si x = r ∈ (0,+∞) et x = s ∈ (0,+∞) sont deux
points de maximum locaux stricts de f(x), ils seront e´gaux.
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De´monstration. Supposons que x= r et x= s sont deux points de maximum locaux
stricts de f(x) et que r 6= s. On se restreint, sans perte de ge´ne´ralite´, au cas r < s.
Par le the´ore`me de Fermat, f ′(r) = f ′(s) = 0. Par le the´ore`me de Rolle il existe
un point ξ ∈ (r,s) tel que f ′′(ξ) = 0, mais cela est absurde en raison de l’ine´galite´
(3.4). Par reductio ad absurdum, r = s.
Lemme 3.1.3. Soit M(x) une fonction te´trae´drique et f(x) la fonction d’entropie
te´trae´drique associe´e a` M(x). Si x = r est un point de maximum local strict de
f(x), alors x= r sera un point de maximum global de f(x).
De´monstration. Il suffit de de´montrer, en raison du lemme 3.1.2, que ni x = 0 ni
x = +∞ sont de points de maximum globaux de f(x). Supposons que x = 0 est
un point de maximum global de f(x). Par le the´ore`me des bornes atteintes, f(x)
atteint son minimum sur [0, r]. Si σ e´tait le point de minimum de f(x) sur [0, r],
on aurait 0 < σ < r, parce que r est un point de maximum strict. Dans ce cas r
serait un point stationnaire d’apre`s le the´ore`me de Fermat. Par le lemme 3.1.1, σ
devrait eˆtre un point de maximum local strict, mais cela contredit le fait que σ soit
un point de minimum local. Par reductio ad absurdum, x= 0 n’est pas un point de
maximum global de f(x).
Supposons que x = +∞ est un point de maximum global de f(x). Par le
the´ore`me des bornes atteintes, f(x) atteint son minimum sur [r,+∞] (meˆme si
l’ensemble [r,+∞] n’est pas borne´, il est un compact et la fonction est continue sur
[r,+∞]). Si σ e´tait le point de minimum de f(x) sur [r,+∞], on aurait l’ine´galite´
r < σ <+∞, parce que r est un point de maximum strict. Dans ce cas r serait un
point stationnaire d’apre`s le the´ore`me de Fermat. Par le lemme 3.1.1, σ devrait
eˆtre un point de maximum local strict, mais cela contredit le fait que σ soit un
point de minimum local. Par reductio ad absurdum, x= +∞ n’est pas un point de
maximum global de f(x).
Lemme 3.1.4. Soit M(x) une fonction te´trae´drique ge´ne´ralise´e. Si f(x) est une
fonction d’entropie te´trae´drique associe´e a` M(x), alors f(x)+aM(x)+b sera aussi
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une fonction d’entropie te´trae´drique associe´e a` M(x), pour n’importe quelle paire
(a,b) ∈ R2.
De´monstration. On ve´rifie sans peine que,
(aM(x) + b)′′ = M
′′(x)
M ′(x) (aM(x) + b)
′ , ∀x ∈ (0,+∞), (3.5)
par l’identite´ ante´rieure et l’e´quation (3.3),
(f(x) +aM(x) + b)′′ = M
′′(x)
M ′(x) (f(x) +aM(x) + b)
′+ c M
′(x)
xM(x) . (3.6)
Donc, f(x) +aM(x) + b est aussi une fonction d’entropie te´trae´drique associe´e
a` M(x).
Lemme 3.1.5. Soit M(x) une fonction te´trae´drique ge´ne´ralise´e. Si f(x) et g(x)
sont deux fonctions d’entropie te´trae´drique associe´es a` M(x), la fonction h(x) =
f(x)− g(x) pourra s’exprimer par la somme h(x) = aM(x) + b, pour quelque paire
(a,b) ∈ R2.
De´monstration. Soient f(x) et g(x) deux fonctions d’entropie te´trae´drique associe´es
a` M(x). La fonction h(x) = f(x)− g(x) est une solution de l’e´quation (line´aire)
(3.3) :
h′′(x) = M
′′(x)
M ′(x) h
′(x), ∀x ∈ (0,+∞). (3.7)
Par conse´quent, M ′(x)h′′(x)−M ′′(x)h′(x) = 0, c’est-a`-dire
(
h′(x)
M ′(x)
)′
= 0. Ainsi,
h′(x)
M ′(x) est une constante, note´e a. D’ou`, h
′(x) = aM ′(x). Donc, il existe un nombre
b ∈ R tel que h(x) = aM(x) + b.
Proposition 3.1.6. La famille de fonctions d’entropie te´trae´drique d’une fonction
te´trae´drique M(x) peut eˆtre parame´tre´e par (a,b) ∈ R2,
∀x ∈ (0,+∞); fa,b(x) = c
[
M(x)
∫ x
1
dt
tM(t) − logx
]
+aM(x) + b. (3.8)
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De´monstration. Par les lemmes 3.1.4, 3.1.5 et la line´arite´ de (3.3), il suffit de ve´rifier
que f(x) = c
(
M(x)
∫ x
1
dt
tM(t) − logx
)
est une solution particulie`re de (3.3). On le fait
a` continuation,
f ′(x) = c
[
M(x)
∫ x
1
dt
tM(t) − logx
]′
= cM ′(x)
∫ x
1
dt
tM(t) + cM(x)
1
xM(x) − c
1
x
= cM ′(x)
∫ x
1
dt
tM(t) , (3.9)
f ′′(x) = c
(
M ′(x)
∫ x
1
dt
tM(t)
)′
= cM ′′(x)
∫ x
1
dt
tM(t) + c
M ′(x)
xM(x)
= M
′′(x)
M ′(x)
(
cM ′(x)
∫ x
1
dt
tM(t)
)
+ c M
′(x)
xM(x)
= M
′′(x)
M ′(x) f
′(x) + c M
′(x)
xM(x) .
Proposition 3.1.7. Soit M(x) une fonction te´trae´drique et f(x) la fonction d’en-
tropie te´trae´drique associe´e a` M(x). Il existe un point x= r ∈ (0,+∞) de maximum
global strict de f(x).
De´monstration. Par la proposition 3.1.4, il existent deux points a,b ∈ R tels que
f(x) = fa,b(x) = c
[
M(x)
∫ x
1
dt
tM(t) − logx
]
+aM(x)+b. En raison de l’e´quation (3.9),
pour garantir l’existence d’un point stationnaire de f(x) il suffit de montrer que
l’e´quation suivante a une solution x ∈ (0,+∞),
∫ x
1
dt
tM(t) =−a. (3.10)
Par les ine´galite´s M(0) 6= 0 et M(+∞) 6= 0, on peut borner ∫ x1 dttM(t) par deux
multiples du logarithme,
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logx
M(0) ≤
∫ x
1
dt
tM(t) ≤
logx
M(+∞) . (3.11)
Par conse´quent, il y a deux points u,v ∈ (0,+∞) tels que ∫ u1 dttM(t) < −a et∫ v
1
dt
tM(t) >−a. Par le the´ore`me des valeurs intermediares, il existe un point ξ ∈ (u,v)
tel que
∫ ξ
1
dt
tM(t) = −a. Par le lemme 3.1.1, x = ξ est un point de maximum local.
Par le lemme 3.1.2, x= r est le seul point de maximum de f(x). Par le lemme 3.1.3,
x= ξ est un point de maximum global.
3.1.1 Fonctions te´trae´driques polynomiales
De´finition 3.1.4. ([31]) Soit C(X) un polynoˆme de degre´ k, son polynoˆme re´ciproque
est Q(X) =XkC
(
1
X
)
.
Proposition 3.1.8. Le polynoˆme C(X) a une racine positive et seulement une.
De´monstration. Par la re`gle des signes de Descartes (voir [43]), le nombre de racines
re´elles positives de C(X) est plus petit ou e´gal a` 1, car il y a un seul changement
de signe.
On suppose, sans perte de ge´ne´ralite´, que tk 6= 0 (autrement, on pourrait diviser
C(X) par Xj sans changer le nombre de racines positives). En conse´quence, C(0)<
−tk, C(K) > 0 pour quelque nombre K ∈ R>0 assez grand, car limx→+∞C(X) =
+∞. Par le the´ore`me de valeurs interme´diaires, C(X) a au moins une racine posi-
tive. Donc, le polynoˆme C(X) posse`de une racine positive et seulement une.
De´finition 3.1.5. La fonction te´trae´drique polynomiale associe´e a` C(X) est de´finie
par
M(x) =
Q(x)−Q(0)
x−0
Q′(x) , ∀x > 0, (3.12)
Les valeurs M(0) et M(+∞) sont de´finies par continuite´.
De´sormais M(x) sera une fonction te´trae´drique associe´e a` C(X).
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Proposition 3.1.9. La fonction te´trae´drique polynomial associe´e a` C(X) est, en
effet, une fonction te´trae´drique selon la de´finition 3.1.1.
De´monstration. La fonction M(x) est bien de´finie et continue sur (0,+∞) car
Q′(x) 6= 0 parce que x 7→ ∑kj=1 tjxj−1 est strictement croissante. On ve´rifie sans
peine que limx→0+M(x) = 1 et limx→+∞M(x) = 1k (condition 1. de la de´finition
3.1.1). La fonction M(x) est positive sur (0,+∞) parce que 1−Q(x) > 0 sur le
meˆme intervalle (condition 2. de la de´finition 3.1.1) Finalement, M(x) ve´rifie la
condition 3 de la de´finition 3.1.1 en raison du lemme 2.2.5,
M ′(x) =−
∑2k
n=3Tn,kx
n−3
(Q′(x))2
. (3.13)
Donc, M(x) est une fonction te´trae´drique.
Lemme 3.1.10. La famille de fonctions d’entropie te´trae´drique polynomiales as-
socie´es a` C(X) peut eˆtre parame´tre´e par (a,b) ∈ R2 de la fac¸on suivante,
∀x ∈ (0,+∞); fa,b(x) = cM(x) log(1−Q(x))− logx+aM(x) + b. (3.14)
De´monstration. Par le lemme 3.1.6 il suffit de calculer,
∫ x
1
dt
tM(t)
=
∫ x
1
−tQ′(t)
1−Q(t)
dt
t
=
∫ x
1
d(1−Q(t))
1−Q(t)
= log(1−Q(x))− log (1−Q(1)) .
Exemple 3.1.1. Le graphique 3.1 montre la fonction d’entropie te´trae´drique y =
f(x), ou` a= 0, b= 0 et C(X) =X3−X2−X−1.
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Figure 3.1 : Graphique de la fonction d’entropie te´trae´drique (3.14).
De´finition 3.1.6. Soient c1, c2, .., ck ∈ {0,1} fixe´s. Deux suites finies u1,u2, ..,uk
et v1,v2, ..,vk d’e´le´ments sont (c1, c2, .., ck)-e´quivalentes si et seulement s’il existe
λ > 0 tel que pour chaque j ∈ {1,2, ..,k}, si cj = 1 alors uj = λvj . Une suite finie
est une progression ge´ome´trique (c1, c2, .., ck)-se´lective si et seulement si elle est
(c1, c2, .., ck)-e´quivalente a` une progression ge´ome´trique.
On de´finit l’ensemble compact
X :=
{
(x1,x2, ..,xk) ∈ (Q≥0)k :
k∑
j=1
jtjxj = 1
et ∀j ∈ {1,2,3, ..,k}; cj = 0 =⇒ xj = 1
}
, (3.15)
de manie`re que la restriction L|X contienne la meˆme information que L, en raison
de son invariance par dilatations. Par le the´ore`me de bornes atteintes il y a au
moins un point de maximum de L|X , note´ (x∗1,x∗2, ..,x∗k) ∈ X .
Lemme 3.1.11. Avec les meˆmes hypothe`ses et les meˆmes notations de la proposi-
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tion 3.1.10,
cL
(
R>0
(
c1, c2x,c3x
2, .., ckx
k−1)+R≥0(1− c1,1− c2,1− c3, ..,1− ck))
= f0,0(x). (3.16)
ou` la fonction L est de´finie en (3.2).
De´monstration. On utilise la notation 0log
(
A
0
)
= 0. Par le lemme 3.1.11,
cL
(
R>0
(
c1, c2x,c3x
2, .., ckx
k−1)+R≥0(1− c1,1− c2,1− c3, ..,1− ck))
= c
∑k
j=1 cjtjx
j−1 log
(∑k
i=1 citix
i−1
cixj−1
)
∑k
j=1 jcjtjx
j−1
= c
∑k
j=1 tjx
j−1 log
(∑k
i=1 tix
i−1
xj−1
)
∑k
j=1 jtjx
j−1
= c
(t1 + t2x+ ...+ tkxk−1) log(t1 + t2x+ ...+ tkxk−1)−∑kj=1 tjxj−1 logxj−1
t1 + 2t2x+ 3t3x2 + ...+ktkxk−1
= c
(∑k
j=1 tjx
j−1) log∑kj=1 tjxj−1−(∑kj=1 jtjxj−1) logx+(∑kj=1 tjxj−1) logx
t1 + 2t2x+ 3t3x2 + ...+ktkxk−1
= c
∑k
j=1 tjx
j−1∑k
j=1 jtjx
j−1 log
x k∑
j=1
tjx
j−1
− c logx
= f0,0(x).
Lorsque l’on restreint la fonction-couˆt du champ te´trae´drique a` la courbe de
Ve´rone`se on obtient la fonction d’entropie te´trae´drique (lemme 3.1.11), qui peut
eˆtre caracte´rise´e par une e´quation diffe´rentielle line´aire non homoge`ne de deuxie`me
ordre a` coefficients variables. Le cas limite de cette e´quation est l’e´quation diffe´rentielle
de la fonction d’entropie binaire, qui n’est plus une fonction d’entropie te´trae´drique.
Donc, dans une ge´ne´ralisation de cette the´orie a` dimension infinie, l’entropie te´trae´drique
doit eˆtre substitue´ par l’entropie binaire et ce changement qualitatif aura de conse´quences
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non triviales dans le comportement diophantienne du champ de Lagarias. Par
exemple, le but ne serait plus d’approcher les puissances ne´gatives de la constante
de k-bonacci (nombres irrationnel en dimension finie), sinon les puissances ne´gatives
de 2 (nombres rationnels en dimension infinie). Dans ce me´moire ne´anmoins on se
limite au cas ou` la dimension soit finie. Voir un exemple d’approximation diophan-
tienne en dimension infinie en [26].
3.1.2 Proprie´te´ extre´male des progressions ge´ome´triques
Lemme 3.1.12. Soit L(x) = F (x)G(x) , ou` F,G : (R≥0)
k\{0} −→R sont deux fonctions
de classe C2 telles que F (λx) = λF (x) et G(λx) = λG(x) 6= 0, pour chaque λ ∈
R>0 et x ∈ R≥0. Pour chaque (x∗1,x∗2, ..,x∗k) ∈ X , si (x∗1,x∗2, ..,x∗k) est un point de
maximum local de la fonction L|X alors (x∗1,x∗2, ..,x∗k) sera une solution de l’e´quation
∂F
∂xj
(x) = L(x) ∂G
∂xj
(x), j = 1,2,3, ..,k. (3.17)
De´monstration. Par le the´ore`me de Fermat, tous les points de maximum de L
ve´rifient,
∂L
∂xj
(x) = 0, j = 1,2,3, ..,k.
Par la re`gle du quotient,
∂F
∂xj
(x)G(x)−F (x) ∂G∂xj (x)
G(x)2 = 0.
On multiplie l’e´quation ante´rieure par G(x) 6= 0,
∂F
∂xj
(x) = F (x)
G(x)
∂G
∂xj
(x).
Substituant F (x)G(x) par L(x), on obtient
∂F
∂xj
(x) = L(x) ∂G
∂xj
(x).
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Supposons que (x∗1,x∗2, ..,x∗k) est un point de maximum local de L|X , c’est-a`-
dire, le maximum de L est atteint sur la demi-droite R = R>0(x∗1,x∗2, ..,x∗k). Donc,
(x∗1,x∗2, ..,x∗k) ve´rifie l’e´quation ante´rieure.
Lemme 3.1.13. Les coordonne´es de tous les points de maximum locaux de L sont
(c1, c2, .., ck)-e´quivalentes a`
(
1, 1β ,
1
β2 , , ..,
1
βk−1
)
, ou` β est la racine positive de C(X).
De´monstration. Soient F (x) et G(x) donne´es par
F (x1,x2, ...,xk) =
k∑
j=1
tjxj log
(∑k
`=1 t`x`
xj
)
, (3.18)
G(x1,x2, ...,xk) =
k∑
j=1
jtjxj . (3.19)
Prenons 1≤ p≤ k tel que cp = 1. Supposons, sans perte de ge´ne´ralite´, que xp 6= 0
(pour obtenir le cas xp = 0 il suffit de passer a` la limite lorsque xp→ 0+ dans les
identite´s ci-dessous). On calcule sans peine
∂G(x)
∂xp
= ptp (3.20)
et
∂F
∂xp
(x) = ∂
∂xp
(t1x1 + t2x2 + ...+ tkxk) log(t1x1 + t2x2 + ...+ tkxk)
− ∂
∂xp
k∑
j=1
tjxj logxj
= (tp log(t1x1 + t2x2 + ...+ tkxk) + tp)− (tp logxp+ tp)
= tp log
(
t1x1 + t2x2 + ...+ tkxk
xp
)
. (3.21)
Substituant les expressions au-dessus dans l’e´quation (3.17), on obtient
tp log
(
t1x1 + t2x2 + ...+ tkxk
xp
)
= tppL(x). (3.22)
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Pour chaque index j ∈ {1,2,3, ..,k} tel que tj 6= 0 et tj+dj 6= 0 pour quelque
dj > 0, on calcule la diffe´rence entre l’e´quation (3.22) e´value´e en p= j et elle meˆme
e´value´e en p= j+dj ,
log
(
xj
xj+dj
)
= djL(x). (3.23)
Donc, les coordonne´es de chaque point de maximum local ve´rifient
xj+dj
xj
= xdj >
0 a` condition que tj 6= 0 et tj+dj 6= 0 pour quelque dj > 0. Substituant
xj+dj
xj
= xdj
par x−dj dans l’e´quation ante´rieure, on obtient
djL
(
R>0
(
c1, c2x,c3x
2, .., ckx
k−1)+R≥0(1− c1,1− c2,1− c3, ..,1− ck))
= logx−dj .
Par le lemme 3.1.11,
1
c
f0,0(x) = logx−dj
f0,0(x) = −cdj logx
cM(x) log(1−Q(x))− cdj logx = −cdj logx
cM(x) log(1−Q(x)) = 0
log(1−Q(x)) = 0
1−Q(x) = 1
Q(x) = 0.
Donc, les coordonne´es de tous les points de maximum locaux de L sont (c1, c2, .., ck)-
e´quivalentes a`
(
1, 1β ,
1
β2 , , ..,
1
βk−1
)
, ou` β est la racine positive de C(X).
The´ore`me 3.1.14. Les coordonne´es de tous les points de maximum de L sont en
progression ge´ome´trique (c1, c2, .., ck)-se´lective, (c1, c2, .., ck)-e´quivalente a`
(
1, 1β ,
1
β2 , , ..,
1
βk−1
)
,
ou` β est la racine positive de C(X).
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De´monstration. Soit η = c1 + c2 + ...+ ck. En raison de l’invariance par dilata-
tions de L et de l’inde´pendances de coordonne´es j-e`mes telles que cj = 0, il suf-
fit de de´montrer que les coordonne´es de tous les points de maximum de L|X
sont en progression ge´ome´trique (c1, c2, .., ck)-se´lective, (c1, c2, .., ck)-e´quivalente a`(
1, 1β ,
1
β2 , , ..,
1
βk−1
)
. On rappelle que l’ensemble X est de´fini dans l’expression (3.15).
Il faut remarquer que X de´pend de c1, c2, .., ck, meˆme si on ne le met pas en
e´vidence dans la notation. On va de´montrer par induction finie en η l’affirmation
plus ge´ne´rale suivante :
Si (x∗1,x∗2, ..,x∗k) est un point de maximum global de L|X (x1,x2, ..,xk)
alors (x∗1,x∗2, ..,x∗k) sera un point de maximum local2 de L. En plus,
(x∗1,x∗2, ..,x∗k) est une progression ge´ome´trique (c1, c2, .., ck)-se´lective (c1, c2, .., ck)-
e´quivalent a` (1, ξ, ξ2, ξ3, .., ξk−1) et maxL|X = − logξ, ou` ξ est la seule
racine positive de Q(x) (on remarque que ξ = 1β ).
cas η = 1. La fonction L|X devient,
L|X = tb1xb1 log
(
tb1xb1
xb1
)
= tb1xb1 log (tb1) , (3.24)
ou` tb1 6= 0.
Pour que la solution appartienne a` X il est ne´cessaire et suffisante que b1tb1xb1 =
1. Cette condition est ve´rifie´e par le seul point (en X ) (x∗1,x∗2, ..,x∗k) tel que x∗b1 =
1
b1tb1
et x∗j = 1 pour j 6= b1. En particulier, (x∗1,x∗2, ..,x∗k) est une progression ge´ome´trique
(c1, c2, .., ck)-se´lective, car c’est (c1, c2, .., ck)-e´quivalente a` un seul e´le´ment non nul.
En plus, (x∗1,x∗2, ..,x∗k) est un point de maximum local de L, parce que aucune de
ses coordonne´es n’est nulle. On ve´rifie sans peine que ξ = (1/tbj )1/bj et maxL|X =
1
bj
log tbj =− logξ.
2C’est un point de maximum local non strict en ge´ne´ral, c’est-a`-dire il peut eˆtre un point-selle.
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cas 1≤ η ≤ u−1< k =⇒ cas η = u. Soit b1, b2, .., bu la suite finie croissante
d’index j tels que cj = 1. La fonction L|X devient,
L|X =
u∑
j=1
tbjxbj log
(
tb1xb1 + ...+ tbuxbu
xbj
)
. (3.25)
Soit (x∗1,x∗2, ..,x∗k) un point de maximum de L|X . Si (x∗1,x∗2, ..,x∗k) n’e´tait pas un
point de maximum local de L, quelque xbj serait ze´ro, car le point de maximum
serait a` la frontie`re de (R≥0)k\{0}. Supposons que xbj0 = 0 pour quelque j0. Par
conse´quent, (x∗1,x∗2, ..,x∗k) est aussi le point de maximum d’un proble`me analogue,
avec la seule diffe´rence que cj0 = 0 et la valeur η est diminue´e d’une unite´. Par
hypothe`se de re´currence, la valeur de maxL|X est − logξ0, ou` ξ0 est la racine
positive de l’e´quation
∑
1≤ j ≤ u
j 6= j0
tbjx
bj = 1. (3.26)
Soit ξ1 la racine positive de l’e´quation
u∑
j=1
tbjx
bj = 1. (3.27)
La racine positive de l’e´quation (3.26) est plus grande que la racine positive de
l’e´quation (3.27), car bj0 6= 0 et la fonction
x 7→ ∑
1≤ j ≤ u
j 6= j0
tbjx
bj
est strictement croissante. Par l’ine´galite´
L(1, ξ1, ξ21 , ξ31 , ξ41 , .., ξk−11 ) =− logξ1 >− logξ0, (3.28)
on conclut que L n’atteigne pas son maximum sur la frontie`re de (R≥0)k\{0}. Par
reductio ad absurdum, (x∗1,x∗2, ..,x∗k) est un point de maximum local de L.
Par le lemme 3.1.13, (x∗1,x∗2, ..,x∗k) est (c1, c2, .., ck)-e´quivalent a`
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(1, ξ1, ξ21 , ξ31 , .., ξk−11 ).
Par induction finie l’afirmation est de´montre´.
3.2 Construction du champ te´trae´drique
3.2.1 Pre´liminaires
3.2.1.1 Diviseurs borne´s
On munira l’ensemble (N\{0})2 d’un ordre plat (de´finition 1.2.1), note´ <. La
proprie´te´ d’eˆtre continue selon Scott pour une fonction f : (N\{0})2 ∪ {⊥} −→
(N\{0})2∪{⊥} dans ce cadre est e´quivalente a`
∀x; f(⊥)< f(x),
c’est-a`-dire la fonction e´value´e dans un argument inde´fini ne peut contenir plus
d’information que sont e´valuation dans un e´le´ment de´fini. Par la proposition
1.2.2, D := (N\{0})2⇀ (N\{0})2 est un ensemble partiellement ordonne´ complet.
En plus, il s’agit d’un domaine parce que l’e´le´ment minimal est la fonction x 7→⊥.
Soit la fonction d’ordre supe´rieur ß :D −→D de´termine´e par
ß(0) := (n,m) 7→

⊥, si (n,m) =⊥,
n, si m= 1,
0(n,m−1), si m> 1 et nm 6∈ Z,
min{0(n,m−1),m}, si m> 1 et nm ∈ Z.
(3.29)
La fonction d’ordre supe´rieur ß est de´finie comme une composition de fonctions
monotones (selon <) et sa variable, qui est une fonction aussi, 0. Donc, ß est
continue selon Scott par le the´ore`me 1.1.2. Par le the´ore`me 1.1.1, ß a un point fixe´
minimal JdivcK ∈D. Ainsi, l’algorithme divc est determine´ se´mantiquement, meˆme
si on ne s’interese pas a` sa syntaxe.
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3.2.1.2 Diviseurs minimaux
On de´finit un algorithme divmin dont sa se´mantique JdivminK :N\{0} −→N\{0}
soit de´termine´e par
JdivminK(n) := JdivcK(n,n). (3.30)
3.2.1.3 Se´mantique de nombres premiers
Soit N muni d’un ordre plat et D := N⇀ N, l’ensemble de fonctions conti-
nues selon Scott pour l’ordre mentionne´. Go¨del a introduit en [29], d’une fac¸on
syntactique, un algorithme pour calculer le n-e`me nombre premier premier. Dans
ce me´moire JpremierK est le point fixe´ minimal de la fonction d’ordre supe´rieur
continue selon Scott ß :D −→D de´termine´e par
ß(0) := n 7→

⊥, si n=⊥,
2, si n= 0,
min{p ∈ N : p > 0(n−1) et p= JdivminK(p)}, si n > 0.
(3.31)
3.2.2 Se´mantique du logarithme vectoriel
Proposition 3.2.1. Les logarithmes naturels de nombres premiers sont line´airement
inde´pendants sur Q.
De´monstration. Soient m1n1 ,
m2
n2
, .., mknk de nombres rationnels, e´crits dans la forme
re´duite. Supposons que
m1
n1
logp1 +
m2
n2
logp2 + ...+
mk
nk
logpk = 0, (3.32)
p1,p2, ..,pk sont de nombres premiers diffe´rents. Si l’on multiplie l’e´galite´
ante´rieure par le plus petit multiple de de´nominateur, on obtiendra
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u1 logp1 +u2 logp2 + ...+uk logpk = 0, (3.33)
ou` u1,u2, ..,uk sont quelque nombres entiers. On applique la fonction
exponentielle a` l’e´galite´ ante´rieure,
pu11 p
u2
2 ...p
uk
k = 1. (3.34)
Par le the´ore`me fondamental de l’arithme´tique, un nombre rationnel est e´gal
a` 1 si et seulement si tous les exposants dans sa de´composition en nombres pre-
miers sont e´gaux a` ze´ro. Ainsi, u1 = u2 = ...= uk = 0. Par conse´quent, m1n1 =
m2
n2
=
...= mknk = 0. Donc, les logarithmes naturels de nombres premiers sont line´airement
inde´pendants sur Q.
Soit V l’espace vectoriel de dimension infinie de´nombrable ge´ne´re´ sur Q par la
base v2,v3,v5,v7, ..., ou` les index sont les nombres premiers. On introduit l’ordre
plat en Q>0 et V . Par la proposition 1.2.2, l’ensemble de fonctions continues selon
Scott D :=Q>0⇀V est partiellement ordonne´. Par continuite´ de Scott selon l’ordre
plat, D contient un e´le´ment minimal x 7→⊥. Donc, D est un domaine. La fonction
d’ordre supe´rieur ß :D −→D de´termine´e par
ß(0) := m
n
7→

⊥, si mn =⊥,
0V , si m= 1 et n= 1,
0
( mJdivminK(m)
n
)
+vJdivminK(m), si m> 1 et n= 1,
0
(
m
nJdivminK(n)
)
−vJdivminK(n), si n > 1.
(3.35)
est continue selon Scott en raison du the´ore`me 1.1.2, parce qu’elle est de´finie a`
partir d’une composition de fonctions monotones et de son argument 0. On
suppose toujours que gcd(m,n) = 1 dans la repre´sentation de mn . Par le the´ore`me
1.1.1, cette fonction a un point fixe´ minimal JlogK :Q>0 −→ V , appele´ logarithme
vectoriel, qui est une fonction totale, car le plus petit diviseur non trivial d’un
nombre plus grand que 1 est toujours plus grand que 1.
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3.2.3 Logarithme nume´rique
Soit ln un algorithme dont sa se´mantique JlnK : N\{0} −→ Rc asigne a` chaque
p ∈ N\{0} son logarithme naturel JlnK(p) = logp determine´ par la suite
JlnK(p) := n 7→ pn∑
k=n
1
k
. (3.36)
La diffe´rence entre les se´mantiques des algorithmes ln et log est que la premie`re
fonction calcule le logarithme naturel nume´riquement dans une arithme´tique exacte
tandis que la deuxie`me fonction calcule le logarithme naturel symboliquement
comme un point dans un espace vectoriel.
Proposition 3.2.2. L’algorithme ln de´termine un nombre re´el re´cursif.
De´monstration. Par le de´veloppement de Taylor du logarithme,
log
(
1 + 1
k
)
<
1
k
<− log
(
1− 1
k
)
, k ≥ 2,
log(k+ 1)− logk < 1
k
< logk− log(k−1),
log(np+ 1)− logn <
pn∑
k=n
1
k
< log(np)− log(np−1),
log(np+ 1)− logpn <
pn∑
k=n
1
k
− logp < logn− log(np−1),
log
(
1 + 1
pn
)
<
pn∑
k=n
1
k
− logp <− log
(
1− 1
pn
)
,
1
pn+ 1 <
pn∑
k=n
1
k
− logp < 1
pn−1 ,
Pour obtenir ∑pnk=n 1k − logp < 1N il suffit de choisir n > JGK(N) := N + 1 selon
la de´finition 1.3.1, car 1pn−1 <
1
p(N+1)−1 =
1
pN+p−1 ≤ 1N . Par le lemme 1.3.1, la suite
de´termine un nombre re´el re´cursif.
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De´finition 3.2.1. La fonction line´aire JaK :V −→Rc du champ de Lagarias te´trae´drique
est de´finie en chaque e´le´ment de la base par
JaK(vJpremierK(n)) := JlnK◦ JpremierK(n), (3.37)
ou` ln est l’algorithme de´finie en (3.36).
La fonction vectorielle du champ de Lagarias te´trae´drique est de´termine´e par
JOjK(p) :=

0V , si pj = 0,
tjpjJlogK(∑k`=1 tjp`pj
)
, si pj 6= 0,
(3.38)
JKK(p) :=

0V , si ∀j,pj = 0,
1∑k
j=1 jtjpj
∑k
j=1JOjK(p1,p2, ..,pk), si ∃j,pj 6= 0. (3.39)
ou` (p1,p2, ..,pk) sont les coordonne´es de p.
Proposition 3.2.3. Soit β la racine re´elle positive de C(X) et cj le symbol de´fini en
(3.1). Chaque e´le´ment de la classe d’e´quivalence R>0
(
1, 1β ,
1
β2 , ..,
1
βk−1
)
+R≥0(1−
c1,1− c2,1− c3, ..,1− ck) est associe´, du point de vue projectif, a` un vecteur un
guide supe´rieur de du champ de Lagarias pondere´3.
De´monstration. La fonction JaK ◦ JKK peut eˆtre interpole´e par l’expression (3.39)
peut eˆtre interpole´ au valeurs non entiers par la fonction (3.2). Donc, le re´sultat
suit du the´ore`me 3.1.14.
3On dit que (a1,a2, ...,ak) est associe´ du point de vue projectif a`
(
a1
ak
, a2ak
, ...,
ak−1
ak
)
.
CHAPITRE 4
LE CHAMP DE RAUZY
Rauzy a introduit en [74], pout l’e´tude de la re´partition dans R2 modulo Z2
de la suite {Nη}n∈N (η est unvecteur a` coordonne´es dans un corps cubique), une
nouvelle norme, appele´e norme de Rauzy, permettant d’e´tablir un lien entre les
meilleures approximations diophantiennes simultane´es et les fre´quences des lettres
dans un mot combinatoire infini. Cette construction combinatoire, qui est le point
fixe´ d’une substitution de Pisot, conduit a` de´terminer, lorsque le corps cubique
soit le corps de de´composition du polynoˆme C(X) = X3−X2−X− 1, la suite de
nombres de tribonacci (A000073 en [69]), qui est globalement F -repre´sentable par
le noyau1 [1,1,1] (voir [49]), permettant d’exprimer les meilleures approximations
diophantiennes simultane´es de
(
1
φ3
, 1(φ3)2
)
par les quotients
(
Fn−1,3(1,1,1)
Fn,3(1,1,1)
,
Fn−2,3(1,1,1)
Fn,3(1,1,1)
)
,
ou` φ3 est la racine re´els positive de C(X).
Dans ce chapitre on re´interpre`te le re´sultat de Rauzy en termes des champs
de Lagarias, au but d’e´tablir une comparaison entre la me´thode de Rauzy et la
me´thode te´trae´drique de´finie dans ce me´moire.
4.1 Le tenseur de Rauzy
Soit α une de racine complexe non re´elle du polynoˆme C(X) =X3−X2−X−1.
Proposition 4.1.1. On peut exprimer <α et (=α)2 a` partir de φ3 de la fac¸on
suivante,
1Cette proprie´te´ signifie que l’on peut ge´ne´rer cette suite nume´rique (de´cale´e) a` parir de la
suite de polynoˆmes de Fibonacci ge´ne´ralise´s e´value´s dans le noyau, c’est-a`-dire {Fn−2,3(1,1,1)}.
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<α = −12φ3 +
1
2 , (4.1)
(=α)2 = 34(φ3)
2− 12φ3−
5
4 . (4.2)
De´monstration. Les deux racines non re´elles du polynoˆme X3−X2−X − 1 sont
complexes conjugue´e parce que tous les coefficients sont re´els. Par les identite´s de
Vie`tes,
φ3 +α+α = 1.
Par conse´quent, <α = 1−φ32 . Par les identite´s de Vie`tes une fois encore,
φ3αα = 1.
D’ou`, (<α)2 + (=α)2 = 1φ3 . On de´veloppe cette identite´,
(=α)2 = 1
φ3
− (<α)2
= 1
φ3
−
(1
2 −
1
2φ3
)2
= 34(φ3)
2− 12φ3−
5
4 .
De´finition 4.1.1. ([74]) La forme quadratique de Rauzy2 est la forme quadratique
R(x,y) a` coefficients en Z[φ3] donne´e par la formule
R(x,y) :=
∣∣∣∣∣
(
α+ 1
φ3
)
x+ 1
φ3
y
∣∣∣∣∣
2
, (4.3)
ou` x et y sont deux variables re´els.
2Rauzy a de´fini en [74] la norme qui porte son nom. Dans ce me´moire on s’interese plus a` la
forme quadratique qui la determine.
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Proposition 4.1.2. On peut exprimer R(x,y) explicitement de la fac¸on suivante,
R(x,y) =
(
(φ3)2−3
)
x2 +
(
−(φ3)2 + 3φ3−2
)
xy+
(
−(φ3)2 + 2φ3
)
y2. (4.4)
De´monstration.
R(x,y) :=
∣∣∣∣∣
(
α+ 1
φ3
)
x+ 1
φ3
y
∣∣∣∣∣
2
=
∣∣∣(α+ (φ3)2−φ3−1)x+((φ3)2−φ3−1)y∣∣∣2
=
∣∣∣(<α+ (φ3)2−φ3−1)x+((φ3)2−φ3−1)y+ i(=α)x∣∣∣2
=
((
<α+ (φ3)2−φ3−1
)
x+
(
(φ3)2−φ3−1
)
y
)2
+ (=α)2x2
=
((1
2 −
1
2φ3 + (φ3)
2−φ3−1
)
x+
(
(φ3)2−φ3−1
)
y
)2
+
(3
4(φ3)
2− 12φ−
5
4
)
x2
=
((
(φ3)2− 32φ3−
1
2
)
x+
(
(φ3)2−φ3−1
)
y
)2
+
(3
4(φ3)
2− 12φ−
5
4
)
x2
=
(
(x+y)(φ3)2−
(3
2x+y
)
φ3− 12x−y
)2
+
(3
4(φ3)
2− 12φ−
5
4
)
x2
=
((1
4x
2−xy−y2
)
(φ3)2 +
(1
2 x
2 + 3xy+ 2y2
)
φ3 +
(
−74 x
2−2xy
))
+
(3
4(φ3)
2− 12φ−
5
4
)
x2
=
(
x2−xy−y2
)
(φ3)2 +
(
3xy+ 2y2
)
φ3 +
(
−3x2−2xy
)
=
(
(φ3)2−3
)
x2 +
(
−(φ3)2 + 3φ3−2
)
xy+
(
−(φ3)2 + 2φ3
)
y2.
De´finition 4.1.2. Le tenseur de Rauzy G :Q3⊗Q3 −→Q3 est donne´ par
←→G (v,w) :=
(
wTAv,wTBv,wTCv
)
, (4.5)
ou` les matrices A, B et C sont de´finies par
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A :=

1 −12 0
−12 −1 −1
0 −1 0
 ,B :=

0 32 −12
3
2 2
3
2
−12 32 −1
 ,C :=

−3 −1 −1
−1 0 12
−1 12 2
 . (4.6)
Proposition 4.1.3. On peut exprimer la mesure d’approximation a`
(
1
φ3
, 1(φ3)2
)
donne´e par la me´thode de Rauzy a` partir du tenseur de Rauzy,
R
(
x− 1
φ3
z,y− 1(φ3)2 z
)
=←→G


x
y
z
 ,

x
y
z



(φ3)2
φ3
1
 . (4.7)
De´monstration.
R
(
x− 1
φ3
z,y− 1(φ3)2 z
)
= R
(
x−
(
(φ3)2−φ3−1
)
z,y−
(
−(φ3)2 + 2φ3
)
z
)
=
(
(φ3)2−3
)(
x−
(
(φ3)2−φ3−1
)
z
)2
+
(
−(φ3)2 + 3φ3−2
)(
x−
(
(φ3)2−φ3−1
)
z
)(
y−
(
−(φ3)2 + 2φ3
)
z
)
+
(
−(φ3)2 + 2φ
)(
y−
(
−(φ3)2 + 2φ3
)
z
)2
=
(
(φ3)2−3
)
x2 +
(
−(φ3)2 + 3φ3−2
)
xy+
(
−(φ3)2 + 2φ3
)
y2 +
(
(φ3)2−φ3−2
)
xz
+
(
−2(φ3)2 + 3φ3 + 1
)
yz+ (−φ3 + 2)z2
=
(
x2−xy−y2 +xy−2yz
)
(φ3)2
+
(
3xy+ 2y2−xz+ 3yz− z2
)
φ3
+
(
−3x2−2xy−2xz+yz+ 2z2
)
1
= ←→G


x
y
z
 ,

x
y
z



(φ3)2
φ3
1
 .
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4.2 Construction du champ de Rauzy
Proposition 4.2.1. La suite
n 7→ Gn+1(1,1,1)
Gn(1,1,1)
determine un nombre re´el re´cursif.
De´monstration. Par le lemme 2.1.2, Gn(1,1,1) = (φ3)n+αn+αn. On peut calculer
sans peine le nombre M > 0 tel que
∣∣∣∣∣Gn+1(1,1,1)Gn(1,1,1) −φ3
∣∣∣∣∣
=
∣∣∣∣∣(φ3)n+1 +αn+1 +αn+1(φ3)n+αn+αn −φ3
∣∣∣∣∣
=
∣∣∣∣∣∣
(φ3)n+1 +αn+1 +αn+1−
(
(φ3)n+1 +φ3αn+φ3αn
)
(φ3)n+αn+αn
∣∣∣∣∣∣
=
∣∣∣∣∣αn(α−φ3) +αn(α−φ3)(φ3)n+αn+αn
∣∣∣∣∣
≤
∣∣∣∣∣ αn(α−φ3)(φ3)n+αn+αn
∣∣∣∣∣+
∣∣∣∣∣ αn(α−φ3)(φ3)n+αn+αn
∣∣∣∣∣
≤ M
( |α|
φ3
)n
.
En conse´quence,
∣∣∣Gn+1(1,1,1)Gn(1,1,1) −φ3∣∣∣ < 1N a` condition que n > 1log( |α|φ3 ) log
(
1
MN
)
.
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En effet,
n >
1
log
( |α|
φ3
) log( 1
MN
)
,
n log
( |α|
φ3
)
< log
( 1
MN
)
,( |α|
φ3
)n
<
1
MN
,
M
( |α|
φ3
)n
<
1
N
.
Par le lemme 1.3.1, la la suite determine un nombre re´el re´cursif.
De´finition 4.2.1. Le champ de Rauzy est un champ de Lagarias (a,K) tel que
k = 3 et V est l’espace vectoriel sur Q ge´ne´re´ par la base B = {v1,v2,v3}.
La fonction line´aire JaK du champ de Rauzy est de´finie sur la base B de la fac¸on
suivante,
JaK(v1) := n 7→ Gn+2(1,1,1)
Gn(1,1,1)
, (4.8)
JaK(v2) := n 7→ Gn+1(1,1,1)
Gn(1,1,1)
, (4.9)
JaK(v3) := 1. (4.10)
La fonction JKK est de´finie a` partir de ses coordonne´es dans la base B de la
fac¸on suivante,
[JKK(p1,p2,p3)]B :=←→G


p1
p2
p3
 ,

p1
p2
p3

 . (4.11)
Proposition 4.2.2. Le vecteur ( 1φ3 ,
1
(φ3)2 ) est un guide infe´rieure du champ de
Rauzy.
De´monstration. On a construit l’expression (a,K) du champ de Lagarias en (4.11)
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selon l’expression (4.8). D’ou`, la valeur ze´ro est un point d’accumulation de l’image
de JaK◦ JKK en raison du the´ore`me d’approximation de Dirichlet applique´ au vec-
teur ( 1φ3 ,
1
(φ3)2 ,1). Donc, il reste a` de´montrer que R(x,y) est de´finie positive
3 pour
garantir que JaK◦JKK(p1,p2,p3)> 0 pour (p1,p2,p3) 6= (0,0,0). On ve´rifie sans peine
que le coefficient de x, (φ3)2−3 et le discriminant de R(x,y)
(
−(φ3)2 + 3φ3−2
)2−4((φ3)2−3)(−(φ3)2 + 2φ3)
sont positifs, d’apre`s l’expression (4.4). Donc, R(x,y) est de´finie positive.
4.3 Comparaison
La liste suivante montre la comparaison entre les meilleures approximations
supe´rieures et infe´rieures selon le champ te´trae´drique et le champ de Rauzy, respec-
tivement. On a fait une permutation dans l’ordre de coordonne´es au but d’obtenir
deux quotients pour s’approcher simultane´ment au vecteur
(
1
φ3
, 1(φ3)2
)
.
Meˆme si l’on a de´veloppe´ une se´mantique tre`s e´le´gante pour l’arithme´tique de
pre´cision infinie, du point de vue pratique c’est mieux d’utiliser les nombres re´els a`
virgule flottante, meˆme si pour de valeurs de n trop grand cela ne va plus marcher.
Donc, on va utiliser le programme informatique suivant, e´crit en SAGE :
tribonacci_constant = 1.83928675521416
def N_Rauzy(x,y):
return float( ( (xˆ2 - x*y - yˆ2)*tribonacci_constantˆ2 +
(3*x*y + 2*yˆ2)*tribonacci_constant - (3*xˆ2 + 2*x*y) ) )
def L_Rauzy(x,y,z):
3Meˆme si la motivation pour de´finir R(x,y) e´tait le carre´ de la norme de Rauzy, on n’a pas
encore de´montre´ cela dans ce me´moire.
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return N_Rauzy(x - z/tribonacci_constant, y
- z/(tribonacci_constantˆ2))
def max_mult3(n):
A = []
for j in range(1,n+1):
A = A + [(p,float(sum([ (0 if a == 0 else
a * log( float(sum(p))/a ))
for a in p ]) )/j) for
p in WeightedIntegerVectors(j, range(1,4)).list()]
s = A[[a[1]for a in A].index(max([a[1] for a in A]))][0]
return (Integer(s[1])/Integer(s[0]), Integer(s[2])/Integer(s[0]))
def min_Rauzy(n):
A = []
for j in range(1,n+1):
A = A + [(p,L_Rauzy(p[0],p[1],p[2]))
for p in WeightedIntegerVectors(j, range(1,4)).list()]
s = A[[a[1]for a in A].index(min([a[1] for a in A]))][0]
return (Integer(s[0])/Integer(s[2]), Integer(s[1])/Integer(s[2]))
Apre`s l’exe´cution du programme informatique ante´rieur on a obtenu les valeurs
suivants, qui montrent l’avantage du champ te´trae´drique par rapport au champ de
Rauzy selon la suite de complexite´s isobariques (de´finition 1.4.5) S1,S2,S3, .... On
a choisi quelque valeurs de n en particulie`res au but d’obtenir les approximations
en termes de nombres de tribonacci conse´cutifs.
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Tableau 4.I : Comparaison entre le champs te´trae´drique et le champ de Rauzy
n te´trae´drique Rauzy
21
(
4
7 ,
2
7
) (
1
2 ,
1
4
)
39
(
7
13 ,
4
13
) (
4
7 ,
2
7
)
71
(
13
24 ,
7
24
) (
7
13 ,
4
13
)
131
(
6
11 ,
13
44
) (
13
24 ,
7
24
)
241
(
44
81 ,
8
27
) (
6
11 ,
13
44
)
443
(
81
149 ,
44
149
) (
44
81 ,
8
27
)
CONCLUSION
Nous avons trouve´ une fac¸on oriente´e vers l’optimisation discre`te de ge´ne´raliser
le concept de meilleure approximation diophantienne simultane´e, en pre´servant le
caracte`re combinatoire de la me´thode de Rauzy, c’est-a`-dire le champ de Lagarias
a garanti l’e´limination des pathologies par rapport a` la calculabilite´ de la fonction-
couˆt. On a de´veloppe´ la the´orie du champ te´trae´drique et les structures lie´es : le
q-analogue des nombres te´trae´driques et la fonction d’entropie te´trae´drique. On a
de´veloppe´ e´galement la the´orie du champ de Rauzy pour e´tablir une comparaison
entre la performance de chacune de ces me´thodes. On a conclut empiriquement
que pour la suite de complexite´s isobariques, la me´thode du champ te´trae´drique
est plus performante, dans le sens de donner des de´nominateurs plus grands, que
la me´thode du champ de Rauzy.
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ANNEXE A
LE CHAMP QUADRATFREI
Le but de cette annexe est de de´monter que la de´finition 1.4.1 n’est pas ad hoc,
c’est-a`-dire, qu’il y a d’autres champs de Lagarias de dimension infinie e´galement
naturels, du point de vue arithme´tique, en plus que ceux dont l’espace V est ge´ne´re´
par les logarithmes de nombres premiers. Les de´monstrations de l’existence de
points fixe´s seront exactement les meˆmes que pour les de´finitions correspondantes
du champ te´trae´drique, c’est-a`-dire des applications du the´ore`me 1.1.2. Donc, elles
seront omis par souci de brie`vete´.
A.1 Partie vectorielle
De´finition A.1.1. Supposons que les ensembles N\{0} et (N\{0})2 sont munis
d’un ordre plat (de´finition 1.2.1) et que D := (N\{0})2 ⇀ N\{0} est le domaine
de fonctions continues selon Scott pour l’ordre mentionne´ (proposition 1.2.2). SoitJdivK ∈ D le point fixe´ minimal de la fonction d’ordre supe´rieur ß : D −→ D,
de´termine´e par
ß(0) := (n,m) 7→

⊥, si (n,m) =⊥,
0(n,m−1) , si n
m2 6∈ Z,
m, si n
m2 ∈ Z.
(A.1)
De´finition A.1.2. Soit div l’algorithme dont sa se´mantique JdivK : N\{0} −→
N\{0} soit de´termine´e par
JdivK(n) := JdivK(n,n). (A.2)
De´finition A.1.3. Supposons que l’ensemble N est muni d’un ordre plat et que
D := N⇀ N est le domaine de fonctions continues selon Scott correspondantes a`
l’ordre mentionne´. Les nombres entiers positifs sans facteurs carre´s sont ge´ne´re´s
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par l’algorithme quadratfrei dont sa se´mantique JquadratfreiK ∈D est le point fixe´
minimal de ß :D −→D, de´termine´e par
ß(0) := n 7→

⊥, si n=⊥,
1, si n= 0,
min{p ∈ N : p > 0(n−1) et JdivK(p) = 1}, si n > 0.
(A.3)
Soit V le Q-espace vectoriel de dimension infinie Q[v1,v2,v3,v5.v6,v7,v10, ...],
ou` les index sont les nombres entiers positifs sans facteurs carre´s.
De´finition A.1.4. On introduit un ordre plat en N\{0} et V . Soit D :=N\{0}⇀V
le domaine de fonctions continues selon Scott pour l’ordre mentionne´. La se´mantiqueJracineK ∈D de l’algorithme racine carre´e vectorielle racine est le point fixe´ mini-
mal de la fonction d’ordre supe´rieure continue selon Scott ß :D −→D, de´termine´e
par
ß(0) := n 7→

⊥, si n=⊥,
0V , si n= 0,
vn, si n > 0 et JdivK(n) = 1,JdivK0( nJdivK2) , si n > 0 et JdivK(n)> 1.
(A.4)
A.2 Partie nume´rique
De´finition A.2.1. Soit sqrt un algorithme dont sa se´mantique JsqrtK : N\{0} −→
Rc asigne a` chaque p ∈ N\{0} sa racine carre´e JsqrtK(p) = √p de´termine´e par la
suite
n 7→ an
bn
, (A.5)
ou` chaque paire (an, bn) est ge´ne´re´e par l’algorithme de Bhaskara-Brouncker, B.
Pour construire cet algorithme, on muni d’abord l’ensemble N d’un ordre plat.
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Soit D := N⇀ (N\{0})2 l’ensemble de fonctions continues selon Scott
correspondantes a` l’ordre mentionne´. La se´mantique JBK ∈D est le point fixe´
minimal de la fonction d’ordre supe´rieure continue selon Scott ß :D −→D
de´termine´e par
ß(0) := n 7→
 (1,1), si n= 0,f(0(n−1)), si n > 0, (A.6)
f(a,b) := (a+ bp,a+ b). (A.7)
Proposition A.2.1. L’algorithme sqrt de´termine un nombre re´el re´cursif.
De´monstration. L’ordre d’approximation de l’algorithme Bhaskara-Brouncker est
(voir [30]) ∣∣∣∣anbn −√p
∣∣∣∣< 1b2n ,
ou` JBK(n) = (an, bn). Pour p= 1, an = bn = n, chaque approximation finie est
exacte. Supposons p > 1. On va de´montrer par induction comple`te que an ≥ n et
bn ≥ n.
n= 1. On obtient par de´finition que a1 = 1 et b1 = 1.
cas n−1 =⇒ cas n. Par hypothe`se de re´currance,
an = an−1 + bn−1p≥ (n−1) + (n−1)p≥ n et
bn ≥ an−1 + bn−1 ≥ (n−1) + (n−1)≥ n.
Par induction comple`te, an ≥ n et bn ≥ n.
Donc, pour garantir que
∣∣∣JsqrtK(n)−√p∣∣∣< 1N , il suffit que n > JGK(N) :=N ,
parce que 1
b2n
< 1
n2 ≤ 1n ≤ 1N . Par le lemme 1.3.1 la proposition est de´monstre´.
Finalement, on peut construire le champ quadratfrei.
De´finition A.2.2. La fonction line´aire JaK : V −→ Rc du champ quadratfrei est
de´finie en chaque e´le´ment de la base de la fac¸on suivante,
xv
JaK(vJquadratfreiK(n)) = JsqrtK◦ JquadratfreiK(n). (A.8)
La fonction vectorielle du champ de Lagarias quadratfrei est de´finie par,
JKK(p) :=

0V , si p = 0,
1∑k
`=1 p`
∑
1≤i<j≤kJracineK(pipj) si p 6= 0. (A.9)
