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Abstract—This paper considers channel estimation and system
performance for the uplink of a single-cell massive multiple-input
multiple-output (MIMO) system. Each receive antenna of the
base station (BS) is assumed to be equipped with a pair of one-
bit analog-to-digital converters (ADCs) to quantize the real and
imaginary part of the received signal. We first propose an ap-
proach for channel estimation that is applicable for both flat and
frequency-selective fading, based on the Bussgang decomposition
that reformulates the nonlinear quantizer as a linear function
with identical first- and second-order statistics. The resulting
channel estimator outperforms previously proposed approaches
across all SNRs. We then derive closed-form expressions for
the achievable rate in flat fading channels assuming low SNR
and a large number of users for the maximal ratio and zero
forcing receivers that takes channel estimation error due to both
noise and one-bit quantization into account. The closed-form
expressions in turn allow us to obtain insight into important
system design issues such as optimal resource allocation, maximal
sum spectral efficiency, overall energy efficiency, and number
of antennas. Numerical results are presented to verify our
analytical results and demonstrate the benefit of optimizing
system performance accordingly.
Index Terms—massive MIMO, large-scale antenna systems,
one-bit ADCs, channel estimation, power allocation
I. INTRODUCTION
Massive multiple-input multiple-output (MIMO) technology
is considered to be a key component for 5G wireless com-
munications systems, and has recently attracted considerable
research interest. The main characteristic of massive MIMO
is a base station (BS) array equipped with many (perhaps
a hundred or more) antennas, which provides unprecedented
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spatial degrees of freedom for simultaneously serving multiple
user terminals on the same time-frequency channel. It has been
shown that, with channel state information (CSI) available at
the BS, relatively simple signal processing techniques such as
maximum-ratio combining (MRC) or zero-forcing (ZF) can be
employed to reduce the noise and interference at the terminals,
and can lead to improvements not only in spectral efficiency,
but in energy efficiency as well [1]–[5].
In most work on massive MIMO, perfect hardware imple-
mentations with infinite resolution analog-to-digital converters
(ADCs) are assumed. There has been limited prior work on
the impact of non-ideal hardware on massive MIMO systems
including [6]–[8], which studied imperfections such as phase-
drifts and additive distortion, and showed that a massive
number of antennas can mitigate these effects. In terms of
hardware, perhaps the most important issue at the BS for
massive MIMO is the power consumption of the ADCs,
which grows exponentially with the number of quantization
bits [9], and also grows with increased sampling rates due
to wider bandwidths. For example, commercially available
ADCs with resolutions of 12 to 16 bits consume on the
order of several watts [10]. For massive MIMO configurations
employing large antenna arrays and many ADCs, the cost
and power consumption will be prohibitive, and alternative
approaches are needed.
The use of low resolution (1-3 bits) ADCs is a potential
solution to this problem [11]–[18]. In this paper, we focus on
the case of simple one-bit ADCs, which consist of a simple
comparator and consume negligible power (a few milliwatts).
One-bit ADCs do not require automatic gain control and
linear amplifiers, and hence the corresponding radio frequency
(RF) chains can be implemented with very low cost and
power consumption [17], [18]. It was shown in [11] that
the capacity maximizing transmit signals for one-bit ADCs
operating in single-input single-output (SISO) channels are
discrete, unlike the infinite resolution case where a Gaussian
codebook is optimal. In addition, [11] showed that MIMO
capacity is not severely reduced by the coarse quantization
at low signal-to-noise ratios (SNRs); in particular, the power
penalty due to one-bit quantization is approximately equal
to only pi/2 (1.96dB) in the low SNR region [12]. On the
other hand, at high SNRs one-bit quantization can produce
a large capacity loss [19], but there is reason to believe that
massive MIMO systems will operate at relatively low SNRs for
improved energy efficiency, exploiting array gain to overcome
the resulting distortion. This will be especially true as systems
move to higher (e.g., millimeter wave) frequencies. In either
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2case, the availability of accurate BS-side CSI is indispensable
for exploiting the full potential of a massive MIMO system,
and an important open question is how to reliably estimate
the channel and decode the data symbols under one-bit output
quantization.
Several recent papers have investigated channel estimation
in massive MIMO with one-bit ADCs [20]–[28]. A millimeter
wave MIMO system with one-bit ADCs was considered in
[24], which proposed a modified expectation-maximum (EM)
channel estimator that exploits the sparsity of such channels. In
[25] a near maximum likelihood (nML) channel estimator and
detector were proposed, and the nML approach was shown to
improve estimation accuracy and better support higher order
constellations than the EM estimators using one-bit ADCs.
However, the channel estimators and the computed rates
obtained in [24], [25] rely on either the maximum-likelihood
algorithm or on an iterative algorithm with high complexity,
and their performance is difficult to theoretically quantify.
More recently, [28] considered a low complexity channel
estimator and the corresponding achievable rate for one-bit
massive MIMO systems over frequency-selective channels,
using a model in which the number of channel taps goes to
infinity, and the quantization noise is essentially modeled as
independent, identically distributed (i.i.d.) noise.
In this paper, we focus on channel estimation and uplink
performance for massive MIMO systems with one-bit ADCs.
In contrast to [28], we derive more general quantization noise
models that are applied separately for data detection and
channel estimation. One essential and unique aspect of our
derivation is that the spatial correlation between the elements
of the quantizer output is taken into account, calculated
using the arcsine law. Our goal is to illustrate the impact of
coarsely quantized ADCs, and to give an idea of the expected
performance of massive MIMO systems with one-bit ADCs
compared to conventional systems that assume infinite ADC
resolution. Our specific contributions are summarized below.
• We focus on use of the Bussgang decomposition [29]
to reformulate the nonlinear quantizer operation as a
statistically equivalent linear system. Contrary to previous
work, we perform a separate Bussgang decomposition
for the pilot and data phase as well as for each channel
realization, an approach that more accurately captures the
full effect of the quantization. We derive an algorithm
that we refer to as the Bussgang Linear Minimum Mean
Squared Error (BLMMSE) channel estimator for both
flat and frequency-selective channel models. We calculate
the high-SNR channel estimation error floor achieved
by the proposed approach under flat fading, and show
via simulation that BLMMSE outperforms previously
proposed methods.
• We derive a lower bound for the flat-fading case on the
theoretical rate achievable in the uplink using MRC or ZF
receivers based on the BLMMSE channel estimate, and
we obtain a simple but tight closed-form approximation
on the uplink rate assuming low SNR and a large number
of users that accurately approximates our empirical obser-
vations. Similar work in [30], [31] relied on an additive
quantization noise model [32], [33] to approximate the
rate, but it assumed perfect rather than estimated CSI is
available at the BS, which leads to an overly optimistic
assessment.
• Using the closed-form expression for the achievable rate,
we study the power efficiency of massive MIMO with
one-bit ADCs and show that similar efficiency is obtained
as in conventional massive MIMO. In particular, assum-
ing M antennas, we show overall system performance
remains unchanged if 1) for a fixed level of CSI accuracy
(training data power independent of M ), the transmit
power of each user terminal is reduced proportionally
to 1/M , and 2) power during both training and data
transmissions is reduced proportionally to 1/
√
M .
• We propose an optimal resource allocation scheme to
maximize the sum spectral efficiency of a one-bit massive
MIMO system under a total power constraint. Numerical
results indicate that the optimal training length in one-
bit systems is no longer always equal to the number
of users and the proposed resource allocation scheme
notably improves performance compared to the case
without power allocation.
• We show that to achieve similar performance, a one-
bit massive MIMO system employing an MRC receiver
will require approximately 2.2-2.3 times more antennas
than a conventional system if the sum spectral efficiency
for both systems is optimized by employing the optimal
resource allocation scheme; for the ZF receiver, we show
that to achieve the same goal, more and more antennas
are needed as average transmit power increases.
A preliminary version of some of these results appeared
in [34].
The rest of this paper is organized as follows. In the next
section, we present the assumed system architecture and signal
model. In Section III, we propose the BLMMSE channel
estimator, and then based on the BLMMSE channel estimator,
in Section IV we derive a simple closed-form expression
for the lower bound on the achievable rate for MRC and
ZF receivers in the low SNR region. Using the closed-form
approximation, we then consider several system design issues
related to resource allocation and the number of antennas in
Section V. Simulation results are presented in Section VI and
we conclude the paper in Section VII.
Notation: The following notation is used throughout the
paper. Bold uppercase (lowercase) letters denote matrices
(vectors); (.)∗, (.)T , and (.)H denote complex conjugate,
transpose, and Hermitian transpose operations, respectively;
||.|| represents the 2-norm of a vector; tr(.) represents the trace
of a matrix; diag{X} denotes a diagonal matrix containing
only the diagonal entries of X; ⊗ represents the Kronecker
product; [X]ij denotes the (i, j)th entry of X; x ∼ CN (a,B)
indicates that x is a complex Gaussian vector with mean a
and covariance matrix B; E{.} and Var{.} denote the expected
value and variance of a random variable, respectively.
II. SYSTEM MODEL
As depicted in Fig. 1, we consider a single-cell one-bit
massive MIMO system with K single-antenna terminals and
3mth Antenna
...
RF Chain DSP
K Users Base Station
1-bit ADC
1-bit ADC
Fig. 1: One-bit massive MIMO system architecture.
an M -antenna BS, where each antenna is equipped with two
one-bit ADCs and M  K  1 is assumed. For the uplink,
we assume all K users simultaneously transmit independent
data symbols to the BS, so the received signal at the BS is
y =
√
ρdHs + n, (1)
where n ∼ CN (0, IM ) is the M × 1 additive white Gaussian
noise vector, H is the M × K channel matrix, and s is a
vector containing the signals transmitted by each user. We also
define the vectorized channel h = vec(H) and we assume that
h ∼ CN (0,Ch), where Ch is the covariance matrix of h.
We assume E{|sk|2} = 1, and we will define the scale factor
ρd to be the uplink SNR. Due to our assumption of one-bit
quantization below and hence the lack of any signal dynamic
range, we must assume that some type of power control is
implemented that prevents a strong user from overwhelming
other weaker users. For this reason, in our model we assume
all users have the same level of large-scale fading/SNR ρd.
The quantized signal obtained after the one-bit ADCs is
represented as
r = Q(y) = Q (√ρdHs + n) , (2)
where Q(.) represents the one-bit quantization operation,
which is applied separately to the real and imaginary part
as Q(.) = 1√
2
(sign (< (.)) + jsign (= (.))). Thus, the output
set of the one-bit quantization is equivalent to the QPSK
constellation points R = 1√
2
{1 + j, 1− j,−1 + j,−1− j}.
III. CHANNEL ESTIMATION FOR ONE-BIT MIMO
In a standard implementation, the CSI is estimated at the
BS and then used to detect the data symbols transmitted from
the K users. In the uplink transmission phase, we assume the
coherence interval is divided into two parts: one dedicated to
training and the other to data transmission. During training,
all K users simultaneously transmit their pilot sequences of τ
symbols each to the BS, which yields
Yp =
√
ρpHΦ
T + Np, (3)
where Yp ∈ CM×τ is the received signal, ρp is the pilot
transmit power, and Φ ∈ Cτ×K is the pilot matrix transmitted
from the K users. We assume all pilot sequences are column-
wise orthogonal, i.e., ΦTΦ∗ = τIK , which implies τ ≥ K.
We further assume that both SNRs ρd and ρp are known at
the BS via, for example, a low-rate control channel.
To match the matrix form of (3) to the vector form of (2),
we vectorize the received signal as
vec(Yp) = yp = Φ¯h + np, (4)
where Φ¯ =
(
Φ⊗√ρpIM
)
and np = vec(Np). After one-bit
ADCs, the quantized signal can be expressed as
rp = Q(yp), (5)
where the ith element of rp takes values from the set R.
A. Bussgang-Based Channel Estimator
The authors in [21], [22], [24], [25] have investigated
various methods for channel estimation in one-bit systems
that rely on either the maximum-likelihood algorithm or on
iterative algorithms with relatively high complexity. Further-
more, the channel estimators obtained by these methods do not
lend themselves to an analysis that provides insight on their
performance.
To address these drawbacks, in this section we take a more
fundamental approach and derive simple linear estimators
whose performance can be analyzed in a straightforward
way. These estimators are based on the so-called Bussgang
decomposition [29], which finds a statistically equivalent (up
to first and second moments) linear operator for any nonlinear
function of a Gaussian signal. In particular, for the one-bit
quantizer in (5), the Bussgang decomposition is written
rp = Q(yp) = Apyp + qp , (6)
where Ap is the linear operator and qp the statistically equiv-
alent quantizer noise. The matrix Ap is chosen to make qp
uncorrelated with yp [29], [35], or equivalently, to minimize
the power of the equivalent quantizer noise. This yields
Ap = C
H
yprpC
−1
yp , (7)
where Cyprp denotes the cross-correlation matrix between
the received signal yp and the quantized signal rp, and
Cyp denotes the auto-correlation matrix of yp. For one-bit
quantization and Gaussian inputs, Cyprp is given by [29][36,
Ch.10]
Cyprp =
√
2
pi
Cypdiag
(
Cyp
)− 12 ,√ 2
pi
CypΣ
− 12
yp . (8)
where Σyp = diag
(
Cyp
)
.
Using (4) and (6), we can express rp as
rp = Q(yp) = Φ˜h + n˜p, (9)
where Φ˜ = ApΦ¯ ∈ CMτ×Mτ , n˜p = Apnp + qp ∈ CMτ×1.
For the sake of simplicity, we derive the subsequent formulas
for the case of Ch = IMK . We will show later in Section
VI.A that they are readily modified to include a generic Ch.
The matrix Ap is given by substituting (8) into (7):
Ap =
√
2
pi
diag
(
Cyp
)− 12
4=
√
2
pi
diag
((
ΦΦH ⊗ ρpIM
)
+ IMτ
)− 12 . (10)
We can see from (10) that Ap depends on the specific choice
of pilot sequences Φ. In order to obtain a simple expression for
Ap, we will consider pilot sequences composed of submatrices
of the discrete Fourier transform (DFT) operator [37]. In
particular, we define Φ using K columns of the τ × τ
DFT matrix, in which case Φ has dimension τ × K, where
τ ≥ K. The benefits of using DFT pilot sequences are: i) all
the elements of the matrix have the same magnitude, which
simplifies peak transmit power constraints, and ii) the diagonal
terms of ΦΦH are always equal to K, which results in a
simple expression for Ap, as follows:
Ap =
√
2
pi
1
Kρp + 1
IMτ , αpIMτ . (11)
Based on this statistically equivalent linear model, we can
formulate the LMMSE estimator [38], which we refer to as
Bussgang LMMSE (BLMMSE) channel estimator:
hˆ
BLM
= ChrpC
−1
rp rp =
(
Φ˜H + Chqp
)
C−1rp rp, (12)
where Chrp is the cross-correlation matrix between h and rp,
Crp is the auto-correlation matrix of rp.
The formula of (12) involves the auto-correlation function
of the quantized signal rp. It has been shown in [39] that for
one-bit ADCs, the arcsin law can be used to obtain
Crp =
2
pi
(
arcsin
(
Σ
− 12
yp <
(
Cyp
)
Σ
− 12
yp
)
+j arcsin
(
Σ
− 12
yp =
(
Cyp
)
Σ
− 12
yp
))
. (13)
Moreover, using Ap as in (10) according to the Bussgang
theorem, the quantizer noise qp is not only uncorrelated
with the received signal yp, but also with the channel h
(see Appendix A). Therefore, we can simplify the BLMMSE
channel estimator of (12) as
hˆ
BLM
= Φ˜HC−1rp rp. (14)
Thus the covariance matrix of the BLMMSE channel esti-
mate is given by
C
hˆ
BLM = Φ˜HC−1rp Φ˜. (15)
A similar LMMSE channel estimator is proposed in [28].
However, our proposed channel estimator in (14) is more
general since the correlation between each element of the
quantizer noise is taken into account by using the arcsine
law. In fact, (15) can be reduced to the estimator derived in
[28] if τ = K is assumed. When τ = K, it is easy to see
that Cyp = (Kρp + 1)IMK , and hence according to (13),
Crp = IMK . Therefore, when τ = K we can obtain the
BLMMSE channel estimator of (14) as simply
hˆ
BLM
= Φ˜Hrp. (16)
We emphasize that, when τ = K, there is no correlation
between the quantizer noise qp and the normalized MSE for
BLMMSE channel estimator is given by
MBLM = 1
MK
E
{∥∥∥Φ˜Hrp − h∥∥∥2
2
}
=
1
MK
tr
(
IMK − Φ˜HΦ˜
)
= 1− 2Kρp
pi(Kρp + 1)
, (17)
and for high SNRs
lim
ρp→∞
MBLM = 1− 2
pi
= −4.40dB. (18)
The results in (17) and (18) are allied with the results in [28,
Eq.(35)] by setting p[l] = 1/L and βkPk = ρp. In addition,
the result in (18) implies that there exists an error floor for the
channel estimate as the training power increases to infinity.
B. Extension to Frequency Selective Fading with OFDM
Although for simplicity we focus on the flat fading case in
this paper, we show here how to extend our channel estimation
method to the frequency selective case, assuming the transmit-
ter employs OFDM signaling. In particular, consider an OFDM
system with Nc subcarriers, and denote the uplink OFDM
symbol transmitted from the kth user as xFDk ∈ CNc×1.
Before transmission, this vector is processed by a unitary IFFT
operation FH , and then a cyclic prefix (CP) of length Ncp is
added. Assume the CP length satisfies L − 1 ≤ Ncp ≤ Nc,
where L is the number of channel taps. After removing the CP,
the Nc×1 received time domain signal at the mth BS-antenna
is given by
yTDm =
K∑
k=1
GTDmkF
HxFDk + n
TD
m
=
K∑
k=1
ΦTDk g
TD
mk + n
TD
m =
K∑
k=1
ΦTDk,Lh
TD
mk + n
TD
m , (19)
where the superscripts “TD” and “FD” refer to Time Domain
and Frequency Domain, respectively. The matrix GTDmk ∈
CNc×Nc is circulant and its first column is given by gTDmk =
[(hTDmk)
T , 0, ..., 0]T , where hTDmk is an L × 1 column vector
containing the L channel taps, and nTDm ∼ CN (0, I) is addi-
tive white Gaussian noise. The matrix ΦTDk ∈ CNc×Nc is also
circulant with first column given by φTDk = F
HxFDk . Φ
TD
k,L
is a submatrix of ΦTDk , corresponding to the first L columns
of ΦTDk . The second equation follows from the commutative
property of circulant convolution. The third equation is due to
the fact that there are only finite L channel taps.
After stacking the received time domain signal yTDm for all
M BS antennas, we have
yTD = Φ¯TDL h
TD + nTD, (20)
where Φ¯TDL = I⊗ΦTDL with ΦTDL = [ΦTD1,L,ΦTD2,L, ...,ΦTDK,L] ∈
CNc×LK and hTD ∈ CMKL×1 contains all channel taps
between the M BS-antennas and K users. After one-bit quan-
tization, the time domain quantized signal can be expressed
as
rTD = Q(yTD) = Q(Φ¯TDL hTD + nTD) , (21)
5and we see that, unlike a conventional system, OFDM cannot
split the wideband channel into many parallel narrowband
channel in a one-bit system.
Using the Bussgang decomposition, the non-linear quanti-
zation operation can be reformulated as
rTD = AyTD + qTD
= AΦ¯TDL h
TD + AnTD + qTD, (22)
where the matrix A is chosen to make the quantizer noise qTD
uncorrelated with yTD. If the received time domain signal yTD
is Gaussian, we have
A =
√
2
pi
diag
(
CyTD
)− 12 . (23)
Consequently, the BLMMSE channel estimator for the wide-
band OFDM case can be expressed as
hˆTD = ChTD(Φ¯
TD
L )
HAHC−1
rTD
rTD, (24)
where ChTD is the covariance matrix of hTD, and the covari-
ance matrix of rTD is obtained by using the arcsine law:
CrTD =
2
pi
(
arcsin
(
Σ
− 12
yTD
< (CyTD)Σ− 12yTD)
+j arcsin
(
Σ
− 12
yTD
= (CyTD)Σ− 12yTD)) , (25)
where ΣyTD = diag
(
CyTD
)
. The covariance matrix of the
quantizer noise qTD can be obtained by
CqTD = CrTD −ACyTDAH . (26)
The above Bussgang-based channel estimators are more
general than those derived in other work such as [28], since
they take into account the fact that in general the covariance
matrix of the quantizer noise qTD cannot be expressed as a
diagonal matrix due to the arcsine law. This observation holds
for any linear modulation scheme employed by the users, not
just OFDM. While the derivations that follow will focus on
the flat fading case, we can see from the above that they can
be easily generalized to frequency-selective fading.
C. Low SNR Approximate BLMMSE Channel Estimate Co-
variance
As we can see from (13) and (14), it is difficult to obtain a
general closed-form expression for the MSE of the BLMMSE
channel estimator due to the ‘arcsine’ operation. However, it is
expected that massive MIMO systems will operate at relatively
low SNRs due to the availability of a large array gain [2].
Therefore in this subsection, we focus on deriving a low-
SNR approximation for the covariance matrix of the BLMMSE
channel estimator. According to (9), we can reformulate Crp
as the following linear function,
Crp = Φ˜Φ˜
H + ApA
H
p + Cqp , (27)
where
Cqp = Crp −ApCypAHp
=
2
pi
(arcsin(X) + j arcsin(Y))− 2
pi
(X + jY), (28)
and where we define
X = Σ
− 12
yp <
(
Cyp
)
Σ
− 12
yp (29)
Y = Σ
− 12
yp =
(
Cyp
)
Σ
− 12
yp . (30)
We can see from (28) that the covariance matrix of the
quantizer noise is in general not a diagonal matrix, which
implies that there exists correlation between the quantization
noise on each antenna. However, at low SNR or for large
numbers of users, Cyp is diagonally dominant and we can
use the following approximation for applying the arcsine law:
2
pi
arcsin(a) ∼=
{
1, a = 1
2a/pi, a < 1.
(31)
Since the non-diagonal elements of X and Y are much smaller
than 1 in the low SNR regime, we can approximate (28) as
Cqp
∼= (1− 2/pi)IMτ . (32)
This implies that we can approximate the quantizer noise as
uncorrelated noise with a variance of 1 − 2/pi at low SNR.
Substituting (32) and (27) into (15), we have
C
hˆ
BLM ∼= Φ˜H
(
Φ˜Φ˜H + (α2p + 1− 2/pi)IMτ
)−1
Φ˜
= (α2pτρp + α
2
p + 1− 2/pi)−1α2pτρpIMK,σ2IMK , (33)
where we have defined σ2 = (α2pτρp+α
2
p+1−2/pi)−1α2pτρp.
The equation on the second line holds due to the matrix
inversion identity (I + AB)−1A = A(I + BA)−1. The result
in (33) implies that in the low SNR regime, each element of the
BLMMSE channel estimate is uncorrelated. In what follows,
we will evaluate the uplink achievable rate by using the low
SNR approximation in (33).
IV. ACHIEVABLE RATE ANALYSIS
IN THE ONE-BIT MIMO UPLINK
A. Data Transmission
In the data transmission stage, we assume the K users
simultaneously transmit their data symbols, represented as the
vector s, to the BS. After one-bit quantization, the signal at
the BS can be expressed as
rd = Q(yd) = Q(√ρdHs + nd)
=
√
ρdAdHs + Adnd + qd, (34)
where the same definitions as in the previous sections apply,
but replacing the subscript ‘p’ with ‘d’, since the power
ρd during data transmission may be different than during
training. Again, according to the Bussgang decomposition and
assuming a Gaussian input, we have
Ad =
√
2
pi
diag (Cyd)
− 12 =
√
2
pi
diag
(
ρdHH
H + IM
)− 12 .
(35)
Note that, in contrast to the model of [28], in which the
quantizer noise can still be correlated with the desired signal
since the same Bussgang decomposition is employed for
different channel realizations, the Bussgang decomposition in
(35) is employed for each individual channel realization. This
6approach ensures that the quantizer noise is uncorrelated with
the desired signal.
As can be seen in (35), the covariance matrix Cyd of the
quantizer input (and hence, the matrix HHH ) must be known
at the BS in order to implement the Bussgang decomposition.
In practice, however, we can use the same technique provided
in [40] to reconstruct the covariance matrix of Cyd using the
measurements of the quantizer output. In addition, relying on
channel hardening for K  1 in massive MIMO systems and
for i.i.d. unit-variance channel coefficients, we can approxi-
mate the matrix Ad as
Ad ∼=
√
2
pi
√
1
1 +Kρd
IM = αdIM , (36)
without requiring perfect CSI. This approximate gain matrix
is assumed without derivation in other previous work such as
[28].
Next we assume the BS uses the BLMMSE channel estimate
to compute a linear receiver to detect the data symbols
transmitted from the K users. The linear receiver attempts to
separate the quantized signal into K streams by multiplying
the signal by the matrix WT as follows:
sˆ = WT rd
=
√
ρdW
TAd(Hˆs + Es) + WTAdnd + WTqd , (37)
where Hˆ = unvec(hˆ
BLM
) is the estimated channel matrix
(unvec is the inverse of the vec operator in Eq. (4)) and
E = H − Hˆ denotes the channel estimation error. The kth
element of sˆ is then used to decode the signal transmitted
from the kth user:
sˆk =
√
ρdw
T
k Adhˆksk +
√
ρdw
T
k
∑K
i6=k Adhˆisi
+
√
ρdw
T
k
∑K
i=1
Adεisi + w
T
k Adnd + w
T
k qd, (38)
where wk, hˆk and εk are the kth columns of W, Hˆ and E ,
respectively.
The last four terms in (38) respectively correspond to user
interference, channel estimation error, AWGN noise and quan-
tizer noise. In our analysis, we will consider the performance
of the common MRC and ZF receivers, defined by
WTMRC = Hˆ
H (39)
WTZF =
(
HˆHHˆ
)−1
HˆH , (40)
respectively.
B. Uplink Achievable Rate Approximation at Low SNR
Although prior work has obtained expressions for the mu-
tual information or the achievable rate of one-bit systems
using the joint probability distribution of the transmitted and
received symbols [21], [23], [24], this approach does not result
in easily computable or insightful expressions. To overcome
this drawback, in this section we provide a simple closed-form
expression for an approximation of the achievable rate for both
MRC and ZF processing in the low SNR region. Using the
same reasoning as in Section III-C, the covariance matrix of
qd can be expressed as
Cqd = Crd −AdCydAHd , (41)
where Crd is the covariance matrix of rd and can be obtained
using the arcsine law in (13). Note that, again, the covariance
matrix of (41) is in general not a diagonal matrix, which
implies that there exists some correlations among the elements
of qd. For the special case where Cyd = ρdHH
H + IM is
diagonally dominant due to low SNR or for large K with i.i.d.
channels, then similar to the pilot phase, the approximation
(32) can be used.
Furthermore, while the quantizer noise qd is non-Gaussian,
we can obtain a lower bound on the achievable rate by making
the worst-case assumption [41], [42] that in fact it is Gaussian
with the same covariance matrix in (41). Using this approach
and (38), the ergodic achievable rate of the one-bit MIMO
uplink is lower bounded by (42) shown on the next page. In
order to obtain a closed-form expression for the achievable
rate, we rewrite the detected signal in (38) as a known mean
gain (which only depends on the channel distribution instead
of the instantaneous channel) times the desired symbol plus
an uncorrelated effective noise, as follows:
sˆk = E
{√
ρdw
T
k Adhk
}
sk + n˜d,k, (43)
where n˜d,k is the effective noise given by
n˜d,k =
(√
ρdw
T
k Adhk − E
{√
ρdw
T
k Adhk
})
sk
+
√
ρdw
T
k
K∑
i 6=k
Adhisi + w
T
k Adnd + w
T
k qd. (44)
Lemma 1: In a massive MIMO system with one-bit quan-
tization and Ad = αdIM , the uplink achievable rate for the
kth user at low SNR can be approximated by
Rk = log2
(
1 +
ρdα
2
d
∣∣E{wTk hk}∣∣2
ρdα2dVar
(
wTk hk
)
+ UIk + AQNk
)
, (45)
where
UIk = ρdα2d
K∑
i 6=k
E
{∣∣wTk hi∣∣2} (46)
AQNk =
(
α2d + 1−
2
pi
)
E
{∥∥wTk ∥∥2} . (47)
Proof: See Appendix B.
The result in (45) is obtained by approximating the effective
noise as Gaussian. In a massive MIMO system, the effective
noise is a sum of a very large number of independent zero-
mean terms, and thus we expect via the central limit theorem
that the approximation will be asymptotically tight to the lower
bound of (42) in M . In Section V, it will be shown that the gap
between the achievable rate approximation given by (45) and
the lower bound of the ergodic achievable rate given in (42) is
small, which implies that our resulting closed-form expression
is an excellent predictor of the system performance.
Based on Lemma 1, we derive in the theorems below closed-
form expressions for the lower bound on the achievable rate
7R˜k = E
log2
1 + ρd
∣∣∣wTk Adhˆk∣∣∣2
ρd
∑K
i 6=k
∣∣∣wTk Adhˆi∣∣∣2 + ρd∑Ki=1 ∣∣wTk Adεi∣∣2 + ∥∥wTk Ad∥∥2 + wTk Cqdw∗k

 (42)
for the MRC and ZF receivers.
Theorem 1: For the MRC receiver with CSI estimated by
the BLMMSE channel estimator, the achievable rate of the kth
user in a one-bit massive MIMO uplink at low SNR can be
approximated by
RMRC,k = log2
(
1 +
ρdα
2
dMσ
2
ρdα2dK + α
2
d + (1− 2/pi)
)
= log2
(
1 + ρdα
2
dMσ
2
)
. (48)
Proof: See Appendix C.
Theorem 2: For the ZF receiver with CSI estimated by the
BLMMSE channel estimator, the achievable rate of the kth
user in a one-bit massive MIMO uplink at low SNR can be
approximated by
RZF,k = log2
(
1 +
ρdα
2
dσ
2(M −K)
ρdα2dKη + α
2
d + (1− 2/pi)
)
, (49)
where η = (1− σ2).
Proof: See Appendix D.
V. ONE-BIT MASSIVE MIMO SYSTEM DESIGN
The simple approximation for the achievable rate derived
in the previous section provides us with a tool for easily
quantifying the impact of system design decisions. In this
section, we study design issues surrounding the length of the
training sequence, the power allocated for training and data
transmission, and the number of BS antennas. Our perfor-
mance metric will be the sum spectral efficiency, defined by
SA = T − τ
T
K∑
k=1
RA,k, (50)
where T represents the length of the coherence interval, during
which the channel satisfies the block fading model and stays
constant. The notation A ∈ {MRC,ZF} indicates that we will
perform the analysis for both the MRC and ZF receivers.
A. Power Efficiency in One-Bit Massive MIMO
In this section, we study the power efficiency achieved by
one-bit massive MIMO systems, where an increase in the
number of antennas can be traded for reduced transmit power
at the user terminals. We will consider two cases: i) the training
power ρp (and hence the channel estimation accuracy) is fixed,
but user transmit power decreases as 1/M ; and ii) the training
power ρp and data transmission power ρd are equal and scale
as 1/
√
M .
1) Case I: In the first case, we assume ρp is fixed and
independent of M , while ρd = Eu/M c for a given c, where
Eu is fixed independent of M . We will find the largest value
for c such that scaling down the users’ power by 1/M c results
in no change in spectral efficiency as M → ∞. Substituting
ρd = Eu/M
c into (48) and (49) and assuming M increases
to infinity, we can readily see that choosing c = 1 will result
in the spectral efficiency converging to a fixed value. This
implies that, when the channel estimation accuracy is fixed,
the transmit power of each user can be reduced proportionally
by 1/M for both the MRC and ZF receivers while maintaining
a given sum spectral efficiency. Moreover, the asymptotic
performance for MRC and ZF is the same and is given by
lim
M→∞
SA|ρd=EuM =
T − τ
T
K log2
(
1 +
2
pi
σ2Eu
)
. (51)
2) Case II: For the second case, we assume the training
and data transmission power are reduced at the same rate:
ρp = ρd = Eu/M
c, where again Eu is fixed independent of
M . Substituting ρp = ρd = Eu/M c into (48) and (49) and
assuming M increases to infinity, the value of c = 1/2 can be
seen to provide constant performance. Thus, we cannot reduce
the user transmit power as aggressively as in the first case
where the channel estimation accuracy is fixed. The asymptotic
performance for MRC and ZF is again the same in this case,
but with a different asymptotic value:
lim
M→∞
SA|ρd=ρp= Eu√M =
T − τ
T
K log2
(
1 +
4
pi2
τE2u
)
. (52)
Note that both of the spectral efficiency expressions in (51)
and (52) are equivalent to that of K SISO channels with
transmit power 2σ2Eu/pi and 4τE2u/pi
2, respectively, without
interference. Thus, even though one-bit ADCs are deployed at
the BS, the spectral efficiency increases proportionally to the
number of users K.
B. Resource Allocation in One-Bit Massive MIMO System
It has been proved in [41] that for conventional MIMO
systems with infinite precision ADCs, the optimal training
length is always τ = K. However, due to the quantizer
noise, we will see that this result does not hold for one-
bit massive MIMO systems. Considerable gains in spectral
efficiency can be obtained by proper resource allocation. Thus
in this subsection, we assume the users can vary the training
power and the data transmission power and study the optimal
resource allocation scheme that jointly selects the length of
the training sequence, and the power allocated to training and
data transmission with the goal of maximizing the sum spectral
efficiency.
Let ρ be the average transmit power and P = ρT be the
total power budget for the users in one coherence interval,
which satisfies the constraint τρp + (T − τ)ρd ≤ P . Then,
following the approach of [43], the optimization problem can
be formulated as
maximize
ρp,ρd,τ
SA
subject to τρp + (T − τ)ρd ≤ P
K ≤ τ ≤ T (53)
8ρp ≥ 0, ρd ≥ 0. (54)
For any power allocation in which the users do not employ
the full energy budget, the users could increase their training
power (and, thus, increase the channel estimation accuracy)
without causing any inter-user interference in the data trans-
mission phase, and hence in turn improve their rate. Therefore,
we can replace the inequality constraint on the total energy
budget with an equality constraint, i.e., τρp +(T − τ)ρd = P .
To facilitate the presentation, let γ ∈ (0, 1) denote the fraction
of the total energy budget that is devoted to pilot training, so
that γP = τρp and (1− γ)P = (T − τ)ρd. The optimization
problem in (53) is then equivalent to
maximize
γ,τ
SA|ρp= γPτ ,ρd= (1−γ)PT−τ
subject to 0 < γ < 1, K ≤ τ ≤ T. (55)
Lemma 2: For both the MRC and ZF receivers in one-bit
massive MIMO, the optimal training length τ∗ that maximizes
the sum spectral efficiency is not always equal to the number
of users.
Proof: See Appendix E.
Although we cannot obtain a closed-form expression for
τ∗, we can numerically evaluate τ∗ using a simple search
algorithm since there are only a few parameters in problem
(55). As we will show in the numerical results, unlike conven-
tional MIMO systems, the optimal training duration depends
on various system parameters such as the coherence interval
T and the total energy budget P .
C. How Many More Antennas are Needed for One-Bit Massive
MIMO?
In this subsection, we compare the performance of one-
bit and conventional massive MIMO with infinite resolution
ADCs in terms of the number of antennas deployed at the
BS. In particular, we wish to answer the question of how
many more antennas a one-bit massive MIMO system would
need to achieve the same spectral efficiency of a conventional
massive MIMO implementation. For this analysis, we denote
the number of antennas in the one-bit and conventional mas-
sive MIMO systems as Mone and Mconv, respectively, and
show the lower bound on the uplink achievable rate for both
one-bit and conventional MIMO in Table I, where we define
C(x) = T−τT K log2(1 + x).
For the special case of τ = K and ρd = ρp, it was shown
in [28] that 2.5 times more antennas are needed in one-bit
systems to ensure the same rate as the conventional system
with MRC, and also for ZF at low SNR. This can be easily
verified using our results as well. However, this result will
not hold in general for the optimal values of τ, ρd and ρp
resulting from the optimization in (55). In fact, we can pose a
complementary optimization problem in which we attempt to
minimize the ratio κ = Mone/Mconv required for both systems
to achieve the same spectral efficiency, as follows:
minimize
γ,τ,κ
κ
subject to SoneA = SconvA ,
0 < γ < 1, K ≤ τ ≤ T. (56)
TABLE I: Lower bound on individual achievable rates for
conventional and one-bit MIMO systems
Conv. MIMO [2] One-bit MIMO
MRC C
(
ρdτρpMconv
(1+Kρd)(1+τρp)
)
C
(
ρdα
2
dMoneσ
2
)
ZF C
(
ρdτρp(Mconv−K)
Kρd+τρp+1
)
C
(
ρdα
2
dσ
2(Mone−K)
ρdα2dKη+α
2
d+(1−2/pi)
)
where SconvA is the maximum spectral efficiency achieved for
the conventional system by optimizing ρp and ρd with τ =
K for fixed Mconv. Since the problem in (56) only has a
few parameters, we can use a simple search algorithm for the
optimization.
Although no closed-form expression for the optimal κ can
be obtained, we will show in the simulations that less than
2.5 times more antennas are needed for the MRC receiver,
and also for the ZF receiver at low SNR, if the training length
τ , training power ρp and data transmission power ρd are all
optimized.
VI. NUMERICAL RESULTS
The simulation results presented here consider an uplink
single-cell one-bit massive MIMO system with a coherence
interval of T = 200 symbols. Unless otherwise indicated, we
assume ρp = ρd = SNR.
A. Channel Estimation Performance
In this subsection, we evaluate the performance of the
BLMMSE channel estimator proposed in Section III-A com-
pared with the LS channel estimator of [21] and the near
maximum-likelihood channel estimator of [25]. Note that
although the nML channel estimator proposed in [25] focused
on estimating the channel vector between the K users and
one receive antenna, we can define the nML estimator for the
entire channel for all M receive antennas and K users using
logic similar to [25] as follows:
hˆnML = arg max
h´R∈R2MK×1
‖h´R‖2≤K
2Mτ∑
i=1
log
(
F
(√
2ϕ¯
(i)
R h´R
))
, (57)
where F (x) is the cumulative distribution function (CDF) of
the standard normal distribution, and ϕ¯(i)R =
√
2r
(i)
R,pΦ¯
(i)
R . r
(i)
R,p
and Φ¯(i)R are respectively the ith element of rR,p and the ith
row of Φ¯R:
rR,p = [<(rp) =(rp)]T (58)
Φ¯R =
[ < (Φ¯) −= (Φ¯)
= (Φ¯) < (Φ¯)
]
. (59)
Figure 2 compares the MSE of the various channel estima-
tors as a function of SNR for a case with M = 16, K = 4
and τ = 20. Note that we also include the performance of
a similar channel estimator proposed in [28], in which the
quantizer noise is modeled as uncorrelated additive noise with
a covariance matrix Cqp = (1 − 2/pi)IMτ . We emphasize
again that in our work, the correlation between the elements
of the quantization noise vector is taken into account using the
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Fig. 2: MSE of channel estimators versus SNR with M =
16,K = 4 and τ = 20. Least Squares estimator is from [21]
and nML estimator is from [25].
arcsine law, and hence Cqp is not in general a diagonal matrix.
We see that our proposed BLMMSE approach outperforms
the other previously proposed approaches. We also see that at
low SNR, BLMMSE and the method based on uncorrelated
quantization noise achieves the same performance, which
verifies the observation that the approximation of (32) is
reasonable at low SNR. However, with the increase of SNR, a
small performance gap can be seen between these two curves,
indicating that not considering the correlation between the
quantizer noise in one-bit systems may cause performance loss
and the correlation should be taken into account.
A larger gap will result in cases where the quantizer noise
is spatially correlated, since the analysis of [28] did not take
this possibility into account. This will occur for example if
the channel or the additive noise is itself spatially correlated.
For example, take the simple case depicted in Fig. 3 for M =
16,K = 1 and τ = 2, which shows the MSE performance
for a case with a spatially correlated channel where Ch is
non-diagonal. In this case, the BLMMSE channel estimator is
given by
hˆ
BLM
= Ch(ApΦ¯)
HC−1rp rp, (60)
where, following the same step as in (7), the matrix Ap is
Ap =
√
2
pi
diag
(
Φ¯ChΦ¯
H + IMτ
)− 12 . (61)
For this example, we consider a typical urban channel model
as described in [44], where the power angle spectrum of
the channel is modeled by a Laplacian distribution with an
angle spread of 10◦. The covariance matrix Ch can then
be obtained according to [45, Eq. (2)]. We can see that the
MSE performance gap grows to over 1 dB, indicating that
the spatial correlation of the quantizer noise has an impact on
performance and should be taken into account.
B. Validation of Achievable Rate Results
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Fig. 3: MSE of channel estimators versus SNR with M =
16,K = 1 and τ = 2 over a spatially correlated channel.
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Fig. 4: Sum spectral efficiency versus SNR with M =
{32, 64, 128} and K = τ = 8 for MRC and ZF receivers.
Here we evaluate the validity of the lower bounds on the
achievable rate for the MRC and ZF receivers derived in
Theorems 1 and 2 compared with the ergodic rate given
in (42). Fig. 4 shows the sum spectral efficiency versus
SNR with K = τ = 8 for different numbers of transmit
antennas M = {32, 64, 128}. The dashed lines represent
the sum spectral efficiencies obtained using the closed-form
expressions in (48) and (49) for the MRC and ZF receivers,
respectively, while the solid lines represent the ergodic sum
spectral efficiencies obtained from (42). For both the MRC
and ZF receiver, the gap between the approximation and the
lower bound of the ergodic rate is small. For example, with
M = 128 and SNR = −10dB, the sum spectral efficiency
gap is 0.19 bits/s/Hz and 0.38 bits/s/Hz for the MRC and ZF
receivers, respectively. This implies that the approximation on
the achievable rate given in (45) is a good predictor of the
performance of one-bit massive MIMO systems. Thus, in the
following plots we will show only the approximation when
evaluating performance.
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without resource allocation for M = {128, 256} and K = 8.
C. One-Bit Massive MIMO Power Efficiency
This example considers the power efficiency of using large
antenna arrays in one-bit massive MIMO for the two cases
considered in Section V-A. Fig. 5 shows the sum spectral effi-
ciency versus the number of receive antennas with K = τ = 8
for the MRC and ZF receivers for Cases I and II. In Case I,
we assume ρp = 10dB is fixed and ρd = Eu/M , while in
Case II we choose ρp = ρd = Eu/
√
M , where Eu = 0dB. As
predicted by the analysis, in Case I the sum spectral efficiency
converges to the same constant value for both the MRC and
ZF receivers. In Case II where ρp = ρd = Eu/
√
M , the
sum spectral efficiency also converges to a constant value for
both the MRC and ZF receivers, although the constant is only
reached for very large M .
D. Resource Allocation
20 40 60 80 100 120 140 160 180 200
Coherent Interval T (Symbols)
5
10
15
20
25
30
O
pt
im
al
Tr
ai
ni
ng
Le
ng
th
=
MRC Receiver
ZF Receiver
Conventional MIMO
; = !15dB
; = !6dB
Fig. 7: Optimal training length versus the coherence interval
with M = 128 and average transmit power ρ = {−15,−6}dB
for the MRC and ZF receivers.
We now investigate the benefit of our proposed optimal
resource allocation scheme that adjusts the training length,
training power, and data transmission power. In order to illus-
trate the benefit achieved by our proposed allocation scheme,
we define the bit energy as the total transmit power expended
divided by the sum spectral efficiency, or energy consumed
per transmitted bit:
ζA =
τρp + (T − τ)ρd
SA . (62)
Fig. 6 shows the sum spectral efficiency versus the bit en-
ergy with and without optimal power allocation for M =
{128, 256} and for the MRC and ZF receivers. The ‘Bench-
mark’ curves correspond to choosing τ = K and ρp = ρd,
while the ‘Optimal’ curves are obtained using the optimal
resource allocation of (55). Different points on the curves
correspond to different values of total available power. The
benefit of an optimal power allocation is very evident in all
cases. For example, to achieve a sum spectral efficiency of
15 bits/s/Hz with M = 128, the optimal resource allocation
can reduce the bit energy by a factor of 1.9 for both the
MRC and ZF receivers compared to the benchmark case. The
improvement in bit energy achieved by increasing the number
of antennas is also apparent. For a sum spectral efficiency of
15 bits/s/Hz and using the optimal resource allocation, we can
reduce the bit energy by a factor of about 2.2 for the MRC
and ZF receivers, by doubling the number of antennas from
128 to 256.
Fig. 7 shows the optimal training duration versus the length
of the coherence interval for M = 128, K = 8 and average
transmit power ρ = {−15,−6}dB for conventional and one-
bit massive MIMO systems. We can see that the optimal
training length is always equal to the number of users for
conventional massive MIMO systems, while it depends on
the coherence interval and the total power budget for one-
bit MIMO systems. This is because a larger proportion of
the coherence interval devoted to training is required in one-
11
100 200 300 400 500 600 700 800 900 1000
Number of Antennas (M)
5
10
15
20
25
30
35
40
45
50
Su
m
 S
pe
ct
ra
l E
ffi
ce
in
cy
 (b
its
/s/
Hz
)
MRC, One-bit Massive MIMO
ZF, One-bit Massive MIMO
MRC, Conventional Massive MIMO
ZF, Conventional Massive MIMO
100%
100%
73:68%
69:76%
Fig. 8: Comparison of the sum spectral efficiency versus num-
ber of receive antennas for one-bit and conventional massive
MIMO systems with average transmit power ρ = −10dB.
bit systems to combat the quantization noise. In addition, we
observe that the optimal training length for the MRC receiver
is smaller than that for the ZF receiver, implying that the
ZF receiver demands a higher quality channel estimate than
MRC in order to reduce the interuser interference, and hence
improve the sum spectral efficiency.
E. Number of Antennas for One-Bit and Conventional Massive
MIMO
In this example we compare the sum spectral efficiencies
between one-bit and conventional massive MIMO systems.
Fig. 8 illustrates the sum spectral efficiency versus the number
of receive antennas for the MRC and ZF receivers with an
average transmit power ρ = −10dB. Since we are more
interested in comparing the maximum sum spectral efficiencies
of both one-bit and conventional systems, each curve is
obtained by adjusting the training length, the training power
and data transmission power to maximize the sum spectral
efficiency, as in problem (55). The curves for ‘Conventional
massive MIMO’ are obtained using the formulas in Table I.
Compared with the conventional system, the rate loss of the
one-bit system is not as severe as might be imagined. For
example, with M = 400, the one-bit system can still achieve
a sum spectral efficiency of 23.2 bits/s/Hz and 24.6 bits/s/Hz
for the MRC and ZF receivers, respectively, which amounts
to 73.68% and 69.76% of the sum spectral efficiency of the
conventional system. This is a remarkably high value for such
a coarsely quantized signal that only retains sign information
about the received signals. The figure also verifies the increase
in the number of antennas required for the one-bit system with
MRC to achieve performance equivalent to a conventional
massive MIMO system; the one-bit system requires about
480 antennas, or approximately 480/215 = 2.23 times more
antennas than for a conventional system to achieve a spectral
efficiency of 25 bits/s/Hz.
This relationship is further illustrated in Fig. 9 which shows
the ratio of κ = Mone/Mconv needed for the two types of
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Fig. 9: The ratio of κ versus the average transmit power ρ
with K = 8 for the MRC and ZF receivers.
systems to achieve equivalent performance. The curves labeled
‘w/o Optimal Resource Allocation’ are obtained assuming τ =
K and ρp = ρd = ρ, while the curves labeled ‘w/ Optimal
Resource Allocation’ are obtained by solving problem (56).
We can see that the ratio is constant at 2.5 for MRC and also
at low SNR for ZF for the case without resource allocation,
which verifies the conclusion in [28]. However, for the case
with an optimal resource allocation, the ratio is around 2.2-2.3,
which implies that fewer antennas are needed for the one-bit
system if its performance is optimized. In addition, we see
that as the average transmit power ρ increases, the number
of antennas required for a one-bit system to have equivalent
performance with the ZF receiver grows without bound, since
the conventional ZF receiver is theoretically able to obtain a
better and better channel estimate that allows it to ultimately
eliminate all inter-user interference.
VII. CONCLUSIONS
This paper has investigated channel estimation and overall
system performance for the single-cell, flat Rayleigh fading
massive MIMO uplink when one-bit ADCs are employed at
the BS. We used the Bussgang decomposition to derive a
new channel estimator based on the LMMSE criteria, and
showed that the resulting BLMMSE estimator provides the
lowest MSE among various competing algorithms. However,
even the BLMMSE estimator has a high-SNR error floor due
to the one-bit quantization. We derived simple closed-form
approximations for the massive MIMO uplink achievable rate
for low SNR and a large number of users assuming MRC
and ZF receivers that employ the BLMMSE channel estimate.
We then used the approximation to study the sum spectral
efficiency and energy efficiency of the one-bit massive MIMO
uplink. Our results show that massive MIMO still yields
similar gains in energy efficiency when one-bit quantizers are
employed, and we developed an optimization problem that
when solved yields significant gains in spectral efficiency by
properly selecting the training length, training power and data
12
transmission power. We showed that for an MRC receiver with
optimal resource allocation, approximately 2.2-2.3 times more
antennas are required in a one-bit massive MIMO system
to achieve the same spectral efficiency as a conventional
system with full-precision ADCs. However, significantly more
antennas are required in a one-bit system for the ZF receiver
at high SNR. Finally, we presented a number of simulation
results that validate our analysis and illustrate the potential
performance of massive MIMO systems with one-bit ADCs.
APPENDIX A
For a given yp, the covariance matrix between the quantizer
noise qp and the channel vector h can be expressed as
E
{
qph
H
}
= Eyp
{
E
{
qph
H |yp
}}
. (63)
Since the quantizer noise qp = rp−Apyp is fixed for a given
yp, we can remove qp from the inner expectation of (63) to
obtain
Eyp
{
E
{
qph
H |yp
}}
= Eyp
{
qpE
{
hH |yp
}}
. (64)
According to [38], the value of E
{
hH |yp
}
is the linear
MMSE estimate of h, leading to
Eyp
{
E
{
qph
H |yp
}}
= Eyp
{
qpy
H
p C
−1
yp Cyph
}
. (65)
Choosing Ap according to (7), the quantizer noise qp is
uncorrelated with yp, and hence we have
E
{
qph
H
}
= Eyp
{
qpy
H
p C
−1
yp Cyph
}
= 0, (66)
which implies that the quantizer noise qp is uncorrelated with
the channel h.
APPENDIX B
We follow the approach of [46] and only exploit knowledge
of the average effective channel E
{√
ρdw
T
k Adhk
}
in the
detection. Then, according to [41], the lower bound of the
achievable rate in (45) is obtained by treating the uncorrelated
inter-user interference and the quantizer noise as independent
Gaussian noise, which is a worst-case assumption when com-
puting the mutual information [41]. Therefore the variance of
the effective noise is
E{|n˜d,k|2} =Var
{(
wTk Adhk
)}
+ ρd
K∑
i 6=k
E
{∣∣wTk Adhi∣∣2}
+ E
{∥∥wTk Ad∥∥2}+ E{wTk CqdwTk } , (67)
where the expectation operation is taken with respect to the
channel realizations. By using the same result in (32) at low
SNR, we can approximate the quantizer noise as
E
{
wTk Cqdw
T
k
}
=
(
1− 2
pi
)
E
{∥∥wTk ∥∥2} . (68)
Substituting Ad = αdIK and combining (67) and (68), we
arrive at Lemma 1.
APPENDIX C
From (45), we need to compute E
{
wTk hk
}
, Var
(
wTk hk
)
,
UIk and AQNk. Note that, although the channel vector hk is
Gaussian, the BLMMSE channel estimate hˆk is not Gaussian
due to the quantizer noise. However, we can approximate hˆk
as Gaussian using Crame´r’s central limit theorem [47].
For the MRC receiver WTMRC = Hˆ
H , we have
wTk hk = hˆ
H
k hk =
∥∥∥hˆk∥∥∥2 + hˆHk εk. (69)
Therefore,
E
{
hˆHk hk
}
= E
{∥∥∥hˆk∥∥∥2} = Mσ2. (70)
The variance of wTk hk is given by
Var
(
wTk hk
)
= E
{∥∥∥hˆHk hk∥∥∥2}−M2σ4
= E
{∥∥∥hˆk∥∥∥4}+ E{∥∥∥hˆHk εk∥∥∥2}−M2σ4. (71)
Since hˆk is approximately Gaussian with variance of each
element Mσ2, we obtain
Var
(
wTk hk
)
= σ4M(M + 1) + σ2(1− σ2)M −M2σ4
= Mσ2. (72)
For i 6= k we have
UIk = ρdα
2
d
K∑
i 6=k
E
{∣∣∣hˆHk hi∣∣∣2} = (K − 1)ρdα2dMσ2. (73)
Similarly, we obtain
AQNk = (α
2
d + 1− 2/pi)Mσ2. (74)
Substituting (70), (72), (73) and (74) into (45), Theorem 1 is
obtained.
APPENDIX D
For the ZF receiver WTZF =
(
HˆHHˆ
)−1
HˆH , we have
WTZFH = W
T
ZF(Hˆ + E) = IK + WTZFE . (75)
Therefore,
wTZF,khk = 1 + w
T
ZF,kεk. (76)
Similar to the derivation of the MRC receiver, we need to
compute E
{
wTk hk
}
, Var
(
wTk hk
)
, UIk and AQNk.
For the ZF receiver, we have
E
{
wTk hk
}
= 1 + E
{
wTZF,kεk
}
= 1. (77)
The variance of wTk hk is given by
Var
(
wTk hk
)
= E
{∥∥wTZF,kεk∥∥2}
= (1− σ2)E
{∥∥wTZF,k∥∥2}
= (1− σ2)E
{[(
HˆHHˆ
)−1]
k,k
}
. (78)
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Since Hˆ is approximately Gaussian, HˆHHˆ is a K×K central
Wishart matrix with M degrees of freedom, Thus,
Var
(
wTk hk
)
=
(1− σ2)
σ2(M −K) . (79)
From (76), for i 6= k we have
UIk = ρdα
2
d
K∑
i 6=k
E
{∣∣∣hˆHk εi∣∣∣2}
= ρdα
2
d
K∑
i 6=k
(1− σ2)E
{[(
HˆHHˆ
)−1]
k,k
}
= (K − 1)ρdα2d
(1− σ2)
σ2(M −K) . (80)
Similarly,
AQNk =
α2d + 1− 2/pi
σ2(M −K) . (81)
Substituting (77), (79), (80) and (81) into (45), Theorem 2 is
obtained.
APPENDIX E
First we rewrite the sum spectral efficiency of (48) and (49)
for the MRC and ZF receivers as a function with respect to γ
and τ :
SA(γ, τ) = T − τ
T
K log2
(
1 +
a1τ
a2τ2 + a3τ + a4
)
, (82)
where we define
a1 = 4MP
2(γ − γ2) a2 = pi2 + 2piPγ
a3 = pi(KP (pi − 2)γ −KP (1− γ)(pi + 2Pγ)− (pi + 2Pγ)T )
a4 = pi(K
2P 2(pi − 2)(−1 + γ)γ −KP (pi − 2)γT )
for A = MRC, and
a1 = 4(M −K)P 2(γ − γ2) a2 = pi2 + 2piPγ
a3 = −KP (2pi(γ + P (γ − γ2)) + 4P (γ − γ2) + pi2(2γ − 1))
− (pi2 + 2piPγ)T
a4 = pi(K
2P 2(pi − 2)(−1 + γ)γ −KP (pi − 2)γT )
for A = ZF.
Then we denote {γ∗, τ∗} to be the solution of (55), such
that γ∗P = τ∗ρ∗p is the optimal power for training, and
(1 − γ∗)P = (T − τ∗)ρ∗d is the optimal amount for data
transmission. Next we choose τ¯ = K, ρ¯p = γ∗P/τ¯ and
ρ¯d = (1 − γ∗)P/(T − τ¯). Clearly, the function in (82) is
not a monotonic function with respect to τ with a given γ∗.
That is to say, it is difficult to compare the values of S(γ∗, τ∗)
and S(γ∗, τ¯). Therefore, we conclude that the optimal training
length is not always equal to the number of users for one-bit
systems.
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