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Abstract
This paper introduces the concept of the square-mean pseudo almost automorphy for a stochastic process.
Also it introduces the properties on the completeness and the composition of the space that consists of such
processes. With appropriate settings and by virtue of the theory of the semigroups of the operators to an
evolution family, the Banach fixed point theorem and the stochastic analysis techniques, this paper investi-
gates the existence, the uniqueness and the global stability of the square-mean pseudo almost automorphic
solutions for a general class of stochastic evolution equations. Finally, this paper provides an illustrative
example to justify the practical usefulness of the established theoretical results.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
The almost automorphic functions introduced in the literature initially by S. Bochner [5] is an
important generalization of the almost periodic functions. The basic results on the almost periodic
functions and their applications to deterministic differential systems may refer to [13], and more
recent results may refer to [21,24] and references therein. Until now, the almost automorphic
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by many mathematicians [1,6,7,15,22,31], see [31] by W.A. Veech for the almost automorphic
functions on the groups, see [15] by J.A. Goldstein and G.M. N’Guérékata for the almost auto-
morphic solutions to the semilinear evolution equations, and see [1] by D. Araya and C. Lizama
for the almost automorphic mild solutions to a class of fractional differential equations. For more
details about this topic and the related works, one may further refer to the book [23].
Since the pseudo almost periodic function was firstly introduced by C.Y. Zhang in [35], it has
elicited a great deal of attention from many researchers, see [9–12,26,34,36]. More recently, J.
Liang et al. [17] further developed the theory of the pseudo almost automorphic function, which
is more general and complicated than the pseudo almost periodic function and the asymptotically
almost automorphic function. One can refer to [16,18,20,32,33,37] for more recent results about
the pseudo almost automorphic theory.
Besides, noise or stochastic perturbation is unavoidable and omnipresent in nature as well as
in man-made systems. Therefore, it is of great significance to import the stochastic effects into
the investigation of differential systems [8,19]. With the basic theories and analysis methods for
stochastic differential equations that have been well developed in the literature [25,28], the almost
periodic solution for stochastic differential equations had been investigated consecutively [2–4,
27,29,30]. Specifically, in [29], the almost periodic solution for the affine and stochastic evolution
equations was studied; in [30], the pseudo almost periodic solution for a class of stochastic dif-
ferential equations was investigated. More recently, in [14], the square-mean almost automorphic
process was introduced, and the square-mean almost automorphic mild solution for the stochastic
differential equations was investigated, which further generalized the almost automorphic theory
from the deterministic version to the stochastic one.
To the best of the authors’ knowledge, however, there are very few applicable results on the
square-mean pseudo almost automorphic solution for the nonlinear stochastic evolution equa-
tions (SEEs). In this paper, therefore, we will establish a stochastic version of the theory for the
pseudo almost automorphy. More precisely, Section 2 preliminarily introduces some definitions
of the abstract spaces and the square-mean pseudo almost automorphic process. It also includes
some results not only on the completeness of the space that consists of the square-mean pseudo
almost automorphic processes but also on the composition of such processes. Based on the re-
sults in Section 2, Section 3 verifies the existence as well as the uniqueness of the square-mean
pseudo almost automorphic solutions for the linear SEEs. Besides, Sections 4 and 5 establish
several theorems not only on the existence and the uniqueness, but also on the global stability
of the square-mean pseudo almost automorphic solutions for the nonlinear SEEs. Finally, an il-
lustrative example is provided to show the feasibility of the theoretical results developed in the
paper.
2. Preliminaries
Throughout, (H,‖ · ‖) is assumed to be a real and separable Hilbert space, (Ω,F ,P ) is
supposed to be a probability space, and L2(P,H) stands for a space of the H -valued random
variables x such that E‖x‖2 = ∫
Ω
‖x‖2 dP < +∞, which is a Banach space with the norm
‖x‖L2 = (E‖x‖2)
1
2
.
Definition 2.1. A stochastic process x(t) : R → L2(P,H) is said to be stochastically bounded if
there exists M > 0 such that
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∥∥x(t)∥∥2 M,
for all t ∈ R.
Definition 2.2. A stochastic process x(t) : R → L2(P,H) is said to be stochastically continuous
if
lim
t→sE
∥∥x(t)− x(s)∥∥2 = 0.
Denote by SBC(R,L2(P,H)) the collection of all the stochastically bounded and continuous
processes. Then several properties of the space SBC(R,L2(P,H)) are listed as follows.
Remark 2.1. SBC(R,L2(P,H)) is a linear space.
Remark 2.2. SBC(R,L2(P,H)) is a Banach space with the norm
‖x‖∞ = sup
t∈R
(
E
∥∥x(t)∥∥2) 12 ,
where E‖x(t)‖2 = ∫
Ω
‖x(t)‖2 dP .
Definition 2.3. A stochastic process x(t) ∈ SBC0(R,L2(P,H)), provided that x(t) ∈
SBC(R,L2(P,H)) and limT→∞ 12T
∫ T
−T E‖x(t)‖2 dt = 0.
The above two remarks can be easily verified by the standard arguments, and we omit it here
for simplicity. Now, from Remarks 2.1 and 2.2, and by using the Lebesgue dominated conver-
gence theorem, we easily approach the following conclusion.
Remark 2.3. SBC0(R,L2(P,H)) is a linear closed subspace of SBC(R,L2(P,H)).
Hence, together with Remarks 2.2 and 2.3, we arrive at the following conclusion.
Remark 2.4. SBC0(R,L2(P,H)) is a Banach space with the norm ‖x‖∞.
Definition 2.4. (See [14].) A stochastically continuous process x(t) : R → L2(P,H) is said to be
square-mean almost automorphic if every sequence of real numbers {t ′n} has a subsequence {tn}
such that, for some stochastic process y : R → L2(P,H), limn→+∞E‖x(t + tn) − y(t)‖2 = 0
and limn→+∞E‖y(t − tn)− x(t)‖2 = 0 simultaneously hold for each t ∈ R.
Denote by SAA(R,L2(P,H)) the collection of all the square-mean almost automorphic pro-
cesses x(t) : R → L2(P,H). It thus is a Banach space with the norm ‖x‖∞. The detailed proof
for this property can be found in Theorem 2.4 of [14].
Remark 2.5. If x(t) ∈ SAA(R,L2(P,H)), then x(t) is bounded, that is, ‖x‖∞ < ∞.
Refer to Lemma 2.3 of [14] for the detailed proof of Remark 2.5.
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square-mean pseudo almost automorphic if it can be decomposed as f = g + ϕ, where
g ∈ SAA(R,L2(P,H)) and ϕ ∈ SBC0(R,L2(P,H)).
Denote by SPAA(R,L2(P,H)) the collection of all the square-mean pseudo almost automor-
phic processes f (t) : R → L2(P,H).
From Remark 2.5 and Definition 2.3, we have the following conclusions.
Remark 2.6. SPAA(R,L2(P,H)) ⊂ SBC(R,L2(P,H)).
Lemma 2.1. Suppose g ∈ SAA(R,L2(P,H)), t0 ∈ R, ε > 0, and
Bε =
{
τ ∈ R ∣∣ [E∥∥g(t0 + τ)− g(t0)∥∥2] 12 < ε}.
Then there exist s1, . . . , sm ∈ R such that ⋃mi=1(si +Bε) = R.
One can refer to Lemma 2.1 in [32] and Lemma 2.1.1 in [31] for the proof of Lemma 2.1.
Lemma 2.2. Suppose f ∈ SPAA(R,L2(P,H)), that is, f = g+ϕ, where g ∈ SAA(R,L2(P,H))
and ϕ ∈ SBC0(R,L2(P,H)). Then {f (t) | t ∈ R} ⊃ {g(t) | t ∈ R}.
One may refer to Theorem 2.2 in [32] for the proof of Lemma 2.2.
Remark 2.6 and Lemma 2.2 together lead to the following theorem. One can refer to Theo-
rem 2.2 in [32] for a detailed proof.
Theorem 2.1. SPAA(R,L2(P,H)) is a Banach space with the norm ‖x‖∞.
Denote
SAA
(
R ×L2(P,H),L2(P,H))= {g(t, x) ∈ SAA(R,L2(P,H)) ∣∣ for any x ∈ L2(P,H)}
and
SBC0
(
R ×L2(P,H),L2(P,H))= {ϕ(t, x) ∈ SBC0(R,L2(P,H)) ∣∣ for any x ∈ L2(P,H)}.
Definition 2.6. A function f (t, x) : R × L2(P,H) → L2(P,H), which is jointly continu-
ous, is said to be square-mean pseudo almost automorphic in t for any x ∈ L2(P,H) if it
can be decomposed as f = g + ϕ, where g(t, x) ∈ SAA(R × L2(P,H),L2(P,H)), ϕ(t, x) ∈
SBC0(R ×L2(P,H),L2(P,H)). Denote the set of all such stochastically continuous processes
by SPAA(R ×L2(P,H),L2(P,H)).
Lemma 2.3. (See [14].) Suppose that f (t, x) ∈ SAA(R × L2(P,H),L2(P,H)), and that
f (t, x) satisfies the Lipschitz condition in x, that is, there exists L > 0 such that, for any
x, y ∈ L2(P,H),
E
∥∥f (t, x)− f (t, y)∥∥2  L ·E‖x − y‖2
for t ∈ R. Then f (t, x(t)) ∈ SAA(R,L2(P,H)) for any x ∈ SAA(R,L2(P,H)).
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to the square-mean pseudo almost automorphic process. We firstly give an essential lemma so as
to characterize the space SBC0.
Lemma 2.4. Let ϕ ∈ SBC(R,L2(P,H)). Then ϕ ∈ SBC0(R,L2(P,H)) if and only if
limT→∞ 12T mes(MT,ε(ϕ)) = 0 for any ε > 0. Here, mes(·) represents the Lebesgue measure,
and
MT,ε(ϕ) =
{
t ∈ [−T ,T ] ∣∣ E∥∥ϕ(t)∥∥2  ε}.
The proof of Lemma 2.4 can be performed along the direction of the proof of Lemma 2.1
in [17].
Theorem 2.2. Suppose that f (t, x) ∈ SPAA(R × L2(P,H),L2(P,H)), and that there exists a
positive number L such that, for any x, y ∈ L2(P,H),
E
∥∥f (t, x)− f (t, y)∥∥2  L ·E‖x − y‖2, t ∈ R.
Then f (t, x(t)) ∈ SPAA(R,L2(P,H)) for any x ∈ SPAA(R,L2(P,H)).
Theorem 2.2 can be proved by using Lemmas 2.2–2.4, which is a stochastic generalized ver-
sion of Theorem 2.4 in [17] and Remark 2.5 in [33], and one may refer to [17] for more details
about the proof of Theorem 2.2.
3. Square-mean pseudo almost automorphic solutions for linear stochastic evolution
equations
To begin, consider the following linear stochastic evolution equation
dx(t) = Ax(t)dt + f (t)dt + γ (t)dW(t), (3.1)
where A is an infinitesimal generator which generates a C0-semigroup, denoted by (T (t)t0),
such that, for some positive numbers K and ω,
∥∥T (t)∥∥Ke−ωt ,
for all t  0. In addition, f : R → L2(P,H) and γ : R → L2(P,H) are two stochastic pro-
cesses, and W(t) is a two-sided and standard one-dimensional Brownian motion, which is defined
on the filtered probability space (Ω,F ,P ,Ft ). Here, Ft = σ {W(u)−W(v) | u,v  t}.
Definition 3.1. An Ft -progressively measurable process {x(t)}t∈R is called a mild solution of
Eq. (3.1) if it satisfies the corresponding stochastic integral equation
x(t) = T (t − a)x(a)+
t∫
a
T (t − s)f (s)ds +
t∫
a
T (t − s)γ (s)dW(s), (3.2)
for all t  a and each a ∈ R.
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Proof. The process
x(t) =
t∫
−∞
T (t − s)f (s)ds +
t∫
−∞
T (t − s)γ (s)dW(s) (3.3)
satisfies Eq. (3.2), so that the process (3.3) is a mild solution of Eq. (3.1).
Next we aim to prove (3.3) is a square-mean pseudo almost automorphic process.
Since f,γ ∈ SPAA(R,L2(P,H)), there exist g,α ∈ SAA(R,L2(P,H)) and ϕ,β ∈
SBC0(R,L2(P,H)) such that f = g + ϕ, γ = α + β . Hence,
x(t) =
t∫
−∞
T (t − s)(g(s)+ ϕ(s))ds +
t∫
−∞
T (t − s)(α(s)+ β(s))dW(s)
=
[ t∫
−∞
T (t − s)g(s)ds +
t∫
−∞
T (t − s)α(s)dW(s)
]
+
[ t∫
−∞
T (t − s)ϕ(s)ds +
t∫
−∞
T (t − s)β(s)dW(s)
]
.= F(t)+Φ(t).
In order to prove (3.3) is a square-mean pseudo almost automorphic process, we only need to ver-
ify F(t) ∈ SAA(R,L2(P,H)) and Φ(t) ∈ SBC0(R,L2(P,H)). Thus, the following verification
procedure is divided into three steps.
Step 1. For a given t0 ∈ R,
E
∥∥F(t)− F(t0)∥∥2 = E
∥∥∥∥∥
t∫
−∞
T (t − s)g(s)ds +
t∫
−∞
T (t − s)α(s)dW(s)
−
t0∫
−∞
T (t0 − s)g(s)ds −
t0∫
−∞
T (t0 − s)α(s)dW(s)
∥∥∥∥∥
2
 2E
∥∥∥∥∥
t∫
−∞
T (t − s)g(s)ds −
t0∫
−∞
T (t0 − s)g(s)ds
∥∥∥∥∥
2
+ 2E
∥∥∥∥∥
t∫
T (t − s)α(s)dW(s) −
t0∫
T (t0 − s)α(s)dW(s)
∥∥∥∥∥
2
.−∞ −∞
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property of the C0-semigroup (T (t)t0) yields the following estimation:
E
∥∥∥∥∥
t∫
−∞
T (t − s)g(s)ds −
t0∫
−∞
T (t0 − s)g(s)ds
∥∥∥∥∥
2
= E
∥∥∥∥∥
t0∫
−∞
T (t0 − τ)g(τ + t − t0)dτ −
t0∫
−∞
T (t0 − s)g(s)ds
∥∥∥∥∥
2
= E
∥∥∥∥∥
t0∫
−∞
T (t0 − s)
[
g(s + t − t0)− g(s)
]
ds
∥∥∥∥∥
2

t0∫
−∞
∥∥T (t0 − s)∥∥ds ·
t0∫
−∞
∥∥T (t0 − s)∥∥E∥∥g(s + t − t0)− g(s)∥∥2 ds.
For an arbitrary sequence of real numbers, denoted by {tn}, with tn → t0 as n → +∞,
∥∥T (t0 − s)∥∥E∥∥g(s + tn − t0)− g(s)∥∥2 → 0, n → +∞,
which is due to g ∈ SBC(R,L2(P,H)). Hence,
∥∥T (t0 − s)∥∥E∥∥g(s + tn − t0)− g(s)∥∥2  ∥∥T (t0 − s)∥∥(1 + ‖g‖∞)
for every n sufficiently large. Note also that
t0∫
−∞
∥∥T (t0 − s)∥∥(1 + ‖g‖∞)ds < +∞.
Then, according to the Lebesgue dominated convergence theorem, we get
lim
n→+∞
t0∫
−∞
∥∥T (t0 − s)∥∥E∥∥g(s + tn − t0)− g(s)∥∥2 ds = 0.
From the arbitrariness of {tn}, it thus follows that
lim
t→t0
t0∫
−∞
∥∥T (t0 − s)∥∥E∥∥g(s + t − t0)− g(s)∥∥2 ds = 0,
which together with the above estimation gives
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E
∥∥∥∥∥
t∫
−∞
T (t − s)g(s)ds −
t0∫
−∞
T (t0 − s)g(s)ds
∥∥∥∥∥
2
= 0.
Let W˜ (σ ) = W(σ + t − t0) − W(t − t0) for each σ ∈ R. Then it is easy to verify that W˜ is
also a Wiener process and that it obeys the same distribution as W . Letting σ = s − t + t0 and
using the Ito’s isometry property of the stochastic integral, we have
E
∥∥∥∥∥
t∫
−∞
T (t − s)α(s)dW(s) −
t0∫
−∞
T (t0 − s)α(s)dW(s)
∥∥∥∥∥
2
= E
∥∥∥∥∥
t0∫
−∞
T (t0 − σ)α(σ + t − t0)dW(σ + t − t0)−
t0∫
−∞
T (t0 − s)α(s)dW(s)
∥∥∥∥∥
2
= E
∥∥∥∥∥
t0∫
−∞
T (t0 − σ)α(σ + t − t0)dW˜ (σ )−
t0∫
−∞
T (t0 − s)α(s)dW˜ (s)
∥∥∥∥∥
2
= E
∥∥∥∥∥
t0∫
−∞
T (t0 − σ)
(
α(σ + t − t0)− α(σ)
)
dW˜ (σ )
∥∥∥∥∥
2
=
t0∫
−∞
E
∥∥T (t0 − σ)(α(σ + t − t0)− α(σ))∥∥2 dσ

t0∫
−∞
∥∥T (t0 − σ)∥∥2E∥∥α(σ + t − t0)− α(σ)∥∥2 dσ.
By an analogous argument performed above, we can show that
lim
t→t0
t0∫
−∞
∥∥T (t0 − σ)∥∥2E∥∥α(σ + t − t0)− α(σ)∥∥2 dσ = 0.
Then, we obtain
lim
t→t0
E
∥∥∥∥∥
t∫
−∞
T (t − s)α(s)dW(s) −
t0∫
−∞
T (t0 − s)α(s)dW(s)
∥∥∥∥∥
2
= 0,
so that
lim
t→t0
E
∥∥F(t)− F(t0)∥∥2 = 0,
which implies that F(t) is a stochastically continuous process.
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subsequence {tn} such that, for some stochastic processes g˜, α˜ : R → L2(P,H) and each t ∈ R,
lim
n→+∞E
∥∥g(t + tn)− g˜(t)∥∥2 = 0, lim
n→+∞E
∥∥g˜(t − tn)− g(t)∥∥2 = 0,
and
lim
n→+∞E
∥∥α(t + tn)− α˜(t)∥∥2 = 0, lim
n→+∞E
∥∥α˜(t − tn)− α(t)∥∥2 = 0.
Let F˜ (t) = ∫ t−∞ T (t − s)g˜(s)ds + ∫ t−∞ T (t − s)α˜(s)dW(s). Then, we have
E
∥∥F(t + tn)− F˜ (t)∥∥2
= E
∥∥∥∥∥
t+tn∫
−∞
T (t + tn − s)g(s)ds +
t+tn∫
−∞
T (t + tn − s)α(s)dW(s)
−
t∫
−∞
T (t − s)g˜(s)ds −
t∫
−∞
T (t − s)α˜(s)dW(s)
∥∥∥∥∥
2
 2E
∥∥∥∥∥
t+tn∫
−∞
T (t + tn − s)g(s)ds −
t∫
−∞
T (t − s)g˜(s)ds
∥∥∥∥∥
2
+ 2E
∥∥∥∥∥
t+tn∫
−∞
T (t + tn − s)α(s)dW(s) −
t∫
−∞
T (t − s)α˜(s)dW(s)
∥∥∥∥∥
2
.
In the light of the Cauchy–Schwarz inequality and the exponential dissipation property of T (t),
we arrive at
E
∥∥∥∥∥
t+tn∫
−∞
T (t + tn − s)g(s)ds −
t∫
−∞
T (t − s)g˜(s)ds
∥∥∥∥∥
2
= E
∥∥∥∥∥
t∫
−∞
T (t − s)(g(s + tn)− g˜(s))ds
∥∥∥∥∥
2
 E
( t∫
−∞
∥∥T (t − s)(g(s + tn)− g˜(s))∥∥ds
)2

t∫ ∥∥T (t − s)∥∥ds ·
t∫ ∥∥T (t − s)∥∥E∥∥g(s + tn)− g˜(s)∥∥2 ds
−∞ −∞
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t∫
−∞
Ke−ω(t−s) ds ·
t∫
−∞
Ke−ω(t−s)E
∥∥g(s + tn)− g˜(s)∥∥2 ds,
where the last estimation converges to zero as n → +∞.
Analogously, let W˜ (σ ) = W(σ + tn)−W(tn) for each σ ∈ R. Then W˜ is also a Wiener process
having the same distribution as W . Letting σ = s − tn and using the Ito’s isometry property of
stochastic integral, we have the following estimations:
E
∥∥∥∥∥
t+tn∫
−∞
T (t + tn − s)α(s)dW(s) −
t∫
−∞
T (t − s)α˜(s)dW(s)
∥∥∥∥∥
2
= E
∥∥∥∥∥
t∫
−∞
T (t − σ)α(σ + tn)dW(σ + tn)−
t∫
−∞
T (t − s)α˜(s)dW(s)
∥∥∥∥∥
2
= E
∥∥∥∥∥
t∫
−∞
T (t − s)(α(s + tn)− α˜(s))dW˜ (s)
∥∥∥∥∥
2
= E
( t∫
−∞
∥∥T (t − s)(α(s + tn)− α˜(s))∥∥2 ds
)

t∫
−∞
∥∥T (t − s)∥∥2E∥∥α(s + tn)− α˜(s)∥∥2 ds

t∫
−∞
K2e−2ω(t−s)E
∥∥α(s + tn)− α˜(s)∥∥2 ds
where the last estimation converges to zero as n → +∞. Thus, it leads to
lim
n→+∞E
∥∥F(t + tn)− F˜ (t)∥∥2 = 0.
By a similar way, we can obtain
lim
n→+∞E
∥∥F˜ (t − tn)− F(t)∥∥2 = 0.
Therefore, together with the arguments shown in Steps 1 and 2, we approach the expected con-
clusion that F(t) ∈ SAA(R,L2(P,H)).
Step 3. We are to validate Φ(t) ∈ SBC0(R,L2(P,H)).
Using similar arguments as performed in the above Step 1, we can know that Φ(t) is
stochastically continuous process. From ϕ,β ∈ SBC0(R,L2(P,H)) and from the exponen-
tial dissipation property of T (t), it follows that Φ(t) is stochastically bounded. Thus, Φ(t) ∈
SBC(R,L2(P,H)). Hence, we only need to show
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T→∞
1
2T
T∫
−T
E
∥∥Φ(t)∥∥2 dt = 0.
To this end, we give the following estimations:
1
2T
T∫
−T
E
∥∥Φ(t)∥∥2 dt
= 1
2T
T∫
−T
E
∥∥∥∥∥
t∫
−∞
T (t − s)ϕ(s)ds +
t∫
−∞
T (t − s)β(s)dW(s)
∥∥∥∥∥
2
dt
 1
T
T∫
−T
E
∥∥∥∥∥
t∫
−∞
T (t − s)ϕ(s)ds
∥∥∥∥∥
2
dt + 1
T
T∫
−T
E
∥∥∥∥∥
t∫
−∞
T (t − s)β(s)dW(s)
∥∥∥∥∥
2
dt
 1
T
T∫
−T
dt
t∫
−∞
∥∥T (t − s)∥∥ds
t∫
−∞
∥∥T (t − s)∥∥E∥∥ϕ(s)∥∥2 ds
+ 1
T
T∫
−T
dt
t∫
−∞
∥∥T (t − s)∥∥2E∥∥β(s)∥∥2 ds
 1
T
T∫
−T
dt
t∫
−∞
Ke−ω(t−s) ds
t∫
−∞
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds
+ 1
T
T∫
−T
dt
t∫
−∞
K2e−2ω(t−s)E
∥∥β(s)∥∥2 ds
= K
Tω
T∫
−T
dt
t∫
−∞
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds + 1
T
T∫
−T
dt
t∫
−∞
K2e−2ω(t−s)E
∥∥β(s)∥∥2 ds,
where the first term on the right-hand side of the last equality satisfies:
K
Tω
T∫
−T
dt
t∫
−∞
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds
= K
Tω
T∫
dt
t∫
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds + K
Tω
T∫
dt
−T∫
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds
−T −T −T −∞
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Tω
T∫
−T
ds
T∫
s
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 dt + K
Tω
T∫
−T
dt
−T∫
−∞
Ke−ω(t−s)E
∥∥ϕ(s)∥∥2 ds
 K
2
T ω2
T∫
−T
E
∥∥ϕ(s)∥∥2 ds + ‖ϕ‖2∞ K2T ω3
−→ 0,
as T → ∞, and the second term satisfies:
1
T
T∫
−T
dt
t∫
−∞
K2e−2ω(t−s)E
∥∥β(s)∥∥2 ds
= 1
T
T∫
−T
ds
T∫
s
K2e−2ω(t−s)E
∥∥β(s)∥∥2 dt + 1
T
T∫
−T
dt
−T∫
−∞
K2e−2ω(t−s)E
∥∥β(s)∥∥2 ds
 K
2
2T ω
T∫
−T
E
∥∥β(s)∥∥2 ds + ‖β‖2∞ K24T ω2
−→ 0,
as T → ∞. Therefore, we verify limT→∞ 12T
∫ T
−T E‖Φ(t)‖2 dt = 0 as expected. This implies
Φ(t) ∈ SBC0(R,L2(P,H)). Eventually, we have that (3.3) is a square-mean pseudo almost au-
tomorphic mild solution of Eq. (3.1). 
Remark 3.1. The mild solution of Eq. (3.1) with the initial value
x(a) =
a∫
−∞
T (a − s)f (s)ds
is also square-mean pseudo almost automorphic. In particular, with the initial value specified
above, Eq. (3.2) can be changed into
x(t) =
t∫
−∞
T (t − s)f (s)ds +
t∫
a
T (t − s)γ (s)dW(s). (3.4)
Proof. Notice that f = g + ϕ, γ = α + β . Then, we have
x(t) =
t∫
T (t − s)[g(s)+ ϕ(s)]ds +
t∫
T (t − s)[α(s)+ β(s)]dW(s)−∞ a
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t∫
−∞
T (t − s)g(s)ds +
t∫
a
T (t − s)α(s)dW(s) +
t∫
−∞
T (t − s)ϕ(s)ds
+
t∫
a
T (t − s)β(s)dW(s).
Denote, respectively,
F(t) =
t∫
−∞
T (t − s)g(s)ds +
t∫
a
T (t − s)α(s)dW(s)
and
Φ(t) =
t∫
−∞
T (t − s)ϕ(s)ds +
t∫
a
T (t − s)β(s)dW(s).
Analogous to the proof of Theorem 3.2 established in [14], we can show that F(t) ∈
SAA(R,L2(P,H)).
Next, we intend to verify Φ(t) ∈ SBC0(R,L2(P,H)). To this end, for T > |a|, we have
1
2T
T∫
−T
E
∥∥Φ(t)∥∥2 dt
 1
T
T∫
−T
dt E
∥∥∥∥∥
t∫
−∞
T (t − s)ϕ(s)ds
∥∥∥∥∥
2
+ 1
T
T∫
−T
dt E
∥∥∥∥∥
t∫
a
T (t − s)β(s)dW(s)
∥∥∥∥∥
2
 1
T
T∫
−T
dt E
( t∫
−∞
∥∥T (t − s)∥∥ds
t∫
−∞
∥∥T (t − s)∥∥∥∥ϕ(s)∥∥2 ds
)
+ 1
T
T∫
−T
dt E
t∫
a
∥∥T (t − s)∥∥2∥∥β(s)∥∥2 ds
 K
Tω
T∫
−T
dt
t∫
−∞
∥∥T (t − s)∥∥E∥∥ϕ(s)∥∥2 ds + 1
T
T∫
−T
dt
t∫
−∞
∥∥T (t − s)∥∥2E∥∥β(s)∥∥2 ds
 K
Tω
T∫
dt
( −T∫ ∥∥T (t − s)∥∥E∥∥ϕ(s)∥∥2 ds +
t∫ ∥∥T (t − s)∥∥E∥∥ϕ(s)∥∥2 ds
)−T −∞ −T
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T
T∫
−T
dt
t∫
a
∥∥T (t − s)∥∥2E∥∥β(s)∥∥2 ds
 K
2
T ω3
‖ϕ‖2∞ +
K
Tω
T∫
−T
ds
T∫
s
∥∥T (t − s)∥∥E∥∥ϕ(s)∥∥2 dt
+ 1
T
T∫
a
ds
T∫
s
∥∥T (t − s)∥∥2E∥∥β(s)∥∥2 dt
 K
2
T ω3
‖ϕ‖2∞ +
K2
T ω2
T∫
−T
E
∥∥ϕ(s)∥∥2 ds + 1
T
T∫
−T
ds
T∫
s
∥∥T (t − s)∥∥2E∥∥β(s)∥∥2 dt
 K
2
T ω3
‖ϕ‖2∞ +
K2
T ω2
T∫
−T
E
∥∥ϕ(s)∥∥2 ds + K2
2T ω
T∫
−T
E
∥∥β(s)∥∥2 ds,
where the last term converges to zero as T → ∞. Similar to the proof of Step 1 in Theorem 3.1,
we can show that Φ(t) ∈ SBC(R,L2(P,H)), so that Φ(t) ∈ SBC0(R,L2(P,H)).
Therefore, the solution represented by (3.4) is a square-mean pseudo almost automorphic mild
solution of Eq. (3.1), which completes the proof. 
Analogous to the proof for Theorem 3.2 in [14], we can get the following results.
Remark 3.2. The square-mean pseudo almost automorphic mild solution of Eq. (3.1) is unique.
So the solution represented by (3.3) is equal to the solution (3.4) in a probability sense.
4. Square-mean pseudo almost automorphic solutions for nonlinear stochastic evolution
equations
In this section, we consider the following nonlinear stochastic evolution equation
dx(t) = Ax(t)dt + f (t, x(t))dt + γ (t, x(t))dW(t), (4.1)
where A is an infinitesimal generator which generates a C0-semigroup (T (t)t0) such that
∥∥T (t)∥∥Ke−ωt ,
for t  0 with some K > 0 and ω > 0. Moreover, f : R × L2(P,H) → L2(P,H),
γ : R × L2(P,H) → L2(P,H), and W(t) is a two-sided and standard one-dimensional Brow-
nian motion defined on the filtered probability space (Ω,F ,P ,Ft ), where Ft = σ {W(u) −
W(v) | u,v  t}.
Definition 4.1. An Ft -progressively measurable process {x(t)}t∈R is called a mild solution of
Eq. (4.1) provided that it satisfies the corresponding stochastic integral equation
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t∫
a
T (t − s)f (s, x(s))ds +
t∫
a
T (t − s)γ (s, x(s))dW(s), (4.2)
for all t  a and each a ∈ R.
Theorem 4.1. Suppose that f,γ ∈ SPAA(R × L2(P,H),L2(P,H)), and that there exist con-
stants L,L′ > 0 such that, for any x, y ∈ L2(P,H),
E
∥∥f (t, x)− f (t, y)∥∥2  L ·E‖x − y‖2,
E
∥∥γ (t, x)− γ (t, y)∥∥2  L′ ·E‖x − y‖2,
for all t ∈ R, and
2K2L
ω2
+ K
2L′
ω
< 1.
Then Eq. (4.1) has a unique square-mean pseudo almost automorphic mild solution.
Proof. It is easy to verify that x(t) is a mild solution of Eq. (4.1) if and only if x(t) satisfies the
following integral equation:
x(t) =
t∫
−∞
T (t − s)f (s, x(s))ds +
t∫
−∞
T (t − s)γ (s, x(s))dW(s). (4.3)
For any x(t) ∈ SPAA(R,L2(P,H)), define the operator S by
(Sx)(t) =
t∫
−∞
T (t − s)f (s, x(s))ds +
t∫
−∞
T (t − s)γ (s, x(s))dW(s).
Notice the two Lipschitz conditions assumed for any x, y ∈ L2(P,H) and all t ∈ R. Then, in
the light of Theorem 2.2, we conclude that f (t, x(t)), γ (t, x(t)) ∈ SPAA(R,L2(P,H)). Hence,
from the proof of Theorem 3.1, we know that (Sx)(t) ∈ SPAA(R,L2(P,H)), so that S is a
self-mapping from the space SPAA(R,L2(P,H)) to the space SPAA(R,L2(P,H)).
For the sake of conciseness, the proof for the contraction property of S is omitted here, which
is similar to that in Theorem 4.1 in [14].
Now, using the fixed point theorem in the Banach space for the map S yields that it has a
unique fixed point x∗ in SPAA(R,L2(P,H)) with Sx∗ = x∗. From (4.3), therefore, it follows
that x∗ is a unique square-mean pseudo almost automorphic mild solution of Eq. (4.1). The proof
is completed eventually. 
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With the established theory of the existence of the solutions for the stochastic evolution equa-
tion (4.1), we are in a position to investigate their stability.
Theorem 5.1. Assume that all the conditions of Theorem 4.1 hold, and that
2K2L
ω2
+ K
2L′
ω
<
2
3
.
Then the square-mean pseudo almost automorphic mild solution x∗(t) of Eq. (4.1) is globally
exponentially stable in the square-mean sense.
Proof. Let x(t) be any solution of (4.1) with initial value x(0) with an interval of existence,
denoted by [0, T ′). Then, we have that, for any t ∈ [0, T ′),
E
∥∥x(t)− x∗(t)∥∥2
= E
∥∥∥∥∥T (t)(x(0)− x∗(0))+
t∫
0
T (t − s)[f (s, x(s))− f (s, x∗(s))]ds
+
t∫
0
T (t − s)[γ (s, x(s))− γ (s, x∗(s))]dW(s)
∥∥∥∥∥
2
 3
∥∥T (t)∥∥2E∥∥x(0)− x∗(0)∥∥2 + 3E
( t∫
0
∥∥T (t − s)[f (s, x(s))− f (s, x∗(s))]∥∥ds
)2
+ 3E
( t∫
0
∥∥T (t − s)[γ (s, x(s))− γ (s, x∗(s))]∥∥2 ds
)
 3K2e−2ωtE
∥∥x(0)− x∗(0)∥∥2
+ 3E
t∫
0
∥∥T (t − s)∥∥ds
t∫
0
∥∥T (t − s)∥∥∥∥f (s, x(s))− f (s, x∗(s))∥∥2 ds
+ 3E
t∫
0
∥∥T (t − s)∥∥2∥∥γ (s, x(s))− γ (s, x∗(s))∥∥2 ds
 3K2e−2ωtE
∥∥x(0)− x∗(0)∥∥2
+ 3L
t∫
Ke−ω(t−s) ds
t∫
Ke−ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds
0 0
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t∫
0
K2e−2ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds
 3K2e−2ωtE
∥∥x(0)− x∗(0)∥∥2 + 3K2L
ω
t∫
0
e−ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds
+ 3K2L′
t∫
0
e−2ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds.
Since 2K2L
ω2
+ K2L′
ω
< 23 as assumed above, there exists a number ε ∈ (0,ω) such that
K2L
ω(ω − ε) +
K2L′
2ω − ε <
1
3
.
Denote ξ = 3K2L
ω(ω−ε) + 3K
2L′
2ω−ε . Then it is clear that ξ < 1. With this setting and using the estimation
obtained above, we obtain that, for any T ∈ [0, T ′),
T∫
0
eεtE
∥∥x(t)− x∗(t)∥∥2 dt
 3K2E
∥∥x(0)− x∗(0)∥∥2
T∫
0
eεte−2ωt dt + 3K
2L
ω
T∫
0
eεt dt
t∫
0
e−ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds
+ 3K2L′
T∫
0
eεt dt
t∫
0
e−2ω(t−s)E
∥∥x(s)− x∗(s)∥∥2 ds
 3K
2
2ω − εE
∥∥x(0)− x∗(0)∥∥2 + 3K2L
ω
T∫
0
E
∥∥x(s)− x∗(s)∥∥2 ds
T∫
s
eεte−ω(t−s) dt
+ 3K2L′
T∫
0
E
∥∥x(s)− x∗(s)∥∥2 ds
T∫
s
eεte−2ω(t−s) dt
 3K
2
2ω − εE
∥∥x(0)− x∗(0)∥∥2 + 3K2L
ω(ω − ε)
T∫
0
eεsE
∥∥x(s)− x∗(s)∥∥2 ds
+ 3K
2L′
2ω − ε
T∫
eεsE
∥∥x(s)− x∗(s)∥∥2 ds,0
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T∫
0
eεtE
∥∥x(t)− x∗(t)∥∥2 dt
 3K
2
2ω − εE
∥∥x(0)− x∗(0)∥∥2 + [ 3K2L
ω(ω − ε) +
3K2L′
2ω − ε
] T∫
0
eεsE
∥∥x(s)− x∗(s)∥∥2 ds,
which further implies
T∫
0
eεtE
∥∥x(t)− x∗(t)∥∥2 dt  1
1 − ξ ·
3K2
2ω − ε ·E
∥∥x(0)− x∗(0)∥∥2,
for any T ∈ [0, T ′). Obviously, the last estimation is independent of T as well as T ′. Therefore,
the maximal interval of the existence of the solution for Eq. (4.1) can be extended to the positive
infinity under the conditions assumed above. In particular, we have
eεtE
∥∥x(t)− x∗(t)∥∥2 −→ 0,
as t → +∞. This eventually implies that the square-mean pseudo almost automorphic mild
solution x∗(t) of Eq. (4.1) is globally exponentially stable in the square-mean sense. 
Remark 5.1. If 3K
2Lˆ(1+ω)
ω2
< 1, where Lˆ = max{L,L′}, then the square-mean pseudo almost
automorphic mild solution x∗(t) of Eq. (4.1) is globally exponentially stable.
The proof of this remark, similar to that of Theorem 5.2 in [14], is omitted here.
6. An illustrative example
To illustrate the practical usefulness of the theoretical results established in the preceding sec-
tions, we consider the following one-dimensional and stochastic heat equation with the Dirichlet
boundary conditions:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
du(t, x) = ∂2u(t,x)
∂x2
dt + [u(t, x) sin 1
2+cos t+cos√2t + max{e−(t±k
2)2} cosu(t, x)]dt
+ [u(t, x) sin 1
2+cos t+cos√3t + 3 max{e−(t±k
2)2} sinu(t, x)]dW(t),
(t, x) ∈ R × (0,1),
u(t,0) = u(t,1) = 0, t ∈ R,
(6.1)
where W(t) is a two-sided and standard one-dimensional Brownian motion defined on the filtered
probability space (Ω,F ,P ,Ft ). Denote
Z. Chen, W. Lin / Journal of Functional Analysis 261 (2011) 69–89 87D(A) = {x ∈ C1[0,1] ∣∣ x′(r) is absolutely continuous on [0,1],
x′′(r) ∈ L2[0,1], x(0) = x(1) = 0}.
Then, A generates a C0-semigroup (T (t)t0) on L2[0,1], which is specified by
(
T (t)x
)
(r) =
∞∑
n=1
e−n2π2t 〈x, en〉L2en(r),
where en(r) =
√
2 sin(nπr) for n = 1,2, . . . , and ‖T (t)‖ e−π2t for all t  0. Thus, set K = 1
and ω = π2. From the fact that both
u sin
1
2 + cos t + cos√2t + max
{
e−(t±k2)2
}
cosu
and
u sin
1
2 + cos t + cos√3t + 3 max
{
e−(t±k2)2
}
sinu
are pseudo almost automorphic functions (refer to [32]), it follows that
f (t, u) = u sin 1
2 + cos t + cos√2t + max
{
e−(t±k2)2
}
cosu
∈ SPAA(R ×L2(P,L2[0,1]),L2(P,L2[0,1]))
and
γ (t, u) = u sin 1
2 + cos t + cos√3t + 3 max
{
e−(t±k2)2
}
sinu
∈ SPAA(R ×L2(P,L2[0,1]),L2(P,L2[0,1])).
Clearly, both f and γ set above satisfy the Lipschitz conditions with L = 2 and L′ = 4, respec-
tively. A direct computation thus yields that
2K2L
ω2
+ K
2L′
ω
≈ 11
24
<
2
3
.
Now, in the light of Theorems 4.1 and 5.1, the heat equation with the Dirichlet boundary condi-
tion (6.1) has a unique square-mean pseudo almost automorphic mild solution, which is globally
exponentially stable in the square-mean sense.
However, it is easy to show that 3K
2Lˆ(1+ω)
ω2
> 1, which implies that the stability of square-
mean pseudo almost automorphic mild solution for (6.1) cannot be justified directly by Re-
mark 5.1.
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