Recent studies have demonstrated that measured wide-area network tra c such as Internet tra c exhibits locally complex irregularities, consistent with multifractal behavior. It has also been shown that the observed multifractal structure becomes most apparent when analyzing measured network tra c at a particular layer in the well-de ned protocol hierarchy that characterizes modern data networks, namely the transport or TCP layer. To investigate this new scaling phenomenon associated with the dynamics of measured network tra c over small time scales, we consider a class of multiplicative processes, the so-called conservative cascades, that serves as a cascade paradigm for and is motivated by the networking application. We present a wavelet-based time/scale analysis of these cascades to determine rigorously their global and local scaling behavior. In particular, we prove that for the class of multifractals generated by these conservative cascades the multifractal formalism applies and is valid, and we illustrate some of the wavelet-based techniques for inferring multifractal scaling behavior by applying them to a set of wide-area tra c traces.
Introduction
Cascade models or multiplicative processes make especially appealing physical models for turbulence (where they were initially introduced; see for example Mandelbrot 19 ], Frisch and Parisi 11], Meneveau and Sreenivasan 22] , and references therein) and, more recently, for data network tra c (see Feldmann et al. 9] ). A cascade is a process which fragments a given set into smaller and smaller pieces according to some geometric rule and, at the same time, divides the measure of the set according to another (possibly random) rule. The generator of the cascade speci es the mass fragmentation rule and depending upon its properties, the cascade either preserves the measure of the initial set or it does so in expectation. The limiting object generated by such a multiplicative process de nes, in general, a singular measure or multifractal and describes the highly complex way the cascade redistributes the mass of the initial set during this fragmentation procedure.
Multifractal structures have been found in a wide variety of physical systems from turbulence 5] and rain clouds 13, 18] , to data network tra c 17, 21, 9] . Multifractals provide a mathematical framework for describing local singularities, for detecting and identifying complex local structure. With time-dependent scaling laws, they are more exible in describing locally irregular phenomena than monofractals, where the latter are governed by single scaling laws and \look the same across a wide range of scales." Exactly selfsimilar processes are special cases of monofractals; their degree of local irregularity is the same across all scales and across all points in time and can be captured by a single parameter, the Hurst parameter H.
Motivated by the original ndings reported by Riedi and Levy-Vehel 17] of multifractal scaling behavior in measured wide-area network (WAN) tra c, Feldmann et al. 9 ] present a more detailed investigation into the multifractal nature of network tra c using wavelet-based analysis and inference tools tailor-made for a particular class of multiplicatively generated multifractals, conservative cascades. This class of cascades was originally introduced by Mandelbrot 20] and preserves the total mass of the initial set at each stage of the cascade construction, not only in expectation, but almost surely. Feldmann et al. bring multifractals into the realm of networking by demonstrating that (i) conservative cascades are inherent to wide-area network tra c, (ii) multiplicative structure becomes apparent when studying data tra c at the TCP layer, and (iii) the cascade paradigm appears to be a tra c invariant for WAN tra c that can co-exist with self-similarity. In fact, they systematically investigate the causes for the observed self-similar and multifractal nature of measured network tra c and identify the former to be an additive property that is mainly caused by the global characteristics of user-initiated sessions (i.e., Poisson arrivals of sessions and heavy-tailed distributions with in nite variance for the sizes or durations of each session) and manifests itself in terms of self-similar scaling behavior over a wide range of su ciently large time scales. On the other hand, the packet arrival patterns within individual sessions, or even more so, within individual TCP connections within the individual sessions, appear to be consistent with a multiplicative structure that seems to be mainly caused by networking mechanisms operating on small time scales and results in aggregate network tra c that exhibits multifractal scaling behavior over a wide range of small time scales. Moreover, Feldmann et al. suggest that the transition from multifractal to self-similar scaling occurs around time scales on the order of the typical round-trip time of a packet within the network under consideration.
This paper is the technical counterpart to Feldmann et al. 9 ]. We present a number of tools for exploring the multifractal nature of data network tra c and illustrate them (both their potential and limitations) with a number of di erent WAN tra c traces. We discuss their development and applicability, showing that these empirical tools are, in fact, rigorous for the class of conservative cascades. We use these wavelet-based techniques to determine the global and local scaling behaviors of this class of cascades and of the limiting multifractals that they generate. Here global scaling behavior corresponds to a single scaling law which holds for all time; that is, how the cascade as a whole changes from one time scale to another. Speci cally, we examine the energy contained in each level of the cascade and show that it obeys a simple scaling law, one governed by a linear relation. By local scaling behavior we mean the time-dependent scaling law which governs the intricate local behavior of the cascade. To capture this time-dependent scaling law in a compact form, we compute the multifractal spectrum of the limiting measure generated by a conservative cascade using a discrete wavelet transform-based partition function and prove that the multifractal formalism applies to this particular class of multiplicatively generated measures. We also connect the generator of the conservative cascade to both the local and global scaling behaviors via an invariant of the cascade, the modi ed cumulant generating function or MKP function (see Holley and Waymire 14] ).
The structure of the paper is as follows. In Section 2 we discuss the general cascade construction procedure and structural properties of the resulting limiting measures such as the dimension of their supports. We also introduce the conservative cascade, discuss its relevance for networking applications, and present an inverse cascade construction as a method for verifying that a given data set conforms to an underlying conservative cascade construction. In Section 3 we present the results for the global scaling analysis for the class of multifractals generated by these conservative cascades and show how the global scaling analysis is applied to measured data network tra c. The corresponding results for their local scaling analysis are presented in Section 4, where we also prove that the wavelet techniques considered for this purpose result in statistically rigorous inference tools that allow for an e ective and e cient local scaling analysis of large sets of tra c data. We conclude in Section 5 with a discussion of some of the apparent limitations of the presented wavelet-based inference techniques and with some open problems related to the analysis and inference of multifractal scaling phenomena in the networking context. Short description of the data sets used in this paper: Throughout this paper, we use tra c traces collected from two di erent WAN environments. One of the traces was gathered from an FDDI ring that connects an ISP modem bank of roughly 420 modems to the rest of the Internet. The trace, referred to as dataset 1a, was collected on July 23, 1997 between 19:02 and 23:43 and consists of a total of 12,870,502 packets and 4.212 Gbytes from/to modem users. A 1-hour long subset of this trace (from 22:00 to 23:00), referred to as dataset 1b, contains a total of 8,719,659 packets, with 2,752,779 packets coming from modem users. To contrast this ISP tra c trace with a corporate WAN trace, the third data set, consisting of 3,903,350 packets and 1.131 Gbytes, was collected o an Ethernet connecting AT&T Labs-Research in Florham Park, NJ to the Internet via a fractional T3 connection; packets were collected on August 29, 1997 between 16:00 and 17:00. We refer to this data as dataset 2. Note that while dataset 1a and dataset 1b were also used in 9], dataset 2 has not been analyzed before.
Cascade construction: Properties and application
A process that fragments a set into smaller and smaller pieces according to some geometric rule and, at the same time, divides the measure of these pieces according to another rule (possibly preserving the measure) is a multiplicative process or a cascade (see Evertsz and Mandelbrot 8] ). In this section we describe the general cascade construction (which Mandelbrot introduced for modeling turbulence) and several other important classes of cascades, including the well-studied deterministic cascades and the conservative cascades. We discuss the structural properties of these cascades, including the dimension of their support, and introduce the modi ed cumulant generating function associated with a cascade; this function will reappear as a crucial ingredient at the various stages in our scaling analysis of cascades. We also illustrate why conservative cascades arise naturally in the data network context and present an inverse cascade construction that provides a simple heuristic for checking whether or not a given data set conforms to an underlying conservative cascade construction. In the following, we will use the notion of conservative cascade to refer to the corresponding cascade construction as well as to the limiting measure or multifractal generated by this construction. The context in which these terms are used will resolve any potential confusion.
Random cascades
Mandelbrot rst introduced the random cascade as a physical model for turbulence (see 19] ). In the random cascade construction, we begin with an initial mass M distributed uniformly over the unit interval I = 0; 1]. We divide the unit interval into a collection of c, c 2 , : : : , c l , : : : subintervals; every subinterval of the lth stage we divide into c subintervals to form the (l + 1)st stage. We denote the intervals generated by this construction process, the c-adic intervals of resolution size c ?l , by I(j 1 ; : : : ; j l ), I(j 1 ; : : : ; j l ) = The indices j 1 ; : : : ; j l form the c-adic expansion of the left end-point of the interval I(j 1 ; : : : ; j l ). We assign mass MV (0), : : : ,MV (c?1) to the subintervals of the rst stage, where V is a non-negative random variable with mean 1=c and the random variables V (0), : : : ,V (c?1) are independent and have the same distribution as V , the generator of the random cascade. Iterating this procedure generates a collection of random variables V (j 1 ); : : : ; V (j 1 ; : : : ; j l ) indexed by the collection of intervals, all of which are independent and identically distributed as the generator V . See Figure 1 for an example of the random cascade construction with M = 1 and c = 2.
The measure of the c-adic interval I(j 1 ; : : : ; j l ) generated by this random cascade construction at stage l is given by l ? I(j 1 ; : : : ; j l ) = MV (j 1 )V (j 1 ; j 2 ) V (j 1 ; : : : ; j l ):
Figure 1: Cascade construction
Note that the random cascade preserves mass only in expectation; i.e., for all l 1, we have E l (I)] = M. Moreover, since for every measurable set A, the sequence f l (A) : l = 1; 2; : : :g is an L 1 -bounded martingale with respect to F l , the sequence of -elds generated by the sequence of random variables V (j 1 ); : : : ; V (j 1 ; : : : ; j l ), the measures l converge (weakly) to a limit measure 1 (for details see for example 14]). The following theorem of Kahane and Peyri ere 15] provides more detailed information about the structural properties of this limit measure generated by a random cascade and relies on the analysis of a modi ed cumulant generating function given by 
Deterministic cascades
To illustrate the deterministic cascade, we choose c = 2 to simplify our notation and to clarify the descriptions of this important example. The deterministic cascade is a special case of the random cascade in that we assign a xed multiple of the parent mass to each subinterval (regardless of the stage in the cascade construction).
We choose a xed p 2 (0; 1=2] and, at the rst stage in the construction, we assign mass Mp to the left interval I(0) and mass M(1 ? p) to the right interval I(1). If we iterate this procedure, the mass of the dyadic interval I(j 1 ; : : : ; j l ) at the lth stage is an l-factor product of ps and (1 ? p)s; that is, 
Conservative cascades
For convenience, we again restrict the following discussion to the case c = 2. While random cascades may be appropriate physical models for turbulence, they are not appropriate in the networking context (nor is the deterministic cascade). In short, the networking context calls for a compromise between the highly exible random cascade and the rigid deterministic cascade; it requires the mass preservation property of the deterministic rule (see Section 2.4 for details) while, at the same time, aims for inherent randomness to account for extremely heterogeneous aspects of modern data networks. To accommodate these two competing objectives of mass preservation (deterministic cascade) and fully random choice (random cascade), we de ne a semi-random (or conservative) rule that assigns mass MW to the interval I(0) and mass M(1 ? W) to I(1). The generator W is a random variable with mean 1=2, takes on values in (0; 1), and is symmetric about its mean. To iterate this procedure, we consider a sequence of random variables W(j 1 ; : : : ; j l ), l 1, with a dependence structure given by W(j 1 ; : : : ; j l?1 ; 1) = 1 ? W(j 1 ; : : : ; j l?1 ; 0) (2) and where the random variables W(j 1 ; : : : ; j l?1 ; 0) and W(j 1 ; : : : ; j l?1 ; 1) = 1 ? W(j 1 ; : : : ; j l?1 ; 0) are identically distributed as W (recall that the generator W is symmetric about its mean). This process constructs a conservative cascade 1 and a collection of measures l . For all l 1, the measure of the dyadic interval I(j 1 ; : : : ; j l ) is given by l (I(j 1 ; : : : ; j l )) = MW(j 1 )W(j 1 ; : : : ; j 2 ) W(j 1 ; : : : ; j l ):
and because of its multiplicative structure, l (I(j 1 ; : : : ; j l )) is approximately lognormal (e.g., see 21]). It is clear that for all l 1, we have l (I) = M. The main di erence between the random cascade and the conservative cascade is the dependence in the way the mass is distributed from the parent interval to the left and the right subintervals at each stage in the construction process. This additional dependence structure simpli es the structural properties of the limiting measure 1 generated by the conservative cascade. In fact, the limiting measure 1 is non-degenerate and, trivially, all moments of 1 There are, of course, many generalizations of this basic conservative cascade construction procedure. At each step in the construction process we can, for example, divide the parent interval into c subintervals instead of only two; see for example the discussion in Section 5. Furthermore, we can change the generator W at each stage of the construction and we can impose a more general dependence structure upon the measures of the subintervals. In the following sections, we will focus exclusively on the class of conservative cascades where c = 2 and where we allow for possible changes in the variability of the generator W at each stage of the construction.
Data networks as cascades
To argue for the relevance of cascades in the networking context, we summarize in the following the main ndings reported in 9], starting with physical understanding of the self-similar nature of WAN tra c and moving on to the more recent observation of multifractal scaling behavior in measured data traces. In particular, Feldmann et al. observe in 9] that aggregate WAN tra c exhibits self-similar scaling over wide range of su ciently large time scales, provided user-initiated sessions (e.g., telnet, ftp, www) arrive in a Poisson fashion and their durations (in seconds) or sizes (in bytes or packets) have a heavy-tailed distribution with in nite variance (i.e., range from extremely short or small to extremely long or large). Note that this understanding of the observed self-similarity of aggregate WAN tra c allows one to conclude that asymptotically self-similar behavior (i) is an additive property (i.e., aggregate over many heavy-tailed sessions), (ii) is mainly caused by user/session characteristics (e.g., Poisson arrivals of sessions, heavy-tailed distributions with in nite variance for the session sizes), and (iii) has little to with the network; that is, on how the individual packets within a session or connection are sent over the network. In fact, whether the packets within a connection arrive at a constant rate (see Figure 2 , left plot) or in a highly bursty fashion (as, for example, illustrated in Figure 2 , right plot, which shows the actual tra c rate of a measured TCP connection from dataset 1a) is irrelevant for the self-similarity property of data tra c over large time scales; for the latter to hold, all that is needed is that the number of packets or bytes per connection is heavy-tailed with in nite variance.
When trying to understand the impact of networks on the tra c that they carry, Feldmann et al. 9] provide empirical evidence that (i) the network shows up when studying tra c over small time scales, (ii) the local properties of measured WAN tra c appear to be consistent with multifractals, (iii) multifractal scaling that has little to do with user/session characteristics but seems to be the result of the predominant protocols and end-to-end congestion control mechanisms that determine the ow of the packets at the di erent layers in the TCP/IP protocol suite. In particular, they suggest that the transition between multifractal and selfsimilar scaling occurs at time scales on the order of the typical round-trip time of a packet in the network and that measured data tra c over small time scales conforms to conservative cascades. Although it is tempting to invoke the TCP/IP protocol hierarchy of modern data networks for motivating the presence of an underlying conservative cascade construction (e.g., a web session generates requests, each request gives rise to connections, each connection is made up of ows, ows consist of individual packets), Feldmann et al. demonstrate that the multiplicative structure associated with a conservative cascade construction is most apparent when studying network tra c at the TCP layer; i.e., when analyzing the arrival patterns of packets within individual TCP connections or port-to-port ows. To illustrate this nding, we depict in Figure 3 stages 0, 1, 2, 3, 4, and 10 of a simple conservative cascade construction (where we allow the variability of the underlying generator to vary from stage to stage) that turns a constant bit-rate connection into a highly While the question of \Why do networks act as conservative cascades?" remains unanswered in 9] and remains one of the most interesting and challenging outstanding problems in this area, Feldmann et al. do propose a workload model for data tra c that incorporates both the in nite variance property of measured TCP connection sizes and the conservative cascade construction for distributing the workload over the duration of the connection. Moreover, they hypothesize that the corresponding aggregate packet stream (i.e., aggregated over all connections) will exhibit asymptotic self-similarity as well as multifractal behavior, where the latter is identical in nature to the local scaling properties of the conservative cascade used for the individual connections. Such a workload model would allow for a plausible explanation of the observed multifractal nature of measured WAN tra c in terms of the multiplicative property of the conservative cascade construction underlying the individual TCP connections. More importantly, it makes some of the di erent aspects associated with the TCP protocol the most likely candidates for ultimately serving as a phenomenological or physical explanation for the observed cascade structure underlying TCP connections.
The inverse cascade construction
For the tools and techniques to be developed in the later sections to apply, it will be necessary to check whether or not the structural properties of measured data network tra c (at the aggregate level or at the level of individual connections) conform to an underlying conservative cascade procedure. To this end, we consider a simple heuristic, the inverse cascade construction. The main objectives of the inverse cascade construction are (i) to check whether or not a semi-random or conservative rule for redistributing mass (which we equate with number of packets per chosen time interval) from a parent interval to its two subintervals is consistent with the data and, if so, (ii) to infer the pertinent statistical properties of the generator W of the underlying conservative cascade. The data set we use is the WAN tra c trace dataset 2.
We start the inverse cascade procedure by xing a ne time scale (here, = 10 milliseconds) and considering the time series representing the total number of packets in non-overlapping intervals of size (for convenience, we take the length of the time series to be a power of 2). Next we sum over non-overlapping Inferring the generator of a conservative cascade for dataset 2: density of the ratios for levels 1,4,9, and 12 in the inverse cascade procedure (top); autocorrelations of the ratios for scales 1, 4, and 9, where the horizontal lines denote the 95% con dence bands of statistically signi cant autocorrelations (middle); variability of the ratios across levels (bottom left).
blocks of size 2 of the intervals (left child and right child) and obtain the total number of packets that each parent distributed to its two children; that is, the time series representing the number of packets per time unit of size 2 . Iterating this process and adding now over non-overlapping blocks of size 2 of parents results in a new time series that gives the total number of packets per time unit of size 4 , and so on. Given a parent-related time series at scale 2 k and the corresponding children-related time series at scale 2 k?1 , we then check the properties of the empirical distribution of the ratios number of packets in the left interval divided by number of packets in the parent interval. We use this information to infer the statistical properties of the underlying generator W. Figure 4 shows the results of applying the inverse cascade procedure to the tra c trace dataset 2. The top two plots show the empirical probability density functions of the ratios for a number of selected stages (k = 1; 4; 9; 12) in the inverse cascade construction together with their tted truncated normal distributions. For the stages k = 1; 4; 9 the middle plots give the empirical autocorrelation functions for the corresponding ratios. Finally, the bottom plot of Figure 4 shows the empirical standard deviation of the ratios as a function of the stage k in the inverse procedure. Figure 4 provides strong empirical evidence in support of a conservative cascade construction underlying the measured WAN trace dataset 2. Indeed, across the di erent stages in the inverse construction, the empirically observed properties of the ratios suggest a generator W that follows roughly a truncated normal on 0; 1] with mean 1=2; i.e., it is symmetric around 1=2 (top plots) and appears roughly independent when viewed across any given xed stage (middle plots). Figure 4 (bottom left) also illustrates that the variability of the generator W varies more or less monotonically as a function of the stage in the inverse construction, with a slightly slower decrease in the variability in the late stages (coarse time scales) of the inverse construction than in the earlier stages ( ne time scales). In other words, the generator is not xed but only its variability changes at each level of the conservative cascade construction.
Global scaling of cascades
Wavelets provide a tool for time-frequency localization; the wavelet transform divides data into di erent frequency components and analyzes each component with a resolution matched to its scale. We can use the coe cients of a wavelet decomposition to directly study the scale (or frequency) dependent properties of the data. For example, if we x a scale j and study a signal at that scale across time (usually by computing certain statistics about the wavelet coe cients at that scale), we can obtain information about the scaling behavior of the signal as a function of j (the \global" scaling behavior). In particular, we examine the scaling behavior of the process across large scales. Alternatively, if we x a point in time t 0 and examine how the wavelet coe cients within the \cone of in uence of t 0 " change across scales as we examine ner and ner scales, we can determine the local irregularity (the \local" scaling behavior) of the signal about the point t 0 . In this and the following sections we analyze both the global and local scaling behaviors of the class of multifractals generated by conservative cascades, using their discrete wavelet transforms. In this section we focus on the global scaling properties of cascades and their connections to self-similar processes. In particular, we show how the generator of an underlying conservative cascade a ects the global scaling behavior of the limiting multifractal.
The key feature of a wavelet expansion is that we can write an approximation of a signal X at scale j (with resolution 2 j ) as the sum of a coarser approximation at scale j + 1 (with resolution 2 j+1 ) and the di erence between these two approximations. We may iterate this procedure, writing the approximation at scale j + 1 as a sum of a coarser approximation and the di erence. We write the wavelet decomposition of a signal X as 
where c r denotes a nite positive constant, independent of . The Hurst parameter measures the degree of long-range dependence; short-range dependent processes have H = 1=2. Long-range dependence plays an important role in the study of self-similar processes. Here we call a wide-sense stationary process X exactly self-similar with self-similarity parameter H if for all integers m > 0,
where the equality holds in the sense of nite-dimensional distributions, and where the aggregated processes X (m) with level of aggregation m are de ned by X (m) (k) = m ?1 P i=km i=(k?1)m+1 X i ; k 1. We de ne asymptotic self-similarity similarly but we require that the above equality holds only in the limit as m ! 1.
For a less stringent de nition, we say that X is exactly (asymptotically) second-order self-similar (with selfsimilarity parameter H) if for all m (in the limit as m ! 1), X and m 1?H X (m) are identical with respect to their second-order statistical properties. Notice that for a zero-mean process, exact (resp., asymptotic second-order) self-similarity implies that Equation (4) holds for all frequencies (resp., for all near the origin), and vice versa (e.g., see 6] ). Therefore, to analyze the scaling phenomenon of (second-order) selfsimilar signals, we can use the information about the behavior of the spectral density r X near the origin rather than the more delicate estimates for Equation (4).
Energy at scale j
Abry and Veitch recently proposed a wavelet-based method for analyzing long-range dependent time series arising in network tra c measurements 2] (see 1] for a general discussion of the wavelet-based spectral analysis of 1=f processes). In particular, they showed that the average of jd j;k j 2 at each scale j is a useful spectral estimator. In fact, if E j denotes the average of jd j;k j 2 at each scale,
(N j is the number of wavelet coe cients at each scale j), then E j is a measure of the energy that lies within a given bandwidth 2 ?j around frequency 2 ?j 0 . Furthermore, the expectation of E j is given by
where^ ( ) is the Fourier transform of (t). By plotting log 2 E j against scale j, we obtain an unbiased scaling analysis of X that is both e ective and e cient. We can use this scaling analysis to identify scaling regions, breakpoints, and non-scaling behavior. For example, the scaling analysis of a signal which is asymptotically self-similar will, for large scales, show a linear relationship between log 2 E j and the scale j. If the signal is exactly self-similar, a plot of log 2 E j versus j will show a linear relationship for all scales. Feldmann et al. 10] used this technique to provide additional empirical evidence that local-area network (LAN) tra c seems consistent with exact self-similarity while WAN tra c (over the same range of time scales as LAN tra c) tends to exhibit asymptotic self-similarity; i.e., large-time linear scaling regions, in addition to pronounced non-linear scaling behavior for small time scales.
Scaling analysis of cascades
We now apply the wavelet-based global scaling analysis to cascades and we begin with the scaling analysis of the deterministic binomial cascade as an exercise (for simplicity, we use the Haar wavelet basis). Because the Haar wavelet ?l;n is (up to the normalization by a factor of 2 l=2 ) the characteristic function of the left subinterval I(j 1 ; : : : ; j l ; 0) minus the characteristic function of the right subinterval I(j 1 ; : : : ; j l ; 1), the Haar wavelet coe cient d ?l;n of a measure is the (normalized) di erence in measure of two adjoining dyadic intervals, 2 l=2
? (I(j 1 ; : : : ; j l ; 0)) ? (I(j 1 ; : : : ; j l ; 1)) . In particular, the wavelet coe cient d ?l;n of the (deterministic binomial) measure 1 These arguments serve as a warm-up to the following theorem which characterizes the global scaling of conservative cascades. In fact, the proof of this theorem is no di erent in spirit from the above calculations. W(j 1 ; : : : ; j l ) =Var(W) of the generators at each stage in the construction process increase (decrease) monotonically (as we go from the coarsest scale to the nest), then the slope of the global scaling analysis increases (decreases) monotonically from the nest scale to the coarsest.
We use Theorem 3.3 to interpret the global scaling behavior of the tra c trace dataset 2. In Figure 5 , we show (left) the empirical standard deviation of the ratios as a function of scale obtained from the inverse cascade construction discussed earlier (same as bottom plot in Figure 4) . Observe that the standard deviation decreases almost monotonically as a function of scale from the nest scales to the coarsest, with a signi cant \bend" around the fth nest scale. On the right in Figure 5 is the plot of the global scaling analysis for dataset 2. Note the corresponding \bend" in the global scaling behavior around the fth nest scale, where the slope increases as the scales get coarser. While Figure 4 suggests that dataset 2 is consistent with an underlying conservative cascade construction with a varying generator W, Theorem 3.3 tells us that the only property of the cascade generator W that determines the slope of the global scaling analysis is its variability and that a decrease in variability of W from ne to coarse scales yields an increase in the slope of the global scaling analysis|just as shown in Figure 5 .
Distribution of wavelet coe cients at scale j
Instead of relying on statistics such as the energy E j in scale j that simply take the average of the jd j;k j 2 , the amount of energy in the signal X about the time t 0 = 2 j k and about the frequency 2 ?j 0 , across time for xed j, we can use more sophisticated statistics of the wavelet coe cients that give a more informative scaling analysis of the underlying signal X. For example, given the DWT of a self-similar signal X, we x scale j and consider the marginal distribution or, equivalently, the probability density function f j of the stationary ). Therefore, if we rescale the wavelet coe cients at scale j by the factor 2 ?j(H?1=2) (that is, consider the normalized wavelet coe cientsd j;k = 2 ?j(H?1=2) d j;k ) and we look at the corresponding probability density distributionsf j (or equivalently, appropriate QQ-plots), we obtain a scaling analysis of the underlying signal X that provides information about the distributions of the wavelet coe cients across di erent scales. For example, if X is approximately Gaussian and the probability density functionsf j \collapse" onto a single distribution, we can conclude that X is consistent with exact (second-order) self-similarity with scaling exponent H. On the other hand, for an asymptotically (second-order) self-similar signal X with self-similarity parameter H, we expect the large-scale (i.e., j large) density functionsf j to collapse, but to di er signi cantly from the small-scale (i.e., small j)f j 's. In fact, if the signal X is Gaussian with zero mean, then the densitiesf j collapse if and only if X is exactly self-similar. If we restrict our attention to a fractional Brownian motion process B H with mean zero and Hurst parameter H, then the mean of the wavelet coe cients at each scale j is also zero. In addition, the distribution of the wavelet coe cients d j;k at each scale j is Gaussian because B H is Gaussian in nature. Equation (5) tells us that in this case the only factor in the standard deviation of the process d j;k which depends on j is the term 2 j(H?1=2) . Therefore, if we re-scale each (Gaussian) distribution of wavelet rescaled wavelet coefficients Bellcore'89 LAN coe cients, settingd j;k = 2 ?j(H?1=2) d j;k , then the distributions of the coe cientsd j;k will all be Gaussian with zero mean and the same variance; i.e., a plot of all the distributions will \collapse" onto one single Gaussian distribution. Figure 6 shows the results of our global scaling analysis using the probability density functionsf j of the rescaled wavelet coe cients for di erent scales and for two di erent traces. The top plots are for the wellstudied August'89 Bellcore Ethernet LAN trace (see for example, 2, 16, 9]), the bottom plots are for dataset 1B. The plots on the left-hand side show the rescaled densitiesf j overlaid for a number of di erent scales, and the plots in the middle depict the QQ-plots corresponding to the di erentf j 's (for ease of comparison, the QQ-plots of the di erentf j 's are o set to avoid overstriking). While the plots for the LAN trace provide convincing evidence for a collapse of the wavelet coe cient densities and are yet another indication of the exactly self-similar nature of LAN tra c, the plots corresponding to the WAN trace illustrate that even though the densitiesf j for large-time scales collapse, the large-time scale densities are signi cantly di erent from the small-time scale densities. The latter properties are clear indications that the underlying trace is asymptotically rather than exactly self-similar. Note that these plots are fully consistent with the scaling analysis based on the energy-statistics (plots on the right-hand side), but provide more detailed information about the wavelet coe cients than the global scaling analysis plots of log 2 E j vs. j. The scaling analysis plot of the LAN trace is almost linear while the scaling analysis plot of dataset 1 shows linear scaling at large time scales and a distinct break or bend at scale j = 8, roughly corresponding to one second.
Local scaling analysis
The global scaling analysis measures a global property of a signal within each scale; e.g., a measure of the average energy of a signal at a given scale and how this average energy changes as a function of scale (as we look at coarser scales). The global scaling analysis gives us a partial picture of the scaling in data; it does not give information about the local behavior of the data. The possibility that a signal can exhibit non-trivial scaling analysis at small time scales motivates a detailed investigation into the local irregularities or local scaling behavior of a given signal. In this section we de ne multifractals (and monofractals) which provide a mathematical framework for describing local singularities. We discuss the local scaling behavior of a measure and introduce a DWT-based structure function with which we compute the spectrum of local scaling exponents (the multifractal spectrum) of a measure. We also analyze the local scaling behavior of the class of multifractals that are generated by the conservative cascades. Note that even though structure functions and multifractal spectra are global statistics (i.e., they only provide information about the frequency with which certain scaling exponents occur within the signal; in particular, they say nothing about where in the signal a certain scaling exponent occurs), we use here the term local scaling analysis to contrast it from the global scaling analysis discussed earlier. As illustrated in Gilbert et al. 12] , this terminology is appropriate and justi ed because multifractal spectra can be thought of as arising from a genuinely localized (in time) analysis of a signal.
Monofractals and multifractals
To de ne multifractals (and monofractals), we restrict our attention to non-negative measures on the unit interval and we consider dyadic partitions of 0; 1] without loss of generality. We classify the singularities of by measuring the singularity exponent (t 0 ) at the point t 0 :
where B 2 ?l(t 0 ) are the dyadic intervals of size 2 ?l that contain the point t 0 . If the above limit does not exist, we leave (t 0 ) unde ned. We say that is multifractal if the scaling behavior of at t 0 depends on the point t 0 ; that is, if (t 0 ) varies as t 0 varies. A measure is monofractal if a single global scaling exponent describes the singularities of . Self-similar processes with self-similarity parameter H (renormalized so that they can be considered as measures) are a special example of monofractals for which (t 0 ) = H, for all t 0 .
Multifractal spectrum of a measure
While it is possible to calculate the local scaling exponents (t) of a measure for each point t 2 0; 1], it is not always the best way to examine the local properties of the measure; it's simply too detailed a perspective. Instead, we can develop a more re ned approach from which we may draw statistically sound conclusions about how frequently certain scaling exponents appear. We refer to the statistical distribution of scaling exponents (t) and the frequency with which (t) takes on a speci ed value as the multifractal spectrum of a measure . In general, the points in 0; 1] with equal singularity strength form subsets K of 0; 1] The function f( ) for a monofractal measure will also be a spiked function of . For further examples and details, see for example Arneodo 3] . Unfortunately, it is often quite di cult to calculate the Hausdor dimension of a fractal set; whereas, it is easier to calculate the moments of the measure of small intervals. Another way to obtain the multifractal spectrum of a measure which is more statistical rather than geometric is to consider the structure functioñ (q), for q 2 R, de ned by~ We can think of~ (q) as a scaling analysis of the higher order moments of . The multifractal formalism asserts that the inverse Legendre transform of~ (q) estimates the multifractal spectrum f( ):
In other words, we may formally equate the statistical and the geometric methods for computing the multifractal structure of a measure . However, we must be careful here; this equality has been established rigorously only for random (and deterministic) cascades and it is more accurate to say that f( ) min q (q ?~ (q)):
(In fact, Riedi and Mandelbrot 27] show there are exceptions to the multifractal formalism.)
In Section 3 we used the wavelet coe cients of a signal (or a measure) to study its scale-dependent properties. We xed a scale l and computed certain statistics about the wavelet coe cients at that scale. Now we construct a structure function to analyze the multifractal structure (or the local rather than the global scaling properties) of a measure which is based upon the (Haar) DWT of the measure. Let the partition function Z(q; l) for q > 0 be the sum of the absolute values of the (Haar) wavelet coe cients of at scale l (see Appendix) raised to the qth power; that is, Z(q; l) = ?l log2 + q=2:
Multifractal spectrum of conservative cascades
Using the DWT-based structure function (q), we compute the multifractal spectrum of the limiting measure generated by a conservative cascade. We relate the multifractal spectrum to the generator of the conservative cascade and to the modi ed cumulant generating function (h). We assume that 1 is the limiting measure generated by a conservative cascade with a variable generator l W + 1=2(1 ? l ), l 1. We begin by observing that because 1 is a conservative cascade, the power law decay of the Haar wavelet coe cients will match the power law decay of 1 locally (i.e., the coe cients will have the same local scaling exponent as 1 as the resolution size tends to zero). This observation motivates the construction of our partition function using the Haar wavelet coe cients of 1 .
We modify each wavelet coe cient d ?l;k of the conservative cascade by replacing the factor 2W(j 1 ; : : : ; j l )? 1 with l ? 2W(?1)?1 where W(?1) is equal in distribution to W. One can show that the structure function constructed with the modi ed wavelet coe cients is equal almost surely to the original DWT-based structure function. We shall work with the modi ed wavelet coe cients in what follows. Next, we observe that the distributions of the modi ed wavelet coe cients of the conservative cascade are \self similar." We make this observation precise in the following lemma: The warm-up exercise shows us that as a function of the scale l, the random variables Y l are uniformly bounded in L 1 ( 0; 1]). We claim that the collection of random variables fY l : l = 1; 2; : : :g is a martingale with respect to F l , the sequence of -elds generated by the suite of random variables W(l 1 ); : : : ; W(j 1 ; : : : ; j l ).
To validate this claim, we compute the conditional expectation of Y l given F l?1 and we use Lemma 4.2 to simplify the expectations: To illustrate the use of these DWT-based wavelet techniques for analyzing the multifractal nature of measured WAN traces, we consider again the trace dataset 2. We have seen earlier that this trace conforms to an underlying conservative cascade construction and hence, the DWT-based partition function Z(q; l) and structure function (q), q > 0, can be used to infer the multifractal scaling behavior of this data set, in particular in estimating (one half of) the corresponding multifractal spectrum; note that since the theoretical properties of the DWT-based analysis have only been shown for non-negative q-values, we do not display the part of the estimated multifractal spectrum that corresponds to negative q-values. The left plot in Figure 7 depicts the (logarithm of the) partition function Z(q; l), for q = 0; 4; 8; 12;16, and 20 (from bottom to top). For a given q > 0, to obtain an estimate of the corresponding structure function (q); that is, of the scaling exponent of Z(q; l) for ne time scales l, we t a least squares line through the points f(l; logZ(q; l)) : l c < l < l f g, where l c and l f are cuto s at the coarse and ne time scales, respectively.
In Figure 7 (middle plot), we chose l c = 5 and l f = 16, but the resulting (q)-function remains relatively robust under other reasonable choices for the cuto s. For each q-value, the structure function estimate (q) is obtained as the slope of the corresponding least squares line. Note that the observed non-linear (i.e., concave) shape of the structure function provides empirical evidence that the data set at hand exhibits multifractal scaling properties. That same information is also contained in the right-hand plot in Figure 7 which depicts one half (corresponding to the non-negative q-values) of the estimated multifractal spectrum. 
On the inverse cascade heuristics
One of the original contributions of this paper is the introduction of the inverse cascade construction as a simple heuristic for checking whether or not a given data set conforms to an underlying conservative cascade construction. In this context, the obvious question arises how to use this procedure to identify data sets that are not generated via an underlying conservative cascade construction and how to distinguish them from those that are indeed consistent with such an inherent structure. To this end, we experimented in 9] with three di erent data sets: a WAN trace that had been shown, using di erent methods, to exhibit multifractal scaling; a trace of a Poisson process; and a fractional Gaussian noise trace with positive mean. Note that neither the Poisson nor the self-similar trace are multifractal. To each data set, we applied the inverse cascade construction to infer the variability of the generator, generated a synthetic trace using a conservative cascade with a generator that matches the variability of the inferred one, and then compared the statistical properties of the original and synthesized trace. Only in the case of the measured WAN tra c did the traces compare favorably, not only with respect to their rst-and second-order statistics, but also with respect, for example, their structure function (q) that captures the multifractal scaling properties. In the Poisson and self-similar case, the original and synthesized traces showed obvious di erences across the board, even with respect to the traditionally and often exclusively used rst-and second-order statistics. In this sense, the inverse cascade heuristics presented here appears to be an e ective technique for investigating data sets for underlying conservative cascade structures.
Recent work by Arneodo et al. 4 ] suggests a more re ned method for uncovering the possible underlying cascade structure, the self-similarity kernel. This method captures how the details of a signal at scale j 1 are similar to the details at scale j 2 (up to a normalization factor) and it does so by relating the distributions of the wavelet coe cients at scales j 1 and j 2 (rather than the averages of the signal at two adjacent scales j 2 = j 1 + 1, as the inverse cascade construction does). To build the self-similarity kernel, let f j be the probability density function of the stationary process d j = (d j;k : k 2 Z) and letf j be the probability density function of logjd j j. For a conservative cascade, the wavelet coe cients at scale j 2 are related to those at scale j 1 < j 2 with the convolutionf j2 =f j1 G j1;j2 where G j1;j2 = G : : : G and G is the probability density function of log jWj. In Fourier space the kernel relation is and in physical space, we rewrite the self-similarity property as f j2 (e x ) = Z G j1;j2 (u)e ?u f j1 (e x?u ) du:
(Note thatf j (x) = e x f j (e x ).) For conservative cascades, the kernel G j1;j2 depends only on the distance in scales j 2 ?j 1 (i.e., s(j 1 ; j 2 ) = j 2 ?j 1 ) and one can show that b G(iq) = E W q ] so that the self-similarity kernel does indeed capture the statistical properties of the generator W, assuming an underlying cascade construction. Numerically, we can compute the self-similarity kernel by deconvolvingf j2 andf j1 (or, equivalently, dividing their Fourier transforms). Arneodo et al. suggest that we may also use the continuous wavelet transform of a signal for a richer and more stable numerical method for computing the self-similarity kernel.
On the use of DWT-based structure functions
Instead of the partition function Z(q; l); q > 0 as de ned in (6), we could also use the modi ed partition functionZ(q; l) which is similar in spirit to Arneodo Instead of summing over all the wavelet coe cients at scale l, we sum over only the local maxima of the coe cients. In practice, we nd the maximum of the coe cients within a sliding window. We can exhibit all of the above results forZ(q; l) with little change in the proofs (we only have to check thatZ(q; l) is \self-similar" but since the wavelet coe cients d ?l;i at scale l are \self-similar", this is straightforward).
However, we cannot demonstrate that either partition function gives rise to a stable numerical procedure for q < 0. In fact, our experience suggests that the modi ed partition functionZ(q; l) is not obviously unstable for negative q (and might produce spurious, misleading results for q < 0) while the original partition function Z(q; l) is obviously unstable. To illustrate the di erences between the two de nitions of the partition function (Z(q; l) andZ(q; l)) and to check the accuracy of the de nitions, we generate a conservative cascade with a xed generator W (a truncated normal distribution on (0; 1) with mean 1/2 and variance 0.01) and plot the theoretical structure function (q) = ?1 ? log 2 E W q ] and the two structure functions corresponding to the two de nitions of the partition function. These structure functions are shown in Figure 8 (left). All three structure functions agree for values of q 0 but the partition function Z(q; l) = P i jd ?l;i j q produces a structure functions that dramatically disagrees with both the modi ed and the theoretical structure functions for q < 0. The original structure function veers sharply negative for q < 0 while the modi ed structure function tracks the theoretical function more closely (although it does deviate slightly). The inverse Legendre transforms of both the modi ed and the theoretical structure functions are also shown in Figure 8 (right). In this plot we can see the e ects of the slight variation between the modi ed and the theoretical structure functions. On the left-side of the spectrum, the two functions give a roughly consistent estimate for the multifractal spectrum; while on the right-side of the spectrum, the two estimates diverge (a result of the divergence in the structure functions for q < 0). The modi ed partition functionZ(q; l) = P max jd ?l;i j q appears to yield a structure function and an estimate for the multifractal spectrum which are consistent with theoretical results for positive values of q and for the left-side of the multifractal spectrum. This example shows that while the modi ed partition function does not give obvious inconsistent results for negative values of q, we must be careful to not read too much into the estimate of the right-side of the multifractal spectrum.
From DWT to CWT
Intuitively, the time-localization capability of wavelets acts as a \mathematical microscope" (see Arneodo 3] ) that allows us to zoom in on the local structure of a singular signal in greater and greater detail. Mathematically, this intuition is made precise by relying on the continuous wavelet transform (CWT) of a signal. Compared to the DWT considered so far, the CWT provides a highly redundant transformation of a given signal by unfolding the information contained in a 1-dimensional signal into a 2-dimensional state space, the time-scale plane. The appealing features of the CWT technique from a network tra c analysis perspective are (i) its ability to provide more detailed information (than the non-redundant DWT) about the local irregularities present in a given signal, and (ii) its potential for uncovering hierarchical structures (or their main characteristics) hidden underneath the measurements. This latter property makes the CWT an alternative candidate to the above-mentioned inverse cascade construction for identifying or recovering underlying cascade constructions in measured data network tra c. As is the case with the time-scale analysis technique, much theoretical as well as experimental work is required to be able to fully exploit the potential of the CWT as a visualization tool in e ectively and intelligently analyzing and interpreting the wide range of network-related measurements.
Binomial vs. multinomial cascades
As far as the cascades considered in this paper are concerned, we emphasize the inherent assumption that the underlying (conservative) cascade constructions as well as the associated inverse cascade procedures are all binomial rather than trinomial, for example. While this choice has clearly been dictated by our quest for simplicity when it comes to trying to understand network tra c dynamics, we can certainly de ne a conservative trinomial cascade (again, allowing a variable generator) and a corresponding inverse trinomial cascade procedure (where we examine the distribution of the ratios of left, middle, and right children to the parent). Preliminary results suggest that the inverse trinomial cascade procedure reveals the data to also be consistent with a trinomial conservative cascade construction but the implications of these results have yet to be determined. We do note that it is also possible to generate a binomial conservative cascade and with the inverse trinomial cascade procedure show it to be consistent with a conservative trinomial cascade.
In Figure 9 we verify the accuracy of our modi ed structure function (and resulting multifractal spectrum) with a simple deterministic binomial cascade (c = 2 and p 0 = 0:4; p 1 = 0:6) and we illustrate several of the pitfalls of these methods with a deterministic trinomial cascade (c = 3 and p 0 = 0:2; p 1 = 0:4; p 2 = 0:4). The plots on the left (top and bottom) in Figure 9 show the (modi ed) partition functionsZ(q; l) (of the binomial and trinomial cascades) as a function of scale l (each line corresponds to a di erent value of q). Because the value of the structure function (q) is computed for each q as the slope of the lineZ(q; l), it is important to identify the \scaling regions" (i.e., the range of scales over whichZ(q; l) is linear) over which to calculate the slope. For the binomial cascade (top), there is little doubt that the scaling region encompasses all the scales shown; while for the trinomial cascade (bottom), the scaling region is not so clear. We take as the scaling region the entire range of scales for the binomial cascade and we calculate the structure function (q). The middle top plot shows that the calculated structure function agrees almost perfectly (even for ). The \cut" structure function agrees with the theoretical structure function more closely than the \entire" function. On the other hand, neither choice in scaling region yields a highly accurate structure function. We can see in the right bottom plot how these inaccuracies manifest themselves in the multifractal spectrum estimate. In the case of deterministic cascades we know that the multifractal spectrum f( ) equals the inverse Legendre transform of (q) so the right plots (top and bottom) show that for a cascade that is inherently trinomial in nature, our \binary" methods are misleading while for an inherently binomial cascade, our methods agree with theoretical predictions. A more thorough discussion and analysis of these pitfalls is beyond the scope of this paper and is the subject of future work.
Multifractals, cascades, and TCP/IP
Motivated by the observed multifractal scaling phenomena in measured data network tra c, and realizing that it is di cult to think of any other area in the sciences where the available data provide such detailed information about so many di erent facets of behavior, there exists great potential for coming up with intuitively appealing, conceptually simple and mathematically rigorous statements as to the causes and e ects of multifractals in data networking. Put di erently, for multifractals to have a genuine impact on networking, their application has to move beyond the traditional descriptive stage and has to be able to answer question as to why network tra c is multifractal (i.e., physical explanation in the network context) and how it may or may not impact network performance (i.e., engineering).
In this paper and in 9], we move beyond the mere empirical evidence that measured WAN tra c is consistent with multifractal scaling behavior and answer the question \Why is WAN tra c multifractal?" by arguing \ ... because networks appear to act as conservative cascades!" In particular, using measured WAN tra c at the level of individual TCP or port-to-port connections, we suggest that the conservative cascades underlying individual TCP connections give rise to a multiplicative structure that is recovered at the aggregate level and causes aggregate WAN tra c to exhibit multifractal scaling. While this leaves open the \big" question \Why are packets within individual TCP connections distributed in accordance with a conservative cascade construction?" it clearly identi es the TCP layer as the most promising place in the networking hierarchy for searching for the main cause for why modern data networks seem to act like conservative cascades. Clearly, progress on these problems will require a close collaboration with networking experts.
As far as their impact on network performance-related issues is concerned, multifractals and cascades suggest novel ways for dealing with networking problems and help in building intuition and physical understanding about the possible implications of multifractal scaling. For example, there are many attractive features that a wavelet-based time-scale analysis has for many aspects of analyzing and interpreting network tra c-related measurements and that have been inaccessible to date due to the limitations of existing techniques. In particular, there exists considerable potential for being able to relate network-, application-, or user-speci c features with local irregularities observed in appropriate network measurements and quanti ed using possibly more re ned wavelet techniques than has been presented in this paper. However, while this work puts in place a structure that provides for extensive and novel explorations of many areas of interest to the networking community, we have barely begun exploring its full potential.
Appendix
Wavelet bases t naturally into the framework of multiresolution analysis which formalizes the notion of coarse and ne approximations and the increment in information needed to pass from one resolution to another. See 7] for a more thorough treatment of this subject. A multiresolution analysis (MRA) of L 2 (R) is a decomposition of the space into a chain of closed approximation subspaces V j = f0g:
Let P j denote the orthogonal projection operator onto V j . We say that P j X is an approximation to X at scale j or at resolution level 2 j . We have the additional requirements that each subspace V j is a rescaled version of the base space V 0 :
X 2 V j () X(2 j ) 2 V 0 and that the base space V 0 is invariant under integer translations:
X 2 V 0 =) X( ? n) 2 V 0 for all n 2 Z.
Finally, we require that there exists 2 V 0 (called the scaling function) so that and all of its integertranslates form an orthonormal basis of V 0 . We can conclude that the set f j;k j k 2 Z g is an orthonormal basis for each subspace V j . Here j;k denotes a translation and dilation of : j;k (t) = 2 ?j=2 (2 ?j t ? k):
As a consequence of the above properties, there is an orthonormal wavelet basis f j;k j j 2 Z; k 2 Z g of L 2 (R), j;k (t) = 2 ?j=2 (2 ?j t ? k), such that for all X in L 2 (R) P j?1 X = P j X + X k2Z hX; j;k i j;k ;
where ( ) is a linear combination of translates of (2 ). If we de ne W j to be the orthogonal complement of V j in V j?1 , then V j?1 = V j W j :
We have, for each xed j, an orthonormal basis f j;k jk 2 Z g for W j . Finally, we may decompose L 2 (R) into a direct sum The operator Q j is the orthogonal projection operator onto the space W j . The key feature of an MRA is that we can write an approximation of a signal X at scale j (with resolution 2 j ) as the sum of a coarser approximation at scale j+1 (with resolution 2 j+1 ) and the di erence between these two approximations. We may iterate this procedure, writing the approximation at scale j + 1 as a sum of a coarser approximation and the di erence. This procedure can be implemented using a pyramidal lter-bank algorithm which has computational cost O(N) for data of length N. We write the wavelet decomposition of a signal X as We call the inner products hX; j;k i of X with the rescaled and translated copies of the wavelet the wavelet coe cients d j;k of X. The set of all wavelet coe cients is generally referred to as the discrete wavelet transform (DWT) of the signal X. The coe cient jd j;k j 2 measures the amount of energy in a signal X about the time t 0 = 2 j k and about the frequency 2 ?j 0 , where 0 is a reference frequency which depends on the wavelet .
We can also de ne the wavelet transform of a measure in similar and straightforward manner. The wavelet coe cients d l;k of the measure are the integrals of the wavelets l;k with respect to :
The Haar wavelet is a step-function which takes on the value 1 on the rst half of the unit interval I = 0; 1] and the value -1 on the second half of I. Suppose that the indices j 1 ; : : : ; j l form the dyadic
