General gauge and conditional gauge theorems are established for a large class of (not necessarily symmetric) strong Markov processes, including Brownian motions with singular drifts and symmetric stable processes. Furthermore, new classes of functions are introduced under which the general gauge and conditional gauge theorems hold. These classes are larger than the classical Kato class when the process is Brownian motion in a bounded C 1,1 domain.
Let E be a Lusin space (i.e., a space that is homeomorphic to a Borel subset of a compact metric space), let B(E) be the Borel σ -algebra on E and let m be a σ -finite measure on B(E) with supp[m] = E. Let X = ( , M, M t , X t , P x , x ∈ E) be a Borel right process on E having left limits on (0, ζ ) which is transient in the sense of [19] . Here a Borel right process on a Lusin space E is a right-continuous, strong Markov process with no branching points and with a Borel-measurable resolvent. The shift operators θ t , t ≥ 0, satisfy X s • θ t = X s+t identically for s, t ≥ 0. Adjoined to the state space E is an isolated point ∂ / ∈ E; the process X retires to ∂ at its "lifetime" ζ := inf{t ≥ 0 : X t = ∂}. Denote E ∪ {∂} by E ∂ . Throughout this paper, the process X is assumed to be m-irreducible in the sense that if a measurable set A has positive m-measure then P x [T A < ∞] > 0 for all x ∈ E, where T A = inf{t > 0, X t ∈ A} is the first hitting time of A.
The transition operators P t , t ≥ 0, are defined by
(Here and in the rest of the paper, unless mentioned otherwise, we use the convention that a function defined on E takes the value 0 at the cemetery point ∂.) We assume that there is a Borel function G(x, y) on E × E such that
G(x, y)f (y)m(dy)
for all measurable f ≥ 0. Note that G(x, y) is called the Green's function of X. Now we suppose that we have another transient Borel right process X = ( , M, M t , X t , P x , x ∈ E) on the same state space E which is a strong dual of X with respect to the measure m. That is, the semigroup { P t } t≥0 of X is the dual in L 2 (E, m) to the semigroup {P t } t≥0 of X:
E f (x)P t g(x)m(dx) =

E g(x) P t f (x)m(dx)
for all f, g ∈ L 2 (E, m) and the resolvents {U α } and { U α } satisfy the following conditions: for each α > 0, a B(E) × B(E)-measurable potential density G α (x, y) can be chosen so that:
(a) U α (x, dy) = G α (x, y)m(dy), U α (x, dy) = G α (y, x)m(dy); (b) x → G α (x, y) is α-excessive for X, y → G α (x, y) is α-excessive for X.
When α = 0, we will drop the subscript and write G for G 0 . Under this strong duality assumption, the dual process X also has left limits on (0, ζ ); more precisely, X t− exists in E for all t ∈ (0, ζ ). For any Borel-measurable excessive function h of X, let E h = {x ∈ E : 0 < h(x) < ∞} and p
h (t, x, dy) = h(y)p(t, x, dy) h(x) , t >0, x, y ∈ E.
Then p h is a transition probability and determines a Borel right process X h on E h (cf. [21] ), which is called Doob's h-transformed process of X or the h-conditioned process. We are going to use ζ h to denote the lifetime of the h-conditioned process. The process X h has left limits on (0, ζ h ). For any x ∈ E, we are going to use P h x and E h x to denote, respectively, the probability and expectation for the h-conditioned process starting from x. When h(·) = G(·, y) for some y ∈ E, we will use P y x and E y x to denote, respectively, the probability and expectation for the h-conditioned process starting from x. In this case, the lifetime ζ h will be denoted as ζ y .
Throughout this paper, we assume that the Borel function q: E → [−∞, ∞] is finite m-almost everywhere. For convenience, we set e q (t) = exp It is understood that suitable hypotheses must be imposed on X and q to ensure that e q (ζ ) and e q (ζ y ) are well defined almost surely with respect to P x and P y x , respectively. The gauge theorem takes the following form.
GAUGE THEOREM.
Under suitable hypotheses on the process X and the function q, if g is finite at some point x ∈ E, then g is bounded on E.
The gauge theorem has been proved for quite general Markov processes in Chung and Rao [11] . See also [28] .
The conditional gauge theorem is a result of the following type.
CONDITIONAL GAUGE THEOREM. Under suitable hypotheses on X and q, if u is finite at some point
As we mentioned earlier, unlike the gauge theorem, the conditional gauge theorem had been proved only for a very limited class of symmetric Markov processes, mainly for Brownian motion and symmetric stable processes in bounded Lipschitz domains. In the conditional gauge theorems proved so far, q is assumed to be in the classical Kato class or some smaller class of functions. We remark here that the proof of the conditional gauge theorem is more difficult than that of the gauge theorem.
In this paper, we obtain a general conditional gauge theorem by first establishing a general gauge theorem that is applicable to conditional processes. This new approach not only simplifies the proof but also yields a quite general conditional gauge theorem that is applicable to a large class of strong Markov processes having strong duals, including Brownian motions with singular drifts and symmetric stable processes. Furthermore, we introduce new classes of functions K 1 (X) and S 1 (X) so that the gauge and conditional gauge theorems hold for q in K 1 (X) and in S 1 (X), respectively. We point out here when the conditional gauge theorem proved in this paper is applied to discontinuous symmetric stable processes in bounded Lipschitz domains, it not only extends but also refines the conditional gauge theorem obtained in [7] , [8] and [10] . In [7] , [8] and [10] , the conditional gauge theorem for discontinuous symmetric stable processes was proved under the condition that the corresponding gauge function is bounded.
The class S 1 (X) also extends the class S(X) of functions that are "G D -small near infinity" used in [25] and [26] when X is a Brownian motion in a domain D. In their papers, Murata and Pinchover showed that if q is G D -small near infinity and the operator 2 + q with Dirichlet boundary conditions is subcritical, that is, it admits a positive Green's function G q , then G q is comparable with G D . Applying our results to the Brownian motion case recovers and extends their results. Moreover, our results hold for nonlocal operators as well.
The rest of the paper is organized as follows. In Section 2 we prove a gauge theorem that is tailored to be applicable to the conditional processes. The conditional gauge theorem and its consequences are proved in Section 3. Examples of the class S ∞ (X) are given in the last section. In this paper, we use ":=" as a way of definition, which is always read as "is defined to be." For functions f and g, the notation "f ≈ g" means that there exist constants c 2 > c 1 > 0 such that
2. Gauge theorem. Our approach to the general gauge theorem is strongly influenced by the approach in Chung and Rao [11] and Section 5.6 of Chung and Zhao [12] . But it is modified and extended in some directions and tailored to a form so that it can be applied to the conditional processes to yield the conditional gauge theorem for a large class of Markov processes in the next section. In this section, X is an irreducible transient Borel right process on a Lusin space E having left limits on (0, ζ ) with Green's function G(x, y), as is specified at the beginning of Section 1. We do not need to assume that X has a strong dual in this section. (iii) A function q is said to be in the class K 1 (X) if there is a set K of finite m-measure and a constant δ > 0 such that
The next proposition tells us that functions in K 1 (X) must be Green's bounded.
PROOF. It follows from the definition of K 1 (X) that we need only to show that, for any set K of finite m-measure,
Let δ be the constant in Definition 2.1(iii). The set K contains at most finitely many points {w 1 , . . . , w k } such that m({w i }) ≥ δ/2. As q is finite m-almost everywhere and X is transient, we have, by Proposition 2.2(iv) of [19] ,
Clearly, K \ {w 1 , . . . , w k } can be written as the disjoint union of a finite number of sets B i with m(B i ) < δ and so, by Definition 2.1(iii),
This proves (4).
This proposition implies that, for q ∈ K 1 (X), the function 
PROOF. We only prove the first assertion; the second assertion can be proved similarly. So we suppose that q ∈ K 1 (X). For ε > 0, let K and δ be as in Definition 2.1(iii). Let M be so large that m(B) < δ, where B = {x ∈ K :
The first assertion now follows immediately.
For a Brownian motion X in R n , any domain D ⊂ R n when n ≥ 3 and any Green-bounded domain D in R 2 , the proof of Theorem 5.20 in [12] implies that
Here m stands for the Lebesgue measure in D and X D the part of the process X killed upon leaving D. An argument similar to that of Theorem 5.20 in [12] shows that (6) holds for any symmetric α-stable process X in R n with n > α and for any open set D in R n . 
It follows from the above inequality, the Markov property of X and the fact
REMARK. It follows from (5) that, for each q ∈ K 1 (X), there is a constant β > 0 such that
Furthermore,
Hence q is in the extended Kato class of X in the sense of Voigt [29] and Stollmann and Voigt [27] with c(q) < 1. When X is symmetric with respect to the measure m, from [27] we know that the semigroup {T t } t≥0 can be extended to be a semigroup on L p (E, m) for all 1 ≤ p ≤ ∞ and that it is strongly continuous on L p (E, m) for 1 ≤ p < ∞. However, we do not need this property in this paper.
THEOREM 2.1. For every x ∈ E with g(x) < ∞, g(X t ) is right continuous and has left limits in
PROOF. Let x ∈ E be such that g(x) < ∞. By the strong Markov property of X, for any bounded stopping time T ,
Here the martingale t → E x [e q (ζ )|M t ] is taken to be the right-continuous version. As t → X t is right continuous having left limits and g is Borel measurable, the process t → g(X t ) is optional. Hence, by an application of the optional section theorem (cf. Theorem 4.10 in [22] ), we have from (8) that
Therefore t → g(X t ) is right continuous and has left limits in t ∈ (0, ζ ), P x -a.s.
THEOREM 2.2. Assume that q ∈ K 1 (X). Then the gauge function g is finely continuous. Furthermore, g is either bounded on E or identically ∞ on E.
PROOF. Define F = {x ∈ E : g(x) < ∞}. Let x ∈ F and K be any closed subset of E \ F . Define T K = inf{t > 0 : X t ∈ K}. By the strong Markov property,
This being true for all closed subsets K ⊂ F , we have
Thus F is absorbing.
Next, let K, δ and β be as in Definition 2.1(iii). Choose M large enough so that the set
where
. Therefore the second term on the right-hand side of (9) is bounded by γ M. It follows that, on B ∩F , g is bounded by γ (1+M); it is bounded by M on F \ B by the definition of B.
We now show that the gauge function is finely continuous. It is equivalent to show that t → g(X t ) is right continuous on [0, ζ ), P x -a.s. for all x ∈ E. Define T = inf{t > 0 : g(X t ) < ∞} with the convention inf ∅ = ζ . Clearly, g(X t ) = ∞ for t < T . It follows from Theorem 2.1 that t → g(X t ) is finite and right continuous for t ∈ (T , ζ ), P x -a.s. Hence it suffices to show that g(X T ) < ∞, P x -a.s. on {T < ζ} and apply Theorem 2.1. For this, observe that, for each bounded stopping time S,
where the symbol ↑ indicates increasing convergence. Here the martingale
is automatically taken to be the right-continuous version. As t → X t is right continuous with left limits and g is Borel measurable, so t → g(X t ) is optional. By the optional section theorem again (cf. Theorem 4.10 of [22] ), we have, P x -a.s.,
On the other hand, P x -a.s. on {T < ζ}, as g(
By (10) and the optional sampling theorem, P x -a.s. on {T < ζ},
holds for each n ≥ 1, every s ∈ (0, (ζ • θ T ) ∧ 1) and hence for s = 0 almost surely. Thus, by (10) again,
In view of Proposition 2.1, this implies that g(X T ) < ∞. Now, by Theorem 2.1,
This proves the fine continuity of g.
and so m(F c ) > 0. This would imply by the m-irreducibility of X that F cannot be absorbing unless F is empty. This says that either F or F c is empty, and therefore g is either identically infinity or bounded on E.
REMARK. It is not difficult to see that the condition on the potential q in Theorem 2.2 can be relaxed. In fact, Theorem 2.2 holds, for example, when q − := max{−q, 0} is locally in Kato class K 1 (X) and q + = max{q, 0} in K 1 (X). Here a function f is said to be locally in K 1 (X) if there is an increasing sequence of relatively compact open sets O n with ∞ n=1 O n = E and a sequence of functions
Conditional gauge theorem.
In addition to the assumptions on X made in the previous section, we assume that the process X has a strong dual Borel right process ( X, P x , x ∈ E) on E with respect to measure m. Under our assumption, the dual process X has Green's function
We first define the class of potentials we are going to work with in this section. DEFINITION 3.1. (i) A function q is said to be in the class semi-S ∞ (X) if, for any ε > 0 and z ∈ E, there is a Borel subset K = K(ε, z) of finite m-measure and a constant δ = δ(ε, z) > 0 such that
and, for all measurable sets B ⊂ E with m(B) < δ,
(ii) A function q is said to be in the class S ∞ (X) if, for any ε > 0, there is a Borel subset K = K(ε) of finite m-measure and a constant δ = δ(ε) > 0 such that
(iii) A function q is said to be in the class semi-S 1 (X) if, for each z ∈ E, there is a Borel set K = K(z) of finite m-measure and a constant δ = δ(z) > 0 such that
(iv) A function q is said to be in the class S 1 (X) if there is a Borel set K of finite m-measure and a constant δ > 0 such that
Clearly, semi-S ∞ (X) ⊂ semi-S 1 (X) and S ∞ (X) ⊂ S 1 (X). Also S 1 (X) = S 1 ( X) and S ∞ (X) = S ∞ ( X). 
for all x ∈ E.
PROOF. (i) For any z ∈ E, the function y → G(y, z)
is an excessive function of X, so (17) and (18) imply (13) and (14) and therefore q is in S ∞ (X). Conversely, suppose that (13) and (14) hold. Then (17) and (18) are valid when f is the potential of some measure ν. Now the conclusion follows because any excessive function is the increasing limit of a sequence of potentials of the form Gh n , where h n are nonnegative functions.
(ii) can be proved similarly.
Since the constant function 1 is an excessive function of X, we can take f = 1 in the proposition above and get: z) ; that is, X ·,z has transition probability q(t, x, dy) = p (t, x, dy)G(y, z)/G(x, z) . The state space for X ·,z is E z . It follows from Proposition 5.4, Theorem 6.5 and, in particular, Example 6.14 in [21] that X ·,z is a transient Borel right process with left limits on (0, ζ z ). Clearly, the conditional process X ·,z is irreducible. Note that the Green's function for X ·,z with respect to the measure m is
PROOF. Note that z∈E K 1 (X ·,z ) = semi-S 1 (X). The theorem follows from Theorem 2.2.
The following result is proved in [21] (see Theorem 6.5 and Example 6.14 there). Here we give a slick way of proving it under an extra assumption that X has a transition density function p(t, x, y) with respect to the measure m. 
PROOF. Note that
By identifying the finite-dimensional distributions, it is easy to see that, conditioned on {ζ z = t}, the process (X, P z x , x ∈ E z ) has the same law as the process X conditioned on {X t = z}. In other words, conditioning on {ζ z = t}, X ·,z has transition density function p(s, x, y)p(t − s, y, z)/p(t, x, z) with respect to the measure m. Therefore the conditional process X ·,z can be constructed in the following way: 
(s, x, y)p(T − s, y, z)/p(T , x, z); 2. randomize T according to the distribution
P (T > t) = ∞ t p(s, x, z) ds/G(x, z).
From this construction, it is clear that if one reverses (X, P z x ) at its lifetime ζ z , the time-reversed process has the same distribution as the conditional process ( X, P x z ). This, in particular, implies that
REMARK. Note that (cf. the proof of Proposition 2.1), for q ∈ S 1 (X), 
] for x ∈ E and z ∈ E x . Applying Theorem 3.1 to the process X ·,z 0 and using Proposition 3.2, we get
This implies, by applying Theorem 3.1 to the process X ·,x , that for any x ∈ E,
where E x = {z ∈ E : 0 < G(x, z) < ∞}. Let the set K and the constant δ > 0 be as in Definition 3.1(iv) for the class
Thus, for any (x, z)
Observe also that, for
. Therefore the second term on the right-hand side of (21) is bounded by γ 2 M. It follows that, for
REMARK. Similar to the remark at the end of the previous section, Theorem 3.2 holds if q − is locally in S 1 (X) and q + ∈ S 1 (X). Here a function f is said to be locally in S 1 (X) if there is an increasing sequence of relatively compact open sets O n with ∞ n=1 O n = E and a sequence of functions f n in S 1 (X) such that f = f n on O n .
THEOREM 3.3. Let q be a function in S 1 (X) such that the conditional gauge function u(x, y) := E y x [e q (ζ y )] is not identically infinite on (E
Furthermore, for any Borel function φ with G|φ| being finite, we have
PROOF. From Theorem 3.2 we know that, under the assumptions of the theorem, u(x, y) is bounded for (x, y)
Therefore we can apply Fubini's theorem to get
In other words, (22) is valid. The last assertion is an immediate consequnce of (22) .
REMARK. (1) If the Harnack inequality holds for positive L-harmonic functions, then the above theorem holds for q in semi-S 1 (X) as well.
(2) Let L denote the the extended generator of X introduced in Getoor [20] . It is possible to show that G q in Theorem 3.3 is the Green's function of L + q, which is the extended generator for the perturbed semigroup {T t } t≥0 defined by (7) (see Theorem 5.10 and Remark 5.15 of [20] ). We omit the details here. Now we give some examples. By (23), we see that K(X) ⊂ S ∞ (X D ). Therefore the conditional gauge theorem holds for any q ∈ K(X) when D is a bounded Lipschitz domain. So when α < 2, we have established a refinement of the conditional gauge theorem obtained in [7] , [8] and [10] . 
Hence it follows from 3G inequality (23) for
Therefore K(W ) ⊂ S ∞ (X D ) and the conditional gauge theorem for X D holds for any q ∈ K(W ).
The class S ∞ (X).
In this section we continue to look at some concrete examples. Throughout the rest of this paper, X is a symmetric α-stable process in R n with α ∈ (0, 2] and n > α, and m(dx) = dx is the Lebesgue measure on R n . Let D be a domain in R n , and X D the part of the process X killed upon leaving the domain D, whose Green's function is denoted by G D .
We say that a function q defined on D is locally in
The collection of functions which are G D -small at infinity is denoted by S(X D ).
When X is a Brownian motion, the above definition was first introduced in Pinchover [26] but renamed to the current one in Murata [25] . It can be shown by using the maximum principle that the function q ∈ K loc (X D ) is G D -small at infinity if and only if, for any ε > 0, there is a compact subset K of D such that
, then the family of functions
PROOF. For any ε > 0, by the definition of S(X D ) there exists a relatively compact open subset
Hence, by the Harnack inequality, there is a constant
where G(x, y) = c(n, α)|x − y| α−n is the Green's function of X. From this, we see that there is a constant c > 1 such that
Therefore there exists a constant C 2 > 1 such that (24) and (28) there exists a δ > 0 such that, for any set
Hence, for such a set A,
In the above inequality, we used (27) for ( 
which proves the proposition.
The above proposition shows that S(X D ) ⊂ S ∞ (X D ). In fact, we have:
PROOF. It remains to show S ∞ (X D ) ⊂ S(X D ). Let q ∈ S ∞ (X D ). By Proposition 2.2 and Corollary
. For any ε > 0, there is a Borel-measurable set K = K(ε/2) and a constant δ = δ(ε/2) > 0 such that (13) and (14) hold with ε/2 in place of ε. As one can always find a compact setK ⊂ K such that m(K \K) < δ, it follows that
This proves that q ∈ S(X D ).
It is now easy to see that the following holds. Hence, when α = 2, S ∞ (X) is exactly the space of Green's-tight functions introduced in Zhao [32] . In the rest of the paper, we will use δ D (x) to denote the distance from x to the Euclidean boundary ∂D of D. We will drop the subscript D from δ D (x) when there is no danger of confusion.
PROOF. It is known (see [6] for the n = 1 case, [30] for the Brownian case α = 2 and [9] 
.
If we put
it is easy to check [cf. (38)- (40) below] that there is some constant C = C(D) > 0 such that
This is equivalent to
Thus our condition is sufficient for q ∈ S ∞ (X D ).
To prove the necessity, let φ ≥ 0 be the eigenfunction corresponding to the first eigenvalue λ < 0 of the infinitesimal generator of 
PROOF. It follows from (32) that
As {|x − ·| α−β−n ; x ∈ D} is uniformly integrable, the corollary is established. Using the Kelvin transform, one can similarly prove the following. PROOF. It suffices to show the following inequality
for some C = C(D) > 0, as the "if" part follows immediately from it, while the "only if" part follows from Proposition 3.1 and the fact that the function x → x 1 is a positive harmonic function on D.
The Green's function G D is given by 
we see that
Since min 1,
we get
then (33) is equivalent to the following inequality:
for some C = C(D) > 0. We are going to prove (37). Obviously, we have
When x 1 < z 1 , we have
When x 1 ≥ z 1 , using the fact that x 1 ≤ |x − z| + z 1 and the displays above, we get
Combining the two cases above, we arrive at
Similarly, we have 
The proposition above can be generalized as follows.
PROOF. Similar to the proof of the proposition above, it suffices to show that the inequality
holds for some C = C(D) > 0, as the "if" part follows immediately from it, while the "only if" part follows from Proposition 3.1 and the fact that the function x → x 1 · · · x k is a positive harmonic function on D. We are only going to show (41) in the case k = 2.
