ABSTRACT
INTRODUCTION
We refer the reader to Box and Draper (1982) for notation and introductory material. The case where a first order model is fitted is unchanged, and we consider only the second order case in what follows.
2 EXAMPLE, k -2.
Suppose we have a two-factor composite design consisting of a replicated "cube" (a square for k = 2), a "star" with axial distance a -1, and six center points. Table 1 shows such a design, with data manufactured exactly as in Box and Draper (1982, Section 3 and Appendix A). In fact, this example is an adaption of the previous example in which a -2, and only the four star points have altered response values. Two blocks are defined, as before, but the 2 2 blocks column is now not orthogonal to the x and x 2 columns. When a f 1, the four third order terms pair up as (x 3 x x 2 ). (x3.xx 2 ) and, when these pairs are orthogonalized to X vectors of lower order, yield two vectors (per pair) which are multiples of one another. We thus obtain two "third order vectors" previously called xll 1 and x 2 22 which provide cubic orthogonal contrasts in the x 1 and x 2 directions. Table 1 . This is why the lack of fit in Table 2 is attributed to b 122 and b, 1 2 , and not bll 1 and b 2 22 as previously when a f 1.
We see from Table 2 that the lack of fit tests are all nonsignificant, in spite of the fact that the surface is the same non-quadratic one as we had before, for which cubic lack of fit was apparent. The pulling in of the star points from levels +2 to levels +1 has rendered pure cubic nonquadraticity undetectable, in fact. Why this is so is apparent from the geometry. The geometrical meaning of the cubic contrast Illustrated in Figure 1 of the previous paper no longer applies. Whereas before we were examining the difference between the slopes of two chords whose slopes would be equal if the model were actually quadratic in the x i dimension,
we are now contrasting two unequally weighted estimates of the slope of the same chord. Thus while cubic interaction coefficients can still cause distortion, as is clear from the expected value in Eq. (3.3), setting a = 1 has lost us our ability to detect the presence of . -5-
GENERAL FORMULAS
In general, a three-level composite design contains It can be shown that, for any such design, k sets of columns can be isolated with the ith set containing the k columns x x, I f j = 1,2,... ,k.
This ith set is associated with a single vector xiii which is orthogonal to the (k+l)(k+2)/2 columns required for fitting the second degree equation and is also orthogonal to the (k-i) similarly constructed vectors x jj, X f 1.
The x3 vectors do not feature in these sets of columns as they do when a + 1, 3 because x = x 1 throughout, now.
The elements of these vectors are such that:
for the cube points, xjj = *x t , with * = 2r/(nc+2r),
for the star points, xijj = yXx, with y = -nc/(nc+2r), for the center points x 1 ] =0 -x.
-6-Thus, the k estimates of third order lack of fit, c 3 1 . C 32 ,..., C 3 k are 
INABILITY TO ESTIMATE TRANSFORMATION PARAMETERS
When a = 1, it is impossible to carry through the procedure to estimate i for the transformation of the predictor variables. Consider Eqs.
(3.12), (3.13), and (3.14) of the previous paper. A composite design in g eneral (a) does not enable us to estimate all cubic terms, and when a = I, we specifically cannot estimate the 0ii i . *Thus the previous Eq. Eq. (4.1) represents the third order terms whose parameters can be estimated using a composite design with a m 1. If the actual response could be represented by a full third order model, the estimates b i and bij j obtained from the composite design with a = 1 would have expectations
these equations replacing (3.13) and (3.14) of the original paper. Now, if We would now like to use b i and bij as estimates of their expectations in (4.2) and (4.3) and substitute these into (4.5) and (4.6) to give equations for the X." (We would also need to substitute estimates for nij and nii which involve b 11 and bij but these are not involved in the argument which follows.)
It soon becomes apparent that the combination of n i and niii in Eq. (4.2) and the lack of either in Eq. (4.3) makes it impossible to manipulate Eqs.
(4.5) and (4.6) into a suitable set of equations for the Xi, as was achieved in the a + I case.
The moral is simply that the choice of only three levels of the predictor variables is inadequate to the task at hand. When a = 1, pure cubic lack of fit is not detectable and the transformation parameters Xi cannot be estimated.
(If an attempt is made via nonlinear estimation methods to fit a second order model in CX to the data, a highly ill-conditioned sum of squares surface results with consequent problems of convergence. The correlation matrix for the estimates has several entries close to 1, indicating severe overparanmeterization, as would be expected.) I -9-
SUMMARY
An earlier paper by Box and Draper (1982) discussed lack of fit for certain first and second order designs anO their ability to detect certain kinds of lack of fit of degree one higher than has been fitted. Composite designs with five levels were explored for the second order situation. In this note, we discuss three-level composite designs and show that, while they allow the examination of certain types of third order curvature, they do not permit estimation of power transformations in the predictor variables to achieve second order representation in the transformed variables. The moral is that, for this sort of transformation estimation, five levels are essential.
