Vehicle-to-vehicle (V2V) communications have opened the way towards cooperative automated driving as a means to guarantee improved road safety and traffic efficiency. The use of the millimeter wave (mmWave) spectrum for V2V, in particular, holds great promise since the large bandwidth available offers the possibility of realizing high-data-rate connections. However, this potential is hindered by the significant path and penetration loss experienced at these frequencies. It then becomes fundamental to practically evaluate the feasibility of installing mmWave-based technologies in the vehicular scenario, in view of the strict latency and throughput requirements of future automotive applications. To do so, in this paper we present MilliCar, the first ns-3 module for V2V mmWave networks, which features a detailed implementation of the sidelink Physical (PHY) and Medium Access Control (MAC) layers based on the latest NR V2X specifications, the 3GPP standard for nextgeneration vehicular systems. Our module is open-source and enables researchers to compare possible design options and their relative performance through an end-to-end full-stack approach, thereby stimulating further research on this topic.
Release 16 and 17. The usage of mmWaves enables unprecedent data rates (in the order of multi gigabit per second) in the access network [7] , thanks to the availability of large chunks of free spectrum (a single carrier in NR can operate on a bandwidth of up to 400 MHz).
In particular, the mmWave bands support the most bandwidthhungry applications in a vehicular context, where sensors (e.g., radars, LiDARs, cameras) and infotainment systems are expected to generate data at a rate of Terabytes per driving hour [9] . Standardization bodies have already started considering the integration of mmWaves in the specifications for next-generation vehicular networks, such as IEEE 802.11 [14] and 3GPP NR V2X [6] .
The communication at mmWaves in a vehicular scenario, however, introduces numerous challenges that need to be carefully addressed to guarantee a high quality of service for the end users and make such systems reliable and robust to the vehicle mobility [12] . First, the severe propagation loss experienced at high frequencies prevents long-range communications. This can be partially compensated using large antenna arrays, that can focus the transmitted power in sharp beams and increase the link budget. The usage of directional transmissions, however, implies a coordination between the two communication endpoints, which have to continuously align their beams to experience a sufficient beamforming gain [16] . Moreover, mmWave signals can be easily blocked by common obstacles such as, for example, vehicles, road signs, pedestrians. Additionally, the metal of the vehicle bodies acts as a strong reflector for mmWaves, creating strong and bursty interference [21] . The interaction of the mmWave channel with the vehicular environment also creates an extremely dynamic channel, with a fluctuating capacity and link availability, that may have a serious impact on the whole protocol stack [13] .
These challenges become even harder in a Vehicle-to-Vehicle (V2V) 1 context, which, in principle, should be designed to work also in the absence of the fixed network infrastructure that can be exploited, instead, in a Vehicle-to-Infrastructure (V2I) use case. The research community has started proposing solutions to improve the performance of V2V communications at mmWaves [17, 20] . As of today, the lack of testbeds for mmWave V2V scenarios makes simulation the preferred means for the performance evaluation of novel networking designs. However, to the best of our knowledge, an open-source, publicly available network simulator that integrates mmWaves and V2V scenarios is not currently available: simulation tools for mmWaves, indeed, only support fixed infrastructure scenarios [18, 19] , while simulators for ad-hoc communications (e.g., Device-to-Device (D2D)) only model sub-6 GHz frequencies [22] .
To fill this gap, in this paper we introduce MilliCar, an opensource ns-3 module for V2V mmWave networks 2 . The module introduces a characterization of sidelink Physical (PHY) and Medium Access Control (MAC) layers that follow the 3GPP numerologies for NR V2X [6] , and enables the study and development of beamforming, link-adaptation and medium access techniques for mmWave V2V in end-to-end, full-stack simulations. Additionally, the module features the 3GPP channel model introduced in [5] , which has been designed for vehicular simulations in urban and highway scenarios. MilliCar integrates the Long Term Evolution (LTE) Service Access Point (SAP) to connect the MAC layer to Radio Link Control (RLC) and Packet Data Convergence Protocol (PDCP), and implements a new ns-3 NetDevice (i.e., MmWaveVehicularNetDevice) to take care of the integration with the TCP/IP stack of ns-3. Finally, the module incorporates (i) a helper, that can be used to easily set up simulations; (ii) unit tests, to guarantee that the module behaves as expected even when adding new features; and (iii) several examples, to simulate scenarios with a varying number of vehicles and different deployments.
MilliCar was developed as a standalone module (e.g., with respect to the other ns-3 modules that support mmWaves [18, 19] ) to separate the sidelink implementation from that of scheduled cellular protocol stacks. One of the design goals of this module, indeed, is a lean implementation, and the possibility to extend it with new features without having to deal with the complexity of protocol stacks that have not been designed from the start to support a sidelink. Nonetheless, the MilliCar module can still rely on the higher layers from the LTE module through SAPs, to run endto-end simulations with an NR-V2X-like protocol stack. We believe that this constitutes a good tradeoff between integration with ns-3 and flexibility to develop new components.
We also report a preliminary performance evaluation, to validate the main functionalities of the module, with throughput, latency and Signal to Interference plus Noise Ratio (SINR) results in different scenarios, varying system parameters such as the bandwidth, source rate and mobility of vehicles.
The remainder of this paper is organized as follows. In Sec. 2, we provide an overview on the research and standardization activities related to vehicular networks. The module is described in Sec. 3, where we comment on the channel model and the sidelink physical and MAC layers. We discuss the structure of tests and helpers in Sec. 4, while the example scenarios are introduced in Sec. 5. Finally, in Sec. 6 we conclude the paper and provide suggestions for future extensions.
NEXT-GENERATION VEHICULAR NETWORKS
The recent evolution of hardware, software, and communication technologies in the automotive sector has paved the way towards Connected Intelligent Transportation Systems (C-ITSs) as a means to support traffic safety, traffic efficiency and infotainment services.
More specifically, C-ITSs promise to reduce the number of road accidents and carbon emission by more than 90% and 60% respectively, as well as to improve drivers' productivity during commutes [10] . Overall, the market potential of C-ITSs is estimated in 1.3 trillion 2 Available at https://github.com/signetlabdei/millicar USD annually in the U.S. alone, thereby stimulating further research in the field of next-generation vehicular networks. When fully deployed, C-ITSs will address the demands and business trends of the 2030 society, and support the new use cases highlighted in Fig. 1 . They include (but are not limited to):
• platooning, where vehicles can travel in close proximity to one another at very high speeds; • cooperative perception, where vehicles broadcast sensors' observations to increase the perception range of their onboard instrumentation; • semi-or fully-automated driving, where vehicles can sense the surrounding environment and move with minimal or no human input; • infotainment, i.e., a set of services that deliver a combination of information and entertainment.
These applications have very strict demands in terms of data rate (in the order of Terabytes per driving hour, according to some estimates), latency (from approximately 3 ms up to 100 ms depending on the degrees of automation) and reliability (up to 99.999% for the most safety-critical services) [3] . In order for these heterogeneous requirements to be satisfied, C-ITSs will enable wireless communications to and from roadside infrastructures and among vehicles, a concept that is referred to as Vehicle-To-Everything (V2X) connectivity. While current V2X standard technologies, i.e., IEEE 802.11p and 3GPP Cellular-V2X (C-V2X), may lack the level of reliability and availability requested by future vehicular applications, the IEEE and 3GPP are promoting standardization efforts, i.e., 802.11bd [14] and NR V2X [6] respectively, to overcome current technology limitations [27] , as described in the following paragraphs.
IEEE 802.11bd. The 802.11bd standard will enhance IEEE 802.11p targeting future V2X application requirements. Although technical details have not yet been thoroughly discussed, the 802.11bd evolution is positioned to support reduced latency and twice the throughput and the communication range of 802.11p through (i) new transmission mechanisms, (ii) dual carrier modulation with midambles to provide a better channel estimation in fast-fading channels [15] , and (iii) re-designed PHY and MAC features (including a flexible sub-carrier spacing, with up to 40 MHz channel bandwidth).
3GPP NR V2X. The NR V2X specifications will amend 3GPP C-V2X as part of the ongoing 5G effort. New developments will include (i) more sophisticated channel models, (ii) sidelink and network architecture improvements, (iii) support of mini-slot scheduling for latency-critical services, (iv) a flexible numerology, along the lines of the 3GPP Rel. 15 specifications, and (v) new resource allocation schemes where sidelink resources are either scheduled by the base station (mode 1) or autonomously by the vehicles (mode 2).
In particular, both IEEE 802.11bd and 3GPP NR V2X standards will support operations at mmWave frequencies, i.e., in the 57-71 GHz and 24.25-52.6 GHz ranges, respectively. As discussed in Sec. 1, the large spectrum availability at these frequencies promotes high-capacity low-latency communication, however working at mmWave raises several challenges from a communication point of view. For this reason, it is important to demonstrate the practical feasibility of designing protocols to support vehicular operations at such high frequencies.
While testbed validation is impractical due to the prohibitive costs of the mmWave hardware and due to the difficulties associated to the design and implementation of a representative and not-toosimple application scenario, end-to-end simulation is the preferred solution for performance evaluation. Currently, V2I communications can be simulated using the ns-3 mmWave module designed by NYU and the University of Padova (UNIPD) in 2015 [18] or 5G Lena [19] , which implement a complete 3GPP-like protocol stack, but focus on cellular-like, infrastructure-based deployments. For the V2V scenario, instead, there are currently no open-source simulators capable of modeling the mmWave channel as well as a full TCP/IP protocol stack and the mobility of vehicles. Specifically, traditional vehicular simulator, e.g., Veins [24] or V2X Simulation Runtime Infrastructure (VSimRTI) [23] , support development, training, and validation of autonomous urban driving systems, but do not support mmWave communications.
In this paper, we fill this gap by providing the first open-source ns-3 module for V2V networks operating at mmWaves, so as to enable realistic full-stack simulations in the V2V environment, as described in the next sections.
A MODULE FOR NR V2X
In this section we describe the main characteristics of the MilliCar module for V2V networking. The general features of each component of the module are depicted in Fig. 1 , while Fig. 2 provides a simplified Unified Modeling Language (UML) diagram.
In Sec. 3.1 we present the channel model proposed by the 3GPP to characterize the V2V propagation at mmWaves. Then, in Secs. 3.2 and 3.3 we present the key elements of the MilliCar PHY and MAC layers, respectively. They provide functionalities for packet transmission and reception over an NR-V2X-compliant frame structure, and a proper scheduling of the radio resources. As mentioned in Sec. 2, the study item [6] considers both in-coverage (mode 1) and out-of-coverage (mode 2) options for resource allocation. The protocol stack of MilliCar natively supports mode 2, the more likely to be implemented in an early deployment of NR V2X, given that mode 1 would require an update of base stations following standard specifications [6, 27] . Also, mode 2 is of particular interest for researchers since it poses several challenges that remain to be addressed.
Finally, in Sec. 3.4 we describe how the module integrates with the higher layers of the ns-3 protocol stack. In particular, the module currently relies on the implementation of the RLC and PDCP layers and of the traffic flow filters of the lte module.
Notice that MilliCar is integrated with ns-3, and reuses a number of data structures and classes (for example -to hold the configuration parameters of the frame structure) from the NYU/UNIPD mmwave module for cellular communications. Finally, we plan to complete the integration with the new features of the spectrum module, described in [28] , which would allow us to separate the code base of the channel model from that of the protocol stack.
Vehicular Channel Model Implementation
The accurate characterization of the channel behavior is paramount to obtain reliable simulation results. Therefore, MilliCar implements the propagation and fading models that the 3GPP suggests for V2V communications at mmWaves [5, 11] , by means of the APIs provided by the ns-3 Spectrum module. In particular, devices communicating through the same wireless channel are attached to a single instance of SpectrumChannel which accounts for the modeling of the propagation phenomena using the interfaces Propagation-LossModel and SpectrumPropagationLossModel.
The pathloss has been implemented in MmWaveVehicularProp-agationLossModel, which extends the PropagationLossModel interface and adopts the structure described in [26] . Following the standard's guidelines [5] , we defined two scenarios, V2V-Highway and V2V-Urban, where a pair of vehicles can be in one of the following states:
• Line-of-Sight (LOS), if the vehicles are in the same street and the path is free from obstacles; • Non-Line-of-Sight (NLOS), if the path is blocked by static objects, e.g., buildings; • Vehicle Non-Line-of-Sight (NLOSv), if the vehicles are in the same street but the path is blocked by other vehicles. This state can be fixed during the whole simulation by setting the ChannelCondition attribute. By default, if not specified, the LOS state is updated when the overall channel characterization is updated. Notice that the model in [5] does not provide a closed-form probabilistic expression for the transition from LOS or NLOSv to NLOS. Indeed, the model first checks if the vehicles are in different streets, and, if this is the case, it deterministically sets the channel condition to NLOS. Otherwise, for communications between vehicles that are in the same street, the LOS (or NLOSv) condition is determined following the state-transition probability described in [5, Sec. 6.1].
For the V2V-Highway scenario, the LOS probability is given by
where a = 2.1013 · 10 −6 , b = −0.002, c = 1.0193, and d is the distance between the vehicles, measured in meters. For the V2V-Urban scenario, instead, the LOS probability is evaluated as
In both cases, P NLOSv = 1 − P LOS . To also account for a probabilistic characterization of the NLOS state, the MilliCar module defines two additional scenarios, namely Extended-V2V-Highway and Extended-V2V-Urban, that implement the state probabilities detailed in [8] . For the Extended-V2V-Highway scenario, the LOS and NLOS probabilities are given by P LOS = min 1, max{0, 2.7 · 10 −6 · d 2 − 0.0025 · d + 1} , (3) P NLOS = min 1, max{0, −3.7 · 10 −7 ·d 2 + 0.00061 ·d + 0.015} . (4)
For the Extended-V2V-Urban scenario, instead, the LOS and NLOS probabilities are equal to P LOS = min{1, max{0, 0.8372 · e −0.0114·d }},
P NLOSv = min 1, max 0, 1 0.0312 · d · e (−(ln(d )−5.0063)) 2 2.4544 ,
All these terms represent a vehicular traffic condition of medium density (i.e., 120 vehicles/km 2 in the urban scenario, and 1500 vehicles/h/dir in the highway scenario). For each scenario, the link pathloss is implemented accurately following the 3GPP specifications [5] . For the highway scenarios (i.e., V2V-Highway and Extended-V2V-Highway), the LOS pathloss is
where the distance d is in meters and the center frequency f c is in GHz. For the urban scenarios (i.e., V2V-Urban and Extended-V2V-Urban), instead, the LOS pathloss is given by
In case of NLOS, the model does not distinguish between urban and highway propagation, so that the pathloss equation becomes PL NLOS = 36.85 + 30 * log 10 d + 18.9 * log 10 f c [dB].
When the link is obstructed by a vehicle (i.e., in NLOSv state), an incremental shadowing term, modeled as a log-normal random variable, is added to the PL LOS equation. This term depends on the blocker height, which is randomly selected among three possible vehicle types (to be configured in the simulation), as detailed in [5] .
The operations associated to fast fading and beamforming gain computation have been implemented in the class MmWaveVehic-ularSpectrumPropagationLossModel which extends the interface of SpectrumPropagationLossModel to guarantee consistency among different channel models provided by ns-3. The procedure to generate the channel is based on the specifications in [4] , while the dual mobility (to compute the Doppler effect) and the parameters of the equations that define the channel are modeled as described in [5] . Also, to take into account the non-isotropic behavior of real antennas, we extended the class AntennaArrayModel of the mmwave module, including the radiation model specified in [5] . This class handles also the computation of the beamforming vectors using a Discrete Fourier Transform (DFT) based approach [25] .
Physical Layer
The MilliCar physical layer is composed of two classes, namely, MmWaveSidelinkSpectrumPhy and MmWaveSidelinkPhy. MmWave-SidelinkSpectrumPhy extends the abstract class SpectrumPhy and acts as an interface between the MmWaveVehicularNetDevice and the SpectrumChannel. In fact, it handles the transmission and reception operations through the methods StartTxDataFrames and StartRx. The method StartTxDataFrames generates the signal to be transmitted over the channel, represented by the structure MmWaveSidelinkSpectrumSignalParameters. Then, it forwards it to the SpectrumChannel instance by calling the method Spec-trumChannel::StartTx. Conversely, when a signal is received from the SpectrumChannel, the method StartRx checks whether or not it can be decoded by applying an error model and, if so, forwards it to the upper layer. The error model that is currently supported by our module is based on the one described in [18] , which derives the error probability taking as input the received SINR and the Modulation and Coding Scheme (MCS) used to encode the signal. To compute the SINR, MmWaveSidelinkSpectrumPhy relies on the classes mmWaveInterference and mmWaveChunkProcessor, of the mmwave module [18] . Moreover, MmWaveSidelinkSpectrumPhy takes care of the periodic generation of the Channel State Information (CSI) reported to the upper layers.
The class MmWaveSidelinkPhy is in charge of maintaining the system synchronization, and of managing the physical channel used for the transmission and reception of the transport blocks (our module currently supports the modeling of Physical Sidelink Shared Channel (PSSCH) only). The frame structure used by Mil-liCar is compliant with NR specifications, i.e., a frame of 10 ms is divided in 10 subframes, each containing a variable number of slots. Each slot is composed of 14 Orthogonal Frequency Division Multiplexing (OFDM) symbols, whose duration depends on the selected numerology configuration [1] . Following the proposal in [6] , our module currently supports NR numerologies 2 and 3, i.e., with 4 and 8 slots per subframe, respectively, corresponding to a Subcarrier Spacing (SCS) of 60 kHz or 120 kHz. A transmission buffer is used to store the transport blocks to be sent during the first available slot, together with information regarding the MCS to use and the allocated OFDM symbols.
The method StartSlot marks the beginning of each slot and takes care of transmitting the transport blocks stored in the buffer, by scheduling multiple calls to MmWaveSidelinkSpectrumPhy::Start-TxDataFrames. Moreover, MmWaveSidelinkPhy takes care of forwarding the received transport blocks to the upper layer and managing the beamforming operations to properly point the beam towards the other end device (at this stage, perfect beam alignment is assumed, and further refinements are left for future work).
MAC Layer
The MAC layer functionalities are implemented in the MmWaveSide-linkMac class, which includes: (i) the management of the medium access, (ii) the scheduling of the available resources, (iii) the support of transmission and reception over multiple logical channels, and (iv) the link adaptation.
MmWaveSidelinkMac supports a Time Division Multiple Access (TDMA)-based access scheme, where different vehicles transmit in different slots, as generally assumed for directional mmWave operations [18] . Similarly to mode 2c defined in [6] , the MAC layer is pre-configured with a fixed scheduling pattern, which determines how the slots are assigned to the vehicles on a per-subframe basis. By default, each vehicle can use a single slot per subframe, but this pattern can be customized using the SetSfAllocationInfo method.
At the beginning of each slot, the MAC layer retrieves the scheduling pattern and executes DoSlotIndication to decide whether to perform the transmit or receive operation. In case the slot is intended for transmission, the method ScheduleResources divides the available resources among the active logical channels 3 and notifies the scheduling decision to the upper layers. Then, it builds the transport block using the Service Data Units (SDUs) received from the higher layers, which is then forwarded to the PHY layer by calling the method AddTransportBlock. To avoid the allocation of unnecessary resources, the buffers at the upper layers are monitored through a periodic buffer status reporting procedure. Such reports are used to decide the amount of resources to be reserved for each logical channel. Conversely, if the slot is dedicated to another device, the PHY layer is informed about a possible incoming reception by the MAC, which then performs de-multiplexing operations to map the received packets onto the proper logical channels.
Moreover, automatic link adaptation functionalities are provided based on CSI reports received from the PHY. This mechanism is handled by the MmWaveAmc class, which uses the last received CSI report to determine the optimal modulation and coding scheme to be used for the transmission.
Integration with the higher layers
MilliCar also provides full integration with the higher layers of the protocol stack ensuring, by means of SAP, high flexibility for future improvements of the stack design. We attach to each MmWaveSide-linkMac instance occurrences of LteRlc, which is then linked to an LtePdcp object. Closing the gap, a specific class implementing the SAP is used to connect the PDCP object to our ad hoc MmWaveVe-hicularNetDevice, envisioning in this way a full bottom-up and top-down integration. The instances for these layers for each endto-end connection are managed inside the MmWaveVehicularNet-Device class, which extends NetDevice and implements all the virtual classes commonly used to set up the communication to and from the TCP/IP stack.
In order for two nodes to communicate, a radio bearer must be set up. Once a MmWaveVehicularNetDevice is associated to each node, the method MmWaveVehicularNetDevice::ActivateBearer is executed on both communication endpoints. This function accepts as input an integer number representing the bearerID, the Radio Network Temporary Identifier (RNTI) of the destination (an integer number that differentiates distinct nodes in the network) and the IP address of the pairing node. In particular, each bearerID must unequivocally identify a radio bearer, and cannot be shared among different pairs of devices. The consistency of this assignment (along with that of the RNTI) among different nodes is guaranteed in the helper's configuration method, which will be described in Sec. 4. At the MAC layer, a bearer is mapped to a logical channel identifier, as defined by the 3GPP standard. However, at this stage of development, logical channels and radio bearers have a one-to-one correspondence.
The operations carried out by the ActivateBearer method are:
• the creation of a rule to classify packets generated from different sources, using EpcTft::PacketFilter; • the instantiation of an LteRlc object, which can be identified by the RNTI of the destination node and the logical channel identifier. The RLC object is then linked to the MAC layer instance associated to the node; • the creation of an LtePdcp object, which has to be connected to the MmWaveVehicularNetDevice and the RLC object created in the previous step.
After these steps, the RLC and PDCP objects are stored in a dedicated structure, i.e., SidelinkRadioBearerInfo, which is then identified with the univocal bearerID and saved in the m_bear-erToInfoMap variable. Currently, the version of the RLC supported by this module is LteRlcUm, which provides segmentation and concatenation but no retransmissions. Once MmWaveVehicularNetDevice::Send receives a packet from the IP layer, it accesses the m_tftClassifier variable to retrieve the bearerID that associates the RNTI and the logical channel identifier to the packet, and stores them in the LtePdcpSapProvider-::TransmitPdcpSduParameters struct. This is then forwarded to the PDCP. Conversely, on the reception phase, a packet is simply sent from PDCP to the NetDevice, and from the NetDevice to the upper layers.
HELPERS AND TEST FRAMEWORK
The mmWave vehicular module is also equipped with helpers (Sec. 4.1) to allow the users to easily set up the simulation, and unit tests (Sec. 4.2) to check basic functionalities of the module and facilitate future class developments.
Helpers
The main helper is the MmWaveVehicularHelper which (i) creates and configures the objects for the channel computation; (ii) computes the parameters for the frame structure, according to the selected 3GPP numerology; (iii) installs the networking stack on the vehicles; and (iv) connects groups of vehicles that will communicate together. The first operation is performed during initialization, and relies on three StringValue attributes that configure the propagation loss model (PropagationLossModel), the fading model (SpectrumPropagationLossModel), and the propagation delay model (PropagationDelayModel). A typical configuration would include the propagation and fading classes described in Sec. 3.1, without a delay model, as this is included in the spectrum model. However, the user can change and select different options (e.g., a simple Friis propagation loss) and combine also a delay model. The Numerology attribute, which is linked to the SetNumerology method, accepts 2 or 3 as integer value, to select among the two different numerologies currently foreseen for NR V2X.
The method InstallMmWaveVehicularNetDevices accepts a container of Node objects, and returns the NetDeviceContainer with the MmWaveVehicularNetDevice objects. Additionally, for each vehicle, this method sets up the instances of the PHY and MAC layers, configures the antenna at the vehicle and connects it to the channel.
The MmWaveVehicularHelper also configures and connects to each device another helper, called MmWaveVehicularTracesHelper, which, at runtime, generates a trace of the SINR and MCS for each transmitted packet.
Finally, PairDevices configures a bearer and connects, pair by pair, all the devices in a container of NetDevices passed as input argument. This makes it possible to create multiple groups of vehicles, with independent scheduling patterns, that generate interference with concurrent transmissions. The vehicles in the same group are all logically connected, thus packets could (in principle) be exchanged among any pair of nodes.
Unit Test
The unit test suite contains four tests. MmWaveVehicularSidelink-SpectrumPhyTestSuite has a test case that checks if the Signalto-Noise-Ratio (SNR) computed by MmWaveSidelinkSpectrumPhy for a single transmission is in line with the expected SNR (considering isotropic antennas and an ideal channel). Similarly, MmWaveVe-hicularInterferenceTestSuite tests if the interference among two groups of vehicles is correctly computed. MmWaveVehicular-RateTestCase, instead, features vehicles equipped with a full protocol stack (with User Datagram Protocol (UDP) at the transport layer), and tests full buffer transmissions for different values of the MCS (i.e., from 0 to 28), checking if there is a one-to-one correspondence between transmitted and received packets. 
EXAMPLE SCENARIOS
We provide four examples of scenarios in the examples folder. They represent different simple use cases for the module, and can be used as a reference by a user of the module to understand which are the necessary steps to generate a vehicular scenario at mmWave frequencies.
In particular, these are the common operations to be implemented:
(1) Configure relevant parameters for the simulation scenario, using the ns-3 Config attribute system. For example, relevant parameters are related to the carrier frequency, the system bandwidth, whether to use Adaptive Modulation and Coding (AMC) or not, the type of RLC and the size of its buffer; (2) Create nodes of the scenario, setting their positions and mobility models; (3) Initialize the MmWaveHelper object, for which it is possible to set the numerology and the channel models, as discussed in Sec. 4; (4) Install the MmWaveVehicularNetDevice objects in the nodes (5) Configure the TCP/IP stack and assign IP addresses to the vehicles (6) Configure and install the applications.
The simplest scenario is vehicular-simple-one.cc. In this, there are two devices in the same lane, one behind the other at fixed distance and speed. It is possible to select the speed and the simulation duration from the command line, as well as the MCS value or if AMC should be used. The applications are an echo client and server using UDP as transport. The vehicular-simpletwo.cc example, instead, features two groups with two vehicles each, moving in two different lanes at opposite speeds. Each vehicle exchanges UDP packets with that in the same lane. vehicularsimple-three.cc, instead, also has four vehicles, grouped in pairs of two, but moving as a platoon, on the same lane, at a constant speed and at a safety distance of 20 m. Finally, vehicular-simplefour.cc is a scenario with three vehicles, with two of them moving at a constant distance and speed, and the third moving away from the first two. One of the vehicles acts as a server, which echoes the UDP packets sent by the others.
As an example, we report in this Section some metrics that it is possible to obtain by running the available examples. Figs 4a and 4b have been obtained choosing different configurations of parameters in vehicular-simple-one.cc, such as the initial distance d between the vehicles, the bandwidth (100 MHz or 400 MHz, which is the maximum for an NR carrier), and the source rate at the application layer. In this simulation campaign the channel was configured to transmit using a carrier frequency f c = 28 GHz, with the LOS condition computed using the equations outlined in Sec. 3.1 for the reference scenario V2V-Highway. Moreover, the LteRlcUm buffer size was set to 500 packets. Buffering is necessary to guarantee high throughput, as (i) the scheduling at the MAC layer happens on a slot basis (i.e., 250 µs with numerology 2), but the application may generate packets more regularly, with interpacket intervals of up to 10 µs; (ii) the default allocation pattern is used, i.e., each vehicle is assigned a single slot per subframe; and (iii) the fluctuations of the channel may temporarily degrade the capacity available at the physical layer. On the other hand, an excessively large buffer could lead to an increase in the experienced delay of the communication, due to packets buffering in the queue. Fig. 4a compares the throughput (averaged over the simulation time of 2 s, and over 100 independent simulation runs) for different values of the source rate. It can be seen that both configurations with 100 MHz and 400 MHz sustain a source rate of up to 80 Mbps, with small differences when varying d, but the performance gap becomes more marked for higher source rates. Fig. 4b , instead, reports the average delay in the same conditions. It has to be highlighted that the end-to-end delay obtained when the channel bandwidth is set to 400 MHz, the initial distance is 50 m and the source rate is ∼ 8 Mbps, is in the order of microseconds (∼ 1 OFDM symbol). This is motivated by the fact that the traffic injected in the link is negligible with respect to the available resources, and the packet only experiences transmission delay. Future extension of this work will study how to model the amount of delay introduced by the processing of packets at the different layers of the protocol stack. Fig. 5 shows the trend of the SINR over time, for a single run of vehicle-simple-two.cc, to validate how the interference is modeled by MilliCar. The plots show a decrease in the received SINR, with a minimum at ∼ 1 s, and a consequent increase. This reduction is caused by a separate pair of vehicles interfering with the transmission that the nodes considered for the SINR metric are carrying out. This setup has been evaluated in both scenarios defined by 3GPP, i.e. V2V-Highway (Fig. 5a ) and V2V-Urban (Fig. 5b) , and 0.5 with different dimensions of the antenna array. Notice that, while different architectures have a significant impact on the received power and, thus, on the SINR, the two scenarios differ only by 1.2 dB (for the configuration with 4 antennas at the transmitter and 4 at the receiver).
CONCLUSIONS
The wireless networking standardization bodies have started focusing on new market verticals to find new use cases and applications for 5G and beyond. For example, the 3GPP is considering vehicle-tovehicle communications in NR V2X, which will support vehicular networking in the mmWave frequency bands. In this paper, we introduced MilliCar, the first implementation of an open-source ns-3 module for the simulation of NR-V2X networks at mmWaves. The module enables end-to-end, full-stack simulations of vehicular networks with a 3GPP channel model for V2V propagation and fading at mmWaves, physical and MAC layers redesigned for NR V2X, and integration with the higher layers of the protocol stack (e.g., RLC) from ns-3. We believe that this contribution, being an open-source tool, easily extensible and available to the overall wireless community, will help foster more research on the design and performance evaluation of mmWave vehicular networks. As future works, we plan to improve the functionalities of Mil-liCar by adding a number of new features, including a more robust and realistic beam management framework and a multiple medium access scheme, and by keeping the module updated to the latest proposals in the 3GPP standardization process.
