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Abstract
Research and development (R&D) activity averages about 2.5 percent of sales and 
50 percent of net income across the economy in the United States (Madden ,1972). In 
Japan, the R&D expenditures average about 180 percent of net profits (Mande et al., 
1996). According to a recent report from OECD (Organization for Economic Co­
operation and Development), in 1993, the gross domestic expenditure on R&D was 
$166,299,000,000 in the United States, compared with $122,567,000,000 in Japan. Due 
to its significance, the topic of R&D has come under close examination in recent years. 
This study will add insights by comparing the R&D expenditures of U.S. firms and 
Japanese firms.
The following major conclusions are drawn from the evidence presented in this
study:
1. The stock of R&D capital of U.S. firms is larger than that of Japanese firms. 
This conclusion is against popular opinion that Japanese firms have a long 
term orientation and are more efficient with R&D expenditures.
2. Annual R&D expenditures have a statistically significant relation with future 
sales in both Japan and the United States. This evidence has significant 
implications for accounting standards setting in both countries.
1 The comments and suggestions of Vivek Mande, Perrin Garsombke, and Sufi Nazem were 
particularly helpful. Specially, I want to acknowledge the assistance from Vivek Mande, who is the 
chairman of the thesis committee.
The R&D capitalization process developed in this study yields statistically 
reliable estimates of the amortization rate of R&D capital for the U.S. firms.
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41 Introduction
Research and Development (R&D) activity averages about 2.5 percent of sales
and 50 percent of net income in the United States (Madden ,1972). In Japan, the R&D 
expenditures average about 180 percent of net profits (Mande et al., 1996). According to 
a recent report from Organization for Economic Co-operation and Development (IIS, 
1995), in 1993, the gross domestic expenditure on R&D was $166,299,000,000 in the 
U.S., compared with $122,567,000,000 in Japan.
Empirical studies have confirmed a positive relationship between R&D and (1) 
inventory activity, (2) growth in productivity, which is an important determinant of 
economic growth and business cycles, and (3) an increase in knowledge as evidenced by 
an increase in patents (Dukes, Dyckman, and Elliott, 1980). Furthermore, R&D activity 
is commonly regarded as having significant positive public externalities1 (Benhabib and 
Jovanovic, 1991). Japan is famous for its institutional infrastructures supporting 
technological innovations and many people attribute this to Japan’s emergence as a 
technological superpower. For example, the Japanese government agencies (e.g.,
Ministry of International Trade and Industry) are very active in disseminating 
technological information and coordinating national R&D projects (Imai, 1992). Due to 
its significance, the topic of productivity and Japanese R&D has come under 
examination in recent years. This study adds insights by comparing the R&D 
expenditures between the U.S. firms and Japanese firms.
1 Positive public externalities mean the social goodness provided by the R&D activities. One typical example would be 
the advancement in basic science.
5There are many factors that influence the R&D investment decision. Economists 
have developed a large literature related to how factors such as firms' size, financial 
structure, or industry concentration ratio affect the R&D spending. Accounting treatment 
also affects R&D spending. In the United States, Generally Accepted Accounting 
Principles (GAAP) mandates the full expensing of R&D in financial statements. The 
Financial Accounting Standard Board (FASB) argues that because the valuation of R&D 
assets cannot be done reliably and objectively, R&D should be expensed when incurred. 
In Japan, research and development costs have to meet stringent requirements in order to 
be capitalized (mainly for new products). Other research and development costs can be 
expensed as incurred (Takahhashi et al, 1990). Most Japanese firms, however, expense 
their R&D expenditures (this will be explained in detail in section 3). This study 
evaluates the accounting practices for R&D expenditures in both countries.
This study is different from other R&D studies comparing Japan with the United 
States in that individual firms are the primary focus. Most analysis of industry-level data 
have to assume a reasonable priori restrictions (Griliches, 1979). Firm data provides 
more variance in the relevant variables and it is probably the best way to reduce the 
multicollinearity which plagues macro-level analysis. On the other hand, the firm data 
suffers from higher level of error rate which might be averaged out in the aggregate data. 
Also, it is more difficult to obtain variables in the micro-level firm than in the macro- 
level firm.
6In the next section, a literature review is presented. In section 3, the hypotheses 
for this study are developed. Research design is discussed in the fourth section. In 
section 5, statistical results are explored. At last, the evidence is summarized and this 
study is concluded.
2 Literature review
R & D  research in economics, accounting and finance is extensive. Its main
motivation is to examine the role of R&D in economic growth and social welfare. Much 
accounting research explains and predicts the accounting practices. One of the main 
goals of a R&D study for accounting academics is to analyze the relation between 
management’s R&D decision and the accounting treatment of R&D expenditures.
The first pool of accounting R&D studies is related to SFAS No. 2. In 1974, 
FASB published SFAS No. 2, Accounting for Research and Development Costs, which 
required firms to expense R&D costs. Its rationale was that there was no empirical 
evidence to support the relationship between R&D expenditures and future sales and 
profits (Horowitz and Kolodny, 1980).
Many accounting scholars conducted research to examine the effects of SFAS 
No. 2 (e.g., Dukes, Dyckman, and Elliott, 1980; Horowitz and Kolodny, 1980; Elliott, 
Richardson, Dyckman, and Dukes, 1984). Some research concluded that SFAS No. 2 
adversely affected the management’s R&D decision . For example, Horowitz and 
Kolodny (1980) concluded that small high-technology firms (traded over the counter)
2 SFAS: Statement of Financial Accounting Standards.
7curtailed their R&D spending after mandatory SFAS No. 2. However, Dukes, Dyckman, 
and Elliott’s (1980) study reached different result. Their study consisted of tests based on 
a matched-firm sample, tests based on a unmatched-firm sample, and logit prediction 
model tests. These tests provided no significant evidence that companies (traded on New 
York or American Stock Exchange) curtailed their R&D spending after SFAS No. 2. 
Both Dukes et al. and Horowitz et al. followed the same research design: Matched-Pairs. 
A comparison was made for the change in the ratio of R&D to sales (1) before SFAS No. 
2 and (2) after SFAS No. 2. One group was required to convert from capitalizing to 
expensing R&D. Another group was a control group that expensed R&D before SFAS 
No. 2. To reconcile differences with previous studies (Dukes et al. and Horowitz et al.), 
Elliott et al. (1984) conducted another study. They initially hypothesized that the 
different result stemmed from different company size in the sample (one was listed in 
exchanges such as NYSE, and the other was listed in OTC). Many of the firms in 
Horowitz et al.’s sample were small, high-technology firms which had been deferring 
R&D expenditures before the SFAS No. 2. Also, small firms might have more stringent 
bond covenants (Elliott et al., 1984).
The next pool of R&D studies focuses on “income smoothing” associated with 
R&D expenditures. “Income smoothing” refers to the fact that management might adjust 
R&D expenditures because they believe that a lower and less stable earnings level 
caused by the mandatory regulation would resulted in an unstable stock price.
8Baber, Fairfield, and Haggard (1991) investigated whether concerns about 
reporting favorable trends in accounting net income influenced management’s decisions 
to invest in research and development. Their test results suggested that compliance with 
SFAS No. 2 discouraged investment in R&D and that managers were more likely to 
consider current-period income effects when making R&D decisions than when making 
capital-spending decisions. Perry and Grinaker (1994) examined the relationship 
between R&D expenditures and earnings expectations. Their study extended the Baber et 
al.’s (1991) research by examining both the direction and the magnitude of R&D 
adjustments relative to unexpected earnings. Their evidence suggested that a linear 
relationship existed between unexpected earnings and unexpected R&D spending, which 
indicated that R&D spending was increased in good times and was decreased in bad 
times.
Overall, the aforementioned R&D studies emphasized the relation between R&D 
expenditures and management’s behavior. The third pool of studies on R&D has 
concentrated on the valuation of R&D. Earlier studies (Hirschey and Weygandt, 1985; 
Shevlin, 1990) found a significant positive relationship between a company’s market 
value and R&D expenditures. In 1994, Sougiannis examined whether reported 
accounting earnings benefited from past research and development expenditures and 
estimated the investment value of R&D. The result of his study indicated that reported 
earnings, adjusted for the expensing of R&D, did reflect realized benefits from R&D and 
the investors placed a high value on R&D investments. Based on Sougiannis’s study,
9Lev and Sougiannis (1996) re-examined FASB No. 2. They estimated the R&D capital 
of a large sample of public companies and find these estimates to be statistically reliable 
-and economically meaningful. They then adjusted the reported earnings and book values 
of sample firms for the R&D capitalization and found that such adjustments are value­
relevant to investors.
3 DEVELOPMENT OF HYPOTHESES
3.1 A Comparison o f R&D capitals: the U.S. vs. Japan
Japan’s emergence as a superpower in technology has attracted considerable 
attention in recent years. It is considered as a major threat by many business strategists 
and government policymakers in many developed countries. In various industries (e.g., 
consumer electronics, machinery tool, and automobile), the Japanese have moved ahead 
of the U.S. and European countries. Much research has shown that Japan’s success was 
strongly related to its R&D investment and its distinctive institutional and organizational 
factors. Japan ranks second only to the U.S. in terms of commitment to R&D. In 1994, 
Japanese companies spent 13.7 trillion yen on research expenditures, about 3 percent of 
Japan’s GNP (Mande et al., 1996). The founder of Sony, Akio Morita, stated that 
Japanese managers emphasized R&D even at the expense of short-term profits (Morita et 
al., 1986). Similarly, Yasuo Shingu, president of Sumitomo Metals, stated that “even in a 
severe recession Japan has not cut back on resources for R&D.” Many studies have found 
that Japanese companies allocated R&D with a view of long term growth and revenue.
By contrast, the U.S. companies are criticized for making suboptimizing R&D decisions
10
because of their short-term profit focus (e.g., Mansfield, 1988b; Aldrich and Sasaki,
1995; Billings and Yaprak, 1995; Papadakis, 1995; Baber et al., 1991; Cooper and Selto, 
1991).
The following three figures compare the gross domestic expenditures on R&D, 
gross domestic expenditures on R&D as a percentage of Cross Domestic Product (GDP), 
and business enterprise expenditures on R&D in Japan and the United States for the past 
six years.
Figure 1: Gross Domestic Expenditure on R&D in Japan and the U.S.
(in million current PPP$3)
Million Current PPP$*
180
1988 1989 1990 1991 1992 1993
.Year;-"
3 PPP stands for purchasing power parties. It is used to objectively compare the R&D expenditures in different 
countries. For further explanations o f this term, see the standard OECD methodology for the collection of R&D 
statistics entitled “The Measurement o f  Scientific and Technological Activities: Proposed Standard Practice fo r  
Surveys o f  Research and Experimental Development - Frascati Manual 1993 ”
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Figure 2: Business Enterprise Expenditure on R&D in Japan and the U.S.
(in million current PPP$)
Million current PPP$’
'  120  --------------------------
100
—X — Japan 
 ^  US
60
40  4-
20  -
1988 1990 19921989 1991
Year
Figure 3: Gross Domestic Expenditure on R&D as a percentage of GDP
2.9
2.8 Japan
o ..us
2.6
2.4 .
1988 1989 1990 1991 1992 1993
Year
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One can see that after 1992 both countries were leveling off in terms of domestic 
and business expenditure on R&D. The main reason was the recession in both 
economies. For Japan, this was the first time that R&D expenditures declined since 
World War Two. Even though Japan’s R&D expenditures were less than the U.S.’s, 
Japan’s R&D expenditures as a percentage of GDP was higher than the U.S.’s (Figure 3).
• In Japan, most of firms’ R&D is allocated to applied research and process 
improvement. Compared to the U.S., Japan has had very breakthroughs in new 
technology (Leonard, 1994; Taylor & Yamaura, 1990). Many authors, including the 
Japanese press, have criticized Japanese companies’ approach to R&D (lack of basic 
research).
Wakasugi (1992) explains that the behavior of the research and development 
(R&D) division of Japanese firms is characterized by a close relationship with other 
divisions, and a concerted behavior to maximize total corporate profits. These are 
indicated by the fact that: (1) R&D funds are allocated flexibly by taking into account the 
intentions of other operational divisions or the headquarter's office, and (2) there exists a 
unique career path in a Japanese firm by which R&D personnel do not always stay in the 
research division, but are frequently assigned to other divisions as they are promoted.
However, these structural and behavioral characteristics of Japanese corporate 
R&D, which so far have been efficient in applied research and product development, are 
not adaptable to basic research. The allocation of funds for basic research which requires 
a lengthy time-frame is not regarded as important by many Japanese. Without basic
13
research, Wakasugi argues that the stock R&D capital of Japanese firms is less likely to 
be developed than that of the U.S. firms.
In addition, recent evidence suggests that Japanese managers may have discarded 
their traditional, long term growth oriented, R&D strategy. Two empirical studies using 
recent data found that Japanese managers also made suboptimizing decisions. Bhagat 
and Welch (1995) stated that Japanese managers adjusted their R&D outlays based on 
short-term sales and earnings performance. Results in Mande et al. (1996) showed that 
Japanese managers tailored their R&D expenditures based on short-term sales and 
earnings performance. There is other evidence which is inconsistent with the popular 
view that Japanese R&D spending is unaffected by short-term business fluctuations. 
Specifically, data (Mande et al., 1996) shows that in the recession years (1992 - 1994) 
aggregate R&D spending by Japanese corporations fall for the first time since World War 
Two (see Figure 1 - Figure 3).
For the reasons discussed above, the following hypothesis is generated:
HI: The stock of R&D capital of the U.S. firms is larger than that of Japanese firms.
The R&D capital is defined as the value generated by one dollar R&D spending 
using the estimated relation between R&D and future sales for each sample industry in 
each country. In addition, a related hypothesis is tested. Zvi Griliches (1979) suggested 
that the amortization of R&D capital occurred over a shorter period for firms conducting 
applied research. Therefore, the following hypothesis is tested:
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H2: The amortization period of R&D capital for the U.S. firms is longer than that 
for Japanese firms.
5.2 Evaluation o f Accounting Standards
R&D costs in the U.S. are expensed in the year of their occurrence. In mandating
this policy, the FASB used the logic that a direct association between R&D and future 
sales, earnings or share of industry sales had not generally been demonstrated for the U.S. 
firms. In a recent study, however, Lev and Sougannis (1996) found that R&D costs of 
the U.S. firms were significantly related to future operating income. Their results showed 
that the useful life of R&D ranged from five years (Scientific Instruments) to nine years 
(Chemicals and Pharmaceuticals). They concluded that FASB’s accounting policy on 
R&D was flawed and needed to be reexamined. Lev and Sougannis also presented a 
method for computing the value of R&D capital and its amortization rate. They found 
that reported earnings that were adjusted for the “true” amortization of R&D capital had a 
greater association with returns when compared to unadjusted earnings4.
Similar to the U.S. GAAP, Commercial Law in Japan requires that R&D costs be 
expensed5. An exception is made only for R&D costs that are related to new products. 
These costs are required to be amortized over a period not exceeding five years.
Evidence in Takahashi, et al. (1990), however, suggested that full expensing of R&D was 
widely practiced in Japan. They examined financial statements of 646 Japanese firms and
4 Recent studies that are similar to Lev and Sougiannis (1996) in demonstrating how to undo GAAP include Imhoff,
Lipe and Wright (1991), who show how to constructively capitalize operating leases.
5 Many o f the Japanese accounting practices are directly copied from the United States.
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found that only 49 firms capitalized and amortized their research costs over five years. 
Among 646 firms, 395 firms expensed their research expenditures in the year in which 
they were incurred. The remaining 202 firms expensed their R&D in some years or 
amortized their research costs over less than five years. Also, 279 firms reported 
development expenditures, of which only 120 capitalized and amortized these costs over 
five years. The remainder either expensed R&D or amortized these costs over less than 
five years. Expensing of R&D was also practiced by some large Japanese firms that use 
the U.S. GAAP for preparing their financial statements.
In this study, the accounting practices in both countries are evaluated. The 
analysis is conducted on a firm-level basis. The relation between R&D costs and future 
output is investigated. If the result demonstrates a strong relation between R&D costs 
and future output, the accounting practices in both countries may be wrong. In several 
studies, it has been shown that there are significant consequences for this incorrect 
accounting practices. Lev Sougiannis (1996) indicated that incorrect amortization of 
R&D distorted value-relevant information. Baber et al. (1991) and Perry et al. (1994) 
argued that the current accounting standards for R&D might give managers opportunities 
to manipulate the net incomes and discourage R&D investments.
Two hypotheses are generated to test the relation between R&D expenditures and 
the output in both Japan and the Unites States.
H3: Annual R&D expenditures of Japanese firms are associated with future sales 
H4: Annual R&D expenditures of the U.S. firms are associated with future sales
16
Operating income is traditionally used as the output in this type of analysis6. 
However, sales are used to help the comparison between Japan and the United States. It 
is reasoned that cross-country differences in definition/computation are likely to be less 
pronounced for sales than for operating income.
Four R&D intensive industries are selected in this study - chemicals and 
pharmaceuticals, automotive, electronics and industrial machinery. The main reason is 
that there is intensive competition between Japan and the U.S. in those four industries 
(Jorgenson and Kuroda, 1990; Fuss and Waverman, 1990; Nadiri and Prucha, 1990; and 
Griliches and Mairesse, 1990).
4 Data and Research Methodology
4.1 Data
Data was obtained from several sources. For Japanese companies, the Japan 
Company Handbook (JCH) - First Section was used. It is published by Toyo Kezai, a
Japanese brokerage house . Each company has its own unique company code and is
classified into one of the 60 industries in JCH. For the purpose of comparison, Japanese 
industries are classified based on the U.S. Standard Industry Classification (SIC) as 
follows:
6 The model used in this study conforms to the production function which assumes a stable relation between output, 
Q(t), and inputs of capital, K(t), and labor, L(t):
Q(t) = F[K(t), L(t), t]
1 Japan Company Handbook (JCH) - First Section provides the latest financial information on all Japanese 
corporations listed on the First Section o f Tokyo, Osaka and Nagoya stock exchanges. JCH - First Section is 
published quarterly in February, May, August and November. Data used in this study is mainly collected from the 
November issue.
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Table 1: The Grouping of Japanese Industries Based on the U.S. SIC code
The U.S. SIC Industry Corresponding JCH Industry Group 
(Company Code Range)
Chemicals and Allied Products (28*)
Chemicals (4001-4471) 
Pharmaceuticals (4501-4547)
Paints (4611-4634)
Miscellaneous Chemicals (4901-4997)
Industrial Machinery and Equipment(35)
Engines (6005 6041)
Machine Tools (6101-6141)
Industrial Machinery (6201-6407)
Mis. Machinery & Parts (6436-6498) 
Heavy Electric Machinery (6501-6652)
Electronic and Other Electrical 
Equipment(36)
Communication Equipment (6701-6751) 
Consumer Electronics & Parts (6752-6816) 
Mis Electrical Products (6901-6999)
Transportation (37) Motor Vehicles (7201-7282)
* Two-digit SIC code
The following variables are collected for Japanese companies from JCH: net 
income, operating income, current income, sales, shares outstanding , total assets, and 
R&D expenditures9. The data is collected for the fiscal years 1985-199410. The company 
selection criteria is that R&D to sales ratio is at least two percent in any of the years 
during the period11. A sample of 2330 observations, consisting of 233 firms,
8 The shares outstanding is the total number o f shares issued, in units o f 1,000 shares. All o f the Japanese companies
have the same par value - 50 Japanese Yen.
9 All o f these variables for both countries are adjusted for inflation to reflect current year (1994) dollars. The CPI index
used for inflation adjustment is obtained from the International Financial Statistics Yearbook, a publication by the 
International Monetary Fund.
10 Most companies in JCH - First Section have March 31 fiscal year end. Since the actual figures are announced at the 
end o f fiscal year, the following year book is used to collect previous year’s actual data. For example, 1995 Winter 
issue o f JCH is used to collect actual 1994 figures.
11 This criteria is used to find R&D intensive companies so that the regression analysis is more robust. It is applied to 
both Japanese and American firms.
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12representing four industries is generated. In addition, the annual average exchange rate 
is used to translate all the Japanese data into the U.S. dollars.
For the U.S. companies, the data was obtained from the 1995 COMPUSTAT file. 
It covers fiscal years 1985-1994, which has the same time period as the Japanese data file. 
The following variables are collected for the U.S. companies: sales, total assets, operating 
income before depreciation, shares outstanding, R&D expenditures. When collecting the 
Japanese company data, only the First Section of JCH was used. The First Section 
contains large corporations which list their stock on Tokyo, Osaka and Nagoya stock 
exchanges. To be comparable, this study only selects the sample U.S. companies which 
list on the New York Stock Exchange (NYSE). The U.S. sample includes 1990 
observations consisting of 199 companies, representing four industries. The following 
table summarizes the number of companies in each industry for both Japan and the 
United States.
Table 2: Number of Companies in Each Industry
The U.S. SIC Industry Number of Companies 
in Japan Sample
Number of Companies 
in the U.S. Sample
Chemicals and Allied Products (28) 93 75
Industrial Machinery and 
Equipment(35)
59 54
Electronic and Other Electrical 
Equipment(36)
58 52
Transportation (37) 23 18
12 The exchange rate is obtained from the International Financial Statistics Yearbook, a publication by the 
International Monetary Fund. The similar results are obtained when using the year-end exchange rate.
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4.2 Model Specification
The fundamental production function used in economics is applied in this study 
(Hulten, 1986; Griliches, 1979). It is based on the assumption of a stable relationship 
between output, Q(t), and inputs of capital, K(t), and Labor, L(t):
Accordingly, the sales of firm j  in period t, Sjt, is defined as a function of tangible 
fixed assets, FAjt, and intangible assets, IAjt , where the latter includes the R&D capital:
The dependent variable, Sjt , proxies for output minus labor, leaving the values of 
tangible fixed assets and intangible assets as the independent variables.
R&D is the main item in the intangible assets category. R&DCj t_k is defined as 
the current and past unamortized R&D expenditures, which are expected to generate 
current and future sales:
Where a jk is the contribution of a dollar R&D expenditures in year t-k to 
subsequent sales.
Substituting expression (3) into (2) yields:
Equation 1 Q(t) = F[K(t), L(t), t]
Equation 2 Sjt = F[FAjt, IAjt , t]
Equation 3 R&DCj, = L  a jk RDj t.k (k, j = 0,....... , N)
Equation 4
S = annual sales o f firm j  in year t, 
FA = the value o f fixed assets,
RD -  annual R&D expenditures,
K = the lag length o f R&D expenditures
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This is the final model specification used for regression analysis. Several model 
specification issues need to be addressed.
Besides using sales as the output of R&D capital, one can also derive the value of 
R&D capital from the company’s operating income (e.g., Lev and Sougiannis, 1996) or 
the difference between the firm’s market and book value (e.g., Cockburn and Griliches,
131988) . The estimation of market value is not used due to its problem of “circularity”. 
Lev and Sougiannis (1996, pp. 111 ) stated that “this circularity arises from the 
assumption that market prices are determined by reported financial variables, and 
therefore such prices cannot be logically used to determine the values of financial 
variables.” There are two reasons why operating income is not adopted. First, it is 
reasoned that cross-country differences in definition/computation are likely to be less 
pronounced for sales than for operating income. Second, the preliminary statistical 
results have shown that sales bears a stronger relation with independent variables than
operating income does. In Table 3 and 4, one can see, that regressions using sales as the
• * 2  dependent variable have the largest adjusted R for different lag lengths of annual R&D
expenditures14.
13 In addition to sales and operating income, many economists have tried other output measures to derive the value of 
R&D capital. Some o f the examples include the number o f patents granted, the number o f innovations resulting 
from the R&D process, or the frequency o f citations on scientific publications and in patent requests (e.g., Pakes, 
1985)
14 There is only one exception, which is the lag length of 6 in the U.S. sample.
21
Table 3: Average Adj. R2 for Equation (4) for Japanese Firms 
Using Operating Income and Sales as Dependent Variables, Respectively
The lag length of R&Dk Operating Income Sales
8 62.95 73.41
7 66.13 69.71
6 63.08 68.83
5 62.35 70.58
4 60.33 71.16
3 58.00 70.04
Table 4: Average Adj. R2 for Equation (4) for the U.S. Firms 
Using Operating Income and Sales as Dependent Variables, Respectively
The lag length of R&D k Operating Income Sales
8 72.47 80.04
7 66.81 68.00
6 60.23 57.72
5 56.89 60.72
4 55.50 57.39
3 40.14 49.89
The second model specification issue is related to the independent variables in 
the equation. In the production function, traditionally, both current assets and fixed 
assets are included in the tangible assets category (inputs of capital). However, only 
fixed assets is used in this study. In addition, the advertising expense is excluded from 
the intangible assets category. Omitting those two variables is due to the data 
unavailability for Japanese firms. To facilitate the comparison between two countries 
(put two data sources on the same level), current assets and advertising expense items are 
excluded from the U.S. source also. However, the expected impact of the omission on
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the analysis is small due to the short-lived nature of current assets and advertising 
expense (impact on subsequent sales)15.
4 3  Econometric Issues 
4.3.1 Heteroscedasticity
A cros3-3ectional 3tudy like this is susceptible to problems of lieteroscedaslicity.
When heteroscedasticity is present, ordinary least-squares estimation places more weight 
on the observations with larger variance than on those with small variance. Because of 
this implicit weighting, ordinary least-squares parameter estimators are not efficient (i.e., 
the variance of the estimated parameters are not the minimum variances), but are 
unbiased and consistent. To correct this problem, shares outstanding multiplied by par 
value is used to deflate the variables used in the equation for both countries.
4.3.2 Simultaneity
One of the most important assumptions in Ordinary Least-Squares (OLS)
regression is that the independent variables are uncorrelated with the error term. If this 
assumption does not hold, OLS regressions no longer yield unbiased parameter 
estimators.
Models, such as (4) relating output (e.g., sales or income) to capital (e.g., R&D), 
generally raise the issue of simultaneity (Griliches, 1979; Lev and Sougiannis, 1996), 
which results from the ambiguity of causality. Future output depends on past R&D,
15 Empirical evidence (Bublitz and Ettredge, 1989; Hall, 1993) indicates that the effect o f advertising expenditure on 
subsequent sales is short-lived for American companies. In Japan, companies spend less on advertising expenditure 
than US counterparts mainly because o f Japanese companies’ unique marketing channels. The expected effect o f  
advertising expenditure is even smaller. Therefore, excluding the advertising expenditure will not cause significant 
bias in the regression analysis and it will increase the degree o f freedom.
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while R&D, in turn, depends on both current and past output. A simultaneous equation 
system16 may be established to solve this problem if the time series is long. However, 
data used in this study is cross-sectional oriented with only few observations for each 
firm (the maximum number of observations for each firm is 10), which makes it difficult 
to use a simultaneous equation system.
An instrumental variable is implemented to solve the simultaneity problem . A 
successful instrumental variable should be correlated with the substituted explanatory 
variable, yet should be uncorrelated with the residual. The average level of R&D 
expenditures in each industry (excluding the firm j ) is chosen as the instrument for firm j
17(e.g., Lev and Sougiannis , 1996). The industry R&D instrument is appealing because 
it is obviously unaffected by firm specific shocks (e.g., the management changes their 
marketing strategy). Therefore, this will considerably reduce the correlation between 
R&D expenditures and regression residual. At the same time, there is a strong relation 
between a given firm’s R&D expenditures (the original variable) and the industry average 
(the instrument). Lev and Sougiannis point out that management is often evaluated 
against industry norms by investors and financial analysts. Furthermore, Lev and 
Sougiannis indicate that an association between a firm’s R&D expenditures and those of 
the industry is induced by the well-known ‘spillover’ phenomenon, namely by firms’
16 The following is a sample o f a simultaneous equation system;
(1) Sjt = a 0 + FA jt + E a jt RDJ; t_k + Cjt (k=0,........, N)
(2) R Djt = ft, + P, FA jt + E pjt Sj; t.k + <?jt (k=0, N)
17 The major difference from Lev et al.’s is that this study uses the two digit industry average as the instrumental 
variable, instead o f the four digit industry average.
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efforts to learn and benefit from the innovative activities of other firms. Although the 
Lev and Sougiannis’s study is based only on American firms, their logic still applies to 
Japanese companies. In Table 5, it is obvious that, for all industries, the industry R&D 
level coefficient, the mean (3, is highly statistically significant. Therefore, it is concluded 
that the industry R&D is a successful instrumental variable which has a significant
i o
association with the substituted independent variable - individual company R&D .
The instrumental variable method is applied by running a two-stage least squares 
regression. In the first stage, for each individual company, the individual R&D 
expenditures, RDjt, are regressed on the industry R&D level, IRDjt 19 as shown in 
equation 5. In the second stage, equation (4) is estimated with the fitted value of RDjt 
obtained from (5).
Equation 5 RDjt=a + pIRDj t + / / Jt
18 In another study, Berger(1993) concluded that industry R&D are significantly related to firm specific R&D 
expenditures.
19 IRD is calculated as: (E RD - RDj )/N -l (N = number o f companies in each industry). Also, all the variables used are 
scaled by shares outstanding multiplied by par value.
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Table 5: Mean Coefficients Estimated for the First Stage Least Square Regression
RDjt=a + pIRDj?t + / / jt
Panel A: Mean coefficients Estimated for Time-Series Regression of Individual 
Japanese Firm’s Annual R&D Expenditures on their Industry Average R&D
(T-values in Parentheses).
Industry the mean cc the mean (3 Adj. R2
Chemicals and Allied Products (28) 0.0000098
(0.57)
0.98
(10.77)
66.40
Industrial Machinery and Equipment(35) 0.0000032
(0.13)
0.99
(8.06)
61.14
Electronic and Other Electrical 
Equipment(36)
0.000052
(0.81)
0.94
(5.09)
50.28
Transportation (37)
-0.00006
(-0.81)
1.12
(5.01)
66.31
Panel B: Mean coefficients Estimated for Time-Series Regression of Individual 
American Firm’s Annual R&D Expenditures on their Industry Average R&D
(T-values in Parentheses).
Industry the mean cc the mean (3 Adj. Rz
Chemicals and Allied Products (28) 16.478
(1.632)
0.027
(2.429)
12.06
Industrial Machinery and Equipment(35) 204.15
(1.063)
0.194
(3.453)
23.04
Electronic and Other Electrical 
Equipment(36)
17.378
(1.392)
0.037
(2.477)
2.76
Transportation (37) 4.110
(1.414)
0.408
(3.379)
17.88
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4.3.3 Multicollinearity
Economic changes can be distributed over a number of time periods. This is the
basis of the distributed lag model. If the number of terms in the distributed lag is small, 
the equation can be estimated using OLS. However, when there are many terms and little 
is known about the form of the lag, direct estimation uses up a large number of degrees of 
freedom and is likely to lead to imprecise parameter estimates because of 
multicollinearity.
A muticollinearity problem is encountered in the estimation of the R&D lag 
structure, Za2, k (RD/S)i t_k , in expression (4), since annual R&D expenditures for most 
companies are relatively stable over time. Multicollinearity causes high standard errors 
for the regression parameters. This means that while a 2 o or a 2,i i*1 equation (4) remain 
unbiased estimators, the reliance that one can place on them will be small. To solve this 
problem, the Almon lag is used, which assumes that the R&D benefits behave according 
to a polynomial structure. The increased efficiency results from the reduced number of 
parameters, which comes at the expense of assuming a fixed polynomial structure. The 
following is a sample equation for a polynomial of degree three:
Equation 6 a 2, k = y0 + Yik + y2R2 + y 3k3
Substituting (6) into the lagged part of equation (4):
E  a 2;k RDj t.k= E  (Yc + Yik+ y 2k2 + y3k3) RDj> t.k (k, j = 0,......N)
-  Yo ( L  RDj>t_k} + Y i{E  k RDjjt-k}+ Y2 ( L  k RDjit_k} + y3{ E  k3RDj>t_k}
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This transformation reduces the number of lagged R&D variables from N to only 
four. Thus, only four R&D coefficients are estimated. The Almon lag is better than the 
geometric lag because the latter assumes that the weights of the lagged explanatory 
variables are all positive and decline geometrically with time. The Almon lag assumes 
that the lag weights can be specified by a continuous function, which in turn can be 
approximated by evaluating a polynomial function at the appropriate discrete points in 
time. To properly implement Almon lag, one needs to determine the lag length and the 
polynomial order.
(1) Determining the Lag Length:
The ordinary least squares (OLS) is used to estimate the lag length of annual 
R&D. The adjusted R2 (it rewards good fit but suffers from losing degrees of freedom) is 
the criteria for selecting proper lag lengths. The OLS regressions of equation (4) with 
different lag lengths are run for both countries. The results are summarized in Table 6.
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Table 6: Determining the Best Lag Length for Almon Lag 
(Sales/S),t = a0 + <x, ((FA + CAyS),.,., + Xa2, „ (RD/S)M.b
2Panel A: Adjusted R of OLS Regressions with Different Lag Length of Annual
R&D Expenditures for Japanese Firms (P-values are in parenthesis)
Lag length of annual R&D
Industry 3 4 5 6 7 8
Chemicals and 
Allied Products 60.42 62.94 62.63 65.06 67.92 69.66 8*
(28) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
Industrial 
Machinery and 68.65 70.71 71.69 71.38 69.22 67.63 5
Equipment (35) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
Electronic and 
Other Electrical 79.63 80.10 79.31 72.43 74.52 81.00 8
Equipment (36) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001)
Transportation 71.44 70.88 68.69 66.46 67.16 75.33
(37) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) (0.0001) 8
* Best lag length
2Panel B: Adjusted R of OLS Regressions with Different Lag Length of Annual
R&D Expenditures for American Firms (P-values are in parenthesis)
Lag length of annual R&D
Industry 3 4 5 6 7 8
Chemicals and 
Allied Products 
(28)
10.02
(0.0001)
36.00
(0.0001)
42.81
(0.0001)
57.17
(0.0001)
69.59
(0.0001)
84.22
(0.0001)
8
Industrial 
Machinery and 
Equipment (35)
64.73
(0.0001)
63.98
(0.0001)
69.55
(0.0001)
68.73
(0.0001)
75.25
(0.0001)
74.89
(0.0001)
7
Electronic and 
Other Electrical 
Equipment (36)
70.67
(0.0001)
71.12
(0.0001)
66.52
(0.0001)
39.23
(0.0001)
54.53
(0.0001)
86.78
(0.0001)
8
Transportation
(37)
54.14
(0.0001)
58.44
(0.0001)
63.99
(0.0001)
65.76
(0.0001)
72.12
(0.0001)
74.27
(0.0001) 8
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For each industry, the best lag lengths obtained from OLSs are used in Almon 
Lag procedure.
(2) Determining the polynomial order:
Many econometrics articles (e.g., Amemiya and Morimune, 1974) have shown
that the best polynomial order should not be more than four. To standardize the
20procedure, polynomial of order two is used for all the industries in both Japan and the 
United States. Table 7 summarizes the lag length and polynomial order used for each 
industry in Japan and the United States (the results are presented in section 5).
Table 7: Summary of Lag Length and Polynomial Order Used in Almon Lag
Japan the U.S.
Lag Length Poli. Order Lag Length Poli. Order
Chemicals and Allied 
Products (28)
8 2 8 2
Industrial Machinery 
and Equipment(35)
5 2 7 2
Electronic and Other 
Electrical 
Equipment(36)
8 2 8 2
Transportation (37) 8 2 8 2
4.3.4 Serial Correlation / Autocorrelation
Since data used in this study is also time-series based, there is a problem of serial
correlation (e.g., the error term is not independent across time. So the OLS parameters 
are not efficient and the standard error estimates are biased). Sometimes this makes the 
results stronger (significant), and sometimes it makes results weaker (insignificant). The
20 Polynomial order o f three is also used and similar results are obtained.
30
Durbin-Watson statistics are used to detect serial correlation for each regression. 
Autoregressive procedure of AR(1) is applied to correct for serial correlation. The 
results show that Durbin-Watson statistics improve significantly after using the AR(1) 
autoregression procedure.
5 Results
5.1 Descriptive Statistics
In Table 8, the descriptive statistics are summarized for all the sample firms in 
each country. In Table 9, the descriptive statistics are organized by each industry for each 
country. Figure 4 and 5 are the plots for the mean of sales, fixed assets and R&D by year 
in each sample country. Although the American firms have higher sales, their R&D to 
sales ratio is lower for Japanese firms on average. This point is illustrated more clearly in 
figure 6, which plot the R&D to sales ratio for Japanese and the U.S. sample firms.
Table 10 shows the correlation matrix for sales, fixed assets, and R&D variables
in each sample country. Interestingly, the Japanese firms show stronger relation among
sales, fix assets, and R&D than American firms do. Table 11 reveals persistently high 
correlation among the lagged R&D variables in both sample countries. This indicates the 
problem of multicollinearity.
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Table 8: Descriptive Statistics for All the Sample Firms 
Panel A: Descriptive Statistics of Regression Variables for Japanese Firms21
Quantiles
Variable 10th 25th 50th 75th 90th Mean Std
Sale 192.79 336.95 733.99 2041.40 5639.67 2926.75 7376.67
Fixed
Assets
73.64 131.76 286.89 907.27 2437.33 1251.32 3454.43
R&D 6.11 11.45 32.13 86.58 236.70 147.59 427.92
Panel B: Descriptive Statistics of Regression Variables for the U.S. Firms
Quantiles
Variable 10th 25th. 50th 75th 90th Mean Std
Sale 122.081 298.764 1014.00 4282.68 13544.1 6454.30 16850.5
Fixed
Assets
2.581 7.620 49.720 227.878 858.059 461.674 1719.45
R&D 0.478 1.192 7.009 42.329 116.541 72.073 253.018
Table 9: Descriptive Statistics for Sample Firms by Industry 
Panel A: Descriptive Statistics by Industry for Japanese Firms
Quantiles
Variable Ind 10th 25th 50th 75th 90th Mean Std.
Sale
169.64 285.63 649.45 1641.67 3454.3 1308.99 1675.55
2 181.03 307.80 644.52 1650.69 4575.39 3057.21 8837.66
3 206.39 388.30 724.76 1978.45 6186.54 3370.34 8410.17
4 383.02 910.75 3640.28 8444.55 22479.5 8008.97 11187.8
R&D
1 6.48 11.98 33.67 83.48 174.56 63.96 79.42
2 4.93 8.66 19.18 57.63 201.63 144.82 472.70
3 6.13 12.78 31.41 86.26 377.8 227.40 631.62
4 10.08 37.00 108.26 254.61 993.61 299.05 449.93
Fixed
Assets
1 76.44 132.78 304.88 865.52 1935.43 708.97 1004.24
2 60.23 97.22 218.04 681.11 2077.41 1219.19 3519.81
3 85.36 143.11 268.38 759.83 2205.73 1594.47 4671.27
4 147.07 310.66 987.85 2670.73 6527.64 2717.90 5217.86
21 All the variables are adjusted for inflation and exchange rate.
22 All the variables are adjusted for inflation.
23 ancj represent chemical, machinery, electronics, and automobile industry, respectively.
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Panel B: Descriptive Statistics by Industry for the U.S. Firms
Quantiles
Variable Ind 10th 25th 50th 75th 90th Mean Std.
Sale
1 133.955 404.460 1437.99 4865,00 9644.70 3971.62 6512.68
2 98.437 244.985 761.793 2638.39 10271.1 4776.14 13228.9
3 118.465 233.235 636.068 2671.63 8807.77 4319.75 10625.8
4 239.028 693.808 8749,37 37521.1 96067.7 27838.2 40024.3
R&D
1 0.639 1.655 7.631 47.508 97.303 42.195 103.293
2 0.413 . 0.965 5.704 20.906 93.347 71.903 295.120
3 0.372 0.877 5.778 31.25 110.90 66.025 201.649
4 0.654 5.333 34.175 221.045 792.165 217.167 514.975
Fixed
Assets
1 3.364 10.198 81.611 419.487 850.474 389.480 1222.22
2 1.483 4.956 19.363 91.043 454.966 351.875 1677.30
3 2.719 6.86 31.119 103.008 572.24 200.512 632.016
4 6.169 28.058 313.275 1171.21 7045.05 1838.59 3834.86
Figure 4: Plot of the Mean Sales, Fixed Assets and R&D for Japanese Firms by
Year
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Figure 5: Plot of the Mean Sales, Fixed Assets and R&D for U.S. Firms by Year
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Figure 6: Plot of the R&D to Sales Ratio for Japanese and the U.S. Sample Firms
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Table 10: Correlation Matrix for Sales, Fixed Assets and R&D
Panel A: Correlation Matrix among Sales, Fix Assets and R&D for Japanese Firms
(P-values in Parentheses)
R&D Fixed Assets
Sale 0.921 0.964
(0.0001) (0.0001)
R&D 0.892
(0.0001)
Panel B: Correlation Matrix among Sales, Fix Assets and R&D for the U.S. Firms
(P-values in Parentheses)
R&D Fixed Assets
Sale 0.556 0.653
(0.0001) (0.0001)
R&D 0.771
(0.0001)
Table 11: Correlation Matrix among Lagged R&D Variables
Panel A: Correlation Matrix among Lagged R&D Variables for Japanese Firms
(P-values in Parentheses)
R N D Z4 L R N D 1 L R N D 2 L R N D 3 L R N D 4 L R N D 5 L R N D 6 L R N D 7
L R N D 1 0 .9 8 5
(0 .0 0 0 1 )
L K N D 2 0 .9 6 6
(0 .0 0 0 1 )
0 .9 8 3
(0 .0 0 0 1 )
L R N D 3 0 .9 5 2
(0 .0 0 0 1 )
0 .9 6 2
(0 .0 0 0 1 )
0 .9 8 0
(0 .0 0 0 1 )
L R N D 4 0 .9 4 1
(0 .0 0 0 1 )
0 .941
(0 .0 0 0 1 )
0 .9 5 3
(0 .0 0 0 1 )
0 .9 7 6
(0 .0 0 0 1 )
L R N D 5 0 .9 2 4
(0 .0 0 0 1 )
0 .9 2 7
(0 .0 0 0 1 )
0 .9 4 2
(0 .0 0 0 1 )
0 .9 6 2
(0 .0 0 0 1 )
0 .9 8 5
(0 .0 0 0 1 )
L R N D 6 0 .9 2 9
(0 .0 0 0 1 )
0 .8 9 7
(0 .0 0 0 1 )
0 .9 1 1
(0 .0 0 0 1 )
0 .9 3 6
(0 .0 0 0 1 )
0 .9 5 9
(0 .0 0 0 1 )
0 .9 8 3
(0 .0 0 0 1 )
L R N D 7 0 .9 1 9
(0 .0 0 0 1 )
0 .8 9 0
(0 .0 0 0 1 )
0 .8 7 0
(0 .0 0 0 1 )
0 .9 0 2
(0 .0 0 0 1 )
0 .9 3 3
(0 .0 0 0 1 )
0 .9 4 9
(0 .0 0 0 1 )
0 .9 8 1
(0 .0 0 0 1 )
L R N D 8 0 .8 4 4
(0 .0 0 0 1 )
0 .8 7 9
(0 .0 0 0 1 )
0 .8 6 0
(0 .0 0 0 1 )
0 .8 3 6
(0 .0 0 0 1 )
0 .8 9 2
(0 .0 0 0 1 )
0 .9 0 7
(0 .0 0 0 1 )
0 .9 3 5
(0 .0 0 0 1 )
0 .9 7 3
(0 .0 0 0 1 )
24 RND stands for current R&D expenditures. LRND1 - LRND8 stand for the lagged R&D expenditures for the past 8 
years.
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Panel B: Correlation Matrix among Lagged R&D Variables for the U.S. Firms (P-
values in Parentheses)
R N D 1 L R N D 1 L R N D 2 L R N D 3 L R N D 4 L R N D 5 L R N D 6 L R N D 7
L R N D 1 0 .7 7 3
(0 .0 0 0 1 )
L R N D 2 0 .6 6 0
(0 .0 0 0 1 )
0 .7 4 5
(0 .0 0 0 1 )
L R N D 3 0 .4 9 8
(0 .0 0 0 1 )
0 .651
(0 .0 0 0 1 )
0 .7 5 3
(0 .0 0 0 1 )
L R N D 4 0 .5 0 6
(0 .0 0 0 1 )
0 .6 3 8
(0 .0 0 0 1 )
0 .7 5 4
(0 .0 0 0 1 )
0 .8 3 6
(0 .0 0 0 1 )
L R N D 5 0 .5 1 2
(0 .0 0 0 1 )
0 .6 3 0
(0 .0 0 0 1 )
0 .7 4 3
(0 .0 0 0 1 )
0 .7 6 3
(0 .0 0 0 1 )
0 .9 3 5
(0 .0 0 0 1 )
L R N D 6 0 .5 8 8
(0 .0 0 0 1 )
0 .5 9 3
(0 .0 0 0 1 )
0 .6 8 3
(0 .0 0 0 1 )
0 .6 9 2
(0 .0 0 0 1 )
0 .8 6 2
(0 .0 0 0 1 )
0 .9 2 9
(0 .0 0 0 1 )
L R N D 7 0 .5 1 4
(0 .0 0 0 1 )
0 .5 5 3
(0 .0 0 0 1 )
0 .571
(0 .0 0 0 1 )
0 .5 8 3
(0 .0 0 0 1 )
0 .8 9 0
(0 .0 0 0 1 )
0 .8 7 9
(0 .0 0 0 1 )
0 .9 2 4
(0 .0 0 0 1 )
L R N D 8 0 .6 5 3
(0 .0 0 0 1 )
0 .5 7 5
(0 .0 0 0 1 )
0 .6 4 2
(0 .0 0 0 1 )
0 .3 3 2
(0 .0 0 0 1 )
0 .8 9 4
(0 .0 0 0 1 )
0 .901
(0 .0 0 0 1 )
0 .8 9 4
(0 .0 0 0 1 )
0 .9 0 2
(0 .0 0 0 1 )
5.2 Regression Analysis
5.2.1 A Comparison of R&D Capitals: the U.S. vs. Japan
The regression equation (4) is run for each industry by pooling cross-sectional and
time-series data, with the instrumental variable (industry R&D), AR(1) autoregression, 
and the Almon lag procedure. Table 12 summarizes the regression results by using the
25best lag length for each industry and polynomial order of 2. Panel A and panel C 
contain the coefficients estimates of regression (4) for Japanese and the U.S. sample 
industries, respectively. Panel B and panel D reconcile the difference between the 
observations used in regression and the expected observations for Japanese and the U.S. 
sample industries, respectively.
25 Please see table 6.
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Table 13 compares the R&D capital between the U.S. and Japan for each 
industry. The R&D capital is the sum of significant R&D coefficients, Za2j k , which 
reflects the total (undiscounted) effect of $1 invested in R&D on current and future sales. 
To ensure the accuracy and objectivity, six different criteria are used to calculate the 
R&D capital, Za2j k- “(+0.01)” , “(+0.05)” and “(+0.10)” sum only the positive significant 
R&D coefficients estimates at one percent, five percent, and ten percent level, separately. 
“(-0.01)” , “(-0.05)” and “(-0.10)” sum both positive and negative significant R&D 
coefficients estimates at one percent, five percent, and ten percent level, individually. For 
example, for chemical industry in Japan, the R&D capital is $3,941 after applying 
“(+0.01)” , “(+0.05)” and “(+0.10)” criteria, but $1,579 after applying “(-0.01)” , “(-
0.05)” and “(-0.10)” criteria. The results show that, using all the six criteria, the R&D 
capital (the total contribution of R&D to sales) in the U.S. is higher than in Japan for all 
sample industries. This evidence supports the first hypothesis that the stock of R&D 
capital of the U.S. firms is larger than that of Japanese firms.
One may notice that the observations used for regression analysis for some 
industries are few (e.g., transportation industry in the U.S.). Two factors account for this. 
First, the Japanese sample is small due to the limited data availability. Second, the longer
the lag length used in regressions, the fewer the observations are available. To overcome
26this problem, the lag length of 6 is applied to run the same regression again for all 
industries in both Japan and the United States. The statistical results are summarized in
26 The lag length o f 7 is also used and similar results are obtained.
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Table 14 and Table 15. Using all the six criteria, the R&D capital in the U.S. is higher 
than in Japan for all sample industries. This, again, supports the first hypothesis that the 
stock of R&D capital of the U.S. firms is larger than that of Japanese firms. In addition, 
comparing Table 12 and Table 14, it is obvious that the number of observations used in 
regression increases significantly.
The second hypothesis, which assumes that the amortization period of R&D 
capital for the U.S. firms is longer that that of Japanese firms, can not be statistically 
tested. Because the longest lag length used in this study is only 8, which is not long 
enough to make a conclusion about the amortization period.
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Table 12: Summary of Regression (4) Results
(Using the Best Lag Length and Polynomial Order of 2)
Panel A: Coefficients Estimates of Regression (4) for Japanese Firms
Using Instrumental Variable, AR(1) Autoregression and Almon Lag Procedure
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipmcnt(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
OCo 0.002 0.002 0.003 0.004
(8.58)***27 (4.33) *** (3.978) *** (1.642)
a! 1.067 0.647 0.275 1.606
(22.17) *** (7 79)*** (5.340) *** (10.59) ***
<*2,0 2.008 7.981 5.168 8.371
(5.52) *** (10.12) *** (12.00) *** (5.68) ***
<*2, 1 0.896 3.953 3.070 5.075
(4.44) *** (11.59) *** (12.07) *** (5.57) ***
<*2,2 0.067 1.311 1.451 2.361
(0.44) (4.23) *** (8.30) *** (3.63) ***
<*2,3 -0.479 0.056 0.311 0.229
(2.70) *** (0.16) (1.73) (0.35)
<*2,4 -0.742 0.816 -0.350 -1.322
(-3.76) *** (0.68) (-1.79) (-1.84)
<*2,5 -0.722 1.703 -0.532 -2.290
(-3 91) *** (3.53) *** (-2.85) *** (-3.20) ***
<*2,6 -0.419 -0.235 -2.677
(-2.65) *** (-1.40) (-4.06) ***
<*2, 7 0.167
(0.86)
0.541 
(2.62) ***
-2.482 
(-3.63) ***
<*2,8 1.037 
(3.04) ***
1.796 
(5.16) ***
-1.705
(-1.73)
27 Note: “ *** “ means that the parameter is significant at one percent. 
“ ** “ means that the parameter is significant at five percent. 
“ * “ means that the parameter is significant at ten percent.
39
Panel B: Reconciliation of Observations in Regression Test for Japanese Firms
Chemicals and 
Allied 
Products (28)
Industrial 
Machinery and 
Equipment(3 5)
Electronic and 
Other 
Electrical 
Equipment(36)
Transportation
(37)
Expected Number 
of Observations
186 295 116 46
Missing Values 27 55 25 11
Deletion of 
outliers
2 7 2 0
Observations 
Used in Tests
157 233 89 35
Panel C: Coefficients Estimates of Regression (4) for the U.S. Firms 
Using Instrumental Variable, AR(1) Autoregression and Almon Lag Procedure
Chemicals and Industrial Electronic and Transportation
Allied Products Machinery and Other Electrical (37)
(28) Equipment(35) Equipment(36)
OCo 103.889 317.821 103.341 56.835
(0.17) (3.106) *** (3.917) *** (4.916) ***
CCi 0.000 1.050 0.437 0.184
(0.16) (3.707) *** (1.353) (0.472)
a 2 ,0 0.139 9.883 6.052 11.262
(0.51) (11.11) *** (5.80) *** (2.55)*
a 2, 1 0.461 6.172 4.815 9.498
(2.50)** (12.44) *** (8.72) *** (4.22) ***
a 2, 2 0.709 3.309 3.693 7.941
(4.63)*** (8.95) *** (10.08) *** (5.03) ***
<*2,3 0.881 1.294 2.685 6.591
(5.63) *** (3.03) *** (5.91) *** (3.10) ***
<*2,4 0.979 0.127 1.792 5.448
(6.04) *** (0.27) (3.38) *** (2.15)**
<*2,5 1.002 -0.193 1.014 4.511
(6.47) *** (-0.44) (2.05)** (1.82)
(*2 ,6 0.950 0.335 0.350 3.781
(6.88) *** (0.80) (1.03) (1.91)*
<*2, 7 0.823 1.711 -0.200 3.258
(5.96) *** (2.93) *** (-1.02) (1.93)*
<*2, 8 0.621 -0.635 2.941
(3.20) *** (-1.18) (1.01)
28 For all the regressions, only the sales variable is processed for deleting outliers. The criteria is to discard any 
observations beyond both 1 and 99 percentile. The sales variable has the largest standard deviation and is most 
susceptible to outliers.
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Panel D: Reconciliation of Observations in Regression Test for the U.S. Firms
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
Expected 
Number of 
Observations
150 162 156 54
Missing Values 36 28 81 29
Deletion of 
outliers
1 1 0 0
Observations 
Used in Tests
113 133 75 25
Table 13: The Comparison of R&D Capital: the U.S. vs. Japan 
(Using the Best Lag Length and Polynomial Order of 2)
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
£0l2,k Japan 3.941 14.948 12.026 15.807
(+0.01) U.S. 5.965 22.369 19.037 24.03
Za2, k Japan 3.941 14.948 12.026 15.807
(+0.05) U.S. 6.426 22.369 20.051 40.740
Za2,k Japan 3.941 14.948 12.026 15.807
(+0.10) U.S. 6.426 22.369 20.051 47.779
£ a 2, k Japan 1.579 14.948 12.026 8.358
(-0.01) U.S. 5.965 22.369 19.037 24.030
£ a 2, k Japan 1.579 14.948 12.026 8.358
(-0.05) U.S. 6.426 22.369 20.051 40.740
£ a 2,k Japan 1.579 14.948 12.026 8.358
(-0.10) U.S. 6.426 22.369 20.051 47.779
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Table 14: Summary of Regression (4) Results (Using the Lag Length of 6 and
Polynomial Order of 2)
Panel A: Coefficients Estimates of Regression (4) for Japanese Firms
Using Instrumental Variable, AR(1) Autoregression and Almon Lag Procedure
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
<*0 0.003
(9.72)***
0.001 
(3.353) ***
0.004 
(5.337) ***
0.003
(1.190)
1.008 
(23.25) ***
0.706 
(8.59) ***
0.236 
(4.827) ***
1.458 
(10.559) ***
<*2,0 2.276 6.924 6.251 10.760
(5.79) *** (9 77)*** (13.59) *** (7.21) ***
<*2,1 1.264 4.014 3.084 5.616
(6.71) *** (11.23) *** (12.88) *** (6.38) ***
<*2,2 0.437 1.894 0.879 1.694
(2.23)** (6.97) *** (4.53) *** (2.35)**
<*2,3 -0.204 0.564 -0.365 -1.006
(-0.88) (1.81)* (-1.69)* (-1.33)
<*2,4 -0.660 0.023 -0.646 -2.483
(-3 17) *** (0.08) (-3.21) *** (_3 ***
<*2, 5 -0.930 0.273 0.035 -2.739
(-4.93) *** (1.02) (0.18) (-4.06) ***
<*2,6 -1.015 0.312 1.678 -1.773
(-2.83) *** (2.87) *** ( 4 , 7 7 )  *** (-1.88)*
Panel B: Reconciliation of Observations in Regression Test for Japanese Firms
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other 
Electrical 
Equipment(36)
Transportation
(37)
Expected 
Number of 
Observations
372 236 232 92
Missing Values 45 51 42 21
Deletion of 
outliers
5 7 4 0
Observations 
Used in Tests
322 178 186 71
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Panel C: Coefficients Estimates of Regression (4) for the U.S. Firms 
Using Instrumental Variable, AR(1) Autoregression and Almon Lag Procedure
Chemicals and Industrial Electronic and Transportation
Allied Products Machinery and Other Electrical (37)
(28) Equipment(35) Equipment(36)
CCo 139.436 336.920 194.937 59.164
(1.29) (3.77) *** (3.237) *** (5.68) ***
CCl -0.000 1.017 0.173 0.232
(-0.13) (3.48) *** (0.694) (0.62)
<*2,0 0.180 9.832 6.241 8.231
(0.57) (10.91)*** (4.83) *** (1.71)
<*2, 1 0.388 5.840 4.491 9.554
(2.04)** (12.30) *** (5.57) *** (4.62) ***
&2,2 0.555 2.912 2.995 9.906
(2.85)*** (7.31) *** (4.33) *** (4.44) ***
<*2,3 0.682 1.047 1.754 9.288
(3 13)*** (2.26) ** (2.61) *** (3.26) ***
^2,4 0.768 0.248 0.766 7.700
(3.84) *** (0.53) (1.43) (3.02) ***
0&2, 5 0.813 0.512 0.032 5.141
(5.16) *** (1.18) (0.09) (2.94) ***
<*2, 6 0.818 1.841 -0.447 1.612
(3.86) *** (2.99) *** (-0.60) (0.50)
Panel D: Reconciliation of Observations in Regression Test for the U.S. Firms
Chemicals and 
Allied 
Products (28)
Industrial 
Machinery and 
Equipment(3 5)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
Expected 
Number of 
Observations
300 216 208 72
Missing Values 62 33 53 21
Deletion of 
outliers
1 3 0 1
Observations 
Used in Tests
237 178 155 • 50
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Table 15: The Comparison of R&D Capital: the U.S. vs. Japan (Using the Lag 
Length of 6 and Polynomial Order of 2)
Chemicals and 
Allied 
Products (28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
^ 2 ,k
(+0.01)
Japan 3.540 14.144 11.892 16.376
U.S. 3.636 20.425 15.481 41.589
£ a 2,k
(+0.05)
Japan 3.977 14.144 11.892 18.070
U.S. 4.024 21.472 15.481 41.589
£ a 2,k
(+0.10)
Japan 3.977 14.708 11.892 18.070
U.S. 4.024 21.472 15.481 41.679
2, k 
(-0.01)
Japan 0.94 14.144 11.246 11.154
U.S. 3.636 20.425 15.481 41.589
£ a 2,k
(-0.05)
Japan 1.377 14.144 11.246 12.848
U.S. 4.024 21.472 15.481 41.589
£ a 2,k
(-0.10)
Japan 1.377 14.144 11.246 12.848
U.S. 4.024 21.472 15.481 41.679
5.2.2 Evaluation of Accounting Standards
OLS regressions are used to test the hypotheses 3 and 4. The regression results
are summarized in Table 6. For both countries, at different lag lengths, the R is large 
and significant. This evidence supports the hypotheses 3 and 4, which assume that 
annual R&D expenditures are associated with future sales in both Japan and the United 
States. This evidence has significant implication for accounting standard setting. In 
several studies, it has shown that there are significant consequences for this incorrect 
accounting practices. Lev Sougiannis (1996) indicates that incorrect amortization of 
R&D distorts value-relevant information. Baber et al (1991) and Perry et al (1994)
argues that current accounting standard for R&D may give the managers the opportunity 
to manipulate the net income and to discourage the R&D investment.
Lev and Sougiannis (1996) use a method to constructively capitalize and amortize 
the R&D expenditures. This method is applied in this study. Table 16 provides an 
example of the estimation of R&D amortization rate for the electronics and other 
electrical industry in the U.S.. The parameter values are obtained from panel C in Table 
12 (using the best lag length and the polynomial order of 2). The sum of the significant 
R&D coefficients (at 5 percent level), Xa2, k ? reflects the total (undiscounted) effect of $1 
invested in R&D on current and future sales. The average contribution to sales of $1
29invested in R&D by the transportation industry was $20,051 .
Table 16: Derivation of Annual Amortization Rates of R&D for the Electronics and
Other Electrical Industry in the U.S.
(Using Five Percent Significance Level)
<*2,0 <*2,1 <*2,2 <*2,3 <*2,4 <*2,5 <*2, 6 <*2, 7 (*2 ,8
6.052
(5.80)
4.815
(8.72)
3.693
(10.08)
2.685
(5.91)
1.792
(3.38)
1.014
(2.05)
0.350
(1.03)
-0.200
(-1.02)
-0.635
(-1.18)
30.18% 24.01% 18.42% 13.39% 8.94% 10.22% Insign. Insign. Insign.
29 While total benefits o f 20.051 in sales from $ 1 investment in R&D appears to be very large, it should be noted that 
these benefits refer to the sales without any expense items. In addition, these benefits accrue over 6 years but not 
discounted.
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To calculate the amortization rate , the accounting matching principle is applied, 
which mandates that cost should be recognized as expenses when the goods or services 
represented by the costs contribute to revenue. In Table 16, the parameter values are used 
to compute the annual amortization rate (p) of the R&D capital. The formula is as 
follows:
Equation 7 P = a 2,k / ^a2,k
The R&D amortization rate in year k is thus the ratio of that year’s benefits 
expired (matching principle), a 2^ , to total benefits, Za2) k • In the case of electronic and 
other electric industry, the current year amortization rate, P0 , is 6.052/20.051=30.18%. 
Amortization rate for the next five years are 24.01%, 18.42%, 13.39%, 8.94% and 
10.22%, respectively. The similar calculation is done for other industries in the U.S..
The results are summarized in Table 17. The amortization rate can not be calculated for 
Japanese industries due to many negative significant parameters30.
30 The negative significant parameters are due to the economic recession in Japan. For example, during the 1980s 
when the economy is booming, many Japanese managers are willing to take on R&D projects even the expected 
return is low. However, in the beginning o f 1990s, the economy enters into recession and many companies sales 
start to decline. Thus, the high R&D in lagged years coupled with the low sales in current year causes the negative 
significant parameters. In the United states, Branch (1974) argues that an inverse relation between R&D and profits 
can occur over the business cycle.
46
Table 17: Derivation of R&D Amortization Rates for All Sample Industries in the
U.S.
(Using Five Percent Significance Level)
Chemicals and 
Allied Products 
(28)
Industrial 
Machinery and 
Equipment(35)
Electronic and 
Other Electrical 
Equipment(36)
Transportation
(37)
Value p Value p Value p Value p
a 2, 0 0.139
(0.51)
9.883
(11.11)
44.18
%
6.052
(5.80)
30.18% 11.262
(2.55)
27.64
%
0^ 2, 1 0.461
(2.50)
7.71% 6.172
(12.44)
27.59
%
4.815
(8.72)
24.01% 9.498
(4.22)
23.31
%
a 2, 2 0.709
(4.63)
11.86
%
3.309
(8.95)
14.79
%
3.693
(10.08)
18.42% 7.941
(5.03)
19.49
%
a 2, 3 0.881
(5.63)
14.74
%
1.294
(3.03)
5.78% 2.685
(5.91)
13.39% 6.591
(3.10)
16.18
%
a 2, 4 0.979
(6.04)
16.38
%
0.127
(0.27)
1.792
(3.38)
8.94% 5.448
(2.15)
13.37
%
0t2, 5 1.002
(6.47)
16.76
%
-0.193
(-0.44)
1.014
(2.05)
5.06% 4.511
(1.82)
a 2, 6 0.950
(6.88)
15.89
%
0.335
(0.80)
0.350
(1.03)
3.781
(1.91)
a 2, 7 0.823
(5.96)
13.77
%
1.711
(2.93)
7.65% -0.200
(-1.02)
3.258
(1.93)
<*2, 8 .0.621
(3.20)
10.39
%
-0.635
(-1.18)
2.941
(1.01)
^oc2,k
(5%)
6.426 22.369 20.051 40.740
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6 Summary
The following major conclusions can be drawn from the evidence presented
above:
1. The stock of R&D capital of the U.S. firms is larger than that of Japanese 
firms. This conclusion is against the popular opinion that Japanese firms have 
a long term orientation and are more efficient with R&D expenditures.
2. Annual R&D expenditures have a statistically significant relation with future 
sales in both Japan and the United States. This evidence has significant 
implications for accounting standards setting in both countries.
3. The R&D capitalization process developed here yields statistically reliable 
estimates of the amortization rate of the R&D capital for the sample U.S. 
industries31.
There are several limitations in this study. First, like other cross-country studies, 
there will be some measurement errors (e.g., the R&D may be measured differently in 
tow countries). Second, the omission of both current assets and advertising variables 
might cause some bias in the model specification. Nonetheless, the findings in this study 
contribute to the discussion on several important issues. In the future, research can be 
conducted to analyze the relationship between R&D capital and stock prices and to 
compare the differences between Japan and the United States.
31 Since some negative significant parameter values exist in the Japanese industries, it is not theoretically possible to 
calculate amortization rates.
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