Introduction
In recent years, many researchers have conducted significant research on the distributions of the product of random variables and their applications. These distributions are symmetric and skewed, and have applications in many fields of applied sciences, such as Demography, Economics, Engineering, and Environmental Sciences, to mention a few, see, for example, Johnson et al. [10, 11] , Frisch and Sornette [3] , Sornette [22, 23] , Seshadri [20] , Galambos and Simonelli [5] , and Kotz and Vicari [13] , among others. In this paper, a new skewed distribution with the probability density function (pdf) of the
, where C is the normalizing constant, and ) ( 1 x f and ) ( 2 x f denote the probability density functions of Bessel distribution of first kind and gamma distribution for a continuous random variable X . Some distributional properties and a characterization of the proposed product distribution are provided. Our work has been motivated by the recent work of Srivastava and Nadarajah [24] , Nadarajah [15, 17] , Nadarajah et al. [16] , and Shakil and Kibria [21] . In Srivastava and Nadarajah [24] , and Nadarajah [15, 17] , some families of skewed Bessel distributions have been introduced by taking the product of the pdf's of Bessel distributions of the first and second kinds. In Nadarajah et al. [16] , a skewed Bessel function distribution with the pdf
is introduced, where g(·) and G(·) are taken, respectively, to be the probability density function (pdf) and the cumulative distribution function (cdf) of the Bessel function distribution due to McKay [14] . In Shakil and Kibria [21] , a new symmetric student's t -type distribution and its properties are introduced by taking the product of the pdf's of normal and student's t distributions. The organization of the paper is as follows. The derivation of distribution of the product probability density function,
, and some of its properties are given in section 2. Section 3 contains a characterization of the proposed product distribution. Percentage points of the product distribution are given in section 4. Finally, some concluding remarks are outlined in section 5. In order to find the expression for the pdf corresponding to the distribution of the product of the probability density functions of Bessel distribution of second kind with the probability density function of gamma distribution, we will use some special functions and lemmas that are available in Abramowitz and Stegun [1] , Gradshteyn and Ryzhik [9] , Prudnikov et al. [19] , and Oldham et al. [18] , among others.
Distribution of the Product of the Probability Density Functions of Bessel Distribution of First Kind and Gamma Distribution
In this section, we will derive the probability density function (pdf) of the product of the probability density functions of Bessel distribution of first kind and gamma distribution, as provided below.
Expressions for the Normalizing Constant and the Probability Density Function
Consider the product function 
, where, as stated above, )
denotes the pdf of the Bessel distribution of first kind and )
denotes the pdf of gamma distribution, defines a probability density function (pdf) of our proposed product distribution if its normalizing constant   
to be a pdf, we must have 
Distribution of the product of Bessel distribution
. This completes the proof of Theorem 2.1.
Theorem 2.2:
The cumulative distribution function (cdf) 
of our proposed distribution, using the series representation of the modified Bessel function of first kind, that is, 
Now, noting the following integral, and taking 
This completes the proof of Theorem 2.2.
Distributional Properties
This section discusses some characteristics of the proposed distribution.
Shapes:
The shapes of the pdf   x f X of our proposed product distribution (Eq. (2.8) of Theorem 2.1) are provided in Figures 1 (a, b, c, d , and e) below for some selected values of the parameters. The effects of the parameters are obvious from these figures; also, the proposed distribution appears to be unimodal and right skewed. 
Moments
The rth moment of the pdf   where C is the normalizing constant given by the equations (2.7). Thus, in view of the Eq. (2.4), and using Prudnikov et al., [19] , Vol. 2, Eq. 2.15.3.2, page 303, for the integral in the above equation (2.12) and simplifying, the proof of Theorem 2.3 easily follows.
Shannon Entropy
An entropy provides an excellent tool to quantify the amount of information (or uncertainty) contained in a random observation regarding its parent distribution (population). A large value of entropy implies the greater uncertainty in the data. As proposed by Shannon [21] , if X is a none-negative continuous random variable with pdf
(2.13)
Now, for the pdf (2.14) Using (2.14) in (2.13), an explicit expression of Shannon entropy for our proposed distribution is obtained as follows: 
Characterization
This section discusses a characterization of our proposed product distribution. Characterization of a probability distribution plays an important role in probability and statistics. Before a particular probability distribution model is applied to fit the real world data, it is necessary to confirm whether the given probability distribution satisfies the underlying requirements by its characterization. A probability distribution can be characterized through various methods, see, for example, Ahsanullah et al. [2] , among others. In recent years, there has been a great interest in the characterizations of probability distributions by truncated moments. For example, the development of the general theory of the characterizations of probability distributions by truncated moment began with the work of Galambos and Kotz [4] . Further development on the characterizations of probability distributions by truncated moments continued with the contributions of many authors and researchers, among them Kotz and Shanbhag [12] , Glänzel [6, 7] , and Glänzel et al. [8] , are notable. However, most of these characterizations are based on a simple relationship between two different moments truncated from the left at the same point. As pointed out by Glänzel [6] , these characterizations may also serve as a basis for parameter estimation. In what follows, we will establish a characterization result of our proposed product distribution by using the truncated moment by considering a product of reverse hazard rate and another function of the truncated point. These are provided in Lemma 3.1 and Theorem 3.1 below.
Lemma 3.1
Suppose that X is an absolutely continuous (with respect to Lebesgue measure) random variable with cdf ) (x F and pdf
. We assume that 
Integrating the above equation, we obtain This completes the proof of Lemma 3.1.
Theorem 3.1
Suppose that the random variable X has an absolutely continuous (with respect to Lebesgue measure) cumulative distribution function ( cdf )   x F and probability density function (
Then X has the proposed product distribution, if and only if .
and, hence, the proof of necessary condition (that is, if part) of Theorem 3.1 follows from Lemma 3.1.
Sufficient Condition
We will prove now the sufficiency ("only if" part) of Theorem 3.1. Suppose that 
Concluding Remarks
In this paper, a new distribution is introduced by taking the product of the probability density functions of Bessel distribution of first kind and gamma distribution. Some distributional properties of the proposed distribution are outlined. The percentile points for some selected values of parameters are provided. It is observed that the new distribution is skewed to the right and carries most of the properties of skewed distributions. Characterization of a probability distribution plays an important role in probability and statistics. We have established a characterization result of the proposed distribution by using the truncated moment by considering a product of reverse hazard rate and another function of the truncated point. It is hoped that the proposed distributions will be useful in many applied research. To facilitate our researchers and readers, we have provided R-codes in the appendix. 
