Mixture models for hazard rate functions are widely used tools for addressing the statistical analysis of survival data subject to a censoring mechanism. The present paper introduces a new class of vectors of random hazard rate functions that are expressed as kernel mixtures of dependent completely random measures. This leads to define dependent nonparametric prior processes that are suitably tailored to draw inferences in the presence of heterogeneous observations. Besides its flexibility, an important appealing feature of our proposal is analytical tractability: we are, indeed, able to determine some relevant distributional properties and a posterior characterization that is also the key for devising an efficient MCMC sampler. For illustrative purposes, we specialize our general results to a class of dependent extended gamma processes. We finally display a few numerical examples, including both simulated and real two-sample datasets: these allow us to identify the effect of a borrowing strength phenomenon and provide evidence of the effectiveness of the prior to deal with datasets for which the proportional hazards assumption does not hold true.
Introduction
The analysis of survival data has been one of the first areas of applications of Bayesian nonparametric techniques. Seminal contributions as those, e.g., in Doksum (1974) , Ferguson (1974) , Susarla and Van Ryzin (1976) , Ferguson and Phadia (1979) and Dykstra and Laud (1981) contain deep theoretical results that paved the way for later advances in the field. Furthermore, the rapid development of Markov Chain Monte Carlo techniques in the last two decades has made the use of nonparametric priors for survival analysis accessible to practitioners as well. A large portion of this literature in Bayesian nonparametrics has been developed under the assumption that survival data are exchangeable. Such an assumption does not hold true when some source of heterogeneity affects the data. A typical example corresponds to observations that originate from different related studies, such as in randomized clinical trials where subjects are enrolled at different study centers or undertake different treatments. Indeed, factors specific to each centre or to each treatment might exert significant influence. Therefore, while it is reasonable to assume that exchangeability holds true for subjects in the same group or sample (i.e. recruited at the same centre or undertaking the same treatment), exchangeability between samples is hard to motivate. A possible treatment of these data in a Bayesian nonparametric framework relies on the definition of a collection of dependent process priors indexed by a covariate identifying each sample or group. We shall pursue this goal and define a class of dependent hazard rate mixture models that are suitably tailored to statistical inference with possibly censored survival observations that originate from different studies or experiments. In this respect, the present contribution inserts itself in a large body of research that, inspired by pioneering contributions due to S.N. MacEachern (1999; , has been recently devoted to the proposal of dependent random probability measures with potential applications to nonparametric regression, time series analysis, meta-analysis, spatial statistics and so on. Examples include dependent Dirichlet processes obtained by means of a stick-breaking procedure (see, e.g. De Iorio et al., 2004; Griffin and Steel, 2008; Rodríguez et al., 2008; Teh et al., 2006) , Pólya trees (Wong and Ma, 2010; Trippa et al., 2011) , neutral to the right priors (Epifani and Lijoi, 2010) , more general tail-free processes (Jara and Hanson, 2011) and normalized random measures with independent increments (Lijoi et al., 2013; Griffin et al., 2013) .
The key to our construction is a vector of dependent random measuresμ = (μ 1 , . . . ,μ γ ) recently proposed and investigated in Lijoi et al. (2013) and whose components are completely random. This means that, for any ℓ = 1, . . . , γ, whenμ ℓ is evaluated at pairwise disjoint sets it gives rise to mutually independent non-negative random variables. A vector (S 1 , . . . ,S γ ) of survival functions, or of the corresponding dependent random probability measures (P 1 , . . . ,P γ ), is thus defined bỹ S ℓ (t) :=P ℓ ((t, ∞)) = exp − t 0 Y k(s, y)μ ℓ (dy) ds (1) for any ℓ = 1, . . . , γ, for any t > 0 and for some kernel function k : R + × Y → R + . Equation (1) amounts to specifying a prior for the vector of hazard rate functions (RHRs)h = (h 1 , . . . ,h γ ) as kernel mixtures of dependent CRMs, namelyh ℓ (t) = Y k(t, y)μ ℓ (dy). Our approach leads to a much more flexible specification than models based, e.g., on the proportional hazards assumption which may fail in some situations of practical interest. It further yields smooth estimates of the marginal survival functions and incorporates a borrowing strength effect due to the presence, in the definition of eachμ ℓ , of a component which is shared among samples. On the other hand, the nice probabilistic structure featured by the vector of CRMsμ is a key property that allows us to prove important theoretical results on the distributional properties ofh, both a priori and a posteriori. For example, we obtain a simple expression for the correlation betweenS i (t 1 ) andS j (t 2 ), for i = j and any t 1 and t 2 , and provide an explicit characterization of the posterior distribution ofh. As a by-product, the representation of the posterior distribution ofh that we achieve straightforwardly yields a Gibbs sampling algorithm that allows an approximate evaluations of Bayesian estimators for several quantities of interest.
As first displayed in Lijoi and Prünster (2010) , CRMs constitute the basic building-blocks of a wide variety of popular priors for Bayesian nonparametric inference; these then enjoy some common structural properties which can be characterized in terms of the corresponding CRMs. It should be also recalled that proposals of dependent priors induced by CRMs in survival analysis can be found in James (2003) , where vectors of dependent gamma CRMs are defined in terms of mixtures similar to those set forth in Antoniak (1974) , and in Epifani and Lijoi (2010) who introduce a new class of dependent neutral-to-the-right processes by resorting to Lévy copulae.
The outline of the paper is as follows. In Section 2 we provide a quick overview of a standard prior specification for hazard rate functions with exchangeable censored data. In Section 3 we develop our proposal of vectors of dependent RHRs and investigate their dependence structure. In Section 4 we state a characterization of the posterior distribution of the vector of dependent RHRs we have introduced. This is the main result of the paper and leads us to establish an estimate of the survival functions corresponding to each component of the vectorh = (h 1 , . . . ,h γ ), conditional on γ ≥ 2 samples of survival times and on suitable latent variables. In Section 5 we specialize our general construction to the case of dependent extended gamma processes, with γ = 2, and provide an expression of a Bayesian estimator of the survival function for each group of data that is examined. The posterior characterization ofh is also relevant for devising a Gibbs sampling algorithm that allows for an approximate evaluations of the estimates of both the hazard rates and the survival functions.
Finally, in Section 6 we provide two illustrative examples with simulated and real data. In order to ease the exposition in the paper, the proofs of propositions and the derivation of the full conditional distributions of random variables entering the model specification are all postponed to the Appendix.
Priors for hazard rate functions
Let F be the cumulative distribution function (cdf) associated to a probability distribution on R + .
The corresponding survival and cumulative hazard functions are denoted as S(t) = 1−F (t) and H(t) = − log(S(t)), for any t > 0. If F is absolutely continuous, the hazard rate function associated to F is,
thus, defined as h(t) = F ′ (t)/[1 − F (t−)], where F (t−) := lim ε↓0 F (t − ε). Nonparametric priors for
hazard rates h have been originally proposed in Dykstra and Laud (1981) and, then, generalized in later work by Lo and Weng (1989) and James (2005) . Their uses in practical applications for the analysis of censored survival data have been eased by the recent developments of powerful computational techniques that allow for an approximate evaluation of posterior inferences on quantities of statistical interest. The key probabilistic tool shared by these contributions is represented by completely random measures (CRMs). Recall that a CRM µ on Y is a random measure that, when evaluated at any collection of pairwise disjoint sets A 1 , . . . , A d , gives rise to mutually independent random variables µ(A 1 ), . . . , µ(A d ), for any d ≥ 1. A more detailed description of properties of CRMs is postponed to the Appendix.
Henceforth, we shall assume that µ does not have jumps at fixed locations, which implies that there exists a measure ν on R + × Y such that R + ×Y min{s, 1}ν(ds, dy) < ∞ and
for any measurable function f : Y → R such that Y |f | dµ < ∞, with probability 1. We refer to the measure ν as the Lévy intensity of µ. For our purposes, it will be useful to rewrite ν as
where P 0 is a probability measure on Y and ρ y (s) is some transition kernel on Y × R + . If ρ y = ρ, for any y in Y, the CRM µ is said homogeneous. In the sequel we further suppose that P 0 is nonatomic. A well-known example corresponds to ρ y (s) = ρ(s) = e −s /s, which identifies a so-called gamma CRM µ. With such a choice of the Lévy intensity, from (A.1) it can be seen that for any A such that P 0 (A) > 0, the random variable µ(A) has a Ga(1, cP 0 (A)), where by Ga(a, b) one denotes a probability distribution admitting density function g a,
denotes the indicator function of set C.
If k( · ; · ) is a transition kernel on R + × Y, a prior for h is the distribution of the random hazard
where µ is a CRM on Y. We observe that, if lim t→∞ t 0h
(s)ds = ∞ with probability 1, thenh defines a random survival functionS(t) = exp(− t 0h
(s)ds). Such a specification ofh is used to define the prior for an exchangeable sequence of (possibly censored) survival data, namely X =
(s) ds). In this setting, Dykstra and Laud (1981) characterize the posterior distribution of the so-called extended gamma process: this is obtained when µ is a gamma CRM and k(t; y) = 1 (0,t] (y) β(y) for some positive right-continuous
The same kind of result is proved in Lo and Weng (1989) for the weighted gamma processes corresponding to RHRs obtained when µ is still a gamma CRM and k( · ; · ) is an arbitrary kernel. Finally, a posterior characterization has been derived in James (2005) for any CRM µ and kernel k( · ; · ). A clever augmentation argument that introduces a vector of auxiliary variables
. . , Y n ), combined with results concerning disintegrations of Poisson random measures, leads to a description of the posterior distribution ofh, given X and Y , that is also very convenient for simulation purposes. See, e.g., Ishwaran and James (2004) .
Remark 1. It should be noted that a specification of the hazard rate similar to (4) is present also in the non-Bayesian literature. For example, in Gjessing et al. (2003) and in Aalen et al. (2008) one can find a detailed description on the use of Lévy processes to model time-dependent individual frailties.
Moreover, there is an apparent analogy with the well known class of frailty models where, unlike in (4), the random effect is considered fixed in time and affects the hazard function multiplicatively (see, e.g., Hougaard, 2000) .
As mentioned in the Introduction, exchangeability corresponds to assuming that the observations are analogous or homogeneous. In situations where there are γ ≥ 2 different experimental conditions under which data are generated, one cannot rely on such a dependence scheme. If X ℓ = (X 1,ℓ , . . . , X n ℓ ,ℓ )
are, for ℓ = 1, . . . , γ, the data originating from the ℓ-th sample, a possible dependence structure that takes into account the nature of the data is
for any j ℓ = 1, . . . , n ℓ . A collection of sequences {(X n,ℓ ) n≥1 : ℓ = 1, . . . , γ} for which (5) holds true is said partially exchangeable. Here Q plays the role of a prior distribution on the space of all vectors (P 1 , . . . , P γ ) whose components are probability measures on R + . When Q is degenerate on a single coordinate, i.e. Q({P 1 = · · · =P γ }) = 1, condition (5) reduces to the more familiar conditional independence and identity in distribution that characterizes exchangeability. In the next section a new class of priors Q in (5) will be specified in terms of the hazard rate functionsh ℓ associated to the coordinatesP ℓ as highlighted in (1).
A model for partially exchangeable survival data
We aim at defining a flexible and tractable prior Q for a vector of dependent random probability measures (P 1 , . . . ,P γ ). To achieve this goal, we express eachP ℓ as a suitable transformation of a CRMμ ℓ so that dependence amongP 1 , . . . ,P γ is induced by dependence at the level of the CRMs µ = (μ 1 , . . . ,μ γ ). More precisely, we shall resort to the specification (1). For example, if γ = 2 one can define each hazard functionh 1 andh 2 as a mixture of a gamma CRMμ 1 andμ 2 , i.e.h ℓ (t) = (0,t] β(y)μ ℓ (dy), for some positive and right-continuous function β: this gives rise to a vector of extended gamma processes. Dependence betweenμ 1 andμ 2 is induced via the construction suggested in Lijoi et al. (2013) , which makes use of a specific vector of dependent Poisson random measures (PRMs) discussed by Griffiths and Milne (1978) . For easing the exposition, we shall henceforth confine to the case where γ = 2, even though the analysis carries over to any dimension γ, as apparent from Proposition 3 below.
GM-dependent completely random measures
Let N be a Poisson random measure (PRM) on R + × Y with intensity measure ν, i.e. there exists a sequence (J i , Y i ) i≥1 of independent random elements with J i > 0 and
i ≥ 1}) has Poisson distribution with parameter ν(A). It is, then, well-known that
is a CRM on Y and the Laplace functional transform of µ equals the right-hand-side of (A.1). It is apparent from (6) that a pair of dependent CRMs (μ 1 ,μ 2 ) can be defined as linear functionals of dependent PRMs (Ñ 1 ,Ñ 2 ). This is the starting point of Lijoi et al. (2013) : for their construction they rely on a class of dependent PRMs investigated by Griffiths and Milne (1978) that feature a nice probabilistic structure. Indeed, Griffiths and Milne (1978) provide an interesting and useful characterization of a vector of (possibly dependent) PRMs (Ñ 1 ,Ñ 2 ) on R + ×Y with the same marginal intensity measureν that admit an additive representatioñ
where N 1 , N 2 and N 0 are independent Cox processes with respective random intensitiesν,ν andν 0 such thatν 0 ≤ ν (a.s.) andν = ν −ν 0 . In particular, the appeal of their result can be traced back to a nice representation of the joint Laplace functional of (Ñ 1 ,Ñ 2 ) which is an important operational tool for deriving analytical results useful for Bayesian inference. Moreover, (7) allows us to gain some insight on the dependence betweenÑ 1 andÑ 2 by stating that each may be decomposed in a common (N 0 ) and an idiosyncratic (N ℓ ) component, for ℓ = 1, 2. We can now provide the following Definition 1. Letμ ℓ (dy) = R + sÑ ℓ (ds, dy), for ℓ = 1, 2, whereÑ 1 andÑ 2 are defined as in (7) with ν(ds, dy) = cP 0 (dy) ρ(s) ds. Then (μ 1 ,μ 2 ) is said to be vector of GM-dependent CRMs on Y and the marginal intensity ofμ ℓ is equal to ν.
Henceforth we shall specifically deal with the case where N 1 , N 2 and N 0 are three independent Cox processes with respective intensities
for some [0, 1]-valued random variable Z independent of N i , for i = 0, 1, 2. Moreover, in order to ease the exposition we work conditioning on a fixed value Z = z. According to the definition above, the marginals of a vector of GM-dependent CRMs are equally distributed andμ ℓ (dx) = µ ℓ (dx) + µ 0 (dx).
Moreover µ ℓ , with ℓ = 1, 2, and µ 0 are independent CRMs with
can then easily recover the joint Laplace transform of (μ 1 ,μ 2 ). Indeed, for any pair of measurable
where
. As a simple example, consider a vector of GM-dependent gamma CRMs, namely ρ(s) = e −s s −1 . In this case ψ(f ℓ ) = log(1 + f ℓ ) dP 0 for any measurable function f ℓ such that log(1 + |f ℓ |) dP 0 < ∞, with ℓ = 1, 2. The bivariate Laplace functional transform exp(−cψ z (f 1 , f 2 )) of the vector of dependent gamma CRMs, then, is
3.2 GM-dependent random hazard rates Let (μ 1 ,μ 2 ) be a vector of GM-dependent CRMs and (h 1 ,h 2 ) be such thath ℓ (t) = Y k(t; y)μ ℓ (dy), for ℓ = 1, 2. If lim t→∞ t 0h ℓ (s) ds = ∞, almost surely, then we say that (h 1 ,h 2 ) is a vector of GM-dependent RHRs and define survival functions
If y →K t (y) := t 0 k(s; y) ds, it can be easily seen that
where ψ z is the joint Laplace exponent defined in (9). Given the simple structure ofh ℓ , for ℓ = 1, 2, it is possible to analyze the dependence between the survival functionsS 1 (t 1 ) andS 2 (t 2 ), for some fixed t 1 , t 2 > 0. This will be expressed through the correlation function as described in the following.
Proposition 1. Let (S 1 ,S 2 ) be as in (11) . Then the correlation betweenS 1 (t 1 ) andS 2 (t 2 ) is given by
The proof is omitted since the result easily follows from (9). As expected, the correlation vanishes when z = 1. A simplification occurs if t 1 = t 2 = t, when
Under the additional conditions
it is possible to find an explicit expression for the correlation ofh 1 (t 1 ) andh 2 (t 2 ). Interestingly, when t 1 = t 2 = t, we obtain Corr(h 1 (t),h 2 (t)) = (1 − z), that does not depend on t. Details are provided in Proposition B.1 in Appendix B.
The probability distribution of the vector of survival functions in (11) defines a nonparametric prior for Bayesian analysis of partially exchangeable survival data. More precisely, if X 1 = (X 1,1 , . . . , X n1,1 ), and X 2 = (X 1,2 , . . . , X n2,2 ) are a two-sample survival dataset, a model we shall use is
Given this specification, one can address the issue of determining the posterior distribution of the pair of hazard rate functions (h 1 ,h 2 ) or, equivalently, of (S 1 ,S 2 ), with the aim of evaluating Bayesian estimates of the marginal hazard rates or of the marginal survival functions. This problem is tackled in the next section.
Even if not directly discussed here, note that one can also consider distinct kernels k 1 ( · ; · ) and k 2 ( · ; · ) for defining RHRs: the results that will be presented in the next section still hold true with some minor suitable adaptation.
Remark 2. The definition of dependent nonparametric priors for hazard rate functions makes our proposal suited for applications even beyond the setting described through (14). Indeed, a natural problem where a prior forh = (h 1 , . . . ,h γ ) is of interest is related to the analysis of competing risks data with γ distinct sources of failure. In this case, eachh i would be the i-th cause specific random hazard rate function. Techniques similar to those that are used to deduce a posterior characterization ofh here can be used to develop a full Bayesian analysis also in a competing risks framework. Another example of possible applications of the proposal concerns inverse problems when observations are available on the hazard rate h, or on functionals of h, and one wishes to estimate the mixing random measure µ in (4). See, e.g., Wolpert et al. (2003) .
Characterization of the posterior distribution
For a full Bayesian analysis of survival data modeled as in (14), one needs to determine a posterior characterization of the vector (h 1 ,h 2 ). For the sake of simplicity we suppose that the conditioning n 1 + n 2 data X 1 and X 2 are all exact: the extension to the case where censored data are also present is straightforward and will be considered in the examples of Section 6. As in the univariate case, we find a characterization of the posterior distribution of (h 1 ,h 2 ) by conditioning on some latent (non observable) random variables. Even though one can formally establish a characterization of the posterior distribution of (h 1 ,h 2 ) without resorting to the introduction of auxiliary random variables, such an augmentation is very convenient since it avoids dealing with unfeasible computations that involve sums over spaces of partitions.
Throughout we work with the multiplicative intensity likelihood
k(s; y) ds for ℓ = 1, 2 and we have used the fact that all data are exact. We introduce here some latent random variables
where Q * is the joint distribution of the GM-dependent CRMs (μ 1 ,μ 2 ). We observe that, with positive probability, the latent variables Y 1 and Y 2 can display ties. Indeed, for ℓ = 1, 2 and for every j = 1, . . . , n ℓ , we have that
and
Moreover, by definition of GM-dependence, µ 1 andμ 2 share a common component and, therefore, we have that P [Y i,1 = Y j,2 ] > 0 for any i and j. On the basis of these considerations, the partition structure within Y 1 and Y 2 can be described as follows
Taking into account this specific partition of the latent variables, (16) can be rewritten as follows
where we have set C i,ℓ := {j :
. . and ℓ = 1, 2. Moreover, introduce exponentially tilted Lévy intensities
for ℓ = 1, 2, and, for any κ ∈ N and ξ > 0, the density function
and V 2 , the posterior distribution of (h 1 ,h 2 ) equals the distribution of
, for each ℓ = 1, 2, and (ii) the jumps J 1,1 , . . . , J k1,1 , J 1,2 , . . . , J k2,2 and J 1 , . . . , J k0 are mutually independent and indepen-
It is worth noting that item (i) in Proposition 2 implies that the dependence in (h * 1 ,h * 2 ) is not of GM-type sinceμ * 1 andμ * 2 are not generally equal in distribution. Furthermore, the structure of the posterior distribution of (h 1 ,h 2 ) is somehow reminiscent of the one in James (2005) . However, in contrast to the univariate case, one now has three groups of fixed points of discontinuity and this feature reflects the specific construction of (μ 1 ,μ 2 ). Indeed, in the first two groups the locations of the jumps coincide, respectively, with the distinct values of the latent variables Y 1 and Y 2 that appear only in the first and in the second sample. The value of the auxiliary random variables V i,ℓ determines whether the jumps of these two groups affect the posterior distribution of bothh 1 andh 2 or of only one of them. For instance, if V j,2 = 0 then the j-th distinct value Y * j,2 specific to the second group does not affect posterior inference onh 1 or on functionals ofh 1 . On the other hand, all the distinct values Y * i,1 specific to the first group impact the posterior distribution ofh 1 through the jump components. The third group includes jumps that occur at the distinct values of Y 1 and Y 2 shared by both samples: such jumps affect the posterior distribution of both components in (h 1 ,h 2 ). Similar remarks apply also to the distributions of the random jumps: as a matter of fact only the density of J m depends on both samples, whereas the density of J i,ℓ may or may not depend on the data in X κ , with ℓ = κ, according to the value of the latent variable V i,ℓ . In summary, each V i,ℓ identifies which component ofμ ℓ , i.e. either µ ℓ or µ 0 , the corresponding distinct value Y * i,ℓ is associated to: if Y * i,ℓ is generated by the idiosyncratic component µ ℓ , then it is not shared by the other sample, whereas, if it is generated by the common component µ 0 , it affects the other sample as well. There is no need to specify the V 's for the distinct Y * m since these can only be generated by µ 0 .
Remark 3. The posterior representation in (20) can be extended to the case where (μ 1 ,μ 2 ) are non-homogeneous GM-dependent CRMs, namely the marginal Lévy intensity ofμ ℓ , for ℓ = 1, 2, is equal to ν(ds, dy) = ρ y (s) ds cP 0 (dy) and the dependence of ρ y on y cannot be dropped. One can proceed along the lines of the proof of Proposition 2 and the main decomposition displayed in the main result (20) is unchanged. The only differences concern the tilted Lévy intensities in (18), where ρ is replaced by ρ x , and the densities of the jumps J i,ℓ , with i = 1, . . . , k ℓ and ℓ = 1, 2, and J r , for r = 1, . . . , k 0 . As for the latter, the density function of J i,1 becomes
for any t > 0. Similarly, one deduces the densities of J i,2 and J r and the required modifications of the MCMC sampler described in Appendix F.
If interest lies in estimating the survival functions of both populationsS 1 andS 2 , Proposition 2 provides all the necessary ingredients for evaluating an estimator ofS ℓ (t), for any t > 0, with a squared loss function. The estimator provided in the next proposition depends on observations X 1 and X 2 and latent variables Y 1 , Y 2 , V 1 and V 2 .
Proposition 3. Conditionally on latent variables Y 1 , Y 2 , V 1 , V 2 and exact observations X 1 , X 2 , the random survival functionS 1 (t) has expected value equal to
where we recall thatK t (y) = t 0 k(s, y)ds. Moreover,
Obvious changes lead to a closed form expression for an estimator ofS 2 as well. Note that once a Lévy intensity ν and a kernel k( · ; · ) are specified, the expression in (21) can be evaluated. At this point, in order to obtain an estimator that does not depend on non-observable variables, one needs to marginalize with respect to the conditional distribution of (V 1 , V 2 , Y 1 , Y 2 ), given the data X 1 and X 2 . This task that cannot be completed analytically and we, then, resort to a Gibbs sampler that is described in Appendix F. Before moving on to the specific case of the dependent extended gamma process, it is worth noting that this construction can be generalized to include γ > 2 GMdependent CRMs. Suppose (μ 1 , . . . ,μ γ ) is such thatμ ℓ = µ ℓ + µ 0 , for ℓ = 1, . . . , γ, and µ 0 , µ 1 , . . . , µ γ are independent homogeneous CRMs. Accordingly, one can define dependent random hazard rates
and a corresponding vector of γ dependent survival functions related to γ partially exchangeable populations. If X ℓ = (X 1,ℓ , . . . , X n ℓ ,ℓ ), the model can be described as
Analogously to the bivariate case, the latent variables
. . , γ, may exhibit ties both within and between samples. To describe the resulting partition, we let C i be the set of all i-tuples of distinct indices (j 1 , . . . , j i ) identifying the samples that share the same latent value Y , for i = 2, . . . , γ. Moreover C
. . , j i }} is, for any ℓ = 1, . . . , γ, the subset of C i which yields all possible i-tuples that involve also the ℓ-th group. According to this, the latent variables Y ℓ can be partitioned as
0 , where
is the set of latent variable values shared by the ℓ-th group with one or more other groups among the
j1,...,ji is the rth value among the k j1,...,ji shared by the i groups indexed by j 1 , . . . , j i . Clearly, one may have C 
..,ji ≤ n ℓ hold true and the frequencies
and r ∈ {1, . . . , k j1,...,ji }, are such that
In order to provide an explicit characterization of the posterior for the more general model displayed in (23), let us introduce independent CRMs µ * 0 , µ * 1 , . . . , µ * γ with respective intensity measures ν * 0 (ds, dy) =
, and ν * ℓ (ds, dy) = cz exp (−sK ℓ (y)) ρ(s) ds P 0 (dy), for ℓ = 1, . . . , γ. Moreover, sequences of independent and identically distributed latent variables
One can, then, replicate the strategy used in the proof of Proposition 2 and show the validity of the following.
Proposition 4. Let X 1 , . . . , X γ be vectors of (exact) survival times for which model assumptions summarized in (23) hold true. Then, given (Y 1 , . . . , Y γ ) and (V 1 , . . . , V γ ), the posterior distribution of (h 1 , . . . ,h γ ) equals the distribution of
where both W i,ℓ and 1 γ are in {0, 1}
γ : the former has all components equal to V i,ℓ but the ℓ-th which is 1 and the latter has entries all equal to 1. Moreover
(ii) the jumps J 1,ℓ , . . . , J k ℓ ,ℓ , for ℓ = 1, . . . , γ, and J (r) j1,...,ji for (j 1 , . . . , j i ) ∈ C i , i ∈ {2, . . . , γ} and r ∈ {1, . . . , k j1,...,ji } are mutually independent and independent from (h *
The proof is omitted since it reproduces the one of Proposition 2, with obvious changes.
Dependent extended gamma processes
Even if the result stated in Proposition 2 is general, for illustration purposes we focus on a special case where eachμ ℓ , for ℓ = 1, 2, is a gamma CRM. In this case, (h * (20) is a vector of dependent RHRs obtained from dependent gamma CRMs, though not of GM-type. The conditional densities of the jumps can also be easily determined and it turns out that
We further suppose that Y = R + and set k(t; y) := 1 (0,t] (y) β(y) for some positive right-continuous real-valued function β. With such a choice, eachh i marginally is an extended gamma process with parameters (cP 0 , β). In the case of exchangeable survival data, such a prior has been proposed in Dykstra and Laud (1981) for modelling increasing hazard rates. In the following we set β(t) = β for a any t > 0 and we specify a prior for β. One correspondingly has, for ℓ = 1, 2 and t > 0,
Estimators ofS 1 (t) andS 2 (t), under square loss functions, can be determined for any t > 0 by specializing the result stated in Proposition 3. To this end, and with no loss of generality, we suppose that, for ℓ = 1, 2, the observations X ℓ are ordered so that X i+1,ℓ ≤ X i,ℓ for each i = 1, . . . , n ℓ .
Moreover we denote withX = (X 1 , . . . ,X n1+n2 ) the vector including the components of both X 1 and X 2 in such a way thatX i+1 ≤X i , for i = 1, . . . , n 1 + n 2 . In order to simplify notation,
and Θ = (c, z, β). As for the general case displayed in Proposition 3, we first determine an explicit expression for E[S ℓ | X 1 , X 2 , L, Θ] and, then, establish an approximate evaluation of a Bayesian estimator ofS ℓ by means of a suitably devised Gibbs sampler. In order to ease the illustration, we introduce some notation. For every ℓ = 1, 2, j = 1, . . . , n ℓ and κ = 1, . . . , n 1 +n 2 , we
We suppose that Y 1 and Y 2 are partitioned as in Proposition 3 and we define
for i = 1, . . . , k 2 , and finally, for any m = 1, . . . , k 0 ,
Moreover, we define the functions
for ℓ = 1, 2 and i = 1, . . . , n ℓ + 1, provided X 0,ℓ ≡ +∞ and X n ℓ +1,ℓ ≡ 0, and
for j = 1, . . . , n 1 + n 2 + 1, whereX 0 ≡ +∞ andX n1+n2+1 ≡ 0.
Assuming a square loss function, the estimator ofS 1 (t), for any t > 0, conditional on the latent variables L is
. (27) Note that (27) turns out to be very convenient from an operational point of view. Indeed, one can integrate out the vector of latent variables L and obtain an estimate ofS 1 (t) conditionally on the observations (X 1 , X 2 ). For computational purposes, in the sequel we will set P 0 (dx) = 1 [0,T ] (x)/T , for some T > 0 large enough so thatX 1 < T . One can think of T as, for example, a maximum follow-up time in a survival analysis experiment. This is a specific choice we stick to since it simplifies some of the computations we shall perform for the MCMC sampling scheme. Clearly, any P 0 on R + would work.
The results in this section allow us to devise an MCMC algorithm that we will use to estimatẽ S ℓ , for ℓ = 1, 2, when (h 1 ,h 2 ) are dependent extended gamma processes. In order to marginalize
, for ℓ = 1, 2, with respect to hyperparameters and the latent variables, we determine the full conditional distributions within a Gibbs sampler that allows to generate samples from the posterior distribution of (L, Θ) given the observations (X 1 , X 2 ). The details are provided in Appendix F. Furthermore, though we confine ourselves to the specific extended gamma case, the general distributional representations stated in Section 4 make it feasible to implement any GM-dependent RHR model, for any choice of GM-dependent CRMs (μ 1 ,μ 2 ) and of the mixing kernel k(, · , · ).
Illustrations
We provide two illustrative examples where we model two hazard rates using dependent extended gamma processes and we apply the devised algorithm to estimate the corresponding dependent survival functions, given two samples X 1 and X 2 of possibly right-censored survival times. As a byproduct, we provide estimates of functionals such as mean and median lifetimes for the two groups that we obtain by numerically evaluating such functionals for the estimated survival functions.
The goal of our analysis is two-fold: on one side we aim at showing that, by dropping the proportionality of hazards assumption, we obtain a model that allows for crossing survival functions;
on the other side we want to highlight the borrowing strength mechanism that under certain circumstances may lead the survival curves to shrink. In order to develop both examples we need to introduce censored data and include them in the posterior representation that has been determined in Proposition 2. To this end, we set C i,ℓ to be the censoring time corresponding to X i,ℓ and define ∆ i,ℓ = 1 (0,C i,ℓ ] (X i,ℓ ) so that ∆ i,ℓ is either 0 or 1 according as to whether X iℓ is either censored or not, respectively. Hence, the actual observation is T i,ℓ = min{X i,ℓ , C i,ℓ } and the data consist of the collec-
. These information yield the number of exact and censored observations in each group, namely n (e) ℓ = n ℓ j=1 ∆ j,ℓ and n
We shall, then, consider the data as ordered, namely T i+1,ℓ ≤ T i,ℓ for any i = 1, . . . , n ℓ − 1 and for each ℓ = 1, 2 and identify the whole set of ordered data asT 1 >T 2 > · · · >T n1+n2 . The extension of the distributional results in Section 4 to the case that includes right-censored data is quite straightforward once the likelihood in (15) is rewritten as
and the censored survival times, i.e. those with ∆ i,ℓ = 0, are involved in the likelihood function only through K * 1 and K * 2 . The results derived in the previous sections under the assumption that only exact observations are detected, e.g. Propositions 2 and Corollary 1, carry over to the case with right-censored observations: the only changes concern K ℓ and the jump components which occur only at the distinct values of the latent variables that correspond to exact observations. For example, in (20) and (27) one has n j,ℓ = {i: ∆ i,ℓ =1} 1 {Y i,ℓ =Y * j,ℓ } , and q m,ℓ = {i: ∆ i,ℓ =1} 1 {Y i,ℓ =Y * m } , for any ℓ = 1, 2, j = 1, . . . , k ℓ and m = 1, . . . , k 0 . The non-negative integers k 1 , k 2 and k 0 are subject to
ℓ , for ℓ = 1, 2. The tilted Lévy intensities in (18) of the component without fixed points of discontinuity in the posterior are
for ℓ = 1, 2. Moreover, the parameters of the densities of the jumps in Proposition 2(iii) are such that K ℓ is replaced by K * ℓ and the frequencies n j,ℓ and q m,ℓ are defined as above. The adaptation of the full conditionals distributions obtained in the previous section and in Appendix F is, then, straightforward.
We can now illustrate an application of our model to both simulated and real datasets. The former experiment is devised in such a way that the two samples are generated from distributions with intersecting hazard rates, a situation that cannot be fitted through a proportional hazards model specification. The latter refers to remission times of two separate groups of leukemia patients receiving different treatments. In both cases, in order to obtain a method that is stable under rescaling of the data, we divide all lifetimes byT 1 thus implying that all components in T ℓ = (T 1,ℓ , . . . , T n ℓ ,ℓ ) are, for any ℓ = 1, 2, in [0, 1]. Finally, we set T = 1.5 as the maximum follow-up time. This leads to a vector of scaled hazard functions (r 1 ,r 2 ) that are related to the unscaled hazards (h 1 ,h 2 ) by means of (Tr 1 (t 1 ), Tr 2 (t 2 )) = (h 1 (t 1 /T ),h 2 (t 2 /T )). After computing the posterior of (r 1 ,r 2 ), we recover the posterior estimate of the vector (h 1 ,h 2 ) by transforming back. The described procedure is similar to the one proposed in Ishwaran and James (2004) . The framework is completed by specifying the prior distribution for the hyperparameters that, in our examples, are set as z ∼ U [0, 1], c ∼ Γ(1, 10) and β ∼ Γ(1, 10). The choice of a uniform distribution for the parameter z formalizes the idea that, a priori, we do not have any reason to favor total exchangeability (z = 0), independence of the two samples (z = 1) or any situation in between (z ∈ (0, 1)). The parameters of the prior distributions of c and β were chosen in order to obtain a large variance, namely σ 2 = 100. Finally, the estimates in the examples that follow were obtained by running the MCMC algorithm for 1,000,000 iterations, after 50,000 of burn-in. After thinning, we have stored a sample of 2000 iterations, for which the considered diagnostic tools suggest convergence of the chain and indicate excellent mixing.
In particular the chains corresponding to
on a grid of values t ∈ [0, 2 max{X 1 , X 2 }], have effective sample size, on average, equal to about 1900.
Remark 4. Since the MCMC algorithm we propose is based on the marginalization with respect to the underlying vector of CRMsμ = (μ 1 ,μ 2 ), the output of the Gibbs sampler does not take into account the uncertainty associated toμ, given the data. Hence, Bayesian credible intervals based on the MCMC output tend to be narrower than the actual ones: this is an important issue that typically arises in Bayesian nonparametrics when so-called marginal methods are used. In order to clarify this point, we consider, as a measure of dispersion of the posterior distribution ofS 1 (t), its variance 
A numerical evaluation of (29), over a grid of values of t, suggests that, for the example considered in this section, credible intervals obtained by means of the MCMC output, although smaller, provide, in average, a reasonable approximation to the real ones. As an alternative measure of uncertainty one can consider σ 2 (t) = Var µ (S 1 (t)|X 1 , X 2 ) and use
which, by Chebychev inequality, contain approximately 90% credible intervals. Details on the evaluation of (29) and σ 2 (t) = Var µ (S 1 (t)|X 1 , X 2 ) are provided in Appendix E. A similar line of reasoning can be obviously replicated forS 2 (t).
Simulation study
In survival analysis problems, it is often reasonable to drop the proportionality of hazards assumption Hence, two samples of exact observations of size n 1 = n 2 = n, with n that ranges in {25, 50, 100} are generated from f 1 and f 2 . In Figure 1 we compare estimated and true survival functions. It is not surprising that the estimates improve as the sample size n increases: while the survival curves shrink significantly for n = 25, for larger sample size the fact that the two survival curves cross is better detected. Such trend is confirmed by the numerical evaluation of the Kolmogorov distance
proposed in the second row of Table 1 , where d K (S 1 , S 2 ) = sup t≥0 |S 1 (t) − S 2 (t)|. This seems like an interesting feature of the algorithm since sharing information across studies is particularly convenient when the samples have small size. A comparison of rows 3 and 4 with rows 5 and 6 of Table 1 shows that, for every considered value of n, the estimates our model provides are closer to the true survival curves than the corresponding Kaplan-Meier estimators. Finally, the crossing time (around t = 2) is well estimated for n = 100. n = 25 n = 50 n = 100
0.166 0.132 0.051 Table 1 : Kolmogorov distances between true survival functions (row 1), survival functions estimated via GM-dependent model (row 2), true and estimated survivals (row 3 and 4 for estimates obtained via GM-dependent model, rows 5 and 6 for Kaplan-Meier estimates).
We generate also two-sample datasets, of sizes n 1 = n 2 = 100, that involve right-censored observations. To this end, we first select uniformly a portion of the observations from each sample and censor them by means of censoring times that, conditional on the exact observations X i,ℓ (i.e., with ∆ i,ℓ = 1), are distributed uniformly on [0, T i,ℓ ], for each ℓ = 1, 2 and i = 1, . . . , n (c)
ℓ . More specifically, we have considered three datasets with same portion of censored observations in both samples, namely 10%, 20% and 30%. In Table 2 we report estimated mean and median lifetimes for all the true n = 25 n = 50 n = 100 10% 20% 30% mean X1 synthetic datasets we have considered, together with approximate 95%-credible intervals. As for the two-sample datasets with only exact observations (columns 2-4), it is apparent that intervals for both estimated mean and median lifetimes of the two samples tend to narrow around the true values as the sample size increases. Similarly, Figure 2 shows that the estimated credible intervals, for the vector of observations X, shrink around the true curve for large values of n. On the contrary, the more right-censored observations are present the larger are the intervals for mean and median lifetimes (see columns 5-7 of Table 2 ) and the less precise are the corresponding estimates.
Leukemia datasets
We consider two well known two-sample datasets involving leukemia remission times, in weeks, under different treatments. The first was studied, e.g., in Cox (1972) and consists of treatment versus placebo; the second was analyzed in Lawless (1982) and compares the effects of two different therapies.
Both datasets were studied more recently in Damien and Walker (2002) where the focus is on discerning situations of full exchangeability from situations of partial exchangeability. , 3, 4, 4, 5, 5, 8, 8, 8, 11, 11, 12, 12, 15, 17, 22, 23}. Dataset 2. Two groups of patients subject to two different treatments, A and B, are considered. The remission times of patients under treatment A are , 3, 3, 6, 7, 7, 10, 12, 14, 15, 18, 19, 22, 26, 28 * , 29, 34, 40, 48 * , 49 * }, while those of patients under treatment B are 2, 2, 3, 4, 5, 8, 8, 9, 11, 12, 14, 16, 18, 21, 27 * , 31, 38 * , 44}. 3(b) and 3(d), it is evident that while, for the first dataset, the estimates obtained by the two models do not differ significantly, for the second dataset, the model based on GM-dependent CRMs gives rise to substantial shrinkage phenomenon that makes the two survival curves hardly distinguishable. This indicates a heavier borrowing of information across the two studies. Such an intuition is straightened by looking at the distances between estimated survivals under the two settings, reported in Table 3: for each dataset, the ratio between the distance between survivals estimated via GM-dependent and independent models is equal to 0.99 for the first dataset and 0.04 for the second. Our observation is
{1
{1, 1,
Dataset 1
Dataset 2 z random z = 1 z random z = 1 0.498 0.503 0.005 0.113 Table 3 : Kolmogorov distances d K (Ŝ 1 ,Ŝ 2 ) between estimated survival functions under GM-dependent model (columns 1,3) and independent models (columns 2,4).
supported by Damien and Walker (2002) where similar conclusions on the two cases where derived and, as for the second dataset, by Lawless (1982) that, by means of frequentist tests, concludes that there is no evidence of difference in the two distributions.
Concluding remarks
The present paper has proposed a new dependent nonparametric prior process for hazard rate functions associated to heterogeneous survival data. The nice structure featured by the underlying CRMs leads us to obtain a posterior characterization, which is the key for a Bayesian analysis as the one we have performed on both simulated and real datasets. Most of the technicalities related to our model are postponed to the Appendix. Nonetheless we wish to point out that (20) has a simple structure that naturally extends the known results for the posterior in the univariate exchangeable case. Given its simplicity, one can actually use (20) or the representation displayed in Proposition 4 in order to simulate the trajectories of the posterior process instead of performing a marginalization procedure as the one discussed in the present paper. This will be the object of future research.
Two other relevant issues that deserve further investigation in future work concern the analysis of asymptotic properties of the proposed model and an extension to more general covariate indexing.
As for the former, one can analyze frequentist asymptotics of GM-dependent RHRs by relying on a suitable adaptation of the approach set forth in Peccati and Prünster (2008) and in De Blasi et al.
(2009) for the exchangeable case. As for the latter, a possible variant of our proposal would be the specification of a covariate-dependent proportional hazards model for the ℓ-th group and baseline hazard coinciding with GM-dependent RHRsh ℓ as the ones we have analyzed in this paper. This would allow to take into account both covariate effect and center heterogeneity in multicenter studies.
Possible elaborations in this direction will benefit from the theoretical findings displayed in the previous sections. Any CRM µ may be represented as
and (Y i ) i≥1 are independent sequences of random variables and the jump points {y 1 , . . . , y L } are fixed, with L ∈ {0, 1, . . .} ∪ {∞}. See Kingman (1967) . The Lévy-Khintchine representation states that, for every CRM µ c = i J i δ Yi without fixed jumps, there exists a measure
for any measurable function f : Y → R such that Y |f | dµ c < ∞ almost surely. We refer to the measure ν as the Lévy intensity of µ c . For our purposes, it will be useful to rewrite ν as ν(ds, dy) = ρ y (s) ds c P 0 (dy), (A.2) where P 0 is a probability measure on (Y, Y) and (y, B) → B ρ y (s) ds is a transition kernel on Y × B(R + ). If ρ y = ρ in (A.2), for any y in Y, the CRM µ c is said homogeneous. In the paper, we suppose that P 0 is non-atomic and L = 0. Hence, µ = µ c and there are no jumps at fixed discontinuities. A well-known example corresponds to ρ y (s) = ρ(s) = e −s /s, which identifies a so-called gamma CRM µ. With such a choice of the Lévy intensity, from (A.1) it can be seen that for any measurable function
Hence, if f = 1 A is the indicator function of a set A in Y such that P 0 (A) > 0, the random variable µ(A) has a Ga(1, cP 0 (A)).
B Correlation between GM-dependent RHRs
In the paper it has been mentioned that the determination of the correlation coefficient between the point valuesS 1 (t 1 ) andS 2 (t 2 ) of the survival functions, at any positive t 1 and t 2 , is straightforward and does not require any extra integrability condition for the jump part of the Lévy intensity ρ. The same cannot be said when it comes to evaluating the correlation coefficient between any two values of the hazard functionh 1 (t 1 ) andh 2 (t 2 ), at any t 1 and t 2 . Indeed, in this case, one needs to introduce additional integrability conditions one of which concerns ρ. From the Proposition below, it can be further noted that the correlation betweenh 1 (t 1 ) andh 2 (t 2 ) displays a linear dependence on z and, as expected, it is equal to 0 when z = 1.
Proposition B.1. Let (h 1 ,h 2 ) be GM-dependent RHRs. Suppose also that the following conditions hold true:
(i) Y k(t 1 ; y) k(t 2 ; y) P 0 (dy) < ∞ for any positive t 1 and t 2 ,
(ii)
Then the correlation betweenh 1 (t 1 ) andh 2 (t 2 ) is given by
Proof. To simplify the notation, for i = 0, 1, 2, we set µ i (k(t)) := Y k(t; y)µ i (dy) and note that the determination of the correlation betweenh 1 (t 1 ) andh 2 (t 2 ) boils down to computing moments of the functionals µ i (k(t)). This can be accomplished by means of the following
.
One accordingly has
Corr(h(t 1 )h 2 (t 2 )) = (1 − z)
If Y k(t 1 ; y) k(t 2 ; y) P 0 (dy) < ∞ for any t 1 and t 2 and ∞ 0 s 2 ρ(s) ds < ∞, one may write
and, similarly, ∂ 2 ∂λ 2 ψ(λ k(t))
The proof is complete when (B.2) and (B.3) are plugged in (B.1).
C Proof of Proposition 2
We shall resort to an approach set forth in Regazzini and Sazonov (2000) that makes use of a discretization process. First note that since Y is separable there exists a sequence (Π r ) r≥1 of measurable partitions of Y, with Π r = {A r,i : i = 1, . . . , κ r + 1}, such that: (a) Π r+1 is a refinement of Π r ; (b)
for ℓ = 1, 2, where y * r,h,ℓ are points in A r,h . It follows that 
r,n2 ), then, Proposition 2 in Regazzini and Sazonov (2000) implies
almost surely, as r → ∞, with X = (X 1 , X 2 ), V = (V 1 , V 2 ) and Y = (Y 1 , Y 2 ). Hence, relying on this result, our main task is the determination of T (r) L (t 1 , t 2 ; λ 1 , λ 2 ), which is feasible, and of its limit T L (t 1 , t 2 ; λ 1 , λ 2 ) as r → ∞. In (C.1) we shall also suppose one is also conditioning to c, z and 
is the likelihood corresponding to the discretized observation procedure. Since for any A ∩ B = ∅ the two vectors (μ 1 (A),μ 2 (A)) and (μ 1 (B),μ 2 (B)) are independent, conditional on the hyperparameters, one has for r large enough
As for the the terms in the right hand side of (C.3), note first that
, (C.5) with a similar expression holding true for ℓ = 2, and , (C.6) with i = 1, 2 and for each r ∈ {1, . . . , k 0 }. The derivatives in (C.5)-(C.6) can be evaluated by resorting to an extension of the Faà di Bruno's formula as proposed, e.g., in Constantine and Savits (1996) .
Such a formula is quite difficult to evaluate, but in our case it considerably simplifies due to diffuseness of P 0 . Indeed, as r → ∞ one has P 0 (A r,h ) → 0, for any h, and one can rely on the firs term of the formula in Constantine and Savits (1996) , since the remaining terms converge to zero, as r → ∞, more quickly than the first one and do not contribute to the evaluation of (C.2). In view of this helpful remark, one may write for any i = 1, . . . ,
where, as usual, for any sequence (b r ) r≥1 such that b r → 0 as r → ∞, then b 
It is now useful to introduce the auxiliary variables (V 1 , V 2 ) which allow, starting from (C.7), to deduce the following
and, analogously,
r,j ) .
(C.10) Using (C.4), (C.8), (C.9) and (C.10), and defining
we can give a conditioned expression of the expected value in (C.3), that is
Thus, we got an expression for the denominator of the ratio (C.2) and, as r → ∞, we can ignore the last summand on right hand side above since it will be negligible if compared to the other. The determination of the numerator of (C.2) proceeds along the same lines, the only difference being the consideration ofh 1 (t 1 ) andh 2 (t 2 ). To this end, we set L ℓ (·) = λ ℓ k(t ℓ ; ·) for ℓ = 1, 2, and using the independence increments property that has been used for determining the denominator, one has
One can now deduce that, as r → ∞, the ratio that defines the discretized Laplace transform in (C.2) converges to
If ψ is the Laplace exponent of a CRM with Lévy intensity ν(ds, dy) = cρ(s)ds P 0 (dy), then ψ τ := ψ( · + τ ) − ψ(τ ) is, for any non-negative and measurable function τ , the Laplace exponent of a CRM with Lévy intensity c exp(−τ (y) s) ρ(s)ds P 0 (dy). One thus realizes that
is the Laplace transform of (h * 1 ,h * 2 ). We focus now on the first of the three products in (C.13). In every factor we consider the integral that does not depend on L 1 and L 2 , that is on λ 1 and λ 2 , as a normalizing constant and recognize the Laplace transform of a random vector
where the random jumps
and J i,1 has density function given by
Similarly, the second product in (C.13) coincides with the Laplace transform of
, where the random
and J j,2 has density function given by f ( · | n j,2 , K 1 (Y * j,2 )V j,2 +K 2 (Y * j,2 )). And finally, the third product in (C.13) corresponds to the Laplace transform of a random vector
, where the random jumps 
D Proof of Proposition 3
Let us use the simplified notation E * [ · ] to denote an expectation conditional on the vector of observations and latent variables (X 1 , X 2 , Y 1 , Y 2 , V 1 , V 2 ) and on other hyperparameters of the model. Under square loss function, the estimator of the survival function S 1 evaluated at a point t > 0 is equal to
By virtue of independence this may be written as
We shall now consider separately the expected values that appear in (D.1). We have
where we have used the Fubini-Tonelli theorem. As stated in Proposition 3,μ * 1 is equal in distribution to the sum of µ * 1 and µ * 0 , independent CRMs. Thus, the last expression may be written as
where ν * 0 and ν * 1 are the Lévy intensities in Proposition 3. Thus we may conclude that
1 − exp −sK t (y) exp (−s (K 1 (y) + K 2 (y))) ρ(s) ds P 0 (dy) . 
E Posterior variance ofS ℓ (t)
A direct application of Proposition 2 allows to derive an explicit analytic form of the posterior variance ofS ℓ (t), given the latent variables L = (Y 1 , Y 2 , V 1 , V 2 ). Indeed, the evaluation of ES 2 ℓ (t) − (ES ℓ (t)) 2 amounts to the computation of the marginal Laplace transform of the bivariate cumulative hazard induced by (20) . Though this can be carried out for any vector of GM-dependent CRMs (μ 1 ,μ 2 ) and for any choice of the mixed kernel k( · ; · ), here we focus on the dependent extended gamma process.
More specifically, we set (μ 1 ,μ 2 ) as a GM-dependent gamma process and k(t, y) = β1 (0,t] (y) for which we obtain a result analogous to Corollary 1. That is, at every point t > 0, the variance of the random survival functionS 1 (t), conditional on X 1 , X 2 , latent variables L and hyperparameters Θ, equals
i,1 (t) − c(1 − z) 
F The Gibbs sampler
In this section we describe a Gibbs type algorithm that we will use to estimateS ℓ , for ℓ = 1, 2, when (h 1 ,h 2 ) are dependent extended gamma processes as described in the previous section. It is to be noted that, despite we specialize the sampler to the case whereμ = (μ 1 ,μ 2 ) is a vector of GM-dependent CRMs, the posterior characterization we provide in Section 4 of the paper allows one to extend the description below to any vector of GM-dependent CRMs and any kernel k( · , · ).
In order to simplify notation, set L = (Y 1 , Y 2 , V 1 , V 2 ) and Θ = (c, z, β). The marginalization of It is possible to sample from (F.3) by means of a rejection algorithm that essentially proceeds as the one we used to sample a new value of Y i,1 , for which we still refer to Appendix F.2.
As far as the label V i,1 is concerned, we have
The full conditional distribution of z coincides with
where V i,1 = 1 being straightforward. According to (F.2), Y i,1 is, with probability 1, in the interval (0, X i,1 ]. For j = i, . . . , n 1 , we define I j = (X j+1,1 , X j,1 ] and obtain a partition {I i , . . . , I n1 } of (0, X i,1 ]. Moreover, for each j = i, . . . , n 1 , we define π j as the probability that a new value for Y i,1 is in the interval I j and we obtain π j = 1 j log ξ j,1 − jX j+1,1 + β −1 ξ j,1 − jX j,1 + β −1 .
Thus, if we define, for j = i, . . . , n 1 ,
we can rewrite A trivial rejection algorithm allows to sample from each f j . Since, for every j = i, . . . , n 1 , the density f j vanishes outside the interval I j and is bounded by M j := 1 π j (ξ j,1 − jx j,1 + β −1 ) , M j 1 Ij can be used as dominating curve. Thus, if we define a (n 1 − i + 1)-dimensional random vector Q with multinomial distribution of parameters (1, p i , . . . , p n1 ), we can sample a new value for Y i,1 by following the next steps.
1. Generate Q, 2. define j 0 as the only element of {i, . . . , n 1 ) s.t. Q j0 = 1, 3. generate Y i,1 from f j0 by means of the described rejection algorithm.
