Abstract. We investigate questions related to the minimal degree of invariants of finitely generated diagonalizable groups. These questions were raised in connection to security of a public key cryptosystem based on invariants of diagonalizable groups. We derive results for minimal degrees of invariants of finite groups, abelian groups and algebraic groups. For algebraic groups we relate the minimal degree of the group to the minimal degrees of its tori. Finally, we investigate invariants of certain supergroups that are superanalogs of tori. It is interesting to note that a basis of these invariants is not given by monomials.
Introduction
Let G be a group, V a vector space over a ground field F , and G acts on V by linear transformations. The typical problem in the invariant theory of the group G is to find an upper bound for degrees of generators of F [V ]
G . For fields F of characteristic zero, there is a classical result of Noether [13] which states that the algebra of invariants of G is generated by polynomials of degrees not exceeding the order of G.
In this paper we are investigating a different problem and replace a generating set of invariants of G by a single nonconstant invariant of G. Namely, we are interested in a question: whether there is a nonconstant invariant of G of degree not exceeding a certain value. This question is motivated by security consideration in [11] related to a publickey cryptosystem based on invariants of diagonalizable groups. Since one possible atttack on this cryptosystem is based on brute-force linear algebra, if we know that there is a nonconstant invariant of G of small degree, then this linear algebra attack is sucessful. On this other hand, if we know that there are no nonconstant invariants of G of small degree, then the cryptosystem is secure against this type of attack.
It is easier to formulate and investigate this problem in terms of the minimal degree M G,V of invariants of the group G with respect to the fixed representation G → GL(V ). We will establish both lower and upper bounds for M G,V .
We start by recalling the concept of an invariant of a group G in Section 1. In Section 2 we describe the public-key cryptosystem based on invariants of G. In Section 3 we show that the minimal degree of an abelian group G is the same as the minimal degree of its subgroup generated by semisimple elements. We also study minimal degrees of diagonalizable groups. In Section 4 we relate the minimal degree M G,V of an algebraic G to the minimal degrees of invariants of its torus T . Afterward, we explain the concept of invariants of supergroups in Section 5. In Section 6 we derive certain properties of invariants of certain supergroups. One interesting property is that, unlike for groups, the basis of invariants for supergroups does not consist of monomials.
Invariants of finitely-generated linear groups
In this paper, we will consider only finitely generated groups G acting faithfully on a finite-dimensional vector space V = F n over a field F of arbitrary characteristics. Therefore, we can asume that G ⊂ GL(V ). From the very beginning, assume that the representation ρ : G → GL(V ) is fixed, and the group G is given by a finite set of generators. With respect to the standard basis of V , each element g of G is therefore represented by an invertible matrix of size n × n, and g acts on vectors in V by matrix multiplication.
Let
, which has a property that its values are the same on orbits of the group G. In other words, for every vector v ∈ V and for every element g ∈ G, we have f (gv) = f (v). We note that different representations of G lead to different invariants in general, but this is not going to be a problem for us since our representation of G is fixed. We will denote the algebra of invariants of G by
G . Denote by M G,V , or simply by M G or M if we need not emphasise the group G or the vector space V it is acting on the minimal positive degree of an invariant from
Public key-cryptosystem based on invariants
We start by recalling the original idea of the public-key cryptosystem based on invariants from the paper [3] and recalling its modification presented in [4] .
Cryptosystems based on invariants.
To design a cryptosystem, Alice needs to choose a finitely generated subgroup G of GL(V ) for some vector space V = F n and a set {g 1 , . . . , g t } of generators of G. Alice also chooses an n×n matrix a. Alice needs to know a polynomial invariant f : v → f (v) of this representation of G. Then the polynomial af : v → f (av) is an invariant of the conjugate group H = a −1 Ga. Depending on the choice f and a, Alice chooses a set M = {v 0 , . . . , v s−1 } of messages consisting of vectors from V that are separated by the polynomial af . This means that f (av i ) = f (av j ) whenever i = j.
Alice also chooses a set of randomly generated elements g 1 , . . . , g m of G (say, by multiplying some of the given generators of G), which generates a subgroup of G that will be denoted by G ′ . Alice announces as a public key the set M of possible messages, and the group
In the first paper [3] its author assumes that the group G, its representation in GL(V ) and the invariant f are in the public key. We refer to this setup as variant one. However, the version in paper [4] assumes that G, its representation in GL(V ) and the invariant f are secret. We refer to this setup as variant two. We will comment on both variants later.
For the encryption, every time Bob wants to transmit a message m ∈ M , he chooses a randomly generated element h of the group H(by multiplying some of the generators of H given as a public key). Then he computes u = hv i and transmits the vector u ∈ V to Alice.
To decript the message, Alice first computes au and then applies the invariant f . (Of course this is the same as an application of the invariant af of H that separates
Since a was chosen so that f (av i ) = f (av j ) whenever i = j, Alice can determine from the value of f (au) whether the symbol v i and the corresponding message that was encrypted by Bob.
Design and modification of the cryptosystem based on invariants.
There is an obvious modification of the above cryptosystem which improves the ratio of the expansion in size from plaintext to ciphertext, namely replacing the set of two elements v 0 and v 1 from V by a larger set S = {v 0 , . . . , v r−1 }, such that the invariant f separates every two elements of aS = {av 0 , . . . , av r−1 } instead.
The paper [11] studies cryptosystems based on invariants of finitely generated groups G and considers advantages and disadvantages of various choices of G. Most notable is the distinction between diagonalizable and unipotent groups as well between finite and infinite groups. The behaviour of the cryptosystem varies based on the choice of the underlying ground field F or residue ring R. When working over finite field, the cyclicity of the multiplicative group F × plays a big role and security of the cryptosystem is related to the discrete logarithm problem. When F is a number field, then the factorization properties in the ring of its integers Z come into forefront. Finally, in the case of a residue ring R of a ring of algebraic integers Z modulo its ideal a, we work over a group of units of a finite ring and their multiplicative structure is more involved than that for a finite field. This case also involves questions related to factorization in the ring of algebraic integers Z and is therefore a mixture between the previous two cases. ) 4 ) and the total search will take no more than time O(n 8r ). Therefore, for the security of the system it must be guaranteed that m n+M−1 M is high, say, it is not polynomial in n.
Lower bounds for degrees of polynomial invariants
The significance of understanding the minimal degree M G,V of invariants for the security of the invariant-based cryptosystem was established above. In particular, it is important to find a nontrivial lower bound for M G,V . Unfortunately, we are not aware of any articles establishing lower bounds for the minimal degree of invariants, except in very special circumstances, e.g. [6] .
On the other hand, there are numerous upper bounds for the minimal degree
G is generated as an algebra by all invariants in degrees not exceeding β(G, V ). For example, a classical result of Noether [13] states that if the characteristic of F is zero and G is finite of order |G|, then β(G, V ) ≤ |G|. There is an extensive discussion of Noether bound and results about β(G, V ) in section 3 of [15] . It was conjectured by Kemper that for G = 1, and arbitratry ground field F , the number β(G, V ) is at most dim V (|G| − 1). Recently, this conjecture was proved by Symonds in [16] .
When one wants to find an invariant of G, it seems natural to consider an upper bound β(G, V ). However, if we want to show that there are no invariants of small degrees (as is our case), then we need to find lower bounds for M G,V . Until now, there was no real impetus to consider such a problem.
Assume again that G is a (finitely generated) subgroup of GL(V ), and denote
Denote by G = G the Zariski closure of G. We will assume that G is a linearly reductive subgroup in GL(V ) (in particular, this assumption is satisfied if G is a finite group and the characteristic of F does not divide |G|). According to [7] (see also [2] 
G is a free module over its subalgebra F [p 1 , . . . , p s ], freely generated by the (homogeneous) parameters p 1 , . . . , p s , which are called the first generators. In other words,
In what follows we will denote by ζ k a primitive root of unity of order k. If the order k is clear from the context, we will denote it just by ζ. Additionally, every time ζ k is mentioned, we assume that it is an element of the ground field F .
If a matrix g ∈ GL(V ) has a finite order k, then all eigenvalues λ 1 , . . . , λ n of g are roots of unity. If we denote ζ = ζ k , then there are integers k i such that λ i = ζ ki , where 0 ≤ k i < k and gcd(k 1 , . . . , k n , k) = 1. For g = 1 denote by k g the positive integer
, where integers a 1 , . . . , a n ≥ 0}.
The following lemma describes invariant polynomials and M t for a diagonal matrix t of finite order. t is generated by monomials
Proof. The properties of numbers k i follow immediately. Since t acts on the corresponding coordinate function as tx i = λ −1 i x i , we obtain that a monomial
b is a semi-invariant of t, monomials x a as above generate
t . The formula for M t is then clear.
For the next lemma we apply standard results from algebraic group theory, that can be found, for example, in [10, 18] . Assume that F is a perfect field. For an element g ∈ G let g = g s g u be its Jordan-Chevalley decomposition. Let G s and G u denote the sets of semisimple and unipotent components of all elements from G, respectively.
Lemma 3.2. Assume that the ground field F is perfect. If a group H is abelian,
Proof. Since the algebraic group H = H is abelian, it can be written as a product H = H s × H u of its closed subgroups H s and H u . The inclusions H s ⊆ H s and
Proof. Lemma 3.2 implies M <g> = M <gs> . With respect to a basis of V , consisting of eigenvectors of g s , g s is represented by a diagonal matrix. By Lemma 3.1 we obtain M <gs> = k gs . Since k <g> = k <gs> , the lemma follows.
The following lemma is well-known, see [1] .
Lemma 3.4. If G ⊂ GL n (R) and G is finite, then G has an invariant of degree two.
Proof. Let g 1 = 1, . . . , g s be all elements of G and
n ) for i = 1, . . . , s. Since values of each x i are non-negative when evaluated as polynomials in t 1 , . . . , t n , the values of the invariant polynomial s i=1 x i evaluated as polynomial in t 1 , . . . , t n are non-negative and they can be equal to zero only if each x i is zero. But x 1 = 0 only if t 1 = . . . = t n = 0. Therefore s i=1 x i is positive definite quadratic form in t 1 , . . . , t n , hence a non-zero invariant of G. Corollary 3.5. Let g = 1 correspond to a matrix from GL n (R) of finite order. Then either one of the eigenvalues of g equals 1 or there are two eigenvalues λ and µ of g, both different from 1 such that λµ = 1. Lemma 3.6. Let G be a finite abelian group of an exponent q, the ground field F is perfect and charF does not divide q. Then for every G-module V one has the upper bound M G,V ≤ q. This upper bound is sharp.
Proof. Without a loss of generality one can assume that G ≤ GL(V ). By Lemma 3.2 one can also assume that G = G s , hence G is diagonalizable. Every element g ∈ G is represented by a matrix whose diagonal entries are powers of the q-th primitive root ζ. This implies the first statement. To show that the upper bound is sharp, it is enough to consider an example when one element g is represented by a matrix whose all diagonal entries are equal to ζ.
If G is a diagonalizable finite abelian subgroup of GL(V ), then using Lemma 3.1 of [9] we can reduce the computation of M G,V to an integer programming problem. In fact, this lemma states that there are invariant monomials
G is a product of (not necessary non-negative) powers of the monomials f 1 , . . . , f n . Since
G has a basis consisting of invariant monomials, any such monomial has a form f l1
n is a solution of the system of inequalities
From here we derive that M G,V is the minimum of the function
evaluated on the solution set of the above system of inequalities.
To illustrate the difficulty of finding a lower bound for M G,V , we will determine the value of M G,V explicitly for certain finite subgroups G of GL 2 (C). The list of all finite subgroups of GL 2 (C) is presented in [6] .
Let G be a finite group from Lemma 2.1 of [6] . The group G has two generators
where λ is an e-th primitive root of unity,
Additionally, the number d is square-free and each prime factor of e divides one of the numbers v 1 , v 2 or d. In particular, G ≃< A > × < B >= Z e × Z e g . To calculate M G , we need to consider the following system of congruencies:
where a 1 , a 2 ≥ 0 are such that a 1 + a 2 > 0. The second congruence implies that
, where t is a positive integer. Substituting the value of a 1 into the first congruence we receive
Since gcd(e, dv 1 − jv 2 ) = 1, we obtain that ev1 g divides a 2 , which implies that ev2 g divides a 1 . Since both a 1 and a 2 are multiples of e g , the second congruence ga 1 + dga 2 ≡ 0 (mod e) can be eliminated from the system since it is automatically satisfied.
Define
. Then a 
Additionally,
Finally, observe that for every s > 0 and for every t such that ]. After substituting this into the above expression for a 1 + a 2 we obtain
If s ′ = 0, then the minimum for such a 1 + a 2 is attained for l = 1 and it equals to a 1 + a 2 = e v2 . If s ′ > 0, then the minimum for such a 1 + a 2 is attained for l = 0 and it equals to
The statement follows by combination of the last two formulas.
Example 3.8. The following example shows that not all finite subgroups of GL(V ) are small. Let G be a subgroup of SL 2 (C) generated by the matrices
The group G is the group from Lemma 2.3 of [6] and V = C 2 . If g ∈ G is not an identity matrix, then it has eigenvalues λ and λ −1 , where λ = 1 is a root of unity. If H is an abelian subgroup of G, then H s can be conjugated with a subgroup H ′ of the group of diagonal matrices. Thus Based on the above discussion, the following problem seems natural. A more general problem is to estimate the value of M G for a given finite subgroup G ≤ GL(V ). There are no general results for the lower bound for M G but the following result of Thompson gives an upper bound for M G in general.
Proposition 3.10. If G is a finite subgroup of GL n (C) and G has no non-trivial characters, then M G ≤ 4n 2 .
Proof. In the notation of the paper [17] , the integer M G coincides with d G . The main theorem of [17] states that d G ≤ 4n 2 .
Minimal degrees of invariants of algebraic groups
Let G be an algebraic subgroup of GL(V ) and B be its Borel subgroup. Propositions I.3.4 and I.3.6 of [8] (see also Theorem 9.1 of [5] ) imply
Since G/B is a projective variety, we have
and the minimal degrees of invariants M G,V and M B,V coincide. The group B is a semi-direct product of a torus T and the unipotent radical U of B, i.e. B = T ⋉ U. For a (finite-dimensional) U-module S, denote by S U the smallest U-submodule of S such that U acts trivially on S/S U .
Define a filtration of a U-module V as
where
Since U B, the above filtration is also a filtration of B-submodules. One can verify easily that (V /V 1 )
Proposition 4.1. The minimal degrees of invariants of G and T are related in the following way.
Proof. First inequality is trivial. For the second inequality, first observe that
The second inequality in the above proposition is sharp. In fact, if U coincides with the centralizer of the flag V k ⊆ V k−1 ⊆ . . . ⊆ V 1 ⊆ V , then U is good in the sense of [14] . Furthermore, Theorem 4.2 of [14] 
V . An important consequence of the above proposition is that in many cases the minimal degree of invariants of a linear group is controlled by minimal degree of invariants of its suitable abelian subgroup; more precisely, by its diagonalizable subgroup.
Invariants of supergroups
Having in mind possible modification of the cryptosystem based on invariants of groups to a cryptosystem based on supergroups, we will define the notion of an invariant of a supergroup. From now on we assume that the characteristic of the ground field F is different from 2. 5.1. Definitions and actions. Let V be a superspace, that is a Z 2 -graded space with even and odd components V 0 and V 1 , respectively. If v ∈ V i , then i is said to be a parity of v and it is denoted by |v|. In what follows, morphisms between two superspaces V and W are assumed to be graded. The tensor product V ⊗ W has the natural structure of a superspace given by (V ⊗ W ) i = k+l=i,k,l∈Z2
A Z 2 -graded associative algebra A is called a superalgebra. The superalgebra A is said to be supercommutative if it satisfies ab = (−1) |a||b| ba for all homogeneous elements a and b. For example, any algebra A has the trivial superalgebra structure defined by A 0 = A, A 1 = 0. The tensor product A ⊗ B of two superalgebras A and B has the superalgebra structure defined by
The category of all supercommutative superalgebras with graded morphisms is denoted by SAlg F . A superalgebra A is called a superbialgebra if it is a coalgebra with the coproduct ∆ : A → A ⊗ A and counit ǫ : A → F such that both ∆ and ǫ are superalgebra homomorphisms. In what follows we use Sweedler's notation ∆(a) = a 1 ⊗ a 2 for a ∈ A. Let A + denote the (two-sided) superideal ker ǫ. A superspace V is called a left/right A-supercomodule if V is a left/right Acomodule and the corresponding comodule map τ : V → V ⊗ A is a morphism of superspaces.
A superbialgebra A is called a Hopf superalgebra if there is a superalgebra endomorphism s : A → A such that a 1 s(a 2 ) = s(a 1 )a 2 = ǫ(a) for a ∈ A. Additionally, we assume that s is bijective and it satisfies the condition ∆s = t(s ⊗ s)∆, where t :
Let A be a supercommutative superalgebra. Then the functor SSp A : SAlg F → Sets, defined by SSp A(C) = Hom SAlg F (A, C) for C ∈ SAlg F , is called an affine superscheme. If X = SSp A is an affine superscheme, then A is denoted by F [X] and it is called the coordinate superalgebra of X.
If A is a Hopf superalgebra, then G = SSp A is a group functor that is called an affine group superscheme, or shortly, an affine supergroup. The group structure of G(C) is given by g 1 g 2 (a) = g 1 (a 1 )g 2 (a 2 ), g −1 = gs and 1 G(C) = ǫ for g 1 , g 2 , g ∈ G(C) and a ∈ A. The category of affine supergroups is dual to the category of supercommutative Hopf superalgebras. If
A (closed) subsupergroup H of G is uniquely defined by the Hopf ideal I H of F [G] such that for every C ∈ SAlg F an element g ∈ G(C) belongs to H(C) if and only if g(I H ) = 0. For example, the largest even subsupergroup G ev of G is defined by the ideal
The category of left finite-dimensional G-supermodules coincides with the category of right The coordinate superalgebra of A m|n is isomorphic to the polynomial superalgebra freely generated by the dual basis x i of V * such that x i (v j ) = δ ij for 1 ≤ i, j ≤ m + n. In other words, w(x i ) = x i (w) = c i for every w = 1≤i≤m+n v i ⊗ c i ∈ (V ⊗ C) 0 and C ∈ SAlg F . In order to make the notation consistent, we will also denote
Since this action is functorial, it gives the left G-action on the affine superscheme A m|n . The composition of this action with the inverse morphism g → g −1 defines the right action of G on A m|n , which is equivalent to the right coaction of
Since the comodule map
There is a natural pairing (
for a, b ∈ C and C ∈ SAlg F , such that the above coaction is equivalent to the standard action
5.2.
Cryptology application. The invariants of supergroups have two possible applications in the design of public-key cryptosystem. The first option is to work with relative invariants from the C-superalgebra
for some superalgebra C ∈ A ∈ SAlg F . The second option is to work with absolute invariants from the superalgebra F [V ]
G , consisting of all f ∈ F [V ] such that τ (f ) = f ⊗ 1, or equivalently, g(f ⊗ 1) = f ⊗ 1 for every g ∈ G(C) and C ∈ SAlg F . We will leave a consideration of these options for the future.
Invariants of certain supergroups
We will now investigate the structure of invariants of certain supergroups G. We will establish, in contrast to the case of diagonalizable groups, that generators of invariants of G are not given by monomials.
Recall that every diagonalizable algebraic group is isomorphic to a finite product of copies of the one-dimensional torus G m and groups µ n , where µ n is the n-th roots of unity and n > 1. Here µ n (C) = {c ∈ C × |c n = 1} for every commutative algebra C (see Theorem 2.2 of [18] ).
Let D be a diagonalizable algebraic group and X = X(D) be the character group of D. Then F [D] = F X is a group algebra of X. The Lie algebra Lie(D) can be identified with the subspace of F [D] * = (F X) * consisting of all linear maps y : F X → F such that y(g 1 g 2 ) = y(g 1 )+y(g 2 ) for every g 1 , g 2 ∈ X. Fix a pair (g, x) , where g ∈ X and x ∈ Lie(D) such that if x = 0 then g 2 = 1. Since charF = 2, we have y(g) = 0 for every y ∈ Lie(D).
The following supergroup D g,x was first introduced in [12] . The coordinate algebra
where z is odd and z 2 = 0. The Hopf superalgebra structure on F [D g,x ] is defined as: D1,x = F [V ] Dist(D1,x) (see [19] ). Since (D 1,x ) ev is (naturally) isomorphic to D, from now on we will identify it with D. The restriction of the comodule map τ is given by τ | D (f j,a ) = f j,a ⊗ h j for 1 ≤ j ≤ s and a = 0, 1. We also have D . Then ψ acts on A as φ| A . Furthermore, φ acts on F [V ] as an odd superderivation such that φf j,0 = x(h j )f j,1 and φf j,1 = f j,0 . Hence
D1,x = A Dist(D1,x /D) = {a ∈ A | ψa = φa = 0}. Choose a homogeneous basis {v i } i∈I1⊔I2 of the N-graded space A such that the vectors {v i } i∈I1 form a basis of φA and the vectors {v i } i∈I2 form a basis of A/φA.
