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Biophysics Program, Dept. of Molecular Biology and Genetics,
Cornell University, Ithaca, New York 14853, USA∗
In principle, the generalized master equation can be used to efficiently compute the macroscopic
first passage time (FPT) distribution of a complex stochastic system from short-term microscopic
simulation data. However, computing its transition function matrix, Γ(τ ), from such data can
be practically difficult or impossible. We solve this problem by showing that the FPT moment
generating function is a simple function of the (easily computable) Laplace transform of the local
FPT distribution matrix. Physical insight into this relationship is obtained by analyzing the process
of steady-state relaxation.
PACS numbers: 02.50.Ey, 02.70.-c, 05.10.-a, 82.20.Uv
Computing the macroscopic transition rates and first
passage time (FPT) distributions of complex systems
(e.g., proteins) by computational simulations using mi-
croscopic equations of motion can be expensive, if not im-
possible, particularly when the systems are large and/or
when transitions are rare. In principle, computation
can be simplified and comprehension can be enhanced
by coarse-graining the microscopic equations to a macro-
scopic generalized master equation [1]
dP (t)
dt
= δ(t)P (0)−
∫ ∞
0
Γ(τ) ·P (t− τ)dτ , (1)
with P (−∞) = 0. This describes the time-evolution of
P (t), the ensemble occupation number N -vector defined
over states s, each corresponding to a subregion of the mi-
croscopic phase space, after injection of systems at time
t = 0. Γ(τ) is the N × N matrix of transition func-
tions, which includes memory effects. Corresponding to
conservation of probability and to causality,
1 · Γ(τ) = 0 , Γs,s′(τ) ≤ 0 (s 6= s
′) , (2)
(where 1 is the N -vector with all components equal to
1).
The task is to determine the rate, or more generally
the FPT distribution, of transitions from an initial state
i to a final state f . So as to examine first passage times,
we make f an absorptive state:
Γ(τ) · ǫˆf = 0 , (3)
where ǫˆs denotes the basis vector which has component
s equal to 1 and all other components 0. Then the FPT
distribution is
ϕ(t) = dPf (t)/dt for P (0) = ǫˆi , (4)
the mean FPT (MFPT) is the first moment 〈〈τϕ〉〉, where
〈〈τkϕ〉〉 ≡
∫ ∞
0
τkϕ(τ) dτ ,
and the transition rate is 〈〈τϕ〉〉−1. We assume that f is
the only absorptive state and that the system is ergodic,
so P (∞) = ǫˆf . Therefore,∫ ∞
0
ϕ(τ)dτ = Pf (∞) = 1 . (5)
Defining the Laplace transform of g(τ) as g˜(u) ≡∫∞
0 e
−uτg(τ) dτ , the FPT moment generating function
is
∞∑
k=0
〈〈τkϕ〉〉αk
k!
= ϕ˜(−α) .
We assume (as is true in most cases of interest) that ϕ(τ)
decays faster than e−αmaxτ as τ → ∞ for some positive
αmax, so that ϕ˜(−α) is analytic in a neighborhood about
0 and can be differentiated to yield all moments. (This
assumption is not essential, but simplifies the discussion.
If it is not true, the discussion will still be valid for the
finite moments.)
In some cases, Γ(τ) can be defined from first principles.
However, for complicated systems such as proteins it
must be computed from microscopic simulations. In such
cases relatively short (compared to the MFPT) molecular
or Langevin dynamics simulations can be used to deter-
mine −Ks,s′(τ) (s 6= s
′), the local FPT distribution. This
is the probability density that, after arriving at state s′,
a system waits for an interval τ before first leaving and
that it goes to s. The diagonal elements of the N × N
matrix K(τ) are defined by Ks,s(τ) ≡ −
∑
s6=s′ Ks,s′(τ),
so like Γ(τ), K(τ) satisfies
1 ·K(τ) = 0 , Ks,s′(τ) ≤ 0 (s 6= s
′), K(τ) · ǫf = 0 ,
and also, by its definition and the assumption that f is
the only absorptive state, satisfies
∫ ∞
0
Ks,s(τ) dτ = 1 (s 6= f) .
2The Laplace transforms of Γ(τ) and K(τ) are related by
Γ˜(u) = uK˜(u) · {I −Diag[K˜(u)]}−1 (6a)
K˜(u) = Γ˜(u) · {uI +Diag[Γ˜(u)]}−1 , (6b)
where I is the identity matrix and Diag[A] denotes the
matrix of diagonal elements of A [1]. However, even
though Eq. (6a) can be used to determine Γ˜(u) from
K˜(u), the inverse Laplace transform required to deter-
mine Γ(τ) can be difficult, if not impossible, to compute.
This precludes the computation of ϕ(t) by integration of
Eq. (1) when only K(τ) is known.
Faradjian and Elber [2] have recently provided a so-
lution to this problem by showing that Eq. (1) can be
reformulated using either a coupled set of QK equations
or a single set of (pseudo-)Markovian PJ equations that
allow dP (t)/dt to be integrated in t using only K(τ), not
Γ(τ). However, this procedure is inefficient since it re-
quires modelling the full functional dependence of K(τ),
even though most of the relevant information is contained
within only a few of its lower moments.
Here we discuss how to compute the FPT moments di-
rectly from the moments of Γ(τ) orK(τ) without need for
an alternative formulation and at reduced computational
cost. In addition, we show how physical insight into the
relationships between the moments emerges from analy-
sis of the physical process of steady-state relaxation.
Results—The Laplace transform of Eq. (1) with
P (0) = ǫˆi is
uP˜ (u) = ǫˆi − Γ˜(0) · P˜ (u)
with solution P˜ (u) = [uI + Γ˜(u)]−1 · ǫˆi, where I is the
identity matrix. Combining this with Eqs. (4) and (6a)
gives expressions for the FPT moment generating func-
tion in terms of either Γ˜(u) or K˜(u):
ϕ˜(−α) = −αǫˆf · [Γ˜(−α)− αI]
−1 · ǫˆi (7a)
= ǫˆf · [I + K˜(−α)]
−1 · ǫˆi , (7b)
where A denotes the matrix of off-diagonal elements of A
[3]. [The singularity in Eq. (7a) at α = 0 is removable.]
To gain insight into the physical significance of these
relationships, we replace Eq. (1) with the equation for
steady-state relaxation—the situation in which systems
are continuously injected into the initial state at an ex-
ponentially decreasing rate exp(−αt) beginning at t = 0.
Eq. (1) becomes
dP (t)
dt
= e−αtθ(t)ǫˆi −
∫ ∞
0
Γ(τ) · P (t− τ)dτ , (8)
where θ(t) is the Heaviside step function. If α = 0, as
t → ∞ Eq. (8) describes steady-state flow, and we ex-
pect that the occupation numbers in all the intermediate
states, Ps(t) (s 6= f), will approach a constant steady-
state solution. When α > 0 we expect that the interme-
diate state occupation numbers will will decay exponen-
tially as t → ∞. The key point is that the asymptotic
steady-state solution is easy to compute and determines
the FPT generating function exactly.
Since Eqs. (1) and (8) are linear, the systems injected
at different times will transition to f independently, so
dPf/dt during steady-state relaxation is obtained simply
by integrating Eq. (4) over the incoming flux:
dPf (t)
dt
=
∫ t
0
e−α(t−τ)ϕ(τ) dτ . (9)
That is, ϕ(τ) determines the fraction of the flux intro-
duced at time t − τ , e−α(t−τ), that arrives at f at time
t. As long as t is larger than the support of ϕ(τ), we can
extend the upper limit of the integral to ∞, and Eq. (9)
can be rewritten as:
ϕ˜(−α) =
∫ ∞
0
ϕ(τ)eατ dτ = eαt
dPf (t)
dt
(t≫ 0) . (10)
Thus, solving Eq. (8) for P (t) when t ≫ 0 determines
the FPT generating function.
We must take care because Γ(τ) is singular: Eqs. (2)
and (3) imply that it has left null-vector 1 and corre-
sponding right null-vector ǫˆf . Thus, it is convenient to
decompose Eq. (8) by projecting it into the null-space
and its bi-orthogonal space using the idempotent, asym-
metric projection operators P and Q:
P = ǫˆf ⊗ 1, Q = I − P .
and expanding
P (t) = ǫˆfPtot(t) + P¯ (t) , (11)
where Ptot(t) ≡ 1·P (t) and P¯ (t) ≡ Q·P (t). Substituting
this into Eq. (8) yields the two independent equations
dPtot(t)
dt
= e−αtθ(t)
dP¯ (t)
dt
= e−αtθ(t)(ǫˆi − ǫˆf )−
∫ ∞
0
Γ(τ) · P¯ (t− τ) dτ,
The first equation [along with boundary condition
P (−∞) = 0] implies that
Ptot(t) =
1− e−αt
α
θ(t) . (12)
We solve the second equation in the asymptotic regime by
testing the guess that P¯ (t) = P¯ exp(−αt) (t≫ 0), where
1 · P¯ = 0. Substituting this in, factoring out exp(−αt),
and taking the limit t→∞ gives
− αP¯ = (ǫˆi − ǫˆf )− Γ˜(−α) · P¯ (13a)
⇒ P¯ = Q · [Γ˜(−α)− αI]−1 · (ǫˆi − ǫˆf ) . (13b)
3Combining Eqns. (10–13) with Eq. (6a) gives the gen-
erating function as
ϕ˜(−α) = 1− αǫˆf · Q · [Γ˜(−α)− αI]
−1 · Q · ǫˆi , (14)
which is equivalent to Eqs. (7). In this form it is evident
that the zeroth moment is always ϕ˜(0) = 1, consistent
with Eq. (5). The higher moments are obtained by ex-
panding in powers of α about α = 0 with care for the
degeneracy of Γ˜(0). For example, the first moment in
terms of Γ˜ is
〈〈τϕ〉〉 =
dϕ˜(−α)
dα
∣∣∣∣
α=0
= (1 − ǫˆf ) · Γ˜(0)
s· (ǫˆi − ǫˆf ) , (15)
where As denotes the spectral (or Drazin) pseudoinverse
[4].
Eq. (15) has a simple interpretation: The steady-state
(α = 0) flux must be equal to the total number of sys-
tems in transit divided by the MFPT. Thus, when the
flux equals 1 (as in this calculation), the MFPT must
be equal to the sum of the occupation numbers in all the
intermediate states,
∑
s6=f Ps(t). Eqs. (11) and (13b) im-
ply that the rhs of Eq. (15) equals (1− ǫˆf ) · P¯ , which is
identical to this sum. We also note that Eq. (15) is the
same result that would be obtained if we ignore all mem-
ory effects and approximate Γ(τ) ≈ δ(τ)
∫∞
0 Γ(τ)dτ ; this
is equivalent to replacing the generalized master equa-
tion with a regular master equation having Γ =
∫∞
0
Γ(τ).
Differences between the moments of these two equations
only appear in higher order.
When Γ˜(u) has to be determined from K˜(u), we can
combine Eqs. (7a) and (15) [or directly Eq. (7b)] to get
〈〈τϕ〉〉 = 1 ·Diag(〈〈τK〉〉) · [I + K˜(0)]−1 · ǫˆi
= 1 ·Diag(〈〈τK〉〉) · K˜(0)s · ǫˆi . (16)
Thus, the MFPT is completely determined by the zeroth
moments of K(τ) and the first moments of its diagonal
elements, which are the mean incubation times of the
individual states. Only these N + NK moments [where
NK is the number of non-zero off-diagonal elements in
K(τ)] must be determined from the molecular simulation
data to compute the MFPT.
Not only is Eq. (16) simple to compute, but we expect
that it will require less simulation data than direct in-
tegration to compute the MFPT to the same statistical
accuracy: Integrating dP (t)/dt requires determination of
a complete discretized representation of K(τ): i.e., the
(N+NK)×Tτ/h values ofK(nh)s,s′ for n = 0, 1, . . . Tτ/h,
where h is the smallest relevant time scale and Tτ is the
support of K(τ). Each value must be determined by
counting the number of simulation events that make the
first passage from s′ to s in time nh ≤ τ ≤ (n + 1)h.
Since each number is a small fraction of the total number
of simulation events, the statistical error of its determi-
nation will be large relative to that of the zeroth and first
moments. Therefore, direct integration will require more
molecular simulation data than Eq. (16) to achieve the
same statistical error.
Analogous expressions for the higher FPT moments
can be determined by computing additional values of
ϕ˜(−α) near α = 0 and numerically differentiating or
by analytically expanding Eq. (7) or (14) in terms of
the 〈〈τkK〉〉 to obtain expressions analogous to Eq. (16)
[5]. The latter procedure can be used to compute the fi-
nite moments even when higher moments are infinite and
ϕ˜(−α) is not analytic at α = 0.
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