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進安全自動車システムには，SUBARU の Eyesight，Volvo の Pedestrian Detection 












数は 66 万 4,907 件であり，その中で自転車の交通事故が 14 万 4,018 件を占めて
いる．様々な安全システムの開発により交通事故は目に見えて減っているが，































化や回転変化に弱いという点が挙げられる．従って SIFT と HOG 特徴量を改良
した様々な方法が提案されている［13-15］． 
1.2.2 分類器 

















法による物体追跡(Mean Shift 法)，確率分布による物体追跡(Particle Filter)，弱識
別器を応用した物体追跡(Online Boosting, Online Real Boosting)，物体の形状変化
への対応(Soft Decision Feature による物体追跡)，特徴点ベースの物体追跡(SURF 
Tracking)，さらに Kalman Filter を利用した方法等，様々な手法がある．この中
で Particle Filter を用いた物体追跡は，物体の一部分が隠れても追跡ができる手
法である［22］． 
第二は，物体を部分的に認識 (部分認識) する方法である．部分認識の詳細は




から，コンピュータを用いて自動検出する手法を提案している．第 2 章では, 





























学習によって識別器を構築する場合，positive class の画像と negative class の画
像が必要となる．positive class の画像は人が乗っている自転車の画像，negative 
class の画像はそれ以外の様々な画像を用いる． 
次のような流れで学習を行う（図 2.1 参照）． 
(Ⅰ) positive class の画像の集合と negative class の画像の集合を入力する． 
(Ⅱ) 入力した画像から MSC-HOG 特徴量を抽出する． 













図 2.1 学習アルゴリズム 
End 
画像入力 



















図 2.2 検出アルゴリズム 
 
以下の流れで画像上の自転車検出を行う（図 2.2 参照）． 
(Ⅰ) 検出を行う画像を入力する． 
(Ⅱ) 入力画像に対し，検出ウィンドウごとに MSC-HOG 特徴量を抽出する． 




2.2 HOG(Histograms of oriented gradients)特徴量 


















画像座標を ),( vu ，輝度値を f とする場合，水平方向の一階微分を表す ),( vufu
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図 2.4 に示すように, セルごとに輝度勾配ヒストグラムを生成する．例えば
°° 180~0 の範囲を °20 ずつ分割した 9 個のビンでヒストグラムを生成すれば，特
徴量ベクトル ),,,(ˆ 921 bbbb L= が得られる．入力画像が 30×60 ピクセルで 5×5 ピ
クセルを 1 セルとするとき，すべてのセルに対してヒストグラムを生成すれば，











(a)             (b) 

















図 2.4 ヒストグラムの生成 
 
2.2.3 ヒストグラムの正規化 
2.2.2 節までに得られた特徴量ベクトルは図 2.5 のようにブロックごとに正規
化される．正規化は，1 ブロックにおいて 1 セルずつ移動させながら行う．正規
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ブロックにより得られたベクトルをVˆ ，正規化後のベクトルを aVˆ とすれば，
正規化には次の 2 つの方法がある． 
 
 
L1-norm :                                    (2.3) 
 
 
L2-norm :                                    (2.4) 
 
  
ここで, )ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ(ˆ 2,21,2,22,11,1,12,1,, ++++++++++++= jijijijijijijijiji bbbbbbbbbV で表すことが
できる．ε は勾配の強度の値が 0 である場合，分母が 0 にならないための正の実
数である．ε は非常に小さい値で，認識結果には影響を及ぼさない． 
入力画像が 30×60，1 セルが 5×5 ピクセル，ビン数が 9，1 ブロックが 3×3
セルの場合，1 ブロックあたり 81 個の特徴量を持ち，総計 40 ブロックになるた





2.3 MSC-HOG (Multiple-scale Cell HOG) 特徴量 
MSC-HOG (Multiple-scale Cell HOG) 特徴量は Dalal らの HOG 特徴量[12]を基
























(a)             (b) 
図 2.6 セルのサイズと分布の違い：(a) オリジナル HOG 特徴量,   
(b) MSC-HOG 特徴量 
 
2.3.1 Integral Histogram の計算 
MSC-HOG 特徴量を用いてセルのサイズを可変にする場合，特徴量の次元は膨
大になる．特徴量が高次元になれば，学習と検出を行う時多くの時間が必要と
なる．自転車検出を高速に行うために Integral Histogram を用いて特徴量の算出
を高速化する．まず輝度勾配の強度と方向を 2.2 節の式(2.1)と(2.2)を用いて求め
る．そして式(2.5)を用いて各勾配方向のビン b (b=1,2,...,B)ごとに Gradient Integral 
Image を求める． 







                    (2.5) 
ここで， ),( yxiib はビンごとの Integral Image， )','( yxib はビン b の輝度勾配強度
である． 
最後に式(2.6)と式(2.7)を用いて，ビンごとに Integral Image の輝度勾配強度の
累積値を求める． 
),()1,(),( yxiyxlyxl bbb +−=                    (2.6) 
),(),1(),( yxlyxiiyxii bbb +−=                    (2.7) 
ここで， ),( yxlb は同一行の輝度勾配の総和である． 
Integral Image を用いれば，ある短形領域内の画素値の総和の演算が高速にで
きる．図 2.7 に示す短形領域 D の画素値の総和 L は式(2.8)で算出され，この計
算は短形の大きさによらない．  















iSTEPMINS xxi ×+=,   iSTEPMINS yyi ×+=,  ),2,1,0( Ii L=    (2.9) 
ここで，
xiS , は i 番目のセルの横サイズ， yiS , は i 番目のセルの縦サイズ，STEP
はセルサイズの変化幅， yx MINMIN , はセルの x, y 方向の最小サイズである．可
変的なセルは画像の中にランダムに配置し，互いに overlap を許容する． 
2.3.3 特徴量の算出 
 画像の左上の座標を ),( yx とすれば，k (k=1,2,...,K) 番目のセルは横のサイズが
kxS ，縦のサイズが kyS になる．そしてそのセルの b 番目のビンに関するヒストグ
ラムの頻度は式(2.10a)で算出される． 




bk, SyxiiySxiiSySxiiyxiiv +−+−+++=      (2.10a)  
画像内のセル数は K であるから，その画像を表す特徴ベクトルは式(2.10b)で
与えられる． 


















1,1 BKKKBkkkB vvvvvvvvv KKKLK=′v    (2.10b) 


















                        (2.11a) 
ここで ε は分母が 0 にならないための正の実数である. ε は非常に小さい値で, 
認識結果には影響を及ぼさない． 
 最後に，画像の表す特徴ベクトルは式(2.11b)のように定義される． 
    
),,,,,,,,,,,,,(
,2,1,,2,1,,12,11,1 BKKKBkkkB vvvvvvvvv KKKLK=v    (2.11b) 
2.4. HSV 変換 
識別の精度を上げるために MSC-HOG 特徴量だけではなく，テクスチャ特徴
として HSV 表色系の Hue を用いる．自転車検出を行う時，自転車だけでなく自
転車に乗っている人の領域も検出する．Hue は明度(Value)より照明の変化に頑強
で人の肌色の特徴を持っている．RGB 表色系の R(Red)，G(Green)，B(Blue)から











   (2.12) 
ここで V=0 の場合は S=0, H=0 である．それ以外の場合は以下の式で算出する． 
MAX



































  (2.14) 
 
2.5 RealAdaBoost 
RealAdaBoostはR. E. Schapire[23] が提案したAdaBoostを拡張したアルゴリズ









 N 個のサンプル(xn, yn)  (n=1,2,…,N) に対して xn は特徴量ベクトル，yn は
}1,1{ +−=Y の 2 値のいずれかを表す．自転車画像を学習する場合，yn は自転車




nD 1)(0 =  (n=1,...,N)                   (2.15) 
 
2.5.2 確率密度関数 tW の作成 








ここで，BIN は bin への変換関数，xは特徴量ベクトル x から選択された特徴量，
i は bin の ID， ),1,0( Ttt L= は学習回数である． 
1 次元のヒストグラムのビン数は，学習サンプル数や特徴量数によって，適切
に設定する必要がある．作成した確率密度分布
+W と −W は，クラスごとに確率
密度分布の総和が 1 になるように正規化する． 
 
2.5.3 弱識別器の評価値 mZ の算出 
評価値 mZ は確率密度分布の類似度を表す．正規化後の確率密度分布( )(iW + ，


























ID                               ID 
(a)                               (b)     
 




















= WW の時は 0)( =xht ， −+ > WW の時は 0)( >xht ， −+ < WW の時は
0)( <xht である．ε は +W と −W が 0 にならないための，正の実数である．  
 
2.5.5 学習サンプルの重み )(nDt の更新 




































= WW  ( 0)( =xht )の場合は， +W の
positive サンプルの重みと −W の negative サンプルの重みを変更しない． 
−+ > WW  ( 0)( >xht )の場合は， +W の positive サンプルの重みを減らして −W の
negativeサンプルの重みを増やす． −+ < WW  ( 0)( <xht )の場合は， +W の positive
サンプルの重みを増やし















略して Negative クラスとして処理する．同図の iWC は i 番目の弱識別器， ih  は




,2,1, NIDhhhth IDiiii ∈= K                   (2.24) 
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図 2.9 Cascade structure を用いた識別 
 


























WC1 WC2 WC3 Positive 
11 thh ≥ 22 thh ≥ TT thh ≥













図 2.10 ラスタ走査探索 
複数のウィンドウを統合するため，Mean Shift クラスタリングを用いる．次の
方法で Mean Shift クラスタリングを行なう． 
(Ⅰ) カーネル関数を用いて密度を推定する． 
(Ⅱ) 密度が高い位置に mean を移動させる． 
(Ⅲ) 密度が最大の位置に mean が移動するまで繰り返す． 
密度の推定および密度が高い位置に移動を行う処理には，式(2.25)の Mean 
















































































        (a)                                (b)  


















するために，正面向き(1,200 枚)と右向き(1,200 枚)，左向き(1,200 枚) の positive
画像を収集し，さらに negative 画像(6000 枚) については INRIA のデータを用い
た．検出実験に使う画像は，図 2.13 に示すように，車に設置したカメラで車を
走行させながら実交通環境での映像を撮った．表 6.1 は学習と検出を行う時に使





























(c)                            (d)  
図 2.12 学習データ：(a) 左向き画像，(b) 右向き画像，(c) 正面向き画像， 












図 2.13 自動車に搭載されたカメラ 
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図 2.12 の総数 3,600 枚の Positive 学習データの中で 2,700 枚(正面 900 枚，右
900 枚，左 900 枚)を学習に用い，他の 1,200 枚(正面 300 枚，右 300 枚，左 300
枚)は分類実験に用いた．Negative 学習データは INRIA のデータを 6,000 枚用い
た．またインターネットから取った1,000枚のNegative画像を分類実験に用いた． 
実験に用いたパラメータを表 2 に示す．提案法を Dalal&Triggs[12]，Watanabe
ら[24]の CoHOG を用いた手法と比較した．それぞれの特徴次元数を表 2.3 に示
す．表 2.4 は，総数 2,200 枚の分類データを用いた実験結果の認識率，また処理
時間を表す． 
表 2.2 実験(Exp_1s)に用いたパラメータ 
Minimum cell size of width and height   5  
Maximum cell size of width and height 23 
Size change of cell 3 
The number of orientation’s bin  9 
Total dimensions of MSC-HOG 160290 
 
表 2.3 実験(Exp_1s)の特徴次元数の比較 
Original HOG [1] CoHOG [25] Proposed method(MSC-HOG) 
3240 34560 160290 
OS Microsoft Window 7 Home Premium 64bit 
CPU Intel®Core™ i5 2.53GHz 
Memory 4.0GB 
Camera SONY HDR-HC7 
Software Tool Microsoft Visual 2008 C++ 
20 
 
表 2.4 実験(Exp_1s)の認識率と処理時間 
 Rate[%] Time[ms] 
 Original HOG [1] + RealAdaBoost 96.5 412 
CoHOG [25] + RealAdaBoost 96.8 238 
Proposed method 97.1 136 
 
 
2) 実交通環境における自転車検出実験 (Exp_1) 
実交通環境での自転車の検出実験では，カメラを装着した車からその周囲を
走行している自転車を撮影した映像の中で，自転車がどこにあるかを検出し，
その位置を色付きのボックスで示す．学習には総 3,600 枚(正面 1,200 枚，右 1,200
枚，左 1,200 枚)の positive 画像を使い，negative 画像(6000 枚)は INRIA のデータ
を用いた．検出を行った結果を図 2.14，図 2.15 に示す．図 2.14，図 2.15 は各々























































Frame 75                            Frame 90 
 




































Frame 56                            Frame 80 
 




3) 自転車の走行方向認識実験 (Exp_2) 
自転車の走行方向の検出実験は，正面，右方向，左方向に走行している自転
車を検出し，その方向によって異なる色のボックスで表示する．学習には総 3,600
枚(正面 1,200 枚，右 1,200 枚，左 1,200 枚)の positive 画像を使い，negative 画像
(6000 枚)は INRIA のデータを用いた．3 方向を検出するために 3 つの方向別検


































































Frame 100                           Frame 120 
 



































Frame 100                           Frame 120 
 




































Frame 100                            Frame 120 
 














=δ                           (2.28) 
ここで， gtR は図 2.19 のように Ground True Data で実際に自転車を含んでいる短
形領域， dR は本研究の検出手法を用いて自転車と判断して検出された短形領域





























dgt RR ∩  

















recall  [%]                  (2.30) 
 
ここで，TP は True Positive で，画像内の自転車が検出された検出ウィンドウの
数の総和, FT は False Positive で, 画像内の自転車ではない領域を検出したウィ





表 2.5 は実際の交通環境での検出実験，表 2.6 は自転車の走行方向の検出実験






















表 2.5 実交通環境における自転車検出結果の比較 
 
















 precision[%] recall [%] FPR [%] 
 Exp_1v1 Exp_1v2 Exp_1v1 Exp_1v2 Exp_1v1 Exp_1v2 
Original HOG 96.0 84.3 91.0 79.0 4.0 15.7 
CoHOG 96.0 86.5 91.0 83.0 4.0 13.5 
MSC-HOG 96.0 89.0 91.0 85.0 4.0 11.0 
 precision[%] recall [%] FPR [%] 
Left 92.0 83.0 8.0 
Right 95.0 85.0 5.0 






































































本章の 3.1 節では円検出を用いた自転車車輪の検出法，3.2 節では上半身検出



























図 3.1 円／楕円検出アルゴリズム 
 












次微分または 2 次微分を用いた手法が一般的である．1 次微分オペレータはソー
ベル(Sobel)，プレウィット(Prewitt)，ロバーツ(Roberts)等，2 次微分オペレータ
はラプラシアン(Laplacian)，ガウシアン(Gaussian)オペレータがある．様々なエ





















(a)                                (b)  









                          (3.1) 
 




方向に量子化する(0 度(0~22.5 度 及び 157.5~180 度)，45 度(22.5~67.5 度)，90 度
(67.5~112.5 度)，135 度(112.5~157.5 度))． 
(Ⅲ) 非極大値の抑制 
エッジの方向に沿ってエッジを追跡し，エッジではない(最大ではない)点を削




→ ),(),( vumvum =  
それ以外
 




→ ),(),( vumvum =  
それ以外
 




















(a)                               (b)  





→ ),(),( vumvum =  
それ以外
 




→ ),(),( vumvum =  
それ以外
 
→ 0),( =vum  
である． 
(Ⅳ) ヒステリシス閾値処理 
LTvum <),(  の場合は点 ),( vu はエッジ上にない点， HTvum >),( の場合は点
),( vu は強エッジ上の点， HL TvumT << ),( の場合は点 ),( vu は強エッジに連結され
る点と見なし，エッジに追加する． 



































(a)                             (b) 

















 (c) 連結点                (d) 分岐点          (e) 交差点 
 
図 3.5 画素の連結の例 
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(a)                                 (b) 





て線分セグメンテーションを行った結果を図 3.7 に示す． 
3.1.4 円弧の検出 








            
            
            
            
            
            
            




















)( 11 iiiii yxyxsignign ++ −=s
38 
 

































Line Length Angle 
Turn 
Direction 
1 25 65 + 
2 32 32 - 
3 24 28 - 
4 27 31 - 
5 29 39 - 
6 34 64 + 















































  (3.5) 
 
),( 11 cc yx
),( 22 cc yx

































022 =++++ CByAxyx                      (3.6) 
円では， 0422 >−+ CBA が成り立つ．また楕円の方程式を式(3.7)に示す． 
022 =+++++ feydxcybxyax                   (3.7) 
楕円では， 042 <− acb が成り立つ． 
 
3.1.8 円・楕円の検出結果と評価 
円／楕円検出結果の例を図 3.11 と図 3.12 に示す．図 3.11 は自転車の画像を用
いた円の検出結果，図 3.12 は実交通環境下での円検出結果である．図 3.11 は総
数 500 枚の自転車画像を用いた．画像のサイズは，横方向の自転車画像では
160×160 ピクセル，斜め方向の自転車画像では 90×180 ピクセルである．図 3.12
では，総フレーム数 100 で画像のサイズは 320×150 ピクセルである． 
円・楕円検出結果の評価を表 3.2，表 3.3 に示す．円の場合は式(3.8)のように，
円の中点の座標と半径を用いて評価を行う． 
DtrueDtrueDtrues rryyxxE −⋅+−+−⋅= µη )(           (3.8) 





)()( DtrueDtrueDtrueDtrues srsrlrlryyxxE −+−⋅+−+−⋅= µη    (3.9) 
ここで， ),,,( trueturetruetrue srlryx はground-truth楕円の中心座標と長半径，短半径，
),,,( DDDD srlryx は検出された円の中心座標と長半径，短半径である．精度判断
を行うための重みは 05.0=η ， 05.0=µ である． 




































(a)                   (b)                     (c) 
 
図 3.11 円・楕円の検出結果：(a) OpenCV を用いた円検出,   



































Frame 64                             Frame80 
 




表 3.2 円・楕円の検出精度と処理時間の比較 
 検出率 [%] 処理時間[ms/sheet] 
OpenCV(CHT) 71.7 57 
Proposed Method 82.9 24 
 
表 3.3 実交通環境下における円・楕円の検出精度と処理時間 
 検出率 [%] 処理時間[ms/sheet] 


















MSC-HOG 特徴量と 2.4 節で述べた HSV 表色系の Hue を用いる．識別には，2.5





 上半身は図 3.13 のような学習データを用いる．学習データは INRIA Person 




合計 2,400枚の positive画像を用いる．また negative画像は，2章で使った negative
画像を 30×30 ピクセルで正規化した総数 6,000 枚の画像を用いる． 
まず，上半身だけの画像(positive images) 500 枚と上半身ではない画像
(negative images) 500 枚を用いて識別実験を行う．実験結果を表 3.4 に示す．さ
らに実際の交通環境下における実験を行う．この実験には二つの映像を用いる．
各映像は 100frame で，2 章の実験でも使った映像である．その実験結果を図 3.14，












(a)                                 (b) 
図 3.13 上半身検出に用いる学習データの例：(a) Positive 学習データ，  


















































Frame 70                            Frame 80 
 





































Frame 61                            Frame 71 















表 3.4 は，上半身の識別器が positive 画像と negative 画像を正しく識別するか


















検出率[%] 未検出率 [%] 誤検出率 [%] 
91.2 3.7 5.1 
 precision[%] recall [%] FPR [%] 
シーン 1 94.0 89.0 6.0 






二つの車輪と上半身が検出された場合，図 3.16 のように 4321 ,,, aaaa の長さを
設定すれば良い．即ち， 11 ba =  及び raaa ×=== 5.1432 とする．一つの車輪と



























(b)                                  (c) 
図 3.16 自転車運転者の上半身と車輪の統合： 
















































Frame 70                         Frame 80 
 





































Frame 61                         Frame 71 
 






3.1 節のように横向きと斜め向きの自転車の画像 500 枚を用いる．実験結果を
表 3.6 に示す． 
また実際の交通環境下における実験を行う．この実験には二つの映像を用い
る．各映像は 100 frame で，3.2 節の実験で使った映像である．実験結果を図 3.17，







実交通環境下における自転車検出実験では，シーン 1（図 3.17 参照）では，
円検出も上半身検出も正しく行えたので統合処理も適切に行えた．しかしシー




検出で行った車輪検出領域を統合して，表 3.7 の結果を得た．この結果は 2 章で











検出率[%] 未検出率 [%] 誤検出率 [%] 
90.0 1.2 8.8 
52 
 
































 precision[%] recall [%] FPR [%] 
シーン 1 94.0 91.0 6.0 
シーン 2 90.0 87.0 10.0 
53 
 








でも Particle Filter を用いた確率分布による物体追跡は，複雑な背景下での不規
則な動きにも対応できる効率的な物体追跡手法として知られている．本章では，
HOG 特徴量を用いた物体検出器と Particle Filter を用いた物体追跡器を利用して，
逐次位置情報の更新による自転車検出と追跡法を提案する．HOG 特徴量を用い
た物体検出は 2 章で説明したので，本章では Particle Filter を中心に提案法を説
明する．HOG 特徴量を用いた検出器には特徴量の算出を高速化するため Integral 
Histogram を用いる．また識別には RealAdaBoost を用いる． 
 
4.1 処理のながれ 
提案する手法の処理の流れを図 4.1 に示す．提案法では，図 4.1 に示すように，
HOG特徴量を用いた検出器による情報 '' ,,',' yx HHyx とParticle Filterを用いた追
跡器による情報 yx HHyx ,,, の両方を用いて，物体の位置(x, y)とスケール






Particle Filter を用いた追跡は，図 4.1 の点線の中の処理である．詳しい説明は
4.2 節で述べる． 
 
4.2 Particle Filter を用いた物体追跡 
























Particle Filter のアルゴリズムは，Particle というサンプルの事前確率分布の近








0 |},{ == を初期化する． 
ここで， },,,,,{ yx HHyxyxs &&= ，w はサンプルの重みで，サンプルセットは
1/N で初期化される．x, y は最初に検出された自転車のウィンドウの中心に初期






tw − のサンプルセットから N 個のサンプルを選択する． 


















                            (4.1) 
  
 
(b) N 個の乱数 r を生成する ])1,0[( ∈r ． 
(c) バイナリサーチにより最小値 j を求める( rc nt ≥− )(' 1 )． 
(d) フィルタ粒子を )( 1)(' 1 ntnt SS −− = から求める． 

































































































































Step3: 式(4.2)に示すように，リサンプリングのセット ' 1−tS から各サンプルを遷移
させる．ここで， 1−tG は 多変量ガウスランダム変数の集合である． 
 
Step4: カラー分布を観測する． 







































             (4.3) 
ここで， 1f は式(4.4)で正規化された定数，I はサーチ領域の総ピクセル数，k は
式(4.5)で定義されるカーネル関数， a はスケール要素， iX はサーチ領域のピク

























t ccc −−− =
56 
 





















              (4.4) 
ここで
*
iX は 0 から画像の中心座標で正規化されたピクセル位置である．ただし， 











．           (4.5) 
(b) 式(4.6)を用いて tS の各サンプルから Bhattacharyya 係数 ρ を計算する． 
 








































2 /1  
である． 
(c) 式(4.8)を用いて各サンプルの重み tS を求める． 




















             (4.8) 
Step5: 式(4.9)によりサンプルの位置を推定する． 
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(і) 2)( thDTPF ptpt <− の場合 
2/)( ptptp DTPFBI +=                   (4.12) 
if  0=ptPF , then ptp DTBI =  









































    (4.13) 
 提案法の全体の処理例を図 4.2 に示す．図 4.2(a)は追跡器による追跡された自

























(c)                                (d) 




































































































































表 4.1 実交通環境下における検出器と追跡器を用いた自転車検出の結果 
 
表 4.2 実交通環境下における検出器のみを用いた自転車検出の結果 
 
 
シーン 1 は 90 フレーム, シーン 2 は 100 フレーム，シーン 3 は 350 フレーム
で画像サイズは 320×240 ピクセルである． 
表 4.1 は実交通環境下における検出器と追跡器を用いた自転車検出の結果を
表す．また，検出器だけを用いて実交通環境下における自転車検出を行った結














 precision [%] recall [%] FPR [%] 
シーン 1 96.0 86.2 4.0 
シーン 2 87.6 81.3 12.4 
シーン 3 89.0 70.6 11.0 
 precision [%] recall [%] FPR [%] 
シーン 1 96.0 91.0 4.0 
シーン 2 81.7 76.8 18.3 

















第 5 章 結論 
 
 本論文では，実交通環境下における自転車検出手法を提案した．2 章では，検
出精度を向上するために HOG 特徴量を改良した MSC-HOG 特徴量を提案した．
従来の HOG 特徴量や CoHOG 特徴量を用いた手法より MSC-HOG 特徴量は特徴
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