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Abstract
We present a new algorithm for modelling single phase transport of a tracer in porous
media which demonstrates that structure on all scales affects macroscopic transport be-
haviour. We marry the robustness of the continuous time random walk (CTRW) frame-
work with the simplicity of a Monte Carlo approach to reservoir simulation. We simulate
transport as a series of particles transitioning between nodes with probability ψ(t).dt that
a particle will first arrive at a nearest neighbor in a time t to t+ dt. To this end we first
determine the mixing rules and transition probability ψADE(t) for transport governed by
the advection-dispersion equation (ADE) (Rhodes and Blunt , 2006).
We validate our algorithm by simulating advective transport in bond percolation
clusters at the critical point. We compute the histogram of flow speeds using the velocities
from the bonds on the backbone and find the multifractal spectrum for two-dimensional
lattices with linear dimension L ≤ 2000 and in three dimensions for L ≤ 250. We
demonstrate that in the limit of large systems all the negative moments of the velocity
distribution become ill-defined. However, to model transport, the velocity histogram
should be weighted by the flux to obtain a well-defined mean travel time. Finally, we use
CTRW theory to demonstrate that anomalous transport is observed whose characteristics
can be related to the multifractal properties of the system.
We next demonstrate a pore-to-reservoir simulation methodology which is consistent
across all scales of interest. At the micron scale, we fit a truncated power law ψ(t) for
the distribution of particle transition times from pore to pore simulations. To do this
we use our transport algorithm on a geologically representative network model of Berea
sandstone and compare the results to the explicit modelling of advection and molecular
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diffusion by Bijeljic and Blunt (2006). We find that the results are similar. We then
demonstrate the effect of increasing pore scale heterogeneity on the power law exponent
(β) by stretching the distribution of throat radii in our network model. We show that by
increasing the spread of velocities within the network we decrease β making the transport
more anomalous - in keeping with the consensus currently in the literature. This ψ(t) is
then used to calculate transport on the mm to cm scale.
We can then move up to the metre/grid block scale by using the transit time dis-
tribution from the mm-cm simulation to model transport in an explicit, geologically
representative model of heterogeneity found within a grid block of the reservoir. From
these numerical experiments we determine the ψ(t) appropriate for transport on grid
block scale systems characterized by Peclet (Pe) number and the type of heterogeneity
within the system. This allows us to account for small scale uncertainty by interpreting
ψ(t) probabilistically and running simulations for different possible realizations of the
reservoir heterogeneity.
At the field scale, we represent the reservoir as an unstructured network of nodes
connected by links. For each node-to-node transition, we use our upscaled ψ(t) from a
simulation of transport at the smaller scale. We account for small-scale uncertainty by
parameterising ψ(t) in terms of sub-scale heterogeneity and Peclet number.
We demonstrate the methodology by finding a ψ(t) for each scale of interest taking
into consideration the relevant physics at that scale and using the appropriate function
in a million-cell reservoir model. We show that the macroscopic behaviour can be very
different from that predicted by assuming that the ADE operates at the small scale.
Small-scale structure dramatically retards the advance of the plume with the particles
becoming trapped in the slow moving pores/regions increasing breakthrough times by an
order of magnitude compared to those predicted by the ADE.
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Chapter 1
Introduction
The transport of fluids in porous structures is observed in a wide variety of fields and
applications. They span the design of oil recovery strategies to the establishment of fluid
flow potential through construction materials to the development of packed bed reactors
in chemical plants.
The conceptual framework for the simulation of these scenarios is borrowed from tra-
ditional fluid dynamics applications where known differential equations are solved with
known, albeit complicated, boundary conditions. However, porous media flow presents a
completely distinct set of simulation challenges. First, while we use empirical approaches
to describe transport and multiphase flow at the experimental, core scale, we do not
know the correct form of the constitutive relationships between pressure gradient, flux
and saturation on the much larger scale at which we need to solve the equations for prac-
tical applications. The subtle interplay of heterogeneity and the length-scale-dependent
balance of capillary, diffusive, gravity and viscous forces means that our conventional
dispersion-and-Darcy models of flow and transport at the field scale have a somewhat
dubious foundation. Second, even if we did know the governing partial differential equa-
tions, we would not know, with any certainty, the values of the coefficients in these
equations. We have no general way to incorporate uncertainty in the description of the
reservoir model into uncertainty in the prediction of transport. Is there a different way
of looking at flow in porous media that overcomes these problems; that does not assume
16
a priori the form of the transport equations and which can accommodate uncertainty?
As such we begin by describing the traditional techniques for tackling single phase
tracer transport in porous media - the advection dispersion equation (ADE) and the
generic solutions that this provides, we then discuss the prevalence of scenarios across all
scales of porous media where these do not appropriately model the observed behaviour
and show an elegant technique which aims to rectify this flaw - continuous time random
walk (CTRW) theory. We then go on to describe a model for an extreme example of
a porous medium, a percolation cluster at its critical point and show how transport on
these structures can provide some rich behaviour analogous to what we see in real porous
media. In Chapter 5 we discuss an alternative transport algorithm, which we propose to
overcome the drawbacks of current approaches and improve the flexibility and speed of
simulations. We then apply our algorithm to transport on critical percolation clusters,
and then show how we can use our approach to take single phase transport from the
pore-scale where the physics is well understood to the field-scale without assuming some
averaged, governing partial differential equation (PDE) for transport. We finally wrap
up with our conclusions and some future work.
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Chapter 2
Traditional methods for modelling
contaminant transport
The standard technique to simulate transport is the macroscopic continuum approach
(Bear , 1972). In its simplest (single-phase) application there are two components - the
solvent and the solute — whose motions are accounted for by separate equations. To begin
any discussion of this approach or the governing equations, two fundamental parameters
must first be defined:
The particle is a set of fluid molecules within a given volume over which a property
average such as density (ρ) is unbiasedly determined. This volume must be larger
than the mean free path of a single molecule but sufficiently small that macroscopic
property variations do not unfairly skew the estimate.
Representative Elemental Volume (R.E.V.) is the equivalent of the particle for the
porous medium. This is the range of volumes over which microscopic variations of
a given rock property such as porosity (φ) are averaged out but sufficiently large to
provide a representative average for the medium.
18
2.1 The continuity equation
The continuity equation is a property balance written for a specific conserved quantity,
that is expressed in differential notation as:
∂Γ
∂t
+∇ · Ω¯ = G (2.1)
Where Γ is the conserved fluid concentration in units per unit volume, Ω¯ is the flux vector
in units of mass/conserved parameter per unit time per unit area and G is the source/sink
term with units of concentration per unit time.
2.2 Governing equation for solvent flow
In the case of reservoir flows in which the pore-scale Reynolds (Re = ρqL
µ
) number
is much less than 1 it is possible to assume Darcy’s law accounts for the relationship
between pressure and flow. For a single phase, Darcy’s law can be written as:
Ωi = qi =
Qi
A
= −K
µ
(
∂Ψ
∂xi
)
(2.2)
where q is the Darcy velocity in units of length per unit time, Q is the flow rate in
volume per unit time, K is the permeability in length squared, A is the cross-sectional
area in length squared, µ is the viscosity in pressure-time, ∂Ψ/∂xi is the pressure gradient
corrected for datum depth in force per unit area per unit length in the ith direction and
Ψ is given by:
Ψ = P + ρgz (2.3)
where P is the pressure in force per unit area, ρ is the fluid density in units of mass per
unit volume which can be related to the system pressure and temperature by an equation
of state, g is the acceleration due to gravity in the units of length squared per unit time
and z is depth in units of length. We can now substitute equation 2.2 into 2.1 to obtain
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the governing equation for the solvent phase flowing through an isotropic porous medium:
∂(φρ)
∂t
+
∂
∂x
(
Kρ
µ
∂Ψ
∂x
)
+
∂
∂y
(
Kρ
µ
∂Ψ
∂y
)
+
∂
∂z
(
Kρ
µ
∂Ψ
∂z
)
= G (2.4)
2.3 Governing equation for the solute — the advection-
dispersion equation
The flux of an individual solute contains contributions from advection and diffusion.
This is modelled by including the effect of the local velocity field to Fick’s law using:
Ω = qiC − φD∂C
∂xi
(2.5)
where qi is the local Darcy velocity in direction i given in units of distance per unit time,
φ is the porosity of the medium, C is the concentration in units of mass/quantity per
unit volume, D is the dispersion coefficient in units of distance squared per unit time and
∂C
∂xi
is the concentration gradient in the ith direction. Substituting 2.5 into 2.1 we get the
governing equation for the solute or the Advective - Dispersion Equation (ADE) (Bear ,
1972):
φ
∂C
∂t
+∇ · (q¯C) = φ∇·(D∇C) (2.6)
For incompressible flow, the divergence of the flow field is equal to 0 (∇.q¯ = 0), thus
if we assume that D is constant (usually a tensor quantity but here assumed isotropic)
we can rewrite equation 2.6 as:
φ
∂C
∂t
+ q¯ ·∇C = φD∇2C (2.7)
2.4 Field-scale simulation
In contaminant hydrology it is often presumed that the transport can be modelled
by flow in a homogenous domain with some effective D assigned to accommodate the
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dispersion of contaminant due to small-scale heterogeneity and molecular diffusion. This
is usually done by defining a longitudinal dispersion coefficient as half the temporal
gradient of the variance (σ2) of the particle displacement from the origin in the direction
of flow . This as opposed to the transverse dispersion coefficient DT which is calculated
in the directions orthogonal to the displacement. DL can be decomposed into two effects
by:
D = DL =
1
2
dσ2
dt
= Dm +Dmechanical (2.8)
where Dm is the molecular diffusion coefficient and Dmechanical is an adjustment factor to
account for grid-scale heterogeneity. Dmechanical is usually calculated using the empirical
relation Dmechanical = αLν where the ν is the flow speed given by q/φ and the dispersivity
αL is a constant determined experimentally (Freeze and Cherry , 1979). This approxima-
tion has been shown to be true in the presence of small scale random heterogeneity but
this proof assumes that the correlation lengths of the heterogeneities are much smaller
than the flow path of a given particle (Bear , 1972). We can write equation 2.7 as:
∂C
∂t
+ ν · ∇C = ∇ ·
(
DL
∂C
∂x
+DT∇⊥C
)
(2.9)
This methodology is based on the premise that characterising the generic behaviour
such as average fluid velocity or dispersion coefficient is sufficient to model behaviour
from field to field. This is accomplished by matching the general solutions of the ADE
with “representative” experiments of the solute transport. One of the classical solutions
often used to fit laboratory studies of porous media is the one attributed to Ogata and
Banks (1961). Here they assume that the system is a semi-infinite column of porous
medium adjacent to a large reservoir at constant concentration C0. The flow into the
column is maintained at constant Darcy Velocity, q, in the x - direction. Using these
conditions, the concentration as a function of time (t) and distance (x) is found to be:
C(x, t) =
C0
2
{
erfc
[
x− (q/φ)t
2(DLt)1/2
]
+ exp
(
xq
DLφ
)
erfc
[
x+ (q/φ)t
2(DLt)1/2
]}
(2.10)
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While this model is simple, using a single parameter in this way provides behaviour
that is qualitatively incorrect. The contaminant moves with average speed of ν = q/φ
with concentration gradients smeared over lengths ∼ √DLt. This produces Gaussian
profiles where the average displacement scales linearly with time, l(t) ∼ t, and a standard
deviation about the mean that scales with the square root of time, σ(t) ∼ t1/2 (Scher and
Montroll , 1975; Berkowitz et al., 2001). In reality, as we shall see in the next chapter, the
wide variation in local velocity leads to a plume that does not necessarily travel with the
mean flow speed ν and which is characterized by a wide range of travel times. This non-
Fickian or anomalous contaminant transport which we will discuss in the next chapter is
observed both at the laboratory and the field scales (Silliman and Simpson, 1987; Boggs
et al., 1992; Berkowitz and Scher , 1997, 1998). In all these works the authors categorically
demonstrate that the use of the ADE with average parameters does not reproduce their
experiments even in the most “homogeneous” of systems. This demonstrates that we do
not know the appropriate macroscopic description for the transport and hence a numerical
simulation strategy based around discretization of equation 2.9 is flawed.
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Chapter 3
Anomalous transport
Heterogeneities can occur across all length scales within reservoir media. While ev-
ery nook and cranny cannot be physically accounted for within a porous structure, the
macroscopic lumping of parameters is simply not sufficient to represent systems where
these discontinuities control flow. The work of Hoffman et al. (1996) and Oswald et al.
(1997) emphasised the effect of minor differences in hydraulic conductivity on bulk fluid
flow. They used magnetic resonance imaging to map fluid movements within an artificial
porous medium and to demonstrate the effects of three-dimensional heterogeneity. This
manifested itself as preferential flow paths that governed the overall transport.
Metre-scale laboratory based experiments (Silliman et al., 1987; Silliman and Simp-
son, 1987; Levy and Berkowitz , 2003), work on pore-scale samples (Hoffman et al., 1996;
Cortis et al., 2004) and field tests of heterogeneous (Sudicky , 1986; Boggs et al., 1992)
and fractured (Kosakowski et al., 2001; Sidle et al., 1998) porous media are also char-
acterised by unusual arrival distributions. These results are termed anomalous as they
do not conform to the Gaussian solutions obtained from formulations with average reser-
voir coefficients. The generic features of this transport are (Berkowitz and Scher , 1997,
1998; Berkowitz et al., 2001) (see Figures 3.1(a) and 3.1(b)): an invariant or slow moving
concentration peak; a fast moving low concentration giving early breakthrough; and an
arrival distribution with a long, late-time, power-law tail. One explanation for this be-
haviour is the domination of the aforemetioned zones of high conductivity indicating the
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need for scale dependant transport parameters (Silliman and Simpson, 1987).
(a) The characteristic features of anomalous and tra-
ditional Gaussian transport after Scher et al. (1991).
(b) The breakthrough curves for simulated field studies
of varying heterogeneity by Di Donato et al. (2003)
Figure 3.1: The theoretical concentration plumes for Gaussian and anomalous transport and the
breakthrough curves for simulated field-scale experiments demonstrating anomalous transport.
3.1 Multi-scale evidence of anomalous transport
As early as the late 50’s Scheidegger (1959) questioned the applicability of the classical
ADE approach in macroscopic modelling of contaminant transport. His work found
noticeable discrepancies when comparing the early and late time analytical solutions to
the experimental results of flow in homogeneous sandstones.
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3.1.1 Pore-scale dispersion
Scheidegger ’s results were most recently corroborated at the core scale by the work
Cortis et al. (2004). They analysed the breakthrough times produced by a non-reactive
tracer flowing through a range of columns. The results from each column were then fit
to a one-dimensional solution of the ADE with constant dispersion coefficient. They ex-
plicitly accounted for the tube length, initial and boundary conditions. It was observed
that while the mean arrival time was well reproduced in all the systems investigated, the
theoretical ADE predictions failed to match the complete shape of the resulting break-
through distributions. The early and late-time discrepancies were consistently observed
throughout the tests performed (see figure 3.2). A marked crossover was also identified
in which the behaviour moved from being governed by system heterogeneities to one in
which the mean macroscopic velocity controlled the tracer motion. This effect was seen
in the larger columns where the heterogeneity was effectively averaged by the diffusion
parameters.
Figure 3.2: The average normalised flux concentration of chloride, j at the outlet of the apparatus
(bold points) vs. time/min. It also shows the best ADE (dotted line) and CTRW fit (see section 3.2)
(bold line) for these results by Cortis et al. (2004). They show clearly that using the ADE gave poor
predictions of the early and late time periods that is characteristic of anomalous transport.
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3.1.2 Laboratory evidence of medium scale anomalous trans-
port
Silliman and Simpson (1987) were able to show anomalous transport in a medium-
scale laboratory setup which again presented itself as scale-dependent parameters in the
fitting equations. In the study, four experiments were run. Each measured the break-
through curves obtained from pumping a tracer fluid through a cuboid shaped apparatus
of dimensions 2.40× 1.07× 0.10 m. The results were then fit to the semi-infinite solution
of the one-dimensional ADE by Ogata and Banks (1961). The dispersivity (defined as
diffusion coefficient/average velocity) was then obtained from a least squared analysis of
the resulting plot. A reasonably constant value of 0.02 m was obtained for this first anal-
ysis. The procedure was then repeated with heterogeneous packs. They demonstrated
scale dependent transport that could not be modelled with a single dispersion coefficient,
figures 3.3 and 3.4.
Figure 3.3: Plot of relative concentration of tracer vs. time for experiment 3 using Gaussian scaled
axes by Silliman and Simpson (1987). The figure shows the effect of each heterogeneity by making a
separate fit for each regime.
A very good reproduction of similar experiments by Levy and Berkowitz (2003) was
numerically simulated by Obi and Blunt (2004), figures 3.5(a) and 3.5(b). They simulated
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Figure 3.4: Plot of relative concentration of tracer vs. time for experiment 4 using Gaussian scaled
axes by Silliman and Simpson (1987). The figure shows the scale effects of the homogeneity by the
non-unique fit of the data.
these scenarios by solving the ADE over an explicit two-dimensional representation of the
heterogeneity in a streamline framework. However when an attempt was made to model
the results assuming a homogeneous medium with an effective dispersivity, the match
was poor (Levy and Berkowitz , 2003). A good match was obtained assuming anomalous
transport using a CTRW formulation as described later in the report. A comparison of
the experimental and simulation results are shown in figure 3.5(a) and 3.5(b).
Further studies by Silliman et al. (1987) were performed to determine the mechanisms
that cause this spatial variation in the dispersion coefficient. Like Hoffman et al. (1996)
and Oswald et al. (1997) they concluded that anisotropic segments of the system play
a significant and complex role in flow through porous media underscoring the need to
explicitly include these effects into simulations.
3.1.3 Field-scale anomalous dispersion in fractured and homo-
geneous systems
The effects of macro-scale heterogeneity were investigated by Sudicky (1986), Boggs
et al. (1992) and Adams and Gelhar (1992). They performed field-scale experiments on
a highly heterogeneous alluvial aquifer in Columbus, Mississippi which is subject to a
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(a)
(b)
Figure 3.5: Comparison of the experimental results obtained by Levy and Berkowitz (2003) in a
homogeneous (a) and heterogeneous (b) sand pack to the simulations performed by Obi and Blunt
(2004) in a 2D grid system in which the heterogeneity is explicitly modelled.
large scale natural gradient. Boggs et al. (1992) introduced a 10 m3 pulse of tracer fluid
dissolved within a sample of groundwater into the system. An intricate three-dimensional
network of wells were used to take samples of reservoir fluid over a 20 month period. The
study derived a concentration plume that was highly asymmetric in the lateral plane.
The subtle interplay of the small - medium size heterogeneity, in this case fractures,
and their macroscopic inter-connectivity was examined in the work of Sidle et al. (1998).
They conducted a one-dimensional tracer test in an isolated block of fractured till that was
subject to a natural flow field. Brine was injected into the system and the breakthrough
of Cl- ions monitored with thirteen horizontal screens at various depths in the system.
The results were then fit to an “equivalent porous model” based on the ADE, fig-
ures 3.6(a) and 3.6(b). It was concluded that the diffusion coefficient varied with depth
through the system. The equations were also unable to capture the long tail arrival
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(a)
(b)
Figure 3.6: The normalised tracer mass vs. longitudinal distance obtained from experiments at the
MADE site (Boggs et al., 1992) (solid line) and Gaussian fit (dashed line).
distributions especially at lower depths where the fracture systems dominated.
If we were to critically look at the observations presented we can conclude that the
homogeneous formulations of the transport equations do not accurately demonstrate the
key features of field scale transport discussed earlier. When the fine scale heterogeneity is
accounted for within reservoir models the solutions of the ADE do demonstrate anomalous
transport (Di Donato et al., 2003). This thus leads us to the question, is there another
way to capture the features that the one-dimensional ADE misses, and more poignantly,
is it really valid?
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3.2 Continuous time random walk (CTRW) - An al-
ternative approach
So what are the alternatives? Possibly the most promising of those available is the
continuous time random walk formulation. Initially, it was introduced by Montroll and
Weiss (1965) as a method of obtaining the first passage time distribution for the disper-
sion observed in random walks with an arbitrary starting position. The solutions were
obtained for a discrete lattice with periodic boundary conditions. This work was then
generalised for probabilistic transport in a random solid and applied to electronic hopping
in disordered semiconductors in two seminal papers by Scher and Lax (1973b,c).
If the fluid could then be viewed as “particles” moving from site to site we can
propose an analogy with electron hopping. This connection was first made by Berkowitz
and Scher (1997) who modelled chemical transport in a probabilistic fracture network. To
do this, they developed a two-dimensional discrete fracture network with linear, constant
apertures embedded in an impermeable matrix. A standard particle tracking algorithm
was used to simulate transport assuming complete mixing at junctions. The results of
the simulation were then favourably compared to the elegant robustness of the CTRW
theory, which we will attempt to describe below.
3.2.1 The governing equations
If an in depth analysis of the mathematics behind the CTRW procedure is required,
the reader is directed to the works of Scher and Lax (1973b); Scher and Montroll (1975),
Berkowitz and Scher (1997, 1998); Berkowitz et al. (2001); Margolin et al. (2003); Mar-
golin and Berkowitz (2004), where the theory is treated extensively. An excellent review
is Berkowitz et al. (2006). What we present here is by no means exhaustive but is intended
to give a flavour for the key features of the theory.
A simple random walk is essentially the progressive “accumulation” of a series of
random transitions from lattice point to lattice point (Berkowitz and Scher , 1998). This
movement from state to state is dependent on the distribution that governs it; the choice
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of which is key to characterising the flow in a given system. We therefore begin our
derivation by defining a random walk using the following recurrence relation:
Pn+1(l) =
∑
l’
p(l, l’)Pn(l’) (3.1)
where Pn(l) is the probability of a particle arriving at a given position, l, after n steps
have passed while p(l, l’) is the probability of moving from l→ l’ under the constraint -
∑
l’
p(l, l’) = 1 (3.2)
Next we convert the time variable n in equation 3.1 into a continuous parameter t while
keeping the spatial distribution discrete. This allows us to write the probability per unit
time of a walker just arriving at a site s in a time t, R(s, t) as a function of the probability
of moving between two discrete locations separated by length s with a difference in arrival
times of t, ψ(s, t) (Scher and Lax , 1973b)
R(s, t) =
∑
s’
∫ t
0
ψ(s− s’, t− τ)R(s’, τ) dτ (3.3)
We then impose periodic boundary conditions on the lattice (Scher and Lax , 1973b)
which are of the form:
s =
∑
i
siai |ai| = a (3.4)
si + jiN → si i, j ∈ I (3.5)
where a is the lattice constant and s are integers given by condition 3.5. If Na is the
length of the lattice condition 3.5 can be rewritten as:
si = −(N − 1)
2
, . . . ,
(N − 1)
2
(3.6)
The movement to a continuous framework requires us now to make a distinction
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between the probability of a walker just arriving at a site and the probability of remaining
at that site for a given time before the next jump. This requires an analogy to the Pn in
equation 3.1 to be defined. Thus using the concept of the “Master Equation” (Shlesinger ,
1996) and an ensemble average approach (Klafter and Silbey , 1980) we obtain:
∂P (s, t)
∂t
=
∑
s′
∫ t
0
φ(s− s′, t− τ)P (s′, τ)dτ −
∑
s′
∫ t
0
φ(s′ − s, t− τ)P (s, τ) dτ (3.7)
where P (s, t) is the probability of a walker being at s at a time t. Equation 3.3 is related
to equation 3.7 through the following integral (Berkowitz et al., 2001)
P (s, t) =
∫ t
0
Π(t− τ)R(s, τ) dτ (3.8)
where the probability of remaining at point s, Π(t), is given by:
Π(t) = 1−
∫ t
0
ψ(τ) dτ (3.9)
and ψ(τ), ψ(s, u) can be written as:
ψ(τ) =
∑
s
ψ(s, τ) (3.10)
ψ(s, τ) = L −1
(
u ψ˜(s, u)
1− ψ˜(u)
)
(3.11)
We then perform a discrete Fourier and continuous Laplace transform R(k, u) for equa-
tion 3.3 using the standard definitions:
R(k, u) =
1
1− Λ(k, u) ; ki = −
pi(N − 1)
N
, . . . ,
pi(N − 1)
N
(3.12)
where Λ(k, u) is the Laplace transform in time and discrete Fourier transform in space
of ψ(s, t) calculated by first finding the Laplace transform, ψ˜(s, u) of ψ(s, t) using:
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ψ˜(s, u) =
∫ ∞
0
ψ(s, t) · e−utdt (3.13)
and then determining the discrete fourier transform, Λ(k, u) of ψ˜(s, u) by:
Λ(k, u) =
∑
s
ψ˜(s, u) · e-iks Λ(0, 0) = 1; Λ(0, u) = ψ˜(u) (3.14)
Finally we can write P (s, t) in real space as:
P (s, t) = N−d
∑
k
γ(k, t) · eikt (3.15)
where γ(k, t) is given as:
γ(k, t) = L −1
(
R(k, u)(1− ψ˜)
u
)
(3.16)
In physical terms R(k, u) determines the motion of the walkers or the growth of the
chemical plume within the porous medium (Berkowitz and Scher , 1998).
Tracer migration is typically viewed in the context of breakthrough curves that quan-
tify the relation between concentration arriving at a given plane and time (Berkowitz
et al., 2001). Probability theory can therefore be invoked to define the first passage time
distribution F (s, t) as:
R(s, t) = δs,0δ(t− 0+) +
∫ t
0
F (s, τ)R(0, t− τ) dτ (3.17)
or in Laplace space as:
F˜ (s, u) =
(
R˜(s, u)− δs,0
R˜(0, u)
)
(3.18)
3.2.2 Characterising macroscopic transport
With the equations presented and a general ψ(t) we are now able to obtain the en-
tire spectrum of transport distributions. The catch, though, is obtaining a ψ(t) that
accurately represents the particular medium. When this is done the formulation can be
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inserted into equation 3.15 and then inverted as necessary (Berkowitz et al., 2001).
The model is thus a general one. If we can assume that the total distance moved by
the reservoir tracer results from a sequence of independent movements that have a narrow
distribution function for the time and distance travelled - the central limit theorem holds.
The transition probability of the transport could then be characterised by an asymptotic
exponential tail - ψ(t) ∼ e−λt (Scher and Montroll , 1975; Berkowitz et al., 2001) and we
would reproduce the classical Gaussian spreading.
If, on the other hand we want to capture the subtle features of anomalous reservoir
transport we must be slightly more creative in our choice of transition probability. In
the work of Scher and Montroll (1975); Berkowitz and Scher (1997) they proposed a
distribution with a late time algebraic tail to account for these features. The medium’s
heterogeneity is now characterised by the new exponent β which is related to ψ(t) as:
ψ(t) ∼ t−1−β (3.19)
Surprisingly this single parameter, β, captures a wide selection of dispersive behaviour
in reservoir media (Berkowitz et al., 2001). Berkowitz et al. (2001) showed that the
transport can be broadly classified into three regimes each defined by a given range of
β. In the first designation the transport was considered to be regular, defined by β > 2.
For these systems the first two moments of ψ(t) can be determined as the central limit
theorem holds. This is the limit of applicability of the ADE approach with the average
position (l(t)) and standard deviation (σ(t)) of the tracer plume scaling as t and t1/2
respectively. This gives the classical scaling relation:
l(t)
σ(t)
∼ t1/2 (3.20)
In the second case, the transport becomes anomalous and starts to show aspects of
non-asymmetric plume displacement. These systems are characterised by β’s in the range
1 ≤ β ≤ 2, and a second moment which diverges at infinite times. The late-time concen-
tration at a sampling well C(t) scales as t−1−β while the average plume displacement l(t)
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scales as t with its standard deviation about the mean σ(t) scaling as t(3−β)/2 (Berkowitz
et al., 2006).
In the final designation the porous structures are considered to be highly heteroge-
neous and defined by a β range of 0 < β < 1. At this limit both the first and second
temporal moments of the transition probability are not defined: i.e. the mean and stan-
dard deviation diverges as t → ∞. The average position and standard deviation of the
tracer plume must therefore be obtained by looking at the scaling behaviour of <t> for
small u in the Laplace domain (or large t in the time domain) (Shlesinger , 1974; Scher
and Montroll , 1975). Using this method the average plume location l(t) and standard
deviation σ(t) were shown to scale with tβ (Berkowitz et al., 2006). This causes the con-
centration distribution to lag behind the spatial average position of the plume with the
anomalous scaling relation controlled by a constant k:
l(t)
σ(t)
∼ k. (3.21)
3.2.3 Comparison with experimental studies
There are few who would deny that the CTRW formalism is an elegant and power-
ful tool, but does it work? The CTRW formulation has not only reproduced field scale
numerical models as discussed earlier in the report (c.f. section 3.2 paragraph 2) but
has been successful in simulating tracer migration in several field/laboratory scale exper-
iments (Berkowitz and Scher , 1998; Berkowitz et al., 2000; Kosakowski et al., 2001; Levy
and Berkowitz , 2003; Cortis et al., 2004), as described in section 3.1. In summary, each
study demonstrated non-Gaussian dispersion that is typical in porous systems, showed
it could not be modelled using traditional average approaches and then applied CTRW
theory coupled with an appropriate ψ(t) to reproduce the given results. In general the
standard late time approximation embodied by equation 3.19 was used with the single β
parameter to completely reproduce many of the key features of the experimental results.
Possibly the least successful of these applications was the modelling of the field scale
test performed at the Columbus Air Base, Mississippi (Berkowitz and Scher , 1998). It
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should be emphasised that the term “least successful” used in this context is relative. The
analysis showed a good match of the shape of the relative concentration in early times
but an error of about 30% in the distribution mode. At late times the opposite becomes
true with the mode being well represented by the equations but only a moderate fit of the
distribution at long distances. These discrepancies were explained by the considerable
degree of “noise and uncertainty” in the data but it was emphasised that the match
was a considerable improvement over the Gaussian distributions derived from traditional
methods (Berkowitz and Scher , 1998) (cf. figure 3.2).
Re
la
tiv
e 
Co
nc
en
tr
at
io
n
time (days)
0
0.2
0.4
0.6
0.8
1.0
10 2 3 4 5 6 7
Screen B1
Data
EPM
DFM
CTRW β: 0.49, b:1.1662
(a)
Re
la
tiv
e 
Co
nc
en
tr
at
io
n
Time (days)
Screen F4
Data
EPM
DFM
CTRW β: 0.39, b:1.914 
0
0.2
0.4
0.6
0.8
1.0
0 1 2 3 4 5 6 7
(b)
Figure 3.7: The normalised tracer mass vs. time obtained from experimental data by Sidle et al.
(1998)(bold points) and their fit using several analytical models by Kosakowski et al. (2001) (solid line).
On the other hand, the simulation by Kosakowski et al. (2001) of the fractured till
experiment of Sidle et al. (1998) was the best practical application of the methodology.
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The experimental breakthrough curves derived for the sampling screens analysed were
well reproduced by the CTRW equations with a range of β’s between 0.39 ≤ β ≤ 0.70,
figure 3.7. This variation was expected and was attributed to the “discrete nature” of
the system (Kosakowski et al., 2001). It was noted that the β’s were less than 1 indicting
a highly heterogeneous medium with tracer particles having to move longer distances in
the sections characterised by very low β. In other words the theory and equations were
physically consistent with the medium analysed.
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Chapter 4
Percolation approach to reservoir
transport
Another generic approach to modelling anomalous transport is to consider behaviour
in highly heterogeneous media. One example is a percolation cluster at its critical point.
This is topologically heterogeneous structure in which connectivity rather than perme-
ability variation controls the flow.
Although it may be argued that percolating systems bear little resemblance to a
reservoir structure, transport in many real systems is governed by the presence of high
conduction zones surrounded by barriers to flow. Two examples of real scenarios in
which these assumptions would hold are - fractured systems in which the permeability
of the fractures are orders of magnitude higher than the matrix, or sandstone reservoirs
interlaced with shale barriers (Sahimi , 1993; Stanley and Coniglio, 1984).
In the next section we will present some basic theory of fractals and their characteristic
features. We then link this to the theory of current flow in random resistor networks and
show their analogy to flow in percolating clusters. Following this we present diffusion on
these structures and some of the models of transport available in the physics literature,
then we wrap up with some general comments.
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4.1 Fractals and percolation theory
Mandelbrot (1977) was the first to suggest that many natural phenomena are sta-
tistically fractal in shape. He is famously quoted as admonishing that “Clouds are not
spheres, mountains are not cones, coastlines are not circles, and bark is not smooth, nor
does lightning travel in a straight line.” He coined the term fractal from the Latin par-
ticiple: fractus which means broken/irregular - fractal structures being highly irregular
in shape (Havlin and Ben-Avraham, 1987).
A fractal is a structure that is self-similar at all scales. This implies that if we were to
look at a a small subsection of a fractal it would be visually and statistically identical to
the whole (Stauffer and Aharony , 1994). There are strictly two forms of fractals - non-
random and random fractals, the mathematical definitions of which are discussed later.
As the name suggests non-random fractals are generated by a recursive process that does
not involve the use of statistical rules. Two popular examples are the Koch curve and
Sierpinski gasket shown in figure 4.1 and 4.2. On the other hand random fractals are
produced by populating a structure with a given probability, p. The percolating cluster
described later is an example of a random fractal.
Figure 4.1: The various iterations of the Koch
curve. Figure 4.2: The Sierpinski gasket.
The close resemblance of fractals to physical structures provided the basis for using
them as models for a variety of practical situations, including simulations of: turbulence
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(Mandelbrot , 1974), dielectric breakdown (Herrmann and Roux , 1990), diffusion limited
aggregation (Witten and Sander , 1981), growth processes and snowflakes (Mandelbrot ,
1982), the spread of forest fires (Stauffer and Aharony , 1994), polymer gelation (Flory ,
1941) and flow in porous and fractured media (Stanley and Coniglio, 1984; Stanley et al.,
2003) .
We will represent a porous medium as a lattice of one-dimensional bonds (Sahimi ,
1993, 1994; Lopez et al., 2003) joined together by volume-less nodes. This is similar to
the finite difference approximation, typically used in reservoir simulators, where a bond
would represent a given cell transmissibility and the node, the cell centre. The difference
being that nodes in reservoir simulators have a finite volume. If we then randomly remove
bonds from the lattice with probability, 1− p, there will be a critical value (p = pc) when
one plane of the system just connects to another i.e. if p < pc the system would cease to
flow in the “percolating direction”. The system is now said to be a percolating cluster at
its critical point which is a fractal.
Now that we know that a fractal can represent a highly heterogeneous porous medium
it would be instructive to describe what it is. To appropriately define a fractal, we must
first describe two different classes of dimensions:
Euclidean Dimension is the whole number, d, which defines a given subset of points
in Euclidean space/ Cartesian or n-space. This is the region of all n-tuples of real
numbers, R which forms the n-dimensional vector space denoted by Rn.
Hausdorff-Beiscovitch or fractal dimension df of a compact metric space X is a real
positive number such that the number of open sets n() is directly proportional to
the limiting diameter of the investigated sets, , as → 0. In other words:
df = − lim
→0+
ln N
ln 
(4.1)
where N is the number of elements that constitute a finite cover of space X or
simply the finite number of subsets of X whose union is equal to X. This provides
a method of measuring the dimension of an arbitrary metric space and can be
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Figure 4.3: A two-dimensional bond percolation system at its critical point with a linear size of 2000.
used to identify complicated sets such as fractals (Morgan, 1988; Baker and Gollub,
1996).
We can therefore broadly define a fractal as a structure that is finitely ramified and has
a Hausdorff-Beiscovitch dimension that is not equal to its Euclidean dimension (Havlin
and Ben-Avraham, 1987). We note that a fractal is said to be finitely ramified if any
bounded subsection of the fractal can be extracted by removing a non-infinite number
of sections i.e. they are self-similar (Gefen et al., 1981; Mandelbrot , 1982; Havlin and
Ben-Avraham, 1987).
4.1.1 Scaling laws and exponents
The above definition is certainly not exhaustive of the properties of a fractal object and
there are many other parameters and scaling relations that characterise a given fractal.
These include the correlation length (ξ), critical exponent (β¯), conductivity exponent (µ)
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and the resistance exponent (ζ) to name a few. It is through these exponents that we are
truly able to obtain a full picture of a given fractal.
The beauty of fractal geometry is that many of the above parameters are inherently
related. The most fundamental of these scalings relate the number of occupied sites or
system mass, m, to the fractal dimension:
m(L, ξ) ∼

Ldf L ξ,
ξdf (L/ξ)d L ξ
(4.2)
where ξ is the correlation or conductivity length. For a percolation problem there are
several physical interpretations for this parameter which depends on the value of p in-
vestigated. If p < pc, ξ is thought of as the average diameter of the isolated clusters. As
p → pc, the isolated clusters merge to form the infinite cluster forcing the entire system
to become self-similar and the average diameter to diverge. Above the critical proba-
bility, ξ = f(p) and it is taken to be the distance over which the cluster is statistically
self-similar.
The scaling laws stated above were verified by the work of Kapitulnik et al. (1983).
Using numerical studies they demonstrated that a plot of average cluster density ρ =
m(L)/Ld vs. length has two separate regimes. For L  ξ the density scaled as a power
law in length (explaining the first scaling law) while for L ξ the density was constant
(partially explaining the second).
This second relationship can be accounted for by first dividing the system, whose
volume is Ld, into (L/ξ)d boxes of length ξ. Since the density of the cluster is constant
when L > ξ, each box will contain a cluster of mass ξdf . We can then determine the
system mass by multiplying the mass of one box with the total number of boxes (Stauffer
and Aharony , 1994).
We can also relate the fractal dimension df to the Euclidean dimension d as (Mandel-
brot , 1982):
df = d− β¯
ν¯
(4.3)
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In physical terms this exponent, ν¯ defines the rate at which the correlation length
goes to infinity at the critical probability (Stauffer and Aharony , 1994). In the limit of
p→ pc we can represent ξ by the following scaling relation:
ξ ∼ |p− pc|−ν¯ (4.4)
The critical exponent (β¯) on the other hand defines the scaling relation of P∞ which
is the probability that a given site belongs to the infinite cluster when p is above the
percolation limit (pc) (Havlin and Ben-Avraham, 1987). Below pc there exists no spanning
cluster and thus P∞ = 0. This is represented by the scaling law shown below (Stauffer
and Aharony , 1994):
P∞ ∼

(p− pc)β¯ ∼ ξ−β¯/ν¯ if p > pc,
0 if p < pc
(4.5)
Both ν¯ and β are universal and are only dependant on the Euclidean dimension of
the lattice but not on the structure of the lattice itself. In two-dimensions both are
known exactly from the work of Ziff and Sapoval (1986), β¯ = 5
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and ν¯ = 4
3
. For three-
dimensional space, two independent estimates were obtained from numerical studies by
DenNijs (1979) and Heermann and Stauffer (1981) to be β¯ ≈ 0.44 and ν¯ ≈ 0.88.
4.2 Reservoir flow and transport
We now consider transport problems on a fractal. Three classic problems are cur-
rent/electron flow in a network of random resistors, random walks in a percolating system
and processes that combine these two effects. We will now proceed by describing random
resistor networks and the rich set of geometric and flow features that can be obtained by
applying an external potential gradient.
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4.2.1 Multifractals
To characterise fully the current distribution on a fractal we require a whole variety
of new dimensions, leading us to a new designation - multifractal.
Random resistor networks and scaling
Random resistor networks were first studied by Last and Thouless (1971) who deter-
mined the bulk conductivity, σ, of a randomly punched sheet of graphite paper. They
related the results obtained to the concentration of spaces in the sheet on the infinite
cluster, P . It was found that the conductivity, varied non-linearly with a slope of 0 at
the percolation threshold. This was in contrast to a plot of P vs. occupation probability,
p where an infinite slope was obtained. It was thus made clear that the conductivity was
not proportional to P as expected. This anomalous relation was seen to be due to the
fact that above pc the bulk of the network mass was concentrated outside the conduct-
ing backbone - thus an increase in probability will not necessarily increase conductivity.
We therefore require a new scaling relation as p → pc using a conductivity exponent µ
(Stauffer and Aharony , 1994):
σ ∼ (p− pc)µ (4.6)
The question then arises - how does this conductivity scale with system size and how
do we relate this new coefficient to the defining ones named earlier. The former issue
could be easily addressed with the traditional finite scaling relation which we discussed
in section 4.1.1 paragraph 2-3 (Stauffer and Aharony , 1994):
σ(L, ξ) ∼

ξ−µ/ν¯ L ξ,
L−µ/ν¯ L ξ
(4.7)
This suggests that the conductivity of large systems above the critical point is inde-
pendent of the size. More interestingly for small systems or those at pc, the conduction is
a function of size. As stated earlier the density of the system is a function of length in this
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region. It can be concluded that as the cluster density is still a function of length at p = pc,
and not ξ which is infinite at this point, the amount of conducting bonds would also be a
function of length producing the above conductivity scaling (Stauffer and Aharony , 1994).
Numerical studies have estimated the value of µ/ν¯ to be 0.9826 ± 0.0008 (Grassberger ,
1999) in two-dimensions and 2.305± 0.0001 (Clerc et al., 2000) in three-dimensions.
This then brings us to the second question - how do we relate this new conductivity
exponent to the fractal exponents? Several authors have tried and failed to postulate
this relation. The most successful attempt was that of Alexander and Orbach (1982) who
related the random walk dimension (discussed later), dw to the fractal dimension df for
all systems with dimensions greater than 1 by the simple relation:
dw =
3
2
df (4.8)
The walk and fractal dimensions are then related to those of the backbone (dbbw and d
bb
f )
by the identity (Stanley and Coniglio, 1984):
µ
ν¯
= dw − df = dbbw − dbbf =
1
2
df (4.9)
Seeing that we have mentioned the term backbone, several times through the course
of this discussion, it may now be appropriate to define what it is before continuing the
discussion of the Alexander and Orbach conjecture. The backbone is defined as the region
of the infinite cluster that carries all of the current when a potential difference is applied
across the system (Stauffer and Aharony , 1994). This structure is also fractal and defined
by its own scaling laws. An unbiased random walk on the backbone will be defined by a
new walk dimension dbbw , while the mass m(L) of the backbone will scale with length as:
m(L) ∼ Ldbbf (4.10)
The parameters in equation 4.9 can be easily identified from Monte Carlo simula-
tions and then inserted into the equation. Several numerical studies were performed
(Lobb and Frank , 1984; Zabolitzky , 1984; Hong et al., 1984) to independently determine
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each variable, calculate µ/ν¯ using equation 4.9 and then compare it to the numerical
value of the ratio equation 4.8. Alas, the mentioned workers all predict the breakdown
of the conjecture with the separate experiments not agreeing with the ratio obtained.
Notwithstanding, Stauffer and Aharony (1994) describe it as a good “estimate” for quick
calculation.
Numerical studies and moments of the electrical distributions
Many studies have been carried out on networks at the critical point (Lobb and Frank ,
1984; Zabolitzky , 1984; Vicsek , 1992; Bunde and Havlin, 1996) but the first to analyse
these systems on a bond by bond basis was De Arcangelis et al. (1985). They were able
to unveil a vast spectrum of properties by applying an external, unit potential gradient to
the network, solving for current using Kirchhoff’s law about each node and numerically
inverting the resulting sparse matrix. Kirchhoff’s law in finite difference form is written
as:
Ii =
∑
j
(Vj − Vi)σij

σij = 1 bond
σij = 0 otherwise
(4.11)
With this new technique a variety of phenomena relating to the nature of the perco-
lating cluster and the voltage distribution were discovered. The first of these was that the
distribution of potential differences/current (∆V ≡ I when σij = 1) within the bonds was
log-binomial (excluding the small fraction of bonds on the backbone with zero current
- see figure 4.4) and not Gaussian as would be expected for statistically homogeneous
structures.
The second and more revolutionary discovery dealt with the moments of the resulting
distribution. The key feature of fractal structures is that the higher order moments of their
incipient distributions have a “constant gap scaling” (Mandelbrot , 1982; De Arcangelis
et al., 1985). Assuming this was an accurate statement about the distribution of potential
differences, the following would be true:
M(k) ≡ 〈V k〉 = ∑
V
V kn(V ) ∼ L−pk pk − pk−1 = constant (4.12)
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Figure 4.4: The voltage distribution for 1100 realisations of a 2D random resistor network at pc after
De Arcangelis et al. (1985)
De Arcangelis et al. (1985, 1986b); Dearcangelis et al. (1987) demonstrated that this was
not the case for current on a percolation cluster. They showed that an infinite number of
exponents are now required to fully represent the moments of the voltage distribution.
This statement is reinforced by figure 4.5 (i) in which the normalised moments defined
below are plotted against system length.
M(k) =
(
M(k)
M(0)
)1/k
=
(∑
lnV n(V )V
k∑
lnV n(V )
)1/k
(4.13)
A constant gradient as shown in figure 4.5 (ii) was not obtained implying that scaling re-
lation 4.12 does not apply. De Arcangelis et al. (1986b) then suggested that the exponent
hierarchy is actually of the form:
M(k) =
∑
lnV
n(V )V k ∼ L−p(k)/ν¯ (4.14)
which we can then write as:
M(k) =
∑
lnV
elnn(V )+k lnV ≡
∑
lnV
eF (V,k) (4.15)
47
(a) (b)
Figure 4.5: (i) The normalised moments of the voltage distribution, M(k) = [M(k)/M(0)]1/k versus L
after De Arcangelis et al. (1985) and (ii) The constant gap scaling of a distribution G after De Arcangelis
et al. (1985).
If we suppose that the system is of finite size it is reasonable to suggest that the voltage
will dominate the sum and scale as:
V (k) = A(k)L−α(k) (4.16)
n(V (k)) = B(k)Lf(α) (4.17)
This relation could then be substituted into equation 4.15 and using the fact that F (V, k)
diverges logarithmically for large values of L, we can obtain an approximate solution to
equation 4.15 by determining the value of α (α∗) for which the summation is a maximum
i.e. dF
dα α=α∗ = 0. This process is known as the method of steepest descent and provides
the governing scaling relation:
M(k) ∼ eF (α∗,k) = n(V (k))[V (k)]k ∼ Lf(α)−kα(k)|α=α∗ (4.18)
Now by comparison, the exponent p(k)
ν¯
can be determined using the following relation:
p(k)
ν¯
= kα(k)− f(α)∣∣
α=α∗ (4.19)
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As such this new exponent, which characterises the kth moment of the distribution,
decomposes naturally into the above two terms. f(α) now serves as the fractal dimension
of the set of bonds dominated by the kth moment and it uniquely identifies a given
multifractal. If we then consider the limit as L becomes large, f(α) will be given by
(Jensen et al., 1985; Halsey et al., 1986):
f(α) =
logNα
logL
(4.20)
where α is given by:
α =
lnV
lnL
V =
V
Vmax
(4.21)
and Nα is the number of bonds with a value of α in the logarithmic increment α−dα/2 ≤
αij < α + dα/2
De Arcangelis et al. (1986b) used these relations to suggest that the flowing backbone
is an infinite subset of regions, each characterised by the parameters V. From a plot
of f(α) vs. α and equation 4.19 we can obtain the entire spectrum of scaling laws for
the voltage moments. These universal rules can only become useful if we relate them
to important bulk network characteristics with a physical interpretation, which we show
below:
The zeroth moment,
〈
V 0
〉
of the voltage distribution gives the average number of
bonds on the flowing backbone. This figure excludes the small set of bonds (Batrouni
et al., 1988) that are on the geometric backbone but have 0 potential difference across
them (De Arcangelis et al., 1985). The first moment,
〈
V
〉
is the average voltage in the
system while the second moment,
〈
V 2
〉
is related to the average power dissipated and
thus the conductivity. The fourth moment gives the magnitude of the noise within the
network (Rammal et al., 1985; Rammal , 1985) while in the limit k → ∞, the system is
dominated by the bonds with high potential difference (red bonds) making
〈
V ∞
〉
= 1/ν¯
(Coniglio, 1982).
According to De Arcangelis et al. (1985) if we look at the negative moments there
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would be a stronger weighting to the lower voltages (colder bonds) in the network. They
claimed that the moments were analytical and expose features of the distribution’s long
tail as a function of system length. This was reinforced by the work of Aharony et al.
(1993) who numerically showed that for large L these moments have a finite asymptotic
limit. In contrast to this work, Batrouni et al. (1988) and Barthelemy et al. (2000)
have argued that these moments are governed by a “singularity” in the smallest non-zero
voltage. Batrouni et al. (1988) empirically determined that f(α,L) ∼ V b(L) where b(L)
is given by:
b(L) = b∞ +
A
logL
+ (L) (4.22)
and (L) is a correction factor that decreases faster than 1
logL
as L increases. They have
suggested that the fractal dimension of these singularities are 0 with a flat f(α) curve on
the low voltage side. This gives a b∞ = 0 (see figure 4.6) and not b∞ = 14 (see figure 4.7)
as suggested by Aharony et al. (1993)
It is instructive to remind the reader that as the resistance along each bond is equal to
1, the potential difference along a given bond, V is equal to the current flowing through
it. Thus we can also write:
α =
ln I
lnL
I =
I
Imax
(4.23)
We emphasise that the moments of the current distribution are also related to the physical
parameters discussed earlier.
Reservoir flow and current - the link
By now the reader may be somewhat curious as to the motives for the above detour
into the realm of electrical conductivity. It would be perfectly reasonable to query what
possible link there is between electric circuits and flow in porous media. Fortunately, the
answer to this question is straight forward. The flow of current is analogous to flow in
porous media governed by Darcy’s Law. The only difference being, the pressure term ψ
in equation 2.4 is replaced by its electric equivalent - potential difference.
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With the assumption that a percolation cluster can represent a porous medium, we
can now write a system of equations using Darcy’s law to determine the velocity q in
each bond. The resulting system is conveniently analogous to equation 4.11 and can be
written as:
qi =
∑
j
kij(Pj − Pi)

kij = 1 bond
kij = 0 otherwise
(4.24)
The similarities between these two systems do not stop there. As the form of the
equations are identical, it is reasonable to assume that the scaling relations of the voltage
and current would also apply to the pressure and flow distributions. We can thus postulate
that the flow distributions are multifractal and the moments, J(k) =
〈
qk
〉
, scale as:
J(k) ∼ Lf(α)−kα (4.25)
We can also relate these network moments to parameters that are significant to flow
in porous media. The zeroth moment,
〈
q0
〉
, remains the average number of bonds on the
flowing backbone. The first moment,
〈
q
〉
now becomes the average flow rate of the fluid
in the structure while the second moment,
〈
q2
〉
is related to the average permeability of
the system. The fourth moment gives the permeability fluctuation within the network
while
〈
q−1
〉
can be related to the dispersion coefficient (D) and the average travel time
across the network (Sahimi et al., 1983a; De Arcangelis et al., 1986a).
4.2.2 Random walks
One of the simplest transport algorithms is a standard random walk on a fractal.
The use of random walks was first employed by Brandt (1975) to determine the diffusion
coefficient for dispersive motion in a disordered lattice. The method was subsequently
immortalised by the classical study of De Gennes (1976) who performed simulations on
a percolating cluster which he described as the motion of a “drunken ant in a labyrinth”.
We recall that a random walk is defined by the recurrence relation 3.1. If we then
represent the walk rules for the random choice of an outlet bond, l, by a particle located
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at point l′ connected to Nl′ nodes by:
p(l, l′) =
1
Nl′
, (4.26)
we can write relation 3.1 after n steps as:
Pn+1(l) =
∑
l′
Pn(l
′)
Nl′
(4.27)
where the sum is over sites l′ that are connected to l.
If we now institute rule 4.26 into a homogeneous system, with all sites open to flow,
we will expect to obtain the characteristic Fick’s law scaling of the mean squared dis-
placement,
〈
r2
〉
(Gefen et al., 1983):
〈
r2
〉 ∼ t (4.28)
We note that this is in contrast to the relation presented in section 3.2.2 < r >= l(t) ∼ t.
There we see that the mean location of the Gaussian plume and not the second moment
scales with time. For an unbiased random walk equation 4.28 is the first non-trivial
moment as the lack of an external gradient in the system implies that on average the
particles will have a displacement of 0 from the origin i.e.
〈
r
〉
= 0.
The transport becomes more interesting as we remove bonds from the system, i.e.
make the grid more heterogeneous. If we again extract bonds with probability 1− p, the
transport will become anomalous and the mean square displacement will scale with the
walk dimension, dw (Mandelbrot , 1982):
〈
r2
〉 ∼ t(2/dw) dw > 2 (4.29)
The explanation for this change in exponent lies in the definition of
〈
r2
〉
(Ben Avraham
and Havlin, 2000):
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〈
r2(t)
〉
=
〈(
t∑
i=1
ui
)2〉
= t+ 2
t∑
i>j
〈
ui.uj
〉
(4.30)
For homogeneous lattices the correlation term
∑t
i>j
〈
ui.uj
〉
= 0 (Ben Avraham and
Havlin, 2000). As the number of closed points in the system increases,
∑t
i>j
〈
ui.uj
〉 ∼ tk
for some exponent k, which quickly dominates equation 4.30.
As p decreases, dw increases, figure 4.2.2 (Stauffer and Aharony , 1994). In the limit
p → pc, dw has been numerically determined to be in the range 2.65 ≤ dw ≤ 3.03 for a
2D lattice and 3.64 ≤ dw ≤ 3.86 for a 3D lattice (Havlin, 1984).
If we finally decrease p below pc, the diffusion will occur on structures that do not
span the length of the entire system. The highest proportion of the particles would be
launched on clusters of length ξ and the flow would be controlled by these systems. At
late time
〈
r2
〉
would thus scale as (Ben Avraham and Havlin, 2000):
〈
r2
〉 ∼ ξ2(p) (4.31)
4.2.3 Transport on a fractal
In the hydrological sense, flow was first modelled on a random network by Sahimi
et al. (1983b) and Sahimi et al. (1986). In these simulations, a Monte Carlo method was
used to model an advection-biased random walk of tracer particles. The imposed field
provided a systematic variation of transition probability within the structure. This is
in contrast to the method used by Pandey (1984), Stauffer (1985) and Michel (1986),
who assumed a fixed bias that was greater in what was considered the flow direction.
This model is physically inconsistent with real systems where variations in heterogeneity
can provide higher velocities in a direction other than that of the bulk flow, while in
diffusion-controlled regions the particles would not be assigned the appropriate jump
probability.
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Direct simulation of transport on a fractal
Sahimi (1988) was the first to apply a direct particle tracking algorithm to modelling
dispersion in a fractal porous medium. A similar technique was also used by Makse et al.
(2000) both of which we shall describe below. In the following sections we demonstrate
the scaling relationships which were used to characterise the transport distributions in
the presence of advection and diffusion.
Theory
In macroscopic simulations of transport it is convenient to decompose the dispersion
coefficient D defined in equation 2.7 into a longitudinal (DL) and transverse DT compo-
nent. If DL only acts in the mean flow direction (taken as the x-direction) of the system
we can write 2.7 as:
∂C
∂t
+ ν ·∇C = DL∂
2C
∂x2
+DT∇2⊥C (4.32)
In percolating systems we are interested in how these new parameters scale with length
(L) at the percolation threshold. We expect that there are different scaling regimes
depending on the Pe number (V¯ L/Dm) and characteristic length of the system. To
obtain these relations we introduce two new parameters (dTw and d
L
w) for the time scaling
of the random walk:
〈
∆x2
〉
=
〈
x2
〉− 〈x〉2 ∼ t2/dLw (4.33)〈
y2
〉
=
〈
z2
〉 ∼ t2/dTw (4.34)
These new exponents depend on system Pe number and can be shown (Sahimi , 1987) to
be related to DL and DT as:
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d
〈
x
〉
dt
∼ V¯ (4.35)
DL ∼
d
〈
∆x2
〉
dt
∼ t−(1−2/dLw) (4.36)
DT ∼
d
〈
y2
〉
dt
∼ t−(1−2/dTw) (4.37)
We first consider the limit of very small Pe number where the transport is dominated
by molecular diffusion. We recall that the fraction of sites on the infinite cluster P∞
vanishes as equation 4.5 while the permeability of the network scales as the conductivity
in relation 4.7
K ∼ (p− pc)µ (4.38)
We know that in this limit the flow is dominated by the time spent in the dead ends so
V¯ will scale as (Sahimi , 1987):
V¯ ∼ K
P∞
∼ (p− pc)µ−β¯ ∼ ξ¯θ (4.39)
where θ = (µ− β¯)/ν¯. This relationship is physically consistent as the higher the conduc-
tivity of the system the higher the average velocity but the larger the number of sites on
the percolation cluster the more “disperse” the particle plume will become - reducing the
average velocity. This would imply that for L  ξ, DL = DT ∼ ξ¯θ ∼ (p − pc)µ−β¯ and
DL = DT ∼ L−θ with dLw = dTw = dw = 2 + θ for L ξ (Sahimi , 1987).
In the other extreme limit of very high Pe number, flow occurs primarily on the
backbone. In this limit the effect of molecular diffusion is negligible so both DL and DT
will be assumed to be dependent only on V¯ . One such dependence within the literature
is D ∼ LV¯ (Freeze and Cherry , 1979). Now we know that at pc the only characteristic
length scale is ξ so to relate the three parameters we write an analogous expression for
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fraction of the sites on the backbone by introducing a new exponent β¯B:
PB∞ ∼

(p− pc)β¯B ∼ ξ−β¯B/ν¯ if p > pc,
0 if p < pc
(4.40)
We then assume that there is no diffusion into the dead ends so that V¯ will scale as
(Sahimi , 1987):
V¯ ∼ K
PB∞
∼ (p− pc)µ−β¯B ∼ ξ¯θB (4.41)
where θB = (µ− β¯B)/ν¯ and DL ∼ DT ∼ ξ1−θB for L ξ. In the limit of L ξ this then
becomes DL ∼ DT ∼  L1−θB . We can then rewrite 4.33 - 4.35 as:
d
〈
∆x2
〉
dt
∼ L1−θB (4.42)〈
∆x2
〉 ∼ t2/(1+θB) (4.43)
d
〈
y2
〉
dt
∼ L1−θB ∼ t2/dTw−1 (4.44)〈
y2
〉 ∼ t2/(1+θB) (4.45)
So dLw = d
T
w = 1 + θB.
Random walk algorithm
Sahimi (1988) modelled hydrodynamic dispersion to assess the region of applicability
of the macroscopic ADE - equation 4.32 and the effect of morphology on transport in
porous media. He used a percolating network to approximate the disordered topology
of a reservoir structure. Fluid flow was simulated using a Monte Carlo technique that
combined complete mixing and stream-tube routing with probabilistic propagation rules
to move particles through the model.
The lattice structures that were generated for the study had either a constant effective
radius, r or one selected at random using the pdf f(r) = 2re−r
2
. Creeping flow was
assumed in each bond and the Hagen-Poiseuille law used.
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Equation 4.24 was discretised over the network and the pressure field solved numeri-
cally. The particles were then launched at random from the system inlet and then moved
either in plug flow or with parabolic velocity profile.
In the plug flow simulations the network was generated with a constant tube radius.
The particles travel through a bond of length L and local velocity V with an advective
time tc = L/V . Particles are assumed to be completely mixed at the junctions and exit
into a bond with a probability proportional to the outlet flux.
A second lattice was then prepared with a random distribution of bond radii. Poiseuille’s
equation was used to impose a varied velocity field within a branch. The probability den-
sity function (pdf) of the velocity profile was given by: f(v) = 2V [1− (r/rb)2] where r is
the radial distance of the particle from the centre of the node and rb is the radius of the
branch. A velocity was then chosen at random and used to move the particle under the
condition that the tc calculated for this streamline is smaller than the time td = r
2
d/2D
to diffuse to another a distance rd away. If it is not the particle will jump to this new
streamline with a time t = tc + td. Stream tube routing as suggested by Jerauld et al.
(1984) was used to determine the outlet node for a particle entering a given junction.
Using the results of this simulation it was determined that at the critical point there
exists an anomalous, length dependent flow regime that cannot be described by the ADE.
A new probability density function based on a generalisation of the Gaussian distribution
provided by Guyer (1985) was thus proposed to account for the anomalous behaviour of
the transport:
P (ξ, t) ∼ A1t−df/dw exp
[
− α1
(
|x− x0 −
〈
x
〉|
tvd
)νp
− α2
(
|y − y0|
tvd
)νp
− α3
(
|z − z0|
tvd
)νp]
(4.46)
where vp = dw/(dw − 1), νd = 1/2dw and α1, α2, α3 are constants. As we show below the
formalism matches the plume development within the fractal reasonably well.
Makse et al. (2000) also treated the effects of advection and diffusion with heuristic
rules. They used a correlated bond percolation cluster at its critical point as a model
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for the porous medium. This correlation was achieved by using a long-range power-law
occupancy function suggested by Prakash et al. (1992) to fill the bonds. They then solve
the full set of Navier-Stokes and continuity equations for a series of systems of maximum
size L = 64. The particles were then randomly assigned to the inlet and transport
modelled.
The particles were moved from node to node with some characteristic time t - no
mention was made as to how it was calculated. Walkers are assumed to mix completely
on entering a junction. They are then reassigned to an outlet node with probability Pα.
This probability is calculated using empirical rules that assume that there is an advective
(tc = L/V ) and diffusive (td = L
2/D) time scale for a particle to traverse a given bond
of length L and local velocity V . It was then postulated that for all sites with a positive
velocity the transition rate, Rα is given by:
Rα =
1
tc
+
1
td
(4.47)
or otherwise equal to:
Rα =
1
td
(4.48)
Therefore the probability pα of jumping from site i to site α, if i is known to have N
connections becomes:
pα =
Rα∑
N Rα
(4.49)
This method assumes that there is no effect of velocity in the bonds classified as “oth-
erwise”. This implies that a particle will jump with identical probability to a site whose
bond has a large negative velocity as to one with none. This is physically incorrect and
can provide probabilities that may be off by over 30% compared to those obtained by the
analytical mixing rules we present later.
The algorithm then generated a probability density of the transit time distribution
as a function of system size assuming a constant macroscopic Pe = 1.4 (defined as
Pe = V L/D; V = 1). For a fixed L, they report a non-Gaussian transit time distribution
as shown in figure 4.10. They also monitored the average time to move a distance, x and
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showed it scales as: 〈
t
〉 ∼ xβ (4.50)
This β is not a universal parameter and depends on the Pe number of the system. It was
found to be equal to 1.08 for Pe = 1.4.
Using this parameter as a litmus test, they were then able to define two transport
regimes - a sub-diffusive and a transition zone. In the first, diffusion dominates over
convection and β > 2. In the second there is enhanced diffusion controlled by convection
with a range of 1 < β < 2. They postulated the existence of a third division in which
advection completely governs the transport but where unable to demonstrate its existence.
This is possibly due to the small range of Pe numbers used and the incorrect mixing rules
implemented.
Indirect methods for simulating transport
The first of these is the transfer matrix method developed by Roux et al. (1986). In
this technique the solution of the one-dimensional ADE in the Laplace domain is written
along each bond using the appropriate boundary conditions. A system of linear equations
were then obtained in Laplace space which can then be solved for discrete values of the
Laplace variable s using the transfer matrix method by Derrida et al. (1984). The Laplace
transforms can then be inverted with standard algorithms to obtain the concentration
and flux within a given bond in the system.
With this method, Roux et al. (1986) were able to demonstrate three distinct flow
regimes in a lattice with permeability disorder. They were able to show as a function of
Pe number the transition from a diffusion-dominated to an intermediate stage in which
the fluid feels the effects of both advection and diffusion then finally to an advection-
dominated regime, see figures 4.13 and 4.14. Each of these crossovers are governed by a
characteristic time and a Pe number (Pe1, P e2) defined as the ratio of the product of the
local velocity and length to the molecular diffusion coefficient (V L/D).
Another method analogous to that employed by Roux et al. (1986) was implemented
by Koplik et al. (1988). In this work they again wrote the one-dimensional ADE along
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each branch using appropriate boundary conditions. They then solved the resulting
system of equations directly with standard numerical techniques. This produced the
concentration profile in each branch allowing the development of the tracer plume to be
monitored. A framework for the analytical solution of the moments was then provided
for two-dimensional systems with a given disorder.
Using this latter technique coupled with the numerical method described above it was
concluded that in the limit of V̂ → 0 the kth moment of the transport time distribution
scaled as:
〈
tk
〉 ∼ Lk(2+θ) (4.51)
where θ is the exponent of the scale dependence of the diffusion coefficient, t is time, V̂ is
the average system velocity, β and ν¯ keep their previous definition. Now in the converse
limit of V̂ →∞ it was shown that 〈tk〉 scaled as:
〈
tk
〉 ∼ V̂ −1L2−β/ν¯+(k−1)(2+θ) (4.52)
Finally, they suggest that there is a simple scaling ansatz that describes the moments for
the entire spectrum of flow rates. The relationship must be constrained to scale between
the limits previously discussed, thus they hypothesize that a given transit distribution
P (t) can be rewritten in the form:
P (t) =
1
td
F
( t
td
,
tc
td
)
(4.53)
where td and tc is a characteristic diffusive and advective time respectively and the limiting
behaviour is of the form:
F
(
t
td
,
tc
td
)
→

F1
(
t
td
)
tc
td
→∞
tc
td
F2
(
t
td
)
tc
td
→ 0
(4.54)
Therefore we expect the moments can be written as a universal function controlled
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by the parameter tc/td, see figure 4.15:
〈
tk
〉
tkd
= Gk
(
tc
td
)
(4.55)
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Figure 4.6: The multifractal spectrum of a two-dimensional random resistor network subjected to a
constant potential gradient along the boundaries. Systems of size L = 50-1000 are shown after Barthelemy
et al. (2000)
Figure 4.7: The multifractal spectrum of a two-dimensional random resistor network showing the
variations of f(α) with L as L→∞ after Aharony et al. (1993)
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Figure 4.8: The root mean square displacement
〈
r2
〉 1
2 vs. time for lattices with occupation probability,
p equal to p = 1, p = 0.7, p = pc and p = 0.4 after Stauffer and Aharony (1994)
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Figure 4.9: The probability density P (ξ, t) for transport in a square network using (a) equation 4.46
and (b) the random walk simulation (Sahimi , 1988).
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Figure 4.10: The transit time distribution for a system of size 64 × 64 with universal Pe = 1.4 after
Makse et al. (2000)
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Figure 4.11: The average transit time for the particles to move a distance x for systems with Pe =
0.0005− 1.4 after Makse et al. (2000)
Figure 4.12: The transit time exponent, β as a function of Peclet number. The upper limit of β equals
to the random walk exponent for anomalous diffusion in a correlated percolation cluster (dw ∼ 2.41).
The lower limit on the other hand is equal to the minimum path exponent (dmin ∼ 1.025) after Makse
et al. (2000).
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Figure 4.13: The change in slope of the average transit time plot vs. Pe number from Roux et al.
(1986). This heralds the transition from the diffusive to an intermediate regime.
Figure 4.14: The change in slope of the second moment of the transit time distribution from Roux et al.
(1986). The diagram shows the results for a homogeneous and a disordered lattice. In the convective
regime
〈
t2
〉 ∼ Pe2 thus the advective flow begins when the gradient of the plot equals to 0. It is worth
noting that in the homogeneous lattice Roux et al. (1986) did not observe any convection dominated
flow.
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Figure 4.15: Figure showing the universal scaling for the first, second and third moments of systems
with size L = 10, 20, . . . 70 and average velocity V̂ = 10−2, 10−1, . . . 105 from Koplik et al. (1988).
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Chapter 5
General Model for Transport in
Heterogeneous Media
5.1 Motivation
We propose a conceptually simple but powerful approach to simulating single-phase
transport in heterogenous porous media that marries the strength of the different ap-
proaches we have reviewed.
We begin with a conceptual model of a porous medium as a network of links con-
nected by volume-less nodes. We will view transport as a continuous time random walk
(CTRW): transport will occur as a sequence of transitions as particles move between a
series of discrete nodes or sites governed by a probability ψ(t; i, j)dt that a particle just
arrived at a node i will arrive at a nearest neighbour j in a time interval t to t + dt.
Our approach does not make any assumptions about the governing transport equations;
instead physical modelling of the process of interest is used to derive ψ(t) from which the
resultant macroscopic behaviour can be found analytically or numerically. In this sense
our method is equivalent to the CTRW formalism by which anomalous transport can be
elegantly described (Berkowitz et al., 2006).
Generally CTRW has been applied to find the ensemble average behaviour of a plume
in a macroscopically homogenous domain (Berkowitz et al., 2006; Dentz et al., 2004).
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However, in most reservoirs the permeability distribution is described on a scale of a few
metres. What is needed is a rapid simulation technique to capture the behaviour for dif-
ferent, explicit reservoir models while capturing the effects of uncertainty in the reservoir
description at smaller, below a metre, scales. CTRW has been applied to heterogeneous
media, but for relatively coarsely-gridded two-dimensional systems where the solution
involves the numerical inversion of a multi-dimensional Laplace transform (Cortis et al.,
2004). We will use a simpler approach, described below.
Rather than attempt to fit a single ψ(t) to the entire domain we allow it to to vary from
bond to bond with the structural heterogeneity explicitly accounted for. This approach
follows the thinking within the petroleum engineering literature where the behaviour of
a particular reservoir system is obtained rather than the statistical properties of some
generic model. Furthermore, this real space method is simpler to implement and avoids
the cumbersome inversion of Laplace transforms that are inherent in previous attempts to
account for heterogeneity within a given model (Cortis et al., 2004). To do this we derive
a ψ(t) analytically using physical principles. There are two significant issues though that
must be addressed before these problems can be tackled.
The first and perhaps the most thorny involves the mixing rules at the junctions of
the network. If the node has a finite size then a combination of stream-tube weighting
and diffusion is needed. This requires an exact representation of the micro-structure of
the porous medium in the node. Even if there is complete mixing, there is still confusion
over how to move particle from nodes to links providing some erroneous algorithms, as
mentioned earlier.
The second issue is how to to extend transport algorithms to a general ψ(t). This
turns out to be relatively straightforward, as we discuss later.
We start by determining analytically the correct mixing laws for transport governed
by the ADE along the links. ψ(t) will be derived, as will be the probability of a particle
at one node reaching each of its neighbours; we will then show how to extend this method
to cases with a general transition function.
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5.2 Solution to the one-dimensional ADE
We now present a time domain solution for bond-to-bond transitions based on the
work of Rhodes and Blunt (2006). At time t = 0, a particle is assumed to just arrive at
a central node, i, (x = 0) which is connected to N nearest neighbours, j, by a link i− j
as shown in figure 5.1. We represent this mathematically as the introduction of a delta
function to the system at x = 0 or Cij(x, t = 0) = δ(x).
j ij bond
qij>0, Dij
ji bond
qji>0, Dji
x = -Lji x = Lij
Figure 5.1: A random grid structure with a zero volume node connected to N nearest neighbours
Within each bond we assign a local Darcy velocity, qij, dispersion coefficient, Dij,
porosity, φij, cross-sectional area, Aij and length Lij. We note that ij denotes outlet
bonds with a positive flux (qij > 0) connected to a node located x = Lij units from the
junction. On the other hand, ji represents an inlet flux of velocity (qji) also defined as
positive from the direction of a neighbour point x = −Lji units from the launching node
(so qji > 0). We can now write the following along each bond:
φij
∂Cij
∂t
+ qij
∂Cij
∂x
= φijDij
∂2Cij
∂x2
(5.1)
We are interested in the time for a particle to first arrive at a nearest neighbour - we
model this as an absorbing boundary condition of the form C(Lij, t) = 0 (De Arcangelis
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et al., 1986a). Concentration and flux at the nodes are continuous. If we then transform
equation 5.1 and the boundary conditions into Laplace space we get:
φijsC˜ij(x, s) + qij
dC˜ij(x, s)
dx
− φijDij d
2C˜ij(x, s)
dx2
= δ(x) (5.2)
C˜ij(Lij, s) = C˜ij(−Lji, s) = 0 (5.3)∑
∀qij>0
Aijqij =
∑
∀qji>0
Aijqji (5.4)
C˜ij(0, s) = C˜ij+1(0, s) ∀j (5.5)
The general solution of equation 5.2 is of the form:
C˜ij(x, s) = e
qijx
2Dijφij [Acje
σijx +Bje
−σijx] (5.6)
where σij is given by:
σij =
√
q2ij + 4Dijφ
2
ijs
2Dijφij
(5.7)
Using condition 5.3 and 5.5 we now express Aci in terms of Bi:
Acj = −Bje∓2σijLij (5.8)
We can then write equation 5.6 as:
C˜ij(x, s) = ±2Bje
qijx
2Dijφij sinh[σij(Lij ∓ x)]
e±σijLij
(5.9)
From equation 5.5 we can express all of the coefficients in terms of outlet branch i = 1
which we term as B(s):
B(s) = B(1− e−2σL) = Bj(1− e−2σijLij)
= Bj(1− e2σjiLji)
(5.10)
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To obtain B(s) we invoke flux continuity at the node:
∑
∀ij
[∫ 0+
0−
Aijφij
(
sC˜ij +
(
Vij
φij
)
dC˜ij
dx
+Dij
d2C˜ij
dx2
)
.dx
]
=
∫ 0+
0−
Aijφijδ(x).dx
(5.11)
and write the solution for the concentration field in its final form:
C˜ij(x, s) =
B(s)e
qijx
2Dijφij sinh[σij(Lij ∓ x)]
sinh(σijLij)
(5.12)
where B(s) is given by:
B(s) =
1∑
∀kDkAkσkφk coth(σkLk)
(5.13)
The mass per unit time, ψ˜j(s) arriving at a nearest neighbour node (x = ±L) is given by
(since Cij(Lij, t) = 0):
ψ˜j(s) = ∓AkφkDk ∂Cij
∂x
|x=±Lk
=
DkB(s)Akφkσke
±Pek
2
sinh(σkLk)
(5.14)
where k is equal to the direction where qk > 0 and Pek = qkLk/Dkφk. The mass exiting
the system would be given by the cumulative distribution F (t):
Fj(t) =
∫ t
0
ψj.dt (5.15)
or in the Laplace domain:
F˜j(s) =
ψ˜j(s)
s
(5.16)
To obtain the solution in the time domain we can invert equation 5.16 numerically using
the algorithm due to Gaver (1966) and Stehfest (1970):
Fj(t) ≈ ln 2
t
n∑
a=1
HnF˜j
(
a ln 2
t
)
(5.17)
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where Hn is given by:
Hn = (−1)a+n2
min(a,n
2
)∑
b=a+1
2
(2b)! b1+
n
2(
n
2
− b)!b!(b− 1)!(a− b)!(2b− a)! (5.18)
and n is an even number usually between 6 to 18. According to theory, the larger the
value of n the more accurate the inversion. As in practical implementations round-off
errors begin to dominate as n→∞ the optimal value is typically taken as 18 (Stehfest ,
1970).
5.2.1 Mixing rules
Now that we have a solution to the ADE, we want to know the probability p(i, j) of a
given particle jumping to another node. This is simply the asymptotic value of equation
5.15 as t → ∞. This can also be done in Laplace space using the final value theorem
(Luyben and Luyben, 1997):
lim
s→0
[sF˜ (s)] = lim
s→0
[ψ˜j(s)] = lim
t→∞
[F (t)] (5.19)
p(i, j) =
GAijqij
1− e−Peij qij > 0 (5.20)
p(i, j) =
GAjiqji
ePeji − 1 qji > 0 (5.21)
where G is a normalisation coefficient given by:
G =
2∑
∀k Akqk coth(
Pek
2
)
(5.22)
a fact we demonstrate in Appendix 2.
5.2.2 Model validation
To validate the proposed solution a comparison was made to a numerical solution using
particle tracking (Sahimi , 1994; Delay and Bodin, 2001). It is possible to approximate
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the solution of equation 5.1 by employing a random walk simulation that couples flow
and diffusion while explicitly monitoring the location of particles along the bonds. In a
given time step ∆t a particle will move due to diffusive and advective effects by distances
rw and ra respectively:
rw =
√
2D∆t (5.23)
ra = ν∆t (5.24)
At junctions we choose the mixing rules employed by Bijeljic et al. (2004). The initial
condition was that each particle was added at time t = 0 at the central node and then
uniformly assigned to the bonds. For all the numerical results that we describe in this
section we used a fixed length L and dispersion coefficient D in each bond. We define a
Peclet number Pe = νL/D as the ratio of advective to diffusive effects, where ν is one of
the outlet velocities and for simplicity the porosity and cross-sectional area are assumed
to be unity.
Figure 5.2 shows the cumulative arrival time distribution normalized to 1 at the outlet
node for a two-branch problem where Pe = 1 (ν = 1 ms−1, D = 1 m2s−1 and L = 1 m).
The agreement between the analytical result and a numerical solution using a time-step
∆t = 10−4s and a total of 10,000 particles is excellent. However, the numerical results
do not necessary assign the correct proportion of particles to the two branches. Figure
5.3 shows the percentage error in the estimated proportion of the particles arriving at
the inlet node for different values of Pe and ∆t - this fraction is both under and over-
estimated depending on the time-step and Peclet number. Note though, that the error
tends to zero as the time-step becomes vanishingly small. However to reduce the error to
around 1% of order 105 time steps for each node-to-node transition is required, which is
very computationally demanding. We checked that we used sufficient particles to ensure
that the errors were not affected by the number launched.
The use of particle tracking, in the limit of infinitesimal time-steps and an infinite
number of particles, will solve the governing advection-dispersion equation exactly. At
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Figure 5.2: The normalised cumulative arrival time distribution as a function of time obtained from
the analytical solution (solid line) compared to a random walk simulation for a two branch problem with
Pe = 1 ().
Figure 5.3: The percentage error in the fraction of particles reaching the inlet node for a random walk
simulation of a two branch problem as a function of Peclet number. The solid line is the analytical solution
showing the fraction of particles that arrive at the inlet node. ♦ − ∆t = 10−2s, + − ∆t = 5 × 10−4s,
−∆t = 10−5s.
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nodes, concentration is conserved since particles are not added or removed. Hence, if
sufficient time-steps and particles are used, particle tracking will reproduce the correct
solution provided physical mixing rules are applied at a node and the particles are not
added or removed until they reach the boundaries of the system.
Next a three-branch problem, illustrated in Figure 5.4, was considered. Two cases
were simulated: one where the velocity in bond 1 was 0; and another case with two outlet
bonds, one of which had a fixed Pe of 1. We present the results as a function of the Peclet
number for outlet bond 2. As in the two-branch problem, the normalized probability
distributions were excellently matched. Figures 5.5 and 5.6 show the percentage error
and analytical solution for the split of probability into outlet bond 2. While, in the limit
of small time-steps, the numerical results agree with the analytical expressions, the error
can be large at low Pe. For large time-steps, the advective step tends to bias the results
towards advective routing.
Figure 5.4: The three branch problem.
5.2.3 Transport algorithm
The solution for the transit time distribution can be implemented directly into a
particle tracking algorithm using a similar approach to Sorbie and Clifford (1991). The
velocities in each bond are found using standard numerical techniques. Then particles are
tracked from node to node and the time taken for each transit is recorded. When a particle
arrives at a node a uniform random number z1 is found between 0 and 1. Equation 5.16
is inverted and the time corresponding to another random number z is found. To give
a concrete example, consider a two-branch node where the total probability of arriving
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Figure 5.5: The percentage error in the outlet fraction for a random walk simulation of the 3 branch
problem where the velocity in bond 1 is held at zero as a function of Peclet number in bond 2. The
solid line is the analytical solution showing the fraction of particles that arrive at the outlet node.
♦−∆t = 10−2s, +−∆t = 5× 10−4s, −∆t = 10−5s.
Figure 5.6: The percentage error in the outlet fraction for a random walk simulation of the 3 branch
problem where the Peclet number in bond 1 is held at 1 as a function of Peclet number in bond 2.
The solid line is the analytical solution showing the fraction of particles that arrive at the outlet node.
♦−∆t = 10−2s, +−∆t = 5× 10−4s, −∆t = 10−5s.
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at branch one, obtained using equations 5.20 to 5.22, is 0.3 (and 0.7 for branch 2). If
z1 ≤ 0.3 the particle jumps to branch 1, otherwise to branch 2. Let us assume that we
find z1 = 0.6. Then the particle exits at branch 2. We then choose a new random number,
z, and find the transit time whose cumulative probability is given by z. This is done by
employing the bisection method to numerically determine the value of t for which:
Fi(t)− z ≈ ln 2
t
n∑
a=1
HnFi
(
a ln 2
t
)
− z = 0 (5.25)
In this way the particles are moved from node to node, obeying, on average, the correct
partial differential equation with optimal efficiency. In contrast, a standard particle
tracking approach, while it will give the correct answers in the limit of infinitesimal
time-steps, will tend to give poor assignments of the fraction of particles going to each
node, especially at low Peclet number. In the examples we studied at least 100,000 time-
steps per bond were required to estimate the probability of arriving at neighboring nodes
correct to within 1 part in a 100.
Figure 5.7: The general transport algorithm used in simulation.
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5.3 Concluding remarks
In the next Chapter we will use this algorithm to simulate advective transport in
percolation clusters. Then in Chapter 7, we will use it in a general pore-to-field upscaling
methodology. We will extend the algorithm by using it when node-to-node transitions are
not governed by the ADE but by some general ψ(t). We use the same probabilities that
a particle just arrived at a node will next visit a particular nearest neighbour - equations
5.20 and 5.21. However the transit time will be found from an F (t) =
∫ t
0
ψ(t).dt that
may not necessarily be given by equation 5.15.
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Chapter 6
Transport in percolation clusters
6.1 Motivation
The static and dynamic properties of fractal media have been the subject of numerous
analytical and numerical treatments which were previously discussed in chapter 4. One
exemplar of a fractal structure, which has been used as an analogue for porous media, is
a percolation cluster at its threshold. Analyzing flow in such structures has provided in-
sight into the transport physics of real-life systems (Sahimi , 1993; Stauffer and Aharony ,
1994). Many of the early studies into these networks computed the moments of the re-
sultant velocity distributions (Dearcangelis et al., 1987; Batrouni et al., 1996; Barthelemy
et al., 2000) or found average macroscopic properties such as conductivity or permeability
(Bergman and Stroud , 1992).
In this chapter, we are interested in using these distributions coupled with our trans-
port algorithm to model advective-dominated transport (Rhodes and Blunt , 2007). Lopez
et al. (2003) proposed scaling laws for the breakthrough curves for advective transport
between wells in two dimensions. Here we extend previously published studies on multi-
fractal spectra in two-dimensional percolation clusters (Barthelemy et al., 2000) to larger
system sizes and to three dimensions. We also relate the moments of the velocity distri-
bution to computed transport behaviour. Before we do this we will recap some of the
definitions involved in percolation theory.
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The distribution of bond velocities, P (q), within a threshold percolation cluster has
been shown to be multifractal (De Arcangelis et al., 1985; Rammal et al., 1985). We
define P (q).dq as the probability that a given bond, ij has a Darcy velocity, qij, in the
range q − dq/2 ≤ qij < q + dq/2. For large L the number of bonds, n(q), with velocity,
q ∼ L−α (Halsey et al., 1986), in a logarithmic increment d ln q, will scale with an infinite
set of exponents f(α) with the form:
n(q).d ln(q) ∼ Lf(α).d ln q (6.1)
where f(α) = ln(n(q))/ ln(L) and α = − ln(q)/ ln(L) (De Arcangelis et al., 1985, 1986b).
The moments, M(k), of this velocity distribution which we define as:
M(k) ≡
〈∑
∀ij
qkij
〉
=
1
Nr
∑
∀r
∑
∀qij 6=0
qkij (6.2)
where Nr is the number of realizations, do not follow a constant gap length scaling and
require an infinite set of exponents τ(k) =
[
f(α∗)−kα∗
]
k= df
dα
|α=α∗
to characterize (Halsey
et al., 1986; De Arcangelis et al., 1986b).
The flow velocity is equivalent to the current in a random resistor network. However,
for transport, it is not correct to weight the velocity distribution uniformly between bonds.
This would imply that a particle moving in the flow field is equally likely to reside in
each bond in the backbone regardless of its velocity. This will not be true in real systems
where the injection conditions would force most of the fluid into the high flux regions
surrounding the injector. Instead, the histogram of particle velocities must be weighted
by the flux (velocity) to represent realistic initial conditions (Di Donato et al., 2003). If
on the other hand we launch particles uniformly across the boundary this would not be
the case and the standard f(α) curve would have to be used to model transport.
As we weight our f(α) spectra with flux, before we use it to find the travel time
moments in our transport simulations we must define a new fv(α):
fv(α) =
ln(qn(q))
ln(L)
(6.3)
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where:
fv(α) = f(α)− α (6.4)
and a new flux weighted velocity distribution Pv(q):
Pv(q − dq
2
≤ qij < q + dq
2
) =
n(q)q
Nq 6=0
(6.5)
where Nq 6=0 is the number of non-zero velocity bonds in the system. This definition helps
resolve the debate in the literature over the negative moments of the velocity distribution
(Barthelemy et al., 2000; Aharony et al., 1993; Kahng , 1990; Batrouni et al., 1988). It
has been argued that the moments, M(k), only exist for k ≥ kc where kc = 0. This
implies that the mean transit time (k = −1) is ill-defined since particles will be stuck
for arbitrarily long periods in a finite fraction of low velocity bonds. However, using
flux weighting kc becomes -1 implying that a mean transit time is defined although the
standard deviation (k = −2) is not, suggesting that the effective dispersion coefficient of
the transport will diverge in the limit as t → ∞. This is anomalous transport that has
been studied in the context of continuous time random walk (CTRW) theory (Scher and
Lax , 1973a; Berkowitz and Scher , 1997; Berkowitz et al., 2001). Our simulation results,
shown later, are indeed consistent with kc = 0 or -1 for uniform and flux weighting
respectively and we show that particle transport can be predicted using CTRW and the
measured fv(α) spectrum.
6.2 Fractal generation and flow simulation
We investigated flow on square and cubic bond percolation clusters at their critical
point. We modified the algorithm in Batrouni et al. (1988) to extract a threshold per-
colation cluster in which the bonds are connected together at the nodes. We labelled
each node, i, with an index from 0 to N − 1, where N was the total number of nodes.
We then visited each of these nodes in turn connecting them to their nearest neighbour,
j, with a bond of unit length if j > i and a randomly generated number, pj between
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0 and 1 was less than or equal to the occupation probability, p. We set the value of p
to be 0.5 and 0.2488 in two and three dimensions respectively i.e. the critical values of
p published in the literature (Stauffer and Aharony , 1994). In two dimensions the two
y-axes were periodic i.e. a point on one y-boundary could connect to a point on the
other boundary with the same x-coordinate, while in three dimensions the bounding y
and z planes were periodic. We then sorted the system into clusters using a tree-based
clustering algorithm (Newman and Ziff , 2001; Galler and Fisher , 1964), determined if a
spanning cluster existed, extracted it from the system if it did or discarded the grid if it
did not. The flow field was then determined by imposing an external pressure field on
the two x-boundaries assuming flux continuity and Darcy’s Law at each node:
∑
∀j
Kij(Pi − Pj) = 0 ∀i (6.6)
where P labels the pressure at nodes i and j which is connected by the bond ij having
a unit conductance Kij.
We then obtained a system of linear equations which we solved by inverting the
resulting sparse matrix using an algebraic multigrid solver (Stu¨ben, 2001). Using this
solution we calculated the flux in each bond. If the maximum bond velocity was less
than the total inlet velocity there was no single bond present in the lattice able to carry
the entire flux of the system. These bonds are known in the literature as red bonds
and are a key criteria for criticality in percolation clusters (Stauffer and Aharony , 1994).
These realizations were thus regarded to be anomalies due to correlations in the random
number generator and above the critical point. These grids were subsequently rejected
and the algorithm repeated.
Visual examples of the velocity field calculated for two critical percolation clusters in
two and three dimensions are shown in figures 6.1 and 6.2 with the potential gradient
applied from left to right and top to bottom respectively. The uniform f(α) and flux
weighted fv(α) spectra were then found from the logarithmic binning of this velocity
distribution (Dearcangelis et al., 1987; Halsey et al., 1986).
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We also modelled transport in the advective limit by tracking the movement of 105
random walkers within the system. Each particle was assigned to a node on a line/plane
that was one-quarter of the way into the structure with a probability weighted by the
flux leaving that node. We then monitored the progress of each walker from node to node
using the generalized semi-analytical particle tracking algorithm described in Chapter 5
(Sahimi et al., 1986; Rhodes and Blunt , 2006). Each transition occurred in an advective
time ta = Lbij/qij where Lbij is the i − jth bond length taken as 1. We assumed that
complete mixing occurred at each node with the probability of arriving at a nearest
neighbor, p(i, j), proportional to the flux in the corresponding bond ij - this is the
infinite Pe limit of equation 5.20 (Sahimi et al., 1986; Rhodes and Blunt , 2006):
p(i, j) =
qij∑
∀ij qij
for qij > 0; p(i, j) = 0 otherwise (6.7)
where qij > 0 defines a flux leaving node i heading in the direction of node j. We recorded
the total time for each particle to transit the system, the average displacement l(t) and
the standard deviation of the concentration plume σ(t) for 100 different realizations.
6.3 Static and dynamic results
In section 6.3.1 we show the flux weighted fv(α) and traditional f(α) plots and com-
pare their salient features to those published in the literature. In section 6.3.2 we discuss
the scaling of the quiet side (k < 0) of the velocity spectrum while in section 6.3.3 we
look at the results of the transport simulations and relate these to CTRW theory.
6.3.1 Multifractal spectra
In figures 6.3 and 6.4 we show the uniform and flux weighted spectra in both two
and three dimensions respectively. We validate our work by extrapolating the plots of
fmax(α) ≡ f(α)| df
dα
=0 and f(0) vs. 1/ lnL in figure 6.5 to the 0 of the abscissa. It is
known that in the limit of L → ∞ these plots will give the fractal dimension of the
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Figure 6.1: A two-dimensional percolation cluster at its critical point with linear dimension L = 1000.
The colors indicate the logarithm of the absolute velocity in the bonds. For illustrative purposes dead-
ends are shown with a small but finite velocity of 1 × 10−12 though in the simulations they carry no
flow.
backbone (db) and the red bonds (drb) respectively (De Arcangelis et al., 1986b; Havlin
and Ben-Avraham, 1987). From our work we found values of 1.64± 0.01 and 1.89± 0.03
for the fractal dimension of the backbone in two and three dimensions respectively which
corresponded extremely well with the current best direct numerical estimates of 1.64 and
1.88 (Grassberger , 1999; Nagatani , 1986). We were also able to get an excellent match of
0.76± 0.01 and 1.13± 0.01 for the values of drb in two and three dimensions as compared
to the values of 0.75 and 1.13 that are in the literature (Coniglio, 1982; Stauffer and
Aharony , 1994).
6.3.2 The low velocity (quiet side) of the flux distribution
The low velocity side of the velocity distribution is now widely accepted as a power-
law in velocity of the form P (q).dq ∼ qb−1.dq = qbd ln q where b ≥ 0 (Batrouni et al.,
1988; Duering and Bergman, 1990). This leads to f(α) = −bα for large α, with kc = −b.
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Figure 6.2: A three-dimensional percolation cluster at its critical point with linear dimension L = 200.
The colors indicate the logarithm of the absolute velocity in the bonds. Dead-ends are set to a small but
finite velocity of 1× 10−10.
It has been suggested that this power law exponent scales with system size as (Batrouni
et al., 1988; Aharony et al., 1993):
b(L) = b∞ +
D
lnL
+ σ(L) (6.8)
where b∞ is the scaling in the infinite limit and σ(L) is a correction factor that decays
faster than 1/ lnL (Barthelemy et al., 2000). It has been proposed that this exponent
(b∞) could have a finite value of about 0.25 (Duering and Bergman, 1990) while Batrouni
et al. (1988) concluded from numerical simulations that this value is 0. This was later
corroborated by Barthelemy et al. (2000) who also obtained a value of 0 using a larger
range of system sizes (L ≤ 1000).
We estimate a value of b from the slope of a linear fit to f(α) for α > 1. In figure 6.6,
b is plotted as a function of 1/ lnL in two and three dimensions. Extrapolating L → ∞
indicates that b∞ = 0 ± 0.001 consistent with the results of Barthelemy et al. (2000) in
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Figure 6.3: The uniform (upper curves) and flux-weighted (lower curves) f(α) spectra in two dimensions
for systems of size; upper curves: L = 2000 (asterisks), L = 1000 (dots), L = 500 (open circles), L = 250
(crosses); lower curves: L = 2000 (triangles), L = 1000 (inverted triangles), L = 500 (diamonds) and
L = 250 (squares).
two dimensions. However if we consider flux-weighted distributions bv∞ = b∞ + 1 = 1.
This indicates that for transport the mean travel time is defined.
6.3.3 Transport simulations
Relating the transport and the velocity distributions
We now derive a relationship between the transit time and the velocity distribution.
It has already been established that P (q) ∼ qb−1. We also know that the transition time
t ∼ 1/q and dq ∼ t−2.dt , so substituting for q we can write:
P (q).dq ∼ qb−1.dq ∼
(
1
t
)b−1
t−2.dt ∼ t−(b+1).dt. (6.9)
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Figure 6.4: The uniform (upper curves) and flux-weighted (lower curves) f(α) spectra in three dimen-
sions; upper curves: L = 250 (triangles), L = 200 (inverted triangles), L = 175 (diamonds), L = 150
(×), L = 125 (squares), L = 100 (dots), L = 75 (asterisks), L = 50 (open circles), L = 25 (crosses);
lower curves: L = 250 (asterisks), L = 200 (open circles), L = 175 (crosses), L = 150 (6 pointed stars),
L = 125 (×), L = 100 (dots), L = 75 (5 pointed stars), L = 50 (right-pointing triangles), L = 25
(left-pointing triangles).
Therefore by comparison with the scaling of ψ(t) ∼ t−(1+β) and P (q), we get:
β ≡ b (6.10)
while for Pv(q), we find that:
Pv(q).dq ∼ q × qb−1.dq ∼
(
1
t
)b
t−2.dt ∼ t−(b+2).dt. (6.11)
thus
βv ≡ b+ 1 ≡ bv (6.12)
We conducted 100 numerical transport simulations on several different realizations
of spanning percolation clusters for each lattice size of interest. We then tabulated and
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Figure 6.5: The fmax(α) and f(0) vs. 1/ lnL plot for all the systems investigated. The dots represents
the plot of fmax(α) in three dimensions, the open circles - fmax(α) in two dimensions, the asterisks -
f(0) in three dimensions and the crosses - f(0) in two dimensions.
binned all the results in two and three dimensions and used this to estimate the values of
βv that we show in tables 6.1 and 6.2 respectively. These estimates were obtained from:
(i) the fv(α) plot where we find as best-fit slope, bv for α > 1 using the fact that βv = bv;
(ii) the standard deviation of the particle location as a function of time given by,
σ(t) =
√√√√ Np∑
i=1
(xi(t)− x¯(t))2
Np
(6.13)
where the sum is over all Np particles, xi(t) is the displacement of the particle from the
origin in the average flow (x) direction, l(t) is the average displacement of the plume
given by,
l(t) = x¯(t) =
Np∑
i=1
xi(t)
Np
(6.14)
and βv is a best-fit to σ(t) ∼ t(3−βv)/2 at late time: one example shown in figure 6.7; and
(iii) from the outlet concentration, C(t), with βv as a best-fit to C(t) ∼ t−1−βv at late
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Figure 6.6: The exponent b of a linear late time fit of the f(α) spectra vs. 1/ ln(L) in both two (crosses)
and three dimensions (dots).
times with C(t).dt being proportional to the number of particles leaving the system in a
time dt. In all cases we find that l(t) ∼ t consistent with βv > 1.
The values of βv estimated from the velocity distribution and the transport simulations
are broadly consistent. However, relating βv and bv assumes that the bond velocities are
spatially uncorrelated. This is not necessarily the case for percolation networks that have
a hierarchical clustered structure which may require a general spatially varying ψ(s, t)
(Berkowitz et al., 2006) to obtain a closer consistency between the two distributions. In
two dimensions the computed βv from transport is larger than estimated from the velocity
distribution, indicating less anomalous transport. In three dimensions, the value of βv
determined from C(t) is consistent with the value from the velocity distribution, but the
dispersion is less anomalous.
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βv
L 500 1000 1500 2000
V 1.4± 0.3 1.3± 0.2 1.3± 0.2 1.3± 0.2
σ(t) 1.6± 0.2 1.6± 0.2 1.6± 0.2 1.6± 0.2
C(t) 1.7± 0.2 1.7± 0.2 1.7± 0.2 1.7± 0.2
Table 6.1: The best-fit values of βv for different system sizes in two dimensions.
βv
L 50 75 100 150 200
V 1.4± 0.3 1.4± 0.3 1.4± 0.2 1.3± 0.2 1.3± 0.2
σ(t) 1.9± 0.3 1.9± 0.3 1.9± 0.2 1.8± 0.2 1.8± 0.2
C(t) 1.5± 0.2 1.5± 0.2 1.4± 0.2 1.4± 0.2 1.4± 0.2
Table 6.2: The best-fit values of βv for different system sizes in three dimensions.
Universal scaling of the transit time curves
From a practical standpoint a key transport measure is C(t) since this quantifies the
outlet flux of the particles, which for contaminant transport is equivalent to the rate at
which pollutant can be removed from the system. In this section we find a universal
curve of C(t) for transport in different system sizes. These curves when denormalized for
a system of interest could be used as a first estimate for the transit distribution without
having to perform any numerical experiments.
As in all our simulations we use the same number of particles regardless of L, there
will be no functional dependence of the magnitude of C(t) with the system size. This,
though, is not true for the mean transit time of C(t): tm. It can be shown that tm is
controlled by the −1th moment of the velocity distribution. The time taken for a single
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Figure 6.7: The scaling of the standard deviation of the plume displacement with respect to time in
two dimensions for a system of size L = 2000 (crosses) and in three dimensions for a system of size
L = 200 (asterisks).
particle to transit the system ts is given by:
ts =
∑
∀ij
Lbij
qij
=
∑
∀ij
1
qij
(6.15)
If we average over all particle paths the mean transit time would be given by:
tm =
1
Np
∑
∀Np
∑
∀ij
1
qij
=
〈∑
∀ij
1
qij
〉
≡Mv(−1) (6.16)
Therefore tm would scale as L
τv(k=−1) where: τv(k) =
[
fv(α
∗)− kα∗
]
k= dfv
dα
|α=α∗
We find, using figures 6.3 and 6.4, that τv(−1) = 1.67 in two dimensions and 2.06 in
three dimensions. Thus when we plot C(t) vs. t/Lτv(−1) we obtain a universal curve as
shown in figures 6.8 and 6.9.
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Figure 6.8: The universal scaling of the outlet concentration C(t) for different system sizes L = 2000
(dots), L = 1500 (asterisks), L = 1000 (open circles) and L = 500 (crosses) in two dimensions.
6.4 Concluding remarks
To wrap up: we have used our transport algorithm to study advective transport on
percolation clusters. We have related the multifractal properties of the velocity distribu-
tion to transport using CTRW theory. However, our real interest is transport in more
realistic representations of a porous medium where there is both advection and diffusion.
This is discussed in the next chapter.
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Figure 6.9: The universal scaling of the outlet concentration C(t) for different system sizes L = 200
(×), L = 150 (dots), L = 100 (asterisks), L = 75 (open circles) and L = 50 (crosses) in three dimensions.
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Chapter 7
Upscaling single-phase transport
from the pore-to-field scale using
continuous time random walks
7.1 Motivation
We propose to upscale transport by modelling it at each scale as a continuous time
random walk (CTRW) (Berkowitz et al., 2006). The approach is illustrated schematically
in figure 7.1. The reservoir is represented as a lattice of nodes connected by links. Tracer
transport occurs as a series of particle transitions between nodes governed by a general
probability distribution ψ(t; i, j). ψ will again depend on the Darcy velocity in the link
connecting i and j but the functional form will be found by simulating transport at
a smaller scale. We consider there to be four distinct scales with ψ(t)s that represent
transitions of particles over each scale:
• Pore Scale - µm→ ψp(t)
• Core Scale - cm→ ψc(t)
• Grid-block Scale - m→ ψgb(t)
• Field Scale - 100s m− km→ solved deterministically
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ψp(t)
ψp(t)
ψc(t)
ψc(t)
ψgb(t)
ψgb(t)
100’s µm 1 cm 1 m 100’s m - 1 km
Figure 7.1: The pore-to-core-to-field simulation technique proposed. We consider transport as a series
of transitions between discrete nodes via links with a known transit time distribution ψ(t). At the
smallest scales, advective and diffusive transport is simulated at the sub-pore level through a network
representing the porous medium of interest. Transport from one pore to another is described by ψp
that is averaged over all possible statistical realizations of the structure. This ψp(t) is then input into
a simulation at the core scale to compute ψc for transitions of particles over the cm scale. This in turn
is input into a grid block model to compute a metre-scale transit time distribution ψgb. At the field
scale we model transport deterministically as a series of transitions between conceptual nodes with the
transition time distribution given by ψgb.
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At the three smaller scales we find an ensemble averaged ψ which accounts for the
range of behaviour resulting from the heterogeneity that occurs at this level. For the
systems we simulate we find that the ψ(t)s which emerge are fit either by an exponential
with a characteristic time 1/η or a truncated power-law with exponent β, an advective
characteristic time t1 and a cut-off time t2:
ψ = ηe−ηt (7.1)
or
ψ = Ae−t/t2(1 + t/t1)−(1+β) (7.2)
where A is a normalisation constant to ensure that
∫∞
0
ψ(t).dt = 1. We note that the
functional form of these equations are not inevitable and are dependent on the systems
we investigate. In theory ψ(t) can be any arbitrary function which sensibly represents
the transit time distribution. We then treat the field scale as deterministic and assume
a known distribution of porosity and permeability.
We first describe the upscaling algorithm which we use in this work; we then perform
a pore-to-core analysis of dispersion, verified through comparison with experiment, to
put the methodology on a firm foundation. Lastly we show how to upscale transport
to the field-scale and demonstrate that variability at every scale affects the macroscopic
behaviour even when the field-scale reservoir description is highly heterogeneous.
7.2 Upscaling Methodology
We will simulate particle transport from node to node with some known ψ(t; i, j) - a
real space CTRW that solves the master equation (Berkowitz et al., 2006), equation 3.7,
numerically. We approximate ψ(t; i, j) by a ψ(t, Pe) where Pe is the local Peclet number
and a conditional probability (p(i, j)) that a particle will hop to a nearest neighbour j
after arriving at node i. This p(i, j) is given by the analytical expressions derived in
chapter 5 (Rhodes and Blunt , 2006). In this work, we thus consider the behaviour from
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Figure 7.2: The upscaling methodology. From a larger-scale simulation the flow field is computed and
so the fluxes Q across each block face are known. Pairs of grid blocks are extracted from the model.
Then a simulation is performed within these blocks. In this example, the sub-grid scale is a pore-level
network model. As an ensemble average, the sub-grid is homogeneous. The flow rate in each element is
computed using the block face, Neumann, boundary conditions: while the network is homogeneous, there
is a distribution of velocity between throats because of the different fluxes at the block faces. Transport
is modelled, as before, by a series of pore-to-pore transitions using equation 7.3 for ψp(t) with the known
average velocity in each element. Particles are launched along the face of the left-hand block. When a
particle first enters the neighbouring, right-hand block we record the time taken before the particle first
exits that block. We then find this transit time distribution for all the particles, and for different pairs
of blocks. At the larger scale this transit time distribution ψc is used to represent, conceptually, a hop
between two nodes indicating the centres of the blocks at the cm scale.
link to link to be statistically independent.
Our method was easy to implement. All that is required is a good random number
generator (Fog , 2007), a robust linear solver (Krechel and Stueben, 1996; Stu¨ben, 2001)
and a Monte Carlo sampler. We then employ a multiscale methodology (Jenny et al.,
2006; Audigane and Blunt , 2004; Arbogast and Bryant , 2002; Juanes and Patzek , 2004;
Jenny et al., 2004) where, at each stage, transport is considered as a series of transitions
from node to node, see figure 7.1. All the physics of the process is now contained in the
p(i, j) and the transit time distribution which we determine from simulations on a lower
scale. But the question now becomes how do we find an appropriate ψ(t)?
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7.3 Pore-scale simulations
At the very smallest scales, the pore and core level, we know how to describe transport:
it is Stokes flow in a spatially varying flow field with molecular diffusion. Hence we can
start at the pore scale and then upscale through a series of steps to transport at the field
scale.
Bijeljic et al. (2004) developed a pore-scale network model of dispersion. They rep-
resented a porous medium as a two-dimensional diamond lattice of throats connecting
volume-less pores (nodes). Each throat had a square cross-section and the distribution of
throat radii matched that inferred for Berea sandstone. They then simulated transport as
a series of advective and diffusive steps with physically-based mixing rules at pores. They
accurately predicted the experimentally measured dependence of longitudinal dispersion
coefficient, DL, on Peclet number, the ratio of advective to diffusive forces, Pe = νl/Dm,
where ν is the average flow speed in the porous medium, l is the throat length and Dm
is the molecular diffusion coefficient.
For moderate Peclet numbers 400 > Pe > 10 there is an approximate power-law
dependence of DL: DL ∼ Peδ with δ = 1.2. Bijeljic and Blunt (2006) provided a
physical explanation for this behaviour in terms of the distribution ψp of pore-to-pore
transit times.
We will replace a direct simulation approach that involves sub-pore-scale transport,
like Bijeljic et al. (2004), with one where particles simply hop from pore to pore with
a known transit time distribution, ψp(t; i, j). There are two ways in which this can be
done. The first is to have the same network and measure the transit time distribution
for each pore-to-pore transition. In the large Pe limit, ψp will tend to a delta function
around the advective transit time l/ν. The flow speed ν, however, will be different for
each throat, reflecting the heterogeneity of the network.
The second way to simulate transport is to consider ψp as an ensemble averaged transit
time distribution that accounts for all possible statistically equivalent realizations of the
pore-scale structure. Since we assume there are no systematic long-range correlations, the
ensemble average network is homogeneous. However, now ψp must accommodate a much
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wider range of transit times, even in the advective-dominated limit, since it accounts for
the variation in flow speed between elements in each possible realisation of the structure.
This ensemble average ψp is found by averaging the transit times over every pore-to-pore
transition in the heterogeneous network. Bijeljic and Blunt (2006) found that ψp was
very well fit by a truncated power-law form over six orders of magnitude in time and Pe:
ψp(t) = Ae
−t/t2(1 + t/t1)−1−βp (7.3)
where t1 is an average advective transit time = l/ν where l is the average pore-to-pore
length and ν is the average velocity in a throat, and t2 is a typical diffusive transit
time = l2/2Dm. This empirical form of the transit time distribution has been analyzed
before in the context of CTRW (Dentz et al., 2004) and makes physical sense: we do
not allow transit times longer than the time it would take a particle to diffuse through
a stagnant throat, while for intermediate times t2 > t > t1 we see an approximately
power-law distribution of transit times that reflects the heterogeneity of the network. βp
is a parameter that encapsulates this heterogeneity: more heterogeneous systems will
have smaller values of βp, representing a broader distribution of transit times. The best
fit value of βp for our simulations is 1.8 - see figure 7.3.
We perform three simulations of pore-to-core transport. In the first simulation we use
a topologically disordered network representing a sample of Berea sandstone 3 mm across
with 12,349 pores and 26,146 throats (Bakke and Øren, 1997). From the known hydraulic
conductance of each element (pore and throat) we can compute the Darcy velocity qij in
each throat connecting pores i and j for a given pressure drop between inlet and outlet:
this is identical to what is done in conventional network modelling. We then calculate the
probability, p(i, j), that a particle landing at pore, i, will move to one of its neighbours,
equations 5.20 and 5.21 (Rhodes and Blunt , 2006):
p(i, j) =
GAijqij
1− e−Peij qij > 0 (7.4)
p(i, j) =
GAijqji
ePeji − 1 qji > 0 (7.5)
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Figure 7.3: The ensemble average distribution of transit times ψp(τ = t/t1) across the links in the
network model of the Berea system for different Pe numbers. Solid lines show the truncated power law
fit to the numerical data (equation 7.3 with βp = 1.8).
where Aij is the cross-sectional area of the throat and G is a normalisation coefficient
such that
∑
j p(i, j) = 1 (see Chapter 5 and Appendix 2). We initialize the simulation
by launching 10,000 particles at the inlet face, weighted by the flux, Aijνij = Aijqij/φij,
in each inlet throat, and track their progress as they move in a series of discrete hops
between pores. When a particle arrives at a given node (pore) we generate a uniform
random number a between 0 and 1. We then read from the memory P (i, j) which is given
by:
P (i, j) =
∑
k=0
p(i, k) k ≤ j (7.6)
and then iterate j until P (i, j − 1) ≤ a ≤ P (i, j). The particle will then take a time
t to move to node j along the connecting link i − j (Rhodes and Blunt , 2006; Sorbie
and Clifford , 1991). We assume that between pores the transport is represented by a
one dimensional ADE, with a known velocity in the throat and a molecular diffusion
coefficient given by D = Dm = 10
−9m2s−1. We can find semi-analytically a solution for
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ψp(t; i, j) using the ADE (Chapter 5) which we randomly sample by defining a F (t):
F (t) =
∫ t
0
ψp(t, i, j).dt (7.7)
We then choose another uniform random number z which is taken to be a point on the
F (t) axis. We use z to find the corresponding time t by solving the equation F (t) = z.
We then track the particles until they leave the system summing the individual times
taken to transit each link.
We know that even in a single throat, the use of the ADE is a poor representation of
the transport, since, in reality, Taylor dispersion occurs due to the variation in velocity
across the element (Bijeljic et al., 2004). However, this does give the correct advective and
diffusive limits, and we will show later, gives good macroscopic predictions of transport,
since this is dominated by the variation of velocity between throats, not the variation
within a throat. This is because the velocity variation within the throats is smaller than
the velocity changes when moving from throat to throat. One example of this is if there
was a critical system in which a very small throat carried all the flow. The fluid particles
would be held up in this small throat and change the transit time distribution. The same
method in the same network has also been used successfully to predict NMR propagators
(Picard and Frey , 2007).
During the simulation we compute the mean particle location:
l(t) ≡ x¯(t) = 1
NP
Np∑
k=1
xk(t) (7.8)
where xk is the displacement of particle k from where it was launched and Np is the
number of particles. The variance in location is given by:
σ2(t) =
1
Np
Np∑
k=1
(xk(t)− x¯(t))2 (7.9)
Then we define the longitudinal dispersion coefficient as:
DL =
1
2
dσ2
dt
(7.10)
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In figure 7.4 we plot the late-time dispersion coefficient from equation 7.10, as a
function of Peclet number, where Pe is varied by changing the pressure drop across the
network. The model is three-dimensional and implicitly accounts for transverse disper-
sion but we do not report it here. The results are compared to experimental results in
the literature and the network studies of Bijeljic et al. (2004); Bijeljic and Blunt (2006).
It is evident that both modelling approaches predict the experimental results accurately.
This comparison demonstrates that it is possible to represent transport as a series of dis-
crete hops between nodes (pores). In this case, even though the transit time distribution
between pores is not accurate, we still obtain good results, since we do model the hetero-
geneity of the porous medium correctly; it is the consequent distribution of velocities in
different throats that dominates the behaviour.
For the upscaling presented later it is convenient, in this first implementation of the
method, to use cubic networks. Also shown in figure 7.4 are results using a 100×100×100
cubic network but with the same Berea-derived distribution of throat radius. The throat
length is 200 µm, and so this represents a sample 2 cm across. Note that the results
are similar to those obtained for the topologically disordered network, except at very
large Pe, indicating that for single-phase transport a regular network can be used to
predict the behaviour accurately, as demonstrated by other authors (Bijeljic et al., 2004;
Acharya et al., 2007). The abnormally large dispersion at high Pe numbers is caused by
particles moving through low velocity bonds in the main flow direction. This is due to
a higher fraction of low transmissibility bonds within the flow direction as compared to
the original Berea network causing an increase in the effective dispersion.
Our third simulation also uses a cubic network of the same size, but now we represent
an ensemble averaged system that is homogeneous. Here we do not need to compute
the flow field and a local Peclet number - we simply use equation 7.3 to find the transit
time distribution for each pore-to-pore hop. Again this predicts the experimental data
accurately. It is this approach that we will use to upscale transport later in the chapter.
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Figure 7.4: The longitudinal dispersion coefficient as a function of Peclet number, Pe. The points are
experimental results on sand packs and sandstones in the literature collated by Bijeljic et al. (2004).
The lines are predictions using different pore-scale modelling approaches. All the models assume that
transport occurs between pores connected by throats. The squares show the two dimensional network
model results of Bijeljic and Blunt (2006) where advection and diffusion are modelled within throats.
The solid line represents a three-dimensional simulation on a network representing the topology of Berea
sandstone, but where pore-to pore transitions are computed semi-analytically assuming a one-dimensional
advection-diffusion equation in each throat. The crosses indicate an equivalent simulation in a cubic
lattice, but again with a throat size distribution representing Berea. The last, dots, shows a simulation
on a homogeneous cubic lattice using an ensemble averaged transit time distribution. In all cases the
models give accurate predictions of the data.
7.4 Effect of throat-size distribution on the ensemble
average ψp(t)
In this section we demonstrate the effect of the throat size distribution on the trun-
cated power law ψp(t, Pe) that was obtained by Bijeljic and Blunt (2006). If we stretch
the throat size distribution of the Berea network we will make the system more hetero-
geneous and obtain a wider range of velocities. We use the same topologically disordered
lattice as before with a new throat distribution given by the equation below:
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rnew =
rao
ra−1o−avg
(7.11)
where a is some exponent which increases the spread of the distribution, ro is the original
radius with average ro−avg and rnew is the new radius. The distributions for a = 1, 2 and 5
are shown in figure 7.5. We assume that t1 and t2 are the advective and diffusive times
described earlier and a least squares regression procedure was used to obtain an appro-
priate βp which fits the transit time distribution. As we would expect, we find that the
larger a is the more heterogeneous the system becomes and the smaller the value of βp
needed to fit the distribution. As we show in Figs. 7.6 and 7.7 we obtain βp = 1.2 for
a = 2 and βp = 0.5 for a = 5.
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Figure 7.5: The throat radii distribution used in our simulations which we obtained by stretching the
original Berea distribution using equation 7.11 for the values of a indicated.
We find that the truncated power-law gives a good match for ψ(τ) > 10−6. Close to
the maximum value of ψ(τ) about 6× 105 particles (n(τ)) contribute to this value . This
steadily decreases to about 13 as we approach ψ(τ) = 10−6 and finally falls to O(1). If
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Figure 7.6: The ensemble average distribution of transit times ψp(τ = t/t1) across the links in the
network model of the Berea system when a = 2 for different Pe numbers. Solid lines show the truncated
power law fit to the numerical data (equation 7.3 with βp = 1.2).
we approximate the error bars as ψ(τ)±√n(τ)/N = 10−6± 10−6 we see that though the
match is less good they are within the errors of our simulation.
7.5 Core-scale simulations
We have found ψp(t), equation 7.3, that is an ensemble averaged pore-to-pore transi-
tion time probability. We now wish to represent transport at the core scale by a single
hop with a corresponding ψc. How we do this is illustrated in figure 7.2. For simplicity
we represent our porous medium at the pore scale by a homogeneous cubic network -
this, remember, is an ensemble averaged network that does predict the experimentally
measured dispersion coefficient.
We consider that the core scale - defined as porous media which has a length scale
of a few cm’s - is modelled by a 50 × 50 × 50 network 1 cm across. We place two such
networks side by side with imposed fluxes at the face. These fluxes are chosen arbitrarily
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Figure 7.7: The ensemble average distribution of transit times ψp(τ = t/t1) across the links in the
network model of the Berea system when a = 5 for different Pe numbers. Solid lines show the truncated
power law fit to the numerical data (equation 7.3 with βp = 0.5).
under the condition that continuity is held. This allowed us to manually vary the flux
connecting the two blocks and determine what effect the change in boundary conditions
had on the resultant transit-time distribution. We then launch 10,000 particles at the
faces of the left-hand block in proportion to the transmissiblity of the link connecting
the inlet node. We move particles from pore-to-pore as before, using equation 7.3 for
the transit time distribution. The difference here is that despite the homogeneity of the
network, the velocity in each element varies because of the different face fluxes, as this is
accounted for in equation 7.3 through the dependence of t1, t2 and βp. When a particle
enters the right-hand block we start a clock for that particle. When it exits this block,
we stop the clock. The time is the transit time for the particle to cross the block. We
compute the distribution of transit times for all the particles and for different pairs of
blocks.
At the core scale, transport is advection-dominated in our examples with typical flow
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rates of order 1 m/day. As a consequence, particles almost always moved macroscopically
in the direction of the imposed flux. We also found that regardless of launch or exit face,
or the imposed fluxes, the transit time distribution was exponential with the following
functional form:
ψc(t) =
λQ
V
e−λQt/V (7.12)
where Q is the flux across the face between the two blocks of interest (with units of volume
per unit time), V is the block volume and λ is a dimensionless coefficient whose value
we found to be approximately 1.5. The subscript c on ψ indicates that this is the transit
time distribution at the core scale, to distinguish it from the pore-level ψp, equation 7.3.
This result is not surprising - when the average transport is advective-dominated
there will be a typical transit time with some variation around the average that is well
captured by an exponential (Berkowitz et al., 2006). The typical transit time through a
single throat is l/ν where ν is an average flow speed. ν ≈ Q/φA where A is the face area
and φ is the porosity. If a particle traverses n pores across the block, then the transit
time is nl/ν = nφlA/Q. Now if we take nl ≈ L, the block length in the direction of Q
and AL = V , we have a typical transit time of order φV/Q and a coefficient λ of order
1, which is what we find.
We demonstrate this relationship, equation 7.12, in figure 7.8 where the exponent in
a best-fit to ψc in equation 7.12 is plotted against a macroscopic Peclet number Pem =
Q/LDm which will, typically, always be much greater than 1.
For the most heterogeneous pore-scale model (βp = 0.5) we find a non-linear relation
between the exponent in ψc and Peclet number:
ψc(t) =
λQPeγ−1m
V
e−λPe
γ−1
m Qt/V (7.13)
with an exponent γ = 0.8 and constant λ = 1.6
Strictly speaking an ensemble-averaged ψ(t) would be the conditional probability that
a particle first arrives at the face of a block and then exits in a time t, averaged over all
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Figure 7.8: Tests of the empirical core-scale transit-time distribution, equation 7.12. The exponent
η = λQ/V in the exponential relation is plotted against the macroscopic Peclet number, Pem = Q/LDm.
The linear relation demonstrates that a simple transit time distribution can for used for larger-scale
simulation. The upper line through the crosses is the base case for sub-scale transport in a network
representing Berea sandstone (βp = 1.8 in equation 7.3). We find η = 6 × 10−5Pems−1. Since we
perform the simulations for blocks 50 pores across, L = 1cm and V = 2.5× 10−7m3, Dm = 10−9m2s−1
and so the dimensionless constant λ = 1.5. The middle line is a parameterization of a more heterogeneous
network with βp = 1.1 and λ = 0.54. The lowest line is for a highly heterogeneous sub-grid system with
βp = 0.5. In this last case the transit time exponent varies non-linearly with Peclet number, equation
7.13, with γ = 0.8 and λ = 1.6.
possible arrival times and locations (Cortis et al., 2004). We find empirically that ψc, for
our core-scale model, is a function only of time and local Pe number and is not strictly
dependent on the path taken by the particles; this simplifies the formulation significantly.
7.6 Grid-block scale simulations
We next use the exponential ψc(t) obtained in the previous section to produce an
ensemble average ψgb(t) for transport at the grid block (gb) level. To do this we first
generated a geologically plausible representation of heterogeneity that will occur at this
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scale. We assume that the typical grid block in our system (an example of which is
shown in figure 7.9) will be a relatively high porosity, high permeability (∼ 1000 mD)
sand with horizontal shale lenses interbedded between its layers. We generated 10 systems
stochastically (Lake and Carroll , 1986; Deutsch, 2002) which for computational purposes
was subdivided into 100×50×50 grid blocks of size 1 cm3 to correspond to the core-scale
blocks. This is equivalent to a geological system of size 1× 0.5× 0.5 m which we divide
in half to represent two blocks of size 0.5× 0.5× 0.5 m placed side by side in a field scale
simulation (similar to what was done at the core scale).
We then assumed the porosity (φ) was distributed normally with mean 0.2 and stan-
dard deviation 0.04 while the permeability (kx = ky = 100kz) was distributed log-
normally with mean 1000 mD and a standard deviation of 200 mD, both having a
correlation length lx = ly = 5lz of 0.05 m. The shales were randomly located with a
permeability of 1 mD, porosity 0.01 and volume fraction 0.1. The height of the shale
bodies was taken to be 0.01m with length in the x and y directions distributed uniformly
(lx = 0.5ly) with a range of (0.25m, 0.5m). The vertical spacing between the shales
lz−spacing was also distributed uniformly with range (0.05m, 0.1m).
Figure 7.9: A realisation of metre scale heterogeneity (1×0.5×0.5 m). This represents two grid blocks
of size 0.5× 0.5× 0.5m placed side by side in the field-scale simulation.
111
We repeat the procedure described in section 7.5 using the three values of λ in equa-
tions 7.12 and 7.13 which we obtained from the pore-scale experiments. We assign an
arbitrary flux on each face ensuring that continuity is held over the system and that they
are physically reasonable i.e. we account for the effect of anisotropy by reducing the flux
where the flow rates should be low - vertical direction. We then distribute the flux about
the face according to the transmissibility of the boundary link in the direction of the flux
and then solve for the flow field using standard numerical techniques. We then launch
10,000 particles weighted by the inlet flux on the face closest to the reader in figure 7.9.
We begin the clock for a given particle when it crosses the boundary between the boxes
and track the time taken for it to exit any given face. From this study we find that again
a truncated power law of the form below emerges:
ψgb(t) = A1e
−t/t2 (1 + t/t1)
−(1+βgb) (7.14)
βp βgb ω1 ω2 ς
1.8 1.9 5.59 1330 1.00
1.1 1.7 13.3 1330 1.00
0.5 1.5 237 7.19 1.35
Table 7.1: Parameters used to fit the metre-scale transit time distribution ψgb, equation 7.14.
The parameter βgb is an exponent related to the heterogeneity at the grid block scale.
t1 remains a characteristic advective time given by ω1V/Q where ω1 is a constant which
increases with the value of βp (see figure 7.10) while t2 is now an advective cut-off time
which has a power law relationship of the form t2 = ω2(V/Q)Pe
ς−1
m where ω2 is a constant
which increases with βp as shown in figure 7.11 and ς is an exponent which varies with βp .
All these parameters are obtained by a least squares regression technique. The numerical
values of the constants in the scaling relations can be found in Table 7.1.
This velocity scaling is physically intuitive, as at the grid scale we would expect trans-
port to remain advection dominated. As we now define explicit “large-scale” heterogene-
ity within our system there will be a spectrum of velocities encountered by the particles.
This variation of velocities would therefore influence βgb with the slowest flowing velocity
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Figure 7.10: The advective characteristic time t1 vs. the ratio of block volume to the central flux V/Q.
The solid lines are a linear fit to the numerical data t1 = ω1V/Q; crosses represent βp = 1.8 (ω1 = 5.59),
squares represent βp = 1.1 (ω1 = 13.3) and diamonds represent βp = 0.5 (ω1 = 237).
directly controlling the longest times to leave the system, t2.
7.6.1 Effects of boundary conditions on ψgb(t)
The results of the grid-scale upscaling step show that the ψgb(t) is relatively insensitive
to the effect of the boundary conditions. We found that a truncated power-law emerged
from transport experiments on the grid-scale system when an exponential ψc(t) is used.
But without solving the flow field for a field-scale reservoir description in which the sub-
grid block heterogeneity is explicitly defined any method we use to obtain the velocity
field for our grid-scale simulations will be an approximation. In this section we run some
preliminary experiments to investigate the effect of moving the boundaries further from
the test grid block on the resulting ψgb(t).
To this end we generated a model 150 × 150 × 50 (see figure 7.12) using the same
algorithm and parameters used in the grid block-scale test. We then set an inlet flux of
113
Figure 7.11: The advective cut-off time t2 vs. the ratio of block volume to the central flux V/Q.
The solid lines are a power law fit to the numerical data t2 = ω2Peς−1m V/Q; crosses represent βp = 1.8
(ω2 = 1330, ς = 1), squares represent βp = 1.1 (ω2 = 1330, ς = 1) and diamonds represent βp = 0.5
(ω2 = 7.19, ς = 1.35).
3 m3s−1 at the face closest to the reader, an outlet flux of 3 m3s−1 in the opposite face
and 0 on the rest. We then defined a cubic sub-grid system 50 grid units (50× 50× 50)
from the inlet. I then solved for the flow field over the entire system and then launched
10,000 particles into the sub-grid via the face closest to the inlet and tracked the time
taken to reach the borders of the sub-grid. The ψ(t) produced from this system is shown
in figure 7.13 and we find that all the particles leave through the face closest and parallel
to the outlet (as expected from flux weighting predicted by equation 5.20 in the high
Pe number limit). We see from this preliminary test that the truncated power-law with
t1 = 0.0638, t2 = 15.0, β = 1.9 still fits the resultant distribution. The V/Q ratio for
this test was 0.014. So if we were to use Figures 7.10 and 7.11 we would get a good
prediction of t1 = 0.064 and t2 = 15.2. In spite of this a more thorough test must be
done to investigate the effect of anisotropy on ψ(t).
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Figure 7.12: Enlarged grid-scale model.
7.6.2 Validation
We validate our simulation method at the metre scale by predicting the experimental
tracer tests performed by Levy and Berkowitz on homogeneous and heterogeneous sand
packs (Levy and Berkowitz , 2003).
Homogeneous sand pack
We first investigated the homogeneous system which was a sand of grain diameter
0.532 mm in a vessel with physical dimensions 86 cm× 10 cm× 45 cm. We then divided
the domain computationally into 86× 10× 45 grid blocks with a uniform permeability of
1500 mD and a porosity of 0.38. The porosity was assumed to be a reasonable value for
a well sorted sand (Bear , 1972) and is the value used in the prediction work of Obi and
Blunt (2004). We next ran our simulator for a flow rate of 36 ml/min. Since each grid
block was 1 cm across we used ψc from equation 7.12 and adjusted λ to obtain a best fit
to the results. We found λ = 1. We then re-ran the experiments for 53 ml/min using
the same λ and found that there was a very good prediction of the experimental data, as
shown in figure 7.14.
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Figure 7.13: Fit of the transit distribution leaving the face of the sub-grid system nearest to the outlet
face.
Heterogeneous porous media
We next predicted the transit time experiments of Levy and Berkowitz (2003) on
a heterogeneous porous medium. To generate the heterogeneity Levy and Berkowitz
used the algorithm of Silliman and Wright (1991) to produce a structure which was
analogous to a random sedimentary system with three facies types. This was then used
as a template to mix three different sands of grain diameters 1.105 mm, 0.532 mm and
0.231 mm in equal proportions into a glass case of dimensions 213 cm×10 cm×65 cm. To
perform our simulations we generated a statistically equivalent system (Deutsch, 2002)
with 213 × 10 × 65 grid blocks and a probability that a sand type occurred at a given
location = 1/3. Each sand was assumed to have the same constant permeability as used
by Levy and Berkowitz: 1) 5200 mD, 2) 1500 mD and 3) 144 mD and a constant porosity
of 0.32. We show a picture of the system we use in figure 7.15.
We injected fluid into the left-hand face and produced from the opposite plane. We
used the value λ = 1 obtained previously in equation 7.12 to predict the transit distribu-
tions for flow rates of 11 ml/min and 74 ml/min. The quality of the prediction, figure
7.16, is as good as obtained using streamline based simulation solving an ADE with a
dispersion coefficient chosen to match the homogeneous results (Obi and Blunt , 2004) or
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Figure 7.14: Comparison of predicted (solid lines) and experimental (circles) (Levy and Berkowitz ,
2003) transit time distributions for a homogeneous sand column. The flow rates used were (a) 36
ml/min (fit) and (b) 53 ml/min (predicted).
using CTRW to describe the average response to the system (Levy and Berkowitz , 2003)
demonstrating that our method can predict experiments without using arbitrary fitting
parameters.
7.7 Field-scale results
For our reservoir description we chose the SPE10 model based on a North Sea aquifer.
The model contains regions of high permeability, meandering sand channels surrounded
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Figure 7.15: The three dimensional heterogeneous system used to predict the experimental results of
(Levy and Berkowitz , 2003). Black represents high conductivity sand, grey - medium and white - low.
by shaley low permeability regions with permeability varying by more than four orders
of magnitude (Christie and Blunt , 2001). We used a Cartesian grid containing 1,122,000
(60 × 220 × 85) blocks. The total size of the model is 366 × 670 × 52 m. We chose two
different boundary conditions. In the first we completed an injector well and a producer
well at opposite corners of the model. We set the control on the injector to a flux of
800m3/day and the producer to a bottom-hole pressure of 27 × 103kPa. In the second,
we injected across one face of the model and produced from the opposite face with no
flow across the other faces. With these boundary conditions we first solved for the flow
field and found the fluxes, Q, at each block face.
For transport, we represent the field scale as a cubic network of links joining neigh-
bouring nodes. The links join centres of adjoining blocks and the face flux, Q, is associated
with the link, as shown in figure 7.2. We then launched 10,000 particles along the injector
by a flux-weighted scheme and monitored the time taken for each to reach the producer,
a pictorial representation of the plume profile can be seen in figure 7.17. In the second
simulation we injected particles along one face of the model and produced from the op-
118
(a)
(b)
Figure 7.16: Comparison of predicted (solid lines) and experimental (circles) (Levy and Berkowitz ,
2003) transit time distributions for a heterogeneous porous media. The flow rates used were (a) 11
ml/min (predicted) and (b) 74 ml/min (predicted).
posite face with no flow on the other faces. We compute transport as before, as a series
of transitions between nodes using the truncated power-law ψgb(t), equation 7.14, for the
transit time distribution. The results of which is discussed in the next section.
While conceptually transport is node-to-node, the upscaling methodology does ac-
count for the average behaviour of particles traversing the blocks through all possible
paths. Furthermore, while the transit time accounts for transport across a block from
face to face and the macroscopic simulation is, conceptually, from block centre to block
centre, the methodology does correctly track typical transit times, since we consider
movement block-to-block across specified faces.
In this first implementation of the method we do make several assumptions. First, we
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Figure 7.17: The particle plume moving through the channels of the SPE10 reservoir.
consider only one generic pore, core and grid-block description. In reality we should use
different sub-grid models for sand and shale. Second, our grid block size used to compute
ψgb is smaller than the grid block size in the field-scale simulation. We assume that we
can use a simple V/Q scaling to account for the size discrepancy.
7.8 What affects field-scale transport: Small or large-
scale heterogeneity?
Traditionally transport would be simulated directly on the field-scale model without
any upscaling with some dispersion coefficient used to represent sub-grid-block hetero-
geneity. In the following sections we test to see if the proper incorporation of small-scale
transport affects the large-scale results. We use, as a base case, the ψgb corresponding,
at the pore scale, to Berea sandstone with βp = 1.8
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7.8.1 Upscaled ψgb(t) vs. the traditional ADE approach
Figure 7.18 shows the concentration C(t) at the producer using equation 7.14 with
βgb = 1.9 (the base case) compared to solutions using the ADE withD = Dm and the ADE
with D = αLν +Dm where αL = 1.35± 0.2× 10−4 m. This is equivalent to a traditional
approach to transport modelling with an infinitely-resolved discretization between nodes.
This dispersivity αL is found from the experimentally measured DL shown in figure 7.4 in
the large Pe number limit (Pe > 104). We check that our numerical inversion algorithm
is applicable for the range of Pe numbers investigated.
We find that at late times the concentration at the producer C(t) ∼ t−(1+βm) with an
exponent of βm = 1.2± 0.1 for all six cases indicating that the large-scale heterogeneity
dominates the overall behaviour. This is to be expected, since the pore-scale representa-
tion of the field as a relatively homogeneous Berea sandstone, and the grid-scale represen-
tation as a permeable sand interbedded with shales contrasts with the extreme variability
in the large-scale permeability. Streamline-based simulation, again assuming advective
transport on the same reservoir model, also gave the same macroscopic behaviour with
βm = 1.2 ± 0.1 (Di Donato et al., 2003). The macroscopic boundary conditions do not
affect the late-time behaviour of the plume and so the power-law scaling is not due to
near-well radial flow. Also note the highly heterogeneous nature of the field leads to
breakthrough in around 200-1000 days, while it takes over 300,000 - 3,000,000 days for
all the particles to traverse the system.
However, assuming the ADE at the grid-block scale with D = Dm or D = αLν +Dm
under-predicts the breakthrough time by almost an order of magnitude, particularly for
face-to-face transport. This is because neither of these methods account for the fact that
particles will, occasionally, encounter stagnant regions across which transport occurs
only slowly by diffusion - the ADE does not model “particle trapping”. This tends
to slow down the solute as shown in previous CTRW simulations in macroscopically
heterogeneous media where the plume moves at an average speed significantly smaller
than ν (Cortis et al., 2004). A proper representation of the sub-grid-scale transport
shifts the breakthrough curve to later times.
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Figure 7.18: Breakthrough curves for field scale transport. The late-time behaviour is matched by an
approximate power-law C(t) ∼ t−(1+βm) with βm ≈ 1.2± 0.1. The same late-time behaviour is observed
for two different boundary conditions with wells representing BC1 and face-to-face transport representing
BC2. Results are shown using ψgb(t), equation 7.14, with βgb = 1.9 and an ADE with D = Dm and
D = αLν+Dm. To reduce the noise in the tail of our distribution we generate these plots using a bin size
which increases linearly with time. βm is then given by a best-fit slope through the points (Barthelemy
et al., 2000; Rhodes and Blunt , 2007). Note that using ψgb to simulate transport shifts the breakthrough
curves to later times.
An analogy is to think of traffic in a city. We could calculate the average velocity< ν >
by recording the instantaneous velocities of the cars which pass selected points. This is
directly comparable to using Darcy’s Law to calculate an average velocity. However, to
travel a distance l, the average travel time will not be l/ < ν >; it is likely to be much
larger since you would typically spend time stuck in traffic or waiting at traffic lights,
which is not counted in a flux-weighted average: l/ < ν >6=< l/ν >.
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7.8.2 Effect of increasing pore-scale heterogeneity on field- scale
transport
We ran another suite of tests, to demonstrate the effect of pore-scale heterogeneity
on field-scale transport. At the pore scale we assume that now βp = 1.1 and βp = 0.5.
We use equation 7.14 with the appropriate t1, t2 and βgb = 1.7 or 1.5 for the field-scale
simulations.
Figure 7.19 shows the breakthrough curves for macroscopic face-to-face transport with
differing amounts of pore-scale heterogeneity. Even though the reservoir description at
the metre-scale, with over a million grid blocks, is the same, the macroscopic behaviour
is very different. We find that the breakthrough times vary by two orders of magnitude
depending on the heterogeneity with slightly different late-time exponents, decreasing
from an apparent βm of 1.2 to around 1.1 as the pore-scale βp decreases. Increasing the
pore-scale heterogeneity forces the solute to sample stagnant regions of the reservoir more
frequently. This slows down the overall transport and also leads to a very long tail in the
breakthrough curve (Cortis et al., 2004).
7.8.3 Effect of grid-scale heterogeneity on field-scale transport
We finally looked at the effect of ignoring metre-scale heterogeneity on field-scale
transport. Neglecting metre-scale heterogeneity leads to a significant under-prediction
of breakthrough times. The breakthrough time increases with increasing heterogeneity.
Changing the pore-scale βp again leads to an almost 100-fold increase in breakthrough
times.
We demonstrate this by using ψc(t) (Eqs. 7.12 or 7.13 with the appropriate values
of λ and γ) directly on the SPE10 model. This makes the assumption that there is no
long-range heterogeneity at the grid scale and that an ensemble average network would
be homogeneous.
There is a four-fold drop in breakthrough time for ψc(t) with λ = 1.5 when compared
to ψgb(t) with βgb = 1.9 making the results similar to using the ADE with D = Dm or
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Figure 7.19: Breakthrough curves for field-scale transport showing the impact of pore-scale hetero-
geneity. The solid lines are a late-time power-law fit to the transport distributions, crosses represent
transport using ψgb(t) with βgb = 1.9 resulting in βm = 1.2 ± 0.1; squares represent βgb = 1.7 resulting
in βm = 1.15± 0.1; while diamonds represent βgb = 1.5 resulting in βm = 1.1± 0.1
D = αLν+Dm. We find that macroscopic behaviour at late times is similar to that using
ψgb(t). We see that the power law scaling of C(t) decreases from 1.2 to 1.1 as we increase
pore-scale heterogeneity.
7.9 Concluding Remarks
Heterogeneity at all scales affects the macroscopic behaviour. It is not correct to
presume that simply because the metre-scale reservoir description is highly structured
with more than four orders of magnitude variation in permeability it will dominate over
any smaller-scale variability. We have demonstrated that this small-scale heterogeneity
has a huge impact on breakthrough times and as such cannot be neglected. Hitherto
there has been no tool to see this phenomenon: a direct simulation of this pore-to-field
transport would require of order a trillion cells, and using fewer cells and some effective
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Figure 7.20: Breakthrough curves for field-scale transport with ψgb and βgb = 1.9 (equation 7.14)
compared to using ψc (equations. 7.12 and 7.13) with the three different λs and γs we obtain from
simulation at the core-scale.
ADE, is, as we have shown, inadequate.
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Chapter 8
Conclusions
We have proposed a pore-to-field transport simulation approach and applied it to
single-phase flow accounting for advection and diffusion. We assume that transport occurs
as a series of transitions between discrete sites or nodes governed by a transit time
distribution.
We used this approach to study the multifractal, f(α) spectra of velocities and trans-
port behaviour for percolation clusters at threshold in two and three dimensions. The
results are consistent with f(α) = −bα for large α with b→ 0 as L→∞. For transport
simulations, the velocity histogram should be flux (velocity) weighted, since particles are
more likely to reside in the high velocity links. This leads then to a velocity-weighted
fv(α) spectrum that scales as −bvα for large α with bv → 1 for L→∞. This new scaling
means that the first moment of the transit-time distribution is well-defined.
We confirm this analysis through particle-tracking simulations of advective-dominated
transport. The scaling of fv(α) is consistent with a velocity probability histogram
Pv(q).dq ∼ qbv−1.dq or a transit time probability distribution across a link of the form
ψ(t) ∼ t−1−βv .dt with βv = bv. From CTRW theory this leads for 1 < βv < 2 to a linear
scaling of mean position with time, a standard deviation scaling σ(t) ∼ t(3−βv)/2 and an
outlet concentration C(t) ∼ t−1−βv . Our transport simulations corroborate these scaling
laws.
We then show that the outlet concentration C(t) collapses onto a universal curve
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when plotted against t/Lτv(−1) where τv(k) is the scaling of the kth moment of the flux
weighted velocity distribution.
We then use our transport algorithm to predict the Peclet number dependence of
dispersion coefficient at the core scale by modelling transport as a series of pore-to-pore
hops. This was done by either explicitly representing the pore-scale heterogeneity of
Berea sandstone, or by using a homogeneous network with an ensemble-averaged transit
time distribution that is given by a truncated power-law.
We developed a multi-scale upscaling methodology to simulate transport. We showed
how to find the transit time distribution at the core and grid block scales and how to use
both in macro-scale simulation.
For advective-dominated transport the transit time distribution at the core scale (cm)
is exponential in time, with a time-scale related to the time for a particle to advect across
the block with a typical velocity.
At the grid-block (metre) scale, for the cases we studied, transport remains advection-
dominated. Transport is represented by a truncated power-law distribution with a char-
acteristic time, t1, that is advective, an exponent, βgb, that depends on the heterogeneity
at the grid scale and an advective cut-off time, t2, which depends on the slowest flowing
velocity in our system. We validated our simulation approach at this scale by predicting
experimental breakthrough curves in homogoeneous and heterogeneous sand packs (Levy
and Berkowitz , 2003).
At the field scale, with a finely-resolved highly heterogeneous reservoir model, the
overall transport behaviour is anomalous with power-law scaling of the breakthrough
curves.
The macroscopic behaviour was found to be affected by the small-scale transport even
when a very heterogeneous field-scale reservoir description is used. Increasing the pore-
level or grid-scale heterogeneity delays the particle transport by an order of magnitude
each, since advective trapping in slow-flowing regions becomes more common with sig-
nificantly increased tailing of the breakthrough curves. It is erroneous to assume that
transport is only controlled by large-scale geology; we are now able to perform rigor-
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ous pore-to-field simulations of effectively 1012 grid cells and it is evident that such an
assumption cannot be sustained.
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Chapter 9
Future work
9.1 Extension to models without complete mixing at
the nodes
In most realistic situations, the assumption of complete mixing at nodes or strictly
one-dimensional flow in bonds is incorrect. In these cases there is still an ambiguity over
the correct mixing rules and in particular how particles are assigned to links once they
reach a node when both advective and dispersive effects are significant. We have derived
the correct probabilities of arriving at nearest neighbor nodes in one idealized case - we
suggest that using the same probabilities in more complex cases may be an improvement
over the current empirical combination of diffusive and advective limit cases.
Our proposed approach is as follows: using particle tracking or direct simulation of
the process of interest, the cumulative arrival time distribution for transport of a particle
just entering one node to arrive at a nearest neighbour node is found as a function of
branch Peclet number. If this is represented by a solution to a one-dimensional advection-
dispersion equation then the results suggested earlier could be used; otherwise the effects
for node and branch geometry and transverse mixing would be accounted for. Then to
simulate transport in a lattice, use the computed transit time probabilities in combination
with the probabilities for arriving at different nodes, equations 5.20 and 5.21. If there is
not complete mixing at junctions and the probabilities for arrival at a nearest neighbour
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node are known in the diffusive and advective limits, then for intermediate Peclet number
a functional variation similar to equations 5.20 and 5.21 could be used. First we define a
normalized arrival probability that varies from 1 in the high Pe limit to 0 in the diffusive
limit:
P ni =
Pi − Pi0
Pi∞ − Pi0 (9.1)
In the general case we propose the following:
P nk =
GNPek − (1− e−Pek)
(1− e−Pek)(G∞NPek − 1) (9.2)
P nj =
(ePej − 1)−GNPej
(ePej − 1) (9.3)
where N is the total number of branches at a given node, P nk is the probability in the
direction of flow and P nj is the probability in a direction opposite to the flow. These
expressions are exact for complete mixing and provide a simple formulation for more
complex cases.
9.2 Extension to include other physical effects
The algorithm in its current form accounts only for transport behaviour resulting
from advection, diffusion or the spreading of particle plumes due to the variation of the
velocity distribution. It does not consider buoyancy effects or geochemical effects such as
chemical reactions. Further work could be done to extend the framework to account for
these additional phenomena to ensure that the correct physics can be used to simulate a
particular transport problem.
9.3 Improvements to the upscaling framework
In our upscaling approach the transit distribution for each scale was obtained from
simulations on a given grid block size. For the pore-to-core-to-grid-block upscaling steps
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we used a computational grid-block whose size corresponded to the smaller scale. We
then assumed that at the field-scale a simple V/Q scaling of t1 and t2 could be used
for transport thus allowing the computational grid-block to have a larger volume than
that used in the grid-scale upscaling step. We suggest that further experiments could be
undertaken to determine the applicability of these scaling laws, over what range of grid
size this approximation would work and the statistical precision of the results. Further
analysis should also be done to complete the work shown is section 7.6.1 to verify that
the treatment of the flow conditions on block boundaries do not lead to error or bias in
the results.
In our simulations we assumed a ψ which was a function of both time and Pe number.
No consideration was given to the type of facies that the particles moved through. For
future work a separate series of simulations could be done for each facies type that the
particles would traverse and the effect of using different ψ’s analysed.
9.4 Extensions to multiphase flow
The methodology we use for transport relies on a particle tracking approach where the
flux is linearly related to the solute concentration. This allows us to treat each particle
independently and makes ensemble averaging easy. In multiphase flow, however, the
flux from node to node is nonlinearly dependent on saturation making particle tracking
and ensemble averaging problematic. While it is possible to extend particle tracking to
multiphase flow (Tyagi et al., 2006), this method has yet to be fully developed. Instead,
we propose that the node-to-node transport of saturation is treated as in single-point
upstream weighting, but with a probabilistic distribution of putative fractional flows,
representing different possible smaller-scale structures.
The advantage of this approach for general petroleum reservoir simulation is that
the logic of the nodal structure does not have to be ordered and so it is easy to deal
with unstructured grids representing large-scale geological features, such as faults, and
to couple the reservoir transport with flow in wells and facilities.
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Appendix 1: Integral of ψ(t) taken as
a truncated power law and its
numerical implementation
Let I be given by the following:
I =
∫ a0
0
Ae−t/t2(1 + t/t1)−(1+β) dt (A1-1)
For this derivation we define τ = t/t1 and Pe = 2t2/t1 so we can rewrite equation A1-1
as:
I =
∫ a1
0
A1e
−2τ/Pe(1 + τ)−(1+β) dτ (A1-2)
where a1 = a0/t1 and A1 = A/t1 is given by:
A1 =
1∫∞
0
e−2τ/Pe(1 + τ)−(1+β) dτ
(A1-3)
We then perform a variable transform such that:
σ =
2(1 + τ)
Pe
(A1-4)
2.dτ
Pe
= dσ (A1-5)
dτ =
dσPe
2
(A1-6)
Rewriting A1-2 and substituting the above we get:
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I =
A1Pe
2
∫ 2(a1+1)/Pe
2/Pe
eσ+
2
Pe
(
Peσ
2
)−(1+β)
dσ (A1-7)
I
(
2(a1 + 1)
Pe
,
2
Pe
)
= A2
∫ 2(a1+1)/Pe
2/Pe
σ−(1+β)e−σ dσ (A1-8)
where A2 = A1e
2/Pe(Pe/2)−β. We now can write our original integral I as the following:
I = I
(
2(a1 + 1)
Pe
,
2
Pe
)
= I
(
2(a1 + 1)
Pe
, 0
)
− I
(
2
Pe
, 0
)
(A1-9)
thus I scales as the difference of two incomplete gamma functions (Abramowitz and
Stegun, 1970) of the form γ(a2, x):
γ(a2, x) =
∫ a2
0
e−σσ−(1+β) dσ (A1-10)
γ(a2, x) = a
1+β
2
∞∑
n=0
(−a2)n
(1 + β + n)n!
(A1-11)
A more computationally efficient of computing I is to define Γ(−1− β, a3) as:
Γ(−1− β, a3) =
∫ ∞
a3
e−σσ−β dσ (A1-12)
This implies that equation A1-9 can be rewritten as:
I = A2
[
Γ
(
−1− β, 2(a1 + 1)
Pe
)
− Γ
(
−1− β, 2
Pe
)]
(A1-13)
which can be obtained by a numerical scheme given in Gautschi (1979):
Γ(−1− β, a3) = u+ v (A1-14)
u = Γ(a)− x
a
a
(A1-15)
v =
xa
a
(1− γ(−1− β, a3)) (A1-16)
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where v is given by:
v = −a
−β
3
β
∞∑
k=0
tk (A1-17)
tk =
(−β)(−a3)k
(−β + k)(k + 1)! , k = 0, 1, 2... (A1-18)
tk =
(k − β − 1)(a3)
(k − β)(k + 1) tk−1, k = 1, 2... (A1-19)
t0 = 1 (A1-20)
(A1-21)
This can be further simplified by defining pk = (k − β − 1)a3, qk = (k − β)(k + 1),
rk = (2k − β + 2), p0 = −(1 + β)a3, q0 = −β, r0 = 2− β and t0 = 1.
pk = pk−1 + a3 (A1-22)
qk = qk−1 + rk−1 (A1-23)
rk = rk−1 + 2 (A1-24)
tk =
pktk−1
qk
(A1-25)
v can then be determined using A1-18 while u can be calculated using the equations given
in Lanczos (1964):
Γ(−1− β) =
(
γ1 − v1 + 1
2
)v1+ 12
ev1+γ1+
1
2
√
2pi
[
c0 +
c1
v1 + 1
+
c2
v2 + 1
+ ...
cn
v1 + n
]
(A1-26)
where γ1 = 5, n = 6 and the values of ci are given in Lanczos (1964).
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Appendix 2: Proof that G is a
normalisation coefficient in the
analytical mixing rules
In this section we show that G in equations 5.20 and 5.21 is indeed a normalisation
coefficient. If G acts as a normalisation constant then:
1
G
=
∑
∀qij>0
Aijqij
1− e−Peij +
∑
∀qji>0
Aijqji
ePeij − 1 =
1
2
∑
∀ij
Aijqij coth
(
Peij
2
)
(A2-1)
If
coth(Peij/2) =
ePeij + 1
ePeij − 1 =
1
1− e−Peij +
1
ePeij − 1 (A2-2)
then
1
G
=
1
2
[∑
∀ij
Aijqij
1− e−Peij +
∑
∀ij
Aijqij
ePeij − 1
]
=
∑
∀qij>0
Aijqij
1− e−Peij +
∑
∀qji>0
Aijqji
ePeij − 1 (A2-3)
As the left hand side is a summation over all bonds while the right hand side is the sum
over the bonds where qij > 0 or qji > 0, we can subtract them from each other to get:
∑
∀qji>0
Aijqji
1− e−Peji +
∑
∀qij>0
Aijqij
ePeij − 1 =
∑
∀qij>0
Aijqij
1− e−Peij +
∑
∀qji>0
Aijqji
ePeji − 1 (A2-4)
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Grouping like terms and simplifying we get:
∑
∀qij>0
Aijqij(1− e−Peij)
1− e−Peij =
∑
∀qji>0
Aijqji(e
Peij − 1)
ePeji − 1 (A2-5)
or ∑
∀qij>0
Aijqij =
∑
∀qji>0
Aijqji (A2-6)
As equation A2-6 is simply a statement of continuity we can conclude that the condition
for G (equation A2-1) to be a normalisation coefficient is held.
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