We generalize in this work the properties of the conjugacy of skew tent maps. It is known that the conjugacy h from a skew tent map g 1 to g 2 is differentiable at a point x * if and only if there exists left and right limits lim n→∞
Introduction
The final aim of the theory of the motions of dynamical systems must be directed toward where v ∈ (0, 1) is a parameter, the function g l increase, the function g r decrease, and
If a homeomorphism h satisfies the functional equation h • g 1 = g 2 • h, where g 1 and g 2 are unimodal maps of the form (1.1), then we will say that h is a conjugation from g 1 to g 2 . [0, 1] .
Theorem 1. [2, p. 53] A unimodal map g is topologically conjugated to the tent map if and only if the complete pre-image of 0 under the action of g is dense in
Recall, that the set g −∞ (a) = n 1 g −n (a), where g −n (a) = {x ∈ [0, 1] : g n (x) = a} for all n 1, is called the complete pre-image of a (under the action of the map g). We have made in [3] the following construction, being motivated by Theorem 1. 
Lemma 1.3 motivates the next construction. 
3 Write for convenience L h (0) = R h (0) and
The simplest and natural example of a unimodal map is the case, when graphs of both g l and g r in (1.1) are line segments, i.e. g is of the form
The topological conjugation of maps of the form (1.2) are studied since early 1980-th, see [4] , [5] and [6] . We will call a function of the form (1.2) skew tent map due to [5] and [6] , where
Ulam's approximations of conjugacies of skew tent maps were studied. It is known (see [4] ) that all skew tent maps are topologically conjugated to the tent. We have proved in [3] the next fact about the conjugacy of skew tent maps. 3 we denote by h ′ n (x−) the left derivative of h n at x. Analogously, h ′ n (x+) means the right derivative. Notice that the idea of the proof of Theorem 4 is similar to one of the proof of Theorem 2 in [3] . Nevertheless, it is more interesting, that Theorem 2 can not be generalized to carcass maps.
Preliminaries
Let a number x ∈ [0, 1] and a unimodal map g be fixed till the end of this section. Write, for simplicity, µ n,k instead of µ n,k (g) for all n 1 and k ∈ {0, . . . , 2 n−1 }. 
For every
n−i for all n 1.
We will call the sequence (x i ) i 0 , constructed by x ∈ [0, 1] and unimodal map g, the gexpansion of x (with respect to g). Say that x is g-finite, if there is k such that x i = 0 for all
The next fact follows from the construction.
Lemma 2.4.
If h is the conjugacy from a unimodal map g 1 to unimodal map g 2 , then for every
Notation 2.7. For any n 1 and k, 0 k < 2 n denote
If I is an interval of the form I = I n,k then write δ(I) for δ n,k . This will be convenient, for example, in the expression δ(g(I n,k )).
The next fact follows from the definitions.
Remark 2.8. For every n 0 we have
Remark 2.9. [3, Remark 4.6] Let n 0 and x n+1 = 0. Then:
Remark 2.10. [3, Remark 4 .7] Let n 0 and x n+1 = 1. Then:
Lemma 2.11. For any n 1 we have that:
Proof. If x n+1 = 0, then (i) follows from (i) of Remark 2.9. If x n+1 = 1 then, by (i) of Remark 2.10, we have x n+1 = x ± n , and part (i) follows from Remark 2.8. If x n+1 = 1, then (ii) follows from (ii) of Remark 2.10. If x n+1 = 0, then, by (i) of Remark 2.9,
n . Now, by Remark 2.8,
which is necessary.
2. For every n 1 and t ∈ {0, . . . ,
In other words, R n inverts the binomial digits of a number, whose binomial expansion consists of n digits.
Proof. Notice that
2 n−i = 2 n − 1, and the fact follows.
Remark 2.14. For any x 1 , x 2 ∈ {0; 1} and t ∈ [0, 1] we have that
where the power of R denotes its iteration.
Proof. The proof follows immediately from the dichotomy whether x 1 = x 2 , or not.
Proof. By Lemma 2.11,
we are done.
Remark 2.16. For any n 1 one have that g(I n+1,kn ) = I n,R
Proof. If x 1 = 0, then g increase on I n+1,kn , whence the left point of g(I n+1,kn ) is
If x 1 = 1, then then g decrease on I n+1,kn , and the left point of g(I n+1,kn ) is
Remark 2.17. For any n 1 and all i, 1 i n, one have g
Proof. First write I n+1,kn
Rem. 2.16
= I n,R
Rem. 2.16
and the result follows by induction on i.
Denote by n 0 the minimal natural number such that g −n 0 (0) contains all the kinks of g.
Remark 2.18. For any n n 0 −1 and k, 0 k < 2 n with the binary expansion
we have that δ n,k = R x 1 (δ(g(I n,k ))).
Proof. Remark, that g increase on I n,k if and only if x 1 = 0. Now our statement follows from the linearity of g on I n,k .
Remark 2.19. For every n n 0 we have that δ n+1,kn = R x n−n 0 +2 (δ n 0 −1,R x n−n 0 +2 n 0 −1
).
Proof. By Remark 2.18,
n−1 (k 2,n ) )). It follows now by induction that
for all i n. Plug i = n − n 0 + 2 into the latter equality, and we are done.
Remark 2.20. For any n 1 we have
Proof
The next fact follows from Remark 2.20.
Remark 2.22. For all n n 0 − 1 and k, 0 k 2 n−2 − 1 we have δ k = δ n,k .
3 The main results
Technical computation
Let a carcass map g and a point x ∈ [0, 1] be fixed till the end of the section. As above, let n 0 be the minimal natural number such that g −n 0 (0) contains all the kinks of g. The following remark follows from Remark 2.20.
Remark 3.2.
For any n n 0 and any p and k such that I n,k ⊂ I n 0 −1,p we have
Remark 3.3 (Proof of Theorem 3). Notice, that Theorem 3 readily follows from Remark 3.2.
Remark 3.4.
Proof. This is the direct consequence of Remark 2.20.
Lemma 3.5. Suppose that n > n 0 is such that x n+1 = 1. Denote t 0 such that x n+t+2 = 1 is the first one of the g-expansion of x after x n+1 . Then the following implications hold:
(ii) For every i, n 0 + 2 i t we have that
− p+i+2 ⊂ I p+1 , and part (i) follows from Remark 3.2.
Remind that I
− n+i+2 = I n+i+2,k n+i+1 −1 . The last binary digits of k n+i+1 are x n+i−n 0 , . . ., x n+i+1 , which are 0-s, since n 0 + 2 i t. Thus, Remark 3.
. Now part (ii) follows from part (i).
3. The part (iii) follows from Remark 3.4 due to the construction of t.
Write g 1 for g, and let g 2 be one more carcass map, which will be fixed to the end of the section. Denote by n 0 the minimal natural number such that g −n 0 i (0) contains all the kinks of g i , where i ∈ {1, 2}. For every n 1 every k, 0 k 2 n−1 and i ∈ {1; 2} define µ n,k (g i ), I n,k (g i ), The construction of Ulam's approximation implies the next:
The next fact follows from Lemma 2.4, part (iii) of Lemma 3.5, and Remark 3.6.
Remark 3.7. For every i 1 and n 1,
By Remarks 3.4 and 3.6 we have:
is the first one of the g-expansion of x after x n+1 . Then for every i, n 0 i t − n 0 + 1 we
The next lemma will be an important step in the proof of Theorem 4.
Lemma 3.9. Suppose that g n+1 1
. Fig. 1a ). Also let k S − X be the tangent of S − X, let k SX be k SX and let k S + X be the tangent of S + X.
n , x ∓ n ) and h increase. By Remark 3.2 and Lemma 2.4
.
Now lemma follows from Remark 3.6.
Lemma 3.10. Suppose that x is g 1 -infinite and s ∈ [ x n , x + n ) for n > n 0 . Assume that x n+1 = 1, and let t 0 be such that x n+t+2 = 1 is the first one of the g-expansion of x after x n+1 . Then there exist k − and k + , independent on x, and i 1 such that
Proof. Since h increase, then for any s − , s
we have that
where:
1. k SX is the tangent of the line, which connects points (s, h(s)) and (x, h(x));
2. k S − X + is the tangent of the line, which connects points (s − , h(s + )) and (x + , h(x − )) and, finally 3. k S + X − is the tangent of the line, which connects points (s + , h(s − )) and (x − , h(x + )).
By definitions, ) for some i, 0 i < t then take
And if s ∈ [ x − n+t+1 , x n+1 ) then take
The case t = 0 is presented at Figure 1b . The case t = 1 is illustrated at Figure 2 . Suppose that s ∈ [ x − n+i+1 , x − n+i+2 ) for some i, 0 i < t, and that the numbers s − , s + , x − and x + are defined by (3.1). In order to use Lemma 3.5, write
and then we will calculate restrictions of each summand.
For 0 i n 0 we have
Next, by (i) of Lemma 3.5,
If n 0 + 1 i < t, then by (ii) of Lemma 3.5,
and
If n 0 − 1 i t − n 0 − 1 then it follows from (iii) of Lemma 3.5 and Remark 3.4 that
i+2−n 0
If t − n 0 i < t, then it follows from (iii) of Lemma 3.5, and Remark 3.4 that
If 0 i n 0 − 2 then if follows from (3.4) and (3.7) that
If n 0 − 1 i n 0 then it follows from (3.4) and (3.8) that
If n 0 + 1 i t − n 0 − 1 then, by (3.6) and (3.8) obtain
If t − n 0 i t − 1 then, by (3.6) and (3.9) obtain
If 0 i n 0 − 2 then, by (3.3) and (3.10)
If n 0 − 1 i n 0 then by (3.3) and (3.11)
(3.17)
If n 0 + 1 i t − n 0 − 1 then by (3.5) and (3.12)
If t − n 0 i t − 1 then by (3.5) and (3.13)
Due to Remark 3.6, it follows from (3.14), (3.15), (3.16) and (3.17) that for any i, 0 i n 0
By Remark 3.7,
If n 0 + 1 i t − n 0 − 1, then it follows from (3.18) that
Since g 1 is linear on I n,k (g 1 ), and g 2 is linear on I n,k (g 2 ), then
whence, by induction,
Figure 3: Graph of h n,x on I n,k n−1
We are now ready to proof Theorem 4.
Proof of Theorem 4. Part (i) of Theorem 4 follows from Lemmas 3.10 and 3.11.
We will proof part (ii). Let x has g 1 -expansion (x i ) i 0 and (k n ) n 1 be a maximal number, such that x ∈ I n+1,kn for all n 1.
Suppose that x / ∈ g −∞ 1 (0). If the derivative h ′ (x) exists, then all h ′ n (x), h ′ n,x (x−) and h ′ n,x (x−) tend to h ′ (x). Moreover, if h ′ (x) is finite, then ∆ L (g 1 (I n,k (g 1 )), g 1 (x)) and ∆ R (g 1 (I n,k (g 1 )), g 1 (x)) tend to 1. Now the theorem follows from Remark 3.12 and (3.23).
If x = µ n,k (g 1 ) for some k ∈ {0, . . . , 2 n−1 − 1}, then existence and finiteness of the derivative h ′ (x) implies that lim n→∞ sup t∈I n+1,kn ∆ L (g 1 (I n,k (g 1 )), g 1 (t)) = 1 and, again we are done by Remark 3.12 and (3.23).
The last case, x = 1, follows from Remark 3.12 and (3.23), if notice that lim n→∞ sup t∈I n+1,kn ∆ R (g 1 (I n,k (g 1 )), g 1 (t)) = 1.
We shall now prove Theorem 5. This proof will be constructive, i.e. we will give an explicit example of a map, whose existence is mentioned in the theorem.
Theorem 5. The proof will be constructive. Suppose that g is a piecewise linear unimodal map, whose graph extends linearly (0, 0) to (1/5, 1/2) to (1/2, 1) to (1, 0).
By construction, this g is a carcass map. By Theorem 3, the map g is topologically conjugated to the tent map.
Denote x * the positive fixed point of g. Let (k n ) n 0 be such that x * ∈ I n+1,kn (g) for all n 0. Since x * = lim for all n 1. Now (3.24) means that h ′ n (x * ) = 1 for all n 1.
From another hand, it immediately follows from the equality g(0) = (h • f • h −1 )(0) that g ′ (0) = 2, whenever h is piecewise linear. The latter fact gives the contradiction, which finishes the proof.
