We show the existence of rigid combinatorial objects which previously were not known to exist. Specifically, for a wide range of the underlying parameters, we show the existence of non-trivial orthogonal arrays, t-designs, and t-wise permutations. In all cases, the sizes of the objects are optimal up to polynomial overhead. The proof of existence is probabilistic. We show that a randomly chosen such object has the required properties with positive yet tiny probability. The main technical ingredient is a special local central limit theorem for suitable lattice random walks with finitely many steps.
INTRODUCTION
We introduce a new framework for establishing the existence of rigid combinatorial structures, such as orthogonal arrays, t-designs and t-wise permutations. Let B be a finite set and let V be a vector space of functions from B to the rational numbers Q. We study when there is a small subset T ⊂ B satisfying
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element in B then
Et∈T
where E denotes expectation. Of course, (1) holds trivially when T = B. Our goal is to find conditions on B and V that yield a small subset T that satisfies (1) , where in our situations, small will mean polynomial in the dimension of V . (In many natural problems one might encounter a function space V over R or C instead. However, since (1) is a rational equation, we can always reduce to the case of rational vector spaces.) Our main theorem, Theorem 2.4, gives sufficient conditions for the existence of a small subset T satisfying (1) . We apply the theorem to establish results in three interesting cases of the general framework: orthogonal arrays, tdesigns, and t-wise permutations. These are detailed in the next sections. Our methods solve an open problem, whether there exist non-trivial t-wise permutations for every t. They strengthen Teirlinck's theorem [20] , which was the first theorem to show the existence of t-designs for every t. And they improve existence results for orthogonal arrays, when the size of the alphabet is divisible by many distinct primes. Moreover, in all three cases considered, we show the existence of a structure whose size is optimal up to polynomial overhead.
Our approach to the problem is via probabilistic arguments. In essence, we prove that a random subset of B satisfies equation (1) with positive, albeit tiny, probability. Thus our method is one of the few known methods for showing existence of rare objects. This class includes such other methods as the Lovász local lemma [6] and Spencer's "six deviations suffice" method [19] . However, our method does not rely on these previous approaches. Instead, our technical ingredient is a special version of the (multi-dimensional) local central limit theorem with only finitely many available steps. Since only finitely many steps are available, and since we can only gain access to more steps by increasing the dimension of the random walk, we cannot use any "off the shelf" local central limit theorem, not even one enhanced by a Berry-Esseen-type estimate of the rate of convergence. Instead, we prove the local central limit theorem that we need directly using Fourier analysis. Section 1.4 gives an overview of our approach.
We also mention that efficient randomized algorithm versions of the Lovász local lemma [15, 16] and Spencer's method [3] have recently been found. Relative to these new algorithms, the objects that they produce are no longer rare. Our method is the only one that we know that shows the ex-istence of rare combinatorial structures, which are still rare relative to any known, efficient, randomized algorithm.
Orthogonal arrays

A subset T ⊂ [q]
n is an orthogonal array of alphabet size q, length n and strength t if it yields all strings of length t with equal frequency if restricted to any t coordinates. In other words, for any distinct indices i1, . . . , it ∈ [n] and any (not necessarily distinct) values v1, . . . , vt ∈ [q], |{x ∈ T : xi 1 = v1, . . . , xi t = vt}| = q −t |T |.
Equivalently, choosing x = (x1, . . . , xn) ∈ T uniformly, the distribution of x ∈ [q] n is t-wise independent. For an introduction to orthogonal arrays see [9] .
Orthogonal arrays fit into our general framework as follows. We take B to be [q] n and V to be the space spanned by all functions of the form f (I,v) (x1, . . . , xn) =
with I ⊂ [n] a subset of size t and v ∈ [q] I . With this choice, a subset T ⊂ B satisfying (1) is precisely an orthogonal array of alphabet size q, length n and strength t.
It is well known that if T ⊂ [q]
n is t-wise independent then |T | ≥ ( cqn t ) t/2 for some universal constant c > 0 (see, e.g., [17] ). Matching constructions of size |T | ≤ q ct ( n t ) cq t are known, however, as these rely on finite field properties the constant cq generally tends to infinity with the number of prime factors of q. Our technique provides the first upper bound on the size of orthogonal arrays in which the constant in the exponent is independent of q.
Theorem 1.1 (Orthogonal arrays).
For all integers q ≥ 2, n ≥ 1 and 1 ≤ t ≤ n there exists an orthogonal array T of alphabet size q, length n and strength t satisfying |T | ≤ (qn/t) ct for some universal constant c > 0.
Designs
A (simple) t-(v, k, λ) design is a family of distinct subsets of [v] , where each set is of size k, such that each t elements belong to exactly λ sets. In other words, denoting by
For an introduction to combinatorial designs see [5] . Our general framework includes t-designs as follows. We take B to be
and V to be the space spanned by all functions of the form
. With this choice, a subset T ⊂ B satisfying (1) is precisely a simple t-(v, k, λ) design.
Although t-designs have been investigated for many years, the basic question of existence of a design for a given set of parameters t, v, k and λ remains mostly unanswered unless t is quite small. The case t = 2 is known as a block design and much more is known about it than for larger t. Explicit constructions of t-designs for t ≥ 3 are known for various specific constant settings of the parameters (e.g. 5-(12, 6, 1) design). The breakthrough result of Teirlinck [20] was the first to establish the existence of non-trivial t-designs for t ≥ 7. In Teirlinck's construction, k = t + 1 and v satisfies congruences that grow very quickly as a function of t. Other sporadic and infinite examples have been found since then (see [5] or [14] and the references within), however, the set of parameters which they cover is still very sparse. Moreover, it follows from (12) that any t- (v, k, λ) 
It can be shown [18] that whenever
holds. Even when existence has been shown, the designs obtained are often inefficient in the sense that their size is far from this lower bound. One of the main results of our work is to establish the existence of efficient t-designs for a wide range of parameters.
Theorem 1.2 (t-designs). For all integers
ct for some universal constant c > 0.
Permutations
A family of permutations T ⊂ Sn is called a t-wise permutation if its action on any t-tuple of elements is uniform. In other words, for any distinct elements i1, . . . , it ∈ [n] and distinct elements j1, . . . , jt ∈ [n],
|T |.
Our general framework includes t-wise permutations as follows. We take B = Sn and V to be the space spanned by all functions of the form
where i = (i1, . . . , it) and j = (j1, . . . , jt) are t-tuples of distinct elements in [n] . With this choice, a subset T ⊂ B satisfying (1) is precisely a t-wise permutation. Constructions of small families of t-wise permutations are known only for t = 1, 2, 3: the group of cyclic shifts x → x+a modulo n is a 1-wise permutation; the group of invertible affine transformations x → ax + b over a finite field F yields a 2-wise permutation; and the group of Möbius transformations x → (ax + b)/(cx + d) with ad − bc = 1 over the projective line F ∪ {∞} yields a 3-wise permutation. In fact, it is known (see, e.g., [4] , Theorem 5.2) that for n ≥ 25 and t ≥ 4 there are no subgroups of Sn which form a t-wise permutation, except for Sn itself and the alternating group An. Moreover, for t ≥ 4 (and n large enough), no non-trivial construction of t-wise permutations is known [10, 1] , except for the recent work [8] which constructs non-trivial t-wise permutations for infinitely many values of n and t. However, the t-wise permutations constructed there are rather large, of size t 2n . One of our main results is the existence of small t-wise permutations for all t. It is clear from the definition (6) above that any t-wise permutation T must satisfy |T | ≥ n(n−1) · · · (n−t+1) = n Ω(t) . Thus, for fixed t, the t-wise permutations we exhibit are of optimal size up to polynomial overhead. For t growing with n these t-wise permutations may be larger, but still no larger than n t c for some universal constant c > 0.
Proof overview
The idea of our approach is as follows. Let us first consider the following slight simplification of our main idea. Let T be a random multiset of B of some fixed size N chosen by sampling B uniformly and independently N times (with replacement). Let (ϕa)a∈A be a basis of integer-valued functions for V (where A is some finite index set). Observe that T satisfies (1) if and only if for all a in A,
where we add terms multiple times if they appear in T multiple times. Thus, defining an integer-valued random variable
and X := (Xa)a∈A ∈ Z A we see that existence of a multiset of size N satisfying (1) will follow if we can show that Observe that our choice of random model implies that the vectors (ϕ(ti)) i∈ [N ] are independent and identically distributed. Hence,
may be viewed as the end position of an N -step random walk in the lattice Z |A| . Thus we may hope that if N is sufficiently large, then X has an approximately (multidimensional) Gaussian distribution by the central limit theorem. If the relevant local central limit theorem holds as well, then the probability P[X = x] also satisfies a Gaussian approximation. In particular, since a (non-degenerate) Gaussian always has positive density at its expectation, we could conclude that
The above description is the essence of our approach. The main obstacle is, of course, pointed out in the last step. We must control the rate of convergence of the local central limit theorem well enough that the convergence error does not outweigh the probability density of the Gaussian distribution at E [X] . Recall that the order of magnitude of such a density is typically c −|A| for some constant c > 1, and recall that |A| is at least the dimension of V , which is the main parameter of our problem. So we indeed have very small probabilities. For this reason, and because we want convergence when N is only polynomial in the dimension of V , we were unable to use any standard local central limit theorem. Instead, we develop an ad hoc version using direct Fourier analysis.
In our proof of the main theorem, we modify the above description in one respect. It is technically more convenient to work with a slightly different probability model. Instead of choosing T as above, we set p := N/|B| and define T by taking each element of B into T independently with probability p. This has the benefit of guaranteeing that T is a proper set instead of a multiset. However, it has also the disadvantage that it does not guarantee that |T | = N . To remedy this, we assume that the space V contains the constant function h(b) = 1; or if not, we can add it to V at the minor cost of increasing the dimension of V by 1. With this assumption, we note that
Thus (6), or equivalently X = E[X], implies both that |T | = N and that (1) holds. Another disadvantage is that in this new probability model, the vector X is no longer a sum of identically distributed variables. However, since the summands in (7) are still independent, we can continue to use Fourier analysis methods in our proof. We cannot expect there to always be a small subset T that satisfies (1) . For instance, Alon and Vu [2] found a regular hypergraph with n vertices and ≈ n n/2 edges, with no regular sub-hypergraph. Here, the degree of a vertex is the number of hyperedges incident to it and a regular hypergraph is one in which the degrees of all vertices are equal. We may describe their example in our language by letting B be the set of edges of this hypergraph, A be its vertex set, and define ϕ : B → {0, 1}
A by letting ϕ(b) be the indicator function of the set of vertices incident to b. The result of [2] implies that while the vector ∑ b∈B ϕ(b) is constant, this property is not shared by ∑ t∈T ϕ(t) for any non-empty, proper subset T ⊂ B. Thus, we need to impose certain conditions on B and V , or equivalently on the map ϕ.
We will require certain divisibility, boundedness and symmetry assumptions. A high-level description of these conditions is given below and the full description is given in Section 2. In the following we shorthand ϕ(T ) := ∑ t∈T ϕ(t) for T ⊆ B.
Divisibility: We wish to find
. In particular, we need to be able to express the vector
That is, it has to belong to a certain lattice. This imposes a divisibility condition on N . In our applications, this is relatively easy to obtain.
Boundedness:
We require the entries of ϕ to be small.
That is, that the {ϕa}a∈A form an integer-valued basis for V which is bounded in ℓ∞. In our applications, this is easy to obtain.
It is straightforward to check that the set of symmetries of V forms a subgroup of SB. We require that this subgroup acts transitively on B. In our applications, this is guaranteed by the symmetric nature of the setup.
Boundedness of orthogonal space:
We require that the orthogonal space to V is spanned by integer vectors which are bounded in ℓ1. In our applications, this is the condition that is hardest to guarantee. We view this as an analog of the LDPC (Low Density Parity Check) condition in coding theory, when viewed over the integers. We develop techniques based on coding theory in order to guarantee it. In particular, we show that it suffices to show certain local decodability property of ϕ.
Our main theorem shows that these conditions yield the existence of a small solution of (1). 
The existence theorems for orthogonal arrays, t-designs and t-wise permutations follow by verifying the above conditions for the choice of B and V detailed in Sections 1.1 through 1.3.
Related work
In the probabilistic formulation (2) of our problem we seek a small subset T ⊂ B such that the uniform distribution over T simulates the uniform distribution over B with regards to certain tests. There are two ways to relax the problem to make its solution easier, and raise new questions regarding explicit solutions.
One relaxation is to allow a set T with a non-uniform distribution µ. For many practical applications of t-designs and t-wise permutations in statistics and computer science, but not quite every application, this relaxation is as good as the uniform question. The existence of a solution with small support is guaranteed by Carathéodory's theorem, using the fact that the constraints on µ are all linear equalities and inequalities. Moreover, such a solution can be found efficiently, as was shown by Karp and Papadimitriou [11] and in more general settings by Koller and Megiddo [13] . Alon and Lovett [1] give a strongly explicit analog of this in the case of t-wise permutations and more generally in the case of group actions.
A different relaxation is to require the uniform distribution on T to only approximately satisfy equation (2) . Then it is trivial that a sufficiently large random subset T ⊂ B satisfies the requirement with high probability, and the question is to find an explicit solution. For instance, we can relax the problem of t-wise permutations to almost t-wise permutations. For this variant an optimal solution (up to polynomial factors) was achieved by Kaplan, Naor and Reingold [10] , who gave a construction of such an almost t-wise permutation of size n O(t) . Alternatively, one can start with the constant size expanding set of Sn given by Kassabov [12] and take a random walk on it of length O(t log n).
Paper organization
We give a precise description of the general framework and our main theorem in Section 2. We apply it to show the existence of orthogonal arrays and t-designs in Section 3.
The case of t-wise permutations requires a detour to the representation theory of the symmetric group, and we defer it to the full version of this paper. The proof of our main theorem is given in Section 4. We summarize and give some open problems in Section 5.
MAIN THEOREM
Let B be a finite set and let V be a linear subspace of functions f : B → Q. The goal of this work is to find sufficient conditions for the existence of a small set
It will be convenient to fix a basis for V of integer-valued functions. Let {ϕa : B → Z}a∈A be a basis for V , where A is some index set.
. In this notation, our our goal can be rephrased as finding a small set T ⊂ B for which
There is a another useful viewpoint on this problem. One can think of ϕ as representing a B × A matrix with integer entries. The goal is then to find a small subset of the rows of this matrix, whose average equals the average of all rows of the matrix. In this notation, the matrix represented by ϕ has full rank (i.e. |A|) and we can think of V as the linear subspace of Q B spanned by its columns. Before describing our main result, it will be useful to set some more notations. We extend the action of ϕ linearly to Z B . That is, we think of ϕ :
In these notations, our gual is to find a small set T ⊂ B for which
We now describe a list of conditions on V , under which we can guarantee the existence of a small set T ⊂ B satisfying (8) . Note that this condition does not depend on the choice of the basis {ϕa} for V , and neither will our conditions. Some of these conditions are easy to satisfy in applications, while others require some effort. We stress that in all of our applications these properties can be verified explicitly; this is in contrast with the fact that we do not know how to find T explicitly.
The first condition is that of divisibility. We wish to find a set T for which ϕ(T ) =
|T | |B| ϕ(B). In particular that means that the vector
That is, it needs to belong to a certain lattice. This motivates the following definition.
Definition 2.1 (Lattice spanned by ϕ). Let
Let c ∈ Z be the minimal integer such that
Then we must have that |T | is divisible by c. We note that while we used the basis ϕ in order to define the criteria of divisibility, it is invariant to the actual basis chosen.
The next pair of conditions relate to boundedness. We will need the following definition.
Definition 2.2 (Bounded integer basis). Let V ⊂ Q B be a linear subspace, and let 1 ≤ p ≤ ∞. We say that V has a c-bounded integer basis in ℓp if it is spanned by integer vectors whose ℓp norm is at most c. That is, if
We will only use in this paper the norms ∥γ∥1 = ∑ b∈B |γ b | and ∥γ∥∞ = max b∈B |γ b |. Let V ⊥ ⊂ Q B be the orthogonal subspace to V , i.e.,
We impose the conditions that V has a bounded integer basis in ℓ∞ and V ⊥ has a bounded integer basis in ℓ1. The next condition relates to the symmetries of the subspace V .
Definition 2.3 (Symmetry
It is straightforward to check that the set of symmetries of V forms a subgroup of SB, denoted by Sym(V ). Equivalently, recalling that the columns of the matrix represented by ϕ form a basis for V , a permutation π ∈ SB is a symmetry of V if there exists an invertible linear map τ :
We impose the condition that Sym(V ) acts transitively on B. That is, that for any b1, b2 ∈ B there exists a π ∈ Sym(V ) satisfying π(b1) = b2.
The last condition is required for technical reasons. We require the constant functions to belong to V . In terms of the mapping ϕ, this means that there exists some η ∈ Q A such that ⟨η, ϕ(b)⟩ = 1 for all b ∈ B. We note that this is the case in all of our applications. We now have all the conditions required for our main theorem. 
Theorem 2.4 (Main Theorem
)c 1 |B| ϕ(B) ∈ L(ϕ).
Boundedness of V : V has a c2-bounded integer basis in ℓ∞.
Boundedness of V
⊥ : V ⊥ has a c3-bounded integer basis in ℓ1.
Transitive symmetry group: for any b1, b2 ∈ B there
exists a π ∈ Sym(ϕ) satisfying π(b1) = b2.
The subspace spanned by the columns of ϕ contains the constant vector.
Then there exists a subset T ⊂ B with |T | ≤ poly(|A|, log(c2), c1, c3) such that
In particular, this can be achieved with
For many applications, including the three applications which we discuss in this paper (orthogonal arrays, t-designs and t-wise permutations) it turns out that the most difficult condition to verify is that V ⊥ has a bounded integer basis in ℓ1. This condition can be seen as an analog of the Low Density Parity Check (LDPC) notion coming from coding theory. We next introduce another condition which implies that V ⊥ has a bounded integer basis in ℓ1, but seems easier to verify in practice. This condition is motivated by the notion of locally decodable codes in coding theory, and depends on the choice of a basis for V (that is, it depends on ϕ rather than just on V ). We require that we can express a small multiple of the unit vectors (in the basis given by A) by short integer combinations of ϕ(b). 
Definition 2.5 (Local decodability
where ea ∈ {0, 1} A is the unit vector with 1 in coordinate a.
We next show that the property that V ⊥ has a bounded integer basis in ℓ1 can be derived from the local decodability property and the assumption that ∥ϕ∥∞ is bounded. 
where u b ∈ {0, 1} B is the unit vector with 1 in coordinate b. We claim that the set
We next argue that the dimension of {δ b : b ∈ B} is at least |B| − |A|, and hence they must span V ⊥ . To see this, let Ψ : Q B → Q |B|−|A| be an arbitrary surjective linear map which sends {γ a : a ∈ A} to zero. Then {δ b : b ∈ B} are mapped to a basis of Q |B|−|A| by Ψ and hence their dimension is at least |B| − |A|. The bound on c3 is given by
Combining Theorem 2.4 and Claim 2.6, we reach the following corollary which our applications for orthogonal arrays, t-designs and t-wise permutations rely upon. 
APPLICATIONS
In this section we apply our main theorem, Theorem 2.4, to prove the existence results for orthogonal arrays and tdesigns, Theorems 1.1 and 1.2. The existence result for twise permutations, Theorem 1.3, is more complicated because it requires a discussion of the representation theory of the symmetric group. We defer it to the full version of this paper.
Orthogonal arrays
We prove Theorem 1.1 in this subsection. We recall the relevant definitions from the introduction. A subset
n is an orthogonal array of alphabet size q, length n and strength t if it yields all strings of length t with equal frequency when restricted to any t coordinates. In other words, for any distinct indices i1, . . . , it ∈ [n] and any (not
Orthogonal arrays fit into our general framework as follows. We take B := [q] n and V to be the space spanned by all functions of the form Proof. Clearly ϕa ∈ V for all a ∈ A. To see that {ϕa}a∈A span V , we will show that any f (I,v) with |I| ≤ t and v ∈ [q] I is spanned by {ϕa}a∈A. We do this by induction on the number of elements in v which are equal to q. ({i 2 ,...,ir },(v i 2 ,...,v ir ) (j,v i 2 ,...,v ir )) and by induction, the right hand side belongs to the linear span of {ϕa}a∈A.
Recall that ϕ : B → Z
A is defined as ϕ(b)a = ϕa(b). We verify the conditions of Corollary 2.7 for ϕ. The boundedness condition is trivial since c2 = ∥ϕ∥∞ = 1. We next establish the divisibility condition. We first show that the lattice spanned by {ϕ(
n as follows:
Define a partial order on A as follows:
In these notations, it is straightforward to verify that
Proof. Let a = (I, v). We prove by induction on |I| that the unit vector ea ∈ {0, 1}
A belongs to L(ϕ).
, where we recall that ϕ(b (a) ) a ′ = 1 a ′ ≤a . As we already established by induction that e a ′ ∈ L(ϕ) for all a ′ < a, we also have that ea
We set c1 = q t so that
the divisibility condition with this c1. We next establish the symmetry condition. Fix x ∈ [q] n and consider the permutation πx ∈ SB given by πx(b) = b+x (mod q), where we apply the modulo q coordinate-wise, and with the convention that it maps Z to [q]. We will show that πx(V ) = V , which will establish the condition since the group {πx : x ∈ [q] n } acts transitively on B. To see that πx(V ) = V , it suffices to show for a = (I, v) ∈ A that πx(ϕa) ∈ V . We have
where
The last condition we need to verify is the local decodability condition. This amounts to an effective version of Claim 3.2. For a = (I, v) ∈ A and J ⊂ I let v|J be the
Proof. It is clear by definition that ϕ(γ (a) )a = 1 and
Note that ∥γ (I,v) ∥1 = 2 |I| and hence the local decodability condition holds with bound c4 = 2 t (and m = 1). We are now in place to apply Corollary 2.7. We have |A| = ( n t ) , c2 = 1, c1 = q t , c4 = 2 t , hence we establish the existence of an orthogonal array of alphabet size q, length n, strength t and size |T | = (qn/t) O(t) .
Designs
We prove Theorem 1.2 in this subsection. We recall the relevant definitions from the introduction. A (simple) t-(v, k, λ) design is a family of distinct subsets of [v] , where each set is of size k, such that each t elements belong to exactly λ sets. In other words, denoting by
Our general framework includes t-designs as follows. We take B to be
.
With this choice, a subset T ⊂ B satisfying (1) is precisely a simple t-(v, k, λ) design. We will choose
and set ϕa = fa. We will shortly show that {ϕa}a∈A form a basis for V (that is, they are linearly independent). We define ϕ : B → Z A by ϕ(b)a = ϕa(b) and verify the conditions for Corollary 2.7. The boundedness condition is trivial since ∥ϕ∥∞ = 1. The symmetry condition is also simple: let π ∈ S [v] be a permutation on [v] . It acts in a natural way on B (by permuting k-sets) and on A (by permuting t-sets). We have that
and in particular π(ϕa) = ϕ π(a) ∈ V for all a ∈ A. Hence π(V ) = V for all π ∈ S [v] . The action of this group of permutations on B is transitive, from which the symmetry condition follows. It will be convenient to verify the divisibility and local decodability conditions together. 
where u b ∈ {0, 1} B is the unit vector with 1 in coordinate b.
We will need the following technical claim. In the following we set ( n m ) = 0 whenever n < m. 
Proof Proof of Claim 3.4. It is clear from the definition that ϕ(γa,u) a
So, we restrict our attention to a ′ ⊂ u. For a ′ = a the contribution is only from sets with j = |a ∩ b| = t, of which there are
, and hence
We now need to verify that ϕ(γa,u) 
Setting s = t − ℓ > 0, the expression simplifies as follows,
We now apply Claim 3.5 with a = s,
In order to obtain tight bounds, we will divide γa,u by a factor common to all the coefficients appearing in it. Note that
Let us define lcm(t) := lcm
and set
The above discussion shows that γ ′ a,u ∈ Z B . We next upper bound the term lcm(t). We note that [7] shows that log of this lcm is asymptotic to t and mentions effective bounds for it, however, we prefer to give a simple self-contained proof of a weaker bound which suffices for our needs.
Proof. Assume by induction that the claim holds up to t (checking also that it holds for t = 1) and let us prove it for t. For each 0 ≤ j ≤ ⌊ t 2 ⌋ we have
Since the product of every m consecutive integers is divisible by m! (since
is an integer for every a), using the symmetry of the binomial coefficients and the induction hypothesis we have
as required.
We now verify the divisibility and local decodability conditions for γ ′ a,u . We have
Hence, if we set c1 = ( v t ) lcm(t) we get that 
ϕ(B) ∈ L(ϕ). For the local decodability condition, we have that ϕ(γ
by Claim 3.6. We next upper bound ∥γ
Hence we set c4 = 8
We are now in place to apply Corollary 2.7.
hence we establish the existence of a simple t-(v, k, λ) design of size |T | ≤ (O(v/t))
O(t) .
PROOF OF MAIN THEOREM
We prove our main theorem, Theorem 2.4, in this section. We recall the settings: A, B are finite sets and ϕ : B → Z A is a map, or equivalently a B ×A matrix with integer entries. Our goal is to guarantee the existence of a small set T ⊂ B for which
ϕ(B).
The proof strategy is conceptually simple: choose T randomly and show that this choice is successful with positive probability. Let N be the target size of T , to be chosen later. Let each b ∈ B be chosen to be in T independently with probability p := N/|B|. We will assume throughout that p ≤ 1/2 by observing that if T is a solution to our problem then so is B \ T . Identifying T with its indicator vector in {0, 1}
B , we have that
. In order to prove Theorem 2.4 we need to show that
and, using the assumption that the constant functions belong to the linear subspace V , that |T | = p|B| = N . Observe that in order for (16) to hold we must have that E[X] is an integer vector, and moreover that it can be expressed as an integer linear combination of {ϕ(b) : b ∈ B}. Recall that we defined L to be the lattice spanned by {ϕ(b) : b ∈ B}. Thus, we must choose N to be divisible by c1, where c1 ≥ 1 is the minimal integer for which
We will later place other restrictions on N , requiring it to be somewhat large.
The difficulty with establishing (16) comes from the fact that we require A different events to occur simultaneously: for all a ∈ A we require that Xa = E[Xa]. To better explain the challenge, consider momentarily for simplicity the case where ϕ(b) ∈ {0, 1}
A for all b ∈ B and that for each a ∈ A, P b∈B [ϕ(b)a = 1] = q (that is, all columns of ϕ have q|B| ones). Then each individual Xa is binomially distributed, Xa ∼ Bin(q|B|, p), and it is not hard to see that
However, we need the events Xa = E[Xa] to occur simultaneously for all a ∈ A. The problem arises because these events are dependent, and general techniques for handling such dependencies (for example, the Lovász local lemma) only work when each event depends only on a few other events (which is not the case here) and where each event holds with sufficiently high probability (which is also not the case here). What we show is that, under the conditions of Theorem 2.4, if we choose N large enough (but only polynomially large in |A|, c1, c2, c3) then all the events Xa = E[Xa] become essentially independent, and we show that
The actual expression we get is somewhat more complicated as it also involves pairwise correlations between the different events Xa, but conceptually it is of a similar flavor. Our main technique to study the distribution of the random variable X ∈ Z A is Fourier analysis. We recall some basic facts about Fourier analysis on Z A . 
where ⟨X, θ⟩ := ∑ a∈A Xaθa. The probability that X = λ for λ ∈ Z A is given by the Fourier inversion formula
Recall that our goal is to understand the probability that X = E[X]. Applying the Fourier inversion formula for λ = E[X] gives
Thus, our goal from now on is to understand the Fourier coefficients of X. We first give an explicit formula for the Fourier coefficients.
Claim 4.2. We have
) .
Clearly all Fourier coefficients of X have absolute value at most 1. The first step is to understand the maximal Fourier coefficients of X, that is, those θ for which | X(θ)| = 1. Recall that we denoted the lattice spanned by the rows of ϕ by L. It turns out the maximal Fourier coefficients correspond to the dual lattice of L (sometimes called the annihilator lattice of L), defined as the lattice L ⊂ T A of all vectors having an integer inner product with the vectors of L. Equivalently,
, where addition in the torus is taken modulo 1.
We note that here and throughout the paper, the map x → x mod 1 takes values in the torus, which we identify with [−1/2, 1/2). The first step is to approximate the Fourier coefficients of X near the lattice L. By Claim 4.3, it suffices to do the approximation around zero. We will measure the distance to zero using an inner product based on the covariance matrix of ϕ. Define
That is, R is a symmetric A × A matrix where
Observe that the covariance matrix of X is given by
For ε > 0, we define R-balls in R A as
We will consider the R-ball in the torus T A as the image of the ball in R A when the value of all coordinates is taken modulo 1. More generally, we define the R-ball around a point α ∈ T A as
where the sum is taken in the torus T A (that is, modulo 1); and define the R-ball around the lattice L as
The following lemma approximates X(θ) for θ ∈ L+BR(ε) and sufficiently small ε. By Claim 4.3, in order to do so it suffices to approximate X(θ) for θ ∈ BR(ε). It turns out that we can approximate X(θ) well as long as ε ≪ N −1/3 · poly(|A|, log(c2)). 
We prove Lemma 4.4 in Subsection 4.2. We next turn to bound Fourier coefficients which are far from the lattice L.
Lemma 4.5. Assume the conditions of Theorem 2.4. Fix ε > 0 and let
We prove Lemma 4. 
We prove Lemma 4.6 in Subsection 4.1. The main ingredient in its proof is the notion of local correctability of the map ϕ.
Local correction
A map ϕ : B → Z
A is said to be locally correctable, if for any small subset E ⊂ B and any e ∈ E, we can express ϕ(e) as a short integer combination of {ϕ(b) : b ∈ B \ E}. 
We note that local correctability is actually a property of the space V and does not depend on the choice of basis for it. Still, we would use it in the context of the basis that defines ϕ. We show that the assumptions that ϕ is bounded and has a transitive symmetry group imply that it is locally correctable. We need the following claim. 
then there must exist two distinct subsets S1, S2 such that ϕ(S1) = ϕ(S2). We then set γ = 1S 1 − 1S 2 and have ϕ(γ) = 0. Now, it is a simple exercise to verify that the condition |S| ≥ O(|A| log(c|A|)) with a large enough hidden constant implies that 2 |S| > (2c|S| + 1) |A| .
We now prove Lemma 4.8.
Proof Proof of Lemma 4.8. Let s = O(|A| log(c|A|)) be the lower bound on |S| given by Claim 4.9 and set δ = 1/(4s 2 ). Fix a subset E ⊂ B of size |E| ≤ δ|B| and an element e ∈ E. Let b1, . . . , bs ∈ B be sampled uniformly and independently from B, with replacement. With probability at least 3/4, the elements b1, . . . , bs are distinct, since
and we may assume that |B| ≥ 1/δ = 4s 2 since otherwise the lemma is vacuously true. Assuming that b1, . . . , bs are indeed distinct, we are guaranteed by Claim 4.9 that there exist coefficients γ1, . . . , γs ∈ {−1, 0, 1} such that
Let now π1, . . . , πs ∈ SB be symmetries of ϕ such that πi(bi) = e (which exist by our symmetry assumption). Note that as bi is a random variable, so is πi. Moreover, we choose πi as a function of bi alone, so that πi is independent from bj for all i ̸ = j. We claim that with probability at least 1 − s 2 δ, we have that πi(bj) / ∈ E for all i ̸ = j. This is since
where we used the assumption that πi, bj are independent, and that bj is uniform, hence also πi(bj) is uniformly distributed in B.
Let j be such that γj ̸ = 0. We will apply πj to ϕ. Since it is a symmetry of ϕ, there exists an invertible linear map τj :
In particular, we can express ϕ(e) = ϕ(πj(bj)) as an {−1, 0, 1} integer combination of ϕ(πj(bi)) for i ̸ = j. If all of these are outside E, we are done. Summarizing, the above process works as long as b1, . . . , bs are distinct; and as long as πi(bj) / ∈ E for all i ̸ = j. The probability this process fails is
by our choice of parameters. Hence, we can express ϕ(e) as a {−1, 1} integer combination supported outside E with at most s nonzero elements.
We now derive Lemma 4.6.
Proof Proof of Lemma 4.6. We have by Lemma 4.8 that ϕ is (δ, s)-locally correctable with s = O(|A| log(c2|A|)) and δ = Ω(1/s 2 ). We will establish Lemma 4.6 with M = s/ √ δ. Let us first prove the first item. Let E = {b ∈ B :
Then we must have that |E| ≤ δ|B|. Since ϕ is (δ, s)-locally correctable, for any e ∈ E we can express ϕ(e) as ϕ(
The second item is very similar. Let E = {b ∈ B :
Estimating Fourier coefficients near zero
We prove Lemma 4.4 in this subsection. Let θ ∈ BR(ε) ⊂ R A . Recall that by Claim 4.2 we have that
Let us shorthand x b = 2π⟨ϕ(b), θ⟩. Define the function f :
Thus, it suffices to approximate the function f .
Applying Claim 4.10 to each term in (19) we obtain
where we recall that
The error term is bounded by
Recall that θ ∈ BR(ε). That is,
We now apply Lemma 4.6 and deduce that
and since p|B| = N we can bound the error term by
Bounding Fourier coefficients far from the lattice L
We next bound the Fourier coefficients far from L. Let θ ∈ T A and assume that θ / ∈ α + BR(ε) for any α ∈ L. Our goal is to show that | X(θ)| must be small. Let us think of
e. we will do computations over the reals instead of in the torus). Recall that by Claim 4.2 we have that,
Let us decompose ⟨ϕ(b), θ⟩ = n b + ε b where n b ∈ Z and ε b ∈ [−1/2, 1/2). Thus we may rewrite
We first bound | X(θ)| as a function of
Proof. It is simple to verify that for any |x| ≤ 1/2 and p ≤ 1/2,
Applying Lemma 4.6, we deduce that for all b ∈ B,
Again, we claim that ⟨ϕ(b), θ1 − θ2⟩ is an integer for all b ∈ B, since θ1 − θ2 (mod 1) ∈ L. Thus, if we choose ε < 1/O(|A| 2 log 2 (|A|c2)) then we must have that θ1 = θ2. In particular, α = 0.
Assuming the conditions of Claim 4.13 hold, we can rewrite (24) as
We further simplify the expression for Inear. By Claim 4.3 we have that
Also, recall that we assumed that |T | is divisible by c1, where
Hence the integrals in Inear around distinct balls α + BR(ε) are all equal, and we have
We next estimate the integral Inear.
with |δ| ≤ 0.1.
Proof. By Lemma 4.4 we have
. By our setting of parameters, ε = N −5/12 , N ε 3 = N −1/4 and hence by choosing the constant in our assumption large enough, we can assume that |δ(θ)| ≤ 0.01. We have ∫
Let us denote
Note that the integrand in I0 is always real and positive. We first show that I0 is a good approximation for |L| −1 Inear, and then estimate I0. We can bound I0 − |L| −1 Inear by
Recall that by our assumptions we can bound |δ(θ)| ≤ ) . Thus, letting G ∈ R |A| be a standard multivariate Gaussian (with mean zero and identity covariance matrix) we have
The distribution of ∥G∥ 
)) )
In particular, since our assumption on N implies that ρ 2 /|A| is larger than some absolute constant, we conclude from (28), (29) and (30) that
We next bound the integral I f ar . 
SUMMARY AND OPEN PROBLEMS
Our main theorem guarantees the existence of a small subset T ⊂ B for which (1) holds. The conditions we require are boundedness, divisibility and symmetry. In many natural scenarios it is easy to guarantee that V has a bounded integer basis in ℓ∞, the divisibility and the symmetry condition, and the condition which seems hardest to verify is that V ⊥ has a bounded integer basis in ℓ1. In particular, the following question captures much of the difficulty. Let G be a group that acts transitively on a set X. A subset T ⊂ G is X-uniform (or an X-design) if it acts on X exactly as G does. That is, for any x, y ∈ X, |{g ∈ T : g(x) = y}| |T | = |{g ∈ G : g(x) = y}| |G| = 1 |X| .
In our language we may take B = G and V to be the space spanned by all functions ϕ (x,y) : B → {0, 1} of the form ϕ (x,y) (b) = 1 {b(x)=y} for x, y ∈ X. Then T is X-uniform if and only if (1) holds. We have given a bounded integer basis for V in ℓ∞, and also by definition the symmetry condition holds. The other conditions are less clear. One may still speculate that:
Conjecture 5.1. Let G be a group that acts transitively on a set X. Then there exists an X-uniform subset T ⊂ G such that |T | ≤ |X| c for some universal constant c > 0.
A second question is whether one can apply our techniques to get minimal objects. Recall that the size of the objects we achieve is only minimal up to polynomial factors. For example, one of the main open problems in design theory is whether there exists a Steiner system (i.e. a t-design with λ = 1) for any t > 5. Another major open problem of a similar spirit is the existence of Hadamard matrices of all orders n = 4m, or equivalently, 2-(4m − 1, 2m − 1, m − 1) designs. Empirical estimates for n ≤ 32 suggest that there are exp(O(n(log n))) Hadamard matrices of order n = 4m. Since there are so many of them, and since the logarithm of their number grows at a regular rate, we suspect that they exist for some purely statistical reason. However, the Gaussian local limit model seems to be false for Hadamard matrices interpreted as t-designs; it does not accurately estimate how many there are.
A third question is whether there exists an algorithmic version of our work, similar to the algorithmic Moser [15] and Moser-Tardos [16] versions of the Lovász local lemma [6] , and the algorithmic Bansal [3] version of the six standard deviations method of Spencer [19] . If an efficient randomized algorithm of our method were found, then we could no longer indisputably claim that we have a low-probability version of the probabilistic method. On the other hand it would be strange, from the viewpoint of computational complexity theory, if low-probability existence can always be converted to high-probability existence. Maybe our construction is fundamentally a low-probability construction.
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