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Let P(x) be an irreducible homogeneous polynomial with real coef- 
ficients on a real vector space V. We suppose that S = (x E V P(x) = 0) 
decomposes into a finite number of Cl-orbits with G’ = { ge GL( V); 
P(g.x)=P(x)}. We put V,uV,u ... uV,=V-S be the connected 
component decomposition. Then, is any Cl-invariant tempered distribution 
supported in S obtained as a finite linear combination of negative Laurent 
coeffkients of the tempered ,distribution IP(x) “,? The purpose of this 
paper is to give a necessary and sufficient condition for this problem. 
We shall explain our problem more precisely. Let P(x) be an irreducible 
homogeneous polynomial of degree d on a finite dimensional complex vec- 
tor space Y, satisfying the condition that the determinant of the Hessian 
det(aP(x)/axi ax,) does not identically vanish on V,, and let Gk be a 
rational closed connected subgroup of GL( V,) contained in the subgroup 
(g E GL( V,); P( g. x) = P(x)}. We suppose that: 
(A) (1) The set Sc=(x~Vc; P(x) =O] decomposes into a finite 
number of G&-orbits. 
(2) The open set V,-S, is a single G& x CL,(@)-orbit. 
* Present address. 
317 
0022.1236/88 $3.00 
Copyright 6 1988 by Academic Press, Inc. 
All rights ot reproduction m any form reserved. 
318 MASAKAZU MURO 
Here, G,!,,(C) acts on Ve by constant multiplication. Then the pair 
(Gh x GL,(@), Vc) is a regular prehomogeneous vector space. We denote 
by G, the algebraic group Gk x GLr(C). We say that S, is the singular set 
of the prehomogeneous vector space. 
Let (G’xGL,(R)+, V) be a real form of (GkxGL,(C), Vc). Here, we 
put G’ the connected component subgroup of { ge G&; g E GL( V)} with 
the neutral element. We denote by G,+ the group G’ x GLI(lR)+. Let 
VI u . . . u VI be the connected component decomposition of the set V - S. 
Then each Vi is a G’ x G&(R)+-orbit. We suppose that: 
(A) (3) The restriction of P(x) on V is a polynomial with real coef- 
ficients. 
Consider the integral 
@itsTfl=j Ip(x)l”f(x)dx3 
K 
(0.1) 
with f(x) E Y( V), s E @ and dx a Euclidean measure on V. Here Y(V) is 
the Schwartz space of rapidly decreasing functions on V. Then Qi(s, f) 
converges absolutely for any f E 9’(V), and the linear functional 
f H @its9f) (O-2) 
defines a tempered istribution on V with a holomorphic parameter s E C if 
the real part of s is sufficiently large. From the general results of the theory 
of b-functions for the complex power P(x)“, (0.1) can be continued 
meromorphically to the whole complex plane s E @ (see [Sm-Sh]), and the 
set of the locations of poles is a subset of the set of the roots of the b- 
function and they are negative rational numbers (Kashiwara’s theorem; see 
[Kl]). We denote by [P(x)/; the tempered distribution thus obtained. 
From the definition, the tempered istributions IP(x is a G,+-relatively 
invariant tempered distribution corresponding to the character x(g)” = g$ 
with g = (g, , g2) E G,+ , i.e., ) P(p( g) x)/f = x(g)” ) P(x)l; for any g E G,t . Let 
& (k=O, 1,2, . ..) be a point in @ where Gi(s,f) has a pole. We have the 
Laurent expansion at s = &, 
I&K= 1 Ti’,(x) . (s - A,)/ (0.3) 
where jk is the order of the pole at s = 1,. Then it is easy to see that T!,(x) 
is a G’-invariant tempered distribution whose support is contained in the 
set S if j < 0. For a tempered istribution T(x) on V, we call T(x) a singular 
tempered distribution if the support of T(x) is contained in the set S. That 
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is, each T;,Jf) is a G’-invariant singular tempered distribution. Our 
problem is the converse of this fact. 
MAIN PROBLEM. Under the condition (A), is any singular G’-invariant 
tempered distribution obtained as a finite linear combination of T;i,Jx) in 
(0.3) with 1 <i<l, k=O, 1,2 ,..., andj,<j<O? 
In this paper, we give a necessary and sufficient condition for this 
problem by using the theory of holonomic systems (Theorem 2.7). 
THEOREM 2.7. The following conditions (B) and (C) are equivalent under 
the condition (A). 
(B) Any G’-invariant singular tempered distribution is obtained as a 
finite linear combination of Tijk(x) in (0.3) with 1 <i< 1, k = 1, 2, . . . . and 
j,< j-co. 
(C) Let ,IE @. Any relatively invariant tempered distribution T(x) 
corresponding to the character x(g)” is obtained as a linear combination: 
T(x) = i: a,(s). IP(x lsci., 
i= I 
(0.4) 
with holomorphic functions a,(s) at s = 1. 
Our proof is based on the finite dimensionality theorem 
(Proposition 2.2) for holonomic systems and is rather different from the 
methods that have been used, for example, by Rais [Ra] or Rubenthaler 
[Rul]. 
It may seem to be difficult to verify the condition (C) in order to show 
(B). However, it is not difficult to show that (C) is true if we may use the 
micro-local analysis. For example, we can show that (C) is actually valid 
when P(x) is a relatively invariant polynomial of prehomogeneous vector 
spaces of “commutative parabolic type” introduced by Muller, 
Rubenthaler, and Schiffmann [Mu-Ru-SC]. They contain the cases of Rais 
[Ra] and E. M. Stein [St] as examples. The proof of the verification of 
(C) in such cases will appear in a future paper [Mr2]. In particular, the 
author has carried out detailed computations on an invariant measure on a 
singular orbit of prehomogeneous vector spaces of commutative parabolic 
type. See [Mrl]. Wright [Wr] and Datscovsky and Wright [Da-Wr] 
dealt with the singular invariant distributions on the space of binary cubic 
forms. Our theorem is applied to this case. Moreover, Weil [We] proposed 
the complete determination problem of invariant tempered distributions in 
connection with the generalization of Tate’s work. Our theorem would 
contribute to such problem. 
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Notation. We denote by @, R, and N + the sets of complex numbers, 
real numbers, and positive integers, respectively. The space Y(V) is the 
Schwartz space of rapidly decreasing functions on the vector space V. We 
denote by GL( V) the group of invertible linear endomorphisms on the 
vector space V. In particular, when V= K” with a field K, GL( V) is denoted 
by GLW). 
1. PRELIMINARIES 
1.1. Reviews of Prehomogeneous Vector Spaces 
We begin with a review of basic notions of prehomogeneous vector 
spaces. Let G, be a complex connected linear algebraic group, VC a finite 
dimensional complex vector space and p a rational linear representation of 
Gc on VC. We say that the triplet (G,, p, V,) is a prehomogeneous vector 
space if there exists a Zariski open dense Gc-orbit in VC. Such an open 
dense orbit is unique. We call it an open orbit or a big orbit. Orbits other 
than the open one are called singular orbits or small orbits. Let P(x) be a 
polynomial on VC. We say that P(x) is a relatively invariant polynomial, or 
simply relative invariant, if there exists a character x(g) of G, satisfying 
pm) -x) = x(g) P(x), (1.1) 
for any g E G,. We call x(g) the corresponding character of P(x). We say 
that (G,, p, VC) is regular if there exists a relative invariant P(x) satisfying 
that the determinant of the Hessian det(aP/Jx, ax,) does not identically 
vanish on VC. 
On the other hand, we say that a homogeneous polynomial P(x) is non- 
degenerate if the determinant of its Hessian det(8P(x)/8xi8xj) does not 
identically vanish on VC. Now, conversely, we suppose that a non- 
degenerate irreducible homogeneous polynomial P(x) on a complex vector 
space VC has been given. We let 
s, = {XE vc; P(x)=O}. (1.2) 
Let Gk be a linear algebraic subgroup { gE GL( V,); P(g .x) = P(x)} of 
GL( VC). We suppose that: 
(A) (1) The set S, decomposes into a finite number of Gh-orbits. 
(2) The set VC -SC is a single G& x GL,(@)-orbit. 
Here, GLl(C) acts on VC as constant multiplication. The group 
Gh x GL,(C) is naturally a subgroup of GL( VC) and we denote it by G,. 
The linear representation of G, on Vc is denoted by p(g) with g E Gc. If 
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the condition (A)(2) is satisfied, then the triplet (G,, p, V,) is a regular 
prehomogeneous vector space from the definition. The polynomial P(x) is 
naturally a relative invariant of the prehomogeneous vector space 
(G,, p, V,). We denote by x(g) the character corresponding to the 
polynomial P(x). In this case, x(g) = gzd with d= degree of P(x) and 
g = (g,, g,) E G& x GL,(@). In particular, from the definition, we have 
G:= {g~G,;xtg)=l}. (1.3) 
The subset S, is called a complex singular set, or simply, a singular set. 
In this paper, we always deal with a polynomial P(x) whose associated 
invariant complex algebraic group G& satisfies the condition (A). Or we 
may say that we always consider the prehomogeneous vector space 
(G,, p, V,) with a relative invariant P(x) satisfying the condition (A). At 
any rate, we shall consider the problem given in the Introduction only for 
polynomials that satisfy the condition (A). 
Next, we consider the b-function of P(x). Let p* be the contragredient 
representation of p on the dual vector space V*,. We denote by (x, y) the 
canonical bilinear form on (x, y) E V, x V$ . Then (G, , p*, VE ) is also a 
regular prehomogeneous vector space with an irreducible relative invariant 
Q(y) whose corresponding character is x - ‘(g), i.e., Q(p*( g) . y) = 
x-‘(g) Q(y). The degree of Q(y) coincides with that of P(x). Then we have 
Q( > -$ . P(xy+’ =b(s). P(x)“, (1.4) 
where b(s) is a polynomial in SEC. We call b(s) the b-function for P(x), 
(see [Sm-Sh]). The roots of b(s) =0 are all negative rational numbers 
[Kl]. By decomposing b(s) into the product of prime divisors, we have 
b(s)=c.(s+s,)(s+s,)...(s+s,), (1.5) 
with 0 < s1 < s2 < ‘. . < sd, where d is the degree of P(x) and c is a 
constant. The explicit computation of b-function for various examples has 
been given in [Ki]. 
1.2. Invariant Tempered Distributions 
We shall consider real forms of prehomogeneous vector space. Let G, be 
a real form of the complex algebraic group G, and let G,+ be the connected 
component of G, containing the neutral element. Let V be a real form of 
the complex vector space V,. We say that (G,+, p, V) is a real form of 
(G,, p, V,) if p(Gi ) is the connected component of the group 
p(G,) n GL( V). There may exist several real forms for one complex 
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prehomogeneous vector space. We take one of them, fix it, and denote it by 
(G ff , p, V). We suppose that: 
(A) (3) The restriction of P(x) on V is a polynomial with real coef- 
ficien ts. 
Remark. As proved in [Sm-Sh], it is always possible to choose a 
polynomial P(x) such that it is with real coefficients if we do not suppose 
the irreducibility of P(x). So the condition (A)(3) may not be necessary in 
that case. 
We let 
S=S,n v= (XE v; P(x)=O}. (1.6) 
We call S the real singular set of (CL, p, V), or simply, the singular set. Let 
v,u v,u -.* u v,= v-s (1.7) 
be the connected component decomposition. From the condition (A)(2), 
each Vi is a G,+-orbit. We put G’ = Gk n G,+. From the assumption (A)( I), 
it is clear that the set S decomposes into a finite number of G’-orbits. 
We shall consider some kinds of invariant tempered istributions on the 
vector space V in the following. From the condition (A)(3), x(g) is a 
positive real valued function on G, . + Therefore, x(g)” is well defined for any 
s E @, and it is a character of G ;. Let T(x) be a tempered distribution on 
V. We say that T(x) is a relatively invariant tempered distribution 
corresponding to the character x(g)” with s E @ if T(x) satisfies 
TMg) -xl =x(g)“- T(x), (1.8) 
for any gEGw+. We say that T(x) is a singular invariant tempered 
distribution on V if T(x) satisfies 
T(p(g) .x) = T(x), for any g E G’, (1.9) 
and if the support of T(x), which we denote by supp( T(x)), is contained in 
the set S. 
1.3. Tempered Distributions with a Meromorphic Parameter 
We define a tempered distribution with a holomorphic, or a 
meromorphic, parameter s E @ for later use. Let Sz be a domain in C. Let 
s I-+ u(s, x) 
be a map from B to the space Y’(V) of tempered distributions on V. We 
say that u(s, x) is a tempered distribution on V with a holomorphic 
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parameter s in Q, or simply, holomorphic with respect to s E 8, if it satisfies 
the condition that 
For any f(x) E Y(V), the integral I 
u(s, x) f(x) dx is a 
holomorphic function in s E s2. (1.10) 
Let U(S, x) be a tempered distribution with a holomorphic parameter 
s E Sz - D, where D is a discrete subset in 52. If there exists a holomorphic 
function a(s) in Q such that a(s). U(S, x) is continued as a tempered dis- 
tribution with a holomorphic parameter s in Sz, then we say that U(S, x) is a 
tempered distribution with a meromorphic parameter s in 52. We say that 
u(s, x) has a pole at s = 1 if U(S, x) is not holomorphic with respect o s at 
s = A. If (s - A)j. u(s, x) is holomorphic with respect to s near s = 3, for a 
positive integer j and if (s - A)j- ’ . U(S, x) is not holomorphic, then we say 
that u(s, x) has a pole of order j at s = A. The following properties are easily 
proved, so we omit the proofs. 
PROFQSITION 1.1. Let u(s, x) be a tempered distribution on V with a 
holomorphic (resp. meromorphic) parameter s in a domain Sz. Then we have: 
(1) The derivative (a/&s) u(s, x) of u(s, x) with respect to s E 52 is a 
tempered distribution with a holomorphic (resp. meromorphic) parameter 
s E 52. Here, the derivative of u(s, x) stands for the linear functional on Y( V) 
given by 
a 
f(x)++- as 5 ~0, x) f (x) dx, (f(x) E a V)). 
(1.11) 
(2) (Taylor expansion) Assume that u(s, x) is holomorphic with 
respect to s in a neighborhood of s,, E: 52. Then there exists a positive number E 
such that we have the Taylor expansion of u(s, x); 
u(s, x) = f (s - so)j. T,(x), (1.12) 
j=O 
on D,,, = {s E @; )s - soI c E} with Tj(x) = (l/j!)(a/as)j u(s, x)J~=~~ 
(j= 0, 1, ...). The right-hand side of (1.12) is uniformly convergent on D,,, 
as a tempered distribution on V. 
(3) (Laurent expansion) Assume that u(s, x) has a pole of order j, at 
s = so with so E G?. Then there exists a positive number E such that we have the 
Laurent expansion of u(s, x); 
u(s, x) = f (s - so)j-j” - Tj(x), (1.13) 
j=O 
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on D,,, with Tj(x)= (l/‘!)(a/&)j ((s-s,,)j”.u(s, x)) Is=so (j=O, 1, . . .). The 
right-hand side of (1.13) is uniformly convergent on D,, - D,,,, for any 
El < E. 
(4) (Analytic continuation) Let v(s, x) be another tempered dis- 
tribution with a meromorphic parameter s E Q. If v(s, x) coincides with u(s, x) 
in a neighborhood of a point sO E Q, then they coincide with each other on the 
whole domain Q. 
1.4. Complex Powers of Relative Invariants 
The tempered distributions with a meromorphic parameter s E @ that we 
shall deal with in this paper are as follows. Consider the functions 
Ip(x)l;= r(x)‘sv 
i 
if XE Vi, 
9 if x4 Vi, 
(1.14) 
for a complex number s whose real part, which we denote by Re(s), is suf- 
ficiently large. Then IP(x is a continuous homogeneous function on V. 
Therefore it can be viewed as a tempered distribution on V by considering 
the linear functional on Y(V); 
f(x)H~i(S,f)=SIP(X)llf(X)dXI (1.15) 
with f(x) E Y(V). Then Qi(s, f) is a holomorphic function for Re(s) > - 1 
and it is continued to the whole complex plane SE C as a meromorphic 
function. In fact, by using the well-known equation 
c.b(s)V@i(s,f)=@i(s+l,Q(-?-) f(x)), (c:aconstant) (1.16) 
iteratedly, we have the meromorphic extension to the whole SE @ of 
oi(s, f) for each f(x) E .Y( V) (see, for example, p. 137 of [Sm-Sh] and 
Proposition 1.3 of [Sh]). We also denote it by Qi(s, f) for any s E C. Thus 
we have the linear functional f(x) H Gi(s, f) on f(x) E 9’(V) for any s E C 
except for poles, which is apparently a tempered distribution with a 
meromorphic parameter s E @ by the definition. We also denote by I P(x)(; 
the tempered istribution obtained by the analytic continuation of (1.15) to 
every s E @. 
It is easily checked that the locations of poles of (P(x)l; are contained in 
the set 
Cri(P(x)“) = {s E C; b(s + k) = 0 for some non-negative integer k}, (1.17) 
where b(s) is the b-function for P(x) by seeing the procedure of the analytic 
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continuation through the formula ( 1.16). We call the elements of the set 
Cri(P(x)“) the critical points for P(x)“. More precisely, we have the 
following propositions. They may be well known and are easily verified 
only utilizing Eq. (1.16) repeatedly. 
PROPOSITION 1.2. (1) The tempered distribution with a meromorphic 
parameter s in C, 
i T(s+s,) 
-1 
.IWN (i = 1, . . . . I), (1.18) 
j=l 
is a tempered distribution on V with a holomorphic parameter s E @. Here, 
-s, (j= 1, . ..) d) are the roots of the b-function b(s) for P(x) de$ned in (1.5). 
(2) The tempered distribution ) P(x)\: is a relatively invariant tempered 
distribution corresponding to the character x(g)” whose support is contained 
in pj. However, when IP(x has a pole at a critical point sO, we take the 
coefficient of the lowest order term in the Laurent expansion given by (1.13) 
for IP(x) In particular, [P(x)\; is a G ‘-invariant tempered distribution. 
2. A NECESSARY AND SUFFICIENT CONDITION FOR THE MAIN PROBLEM 
In this section, we always assume that (Cc, p, VC) is a regular 
prehomogeneous vector space satisfying the condition (A) and we continue 
to use the same notations and notions as in the previous section. The 
purpose of this section is to prove Theorem 2.7: a necessary and sufficient 
condition for the main problem given in the Introduction. 
2.1. Holonomic Systems ‘$I, and %I$,, 
Let 9c. be the complex Lie algebra of the complex linear algebraic group 
G,. Let dp and Sx be the infinitesimal representation of p and x, respec- 
tively. Similarly, we let Sk be the complex Lie algebra of the subgroup G&. 
Consider the following systems of linear differential equations with one 
unknown function u(x) on VC, where s E @ and m E N: 
m,; (( dp(A) .x, ;) -&(A)) u(x) =O, forallAE%c. (2.1) 
!m . I 
d&4).x,$ u(x)=O, 
> 
for all A ES&, 
Cm), 
P(x)” u(x) = 0. (2.2) 
Here, s is a complex number and m is a positive integer. 
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We shall review some notions on the system of linear differential 
equations, following [K2], for later use. Let 
mxn; pi x9$ ( 1 u(x) = 0 (i= 1, . . . . k) 
be a system of linear differential equations with one unknown function 
u(x). Here Pi(x, 8/8x),s (i= 1, . . . . k) are linear differential operators on Vc 
with holomorphic coefficients. Following [K2], we say that 
{pi(x9 a/ax)) , G rGk is an involutive basis if Pi(x, a/ax)% are closed under 
commutations. We define the characteristic variety ch(%R) as the common 
zeros of the principal symbols a(P,)(x, y) in the conormal bundle T* VC. In 
particular, we say that %JI is a holonomic system if the dimension of ch(!IR) 
coincides with that of VC. We often identify T* VC and V, x Vg . 
Since the differential operators 
(+(a)~,$-)-s&(a), with AE$c, 
form an involutive basis for the system %I,, we have that the characteristic 
variety of !IRn, is written as 
ch(!IJIUZ,) = {(x, y)~ VC x Vz; (@(A) x, y) =0 for all A E$.}. (2.3) 
Similarly, the differential operators 
(dp(A)x,g) withAE9; and P(x)” 
commute with one another and hence they form an involutive basis for 
9.R Cmj, so the characteristic variety ch(!U+,,) is written as 
cWJJ+m,) 
= ((4 Y)E vex v $ ; (&(A) x, y) = 0 for all A E Yk and P(x)” = O}. 
(2.4) 
PROPOSITION 2.1. Under the condition (A), the systems of linear difseren- 
tial equations !UIS and 9.X,,, are holonomic systems on V,. In particular, the 
characteristic varieties ch(%JZXn,) a d ch(%Q,) are given by 
(2.5) 
chW,,,z,) = u T& Vc, OL (2.6) 
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where {S, } is the set of Gk-orbits in the singular set S, and Tsh V, stands for 
the conormal bundle of the orbit S,. 
Proof. In the case of W,, since V, decomposes into a finite number of 
G,-orbits by the assumption (A), we can apply the arguments of 
Theorem 5.1.2 in [K2] directly. From the assumptions (A)(l), (2), we may 
let (I/,-S,)uSIu ... u Sk = V, be the decomposition of V, into G,- 
orbits. By noting that Cc x (0) is the closure of the conormal bundle of the 
orbit VC - S,, we have 
(2.7) 
by Theorem 51.2 in [K2]. The inverse inclusion relation of (2.7) is proved 
by checking that (do(A) x, y) vanishes on the right-hand side of (2.7) for 
any A E ge. From the assumption (A), each singular orbit S, is a Gc-orbit, 
and hence we have (2.5). 
In the case of W,,,, the characteristic variety ch(!I+,,) is the intersection 
of 
{(x, y)E I/,x v;;P(x)=O) (2.8) 
and 
{(x,y)~VcxV~;(dp(A)x,y)=OforallA~Y~), (2.9) 
by (2.4). Suppose that (x0, y,,) be a point in (2.8). Moreover, if (x0, yO) is 
in the set (2.9), then (x,, yO) is a point in the conormal bundle of the orbit 
p(G&) . x0, and the converse is true. Therefore, the intersection of the sets 
(2.8) and (2.9) coincides with the union of all the conormal bundles TzzVC 
of the Gi-orbits S, in the singular set S,. Thus we have (2.6). Q.E.D. 
2.2. Solutions to the HoIonomic Systems im, and ‘$I,,, 
We take a real form (Gz, p, V) of (G,, p, V,) and consider the hyper- 
function solution space to the holonomic systems 9JIJz, and W,,,. We denote 
by %e(Y.IJ,) and %d(!UI,,,) the hyperfunction solution space on V to the 
holonomic systems ‘!Nn, and 9.X(,), respectively. Then, as a consequence of a 
distinguished property on holonomic systems, we have the following 
proposition: 
PROFYXITION 2.2. The hyperfunction solution spaces %b(!JI&) and 
9M(WlJ1,,,) are finite dimensional complex vector spaces. 
This is only a special case of the well-known and fundamental result on 
holonomic systems by Kashiwara, i.e., the finite dimensionality of the 
solution spaces of holonomic systems, and the proof is given in Chapter 5, 
5x0 ld,2-7 
328 MASAKAZUMURO 
Theorem 5.1.7, of [K2] by using cohomological language under a more 
general situation. In his theorem, &‘~t~(!fR, B,,,)x means the hyperfunction 
solution space of the holonomic system ‘ATI at x E M, where M is a real 
analytic manifold. He proved that dim ~z&$DI, gM)x < +cc for any 
iE N+ u (0). 
We denote by Y and Y’ the real Lie algebras of G,+ and G’, respectively. 
Then, since %c = $9 + J%$, the holonomic system Y& coincides with the 
following equation on V,: 
for all A E Y. (2.10) 
In fact, for any element A E 9c, we can write it as A=A,+J-lA, by 
using the elements A, and A2 in 9. We have 
&(A) .x, L) -SW)) 
= 
Cl 
ddA,)-x> $) -4M)) 
+J-1 &(A,) s x, L) --s Wb)), 
and hence if U(X) is the solution to (2.10), then U(X) is the solution to the 
holonomic system W,. In the same way, we can show that the holonomic 
system !IRCmj coincides with the following system of differential equations: 
44Ah& > u(x) = 0, for all A E ‘S1, (2.11) 
P(x)” u(x) = 0. 
PROPOSITION 2.3. Let u(x) be a relatively invariant tempered distribution 
on V corresponding to the character x(g)” with 1 E C. Then u(x) is a solution 
to the holonomic system m132, and the converse is true. 
Proof. Let u(x) be a tempered distribution satisfying 
U(Pk) x) = XkY U(X)> (2.12) 
for all g E G,+. For an element A E ‘3 and a sufficiently small t E R, 
exp(tA) = f -$ (tA)“, 
PI=0 
(2.13) 
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is well defined and is an element of G,+. Then, we have 
u(dexp(tA)) xl = x(exp(tA))” .4x). (2.14) 
By differentiating (2.14) at t = 0, we get 
&(A). x, ;> u(x) = 1 &(A). u(x). (2.15) 
Since the holonomic system YJJn, is equivalent to Eq. (2.10) at s = h, u(x) is a 
solution to the holonomic system !JRn,. Conversely, suppose that u(x) is a 
tempered distribution to the holonomic system mm,. Then we have (2.15) 
for any A E 3. It is not difficult to prove (2.14) for a sufficiently small t E R 
from (2.15). Any element gcG,+ is obtained as a finite product of the 
elements in G,+ of the form (2.13). Thus we have (2.12) for all elements 
gEG&. Q.E.D. 
On the other hand, for solutions to (m,,,, we get the following 
proposition: 
PROPOSITION 2.4. Any G’-invariant singular tempered distribution u(x) 
on V belongs to the solution space %f(‘9JIm,,,) for a sufficiently large m E N +. 
Conversely, if u(x) is a tempered distribution in %C(%iI,,,), then u(x) is a 
G’-invariant singular tempered distribution. 
Remark. In the process of the proof of Proposition 2.6, it will be proved 
that any hyperfunction solution to 9X(,, is a tempered distribution as a 
matter of fact. Therefore, by Proposition 2.4, we have shown that any U(X) 
in %@R,,,) is a G’-invariant singular tempered distribution. 
Proof. Let U(X) be a G’-invariant singular tempered distribution on V. 
By the same arguments as in the proof of Proposition 2.3, the G’- 
invariance of U(X) means that u(x) is the solution to the system of differen- 
tial equations 
( 
dp(A)-x,; u(x)=O, 
> 
forallAE??‘. (2.16) 
Therefore it remains to be shown that there exists a positive integer m such 
that P(x)“. u(x) = 0 if the support of U(X) is contained in the singular set S. 
First, note that the following well-known result on tempered dis- 
tributions whose support is contained in a subvariety in V. Let T(x) be a 
tempered distribution defined on V. Consider the compactilication r of V 
by adding the point of infinity ( co }: P = Vu ( co } z s”, where S” stands 
for an n-dimensional sphere with n : = dim V. We may regard T(x) as the 
restriction of a distribution T(x) on r: T(x) ( ,,= T(x). Let U be a relatively 
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compact domain in P and suppose that the support supp(T(‘(x)) is a non- 
singular subvariety M in U. Let A(x) be a real analytic function which 
vanishes on M. Then there exists a positive integer q such that 
A(x)4. q’(x)=0 on U. It is easily proved by applying, for example, 
Theo&me 21 and Thtoreme 37 in Chapitre 3 of Schwartz’ book [Sch]. 
Next, note that the singular set S can be decomposed into the disjoint 
union S=S,vS,v ... v Sk such that Sj= Ui, j Si is an algebraic set in V 
and Sj is the non-singular locus of Sj. In fact, first, putting S, the non- 
singular locus of S 0 := S, then S, is an open dense subset of S. Next, letting 
S2 be the non-singular locus of S, - S,, and, in general, letting Si+ , be the 
non-singular locus of Si - Si- I (i > 1) and continuing this procedure, we 
obtain the above-mentioned isjoint decomposition of S. 
Applying the Schwartz result, there exists a positive integer m, such that 
supp(P(x)“’ . u(x)) c Is = s* u . . . v Sk, for P(x) vanishes on S and S, is 
the non-singular subvariety in V whose closure is compact in l? Next, we 
get a positive integer m, such that supp(P(x)“* . u(x)) c S3. Repeating this 
procedure, we get a positive integer m such that supp(P(x)” . u(x)) = 4 at 
last, that is to say, we have P(x)“. u(x) = 0. The converse is apparently 
true because u(x) = 0 on V- S if P(x)” . u(x) = 0 on V with some positive 
integer m. Q.E.D. 
Remark. The proof of this proposition has been given in Lemma 1.3 of 
[Sh] in a different way. 
2.3. Linear Combinations of Tempered Distributions with a Meromorphic 
Parameter 
Recall that IP(x is a tempered distribution with a meromorphic 
parameter sE @ defined in (1.14). Then it is clear that IP(x is a relatively 
invariant tempered distribution corresponding to the character x(g)’ for 
any 1+ Cri(P(x)“). Therefore, by Proposition 2.3, IP(x is a solution to 
the holonomic system mm, for any n$Cri(P(x)“). Since mD1, is a system of 
linear differential equations, any linear combination of IP(x is a solution 
to the holonomic system fm, for a non-critical 1 E C. However, for a com- 
plex number 1 in Cri(P(x)“), we must reinterpret he meaning of the linear 
combination of IP(x at s = II. Namely, let u,(s, x), . . . . u,(s, x) be tempered 
distributions on V with a meromorphic parameter s near s = il. We say that 
u(x) can be written as a linear combination of u,(s, x), . . . . u,(s, x) at s = 3, if 
there exist meromorphic functions c,(s), . . . . c/(s) defined near s = 1 such 
that cf=, ci(s) . ui(s, x) is holomorphic at s = 1 and U(X) is given by 
u(x)= i Ci(S).Ui(S,X) ls=i. (2.17) 
i=l 
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Following this definition, when we say that u(x) is written as a linear 
combination of IP(x) . . . . (P(x)(; at s = 1 with A E C, this means that there 
exist meromorphic functions cl(s), . . . . c!(s) defined near s= A such 
that C:=, ci(s). /P(x)]; is holomorphic at s= A and u(x) = 
Cf=, ci(s). IP(x lszl. By the analytic continuation, it is clear that U(X) 
thus obtained is a relatively invariant tempered distribution corresponding 
to the character x(g)“. Thus we have the following proposition from 
Proposition 2.3: 
PROPOSITION 2.5. Any linear combination of (P(x)\: (i = 1, . . . . I) in the 
sense of (2.17) at s = ,I is a solution to the holonomic system m,. 
Remark. If A $Cri(P(x)“), then by the definition (2.17), U(X) may be 
written as a linear combination of IP(x (i= 1, . . . . 1). However, it should 
be noted that U(X) may not be expressed as a linear combination of the 
lowest order coefficients in the Laurent expansions of IP(x (i = 1, .,., I) at 
s = I if J. E Cri( P(x)“). 
2.4. Some Properties of IP(x 
Let A be a complex number. Then, from Proposition 1.1(2), (3), we have 
the Laurent expansion 
lP(x)(f= f T;‘,(x).(s-A)‘-&,” 
j=O 
(2.18) 
at s = A, where j,, is the order of the pole of IP(x at s = A. In particular, if 
A$Cri(P(x)“), then j,,A =0, and hence (2.18) is a Taylor expansion of 
1 P(x)l; at s = A. For a complex number A, we let 
V(A) = the complex vector space generated by 
(T;‘,(x)E~‘(V);i= 1, . . . . I,andj=O, 1, . . . . }. (2.19) 
Though the following propositions are simple facts, they will play impor- 
tant roles in the proofs of Theorem 2.7. 
PROPOSITION 2.6. Let T;‘,(x) be the tempered distribution defined in 
(2.18) and let ji,A be the order of the pole of IP(x at s = A. 
(1) Let ;1 be a point in @. Then each tempered distribution T,‘,(x) in 
(2.18) is G’-invariant and the support of T,‘,(x) is contained in the closure 
8,. For any A E @, we have supp(T/,(x)) = Pi and T,‘k(x) I “, = 
((j-jiYi)!))’ . IP(x log(IP(x)l)‘-A,” for j&ji,,. In particular, if 
n~Cri(P(x)‘), then the support of T;‘,(x) is contained in Viin S for j< j,,, 
i.e., it is a G’-invariant singular tempered distribution. 
332 MASAKAZU MURO 
(2) We have 
(ax(l)‘(x,~)-d)T~~(x)=T:-ly(X)+(P-j)T.:.(l), (2.20) 
for any A. and p in @, and j= 0, 1, 2, . . . . However, we let Tii- l>.(x) = 0. In 
particular, by letting 1= ,u, we have 
(8,(I)-l(x,~)-+~;~(x)=~~-$(x). (2.21) 
(3) If Pl, . ..7 pp are mutually different complex numbers, then V(pi))s 
are linearly independent, i.e., ZY x:x 1 aiui = 0 with ai e @ and ui E V(cli), 
ui # 0, then a;s (i = 1, . . . . p) are all zero. 
(4) All the Tjl(x)‘s with i= 1, . . . . 1, j= 0, 1, 2, . . . . and 1 EC are not 
zero. For fixed i in 1 <id 1 and 2 E @, Tik,(x) (k = 1, 2,...) are linearly 
independent. For a fixed j E N + and ,? E @, we put Vi(n) the complex vector 
space generated by T!,(x) (i = 1, . . . . 1). Then, for a fixed Iz E @, Vi(L)% 
(j E N + ) are linearly independent. 
ProojI (1) The G’-invariance of T,‘,(x) is directly implied by the G’- 
invariance of IP(x from the definition. 
We note that ff(x).IP(x)l;dx=O iff(x)ECF(V- V,) for any SE@. 
Then, from the definition of TjL(x), it is apparent that 
J f(x) T,‘,(x) dx 
(2.22) 
for any f(x) E Cz( V- Vi). Thus, we have 
SUPP( T!,(x)) c vi. (2.23) 
We suppose that A E Cri( P(x)“). We shall show that 
supp(T~,(x))c P,nS if O<j<ji,i. We may suppose that j,, > 0. Note 
that, for any f(x) E C;( Vi), J f(x) .I P(x)(; dx is a non-zero holomorphic 
function in s near s = A.. We have 
Jf(x).Tp,(x)dx=(s-1)1&i. Jf(x)qP(x)l;dx lszl=o, (2.24) 
and hence we have 
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supp( To,(x)) t S. Then, from (2.23), we have 
supp(l”~,(x))c Sn P,. (2.25) 
In order to prove that supp( T{,(x)) c S n Pi for any 0 < j < j,,A, we use an 
induction on j. We assume that (2.25) is valid for 0 <j < p with p <ji,;. 
Then, for any j(x) E CF( Vi), we have 
c f(x). T,‘A(x) dx 
= (~-~)~l.~-P.jf(x).(l~(x)lf-~~~ (~--)j~j,,,.T,J~(x))dxI,=,, 
I=0 
=o. (2.26) 
Thus, we have sup~(T,“~(x)) c Sn Pi from (2.23) and (2.26). Then, by 
induction on p, we have 
supp( T;‘,(x)) c S n V,, for any O<j<ji,i. (2.27) 
Next, we suppose that R E C. We shall show that supp( T!,(x)) = Pi for 
any j> j,,j.. Let f(x) E Cr( Vi). Note that, by (2.27) we have 
s f(x). 7’,X,“+mA(x) dx 
1 am =- - 
0, 4 as f(x). (IP(x) 
- (theprincipalpartofIP(x)(jats=I))dxI,=, 
f(X). IP(X dx Is=>. 
= f(x)* 1 ( ; IP(x (log IP(x)I dx, 
and hence, we have 
Tk,A+mA(x) I v,=f IWN: (log Ifo)l)” I Y,’ I 
That is to say, supp( T:,(x)) = Pi for j > j,,A. 
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(2) Consider the Taylor expansion of (s - A)x,i. IP(x at s = A: 
(s-a)qP(x)(;= f T;n(x).(s-a)j. (2.29) 
j=O 
We define the differential operator D(A) with AE@ as 
D(l)=(c5x(I)-’ (x,&)-l). (2.30) 
Since D(L)(s - A)i,.A. IP(x = (s - l)6J+ ’ . IP(x) we have 
(s-,I)~.~+~+‘(x)~;= f D(l).T,‘,(x)+-1)’ 
j=O 
= f T,‘,(x)+-a)j+‘, (2.31) 
j=O 
by termwise differentiation. Comparing the Taylor coefficients in (2.31), we 
have (2.21). By exchanging p and R in (2.21), we have 
D(a) Ti$(x) = (D(P) + (P -a)). T!,(x) 
= Ti’- l,(x) + (p-A). T/,(x), 
from (2.21), and hence we have (2.20). 
Before proving (3), we shall show (4). 
(4) It is clear that T:,(x) #O from the definition. By using the 
relation (2.21) we have Ti’,(x) # 0 if Ti- ‘Jx) # 0. Thus we have T:, # 0 
for all j > 0, by induction on j. 
Next, in order to prove the linear independence, we assume that 
j$o aj. T,‘,(X) = 0, (2.32) 
with aiE C and p a positive integer. Then, operating D(l)P on (2.32), we 
have aP. TF, = 0, and hence we have aP = 0. If aP = 0, then, by operating 
D(A)P-l on (2.23), we have aP- i =O. Thus, by induction on p, we see that 
a,=a,=a,= . . . = a,, = 0; this means that Ti’,(x) (j= 0, 1,2, . ..) are 
linearly independent. Last, we assume that 
with aj E C, p a positive integer, and ij (j = 0, . . . . p) are integers in 1< ij < 1. 
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As in the proof of the linear independence of T,‘,(x) (j= 0, 1, . ..). we have 
a0 
=a,= . . . = up = 0, and hence the vector spaces V,(,I)‘s are linearly 
independent. 
(3) Before proving the proposition (3), we have to show the 
following lemma. 
LEMMA 2.6.1. (1) Let I E C. For any non-zero Xj. E V’(A), there exists a 
non-negative integer p such that D(A)p x1 # 0 and D(A)p+ ’ x1 = 0. 
(2) If A #p and x1 is a non-zero element in V(A), then Do x2, # 0,for 
any qEN+. 
Proof: Since any element in V(1) is written as a finite linear com- 
bination of the elements in {T!,(x)}, (1) is clear from the formula (2.21). 
We may suppose that xj. E V(J) is written as 
Xj. = ~ ~ bi,j. T;/~(x), 
j=O ;=I 
with bi,j E C. Note that Cf= L bi,j. Ti’,(x) E Vi(i). Moreover, we may assume 
that C!= , b,.,, . T/,(x) # 0. By the formula (2.20), Do .x, is expressed as 
(L,U,lY C b,jo’ T?,(X) + { 1’ a mear combination of the element 
z=I 
in I/,(J)@ v,(n)@ ... 0 V,O- ,(A)}. 
Since the vector spaces v,(J) (j= 0, . . . . j,) are linearly independent and 
since (A-p)” cf=, b,, . TjO,(x) ~0 for any qE N +, we have II(J) ‘xi. # 0 
foranyqEfV+. (Lemma 2.6.1, Q.E.D.) 
We go back to the proof of (3). We suppose that 
;c, ai.uj=O, (2.33) 
with a, E @, and uj E V&), ui # 0. We let q1 be a positive integer such that 
m I P + 1 U, = 0 and Do’ uI #O and let q,, . . . . qP be sufficiently large 
integers. By operating O(,U,)“’ .D(~z)y* ...D(pP)“p on both sides of (2.33), 
we have 
D(~,)y’.o(~2)42...D(~p)4p. i aj.u,=a, ‘y, =o, 
,=, 
with y , E V(p, ) and y1 # 0. Thus we have al = 0. In the same way, by 
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taking an integer suitably, and taking sufficiently large integers 
41, a..* qi-1, qi*1, a’*> q&l, we have ui= 0. Therefore, ui, . . . . up are linearly 
independent if each ui is not zero and is an element of V(pi). Hence V(pi)‘s 
are linearly independent. (Proposition 2.6, Q.E.D.) 
Remark. In [Ru2], Rubenthaler obtained some interesting results 
closely related to Proposition 2.6. 
2.5. The Proof of the Main Theorem 
We let 
Yeg(n) = the complex vector space generated by 
{ T;i,(x); i = 1, . . . . I, 0 < j < j,,}, (2.34) 
which is by definition the space of linear combinations of negative order 
Laurent coefficients in [P(x)/; with i= 1, . . . . I at s = 1. If A # Cri(P(x)‘), then 
Peg(l) = (0). Wh en n~Cri(P(x)~) and j,, is positive, the vector space 
V”““(1) # (0) by Proposition 2.6(4) and any element of V”“g(l) is a 
singular G’-invariant tempered distribution. The main theorem we want to 
show in this section is to find a necessary and sufficient condition in order 
that any singular G’-invariant tempered distribution is written as a finite 
linear combination of V”“g(n) with 2 E Cri(P(x)“). Namely, we have the 
following theorem. 
THEOREM 2.7. The following conditions (B) and (C) are equivalent under 
the condition (A), (l), (2), (3). 
(B) Any G’-invariant singular tempered distribution u(x) is written as 
a finite linear combination of negative order Laurent coefficients of I P(x)l; at 
poles, i.e., u(x) is an element of Vneg = Q Isc V”““(n). 
(C) For any IE C, any relatively invariant tempered distribution 
corresponding to the character x(g)” is obtained as a linear combination of 
IP(x at s = L in the sense of (2.17). 
Proof We begin with the proof of that (B) implies (C). From 
Proposition 2.3, we have only to show that any solution to ‘9X, is written as 
a linear combination of IP(x at s = A under the condition (B). 
First, we have to show the following lemma: 
LEMMA 2.7.1. Let ~EC. For any u(x)E~‘&(SN~), there exist complex 
numbers a,, .,,, a, such that 
u(x) I y-s= f: ai- T&(x) I y--s, (2.35) 
i=l 
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where TF,kJx) are the tempered distributions in (2.18) and ji,l is the order of 
IP(x at s= A. 
Proof. First, note that (m, is an elliptic system of linear differential 
equations on I/- S because the characteristic variety of !J.Xm, on I/-- S is just 
the zero section (I’-- S) x (0) (Proposition 2.1). Therefore, from Sato’s 
fundamental theorem, (see, for example, Chapter III, Theorem 3.4.3, 
[Ka-Kw-Ki]), ( ) u x is a real analytic function on I/- S. 
Let xi be a point in Vi (i = 1, . . . . I), where Vi is a connected component 
defined in (1.7). Then, u(xi) is well defined because U(X) is real analytic on 
V;. Note that 
U(p( g) ’ Xi) = X(g)” . U(Xi), (2.36) 
for any ge G,+ and that Vi is a single G&-orbit. Then since 
u(P(g) ‘xi)= (“(xi)llp(xi)l”) ‘X(g)” ’ Ip(xi)l” 
= (4x,)/l~(x,)l”)~ m(g) xiv> 
we have 
4x1 Iv,=ai-IP(x Iv,, (2.37) 
with a constant ai E C. 
Next note that 
T,h.iJX) 1 v~s= r(x)” 
if XE Vi, 
if x$ Vi. 
(2.38) 
This follows from Proposition 2.6( 1) and its proof. Therefore, by (2.37) and 
(2.38), we have 
u(x) 1 vps= i ai. Tpl(x) ) y- s. 
i=O 
(Lemma 2.7.1, Q.E.D. 
By Lemma 2.7.1, we have 
U(X) = U(X) - i ai. T”‘“,(X) 
i=l 
(2.39 
is a distribution whose support is contained in the singular set S. From the 
assumption (B), u(x) is written as a finite linear combination of iTi’,( 
with i= 1, . . . ,I, 0 < j < ji,A and A E C. Therefore, U(X) is written as a finite 
linear combination of the Laurent coeflicients of IP(x) Namely, there 
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exist mutually different complex numbers pl, ..,, pp such that U(X) is an 
element of V(p,) @ V(P~) @ .a. 0 V&). However, we have the following 
general lemma. 
LEMMA 2.7.2. Let u(x) be a distribution solution to idol and suppose that 
u(x) is an element of V(p,)@ a.. 0 I+,), where pI, . . . . pp are mutually 
different complex numbers. Then u(x) is written as a linear combination 
ofIP(x)Jf at s=L 
ProoJ: We may assume that 
(2.40) 
with a:i E @. Almost all a,i,‘s are zero. We shall prove: 
SUBLEMMA 2.7.3. Among the terms in the sum of (2.40), if pk # ,I, then 
we have 
c ajk. T,‘,,(x) = 0. (2.41) 
i.i 
Proofi Since D(n) U(X) = 0, we have 
i (ca:*’ (T,‘-‘,,(x)+(~k--I).T,‘,,(x)) =O, 
k=l i,j ) 
by (2.20) and (2.40). Then, from Proposition 2.6(3), for each k, we get 
c aik. (Ti’- lpk(X) + (& - A) * T;,,(x)) =O. (2.42) 
ii 
Let j, be the largest integer among the j’s in the sum of the left-hand side 
of (2.41). Then we may suppose that (2.41) is written in the form of 
Cf= 1 C$O=~ ujk. T;‘,,(x), and we suppose that 
i$, ai’“k ’ T,‘o,(x) # 0. (2.43) 
Then we have 
The left-hand side of (2.42) 
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and hence 
$, 4%. T&(x) = 0, 
because of Proposition 2.6(4) and that pk - A # 0. This is the contradiction. 
Therefore there is no such j, satisfying (2.43). Then we have (2.41). 
(Sublema 2.7.3, Q.E.D.) 
If all the pk’s are different from 1, then U(X) vanishes identically from 
Sublemma 2.7.3, and hence Lemma 2.7.2 is proved. 
We suppose that there exists pLk which coincides with 1. Then, from 
Sublemma 2.7.3, U(X) is expressed as 
U(X)= 2 i (a/,. T,jj,(X) , 
j=O ( i=l > 
with some non-negative integer j,. By operating II(A) on u(x), we have 
D(l.)~LI(X)=‘?fl( f: (a:+‘,.T:;(x))=O. 
j=O i=l 
From the linear independence of vj(irs (j=O, . . . . j,- 1) 
(Proposition 2.6(4)), we get 
,$, a!+', . T/,(x) = 0 (j = 0, . . . . j, - 1 ). (2.44) 
Operating o(A) on (2.44) repeatedly, we have 
i aiif TFA(x) = 0 (j= 1, . . . . j,) 
i= 1 
for all 0 d p < j. 
Let j,,i be the order of the pole of IP(x at s = 1%. Then, we have 
(~-A)j~.i.p(~)If= f T,'i(x).(s-I)j. 
j=O 
(2.45) 
We put 
b,(s)= 2 a+-j.(s-2)‘. 
j=O 
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Then, using (2.45), it is easy to prove that cf= I hi(s) . (s - A)jhi. IP(x has 
the Taylor expansion: 
(s - ,I)h. U(X) + (trems of degree more than j0 + l), 
which implies that 
i bi(s)‘(S-l)-‘O+~‘“-IP(X)l~ Is=~=?,4(X). (2.46) 
i=l 
Thus, from the definition, U(X) is written as a linear combination of IP(x 
at s = A. (Lemma 2.7.2, Q.E.D.) 
Therefore, any tempered distribution solution U(X) to 1112, is written as a 
linear combination of IP(x at s = A in the sense of (2.17). Thus, from 
Proposition 2.3, we have proved that (B) implies (C). 
Next we shall show that (C) yields (B). From Proposition 2.4, we have 
only to show that any solution to 9J$,, is an element of the vector space 
V”=g = 0 v”“g(n), (2.47) 
1 E Cri(P(x)‘) 
for each m E N + under the condition (C). 
LEMMA 2.7.4. The differential operator D(0) = 6(Z)-‘(x, a/ax) is a 
C-linear endomorphism on %L’(flll,,,). 
Proof: Let U(X)E %@J$,,). For any A E $‘, the operators D(0) and 
(dp(A) x, 8/8x) commute with each other. Then we have 
WWx,; > ~D(O)~u(x)=D(O)~(dp(A)x,~) .u(x)=O. 
On the other hand, we have 
P(x)“. D(O). u(x) = (D(0). P(x)” -m + P(x)“). u(x) = 0. 
Thus we have D(0) U(X)E %@JI,,,). Since D(0) is a linear differential 
operator, D(0) is a C-linear endomorphism on %@I$,)). 
(Lemma 2.7.4, Q.E.D.) 
From Proposition 2.2, the dimension of %~(!V2xn,,,) is finite. We put p the 
dimension of %@J$,,). Then taking the basis of %@.Xm,,,), 
(“iCx)>i= l....,ps (2.48) 
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suitably, the linear operator D(0) is written as a Jordan canonical form, 
where 
A,: 
D(O). 
Ul(X) uz(x) 
Id 
= 
u,(x) 
I- 
I A; 1 0 
A,= 
li 1 
L I 
0 . . . . . . 1 
Ai 
A 2I 0 
0 A, 
(2.49) 
with lj E C and i = 1 ,..., q. 
Here we let ki be the size of the matrix Ai and Cy= I k, = p. 
Now our problem is reduced to the proof of 
for i= 1, . . . . p. 
Ui(X) E V”=, (2.50) 
Now we define the system of linear differential equations %R!.k) with A E @ 
and kEN+: 
(2.51) 
Then the system !JJIik) is holonomic because ch(YJI$.k)) =ch(mn,). In 
particular, %I (n’) = YJIuz, from the definition. We consider the system of linear 
differential equations %$,k) with 1 E @ and k E N + : 
L 
II 1 
A 1 
. . 
. : 
. * 
’ 1 
/I 
dpWx,& > ‘(u,(x) ,..., u*(x)) = 0
(2.52) 
for all AEQ’. 
The system %ik) is a differential equation to the vector valued function 
v(x) = ‘(v,(x), . . . . ok(x)). The following lemma is trivial. 
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LEMMA 2.7.5. For any solution u(x) = ‘(u,(x), . . . . uk(x)) to ‘%ik), all the 
components u,(x), . . . . VA(x) are solutions to W, . (k)Conversely, for any solution 
u(x) to 9.JIik’, the vector valued function v(x) = ‘(u(x), D(A) u(x), . . . . 
D(A)k-’ u(x)) is a solution to %jk). 
The next corollary follows from Eq. (2.49). 
COROLLARY 2.7.6. For any L+(X) in the basis (2.48), there exist A E C and 
k~ N + such that ui(x) is a solution to ‘3JIik). 
We shall examine the structure of %@R~k)). We let 
Ui(S, x) = (s - /lpi. IP(x)lf (i’ 1, . ..) 1) (2.53) 
withj,, the order of the pole of IP(x at s= 1. Then ui(s, x) is a tempered 
distribution with a holomorphic parameter s near s = A. We let 
Q(s, x) = ; ’ Ui(S, x). 0 
(2.54) 
LEMMA 2.7.7. Under the assumption (C), any solution to !JIIik) is given by 
a linear combination of 
tp(s, x) with i= 1, . . . . 1 andj=O, 1, . . . . k- 1, (2.55) 
at s=II. 
Proof: We shall show this by induction on k. It is true for k = 1 by the 
assumption (C). We suppose that this lemma is true for 1 <k < p. Let u(x) 
be a solution to ‘!UF/+ l). We let 
u(x) = D(lz)P . u(x), 
Then u(x) is a solution to IIJ1, . (l) Therefore, from the induction hypothesis, 
u(x) is written as 
u(x)= C ai(s)eUj(S, x) Is=,49 
i=l 
where ai(s are meromorphic functions near s = A and xi= i ai( ui(s, x) 
is holomorphic near s = 1. 
Consider the function 
w(s, x) = (U(X) - (l/p!) i a,(s). UjP)(S, x)). 
i= I 
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a p 
"as 0 ui(s3 x)l5-=i 
=u(x)-7 ;. .j, ai(s) (ii)” (SvAJp ui(S, x)ls=l 
= u(X)- i Qi(s)Ui(S,X)Is=j, 
i= 1 
= 0, 
and hence w(s, x) IS=;, is a solution to mA (P) because it is clear that w(s, x) is 
G’-invariant. 
Therefore, from the induction hypothesis, we have 
w(s,x)I,=~= i p~la,i(s,~u!‘~(s,x)l,~;, (2.56) 
i=* j=O 
where a;‘(s)% are meromorphic functions near S=i and 
Cf=, C,“: ,j a,‘(s). ui(s, x) is holomorphic near s = A. Thus we have 
U(X)zw(S,x)++ ,$ ai(s)'UjP'(s~X)l.~=i 
.I 1 
(2.57) 
and hence U(X) is given by a linear combination of uij)(s, x) (i= 1, . . . . 1 and 
j=o, 1, . ..) p). Therefore this lemma is true for k = p + 1. Thus by induction 
on k, Lemma 2.7.7 is proved. (Lemma 2.7.7, Q.E.D.) 
COROLLARY 2.7.8. The solution space .YoL’(!VI~,~)) is a subspace of V(A). 
Proof It is clear from the definition. 
LEMMA 2.7.9. If u(x) is a tempered distribution satisfying u(x) E 
%L’(%R~~)) and supp(u(x)) c S, then we haue u(x) E V”*(A). 
580 76’2.9 
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ProoJ The tempered distribution U(X) is written as 
u(x) = i f UjA. z-i’,(x), (2.58) 
;=I j=l) 
with a,‘,~@ and Ti’,(x) are tempered distributions defined in (2.18). Since 
supp(u(x)) c S, we have 
I u(x) f(x) dx = 0, (2.59) 
for any f(x) E CF( Vi). By (2.58) and Proposition 2.6(l), we have 
The left-hand side of (2.59) 
io = jx ui’;, . TjJx) f(x) dx, 
j=O 
io 
= 
Ix uji.. IP(x)l” (log [P(x)/)‘-‘I,“f(x) dx, i = xi 
= 0. 
Since [P(x)/’ (log IP(x) (m = 0, 1. . ..) are linearly independent functions 
on Vi, the complex numbers aili. with j >ji,;. are all zero. Thus we have 
u(x) E F-(n). (Lemma 2.7.9, Q.E.D.) 
From Corollaries 2.7.6 and 2.7.8 and Lemma 2.7.9, any ui(x) in the basis 
(2.48) is qn element of peg defined in (2.47). Therefore, any solution to 
m (mJ, which is written by the basis (2.48), is an element of IFeg. Thus we 
complete the proof of that (C) implies (B). (Theorem 2.7, Q.E.D.) 
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