Abstract-Multi-sensor receivers are commonly tasked with detecting, demodulating and geolocating target emitters over very wide frequency bands. Compressed sensing can be applied to persistently monitor a wide bandwidth, given that the received signal can be represented using a small number of coefficients in some basis. In this paper we present a multi-sensor compressive sensing receiver that is capable of reconstructing frequency-sparse signals using block reconstruction techniques in a sensor-frequency basis. We derive performance bounds for time-difference and angle of arrival (AoA) estimation of such a receiver, and present simulated results in which we compare AoA reconstruction performance to the bounds derived.
I. INTRODUCTION
Using compressive sensing (CS) techniques it is possible to recover a K-sparse signal of length N from O(K log N ) compressive measurements, under certain assumptions on noise levels and dynamic range [1] - [4] . Previous approaches that employ CS techniques for geolocating emitters via angle of arrival (AoA) use an angle basis to sparsely represent the received signal [5] - [7] . Array calibration errors, however, can adversely affect reconstruction performance as the steering vectors in the angle basis are not perfectly known [8] . We instead represent the received signal in a sensor-frequency basis given by
where W is the N × N DFT matrix, the superscript H is the Hermitian transpose operator, S is the number of sensors, I S is the S × S identity matrix and ⊗ represents the Kronecker product. In this basis, we can recover signals that are sparse in frequency, which is a common scenario in wideband surveillance. We want to find a sparse solution to is the vector of received samples (with y s ∈ C M×1 corresponding to the M temporal compressive measurements from sensor s), Φ ∈ C MS×NS is the compressive measurement matrix and the superscript T denotes the matrix transpose operator. Each sensor will sample independently, so Φ will be a block-diagonal matrix where the sth block corresponds to the compressive measurement matrix at sensor s. Also, X will have the form
T , where X s is the frequencydomain representation of the signal as received at sensor s. Since the same entries will be nonzero for each X s (i.e., each sensor will see energy located at the same frequencies), we can recover the received signal using a block-sparse reconstruction method in which the basis vectors are grouped by frequency so that when one vector in a group is nonzero, the other vectors in that group can be nonzero without necessarily increasing the sparseness penalty. Using this block-sparse representation of the signal, sparse recovery is not sensitive to array calibration errors that can cause spreading (i.e., reduced sparseness) in the angle domain. (While the identification of coefficient values will be affected, identification of the sparsity pattern will not be.) To geolocate an emitter, we use a calibration table after sparse reconstruction to determine its AoA. This allows us to use AoA for discrimination, which is useful when there are frequency-hopping signals in the band of interest.
The remainder of this paper is organized as follows. In Section II we derive Cramér-Rao lower bounds (CRLBs) for the variance of time difference of arrival (TDOA) and AoA estimation of frequency-sparse signals using a CS receiver array with random undersampling. In Section III, we demonstrate detection, reconstruction and geolocation performance and compare simulated AoA estimation to the bounds derived in Section II, and in Section IV we provide a brief summary.
II. AOA ESTIMATION BOUND

A. Problem Model
Let x 0 (t) be a complex time-domain signal with a K-sparse Fourier representation (where the sparsity pattern J is chosen uniformly from the set of all N K possibilities) that is located in the frequency band from f c − B/2 to f c + B/2 (f c and B being the center frequency and bandwidth, respectively). The signal is received at a uniform linear array of S sensors at an angle φ and we derive an estimateφ of the AoA. The sensors are spaced by a distance d so that the TDOA between two consecutive sensors in the array is τ = d sin φ/c, where c is the speed of light. Let x s (t) be the signal as received at the sth sensor in the array (starting from sensor 1, the leftmost sensor). The delayed signal x s (t) = x 0 (t − (s +s)τ ), wherē s places the reference signal x 0 (t) at the center of the array, is received at this sensor and is modeled as
where y s ∈ C M×1 is a vector of (sub-Nyquist) received samples, η s ∈ C M×1 is additive white noise, x s ∈ C N ×1 is a Nyquist-sampled (after downconversion) vector of the received signal, i.e.,
Multiplication by Φ s ∈ C M×N represents downsampling of the input signal by random sampling (i.e., taking M rows of x s at random). Letting X s = Wx s , note that
From the compressed data y we can reconstruct the original signal x 0 and form a TDOA estimateτ , from which we can estimate the AoA.
B. Bound on TDOA Estimation Error
We start by bounding the performance of an optimal estimator for time difference of arrival (TDOA) in multi-sensor CS receiver. The nonzero entries of X 0 are assumed i.i.d.
Since X 0 and τ provide all the information needed to determine the likelihood functions from the observed data, there is a nice decoupling of the y s vectors. Letting
where X s is related to X 0 through equation (2). The variance ofτ is then bounded as follows.
Theorem 1. Given a multi-sensor compressive receiver and sparse signal as described in Section II-A, the variance of any unbiased estimatorτ of the TDOA between adjacent sensors is bounded by
Proof: From equation (3), the Fisher information is given by
From [9] , since the covariance of y s does not depend on τ , we can express (4) as (1), we have
From equation (2), we have
where Ξ s [k, k] is the kth value along the main diagonal of Ξ s . This value will be the 2 norm squared of the kth column of the matrix Φ s (s +s)P Q (s+s) . The matrices P and Q are diagonal, so their only contribution will be the kth values along their diagonals. Since Φ s is M rows selected from an IDFT matrix (where each entry has magnitude 1/
/N , and thus we have
We are assuming that all sparsity patterns are equally likely, so we can express the Fisher information as
Since the CRLB is the multiplicative inverse of the Fisher information, this proves the theorem.
C. Bound on AoA Estimation Error
We will now derive a similar bound for AoA estimation from the bound for TDOA. Since the AoA φ is related to TDOA τ by τ = d sin(φ)/c, simple application of the chain rule leads to the following bound on AoA estimation.
Corollary 1. An unbiased AoA estimatorφ in a CS receiver array has a variance bounded by
Here we note that the bound on the variance of the AoA estimate is dependent on the true AoA: larger angles cause greater variance in the estimate. The variance ofφ will also be greater when the received signal is at lower frequencies (this is apparent from the bound in Theorem 1). To account for this, in our simulations we measure the AoA error in beamwidths, which normalizes for greater spreading in the angle domain at lower frequencies and greater angles. The normalized dot product of the actual and observerd array reponses is equal to cos(φ b π/2), where φ b is the AoA error in beamwidths. Let the array response vector at frequency k be u k (τ ) ∈ C S , which contains e (s−s)f (k)τ for all values of s. To derive a bound for the AoA variance in beamwidths, first note that the term (5) is the 2 norm squared of the derivative of u k . Normalizing u k to have unit magnitude, we have
Using a quadratic approximation for cosine, we observe
(Here it is assumed that u H k (τ +Δτ )u k (τ ) is real, which we achieve with our choice ofs.) Using this approximation, we have
which gives us the following bound.
Corollary 2. An unbiased AoA estimator in a CS receiver array has a variance in beamwidths, Var φ b , bounded by
Var φ b ≥ σ 2 N σ 2 X N M 2SK(π/2) 2 .
III. SIMULATION RESULTS
We simulated a CS receiver with 4 antennas operating in an environment with RF emitters in the 2-6 GHz frequency range. The 4-antenna linear array was uniformly spaced in 2.5 cm increments, with the response of each antenna constant (unity gain) in azimuth. Compressive measurements in a sensorfrequency basis were obtained via random sampling with Φ ∈ R MS×NS , where M = 64, N = 512 and S = 4. The sparsity levels in the results range from 0.5% to 10% of the uncompressed bandwidth, where in each scenario 100 trials are run with both stationary emitters and frequency hoppers present. Simultaneous orthogonal matching pursuit (S-OMP) [10] is used to recover the signals after compression, resulting in blocks X[k] ∈ C S , vectors containing the reconstructed values at frequency k for each sensor.
AoA is calculated by cross-correlating the reconstructed X[k] against each entry in a calibration table for frequency
, where Q is the number of entries in the table for frequency k and
In (6), a k i corresponds to the steering vector of a uniformly spaced (by d) linear array, φ i the direction of arrival of a plane wave at frequency k quantized in steps of 1/Q (Q = 100 in our simulation), and λ k is the wavelength. The entry i with the largest normalized cross-correlation is chosen as the direction of arrival, i.e.,φ
While the signals are not more sparse in the sensorfrequency basis than they would be in a frequency basis, we do achieve better detection performance when the band is more densely occupied using S-OMP than using OMP with a frequency basis alone. In Fig. 1 we show, for a noiseless scenario where K = 20, the number of frequency components missed by OMP. OMP only detects all frequency components about 1/8 of the time, and sometimes misses nearly all of them. Using S-OMP in a sensor-frequency basis yields a simliar histogram if the sampling pattern at each receiver is the same. When each receiver undersamples with an independently-generated sampling pattern, however, S-OMP yielded no missed detections in 1000 trials. Diversity in the sampling patterns of the compressive receivers aids in detection when bands are more densely occupied, since we are less susceptible to bad conditioning caused by certain sampling patterns. Fig. 2 demonstrates the probability of detection with respect to signal-to-noise ratio (SNR) for all band occupancies. A detection is declared if energy is detected at a particular frequency or, failing that, occurring at the same AoA, in 3 of 5 time frames. A frame is defined as a single 256-sample compressive measurement snapshot, with 64 samples coming from each of the 4 sensors. When the band is 0.5%, 1% and 2.5% occupied (K = 3, 6 and 13, respectively), there are no missed detections for SNRs of 20 dB or greater, with a relatively small losses in performance at 15 dB. For a spectrum that is 5% occupied (K = 26), we again observed no missed detections when the SNR is at least 20 dB, but detection performance declines significantly as SNR decreases. When the band is 10% occupied (K = 52), detection performance is low even with high SNR. Using the 3 of 5 rule in the 100 trials, we observed no false alarms at any SNR.
In Fig. 3 , the demodulation performance of the CS receiver is plotted as a function of the SNR, and is measured at the frequencies containing the received signal. The effective SNR is measured after S-OMP reconstruction, given by
where S ⊆ J is the set of all detected frequencies associated with the signal's Fourier representation. Since the data stream is downsampled by a factor of 8, the effective SNR will be reduced by at least 9 dB due to noise folding. We achieve this optimal effective SNR when the band is 0.5% occupied and, at high SNRs (20-30 dB), 1% occupied. When the band is 2.5% and 5% occupied, there is a reduction in effective SNR of 1 dB and 3 dB, respectively, at high SNRs. When the band is 10% occupied (nearly the entire downsampled bandwidth), reconstruction performance is universally poor, regardless of uncompressed SNR. Note that reconstruction performance was conditioned on correctly detecting the presence of an emitter. Fig. 4 illustrates geolocation performance. In the case shown in Fig. 4(a) , all frequency components were assumed to be independent emitters, and thus have different AoAs. We compare estimation performance to the bound when there is a single active frequency (i.e., K = 1). As shown, we can reliably estimate the AoA of the emitters within a small fraction of a beamwidth, which helped to achieve the high detection rate at low SNRs shown in Fig. 2 . When the band is very sparse, our AoA esimation in simulation approaches the bound as SNR increases. For higher band occupancies, there is a loss in performance when SNR is high, much like the effective SNR after reconstruction for more densely occupied bands in Fig. 3 . Fig. 4(b) demonstrates AoA estimation performance when the entire received signal has the same AoA, and compares this to the bound. As in the case of independent emitters, performance is closer to the bounds in the cases where a smaller fraction of the band is occupied than in the cases where the frequency band is more densely occupied. Note that while the bound in Theorem 1 does not account for correlation between basis vectors, S-OMP uses 2 reconstruction that is significantly affected by this, causing more deviation from the bound as the received signal becomes less sparse in frequency. Also, since the AoA is computed from the reconstructed X[k], whose minimum variance grows superlinearly with K [11] , [12] , we may be limited by our estimation of the frequencydomain coefficients.
IV. SUMMARY
In this paper we present a multi-sensor, array-based CS architecture for demodulating and geolocating frequency-sparse emitters in a sensor-frequency basis. After reconstruction using AoA Estimation: Independent Emitters SNR (dB) RMS AoA Error (beamwidths) 0.5% occupied 1% occupied 2.5% occupied 5% occupied CR bound (a) Normalized AoA estimation performance when each active frequency component is assumed to be an independent emitter. Performance is compared to the CRLB for a signal that is 1-sparse in frequency. 0.5% occupied 1% occupied 2.5% occupied 5% occupied 0.5% occupied bound 1% occupied bound 2.5% occupied bound 5% occupied bound (b) Normalized AoA estimation performance when each active frequency component arrives from the same angle (e.g., colocated emitters or a frequency-segmented waveform). The CRLB decreases as band occupancy increases, since there are more data to estimate AoA. S-OMP, an array calibration table is used to compute an estimate of the AoA that is used to track frequency hoppers, which is done consistently at high SNRs (over 15 dB). We derive CRLBs for TDOA and AoA estimation and compare simulated AoA estimation performance to the bound derived, coming quite close to it at high SNRs. While it does not leverage spatial sparseness, using a sensor-frequency basis enables detection of denser signals than a frequency basis alone allows, as well as accurate geolocation of frequencysparse signals with relatively few sensors.
