ABSTRACT In this paper, the unscented Kalman filter (UKF) is applied to a particle tracking problem in the high energy physics (HEP) experiments, where the determination of position and momentum associated to a particle with a high level of the desired accuracy, in the presence of multiple scattering and ionization energy loss, is crucial. The main issue that naturally arises due to such particle and detection dynamics is relative (marginal) observability which causes the existing track reconstruction algorithm, the Extended Kalman filter (EKF), to underperform or even diverge which has been elaborated through a comparison with the UKF. We present this challenging problem and investigate the issue of relative observability in terms of its relationship with measurement redundancy in order to improve the performance of the UKF. We also present an interesting issue where no duplicate measurements are available due to the measurement setup used at the HEP system under consideration and how in that particular scenario redundancy can be introduced.
I. INTRODUCTION
The true variables that define a system's state are, in most practical cases, unknowable. State estimation, based on an efficient observer design [1] , produces estimates that normally satisfy a maximum likelihood criterion or minimise a mean squared error (MSE) criterion and thus have a lower variance than the raw measurements. The additional information that facilitates this improvement comes from prior knowledge of the physical relationships. A spin-off of state estimation is the ability to detect and identify unexpected errors in the measurement set that might not otherwise have been noticed.
Currently different filters are being implemented for state estimation such as the extended Kalman filter (EKF),
The associate editor coordinating the review of this manuscript and approving it for publication was Emanuele Crisostomi.
unscented Kalman filter (UKF), cubature Kalman filter (CKF) and the particle filter (PF) [2] - [6] . The UKF has very recently been tuned to cope efficiently with the challenges posed by the applications of power distribution, communication, data streaming in Internet of Things (IOTs), fusion estimation and artificial neural networks [7] - [11] .
On the other hand, the problem of particle tracking is concerned with tracking of a sub-atomic particle, moving in a magnetic field, with a non-zero charge. The trajectory of a charged particle in a magnetic field describes a helix whose radius is a function of both the field strength and the particle momentum perpendicular to the field. If the particle interacts with another or decays then the trajectory is discontinuous. Different methods for particle tracking, including EKF [12] , are briefly discussed in the context of high energy physics (HEP) experiments [13] . An EKF has been used to reconstruct particle trajectories and to align tracking detectors [14] , [15] and also was used for the reconstruction of vertices in a silicon detector placed in a neutrino beam [16] in order to calibrate detector geometry.
Although the EKF has been widely implemented within the HEP experiments from the beginning, its advanced version, the UKF, has never been implemented and analyzed. However, these two forms of Kalman filter have been extensively compared in non-HEP problems. The relative accuracies of UKF and EKF algorithms have been compared and it is shown that, in the cases considered, the UKF offers an improvement over the EKF [17] - [19] . Perhaps the main interest in the particle tracking field is that the EKF can perform poorly or even diverge when the underlying dynamics are discontinuous [20] and implementation of the UKF might improve the results.
Although such improvements can also be achieved using the other non-linear filters such as the CKF and PF, the UKF is chosen due to the fact that the particle tracking is a large dimensional problem and the proposed algorithm should not only be efficient in terms of accuracy but also computational complexity. The issue of computational complexity originates from the fact that millions of particles traverse the detector in the HEP experiments and the associated data is required to be processed efficiently. Therefore, the implementation of other non-linear filters such as the CKF that is quite complex in its formulation to the UKF, and the PF that is less efficient in comparison with the the UKF in terms of computational complexity [21] would certainly cause more computational burden.
In this paper, the UKF has been designed to track particles in the Muon Ionization Cooling Experiment (MICE), where currently an EKF is being used [22] - [24] . Two main issues, high non-linearity and relative observability, that naturally arise in MICE are discussed and the performance of the UKF in determining particle trajectories is analyzed. The issue of observability arises due to ionization energy loss, a charged particle loses energy while traversing the detector and its position and momentum changes, and consequently the trajectory of a particle becomes very difficult to be determined with good accuracy. On the other hand, the non-linearity arises mainly due to multiple scattering occurring inside the detector which is encapsulated in a spectrometer solenoid providing a uniform magnetic field, and that is what makes the underlying dynamics discontinuous.
It is presented in this paper that how these issues cause divergence of the EKF and can be efficiently dealt with by implementing the UKF and introducing redundancy into its framework. To generalize the results, first case out of the two that we consider, is where duplicate measurements are chosen as redundant measurements. Secondly, we consider a more realistic case in the context of MICE where duplicate measurements are not available due to the nature of the experiment and present how an independent measurement (a measurement not from the state vector) can be selected and introduced as a redundant measurement to improve the relative observability of the system and performance of the UKF.
The paper is structured as follows. Section II provides a general overview of the UKF and EKF using the conventional mathematical description. Section III explains the particle tracking problem in the context of MICE and Section IV presents a comparison between the UKF and EKF. Section V evaluates the UKF in terms of accuracy in the presence of measurement redundancy and in Section VI the outcomes of the relationship between relative observability and redundancy are presented. Finally, Section VII discusses conclusion.
II. MATHEMATICAL DESCRIPTION OF NON-LINEAR STATE ESTIMATION USING THE UKF AND EKF
The UKF starts with generating sampling points, generally known as sigma points, to capture covariance and mean for a given Gaussian random variable. The states (x) are mapped to measurements (y) through a function ''h'' that is non-linear and, importantly, between the sigma points and the corresponding values in measurement space, called the ''unscented transformation''.
Consider the following discrete-time equations that represent a general dynamical system:
where x k ∈ n , f (.) represents the non-linear process function, v k is process noise and w k is measurement noise. As mentioned in [2] , [17] , we need 2n + 1 weighted points for the approximation of a random variable x whose mean and covariance are given byx and P x ∈ n×n respectively:
where S i corresponds to i th column of S = P x k−1 and γ = √ n + λ, where λ = α 2 (n + κ) − n and α and κ are tuning parameters that govern the scaling of sigma points. In order for a covariance matrix to be positive definite, κ > 0. For system having high non-linearities, the non-local effects can be avoided by choosing a value for α between 0 and 1.
The weights of sigma points are calculated as:
where the mean and covariance are reconstructed using w m and w c respectively. Sigma points associated with the expected value ofx, which is labeled as the 0 th sigma point, VOLUME 7, 2019 can also be tuned by a parameter β. The knowledge about higher order moments associated to a distribution can be incorporated through β. A value for β = 2 is optimal for Gaussian distribution [25] . The time update is given by:
where P − x k ∈ n×n and P v ∈ n×n is the covariance of process noise. Sigma points that are again calculated at this step incorporate the information about noise effects.
The transformed sigma points are obtained by mapping the set of points calculated at previous step through the function ''h'',
These transformed points are used to compute the mean as follows,ŷ
The transformed points are used to calculate the weighted outer product to compute the measurement covariance as,
where P y k ∈ m×m ; P n ∈ m×m represents the (diagonal) covariance matrix of measurement noise. The cross covariance is given by,
with P x k y k ∈ n×m . The final steps are as follows:
where, K k is the Kalman gain,x k denotes the estimates and the updated covariance is represented by P x k . On the other hand, in the EKF, the predicted state vector is given by,x
The predicted covariance is calculated as,
The term (F k ) represents the Jacobian and P v is process noise. Predicted measurements are computed as,
The measurement covariance is calculated as,
H k are the Jacobian matrices of the non-linear measurement function and P n represents measurement noise covariance. Finally the following standard Kalman filter equations are used to compute the Kalman gains and updated estimates and covariances.
III. PARTICLE TRACKING PROBLEM
The following state vector represents a helical trajectory of a charged particle moving in a uniform magnetic field for MICE [26] :
where x, y, z are the values of Cartesian coordinates of position and p x , p y , p z are Cartesian coordinates of momenta values. The transformation of track vector from surface k − 1 to surface k is governed by the track propagator 'f k '',
where v k is the process noise. The main sources of process noise are ionization energy loss and multiple scattering that result in the momentum of the particle at the end of its track being less than at the beginning, they also cause the trajectory to be pushed ''off course'' and hence it increases the uncertainty of the process. The process function (helix equation) is as below,
where (28) is the position vector (x, y and z) and (29) T is the strength of the magnetic field; the sine and cosine of the angle between magnetic field and momentum is given by α and γ , respectively. The curvature is given by ρ = −q( The measurement model at surface k is given by:
where w k represents measurement noise. The position and momentum associated to a particle are measured using the scintillating fibre trackers in the MICE [24] , [27] , [28] . The scintillating fibre trackers are discussed in terms of design, construction and performance [22] . The scintillating fibre trackers produce light when hit by a particle which is transported to the Visible Light Photon Counters (VLPCs) that covert the light signal into an electrical one to display the measurements with a resolution of 470 microns. The track vector is being estimated using a UKF, the initial state vector (x) and covariance (P x ) are, 
Value of charge is set to +1e and B = [ 0,0,4 ] T . The κ, β and α, the scaling parameters for the UKF, are chosen as 1, 2 and 0.7 respectively. The process and measurement noise covariance is 10 −6 × I n and 10 −4 × I m respectively, where I n being an identity matrix of dimension n and I m of dimension m. Measurement noise is N(0, σ ), where σ corresponding to position is 0.16mm and to momentum is 0.0001MeV /c. Figure 1 depicts the trajectory of a charged particle traversing the detector in z direction. In MICE, the z coordinate represents the longitudinal path whereas x and y coordinates corresponds to the transverse path. Table 1 shows the accuracy with which each state is estimated using the UKF and the EKF and suggests that the UKF outperforms the EKF.
IV. A COMPARISON BETWEEN THE UKF AND EKF FOR MICE
Although initial results tabulated in table 1 establish that the particle tracking at MICE can be improved using the UKF in place of the EKF, this section compares these algorithms in an effort to elaborate their robustness against the non-linearities that cause divergence. Before the performance of these algorithms is analysed in terms of robustness, it is important to discuss the non-linearity in the context of MICE. At the MICE, non-linearity is mainly caused by the multiple scattering occurring inside detector that is encapsulated in strong magnet. This non-linearity can increase in two ways; first is by an increase in the magnetic field strength which is rather impractical in MICE's context but is being explained to better explain the dynamics. Second is where process noise increases inside a strong uniform magnetic field strength. The curvature of the helical path, that represents a charged particle's trajectory, increases with an increase in the magnetic field and consequently there will a more drift in the particle's path due to multiple scattering. The drift caused by multiple scattering also affects the momentum of the charged particle along with the position. This implies that for a same level of process noise (multiple scattering), there will be more drift in particle's path and consequently more deviation in position and momentum measurements will occur for a system having a stronger magnetic field strength in comparison to a system having less strong magnetic field strength. This also implies that a minor change in the process noise inside a strong magnetic field would case a relatively large deviation in the particle's path.
To compare these algorithms in terms of robustness against different levels of non-linearity in the context of MICE, the process noise was varied inside the strong magnetic field strength of 4T . It should be noted here that all the other initial conditions are same as described in Section III. The level of process noise was increased to 0 mean and 0.00001 of standard deviation and the corresponding MSEs are recorded in table 2. It is evident that the MSEs has substantially increased with a relatively small change in the process noise as compared to table 1. The level of process noise was increased more to 0 mean and 0.0001 of standard deviation and the MSEs are shown in table 3. Although, at this stage, both the algorithms have been affected by a small change in the process noise occurring in strong magnetic field, the EKF is struggling to converge but is not providing meaningful data from MICE point of view. It can also be inferred that a further increase in the process noise will cause the EKF to diverge which suggests that it is less robust against such nonlinearities. On the other hand, the UKF is working reasonably well enough to cope with the challenges posed by the MICE.
The UKF outperforms the EKF due to the fact that it uses deterministic sampling approach and captures the posterior mean and covariance accurately to third order (Taylor series expansion) [19] in contrast to the existing algorithm being used at MICE (the EKF) that linearises the actual non-linear system and only captures up to the first order terms (Taylor expansion). Due to such negligence of the higher order terms in the EKF framework, large errors are introduced into the posterior mean and covariance that cause it to under-perform. In our case, linearization of (28) and (29) that represent helical trajectory of a charged particle in a strong magnetic field, articulated in Figure 1 , causes the position and momentum estimates to become highly inaccurate. In other words, involvement of the Jacobian ''F k '' in the computation of predicted covariance (20) causes the Kalman gains (23), updated state estimates (24) and updated covariances (25) to become inaccurate and eventually results in making the EKF suboptimal. Such approximations together with multiple scattering cause the errors to become large and EKF to diverge. Additionally, the issue of weak observability arises due to the ionization energy loss that causes a particle to decay and gives a rise to condition number of the posterior covariances. Consequently, the Kalman gains ''K k '' are computed with large errors due to the fact that it involves the inverse of the badly conditioned measurement covariance ''P y k ''. The Kalman gains starts to become difficult to compute as these covariances move towards singularity. All these factors collectively contribute towards making the problem ill-conditioned and EKF to diverge.
Provided the fact that the UKF avoids such approximations and utilises more information about the nonlinear system, it computes the updated covariances ''P x k '' (18) more efficiently to converge as compared to the the EKF (given by (25) ) which makes it a better choice for particle tracking at HEP experiments. From now on, we investigate how the UKF's performance in accuracy and relative observability terms in relation with convergence can be improved using redundancy.
V. MEASUREMENT REDUNDANCY AND UKF'S PERFORMANCE IN TERMS OF ACCURACY
Before the effects of measurement redundancy [29] are discussed, it is noteworthy that the UKF allows measurement redundancy to be incorporated naturally into its framework since no projections techniques are required. Consider a system with redundancy where the measurement covariance (P y k ) is represented by (14) and cross covariance (P x k y k ) by (15) , where P y k ∈ m×m and P x k y k ∈ n×m . Computing the Kalman gain using (23) gives K k ∈ n×m which is substituted directly in (24) to calculate the updated estimates and in (25) for updated covariance calculation. Hence, redundant measurements are processed naturally.
It is worth mentioning here that the Kalman gain matrix contains extra number of m-n (where m is number of measurements and n number of states) columns when redundancy is introduced. These extra columns correspond to the states whose redundant measurements are introduced and hence relatively more information is contained about them. The interesting fact is that the Kalman gain matrix is consistent in terms of its dimensions to be used in equation (17) in order to update the state estimates using the measurement vector ''y k '' containing the redundant measurements. The way in which the extra information (redundancy) is utilized while computing ''K k (y k −ŷ k )'' in equation (17) is analogous to weighted averaging.
We consider two cases. The first case deals with the unrealistic addition of duplicate measurements (measurements of a quantity taken using same type of sensor). This is an unrealistic case from MICE detector's point of view because of the requirement of an extra fibre tracker to obtain duplicate measurements for a particle. Although, duplicate measurements are not available in the MICE due to the structure of the particle tracker, the focus here is to investigate redundancy in general. The second case, a realistic one, is where the measurements of another variable provided by an independent sensor are added. In what follows the ''Time of Flight'' (TOF) of a particle which is moving between two fixed points of the experiment is chosen as an independent measurement.
It is generally true that improved estimates maybe obtained with an increase in the degree of redundancy which is not always the case. For instance, if a comparatively high noise is affecting a specific measurement i and consequently the corresponding residual ∝ y i −ŷ i is high, the redundant measurements taken elsewhere will not significantly reduce the residual. Clearly, the required significant reduction in residuals will be achieved if duplicate measurements of the affected measurement are introduced with a different noise process. We investigate that how quality of a specific estimate is affected by the different redundant measurements. To demonstrate this, z measurements are chosen to be discussed in terms of accuracy when measurement redundancy is introduced.
At each time step, z measurements are being affected by a comparatively high noise of 0 mean and standard deviation (SD) of 0.01m. Table 4 shows the relationship between degree of redundancy and the MSE in z direction. In this table no red represents no redundancy, z1 red represents 1 redundant measurement, z2 red represents 2 redundant measurements and z3 red represent 3 redundant measurements of z. Table clearly shows that a comparatively low MSE is achieved in the presence of measurement redundancy, which is further reduced if degree of redundancy is increased. On the other hand, we take TOF as an independent redundant measurement in an effort to investigate quality of estimates corresponding to an affected measurement. TOF, for a particle following helical trajectory between two detectors separated by a distance D [30] , can be calculated using relativistic formula v = p.c/E, where v, p, E and c are particle velocity, momentum vector, energy and speed of light respectively. TOF is typically measured in nanoseconds. The z measurement dominates the distance between two successive hits in the MICE detector and therefore contributes more towards the determination of TOF measurement. It can also be inferred that TOF measurement is less influenced by the curved path because of the transverse momentum (p x and p y ) desired to be much smaller as compared to the longitudinal momentum (p z ).
At each time step, measurement of p z is affected by a relatively high noise of 0 mean with an SD of 0.01MeV/c. The TOF was introduced and its effects on each estimate were investigated. It is concluded that TOF significantly improves the estimates ofp z whereas all the other estimates are less affected. The MSE corresponding to the estimatê p z is tabulated in 
VI. EFFECTS OF MEASUREMENT REDUNDANCY ON THE UKF'S PERFORMANCE FROM RELATIVE OBSERVABILITY AND CONVERGENCE POINT OF VIEW
Before the results are presented, we add a section here in order to better explain the relative observability and its effects on the performance of a filter in the context of the system being considered.
A. RELATIVE OBSERVABILITY AND CONVERGENCE
As already discussed, ionization energy loss and multiple scattering are the main issues that cause the EKF to diverge in a particle tracking problem. The position and momentum of a particle is affected by the multiple scattering occurring at each sensor within the strong magnetic field, and consequently, the EKF diverges due to the accumulation of uncertainty. A particle also continuously looses its energy while moving through a tracker due to ionization energy loss. Consequently, a particle decays and never hits the sensor or the particle might reach the sensor with significant delays having drifted position and momentum. Therefore, modeling of such uncertainties is difficult since the estimator is provided with an inaccurate data or no data at all.
We define the term of unobservability and weak observability in the context of HEP problems. The unobservability in the system arises due to the particle that decays and is unable to reach the sensor. While issue of weak observability is concerned with the unavailability of accurate data possibly because of drifted and delayed particles. Provided that the main interest of the MICE is to reduce the phase space in order to produce a pure muon beam, the unobservable particles are of no interest from the point of view of particle tracking and are discarded. Therefore, the point of interest here is to discuss weak observability.
Let us discuss the issue of relative observability theoretically before we present the performance analysis of the UKF for a system that is weakly observable. A system may become weakly observable due to the presence of weak states. A state estimated with a level of accuracy significantly less than the rest of the normal states is being referred to as weak state. Once a system becomes weakly observable due to any of its weak states, the condition number of the Fisher information matrix (FIM) (inverse of the error covariance) [31] , [32] that contains information about the quality of system's states increases. This increase in the condition number depends on the accuracy with which the weak state is estimated when compared with the accuracy of the rest of the states. The more the difference in the accuracies, the higher the condition number becomes due to the diagonal value corresponding to weakly observable state being much smaller as compared to the diagonal values corresponding to normal states. In worst case scenario where the difference becomes significant, the overall system becomes ill-conditioned and hence unobservable. This suggests that in order for the condition number to be decreased significantly to improve observability, the weakly observable state should be estimated with a level of accuracy similar to rest of the states.
Since condition number is a measure of observability and we tend to investigate its improvements with respect to the improvements in the MSE associated to relatively weaker state by introducing different redundant measurements, the property of observability is discussed in terms of its degree and such analysis naturally leads us to adopt the term relative observability. Based on the above discussion, relative observability is defined as the degree of accuracy to which a weakly observable state is estimated relative to normal states.
On the other hand, Sufficient and good quality data should be available to an algorithm to converge. In other words, for the convergence of an estimation algorithm, the system needs to be observable. This implies that for convergence, observability is a necessary condition. However, divergence of an algorithm might still occur for a system that is practically observable. For instance, an efficient algorithm might converge for a given system having severe non-linearity where another algorithm failed to converge. This implies that the property of observability is related to a system while convergence is associated to an algorithm.
As far as the relationship between relative observability and convergence is concerned, an algorithm leads to divergence as the overall system move closer to becoming ill-conditioned. This happens due to the fact that the performance of an algorithm starts to decrease with an increase in the condition number. Therefore, convergence of an algorithm can be improved if the relative observability of the system can be increased.
B. MEASURE OF RELATIVE OBSERVABILITY
The Kalman observability test only allows to investigate whether the overall system is observable rather than providing an insight about the degree of observability. If a system with an observability rank (O b ) = n − 1 is provided with an extra measurement in order to make O b full rank, its practical value does not only depend on a measurement's signal to noise ratio but also on whether the hyperplane associated to new measurement contributes in improving the condition number of the system that was otherwise ill-conditioned. Former point is directly related to measurement noise whereas the latter one relates to the amplification of process noise effects which can cause computational difficulties.
In order to justify the measure that we adopt to investigate relative observability, lets summarize Section V(A). A relatively small singular value found in the FIM represents the corresponding state as weakly observable. Which implies that the FIM provides an insight about the relative observability of a system. A large singular value associated to an estimated state indicates good accuracy whereas a comparatively small singular value implies that the corresponding state has been estimated with relatively less accuracy which can also cause unobservability in an overall system.
In the light of above discussion, relative observability strongly relates to the quality of an estimate. The condition number of updated covariance and FIM is reduced if quality of an estimate associated to the weak state are improved. In other words, the difference in residuals corresponding to the weakly and strongly observable states is minimised. Therefore, MSE is being adopted as a measure to evaluate relative observability.
C. RELATIONSHIP BETWEEN DUPLICATE REDUNDANT MEASUREMENTS AND RELATIVE OBSERVABILITY
A duplicate measurement corresponding to the weak state helps in reducing the measurement residuals and improving the quality of an estimate (by improving accuracy). However, minor improvements are achieved when a redundant measurement which is not a duplicate one is introduced. For instance, if a particle tracking system becomes weakly observable because of state x (weak state), then a duplicate measurement will improve its quality due to averaging (noise reduction effect). But an addition of a duplicate measurement of y results in giving more weight to y as compared to x.
For the demonstration purpose, relative observability of p x , being a weak state associated to a delayed and drifted particle, is analysed for different redundant measurements. The MSE in p x is shown in Figures 2-5 for redundant measurements with different combinations for 0 ≤ ρ ≤ 1.5, ρ = m n , n and m being number of states and measurements respectively. The abbreviation ''red'' is written, in these figures, before each entry on x-axis to indicate a redundant measurement. Different combinations of redundant measurements are written with the abbreviation ''red'' such as red0 represents no redundant measurements, redx,y represents redundant measurement of x and y and red2y represents two redundant measurements of y. Additionally, the redundant measurements of p x , p y and p z are denoted as px, py and pz respectively. It can be observed in these figures that whenever a redundant measurement of p x or its combination with other redundant measurements are introduced, the MSE is comparatively low. Figure 2 depicts the MSE in p x for different redundant measurements. The MSE in p x is only reduced, significantly, when its own redundant measurement is introduced whereas no such improvements in the MSE are observed for all the other redundant measurements. MSE associated with measurement p x for all the combinations of two redundant measurements is shown in Figure 3 . A significant reduction in the MSE can be observed whenever redundant measurements of p x are introduced individually or in a combination with other redundant measurements. A further reduction in the MSE is achieved by the introduction of two redundant measurements of p x . However, no such improvements can be observed for all the other redundant measurements.
The MSE associated to the measurement p x is shown in Figures 4 and 5 for all the combinations involving three redundant measurements. A redundant measurement associated with weak state or its combinations with other measurements significantly reduces the MSE which improves further when more of p x 's redundant measurements are introduced. Again, no such improvements in the MSE are observed for all the other combinations without p x .
Remark 1: It should be noted that inclusion of all the redundant measurements improve the MSE associated to weakly observable state but these improvements are not as significant as in the case where p x is introduced. This happens due to the fact that any redundant measurement other than p x does not add as much information in order for the relative observability of this state and the condition number of the updated covariance to be significantly improved. As a consequence, these small improvements do not help in reducing the condition number and the improvements in the MSE shown in figures 2 − 5 are not apparent.
This implies that redundant measurements, if carefully chosen, allow weakly observable states to be extracted with good accuracy and improve convergence.
D. RELATIONSHIP BETWEEN INDEPENDENT REDUNDANT MEASUREMENT AND RELATIVE OBSERVABILITY
Again, TOF measurement is being considered as an independent redundant measurement. Figure 6 depicts the MSE in measurements of z and p z , provided that p z is a weak state associated to a significantly delayed particle. The MSE in p z and z is represented by pz0red and z0red respectively, in the absence of TOF measurement. Similarly, the MSE in p z and z is represented by Pz1red and z1red respectively, in the presence of one TOF measurement. And the MSE in p z and z is represented by Pz2red and z2red respectively, in the presence of two TOF measurements. It can be seen that the TOF measurement improved the MSE which is improved further with an increase in the degree of redundancy. The TOF measurement helped in improving the weakly observable states of z and p z because it contains significant information about the particle moving in z direction.
VII. CONCLUSION
No projection techniques are required in the UKF framework in order to deal with redundant measurements but rather they are incorporated naturally. Measurement redundancy generally improves the accuracy of the UKF. However, the quality of a particular estimate is only improved significantly when its duplicate measurement is present. Similarly, the accuracy of the estimates in a weakly observable system can be most improved by adding redundant measurements in the vicinity of weakly observable states. However, in the case of unavailability of redundant measurements (duplicate measurements), an independent measurement can be carefully chosen as a redundant measurement in order to improve the accuracy and relative observability. A quantity might be available or measured in a process that is not included in the state vector but it may be useful as a redundant measurement in a way that it might contribute some information in order to infer the weakly observable state with reasonable amount of accuracy. For instance, time of flight was being measured in the MICE detector for particle identification purposes but it also contributed, when used as a redundant measurement, in improving the quality of the estimates when the system was weakly observable due to z and Pz states. KHURRAM ALI received the master's degree in navigation and related applications, and the Ph.D. degree in electronics and communications from the Politecnico di Torino, Turin, Italy, in 2009 and 2013, respectively. His research interests include statistical signal processing, signal processing for GNSS receivers, estimation and detection theory, multi-sensor fusion, interference and threats to future navigation systems, and receiver technologies for mass-market applications. VOLUME 7, 2019 
