Modular decomposition is fundamental for many important problems in algorithmic graph theory including transitive orientation, the recognition of several classes of graphs, and certain combinatorial optimization problems. Accordingly, there has been a drive towards a practical, linear-time algorithm for the problem. Despite considerable effort, such an algorithm has remained elusive. The linear-time algorithms to date are impractical and of mainly theoretical interest. In this paper we present the first simple, linear-time algorithm to compute the modular decomposition tree of an undirected graph. The breakthrough comes by combining the best elements of two different approaches to the problem.
Introduction
A module of a graph is a set of its vertices M such that all vertices outside M are either universal to M or isolated from M . A module M is strong if for all other modules M ′ , either M ⊆ M ′ , M ′ ⊂ M , or M ∩ M ′ = ∅. The modular decomposition tree for a graph is the unique tree whose nodes are the strong modules and whose edges capture the containment relationship between these modules. For the many applications of modular decomposition, the reader should consult [13] , [15] , and [17] . In this paper we focus on the problem of constructing the modular decomposition tree of an undirected graph.
The first polynomial-time solution to the problem was an O(n 4 ) algorithm introduced in the early 1970's [4] . In subsequent years the problem received considerable attention and progressively faster algorithms appeared (e.g. O(n 3 ) [9] , O(n 2 ) [16] ). The first lineartime algorithms were those of McConnell and Spinrad [12] , and Cournier and Habib [3] , developed independently in 1994. Both papers are complex and are viewed primarily as theoretical contributions. Indeed, Spinrad expressed hope that a simple, linear-time algorithm could be developed to supplant these algorithms (pg. 149, [17] ).
The algorithms that followed worked towards this goal, each adopting an approach pioneered by Ehrenfeucht et. al. in [7] . The idea is to separately compute a spine of the modular decomposition tree and recursively compute the subtrees hanging from the spine; the spine consists of the nested strong modules containing an arbitrary vertex x. Dahlhaus [5] noticed that any module not containing x is either a subset of N (x) or a subset of N (x) (the non-neighbourhood of x). It follows that the modular decomposition tree of the whole graph G can be reconstructed from those of G[N (x)] and G[N (x)], together with the spine.
The method of Ehrenfeucht et. al. provides a simple conceptual framework; the difficulty has been its implementation. This was the case with the paper [6] , which presents two versions of an algorithm applying the technique of Ehrenfeucht et. al. The first uses union-find data-structures and runs in time O(n+mα(m, n)); the second achieves O(n+m) time with LCA data-structures. Neither is truly practical: the "O(n+mα(m, n)) algorithm requires conceptually difficult tricks...it also requires careful charging arguments to prove the time bound. The linear-time variant uses sophisticated union-find data structures" (pg. 59, [11] ). Using partition refinement, [11] managed an implementation of Ehrenfeucht et. al.'s idea that avoids complicated data structures; unfortunately, the algorithm only runs in time O(n + m log n).
The algorithms cited above all operate by constructing the modular decomposition tree directly; Capelle and Habib [1] suggested an indirect approach. Their idea was to first compute a factorizing permutation -a permutation of the vertices in which any strong module is a factor -and then derive the modular decomposition tree from the permutation. The modular decomposition tree can be computed from a factorizing permutation in lineartime using the algorithm of [2] . Habib et al. [10] gave a simple algorithm to compute a factorizing permutation in O(n + m log n) time using partition refinement techniques; the only data-strutures used in the algorithm are linked-lists. Although a simple, linear-time alternative was later announced in 2004 [8] , there was an error in the paper whose correction required changes to the algorithm that did not preserve its simplicity.
Implementing the Ehrenfeucht et. al. paradigm in linear-time seemed to require advanced data-structures. Even the indirect approach of [1] apparently confirmed this, since it too can be placed in the context of this paradigm. This paper shows that complicated data-structures are unnecessary. By combining the advantages of the direct approach with those of the indirect approach we achieve the first simple, linear-time modular decomposition algorithm. The algorithm is conceptually straightforward and easy to implement, requiring only trees and linked-lists, and nothing more than elementary traversals of these structures. We thereby achieve a long-standing goal in the area of modular decomposition. In particular, building on Dahlhaus' observation we show how the principles of factorizing permutations significantly simplify the construction of the modular decomposition tree.
Preliminaries
Throughout this paper we concern ourselves only with simple, undirected graphs. The complement of a graph G is denoted G. The vertex set of a graph G is denoted by
is the graph induced on the vertices of X. For a given vertex x, its neighbourhood is denoted by N (x) and its non-neighbourhood by N (x). A co-component of a graph is a connected component of its complement. A connected component is usually referred to merely as a component.
Two sets A and B overlap if the sets A ∩ B, A − B, and B − A are all non-empty. A module M is parallel if G[M ] is disconnected; it is series if G[M ] is disconnected; it is prime in all other cases. 1 Each node in the modular decomposition tree is labeled either series, parallel, or prime.
Any reference to a node in a rooted tree T could be a reference to the node itself or the set of leaves descendant from that node; the meaning should be clear from the context. If X ⊆ V (G), then [X] denotes the tree whose leaves are the vertices of X and whose root is the common parent of these leaves. An ordered list of trees will sometimes be referred to as an ordered forest.
Overview of the algorithm
The algorithm uses as its primary data-structure an ordered list of trees. Let G be the graph input to our algorithm. We begin by selecting a pivot, say x, and forming the list of trees: [N (x)], x, [N (x)]. Next, the algorithm recursively computes the modular decomposition tree for G[N (x)], call it T (N (x)). As pivots are selected during this computation, we can assume they modify [N (x)] so that at the end we have the forest:
where N 1 is the subset of N (x) whose vertices have at least one neighbour in N (x). We then compute the modular decomposition tree for G[N 1 ], splitting N 2 as we did N (x). Continuing in this way, the following forest is eventually computed.
In the above, T (N i ) is the modular decomposition tree for G[N i ], where N 0 = N (x) and N i is the subset of N (x) whose vertices have at least one neighbour in N i−1 (the N i 's are the distance-layers in a BFS starting from x). We'll assume for now that the graph G is connected; the disconnected case is handled in section 8. Now, if M is a strong module of G that does not contain x, then there is an N i in which M is entirely contained; note that M is also a module of G[N i ]. For M a strong module containing x, observe the following proposition (proved in the appendix). 
From the proposition we conclude that there is an interval of trees in (1) that "bound" M in the sense that M is entirely contained in the interval. When M = V (G) this is obvious, since the entire list comprises the interval. In the other case, we know T (N 0 ), x, T (N 1 ) forms the interval. The next two stages of the algorithm refine this interval -remove vertices not in M -by refining the trees in (1).
Definition 3.2. An edge is active if it is incident to x or if its endpoints are in different
After computing (1), the algorithm uses each vertex's incident active edges to refine the trees in the list. Vertices split nodes based on their adjacencies to that node's descendant leaves. Sometimes the root of a tree is split, in effect splitting the tree in two and increasing the number of trees in the list. Splitting trees in this way refines the intervals as discussed above, removing from them vertices outside the module. The refinement process also ensures that modules of a T (N i ) that are not modules of the entire graph are appropriately split. Details appear in section 4.
When a node is split, the resulting halves replace that node, and the two halves and all their ancestors are marked. After refinement has finished, all the marked nodes are promoted to depth-0 in the forest -they are made their own trees. Trees that do not contain vertices of the graph are deleted. This process is called promotion and is described in section 5. The result is that there are now intervals exactly corresponding to the strong modules of the graph (proved in later sections):
Theorem 3.3. Following refinement, our ordered list of trees is such that if M is a strong module then either there is a series of consecutive trees which together correspond to M , or there is a single node in the tree corresponding to
. . .
. . . The essence of factorizing permutations can be seen in theorem 3.3. It was at this point -the time to construct the tree -that previous algorithms turned to sophisticated data-structure techniques. In our case, theorem 3.3 makes constructing the tree easy:
• The algorithm inserts between the trees the brackets seen in figure 1(a) corresponding to the strong modules of x. This process is straightforward and only requires a single traversal of the forest; it is specified in section 6.
• Once we have the brackets, a spine for the modular decomposition tree is formed, as in figure 1(b).
• All that remains is to place the subtrees hanging off the spine: we just place the trees in the list as children of the appropriate node on the spine, as dictated by the brackets.
• The previous step possibly creates incorrect duplicate nodes, but a final scan of the tree can remove these.
The result is the modular decomposition tree. None of the steps above require anything more than a simple traversal of the forest. It will be shown that refinement and promotion also amount to simple traversals of the forest. Thus, our algorithm constructs the modular decomposition tree using nothing more than an ordered list of trees and elementary traversals of these trees. At the same time, we maintain the simple conceptual framework introduced by Ehrenfeucht et. al.
The next two sections detail precisely the refinement and promotion steps and demonstrate how they provide theorem 3.3. Following this, we describe the algorithm that inserts the brackets of figure 1(a) . The paper concludes with a discussion of the algorithm's linear time bound and its handling of disconnected graphs. An example appears in the appendix.
Refining the ordered forest
Given an ordered list of trees, we refine the trees with the set X as in algorithm 1. Algorithm 2 details the process mentioned in the overview by which the forest of (1) is refined by the active edges. Observe that extracting the maximal subtrees in algorithm 1 is a simple recursive marking procedure. Hence, both algorithms amount to elementary traversals of the forest. The running time of both algorithms is described in section 7.
Algorithm 1: Refinement of an ordered list of trees by the set X Let T 1 , . . . , T k be the maximal subtrees in the forest whose leaves are all in X; Let P 1 , . . . , P ℓ be the set of parents of the T i 's; foreach P i do Let A be the set of P i 's children amongst the T j 's, and B its remaining children; Create a new tree T a formed by unifying the trees in A under a common root; Create a new tree T b formed by unifying the trees in B under a common root; if P i is a root then Replace P i in the forest with either T a , T b (left split) or T b , T a (right split); /* can specify left or right when invoking the algorithm */ else Replace the children of P i with T a and T b ; end If either T a or T b has a single child, delete the root of the tree and make its child the new root; Mark the roots of T a and T b , as well as all their ancestors, as having been split; end Algorithm 2: Refinement of the ordered list of trees (1) by the active edges foreach vertex v do Let α(v) be its incident active edges; Refine the list of trees using α(v), such that: if v is to x's left then refine using left splits, and when a node is marked, mark it as a left split; else if v is to x's right and refines a tree to x's left then refine using left splits, and when a node is marked, mark it as a left split; else if v is to x's right and refines a tree to x's right then refine using right splits, and when a node is marked, mark it as a right split; end end Let M be a strong module containing x. We will show that the "bounding" property we observed in the overview continues to hold after algorithm 2 has finished. That is, we will show that after refinement there are trees T and T ′ that bound M in the sense of figure 2. The case for T ′ is proved below; the case for T can be proved similarly. 
Proof. (Sketch)
We prove that such a tree exists throughout algorithm 2. The case where M ∩ N (x) = ∅ is trivial; because of proposition 3.1, so is the case where M ∩ N i = ∅, for some i > 1. In all other cases, we can choose T (N 1 ) as the tree satisfying the lemma prior to refinement. Assume that T ′ is the tree provided by our induction hypothesis. Let q be the vertex about to refine the list of trees. By fact 4.1, we need only focus on T ′ . If T ′ is not split during the next stage of refinement, then we can choose T ′ again as the desired tree. So assume T ′ is split into T ′ a and T ′ b ; note that q is universal to the leaves of T ′ a and isolated from those of T ′ b . If q is to x's left, then T ′ is replaced by T ′ a , T ′ b in order. If q is in M in this case, then it is isolated from all in N (x) − M ; thus, no leaf of T ′ a is outside M . In this case, then, we can choose T ′ b as the required tree. The case where q is outside M is similar. For the case where q is to x's right, we know q is in N 2 , and therefore outside M . This case is similar as well.
As observed in the overview, if M is a strong module not containing x, then M ⊆ N i for some i, and M is also a module of G[N i ]. The next theorem (due to [14] ) is therefore sufficient to conclude the fact that follows. 
Promotion
Promotion takes all the marked nodes resulting from algorithm 2 and promotes them to depth-0 in the forest -makes them trees in the list. Recall that refinement marks some nodes with left splits and some nodes with right splits (and some with both); the promotion algorithm handles these cases differently; the precise process is described in algorithm 3. The algorithm can be implemented recursively by processing the roots of the trees in order; the result is a simple traversal of the forest. Promotion will allow us to conclude theorem 3.3.
Algorithm 3: The promotion algorithm
while there is a root r with a child c both marked by a left split do Remove from r the subtree rooted at c and place it just before r; end while there is a root r with a child c both marked by a right split do
Remove from r the subtree rooted at c and place it just after r; end Delete all marked roots in the forest with one child, replacing them with that child; Delete all marked roots in the forest with no children; Remove all marks; Let M be a strong module containing x. If the leaves of T and T ′ (from figure 2) do not overlap M , then we can conclude theorem 3.3 for the strong modules containing x. So assume one of the trees has some of its leaves in M and some of its leaves outside M . We will consider the case for T ′ ; the case for T follows similarly.
Let r be the root of T ′ and c 1 , . . . , c ℓ be r's children. It can be shown that each c i corresponds to a component of G[N 1 ], and that the c i 's were siblings throughout algorithm 2 (proved in the appendix). By the proposition below (also proved in the appendix), none of the c i 's overlap M . If any of the c i 's is marked by a left split, it is because of refinement by a vertex to x's left, say q. If q ∈ M , then it is isolated from those c i 's outside M and therefore cannot mark any of these. If q / ∈ M , then it is universal to those c i 's in M . If q is not also universal to the c i 's outside M , then the c i 's would not remain siblings after q refines, contradicting 00 00 00 00 11 11 11 11 000 000 000 111 111 111 If there are c i 's not marked at all, then either they are all in M or they are all outside M : this follows because the non-marked c i 's must form a module of the entire graph, and so together they cannot overlap M , since M is strong. As a result, the picture for T ′ during promotion is figure 3. The analogous picture for T during promotion is figure 4. Together, these figures give us theorem 3.3 for strong modules containing x. Now consider a strong module M not containing x. Recall that fact 4.4 describes the situation for M after algorithm 2; let c 1 , . . . , c ℓ be the children of the node described therein. Similar arguments to those above show that those c i 's not in M will all be marked (either by left or right splits), and those c i 's in M will not be marked at all. Hence, after promotion we can clearly conclude theorem 3.3 for strong modules not containing x.
6 Building the spine Let T k , . . . , T 1 , x, T ′ 1 , . . . , T ′ ℓ be the list of trees that result from promotion. Having proved theorem 3.3, we can assume there is a series of consecutive trees corresponding to each strong module containing x. To delineate the strong modules of x, we need the following information.
• For each tree T i , µ(T i ) is the T ′ j with smallest index such that the leaves of T i are isolated from all leaves to T ′ j 's right.
• For each tree T ′ i , µ(T ′ i ) is the T j with smallest index such that the leaves of T ′ i are universal to all leaves to T j 's left.
• For each T ′ i , ρ(T ′ i ) is the rightmost tree to which T ′ i maintains an edge.
A simple greedy approach inserts the brackets of figure 1(a) . The algorithm starts by placing brackets around x. Let M be the next smallest strong module containing x. It is not difficult to see that M is series if and only if it contains no T ′ i ; and M is parallel if and only if it contains no T i , and no T ′ j in the module has an edge to its right. The algorithm uses the µ's and ρ's to test if a series or parallel module can be formed. If both tests fail, then M is prime and must contain both T 1 and T ′ 1 . The algorithm now greedily forces trees into the module: if M contains T 1 , then it must also contain T ′ 1 , . . . , µ(T 1 ); if it contains these trees, it must contain all trees up to the rightmost ρ-value of these trees (this step is repeated for each newly forced batch of trees); and then amongst all the T ′ i 's forced into the module, the algorithm looks at the leftmost µ-value of these trees, say T j , and forces T 1 , . . . , T j into the module. And so on. A module is found when no more trees can be forced.
Once a module is found in any of the tree cases, brackets are placed and the process begins anew, treating the just bracketed module as though it were x.
Running time and implementation
As an initialization step, the algorithm associates the empty list α(v) with each vertex v; this list will be used to store the vertex's incident active edges at each stage of the algorithm.
When each pivot is chosen, its entire adjacency list is traversed. Each vertex is a pivot exactly once, so this traversal is consistent with linear-time overall. When a vertex is the pivot, it is appended to all lists α(u), where u is a neighbour already used as a pivot. This guarantees that after the list of (1) has been computed, the α-lists of the vertices in N i , i < k, will correspond to their incident active edges. A simple scan through these lists can build the α-lists for the vertices in N k . After constructing the modular decomposition tree, the α-lists are cleared to ensure consistency with our argument (i.e. consistency with the recursion). Therefore, we can assume the α-lists for each stage of the algorithm can be built in time proportional to the number of active edges at that stage.
Algorithm 1 can be easily implemented using recursion to extract the T j 's. It is not difficult to see that each internal node of a tree always has at least two children. Hence, were it not for the marking of ancestors required, the algorithm could be carried out in time O(|X|). We modify algorithm 1 so that it only marks the roots of T a and T b . To effect the same marking as before, after algorithm 2 has finished, all ancestors of marked nodes are then marked. With this change, the running time of algorithm 2 becomes proportional to the number of active edges plus the size of the forest.
Simple recursion, starting at the roots of each tree, works to implement algorithm 3 in time proportional to the size of the forest.
For the bracketing algorithm we need to first calculate the µ's and ρ's, which is easily done with a scan through the α-lists, and therefore is proportional in time to the number of active edges. By maintaining a pointer to the left of x and a pointer to the right of x, inserting the brackets requires no more than a single traversal of the roots in the forest, with a single comparison at each stage. Thus, the bracketing algorithm is proportional in time to the size of the forest. The rest of the work to construct the tree is clearly proportional to the size of the forest.
With each internal node in a tree maintaining at least two children, the size of the forest is proportional to the number of its leaves. Each leaf has an incident active edge, so the size of the forest is proportional to the number of active edges. Each recursive step therefore runs in time proportional to the number of active edges. An edge is active precisely once during the algorithm, so the entire algorithm runs in linear-time.
Disconnected graphs
Recall the list of (1) and the definition of the N i 's. When the graph is disconnected, we can assume the existence of an N k+1 with no edges to any of the other N i 's. Moreover, C = N 0 ∪ {x} ∪ N 1 ∪ · · · ∪ N k forms one of the graph's connected components in this case. Here, the algorithm forms the modular decomposition tree for C as above, recursively computes the modular decomposition tree for G[N k+1 ], and then unifies the two under a root labeled parallel. Clearly these steps are consistent with linear-time for the algorithm.
Conclusion
It is well known that the transitive orientation problem is closely related to the modular decomposition problem and thus there is the obvious question of whether the techniques developed in this paper can be adapted to the construction of a simple, linear-time algorithm to find a transitive orientation (if one exists) in a graph. In fact, we are guardedly optimistic that we have such an algorithm.
Recall that M is a strong module containing x and that T ′ is a tree to x's right, with some of its leaves in M and some outside M . Further, the root of T ′ is r, and c 1 , . . . , c ℓ are the children of r. Below is the proof that the c i 's are components of G[N 1 ] and siblings throughout refinement.
Proof. By proposition 3.1, we clearly have the leaves of T ′ forming a subset of N 1 . Now, proposition 5.1 says that the leaves of T ′ in M are in different components of G[N 1 ] than those leaves outside M . Hence, lemma 9.2 tells us that the c i 's each must correspond to a component of G[N 1 ]. As such, each c i existed as a node in T (N 1 ) prior to algorithm 2. Since they exist after algorithm 2, they must exist throughout algorithm 2. Since they share the same parent after algorithm 2, they must share the same parent throughout algorithm 2, by proposition 9.1.
An example
A graph G is described in figure 5 by the modular decomposition tree pictured therein. In it, prime nodes are labeled by the graph their children induce; while series nodes are labeled by 1 and parallel nodes by 0, following the cograph convention. Using the the next series of figures we demonstrate how our algorithm operates when input G.
Assume x is the vertex chosen to start the algorithm. In this case, N (x) = N 0 = {c, d, e, a}, N 1 = {f, g, h, i, b, j, k, ℓ, m, n, p, q}, and N 2 = {r}. Figure 6 displays the modular decomposition trees recursively computed: T (N 0 ), T (N 1 ), and T (N 2 ).
As in the paper, we use α(u) to denote the active edges of the vertex u; the active edges in our example are summarized in table 1. Using the active edges, the algorithm refines each tree in the forest; the result is displayed in figure 7 . The shading in the diagram corresponds to the marks on the nodes: horizontal shading for left marks, vertical shading for right marks, and cross-hatched shading when a node has both left and right marks. Promotion is applied to these marked nodes, with the result being figure 8.
Read the trees of figure 8 from left to right and label them T 2 , T 1 , T ′ 1 , T ′ 2 , T ′ 3 , T ′ 4 , T ′ 5 , T ′ 6 . We are interested in the following ordered list of trees:
The algorithm now inserts brackets into the above ordering in such a way that the (nested) brackets correspond to the (nested) strong modules of x. To do this we need the µ-values and ρ-values described in the paper; this information is summarized in table 2. The first bracket introduced is that around x: The spine of figure 9 after attaching the trees in the forest according to the bracketing of (2).
