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Abstract
We consider an operator Q(V ) of Dirac type with a meromorphic potential given in terms of a
function V of the form V (z) = λV1(z)+µV2(z), z ∈ C \ {0}, where V1 is a complex polynomial of
1/z, V2 is a polynomial of z, and λ and µ are nonzero complex parameters. The operator Q(V ) acts
in the Hilbert space L2(R2;C4) =⊕4 L2(R2). The main results we prove include: (i) the (essential)
self-adjointness of Q(V ); (ii) the pure discreteness of the spectrum of Q(V ); (iii) if V1(z) = z−p and
4 degV2  p+2, then kerQ(V ) = {0} and dim kerQ(V ) is independent of (λ,µ) and lower order
terms of ∂V2/∂z; (iv) a trace formula for dim kerQ(V ).
 2005 Elsevier Inc. All rights reserved.
1. Introduction and main results
In this paper we consider an operator of Dirac type with a meromorphic potential and
analyze spectral properties of it. To define the operator and state the main results, we first
need to introduce some basic objects.
As usual, we denote by σ1, σ2, σ3 the Pauli matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
, (1.1)
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{σj , σk} = 2δjk, j, k = 1,2,3, (1.2)
with {X,Y } := XY + YX. We also define the following 2 × 2 matrices:
p+ :=
(
1 0
0 0
)
= 1
2
(1 + σ3), p− :=
(
0 0
0 1
)
= 1
2
(1 − σ3). (1.3)
We write z = x + iy ∈ C, x, y ∈ R. We denote by Dx and Dy the generalized partial
differential operators in the variables x and y, respectively acting in L2(R2) = L2(C), the
Hilbert space of square integrable functions on R2 with respect to the two-dimensional
Lebesgue measure, and introduce
∂ := 1
2
(Dx − iDy), ∂¯ := 12 (Dx + iDy). (1.4)
For a linear operator T on a Hilbert space, we denote its domain by D(T ). For two
linear operators S and T on a Hilbert space, D(T + S) := D(T ) ∩D(S) unless otherwise
stated.
The meromorphic potential of the Dirac operator we consider is given in terms of a
function of the following form:
V (z) = λV1(z)+µV2(z), z ∈ C× := C \ {0}, (1.5)
where V1 is a complex polynomial of 1/z, V2 is a polynomial of z, and λ and µ are nonzero
complex parameters, called the coupling constants.
In general, for a densely defined linear operator T on a Hilbert space, T ∗ denotes the
adjoint of T .
We introduce two Dirac–Weyl type operators acting in L2(R2;C2) =⊕2 L2(R2) by
Q−(V ) := −12σ1Dx −
1
2
σ2Dy + ip+∂V − ip−(∂V )∗
= −1
2
(σ1 + iσ2)∂ − 12 (σ1 − iσ2)∂¯ + ip+(∂V )− ip−(∂V )
∗, (1.6)
Q+(V ) := 12 (σ1 − iσ2)∂¯ +
1
2
(σ1 + iσ2)∂ − ip+(∂V )∗ + ip−(∂V ). (1.7)
Note that
D
(
Q−(V )
)= D(Q+(V ))= D(Dx)∩D(Dy)∩D(∂V ) (1.8)
and hence
D
(
Q±(V )
)⊃ C∞0 (R2 \ {0};C2), (1.9)
the space of C2-valued infinitely differentiable functions on R2 \ {0} with compact support
in R2 \ {0}. Therefore Q+(V ) and Q−(V ) are densely defined. Moreover, it is easy to see
that
Q−(V ) ⊂ Q+(V )∗, Q+(V ) ⊂ Q−(V )∗. (1.10)
Hence Q±(V ) are closable.
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Q(V ) :=
(
0 Q−(V )
Q+(V ) 0
)
(1.11)
= iψ2∂¯ + iψ∗2 ∂ + iψ1(∂V )− iψ∗1 (∂V )∗, (1.12)
acting in the Hilbert space
L2
(
R
2;C2)⊕L2(R2;C2)= L2(R2;C4)=
4⊕
L2
(
R
2), (1.13)
where
ψ1 := 12
(
0 1 + σ3
1 − σ3 0
)
, ψ2 = 12
(
0 iσ1 + σ2
−iσ1 − σ2 0
)
. (1.14)
Note that
{ψj ,ψk} = 0, j, k = 1,2. (1.15)
It follows from (1.9) and (1.10) that Q(V ) is a symmetric operator with
D
(
Q(V )
)⊃ C∞0 (R2 \ {0};C4). (1.16)
Remark 1.1. In practice, in analysis of Q±(V ) and Q(V ), one works with only ∂V . Hence,
from a purely mathematical point of view, it may be more suitable to define Q±(V ) and
Q(V ) with ∂V replaced by a meromorphic function W . But, in this respect, we follow the
notations used in early works [1–3,6].
In what follows, for a closable operator T , T¯ denotes the closure of T . For a polyno-
mial P , we denote the degree of P by degP . For a Fredholm operator T , we set
index(T ) := dim kerT − dim kerT ∗, (1.17)
the index of T , where, for a linear operator A, kerA := {ψ ∈ D(A) | Aψ = 0}.
The Dirac operator Q(V ) originally comes from supersymmetric quantum mechanics
(SSQM)—it is called a supercharge of the N = 2 Wess–Zumino model—and the following
facts are known:
(i) The case V1 = 0 and degV2  2 [2,6]. In this case, Q(V ) is essentially self-adjoint on
C∞0 (R2;C4), Q±(V ) are Fredholm and Q−(V )∗ = Q+(V ) with
kerQ−(V ) = {0}, index
(
Q+(V )
)= dim kerQ+(V ) = degV2 − 1.
Moreover, the spectrum of Q(V ) is purely discrete.
(ii) The case V1(z) = z−p (p ∈ N) and V2 = 0 [3]. In this case, Q(V ) is essentially self-
adjoint on C∞0 (R2 \ {0};C4) and Q−(V )∗ = Q+(V ) with
kerQ−(V ) = {0}, dim kerQ+(V ) = p − 1.
But Q±(V ) are not Fredholm.
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V1 = 0 and V2 = 0. This is one of the basic motivations of this work.
For a self-adjoint operator S, we denote by σ(S) and σd(S) the spectrum and the dis-
crete spectrum of S, respectively (σd(S) is the set of isolated eigenvalues of S with finite
multiplicity). We say that the spectrum of S is purely discrete if σ(S) = σd(S).
For the function V1, we define degV1 by
degV1 := p (1.18)
if V1(z) =∑pj=0 aj z−j with ap = 0 (aj ∈ C, j = 0, . . . , p).
We now state the main results. We work with the following hypothesis:
Hypothesis (A). degV1  1 and degV2  2.
Note that, under this hypothesis, the matrix valued potential iψ1(∂V ) − iψ∗1 (∂V )∗ of
the Dirac operator Q(V ) has a pole at z = 0 with order degV1 + 1  2. This makes the
mathematical analysis of Q(V ) more difficult than the regular case V1 = 0.
Theorem 1.1. Assume (A). Then:
(i) The operator Q(V ) is self-adjoint and C∞0 (R2 \ {0};C4) is a core of Q(V ).
(ii) The operators Q±(V ) are closed and
Q+(V )∗ = Q−(V ). (1.19)
Theorem 1.2. Assume (A). Then:
(i) The spectrum of Q(V ) is symmetric with respect to the origin, i.e., λ ∈ σ(Q(V ))
⇔ −λ ∈ σ(Q(V )).
(ii) kerQ−(V ) = {0}. (1.20)
(iii) The spectrum of Q(V ) is purely discrete.
(iv) The operators Q±(V ) are Fredholm.
For the kernel of Q+(V ), we have the following theorem, which we regard as one of
the most important results in the present paper.
Theorem 1.3. Let P(z) be a complex polynomial of z ∈ C with degP  q − 1 (q ∈ N) and
U(z) := λ
zp
+µzq + P(z), z ∈ C×. (1.21)
Let 4 q  p+2. Then kerQ(U) = {0} and dim kerQ(U) is independent of (λ,µ) and P .
Remark 1.2. This theorem implies that dim kerQ(U) is determined by p and q only. But
we have been unable to find an explicit formula for dim kerQ(U).
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kerQ(V ) = kerQ+(V )⊕ {0}. (1.22)
Hence
dim kerQ(V ) = dim kerQ+(V ). (1.23)
The basic methods we use to analyze the operator Q(V ) is to consider its square Q(V )2
as was done in [2,3,6] (see also [10, Chapter 5]). This leads us to introduce the following
operators:
H−(V ) := −14∆+ |∂V |
2, (1.24)
H+(V ) := H−(V )+HI (V ), (1.25)
both acting in L2(R2;C2), where
∆ := D2x +D2y, (1.26)
the two-dimensional generalized Laplacian, and
HI (V ) :=
(
0 −i∂2V
i(∂2V )∗ 0
)
. (1.27)
We remark that the definition of H+(V ) (respectively H−(V )) here is different form that
in [3], although it turns out that they coincide (see Theorems 2.5(ii) and 2.6(ii) in Sec-
tion 2). We also note that the potential |∂V |2 (respectively HI (V )) has a pole at z = 0 with
order 2(degV1 + 1)  4 (respectively degV1 + 2). Hence H±(V ) are two-dimensional
Schrödinger operators with strongly singular (matrix-valued) potentials.
We set
H(V ) := H+(V )⊕H−(V ) =
(
H+(V ) 0
0 H−(V )
)
. (1.28)
Remark 1.4. In the context of SSQM, H(V ) turns out to be the supersymmetric Hamil-
tonian of the N = 2 Wess–Zumino model (Theorem 1.4(iii) below) and H+(V ) (respec-
tively H−(V )) is called the bosonic (respectively fermionic) part of H(V ).
Theorem 1.4. Assume (A). Then:
(i) The operators H−(V ) and H+(V ) are nonnegative and self-adjoint. Moreover, they
are essentially self-adjoint on C∞0 (R2 \ {0};C2).
(ii) The operator H(V ) is nonnegative and self-adjoint. Moreover, it is essentially self-
adjoint on C∞0 (R2 \ {0};C4).
(iii) The following operator equality holds:
2Q(V ) = H(V ). (1.29)
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(i) kerH−(V ) = {0}.
(ii) The operators H±(V ) have compact resolvent. In particular, the spectra of H±(V ) are
purely discrete and
σ
(
H+(V )
) \ {0} = σ (H−(V )) \ {0}. (1.30)
Theorem 1.6. Let U be defined by (1.21) and 4 q  p + 2. Then kerH+(U) = {0} and
dim kerH+(U) is independent of (λ,µ) and P .
In addition to the theorems stated above, we prove a trace formula for dim kerQ(V ) in
terms of H±(V ) (see Theorem 6.1 in Section 6).
The present paper is organized as follows. In Section 2 we discuss the (essential) self-
adjointness problem of H±(V ) and Q(V ). We prove Theorems 1.1 and 1.4. Section 3 is
concerned with spectral properties of H±(V ) and Q(V ). We prove Theorems 1.2 and 1.5.
In Section 4 we prove the continuity of the ground state energy of H±(V ) (the infimum of
the spectrum of H±(V )) in the coupling constants λ and µ (Theorem 4.2). As a result, it is
shown that dim kerH+(V ) (= dim kerQ+(V )) is a constant independent of (λ,µ) (Theo-
rem 4.3). These results also may be regarded as part of the main results of the present paper.
Section 5 is devoted to proofs of Theorems 1.3 and 1.6. In the last section we establish the
trace formula mentioned above.
2. Self-adjointness
In this section we prove Theorems 1.1 and 1.4.
Throughout this section, we assume (A) and write simply
Q = Q(V ), Q± = Q±(V ),
H = H(V ), H± = H±(V ), HI = HI (V ).
We denote by 〈· , ·〉 and ‖ · ‖ the inner product and the norm of L2(R2;Cr ), respectively
(r ∈ N):
〈Ψ,Φ〉 :=
∫
R2
〈
Ψ (r),Φ(r)
〉
Cr
dr
(
r = (x, y) ∈ R2), (2.1)
‖Ψ ‖ :=√〈Ψ,Ψ 〉, Ψ,Φ ∈ L2(R2;Cr), (2.2)
where 〈· , ·〉Cr is the standard inner product of Cr .
Lemma 2.1. For all Ψ ∈ C∞0 (R2 \ {0};C2),
1‖∆Ψ ‖2 + ∥∥(∂V )2Ψ ∥∥2  ‖H Ψ ‖2 + ∥∥(∂2V )Ψ ∥∥2. (2.3)
4 −
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(cf. the proof of [1, Lemma 2.7]). It is obvious that
C∞0
(
R
2 \ {0};C2)⊂ D(H±). (2.4)
We have
∂∂¯ ⊂ 1
4
∆, ∂¯∂ ⊂ 1
4
∆
and
∂∂¯Ψ = ∂¯∂Ψ = 1
4
∆Ψ, Ψ ∈ C∞0
(
R
2 \ {0};C2).
Let Ψ ∈ C∞0 (R2 \ {0};C2). Then
‖H−Ψ ‖2 = 14‖∆Ψ ‖
2 + ∥∥(∂V )2Ψ ∥∥2 −CV
with
CV := 
〈
∂¯∂Ψ, (∂V )∗(∂V )Ψ
〉+ 〈∂∂¯Ψ, (∂V )∗(∂V )Ψ 〉.
By integration by parts, we see that
CV =
∥∥(∂2V )Ψ ∥∥2 − ∥∥(∂V )∂Ψ ∥∥2 − ∥∥(∂V )∂¯Ψ ∥∥2.
Hence
‖H−Ψ ‖2 = 14‖∆Ψ ‖
2 + ∥∥(∂V )2Ψ ∥∥2 − ∥∥(∂2V )Ψ ∥∥2
+ ∥∥(∂V )∂Ψ ∥∥2 + ∥∥(∂V )∂¯Ψ ∥∥2. (2.5)
Hence (2.3) follows. 
Lemma 2.2. For every ε > 0, there exists a constant bε > 0 such that∣∣∂2V (z)∣∣2  ε∣∣∂V (z)∣∣4 + bε, z ∈ C \ {0}. (2.6)
Proof. See [3, Lemma 2.8]. 
Lemma 2.3. Let A be a densely defined closable linear operator from a Hilbert space
H to a Hilbert space K. Suppose that there exists a dense subspace D of H such that
D ⊂ D(A∗A) and A∗A is essentially self-adjoint on D. Then
A∗A = A¯∗A¯. (2.7)
Proof. Let S = A∗A. For all ψ ∈ D(S), there exists a sequence {ψn}n with ψn ∈ D (n ∈ N)
such that ψn → ψ, Sψn → Sψ (n → ∞). Since Sψn = A∗Aψn, it follows that {Aψn}n is
a Cauchy sequence in K. Hence ψ ∈ D(A¯) and Aψn → A¯ψ (n → ∞). Since A∗ is closed,
it follows that A¯ψ ∈ D(A∗) and A∗A¯ψ = Sψ . This means that S ⊂ A∗A¯ = A¯∗A¯. By the
∗von Neumann theorem [8, Theorem X.25], A¯ A¯ is self-adjoint. Thus (2.7) follows. 
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space K such that A + B is closable. Suppose that there exist a core D of A+B and
closed linear operators A′,B ′ from H to K such that D ⊂ D(A)∩D(B), D(A) = D(A′),
D(B) = D(B ′) and
‖A′ψ‖ + ‖B ′ψ‖C(∥∥(A+B)ψ∥∥+ ‖ψ‖), ψ ∈ D, (2.8)
where C > 0 is a constant. Then A+B is closed and
‖A′ψ‖ + ‖B ′ψ‖C(∥∥(A+B)ψ∥∥+ ‖ψ‖), ψ ∈ D(A+B). (2.9)
Proof. Let ψ ∈ D(A+B). Then there exists a sequence {ψn}n with ψn ∈ D such that
ψn → ψ and (A + B)ψn → (A+B)ψ (n → ∞). By (2.8), {A′ψn}n and {B ′ψn}n
are Cauchy sequences. Since A′ and B ′ are closed, it follows that ψ ∈ D(A′) ∩
D(B ′) = D(A) ∩ D(B) = D(A + B) and A′ψn → A′ψ , B ′ψn → B ′ψ (n → ∞). Hence
D(A+B) ⊂ D(A + B) and (2.9) holds. In particular, A+B = A + B . Thus A + B is
closed. 
Theorem 2.5.
(i) The operator H− is essentially self-adjoint on C∞0 (R2 \ {0};C2) and H− is nonnega-
tive, self-adjoint with
(1 − ε)∥∥(∂V )2Ψ ∥∥2 +
∥∥∥∥14∆Ψ
∥∥∥∥
2
 ‖H−Ψ ‖2 + bε‖Ψ ‖2, Ψ ∈ D(H−), (2.10)
where ε ∈ (0,1) is an arbitrary constant and bε > 0 is a constant depending on ε.
(ii) Operator equality
H− = Q¯∗− Q¯− (2.11)
holds.
(iii) Q¯− = Q−, i.e., Q− is closed.
(iv) For all Ψ ∈ D(Q−),
‖Q−Ψ ‖2 = 14
∥∥(−∆)1/2Ψ ∥∥2 + ∥∥(∂V )Ψ ∥∥2. (2.12)
Proof. (i) The essential self-adjointness of H− on C∞0 (R2 \ {0};C2) is already proved in
[3, Theorem 2.12]. The nonnegativity of H¯− is obvious. Thus, we need only to show the
self-adjointness of H− with D(H−) = D(∆) ∩ D(|∂V |2) (this was not proven in [3]). By
(2.3) and (2.6), we see that (2.10) holds for all Ψ ∈ C∞0 (R2 \ {0};C2). Hence, by applying
Lemma 2.4 with A = −∆/4 and B = |∂V |2, we conclude that H− is closed and (2.10)
holds. Hence H− is self-adjoint.
(ii) By direct computations, we have
H−Ψ = Q∗−Q−Ψ, Ψ ∈ C∞0
(
R
2 \ {0};C2). (2.13)
Hence, applying Lemma 2.3, we obtain (2.11).
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operator H 1/2− exists. By definition (1.24) of H− and a limiting argument, one can show
that D(H 1/2− ) ⊂ D((−∆)1/2)∩D(∂V ) and
∥∥H 1/2− Ψ ∥∥2 = 14
∥∥(−∆)1/2Ψ ∥∥2 + ∥∥(∂V )Ψ ∥∥2, Ψ ∈ D(H 1/2− ). (2.14)
On the other hand, (2.11) implies that D(H 1/2− ) = D(Q¯−) and∥∥H 1/2− Ψ ∥∥2 = ‖Q¯−Ψ ‖2, Ψ ∈ D(H 1/2− ). (2.15)
Hence, in particular, it follows that D(Q¯−) ⊂ D((−∆)1/2) ∩ D(∂V ). Note that the right-
hand side is equal to D(Q−). Thus D(Q¯−) ⊂ D(Q−), which means that Q¯− = Q−.
(iv) This follows from (2.14), (2.15) and part (iii). 
Theorem 2.6.
(i) The operator H+ is self-adjoint and essentially self-adjoint on every core of H−. In
particular, H+ is essentially self-adjoint on C∞0 (R2 \ {0};C2).
(ii) Operator equality
H+ = Q¯∗+Q¯+ (2.16)
holds. In particular, H+ is nonnegative.
(iii) Q¯+ = Q+, i.e., Q+ is closed.
(iv) For all Ψ = (Ψ1,Ψ2) ∈ D(Q+),
‖Q+Ψ ‖2 = 14
∥∥(−∆)1/2Ψ ∥∥2 + ∥∥(∂V )Ψ ∥∥2 + qHI (Ψ ), (2.17)
where
qHI (Ψ ) :=
∫
R2
{
Ψ1(r)
∗(−i)(∂2V )(z)Ψ2(r)+Ψ2(r)∗i(∂2V )(z)∗Ψ1(r)}dr.
(2.18)
Proof. (i) Let HI be defined by (1.27). Then we have by (2.6),
‖HIΨ ‖2  ε
∥∥(∂V )2Ψ ∥∥2 + bε‖Ψ ‖2, Ψ ∈ D((∂V )2),
where ε ∈ (0,1) is arbitrary and bε > 0 is a constant. This inequality and (2.10) imply that
‖HIΨ ‖2  ε1 − ε ‖H−Ψ ‖
2 + cε‖Ψ ‖2, Ψ ∈ D(H−), (2.19)
where cε > 0 is a constant. Hence HI is infinitesimally small with respect to H−. There-
fore, by the Kato–Rellich theorem [8, Theorem X.12], H+ = H− + HI is self-adjoint
with D(H+) = D(H−) and bounded from below. Moreover, it is essentially self-adjoint
on every core of H−.
(ii) It is straightforward to see that( )
H+Ψ = Q∗+Q+Ψ, Ψ ∈ C∞0 R2 \ {0};C2 .
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(iii) By a limiting argument and definition (1.25) of H+, we can show that D(H 1/2+ ) =
D(H
1/2
− ) and∥∥H 1/2+ Ψ ∥∥2 = ∥∥H 1/2− Ψ ∥∥2 + qHI (Ψ ), Ψ ∈ D(H 1/2+ )= D(H 1/2− ). (2.20)
By (2.16), we have D(H 1/2+ ) = D(Q¯+). Since D(H 1/2− ) = D((−∆)1/2) ∩ D(∂V ) =
D(Q+), it follows that D(Q¯+) = D(Q+). This means that Q¯+ = Q+.
(iv) This follows from (2.14), (2.20) and part (iii). 
Corollary 2.7. The operator H defined by (1.28) is a nonnegative self-adjoint operator. It
is essentially self-adjoint on C∞0 (R2 \ {0};C4).
Lemma 2.8. Let S be a symmetric operator on a Hilbert space K and D be a dense
subspace of K such that D ⊂ D(S2) and S2 is essentially self-adjoint on D. Then S is
essentially self-adjoint on D and its closure is essentially self-adjoint on all other cores
of S2.
Proof. Let N := S2+1. Then N  1 and ‖Sψ‖ ‖Nψ‖, ψ ∈ D. Obviously |〈Sψ,Nψ〉−
〈Nψ,Sψ〉| = 0, ψ ∈ D. Hence, by a simple application of Glimm–Jaffe–Nelson type
commutator theorem [8, Theorem X.37], we see that S is essentially self-adjoint on D and
its closure is essentially self-adjoint on all other cores for N . 
Theorem 2.9.
(i) The operator Q is essentially self-adjoint on C∞0 (R2 \ {0};C4) and every core of H
is a core of Q¯.
(ii) The operator Q is self-adjoint.
(iii) Operator equalities (1.19) and (1.29) hold.
Proof. (i) It is obvious that C∞0 (R2 \ {0};C4) ⊂ D(Q2). By direct computations, we have
HΨ = Q2Ψ, Ψ ∈ C∞0
(
R
2 \ {0};C4). (2.21)
Hence, by Lemma 2.8, the assertion of part (i) follows.
(ii) By the closedness of Q± (Theorems 2.5(iii) and 2.6(iii)), Q is closed. This fact and
part (i) imply that Q is self-adjoint.
(iii) Operator equality (1.19) follows from the self-adjointness of Q. Since we have
established the self-adjointness of Q, a simple application of Lemma 2.3 gives (1.29). 
In summary we have proved Theorems 1.1 and 1.4.
3. Spectral propertiesThroughout this section, we write simply Q = Q(V ), Q± = Q±(V ), H± = H±(V ).
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We have the following orthogonal decomposition:
L2
(
R
2;C4)=H+ ⊕H− (3.1)
with
H+ :=




f
g
0
0


∣∣∣∣∣f,g ∈ L2
(
R
2)


∼= L2(R2;C2), (3.2)
H− :=




0
0
f
g


∣∣∣∣∣f,g ∈ L2
(
R
2)


∼= L2(R2;C2). (3.3)
We denote the orthogonal projections onto H± by Γ±, respectively. Let
Γ := Γ+ − Γ−. (3.4)
Then Γ is self-adjoint and unitary:
Γ ∗ = Γ, Γ 2 = I, (3.5)
where I denotes identity.
Lemma 3.1. For all Ψ ∈ D(Q), Γ Ψ ∈ D(Q) and
QΓΨ + ΓQΨ = 0. (3.6)
Proof. For all Ψ = (Ψ+,Ψ−) ∈ H+ ⊕H−, we have Γ Ψ = (Ψ+,−Ψ−). Hence, if Ψ ∈
D(Q) = D(Q+)⊕D(Q−), then Γ Ψ ∈ D(Q). By direct computations, we have QΓΨ =
−ΓQΨ , Ψ ∈ D(Q). 
By Lemma 3.1, we have operator equality ΓQΓ −1 = −Q. It follows from the unitary
invariance of spectrum that σ(Q) = σ(−Q), which implies Theorem 1.2(i).
3.2. Proofs of Theorems 1.2(ii) and 1.5(i)
Let Ψ ∈ kerH−. Then H−Ψ = 0. Then, by (2.10), Ψ ∈ ker∆ = {0}. Hence Ψ = 0.
Thus Theorem 1.5(i) follows. This fact and (2.11) imply that kerQ− = {0}. Hence Theo-
rem 1.2(ii) is proved.
3.3. Proof of Theorem 1.5(ii)
Lemma 3.2. Let W be a Lebesgue measurable function on Rn (n ∈ N). Suppose that W is
bounded from below with W(x) → ∞ as |x| → ∞ (x ∈ Rn) and D(|W |1/2)∩D((−∆)1/2)
is dense in L2(Rn) (∆ is the n-dimensional generalized Laplacian). Then HW := −∆+W
defined as a sum of quadratic forms is a self-adjoint operator with compact resolvent. In
particular, HW has purely discrete spectrum and a complete set of eigenfunctions.
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L1loc(R
n). But this condition is not necessary. In this respect, it is sufficient to assume
the denseness of D(|W |1/2)∩D((−∆)1/2) which ensures the existence of the self-adjoint
operator HW defined as a sum of quadratic forms.) 
We write
H− = L⊕L (3.7)
with
L = −1
4
∆+ |∂V |2 (3.8)
acting in L2(R2).
Lemma 3.3. The operator L has compact resolvent. In particular, L has purely discrete
spectrum and a complete set of eigenfunctions.
Proof. It is easy to see that |∂V |2 → ∞ as |z| → ∞. Hence we can apply Lemma 3.2 to
obtain the desired result. 
By Lemma 3.3 and (3.7), H− has compact resolvent. In particular, it has purely discrete
spectrum. Since HI is infinitesimally small with respect to H− as already shown, it follows
from a general theorem [8, Theorem XIII.68] that H+ has compact resolvent. Thus the pure
discreteness of spectra of H± is proven.
The following fact (spectral supersymmetry) is well-known ([4] and [10, Corol-
lary 5.6]):
Lemma 3.4. For every densely defined closed linear operator C from a Hilbert space to a
Hilbert space,
σ(C∗C) \ {0} = σ(CC∗) \ {0}, (3.9)
σp(C
∗C) \ {0} = σp(CC∗) \ {0}, (3.10)
where σp(T ) denotes the point spectrum of an operator T (the set of all eigenvalues of T )
and the multiplicity of λ ∈ σp(C∗C) \ {0} is equal to that of λ ∈ σp(CC∗) \ {0}.
The spectral property (1.30) follows from an application of Lemma 3.4 with (1.19),
(2.11) and (2.16).
3.4. Proof of Theorem 1.2(iii)This follows from Theorem 1.4(iii) and the functional calculus.
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We have already seen that Q± are densely defined and closed. From the definition of Q,
we have
kerQ = kerQ+ ⊕ kerQ−.
By Theorem 1.2(iii), dim kerQ < ∞. Hence dim kerQ∗− = dim kerQ+ < ∞ and
dim kerQ∗+ = dim kerQ− < ∞. The pure discreteness of the spectrum of Q implies also
that Ran(Q±) (the range of Q±) are closed. Thus Q± are Fredholm.
4. Continuity of ground state energies and constancy of dim kerH+(V ) in coupling
constants
For a self-adjoint operator S on a Hilbert space, we define
E0(S) := infσ(S), (4.1)
provided that S is bounded from below. By abuse of nomenclature, we call E0(S) the
ground state energy of S.
In this section, as a preliminary to the next section, we prove the continuity of the ground
state energies of H±(V ) on the coupling constants λ and µ.
To make explicit the dependence of H±(V ) on λ and µ, we write
H±(λ,µ) := H±(V ). (4.2)
For a self-adjoint operator S on a Hilbert space, we denote by ρ(S) the resolvent set
of S: ρ(S) = C \ σ(S).
Lemma 4.1. Let (λ0,µ0) ∈ (C×)2 be arbitrarily fixed. Let z ∈ ρ(H±(λ0,µ0)). Then z ∈
ρ(H±(λ,µ)) for all (λ,µ) ∈ (C×)2 in a neighborhood N0 ⊂ (C×)2 of (λ0,µ0) and∥∥(H±(λ,µ)− z)−1 − (H±(λ0,µ0)− z)−1∥∥ C(|λ− λ0| + |µ−µ0|) (4.3)
for all (λ,µ) ∈N0, where C > 0 is a constant independent of (λ,µ) ∈N0.
Proof. It is sufficient to consider the case where |λ− λ0| + |µ−µ0| δ1 with a constant
δ1 > 0. Throughout the proof, Cj ’s denote constants independent of λ and µ. Let
D := D(−∆)∩D(|∂V1|2)∩D(|∂V2|2). (4.4)
Then
D
(
H±(λ,µ)
)=D⊕D, (λ,µ) ∈ (C×)2. (4.5)
Let Ψ ∈D⊕D. Then[
H+(λ,µ)−H+(λ0,µ0)
]
Ψ = (|λ|2 − |λ0|2)|∂V1|2Ψ + (|µ|2 − |µ0|2)|∂V2|2Ψ
+ 2{(λ∗µ− λ∗0µ0)(∂V1)∗(∂V2)}Ψ
+ (λ− λ0)HI (V1)Ψ + (µ−µ0)HI (V2)Ψ.
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 C1
(|λ− λ0| + |µ−µ0|)
× (∥∥(λ0∂V1)2Ψ ∥∥+ ∥∥HI (λ0V1)Ψ ∥∥+ ∥∥(µ0∂V2)2Ψ ∥∥+ ∥∥HI (µ0V2)Ψ ∥∥).
By (2.10) and (2.19), we have∥∥[H+(λ,µ)−H+(λ0,µ0)]Ψ ∥∥
 C2
(|λ− λ0| + |µ−µ0|)(∥∥H−(λ0∂V1)Ψ ∥∥+ ∥∥H−(µ0V2)Ψ ∥∥+ ‖Ψ ‖).
Note that
H+(λ0,µ0) = H−(λ0V1)+ 2
[
(λ0∂V1)
∗(µ0∂V2)
]+ |µ0∂V2|2
+HI (λ0V1 +µ0V2),
= H−(µ0V2)+ 2
[
(λ0∂V1)
∗(µ0∂V2)
]+ |λ0∂V1|2
+HI (λ0V1 +µ0V2).
By this fact and the closedness of H+(λ0,µ0), there exists a constant C3 > 0 such that∥∥H−(λ0V1)Ψ ∥∥ C3(∥∥H+(λ0,µ0)Ψ ∥∥+ ‖Ψ ‖),∥∥H−(µ0V2)Ψ ∥∥ C3(∥∥H+(λ0,µ0)Ψ ∥∥+ ‖Ψ ‖).
Hence∥∥[H+(λ,µ)−H+(λ0,µ0)]Ψ ∥∥
 C4
(|λ− λ0| + |µ−µ0|)(∥∥H+(λ0,µ0)Ψ ∥∥+ ‖Ψ ‖). (4.6)
Let z ∈ ρ(H+(λ0,µ0)). Then we have
H+(λ,µ)− z =
{
1 + [H+(λ,µ)−H+(λ0,µ0)](H+(λ0,µ0)− z)−1}
× (H+(λ0,µ0)− z).
This formula and (4.6) imply the assertion for H+(λ,µ) to be proved. Similarly we can
prove the properties of H−(λ,µ) as stated in Lemma 4.1. 
Let
E±(λ,µ) := E0
(
H±(λ,µ)
)
. (4.7)
Theorem 4.2. The functions E± : (λ,µ) → E±(λ,µ) are continuous on (C×)2.
Proof. By the nonnegativity of H±(λ,µ) and the functional calculus, we have
1
E±(λ,µ)+ 1 =
∥∥(H±(λ,µ)+ 1)−1∥∥.By Lemma 4.1, the right-hand side is continuous in (λ,µ). 
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(i) For all (λ,µ) ∈ (C×)2, E+(λ,µ) = 0 and hence kerH+(λ,µ) = {0}.
(ii) The quantity dim kerH+(λ,µ) is a constant independent of (λ,µ) ∈ (C×)2.
Proof. (i) By Theorem 1.5(i), we have
E−(λ,µ) > 0, ∀(λ,µ) ∈
(
C
×)2. (4.8)
In particular, ε0 := E−(λ0,µ0) > 0. By the continuity of E±(λ,µ) in (λ,µ) (Theo-
rem 4.2), for every ε ∈ (0, ε0/2), there exists a constant rε > 0 such that, if |λ − λ0| +
|µ−µ0| < rε , then
0E+(λ,µ) < ε,
∣∣E−(λ,µ)− ε0∣∣< ε.
Hence, if |λ− λ0| + |µ−µ0| < rε , then
E−(λ,µ) > ε0 − ε > ε > E+(λ,µ).
Therefore E−(λ,µ) = E+(λ,µ) for |λ−λ0|+ |µ−µ0| < rε , which, together with (1.30),
implies that E+(λ,µ) = 0 for |λ−λ0|+|µ−µ0| < rε . By (4.8), we can repeat this process
and see that E+(λ,µ) = 0 for all (λ,µ) ∈ (C×)2. Thus the facts of part (i) follow.
(ii) We denote by P(λ,µ) the orthogonal projection onto kerH+(λ,µ). By the as-
sumption, 0 ∈ σ(H+(λ0,µ0)) and a := infσ(H+(λ0,µ0)) \ {0} > 0. Let 0 < ε < a and
Cε := {z ∈ C | |z| = ε}. Then Cε ⊂ ρ(H+(λ0,µ0)). By Theorem 4.2, there exists a
constant δ > 0 such that, if |λ − λ0| + |µ − µ0| < δ, then E0(H+(λ,µ)) = 0 (hence
kerH+(λ,µ) = {0}) and Cε ⊂ ρ(H+(λ,µ)). Therefore, for such (λ,µ), we have
P(λ,µ) = − 1
2πi
∫
Cε
(
H+(λ,µ)− z
)−1
dz.
Using Lemma 4.1, one can show that P(λ,µ) is continuous in (λ,µ) in operator norm.
Hence, by a general theorem (e.g., [9, Lemma, p. 14]), dim Ran(P (λ,µ)) is a constant
on the region {(λ,µ) ∈ (C×)2 | |λ − λ0| + |µ − µ0| < δ}. Repeating this process, we see
that dim Ran(P (λ,µ)) is a constant independent of (λ,µ) ∈ (C×)2. On the other hand,
dim Ran(P (λ,µ)) = dim kerH+(λ,µ). Thus the assertion of part (ii) follows. 
5. Kernels of H+(V ) and Q+(V )
In this section we prove Theorems 1.3 and 1.6.
5.1. A special case
We first prove Theorems 1.6 and 1.3 for the function U with P = 0.
Theorem 5.1. Let λ,µ ∈ C× and
λ q ×Wλ,µ(z) :=
zp
+µz , z ∈ C . (5.1)
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kerH+(Wλ,µ) = {0}. (5.2)
Moreover, dim kerH+(Wλ,µ) is independent of λ and µ.
Corollary 5.2. Let 4 q  p + 2. Then
kerQ+(Wλ,µ) = {0}. (5.3)
Moreover, dim kerQ+(Wλ,µ) is independent of λ and µ.
Proof. By Theorem 2.6(ii) and (iii), we have
kerQ+(Wλ,µ) = kerH+(Wλ,µ). (5.4)
By this fact and Theorem 5.1, we obtain the desired result. 
To prove Theorem 5.1, we need some preliminaries. We first recall a known fact:
Lemma 5.3 [2,6]. Suppose that degV2  2. Then:
(i) The operators H±(V2) are nonnegative and self-adjoint with D(H±(V2)) = D(∆) ∩
D(|∂V2|2). Moreover, they are essentially self-adjoint on C∞0 (R2;C2).
(ii) The spectra of H±(V2) are purely discrete and
dim kerH+(V2) = degV2 − 1, (5.5)
dim kerH−(V2) = 0. (5.6)
The following fact may be interesting to keep in mind, although it is not necessary in
the arguments below.
Proposition 5.4. For all complex polynomials Y of z ∈ C, H±(Y ) are not essentially self-
adjoint on C∞0 (R2 \ {0};C2).
Proof. For a constant µ ∈ C \ {0} and q ∈ N, we define
Mq(z) := µzq, z ∈ C. (5.7)
Applying [8, Theorems X.7, X.10, X.11], one can prove that H−(Mq) is not essentially
self-adjoint on C∞0 (R2 \ {0};C2).
For a general polynomial Y with degY = q , we write Y(z) = Mq(z) + P1(z) with
degP1  q − 1. Then |∂P1|2 + 2{(∂Mq)∗(∂P1)} is infinitesimally small with respect
to |∂Mq |2. Using this fact and the Kato–Rellich theorem, one can show that H−(Y ) is not
essentially self-adjoint on C∞0 (R2 \ {0};C2).
By (2.10), HI (Y ) is infinitesimally small with respect to H−(Y ). Hence, by a per-
turbation argument again, we can show that H+(Y ) is not essentially self-adjoint on
C∞0 (R2 \ {0};C2). 
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proof of Theorem 5.1, is nontrivial.
Lemma 5.5. Let Mq be defined by (5.7) and q  4. Then
inf
Ψ∈C∞0 (R2\{0};C2),‖Ψ ‖=1
〈
Ψ,H+(Mq)Ψ
〉= 0. (5.8)
Proof. Let Kν(z) be the modified Bessel function of the third kind (e.g., [5, §7.2.2]) and
Φm = µrq−1Km/q
(
2µrq
)
(2π)−1/2ei(q−1−m)θ(
r = |z|, θ = arg z, m = 1, . . . , q − 1).
Put
Ωm =
(
Φm
−iΦ∗q−m
)
.
Then it was shown in [2, Proposition 3.2] that, for m = 1, . . . , q − 1 and Ωm ∈
kerH+(Mq) \ {0}:
H+(Mq)Ωm = 0.
Let q  4. Then, by the regularity of Ωm (cf. [2, Remark (1), p. 2975]) and (2.16), we see
that Ωm ∈ D(Q+(Mq)) and
Q+(Mq)Ωm = 0. (5.9)
Let f be a C∞0 -function on R2 such that f (r) = 1 for |r| 1, f (r) = 0 for |r| 2 and
|f (r)| 1 for 1 |r| 2 and g ∈ C∞0 (R2) be such that g(0) = 1. For n ∈ N, we define
hn(r) = g
(
r
n
)[
1 − f (nr)].
Then hn ∈ C∞0 (R2 \ {0}) and
lim
n→∞hn(r) = 1, ∀r ∈ R
2 \ {0}.
Let
Ψ (m)n (r) = hn(r)Ωm(r).
Then Ψ (m)n ∈ C∞0 (R2 \ {0};C2) and
lim
n→∞
∥∥Ψ (m)n ∥∥= ‖Ωm‖ = 0,
which implies that ‖Ψ (m)n ‖ = 0 for all n  n0 with some n0 ∈ N. Hence we can define a
sequence {Ψ˜ (m)n }nn0 of unit vectors in C∞0 (R2 \ {0};C2) by
˜ (m) Ψ
(m)
nΨn := ‖Ψ (m)n ‖
.
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Q+(Mq)Ψ (m)n =
1
2
{
(σ1 − iσ2)(∂¯hn)+ (σ1 + iσ2)(∂hn)
}
Ωm.
By the fact that ‖σj‖ = 1 (j = 1,2), we have∥∥Q+(Mq)Ψ (m)n ∥∥ ∥∥(Dxhn)Ωm∥∥+ ∥∥(Dyhn)Ωm∥∥.
By direct computations, we have
(D#hn)(r) = 1
n
(D#g)
(
r
n
)[
1 − f (nr)]− ng
(
r
n
)
(D#f )(nr),
where # = x, y. Hence∥∥(D#hn)Ωm∥∥ I 1/2n + J 1/2n
with
In := 1
n2
∫
R2
∣∣∣∣(D#g)
(
r
n
)[
1 − f (nr)]
∣∣∣∣
2∥∥Ωm(r)∥∥2 dr,
Jn := n2
∫
R2
∣∣∣∣g
(
r
n
)
(D#f )(nr)
∣∣∣∣
2∥∥Ωm(r)∥∥2 dr.
We have
0 In 
1
n2
‖D#g‖2∞‖Ωm‖2,
where, for u : R2 → C, we define ‖u‖∞ := supr∈R2 |u(r)|. Hence
lim
n→∞ In = 0.
On the other hand, by change of variables, we have
0 Jn  ‖g‖2∞
∫
R2
∣∣(D#f )(r)∣∣2
∥∥∥∥Ωm
(
r
n
)∥∥∥∥
2
dr.
Under the present assumption q  4, we can take m 2. Then it follows from the asymp-
totic properties of the Bessel function Kν
Kν(r) ∼
√
π/(2r)e−r (r → ∞), Kν(r) ∼ const.
rν
(r → 0) (ν  1)
that Ωm is bounded on R2 and
lim
r→0Ωm(r) = 0, r ∈ R
2.
Hence, by the Lebesgue dominated convergence theorem, we obtainlim
n→∞Jn = 0.
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lim
n→∞
∥∥Q+(Mq)Ψ (m)n ∥∥= 0.
This implies that
lim
n→∞
〈
Ψ˜ (m)n ,H+(Mq)Ψ˜ (m)n
〉= 0 (m = 2, . . . , q − 1).
Thus (5.8) is proved. 
Proof of Theorem 5.1. By Theorem 4.3, we need only to prove (5.2) for sufficiently
small |λ|. Throughout the proof, we write Wλ = Wλ,µ. Let f (z) = z−p . Then we have
H+(Wλ) = H+(Mq)+ Fλ + λHI (f ),
where
Fλ(z) := |λ|2
∣∣(∂f )(z)∣∣2 + 2{(λ∂f )∗∂Mq(z)}.
By the variational principle, we have
E0
(
H+(Wλ)
)

〈
Ψ,H+(Mq)Ψ
〉+ 〈Ψ,FλΨ 〉 + λ〈Ψ,HI (f )Ψ 〉
for all Ψ ∈ D(H+(Wλ)) with ‖Ψ ‖ = 1. Hence
lim sup
λ→0
E0
(
H+(Wλ)
)

〈
Ψ,H+(Mq)Ψ
〉
.
We have
inf
Ψ∈D(H+(Wλ)),‖Ψ ‖=1
〈
Ψ,H+(Mq)Ψ
〉
 inf
Ψ∈C∞0 (R2\{0};C2),‖Ψ ‖=1
〈
Ψ,H+(Mq)Ψ
〉
.
By Lemma 5.5, the right-hand side is equal to zero. Hence
lim
λ→0E0
(
H+(Wλ)
)= 0.
Therefore, for every ε > 0, there exists a constant δε > 0 such that
0E0
(
H+(Wλ)
)
< ε, ∀|λ| < δε. (5.10)
On the other hand, we have
H−(Wλ) = H−(Mq)+ Fλ.
Under the condition that p + 2 q , we can show that
Fλ(z)−Cp,q |λ|2(q−1)/(p+q), ∀z ∈ C×,
with a constant Cp,q > 0. Hence, by the variational principle again, we have
E0
(
H−(Wλ)
)
E0
(
H−(Mq)
)−Cp,q |λ|2(q−1)/(p+q).
By Lemma 5.3(ii), we have E0(H−(Mq)) > 0. Hence one can take a constant η > 0 such
that E0(H−(Mq))− η > 0. Then, for all λ ∈ C× satisfying( )Cp,q |λ|2(q−1)/(p+q) < E0 H−(Mq) − η,
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σ
(
H−(Wλ)
) \ {0} = σ (H+(Wλ)) \ {0}. (5.11)
It follows from this property and (5.10) that, for all sufficiently small |λ|, E0(H+(Wλ)) = 0.
Thus (5.2) follows for all sufficiently small |λ|. 
5.2. A more general case
Let U be given by (1.21), and
R :=
(
i∂P 0
0 −i(∂P )∗
)
.
Then we have
Q−(U) = Q−(Wλ,µ)+R. (5.12)
Lemma 5.6. The operator R is relatively compact with respect to Q−(Wλ,µ).
Proof. Let {Ψn}n be a sequence with Ψn ∈ D(Q−(Wλ,µ)) such that
‖Ψn‖ +
∥∥Q−(Wλ,µ)Ψn∥∥ 1.
Then ‖Ψn‖ 1 and, by (2.12),∥∥(−∆)1/2Ψn∥∥ 2, ∥∥(∂Wλ,µ)Ψn∥∥ 1.
Let B := {r ∈ R2 | |r| } ( > 0) and χ be the characteristic function of B. It is well
known (or easy to see) that, for all  > 0, χ(−∆+1)−1/2 is a compact operator on L2(R2).
Hence there is a subsequence {Ξm}m of {Ψn} such that, for all  ∈ N, {χΞm}m is strongly
convergent in L2(R2;C2). Let a ∈ N. Then∥∥(1 − χa)RΞm∥∥= ∥∥(1 − χa)R(∂Wλ,µ)−1(∂Wλ,µ)Ξm∥∥

∥∥(1 − χa)R(∂Wλ,µ)−1∥∥∞.
It is easy to see that, for all sufficiently large a ∈ N,
∥∥(1 − χa)R(∂Wλ,µ)−1∥∥∞  Ca
with a constant C > 0. Hence, for every ε > 0, there is a constant a such that∥∥(1 − χa)R(Ξm −Ξn)∥∥< ε, m,n ∈ N.
We fix such an a. Since |∂P | is bounded on every bounded set of R2, it follows from the
strong convergence of {χΞm}m that there is a constant n0 ∈ N such that∥∥χaR(Ξm −Ξn)∥∥< ε, m,n n0.
Hence we obtain∥∥R(Ξm −Ξn)∥∥< 2ε, m,n n0.
This means that {RΞm}m is a strongly convergent sequence in L2(R2;C2). Thus R is
relatively compact with respect to Q−(Wλ,µ). 
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dim kerQ+(U) = dim kerQ+(Wλ,µ). (5.13)
Proof. By Lemma 5.6 and the Fredholmness of Q−(Wλ,µ), we can apply a stability theo-
rem [7, Theorem 5.26, p. 238] for Fredholm index to obtain
index
(
Q−(Wλ,µ)
)= index(Q−(U)).
Using Theorems 1.1(ii) and 1.2(ii), we obtain (5.13). 
Theorem 1.3 now follows from Corollary 5.2, Lemma 5.7 and (1.23). This fact together
with Theorem 2.6(ii) and (iii) yields Theorem 1.6.
6. A trace formula
Finally, we present a formula for dim kerQ+(V ) in terms of H±(V ).
Theorem 6.1. Assume (A). Then, for all t > 0, e−tH±(V ) are trace class and
dim kerQ(V ) = dim kerQ+(V ) = tr e−tH+(V ) − tr e−tH−(V ) (6.1)
independently of t > 0, where tr means trace.
Proof. It is easy to see that∣∣∂V (z)∣∣2  ω2|z|2 − c,
where ω > 0 and c are positive constants depending on λ and µ. Hence
H−(V )Hos ⊕Hos − c,
where
Hos := −14∆+ω
2|z|2
acting in L2(R2). It is well known that Hos is the Hamiltonian of a two-dimensional quan-
tum harmonic oscillator and
σ(Hos) = σd(Hos) =
{
ω(n+m+ 1) ∣∣ n,m ∈ {0} ∪ N},
where each eigenvalue ω(n + m + 1) is simple. In particular, for all t > 0, e−tHos is trace
class on L2(R2). Therefore, via the min–max principle [9, Theorem XIII.1 and Problem 1,
p. 364], one can show that, for all t > 0, e−tH−(V ) is trace class and
tr e−tH−(V )  ect tr e−tHos .
It follows from (2.19) and a general theorem [8, Theorem X.18] that HI (V ) is infinitesi-
mally form-bounded with respect to H−(V ). Hence we haveH+(V ) (1 − ε)H−(V )− bε,
A. Arai, K. Hayashi / J. Math. Anal. Appl. 306 (2005) 440–461 461where ε ∈ (0,1) is arbitrary and bε > 0 is a constant. Therefore, by the min–max principle
again, e−tH+(V ) is trace class for all t > 0. It follows from these facts and Theorem 1.4(ii)
that e−tQ(V )2 is trace class for all t > 0. Hence, by applying a well-known formula on
Fredholm index (e.g., [10, Theorem 5.19]), we have
index
(
Q+(V )
)= tr[Γ e−tQ(V )2],
where Γ is defined by (3.4). By Theorems 1.1(ii), 1.2(ii) and (1.23), the left-hand side is
equal to dim kerQ+(V ) = dim kerQ(V ), while the right-hand side is equal to
tr e−tH+(V ) − tr e−tH−(V )
by Theorem 1.4(iii). Thus (6.1) follows. 
Remark 6.1. The right-hand side of (6.1) has a functional integral representation. But here
we do not go into the details. It will be discussed in a separate paper.
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