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ALGEBRAS OF LINEAR GROWTH AND THE DYNAMICAL
MORDELL–LANG CONJECTURE
DMITRI PIONTKOVSKI
Abstract. Ufnarovski remarked in 1990 that it is unknown whether any
finitely presented associative algebra of linear growth is automaton, that is,
whether the set of normal words in the algebra form a regular language. If
the algebra is graded, then the rationality of the Hilbert series of the alge-
bra follows from the affirmative answer to Ufnarovski’s question. Assuming
that the ground field has a positive characteristic, we show that the answer to
Ufnarovskii’s question is positive if and only if the basic field is an algebraic
extension of its prime subfield. Moreover, in the ”only if” part we show that
there exists a finitely presented graded algebra of linear growth with irrational
Hilbert series. In addition, over an arbitrary infinite basic field, the set of
Hilbert series of the quadratic algebras of linear growth with 5 generators is
infinite.
Our approach is based on a connection with the dynamical Mordell–Lang
conjecture. This conjecture describes the intersection of an orbit of an algebraic
variety endomorphism with a subvariety. We show that the positive answer
to Ufnarovski’s question implies some known cases of the dynamical Mordell–
Lang conjecture. In particular, the positive answer for a class of algebras
is equivalent to the Skolem–Mahler–Lech theorem which says that the set of
the zero elements of any linear recurrent sequence over a zero characteristic
field is the finite union of several arithmetic progressions. In particular, the
counter-examples to this theorem in the finite characteristic case give examples
of algebras with irrational Hilbert series.
1. Introduction
Let k be a field. We consider Z-graded associative k-algebras of the form A =
A0⊕A1⊕ . . . where A0 = k. All our algebras are assumed to be finitely generated
(in other words, affine), so that dimAn < ∞ for all n and the Hilbert function
hA : n 7→ dimAn is well-defined. This function is bounded (that is, there is C > 0
such that hA(n) < C for all n ≥ 0) if and only if the Gelfand–Kirillov dimension of
A is at most one. In this case we call A an algebra of linear growth.
Suppose that a graded algebra A is finitely presented. In 1978, Govorov had
proved that if the defining relations of A are monomials in generators, then the
Hilbert function hA(n) is a linear recurrence or, equivalently, the Hilbert series
HA(z) =
∑
n≥0 hA(n)z
n is a rational function. He had also conjectured that this
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holds for each finitely presented graded algebra. Whereas the conjecture had oc-
curred to be wrong in general (the first counter-examples were constructed by Uf-
narovski and Kobayashi, see [Ufnarovski, 1990]), for many classes of algebras the
conjecture is still open. In particular, we do not know whether there exists a Koszul
algebra or a Noetherian algebra with irrational Hilbert series.
Suppose that a graded algebra A has linear growth. Then the range of the func-
tion hA is finite, so the rationality of HA(z) means hA is eventually periodic. Since
affine algebras of linear growth are PI [Small, Stafford, Warfield, 1985], it follows
that hA is eventually periodic provided that A is either Noetherian or prime. If an
algebra of linear growth is Koszul [Polishchuk and Positselski, 2005] or satisfies the
condition FP 3 [Piontkovski, 2006] then hA is eventually periodic as well. It follows
that hA is eventually periodic if the algebra A of linear growth is either coherent,
or satisfies ACC for two-sided ideals, or is semiprime, see [Piontkovski, 2006].
Question 1.1 (Govorov conjecture for algebras of linear growth). Does each finitely
presented graded k-algebra of linear growth have rational Hilbert series?
Moreover, there is even a more general conjecture. Recall that a finitely gener-
ated algebra is called automaton if the set of its normal words (with respect to some
admissible ordering of monomials) forms a regular language or, equivalently, is de-
fined by a finite automaton (see [Ufnarovski, 1990]). Ufnarovski [Ufnarovski, 1990,
5.10] has referred the following question as opened: Is every finitely presented alge-
bra of linear growth automaton? He himself has noted that the affirmative answer
is much more plausible.
By a classical theorem on the regular languages [Chomsky, Schutzenberger, 1963],
the Hilbert series of an automaton algebra is a Taylor series expansion of a ratio-
nal function. Hence, the affirmative answer to the following case of Ufnarovski’s
question implies the affirmative answer to Govorov’s Question 1.1.
Question 1.2 (Ufnarovski question for graded algebras). Is each finitely pre-
sented graded k-algebra of linear growth automaton with respect to (some) degree-
lexicographical order on monomials?
We give a solution both of the above problems in the case of the field k of finite
characteristic.
Theorem 1.3. Suppose that the field k has a finite characteristic. Then the answer
to each of the above Questions 1.1 and 1.2 is affirmative if and only if k is an
algebraic extension of its prime subfield.
Note that the set of Hilbert series of finitely presented algebras for each fixed
list of degrees of the generators and the relations of the algebra is finite provided
that the basic field k is finite. It follows that for an algebra A of linear growth
with given quantity and the degrees of generators and relations over a finite field,
both the length of the period and the length of the initial non-periodic segment of
the Hilbert function hA can take only a finite number of values. The next theorem
shows that this result does not hold for algebras over infinite fields even in the class
of homogeneous quadratic algebras.
Theorem 1.4 (Theorem 5.4). Let g ≥ 5 be an integer. If the field k is infinite,
then for each d ≥ 1 there exists a g-generated quadratic k-algebra of linear growth
with periodic Hilbert function hA(n) such that the initial non-periodic segment of
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the sequence hA has length d. If, in addition, k contains all primitive roots of unity,
then the period T of the above Hilbert function can be arbitrary large.
It was shown by Anick that the set HQ(g,k) of Hilbert series of quadratic k–
algebras with g generators is infinite in the case g ≥ 7 [Anick, 1988, Example 7].
Moreover, it follows from results of Roos that the set HQ(6,k) is infinite provided
k has zero characteristic (since the Hilbert series of the quadratic duals S˜! and S! to
the 6-generated commutative algebras described in [Roos, 1993, Theorems 1 and 1’]
depend on a natural parameter α; for example, HS!(z)
−1 = 1 − 6z + 8z2 − zα+2).
Moreover, Iyudu and Shkarin [Iyudu and Shkarin, 2017, Example 3.1] have shown
very recently that the set HQ(3,k) is infinite provided that k contains the primitive
roots of unity of arbitrary high order. In addition, Theorem 1.4 shows that for
arbitrary infinite field k the set HQ(5,k) is infinite even if we restrict ourselves to
the case of algebras of linear growth.
Our approach is based on (a version of) the dynamical Mordell–Lang conjec-
ture [Ghioca and Tucker, 2009, Conjecture 1.7].
Conjecture 1.5 (The dynamical Mordell–Lang conjecture). Let V be a quasipro-
jective variety defined over a field k (of characteristic zero), let Φ : V → V be any
morphism, and let α ∈ V(k). Then for each subvariety Y ⊂ V, the intersection
Y (k) ∩ OΦ(α) is a union of at most finitely many orbits of the form OΦk(Φ
l(α)),
for some nonnegative integers k and l.
A particular case of this conjecture is the following classical theorem.
Theorem 1.6 (Skolem–Mahler–Lech). Let an =
∑d
j=1 an−j be a linear recurrent
sequence of elements of a field of zero characteristic, where n ≥ d. Then the set of
m such that am = 0 is the union of a finite set and a finite collection of arithmetic
progressions.
We refer to a set of nonnegative integers which is the union of a finite set and a
finite collection of arithmetic progressions as Skolem–Mahler–Lech set (or SML set
for short). In these terms, Conjecture 1.5 claims that the set {n ≥ 0|Φn(α) ∈ Y (k)}
is SML.
Bell has proved the dynamical Mordell–Lang conjecture for affine varieties over
arbitary field k of zero characteristic [Bell, 2006].
Theorem 1.7 (Bell’s generalized Skolem–Mahler–Lech theorem). Suppose that
chark = 0. Let V be an affine variety over k, let α be a point in X, and let Φ be
an automorphism of V. If Y is a subvariety of V, then the set {m ∈ Z|Φm ∈ Y } is
a finite union of a finite set and a finite union of two-sided arithmetic progressions.
We use this theorem to establish Ufnarovski conjecture for a class of algebras.
Namely, in Section 4 below we associate a quadratic algebra A = A(V, L,R, σ) of
linear growth to each quadruple (V, L,R, σ), where V is a finite-dimensional vec-
tor space, L and R are two its subspaces, and σ is a linear endomorphism of V .
We show that the Hilbert function hA(n) is periodic if and only if for each d ≥ 0
the set of natural m such that dim (R ∩ σnL) = d is SML (see Corollary 4.3). It
follows that the Govorov conjecture for our class of algebras is equivalent to the
dynamical Mordell–Lang conjecture for some class of affine varieties and automor-
phisms. Fortunately, these classes are covered by Bell’s theorem. Therefore, if the
field k has zero characteristic then the Govorov conjecture holds for all algebras
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A(V, L,R, σ). Moreover, we show that all such algebras over a filed of zero charac-
teristic are automaton, that is, the Ufnarovski problem also has affirmative answer
in this case. On the other hand, we see that for each linear recurrent sequence {an}
there exist an algebra of the form A = A(V, L,R, σ) such that its Hilbert function
rationally depends on the sequence {cn} where cn = 0 if an = 0 and cn = 1 other-
wise, see Section 5. This gives the examples mentioned in Theorem 1.4. Moreover,
the well-known counter-examples to the Skolem–Mahler–Lech theorem in positive
characteristic give the ”only if” part of Theorem 1.3.
Note that the above connection of graded algebras with linear recurrences give
re-formulation of classical results and problems about linear recurrences in the lan-
guage of graded algebras. In particular, the Skolem problem asks whether there
exists algorithm to determine in a finite number of steps if a given (rational) linear
recurrent sequence has a term an = 0. For the algebras A = A(V, L,R, σ) corre-
sponding to recurrent sequences as above, this problem is equivalent to either of the
following three questions: given an integer c, does there exist an algorithm deciding
whether there is n > 2 such that hn(A) = c? hn(A) 6= c? hn(A) > c?
Question 1.8 (Generalized Skolem problem). Does there exist an algorithm which,
given finite lists of generators and relations of a graded algebra A (say, over rational
numbers) and two constants c and n0, always decide whether there exists a positive
integer n ≥ n0 such that hA(n) > c?
Note that there is an integer recurrent sequence {an} such that there does not
exist an algorithm to decide, given the same datum, whether there exists n ≥ n0
such that hA(n) > an [Anick, 1985].
We can consider both Problems 1.1 and 1.2 as particular cases of a general version
of the dynamical Mordell–Lang conjecture. For example, suppose that the degrees
of the generators and relations a graded algebra A of linear growth are bounded
above by some integer D. Consider the category mod-A≤D of right graded A-
modules whose generators and relation have degrees at least 0 and at most D. Let
F be the truncation endofunctor of mod-A≤D sending M to M≥1[1]. For m > 0,
let Vm ⊂ Ob mod-A
≤D be the class of modules M such that dimM0 = m. In
these terms, Govorov’s Problem 1.1 has the following form close to the dynamical
Mordell–Lang Conjecture: Given a finitely presented graded algebra A of linear
growth and a positive integer m, is the set {n ≥ 0|Fn(A) ∈ Vm} SML?
Similarly, let X = U ∪ V ∪ W be the set of generators of an algebra A of
linear growth described in Proposition 2.1. For x ∈ X , denote δx = deg x. Let
Z ⊂ Ob mod-A≤D (where we assume δx ≤ D for all x ∈ X) be the class of
modules M such that there is a set of generators of M marked by the monomials
w = acnb with a ∈ U, b ∈ V, c ∈ W,n ≥ 0 such that for some number NM > 0
independent on w we have degw = da + db + ndc − NM ≤ D. We fix such a set
of generators for each M ∈ Z. For a ∈ U, b ∈ V, c ∈ W , let Yabc ⊂ Z consists
of the modules M defined by the following (algebraic) condition: if there exists
n such that da + db + ndc − NM = 0, then the generator w = ac
nb is not a
linear combination of less generators (in the sense of the ordering mentioned in
Proposition 2.1). Then Ufnarovski’s Problem 1.2 is equivalent to the following
question: Given a ∈ U, b ∈ V, c ∈ W , is the set {n ≥ 0|Fn(A) ∈ Yabc} SML?
The paper is organized as follows. In Section 2, we deal with general (non-
graded) affine algebras of linear growth. We recall the monomial bases for such
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algebras and give a criterion of automaton algebras in terms of this basis. Then we
show in Corollary 2.3 for an automaton algebra A there is a finite subset S ⊂ A
which generates A and a weight-lexicographical order on the monomials on S such
that for some subset Q ⊂ S × S × S (where S is the union of S and the singleton
of the empty word) the set of all normal words in A is
{acnb|n ≥ 0, (a, b, c) ∈ Q}.
In Section 3, we show that if the basic field k is an algebraic extension of its finite
subfield then any graded k-algebra of linear growth is automaton. This gives the
“if” part of Theorem 1.3. In the next Section 4 we introduce and study the algebras
A(V, L,R, σ). In the next Section 5 we clarify their connection with recurrent
sequences and consider the examples which give Theorem 1.4 and the “only if”
part of Theorem 1.3.
2. Monomial bases and automaton property
Let A be an algebra of linear growth generated by a finite set of homogeneous ele-
ments S. The following description of its normal words follows from [Belov, Borisenko, Latyshev, 1997,
Proposition 2.174b].
Proposition 2.1. Assume a degree-lexicographical order on the monomials on the
alphabet S. Then there are three finite sets U, V,W of words on the alphabet S such
that each normal word in A has the form
w = acnb, where a ∈ U, b ∈ V, c ∈ W,n ≥ 0.
Moreover, the sets U, V,W may be chosen in such a way that if the length of w is
sufficiently large then the word c is uniquely determined by the word w.
When a set described in Proposition 2.1 form a regular language?
Proposition 2.2. Suppose that each element of a language L over an alphabet S
has the form w = acnb where a ∈ U, b ∈ V, c ∈ W for some finite subsets U, V,W
of L. Then the language L is regular if and only if for each a ∈ U, b ∈ V, c ∈ W the
set
Na,b,c = {n ∈ Z+|ac
nb ∈ L}
is the union of a finite set and finitely many (one-sided) arithmetic progressions.
Proof. Suppose that the language L is regular. Since the intersection of two regular
languages is regular (see [Salomaa, 1981]), for each a ∈ U, b ∈W, c ∈ U the set
La,b,c = L ∩ {ac
nb|n ∈ Z+} = {ac
nb ∈ L|n ∈ Na,b,c}
is a regular language. Then its generating function
f(z) =
∑
w∈La,b,c
zlenw = zp
∑
n∈Na,b,c
zqn
is a rational function, where p = len a+len b and q = len c [Chomsky, Schutzenberger, 1963].
Hence the formal power series
g(z) =
1
1− z
− z−pf(z)
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is a rational function as well. Note that Na,b,c is the set of exponents n such that
the term zn is absent in the power series decomposition of g(z). By the Skolem–
Mahler–Lech theorem, this set is the union of a finite set and finitely many one-sided
arithmetic progressions.
Reversely, suppose that each set Na,b,c is the union of finitely many one-sided
arithmetic progressions of the form pk = {αk + tβk|t ≥ 0} (where singletons are
considered as arithmetic progressions with βk = 0). Then the language
Lk = {w = ac
nb|n ∈ pk} = {ac
αk+tβkb|t ≥ 0} = acαk(cβk)∗b
is regular. Since L is the finite union of languages of the form Lk we conclude that
L is regular as well. 
Corollary 2.3. Suppose that the algebra A is automaton. Then there is a finite
subset S ⊂ A which generates A and a weight-lexicographical order on the mono-
mials on S such that for some subset Q of S × S × S the set of normal words in A
is the set
{acnb|n ≥ 0, (a, b, c) ∈ Q}
where S is the union of S and the singleton of the empty word.
If the algebra A is graded and is automaton with respect to a degree-preserving
order on monomials, then the set S may be chosen to be homogeneous and the new
order on the monomials on S may be chosen to be degree-preserving.
Proof. Let S′ be a homogeneous set of generators of A with respect to which A is
automaton. Let L be the regular language on the alphabet S′ which consists of the
normal words of A. By Proposition 2.1, there are subsets U, V,W ∈ S′ such that
L = ∪a∈U,b∈V,c∈WLa,b,c,
where La,b,c = {ac
nb|n ∈ Na,b,c}.
Suppose that a set Na,b,c is infinite. By Proposition 2.2, it is a union of finite set
and a finite collection of arithmetic progressions of the form pk = {αk+nβk|n ≥ 0}.
Let q = q(a, b, c) be the least common multiple of all βks, and let c˜ = c˜(a, b, c)
denotes the monomial cq. Since each pk is the union of progressions with common
difference of q we conclude that there are finite sets U(a, b, c) and V (a, b, c) of
normal words such that
La,b,c = {a˜c˜
nb˜|a˜ ∈ U(a, b, c), b˜ ∈ V (a, b, c), c˜ = c˜(a, b, c), n ≥ 0} ∪ L0(a, b, c),
where L0(a, b, c) is a finite set. If for some a, b, c the sets U(a, b, c) and V (a, b, c)
are empty, then we put c˜ = 1 (the empty word) and L0(a, b, c) = L(a, b, c).
Let S˜ be the union of all the sets U(a, b, c) ∪ V (a, b, c) ∪ {c˜(a, b, c)} ∪ L0(a, b, c)
for all a ∈ U, b ∈ V, c ∈W . Then the set S = S˜ \ {1} is obviously a set of monomial
generators of A. In particular, we can assume that S′ ⊂ S.
The order ≤ on the monomials on S′ induces a partial order on the monomials
on its superset S. Let us extend this order up to a total order on the monomials on
S such that w > wS if w is a monomial on S
′ which is equal (in the free algebra on
S′) to a monomial wS on S. Note that if the original order was degree-preserving
then the extended order is degree-preserving as well if we put degwS = degw for
w,wS as above.
LetQ′ be the set of all triples (a˜(a, b, c), b˜(a, b, c), c˜(a, b, c)) ∈ S3 such that La,b,c is
infinite, and let L0 be a union of all finite sets L0(a, b, c
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S and the singleton of the empty word. Then the set L0∪{a˜c˜nb˜|n ≥ 0, (a˜, b˜, c˜) ∈ Q′}
is a monomial basis of A. This set has the desired form
{acnb|n ≥ 0, (a, b, c) ∈ Q}
for Q = Q′ ∪ (L0 × {1} × {1}), where 1 is the empty word.
Note that all these monomials are irreducible since the corresponding monomials
on S′ are irreducible. It follows that these monomials form the set of normal words
of A. 
3. The case of a field which is algebraic over Fp
In the next theorem we assume that the order on monomials is degree-preserving,
that is, for a graded algebra A we fix a homogeneous set S which generates the
algebra and an order on the monomials on S such that m < n =⇒ degm ≤ degn
for each monomials m and n on S.
Theorem 3.1. Suppose that the basic field k is an algebraic extension of a finite
field. Let A be a finitely presented graded k-algebra of linear growth. Then A is
automaton.
Proof. Let k be a finite subfield of k which contains all coefficients of the relations
of A as noncommutative polynomials on S. Since the Buchberger algorithm of
noncommutative Groebner basis requires linear operations with elements of k only,
it follows that all coefficients of the elements of the Groebner basis of the ideal of
relations of A belong to k as well. So, the associated monomial algebra Aˆ to A
coincides with the associated monomial algebra to an algebra defined by the same
generators and relations as A over a field k. Hence we can assume that k = k is a
finite field.
For n ≥ 0, let A≥n = An ⊕ An+1 ⊕ . . . be the (right) ideal generated by the
elements of degree ≥ n in A and let Mn = A≥n[n] be its degree shift, that is, a
graded right module with the components (Mn)t = An+t. Suppose that the homo-
geneous generators and the relations of A have degrees at most D and suppose that
dimAn ≥ C for all n ≥ 0. It is not hard to see (cf. [Piontkovski, 2006, Lemma 3.5])
that both each minimal set of homogeneous generators and each minimal set of ho-
mogeneous relations of the moduleMn are concentrated in degrees at least 0 and at
mostD. It follows from Proposition 2.1 that the right module An is generated by the
monomials of the form wta,b,c(n) = ac
t+t0b where for each a ∈ U, b ∈ V, c ∈ W the
number t0 is the minimal non-negative integer such that deg a+ t0deg c+deg d ≥ n
and 0 ≤ t ≤ D. In the module Mn, the degree of the element w
t
a,b,c(n) lies in the
interval [0, D′] where D′ is some constant that does not depend on n, a, b, c, t (say,
D′ = max{deg a˜+ (D + 1)deg c˜+ deg d˜|a˜ ∈ U, b˜ ∈ V, c˜ ∈ W}).
LetM be the set of all right graded A-modules with generators {wta,b,c|a ∈ U, b ∈
V, c ∈ W, t ∈ [0, D]} of degrees from the interval [0, D′] with relations of degree at
most D. Since we assume that the basic field k is finite, the set M is finite as
well. On the other hand, each Mn is isomorphic to some module M ∈ M via
the isomorphism induced by the map on generators wta,b,c(n) 7→ w
t
a,b,c. It follows
that there are two positive integers n and m such that there is an isomorphism
φ :Mn →Mn+m induced by the map on generators φ : wta,b,c(n) 7→ w
t
a,b,c(n+m).
Note that φ sends each word w = actb of degree at least n to some word φ(w) of
the same form act
′
b where degφ(w) = m+ degw. Because the order on the set of
8 DMITRI PIONTKOVSKI
words is the degree-lexicographical one, the ordering of the words of the form actb
(where a ∈ U, b ∈ V, c ∈ W and t > 0) having the same degree s is determined by
the triples (a, b, c) only and does not depend on t and s. Thus, for all s ≥ n the
map φ induces a one-to-one correspondence between the normal words of degree s
and the normal words of degree s+m. In particular, for each a ∈ U, b ∈ V, c ∈ W
and t such that s := deg a + tdeg c + deg b ≥ n we have t ∈ Na,b,c if and only if
t+m′ ∈ Na,b,c where m
′ = m/deg c is integer. Hence the set Na,b,c is the union of
a finite set and several arithmetic progressions with common difference of m′. 
4. A construction of an algebra by a dynamical system
Let V be anm-dimensional vector space with a basisX = {x1, . . . , xm}, let L and
R be two subspaces of V , and let σ be a linear operator on V . Let A = A(V, L,R, σ)
be the algebra generated by the set Y = X ∪{a, b, c} subject to the set of relations
XX ∪ Y a ∪ bY ∪ aL ∪Rb ∪ {xic− cσ(xi)|i = 1, . . . ,m}.
We see that A is a homogeneous quadratic algebra with g = m+ 3 generators and
s = m2 + 3m+ 5 + r + l relations, where r = dimR and l = dimL.
Theorem 4.1. For n ≥ 0, the graded component An+3 is the direct sum of the vec-
tor subspaces Un+3 = k({c
n+3, acn+2, cn+2b, acn+1b} ∪ cn+2X), Vn+3 = kc
n+1Xb,
Wn+3 = kaXc
n+1, and Tn+3 = kac
nXb. The dimensions of these vectors spaces
are m+ 4, m− r, m− dim σn+1L, and m− dim (R+ σnL), respectively.
Proof. It follows from the defining monomial relations XX,Y a, bY and {xic −
cσ(xi)|xi ∈ X} that the vector space An+3 is equal to Un+3+Wn+3+Vn+3+Tn+3.
Since A is graded by the degrees of each of the variables a, b, and c the sum is
direct. It follow now from the relations xic− cσ(xi) for xi ∈ X that each monomial
vck with v ∈ V is uniquely re-written modulo the relations of A as an element of
the vector space ckV as ckσk(v). So, the monomials listed in the definition of Un+3
form a basis of Un+3.
Now, let B be another algebra having the same generators as A and the same
relations as A but bY ∪ aL. From now, we consider all monomials as elements of
B. In the algebra B each monomial of the form avck (respectively, vckb and avckb)
with v ∈ V is uniquely re-written modulo the relations of B as an element of the
m-dimensional vector space ackV ⊂ B as ackσk(v) (respectively, as ckσk(v)b ∈
ckV b and ackσk(v)b ∈ ackV b). It follows that Vn+3 is the quotient space of the
analogous subspace cn+1V b ⊂ B by the subspace cn+1Rb so that dim Vn+3 =
dim cn+1V b − dim cn+1Rb = m − r. By the same manner, Wn+3 is the quotient
of the subspace acn+1V ⊂ B by aLcn+1 = acn+1σn+1L, so that dimW = m −
dim (σn+1L). Finally, Tn+3 is the quotient of the subset ac
nV b ⊂ B by the sum
of the subspaces aLcnb = acnσn(L)b and acnRb of the m-dimensional subspace
acnV b ⊂ B, so that dimTn+3 = m − dim (ac
nσn(L)b + acnRb) = m − dim (R +
σnL). 
Corollary 4.2. The Hilbert function hA(n) = dimAn is given by hA(0) = 1,
hA(1) = g, hA(2) = g
2 − s = 3m+ 4− r − l and
hA(n+ 3) = 4m+ 4− r − dim σ
n+2L− dim (R+ σnL)
for n ≥ 0.
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In particular, for n ≥ m we have
hA(n+ 3) = 4m+ 4− 2r − 2t+ cn,
where t = dim (σmL) and cn = dim (R ∩ σ
nL).
Recall that a set of non-negative integers is SML iff it is either finite or a union
of a finite collection of arithmetic progressions and a finite set.
Corollary 4.3. The algebra A = A(V, L,R, σ) has periodic Hilbert function if and
only if for each d ∈ [0, dimR] the set Nd = {n|n ≥ 0, dim (R ∩ σ
nL) = d} is SML.
Let t be the dimension of the vector space L′ = σm(L). Then the restriction
σL′ : L
′ → V is an inclusion. Let σ′ be any extension of σL′ up to a linear
endomorphism of V .
Let V be the affine space kmt ∼= V ⊗t. Obviously, σ′ naturally induces a linear
automorphism Φ = σ′
t
of V . Let us consider each element v ∈ V as a collection of
t vectors v1, . . . , vt ∈ V . For each h ≥ 0 consider the affine variety Yh ⊂ V defined
by the condition dim (R + k{v1, . . . , vt}) ≤ h. Let w1, . . . , wt be a basis of L
′ and
let α ∈ V be the corresponding affine point. Then Corollary 4.3 gives the next
Corollary 4.4. The algebra A = A(V, L,R, σ) has periodic Hilbert function if and
only if for each h ∈ [0, r + t] the dynamical Mordell–Lang conjecture holds for the
morphism Φ, the subvariety Yh ⊂ V, and the initial point α.
According to Bell’s Theorem 1.7, Corollary 4.4 implies that the algebraA(V, L,R, σ)
has periodic Hilbert function provided that chark = 0. Now we use Bell’s theorem
to establish the Ufnarovski conjecture for A(V, L,R, σ).
Theorem 4.5. Let us introduce the degree-lexicographical monomial order with
x1 > · · · > xm > c > b > a.
If the field k has zero characteristic, then each algebra of the form A =
A(V, L,R, σ) is automaton.
Proof. In the notation of Theorem 4.1, the subset of normal words in each An+3
(where we assume n > m) consists of four parts which are subsets of Un+3, Vn+3,
Wn+3, and Tn+3, respectively. Let Li be the union of the i-th parts for all n > m,
where i = 1, 2, 3, 4. We will prove the theorem if we show that each language Li
is regular. It is sufficient to show that each Li satisfies the conditions of Proposi-
tion 2.2.
We have L1 = {c
n+3, acn+2, cn+2b, acn+1b, cn+2xi|n ≥ 3, i = 1, . . . ,m}. Ob-
viously, L1 is a regular language. Next, let X
′ = xi1 , . . . , xim−r be the set of
normal words in V modulo R (that is, we assume that xik+1 does not belong to
R + k{xi1 , . . . , xik} for each k = 1, . . . ,m − r). Then L2 = c
n+1X ′b is regular as
well.
Let V , φ, α be as in Corollary 4.4. For each subset Z ⊂ {x1, . . . , xm}, let us
define the subsets P (Z), Q(Z) ⊂ X by the following conditions on v ∈ V : ’Z
is linearly dependent modulo k{v1, . . . , vt}’ and ’Z is linearly dependent modulo
R+k{v1, . . . , vt}’, respectively. Obviously, the both conditions are algebraic, so that
the both P (Z) andQ(Z) are affine varieties. By the same arguments as above, Bell’s
Theorem 1.7 implies that for each Z the sets NP (Z) = {n ≥ m|Φ
n−m+1α ∈ P (Z)}
and NQ(Z) = {n ≥ m|Φ
n−mα ∈ Q(Z)} are SML.
On the other hand, the subset consisting of the words of length n+3 in the lan-
guage L3 (respectively, L4) consists of the maximal words of the form ac
n+1X (resp.,
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Tn+3 = ac
nXb) which are irreducible with respect to acn+1L′n (resp., ac
n(L′n+R)b),
where L′n = σ
n+1L = σ′n+1−mL′n. So, this set has the form ac
n+1H (resp., acnHb)
where H is the complement in X to the set of the leading monomials of the vector
subspace L′ ⊂ V (resp., L′n + R ⊂ V ). This means that H is the maximal subset
of X satisfying the following property: if H = {xi1 , . . . , xik} with i1 > · · · > ik and
xt /∈ H , then the set Zt = xt ∪ (H ∩ {xt+1, . . . , xn}) is linearly dependent modulo
L′n (respectively, modulo L
′
n +R), while H itself is independent modulo L
′
n (resp.,
L′n +R).
We see that for an arbitrary subset H ⊂ X the set acn+1H (resp., acnHb) form
the n+3-th graded component of L3 (resp., of L4) if and only if n ∈ NP (Zt) (resp.,
n ∈ NQ(Zt)) for all xt ∈ X \ H and n /∈ NP (H) (resp., NQ(H)). It follows that
the language L3 (respectively, L4) consists of the words of the form ac
n+1xi (resp.,
acnxib) where for each i = 1, . . . ,m the set of possible n runs some SML set. Thus,
Proposition 2.2 shows that the both languages L3 and L4 are regular. 
5. Examples and counter-examples
Our main class of examples is given by the following two particular cases of
Theorem 4.1.
Corollary 5.1 (Algebra by a linear recurrence). Suppose that a sequence {an}n≥0
of elements of k is given by a linear recurrence of some order d. Then there exists
a k-algebra A with g = d+3 generators and s = d2+4d+5 quadratic homogeneous
relations such that for each n ≥ 0 we have
hA(n+ 3) =
{
2d+ 5, an = 0,
2d+ 4, an 6= 0.
Proof. Let an =
∑d
i=1 γian−i be the recurrent relation for an. Denote vn =
(an, . . . , an+d−1)
T ∈ kd. Then vn+1 =Mvn for n ≥ 0, where the d× d matrix
M =


0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
0 0 0 . . . 1
γd . . . γ1


is invertible.
Put V = kd, L = kv0, and R = {(0, x2, . . . , xd)
T |x2, . . . , xd ∈ k}. Let σ be the
automorphism of V defined by the matrix M , and let A be the algebra defined by
these data by Theorem 4.1. In the notations of Theorem 4.1 and Corollary 4.2,
we have m = d, r = d − 1, l = t = 1. Moreover, we have an = 0 iff σ
n(L) ⊂ R.
So, cn = 1 if an = 0 and cn = 0 if an 6= 0. By Corollary 4.2, we conclude that
hA(n+ 3) = 2d+ 4 + cn for all n ≥ 0. 
Note that for any two subspaces R of codimension 1 and L of dimension 1 in a
finite-dimensional vector space V and any automorphism σ of V there is a linear
recurrence {an} such that an = 0 iff σ
n(L) ⊂ R. A nice construction of such a linear
recurrence is given in [Bell, 2006, Section 2]. Let V = km, and let M be the matrix
of σ. Then for each u, v ∈ V the sequence an = u
TMnv is linear recurrent since, by
a well-known theorem of Shu¨tzenberger, its generating function g(z) =
∑
n≥0 anz
n
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is rational. On the other hand, if we take nonzero vectors u, v such that v ∈ L and
(u, r) = 0 for each r ∈ R then an = 0 iff σ
n(v) ∈ R.
Note that the order d of the linear recurrence {an} is at most m, the degree of
the denominator det(I − zM) of the rational expression for g(z).
So, we get the following more general version of Corollary 5.1.
Proposition 5.2 (Linear recurrence by an algebra). Suppose that R is a subspace
of codimension one and L is a subspace of dimension one in an m-dimensional
vector space V , and σ is a linear automorphism of V . Then for A = A(V, L,R, σ)
we have hA(n + 3) = 2m+ 4 + cn, where cn is either 1 or 0 according to whether
σ(L) ⊂ R or not. So, cn = 1 if and only if an = 0 where {an} is the linear recurrent
sequence of order at most m described above.
The next examples are particular cases of Proposition 5.2. We note that the
direct application of Corollary 5.1 usually leads to a less elegant set of relations of
the algebra A than the application of Proposition 5.2.
Proposition 5.3 (Fermat algebras). For any two parameters α, β ∈ k× consider
the algebra A = Aα,β generated by the 6-element set Y = {a, b, c, x, y, z} subject to
the 26-element set of relations
S = bY ∪Y a∪{x, y, z}2∪{a(x+y−z), (x−y)b, (x−z)b, xc−αcx, yb−βcy, zc−cz}.
Then
hA(n+ 3) =
{
11, αn + βn = 1,
10, αn + βn 6= 1,
for each n ≥ 0. In particular, the Fermat equation αn + βn = 1 has no nonzero
solution in the field k for each n ≥ 3 if and only if for each A = Aα,β we have
hA(i) = 10 for all i ≥ 6.
Proof. Let m = 3 and X = {x, y, z}. Let L = k(x + y + z), R = k(x − y, x + z),
and let σ be the automorphism of V sending x to αx, y to βy, and z to itself. Then
Aα,β = A(V, L,R, σ). Note that we have σ
n(x + y + z) = αnx + βny + z, so that
σn(L) ⊂ R iff αn + βn = 1. Then the proposition follows from Corollary 4.2. 
Up to a linear change of variables, the algebra Aα,β coincides with the algebra
from Corollary 5.1 with the linear recurrence an = α
n + βn − 1. Note that the
recurrent relation is an = α
−1β−1 ((α+ β + αβ)an−1 − (α + β + 1)an−2 + an−3).
The next theorem shows that if k contains the algebraic closure of Q or at least
all cyclotomic fields then the both period and the the initial non-periodic segment
of the Hilbert function of a quadratic k-algebra with fixed number of generators
could be arbitrary large.
Theorem 5.4. (a) If the field k is infinite, then for each g ≥ 5 and each d ≥ 1
there exists a g-generated quadratic k-algebra of linear growth with periodic Hilbert
function hA(n) such that the initial non-periodic segment of the sequence hA has
length d.
(b) If, in addition, k contains all primitive roots of unity, then for each g ≥ 5,
d ≥ 5 and T ≥ 1 such that T does not divide d − 4 there exists a g-generated
quadratic k-algebra of linear growth those Hilbert function has period exactly T and
the length of the initial non-periodic segment d.
The next lemma is a particular case of Proposition 5.2.
12 DMITRI PIONTKOVSKI
Lemma 5.5 (Arbitrary long non-periodic segment and period). Suppose that the
field k is infinite. Let α ∈ k× be an element of order ω ∈ Z∪{∞}. Let V = k2, let
σ be defined by the matrix
(
α 0
0 1
)
, and let R and L be one-dimensional vector
spaces generated by the vectors (1,−αρ)T and (1, 1)T , where ρ > 0. Then the
algebra A = A(V,R, L, σ) has 5 generators, 17 relations, and the Hilbert function
hA(n+ 3) =
{
9, n = ρ or ω|n,
8, otherwise
(where n ≥ 0).
Proof of Theorem 5.4. Let ρ = d − 4. Since the field k is infinite, for each d ≥ 5
there exists an element α ∈ k× of order ω such that ω 6 |ρ (for example, one can
take any element of order ω > ρ). Let A be the algebra from Lemma 5.5. Then
the sequence hA has period either ω (if ω < ∞) or 1 (if ω = ∞) and the length
of the initial non-periodic segment exactly d. If, in addition, the field k× contains
all primitive roots of unity, one can assume here that ω = T . Then the algebra A
satisfies the conditions of Theorem 5.4 with g = 5.
Suppose that g ≥ 6. For t ≥ 1, let Bt =
⊕
t k[x] be the direct sum with
common unit of t copies of the one-variable polynomial algebra. Then the algebra
C = A⊕Bg−5 satisfies all the conditions of Theorem 5.4 with the Hilbert function
hC(n) = hA(n) + g − 5. 
Remark 5.6. If T divides d − 4, then the algebra from the conclusion of Theo-
rem 5.4b exists for each g ≥ 7 provided that the field k contains an element β of
infinite order.
Indeed, let A1 = A(V1, R1, L1, σ1) be the algebra from Lemma 5.5 with ρ = d−4
and α = β and A2 = A(V2, R2, L2, σ2) be the algebra from Lemma 5.5 with ρ = d−4
and some α of order T . Let V = V1 ⊕ V2, R = R1 ⊕R2, L = L1 ⊕L2, σ = σ1 ⊕ σ2,
and A = A(V,R, L, σ). It follows now from Corollary 4.2 that hA(n+ 3) = 16 + cn
for all n ≥ 0, where cn = dim (R∩σ
nL) = dim (R1∩σ
n
1L1)+dim (R2∩σ
n
2L2), that
is,
cn =


2, n = 0 or n = d− 4,
1, T |n and n 6= 0, d− 4,
0, otherwise.
We see that the Hilbert function of the g-generated algebra C = A⊕Bg−7 has the
form hC(n+ 3) = 16 + (g − 7) + cn, so that C is as required.
The first and the simplest example of a recurrent sequence with non-periodic
set of zeroes has been constructed by Lech [Lech, 1953]. If the field k has char-
acteristic zero and x ∈ k is transcendental over a prime subfield then the se-
quence an = (x + 1)
n − xn − 1 satisfies an = 0 iff n = p
m with m ≥ 0. Derk-
sen [Derksen, 2007] considered a more general class of examples. The next example
of an algebra with non-periodic Hilbert function corresponds to Lech’s linear recur-
rence by Proposition 5.2.
Proposition 5.7 (A non-periodic Hilbert function). Suppose that the field k is a
transcendental extension of a prime finite field Fp, and let x ∈ k be a transcendental
element over Fp. Let V = k
3, let σ be defined by the matrix

 x+ 1 0 00 x 0
0 0 1

,
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and let L and R be the spans of (1, 1, 1)T and {(1, 1, 0)T , (1, 0, 1)T}, respectively.
Then the 6-generated algebra A = A(V,R, L, σ) has non-periodic Hilbert function
hA(n+ 3) =
{
11, n = pm for some m ≥ 0,
10, otherwise
(where n ≥ 0).
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