Segmentation and classification of objects in images is one of the most important and yet one of the most complex problems in computer vision. In this work we propose a new model for natural image object classification using contextual information at the level of image segments. Context modeling is largely independent of appearance-based classification and proposed model enables simple upgrade of existing systems with information from global and/or local context. Context modeling is based on non-parametric use of appearance-based classification results which is a novel approach compared to previous systems that model context on a limited number of rules expressed with a fixed set of parameters. Model implementation resulted in a system that, in our simulations, showed stable improvement of the appearance-based object classification.
Introduction
Object classification in natural images is generally a very complex problem due to variations in object appearance when viewed from various perspectives, changes in scene illumination and typically a large number of partially occluded objects in a scene. Common approaches to object classification rely heavily on the visual characteristics that can be associated with the objects that need to be classified, but the object appearance alone is usually not enough to recognize it reliably and unambiguously. To aid this, contextual information can be used in order to improve recognition. Papadopoulos et al. in [19] explained image context as:
"Image context includes all possible information sources that can contribute to the understanding of the image content, complementarily to the use of the visual features. "
Studies of human vision showed that context is used on different levels of image understanding and that it is possible to distinguish between several kinds of contextual interactions: semantical (related objects usually appear together in the same image, for example keyboard and a computer mouse), spatial (keyboard is usually in front of the computer screen) and orientational (chair in front of the computer is usually facing the computer screen) (subset of relations presented in [4] ). From the perspective of computer vision it is possible to connect different types of tasks such as image classification, image segmentation, detection, localization and recognition of objects with the use of different types of context. There are multiple ways in which one could divide different types of context. One can differentiate between local and global context or between levels of context in relation to the levels in the hierarchy of the image (e.g. scene [3] , objects [13] , regions [27] , object features [28] and pixels [21] ). It is also possible to differentiate between sources of contextual information or the nature of objects in a scene [29] . Generally, in analogy with human vision, contextual information can improve the speed and robustness of algorithms that are based on the analysis of object appearance. That is most evident in cases where the object appearance is compromised with low image quality or the complexity of the scene (occlusions, shadows, bad lighting) where human vision copes much better [4] . A taxonomy of sources of contextual information used in image processing and understanding is given in [6] , while a critical survey of context-based natural image parsing is given in [20] .
The proposed model introduces several novelties compared to the previous models used for context-based object classification. The first novelty is the use of non-parametric methods for the inclusion of local contextual information with the necessary appearance-based object classification. Non-parametric approach is already partially explored in [24] , but the described model of the basic classifier (k-Nearest Neighbors) did not give good results on a smaller image dataset (Stanford Background Dataset) and it used Markov random field for the inclusion of local context. The second novelty is the use of the results of feature-based segment classification as direct features that represent the local context followed by use of unsupervised learning (k-modes algorithm [14] ) for approximation of the class probability. To our knowledge, this approach has not been used in any other previous work.
The following sections are structured as follows: in the second section we present our non-parametric context-based model for object classification, and give information about image segmentation methods, image features, local context and global context that we used in its implementation. In the third section we validate the presented model, and in the fifth and final section we give conclusions and discuss future work.
Proposed model
In the scope of this paper we entitled our proposed model for non-parametric context-based object classification in images Non-parametric Appearance and Context Classification (NACC). In NACC's first step, appearance-based object classification is performed, and in its second step contextual information about the image regions is added to the results of the first step. On the highest level, NACC can be represented as a Bayesian network, i.e. as a graphical probability model (shown in Figure 1 ) that shows dependencies between random variables that represent the following: C denotes the real class of the object, L denotes the local context of the object, X denotes the features related to the object appearance and G denotes the global context. Random variables are represented by nodes and connected by directed edges that describe the conditional dependency between the two variables. The NACC model is constructed to classify a relatively small part of the image that represents the object or a part of the object in the image, and belongs to one of the predefined classes. Dependences between random variables are based on the following observations: _ Edge C → X represents the conditional probability P(X|C) that shows our expectations about the appearance of the object in the image, given the object class.
_ Edge L → C represents the conditional probability P(C|L) that shows our expectations about the object class, given the local context of the object.
_ Edge G → L represents the conditional probability P(L|G) that shows our expectations about the local context of the object, given the global context of the image.
_ Edge G → C represents the conditional probability P(C|G) that shows our expectations about the class of the object, given the global context of the image.
_ Edge G → X represents the conditional probability P(X|G) that shows our expectations about the appearance of the object, given the global context of the image. This dependency describes how illumination, distance or type of the scene can affect the features related to the object appearance. For example, the way that the sky looks depends on the time of the day, weather conditions or the sun position in relation to the camera. Equation (1) is the base of the classification of image objects (or parts of the image objects). The object is classified according to the maximum probability of class given the object's global context, local context and appearance. The equations (2)- (4) represent the product of all conditional probabilities that result from the Bayesian network, and they show how the final probability for the class of the object is acquired. Equation (5) represents the normalizing factor that does not depend upon the class of the object, and since it is the same for all classes we omit it from further calculations.
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Overview of the NACC model
Conditional probabilities P(C|G, L), P(C|G, X)
and P(C|G) should be modeled in order for a NACC model to be implemented. These probabilities can be learned by machine learning methods on a set of images. In practice, however, it is often the case that we cannot approximate these probabilities with the desired accuracy on the account that we do not have enough data (i.e. labelled images) on which to learn these probabilities. Therefore, a model that is simpler should be considered, and a simpler model was indeed used while testing our system on a set of training images. Our simpler model did not take into the account the global context of the image, but rather assumed that the global context is the same for all of the images and few global features were included in appearance base classification (absolute position of segment). The reason for this simplification is that it is not simple to describe and to determine the types and the number of types of the global context, and neither is it simple to distinguish and reliably classify an image into one of these types on the basis of some of the image features. To fit this simpler model, we transformed the equations (3)- (5) into the equations (6)- (8):
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. (10) (8) where P(C) represents the frequency with which the class appears in the training set, and is calculated for each of the classes as shown in equation (9):
where a is the number of pixels or segments that belong to class c, while b is the total number of pixels or segments.
Since the equation (7) is based on the approximations of the distributions P(C|L), P(C|X) and P(C), it would be useful to add to the model certain parameters that can be used to regulate representations of certain distributions in the final distribution P(C|L, X). Since we are only interested in a class that maximizes equation (7), monotony of the logarithmic function can be used and the equation can be represented in the form of equation (10):
In the equation (10), a 1 = P(C|L), a 2 = P(C|X), a 3 = P(C), and α and β are parameters that can alleviate or emphasize the approximated distributions in regards to the distribution P(C) whose weight parameter is normalized to 1. This equation sums up the model implemented in this work. α and β parameters were determined during model validation by cross-validation and our results were obtained for α =30 and β =0.4.
Image segmentation
Image segmentation is one of the essential steps in image processing. It is a process that divides the image into smaller parts according to some given logic. For example, the image can be divided into segments of uniform color and/or texture, or into segments that represent objects in the image. In practice, it is often preferred to first segment the image into segments of approximately equal sizes, where each segment would have approximately equal pixel features, and then combine these segments into objects.
In the proposed model, image segmentation methods we used were uniform grid segmentation and superpixel-based segmentation.
Uniform grid segmentation divides the image into segments that are equally spaced and that are of uniform size, i.e. it divides the image into blocks of predefined size. If the size of these segments is too large, segments can encapsulate pixels that belong to different classes and the resulting segmentation will not be very accurate. If, however, the size of these segments is the size of just one pixel, computations take longer to complete and the program becomes slow. So the size of these segments should be optimally determined. In the proposed model, we used uniform grid segmentation to segment the images into 32x32 segments whose size depends upon image resolution. This allowed us to have approximately 1000 samples per image. Since the average size of the images in the used image database was 320x280 pixels, the size of our uniform segments was around 10x8 pixels. We also experimented with different sizes of the segments (16x16 and 64x64), but we did not notice a significant change in the classification results.
Superpixel-based segmentation divides the image into segments of irregular shape, size and position in the image, but on the other hand these segments encapsulate pixels with similar image features (e.g. color or texture), and can contain partial information about the shape of the object. By unifying superpixels one can get the precise segmentation of the entire object. A method that we used for superpixel-based segmentation is Simple Linear Iterative Clustering (SLIC) [1] , but in our proposed model this algorithm is completely independent of the rest of the model and implementation and it can easily be replaced by another algorithm that can perform accurate object segmentation.
In the proposed model, the entire learning process and appearance-based and local context-based classification is conducted on segments obtained by uniform grid segmentation of the image. Superpixel-based segmentation is used in the later stage where it is superimposed on the uniform grid segmentation. Every superpixel is assigned with a class label by using a method of majority voting by pixels inside the superpixel or by using naive Bayes classifier at the pixel level, as shown in equation (11), where PSP(C) is the probability of the class of the superpixel SP, and P i (C) is the probability of the class of the pixel i that belongs to the superpixel SP:
Appearance-based object classification
For appearance-based object classification, we used SAMME Boost algorithm [30] that uses decision trees as a basic classifier. SAMME Boost algorithm is a direct generalization of the basic AdaBoost algorithm [11] from two to multiple classes. Results from individual weak classifiers are distributions P(C|X) contained in decision tree leaves. These results are combined as weighted average using weights of each weak classifier obtained by the SAMME Boost algorithm.
Boosted decision trees gave us better classification performance when combined with the local context of the object than other methods (e.g. k-Nearest Neighbors and logistic regression) so we conclude that P(C|X) is approximated better with boosted decision trees. In the implemented model, decision trees have the ability to automatically select features that are to be used in appearance-based object classification, while boosted decision trees also add weights for all of the selected features. To make it possible for decision trees to select features, it is necessary to define and compute a set of features from which our decision trees can select features that they deem best for the object classification. Since the goal of our research was to show how context impacts object classification, we used the simplest appearance-based features that can relatively accurately determine P(C|X). However, our model still leaves a great deal of freedom in the selection of appearance-based algorithms and features that can be used in object classification.
We used the following features for each segment: average values of RGB color components (calculated on the pixels in a segment), standard deviation of RGB color components (calculated on the pixels in a segment), histogram of pixel orientations and a feature that keeps the information about the orientations magnitude before the normalization (as suggested in [7] ), maximum responses to MR8 filter set [26] , normalized absolute vertical coordinate of uniform segment and normalized horizontal distance from the image center. The last two features can also represent a part of the global context because they do not depend on the segment appearance. Other color models were tested in our model instead of RGB, but we obtained no improvement in our results. We believe this is because our model is complex enough so that it can successfully use simpler features.
Local context-based object classification
In the proposed model we made two assumptions:
1 it is possible to describe a local context of the image segment based solely on the classification of the adjacent segments, and 2 it is possible to non-parametrically learn to approximate the probability of a class given the local context P(C|L).
The first assumption can be achieved by using uni-form grid segmentation which allows us to simply determine local spatial and semantic model by taking into the account the segments in the immediate neighborhood of the segment that we are classifying. Figure 3 shows the ideal and approximated local context of the segment. In the scope of this work, we used the approximated local context since it was simpler to implement. The size of the local context is important since it has to be big enough to describe the statistically probable shape of the object (e.g. a tendency that buildings have straight edges that separate them from the other objects in the image), and small enough to not degrade the performance of the system, since the impact of the neighborhood decreases with the distance. Local context samples that we obtain by appearance-based segment classification are represented as a vector of discrete labels (encoded as integers) that correspond to the class labels of the adjacent segments. We do not incorporate into the sample the class label of the central segment, but we rather use it as a label of the sample. Our approach is similar but simpler then [25] where class probabilities were used as features.
To accomplish the things stated in the second assumption, we need to show that we can learn to approximate distribution P(C|L) from the local context samples. (An example of a distribution of the central segment class probability P(C|L) is given in Figure  4 .). Since the smaller differences between features of samples do not impact the distribution P(C|L), our model allows for typical local context prototypes to be created. For this we use k-modes algorithm [14] .
K-modes algorithm creates centroids that represent prototypes of the local contexts, so that the new samples can be classified according to the most similar prototype. When we determine the prototypes, we can calculate P(C = c|L) for each prototype by calculating the frequency with which the number of samples that belongs to a certain centroid and whose central segment class is equal to c appears in the total number of samples that belong to that centroid. An exact number of prototypes cannot be determined analytically in advance, but it can be assumed that each class will have a limited number of local contexts in which it appears in a training set. Training set is limited and a large number of prototypes should not be used since then the prototypes would be represented by a number of samples that is too small to later accurately approximate P(C|L). In practice, we can determine the optimal number of prototypes by using cross-validation.
Global context
The proposed model assumes that it is possible to describe and differentiate between different global image contexts, and that it is possible to approximate the distributions for each image class. Global image context can be described in many ways, for example as image gist [18] , by a "bag of features" used for content-based image classification [22] , through semantical features of a scene [18] or through features obtained on the level of image regions [9] . Images in the training set can then be divided into classes by unsupervised learning, and distributions P(C|L, G), P(C|X, G) and P(C|G) can be approximated for each image class. Alternatively, it is possible to describe Example of a distribution of the central segment class probability P(C|L) the global semantic context using basic appearance-based segment classification, and then create normalized histograms that represent the distribution of classes in the images.
Model validation
We validated our proposed model on two image datasets: Stanford Background Dataset (SBD) [12] and FESB Mediterranian Landscape Image Dataset (FESB MLID) [10] . While validating our model on SBD dataset we used five-fold cross validation as in [12] , [24] and [23] , so that our results can be more comparable with the results of other researchers so that we can compare our classification results to theirs.
As a metric for the success of a given system we took a standard metric defined in previous works that dealt with similar problems and on similar datasets. The metric is expressed as a percentage of accurately classified pixels on all of the images used in testing and validation phase, and we will refer to it as classification accuracy. This metric excludes all the pixels that are not labeled (i.e. that are typically labeled 0). The final expression is given in equation (12) (12) where b 1 = real_class(p).
The systems compared were: [12] , [24] , [17] , [23] and [8] , and comparison for part of them can be found in [24] . Same as in our work, all of these systems were tested with the same protocol (5-fold cross-validation) on SBD image dataset. The performance of our model, when using only the basic detection method (boosted decision trees over uniform image segments), i.e. no context information, was 67.0% on SBD dataset. However, if we added context information, the performance of our system increased to 73.6%. Although our model did not perform as well as other systems because we used relatively simple features for appearance-based object classification, the increase in classification accuracy that happened after context was added to the model was the highest in our model. Figure 3 shows clasification results on one of the images from SBD dataset, while Tables 3, 1, 2 and 3 represent classification results obtained by our model on the SBD dataset. From these tables, we can point Table 1 Confusion matrix for the appearancebased uniform segment classification on the SBD dataset out the mountains class that is certainly the most difficult to classify since it has fuzzy appearance but clear semantical meaning. This class is also weakly represented in the data set so it's often confused with buildings, trees or sky. Adding contextual information can sometimes correct errors of appearance-based classification. FESB MLID dataset is the subset of images obtained mostly from different wildfire surveillance cameras positioned in Dalmatia and Istria through the Croatian iForestFire (Intelligent Forest Fire Monitoring System) project, but it also containes images from [5] and [15] . At the time of writing of this article, the FESB MLID dataset is unpublished and not entirely completed and at the present time encompasses 300 images for the training stage, and 71 image for the testing stage of the image processing algorithms that use it. The dataset is labeled and encompasses 11 classes defined in [16] : smoke, clouds and fog, sun and light effects, sky, sea, distant landscape, rock, distant vegetation, close vegetation, low vegetation and agricultural areas, and buildings and artificial objects. Unknown parts of the images are labeled as zero. Figure 5 shows classification results on one of the images from FESB MLID dataset. Tables 6, 7, 9 and Our model as presented in this paper 6.6%
Figure 6
First row: original image from the FESB MLID dataset, hand-labeled segmentation and classification, classification results obtained by NACC. Second row: appearance-based classification, context-based classification, combined appearance-based and context-based classification over uniform segments. This image was classified with 94% accuracy effects, sea and distant landscape, etc.). Table 4 shows the comparison between the previous work and the proposed model based on the results reported in referenced works. Since approaches and baselines in other works are very different, it can be difficult to separate appearance from context so the improvements shown in Table 4 are not directly comparable. However, we can see that even the simple inclusion of context, as in our model, can lead to comparable improvement of classification results. 
