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Abstract
This paper gives an approach of a unilateral obstacle problem on the boundary by a family of limit problems
of Neumann type.
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1. Introduction
Let  be a bounded domain of Rn, with smooth boundary =9 and f in H−1(). We consider
the variational inequality problem
(P)


Find u∈K; s:t:∫

∇u∇(v− u) +
∫

u(v− u) + 〈f; v− u〉¿ 0; ∀v∈K;
where
K = {v∈H 1() : v¿ 0 on }:
This problem admits a unique solution u (see [5]) which veri@es the partial diAerential equation
−Bu+ u= f in :
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In this paper, we are interested in the resolution of the approximated problem (P) of (P) obtained
by penalization
(P)


Find u∈H 1(); s:t:
a(u; (v− u)) + 〈f; v− u〉+ 1
∫

v− − u− ¿ 0; ∀v∈H 1();
where  is real nonnegative and supposed to tend to 0.
We prove that (P) is equivalent to the Neumann problem
−Bu + u = f in ;
9u
9n = g on ;
where g is an element of L2() which depends of f and .
Finally, we give a suitable algorithm to compute g.
2. Position of problem
We designate by a(:; :) the inner product of H 1() de@ned by
a(u; v) =
∫

∇u∇v+
∫

uv:
For (¿ 0), we designate by ’ the convex and continuous functional, de@ned on H 1() by
’(v) =
1

∫

v−; v∈H 1();
where v− =max(0;−v|).
We consider the following problem:
(P)
{
Find u∈H 1(); s:t:
a(u; (v− u)) + 〈f; v− u〉+ ’(v)− ’(u)¿ 0; ∀v∈H 1():
(1)
(P) is the penalized problem of
(P)


Find u∈K; s:t:∫

∇u∇(v− u) +
∫

u(v− u) + 〈f; v− u〉¿ 0; ∀v∈K; (2)
where
K = {v∈H 1() : v¿ 0 on }:
When  tends to 0, we know that u converges strongly to u in H 1() (see [4]).
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Proposition 1. (P) is equivalent to the problem
(E)


Find (u; )∈H 1()× L2(); s:t:
a(u; v) + 〈; v〉+ 〈f; v〉= 0; ∀v∈H 1();
 ∈ 9’(u);
(3)
where 9’(u) is the sub-di3erential of ’ at u.
Proof. We show that if (u; ) is the solution of (E) then u is the solution of (P).
Let ¿ 0 and (u; ) solution of (E).
We have
(u; )∈H 1()× L2() and  ∈ 9’(u):
Thus by using the de@nition of sub-diAerential, we have
’(u)− ’(v)6 〈; u − v〉; ∀v∈H 1(): (4)
According to (3) and (4) we obtain
a(u; v− u) + ’(u)− ’(v) + 〈f; v− u〉6 0:
Consequently u is the solution of problem (P).
Conclusion 1. If (u; ) is the solution of (E) then (u) is the solution of (P).
Conversely, assume u is the solution of (P) then we show that (u; ) is the solution of (E)
such that  ∈ 9’(u).
We put v= u ± !; !∈H 1(), and we replace this in (1). Then we have
a(u; !) + (f;!)¿− ‖!‖L2();
and
a(u; !) + (f;!)6 ‖!‖L2():
Hence
|a(u; !) + (f;!)|6 ‖!‖L2(): (5)
On the other hand, let A be the linear form de@ned by
A: H 1=2()→ R;
g→ a(u; !) + (f;!);
where != = g.
Now, we verify that A is an application.
Let !1; !2 ∈H 1() such that !1= = !2= = g, and !1 = !2, then we have
a(u; !1) + 〈f;!1〉 − a(u; !2) + 〈f;!2〉= a(u; !1 − !2) + 〈f;!1 − !2〉
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and
|a(u; !1 − !2) + 〈f;!1 − !2〉|6 ‖!1 − !2‖L2()
but
!1= = !2=:
Thus
a(u; !1) + 〈f;!1〉= a(u; !2) + 〈f;!2〉:
By using (5), and knowing that the trace de@ned from H 1() to H 1=2() is continuous surjective,
then we have that A is a well de@ned and continuous application from H 1=2() with the norm of
L2().
We have H 1=2() is dense in L2() (see [1]), thus we can extend the operator A by continuity.
Let JA : L2()→ R be the extension by continuity of A to L2(); thus JA is continuous. Therefore
∃! ∈L2() such that
JA(!) = 〈−; !〉; !∈L2():
Then, we have
〈; !〉=−(a(u; !) + 〈f;!〉):
Since
!= v− u
we obtain
〈; v− u〉=−(a(u; v− u) + 〈f; v− u〉)6 1
∫

v− − u− d:
Hence,
’(u)− ’(v)6 〈; u − v〉
Therefore
 ∈ 9’(u):
Conclusion 2. (; u) is the solution of (E).
Proposition 2. (E) is equivalent to the following Neumann problem:
−Bu + u = f; in ;
9u=9n=−; on :
Proof. We consider (1), we have (; u)∈H 1()× L2()
a(u; v) + 〈; v〉+ 〈f; v〉= 0 ∀v∈H 1():
A. Addou, J. Zahi / Journal of Computational and Applied Mathematics 162 (2004) 193–199 197
If we put v= 0 on , we obtain
(−Bu+ u; v) + 〈f; v〉= 0:
Therefore
−Bu+ u=−f: (6)
By using (3) and (6), we have
a(u; v) + 〈; v〉+ 〈f; v〉= 0:
This is equivalent to∫

v
9u
9n + 〈; v〉= 0:
Thus
 =−9u9n :
Consequently the equation (E) is equivalent to the following Neumann problem:
−Bu + u = f in :
9u=9n=− on :
3. Determination of ” ∈ 9’”(u”)
We verify that  ∈ 9’(u) if and only if (see [2]):
(x) =


−1= if u(x)¡ 0;
∈ [− 1=; 0] if u(x) = 0;
0 if u(x)¿ 0:
Consider the following convex set:
C = {∈L2()=〈; g〉6’(g); ∀g∈L2()}:
(E) is equivalent to the following equation:
(E′)


Find (u; )∈H 1()× C; s:t:
a(u; v) + 〈; v〉+ 〈f; v〉= 0; ∀v∈H 1();
〈− ; u〉6 0; ∀∈C:
Let R be the Riesz–FrMechet representation from L2() to H 1().
We put M = R(C) is a closed convex in H 1() and its characterized by
M = {w∈H 1();∃∈C; R() = w}:
Thus
M = {w∈H 1();∃∈C; a(w; v) = 〈; v〉; ∀v∈H 1()}:
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Therefore (E′) is equivalent to the following equation:
(E′′ )


Find (u; )∈H 1()×M; s:t:
a(u + z + t; v) = 0; ∀v∈H 1();
a(w − z; u)6 0; ∀w∈H 1();
(7)
where z = R() and t = R(f).
Therefore, by using (7) we have
u =−z − t
and
a(w − z;−z − t)6 0; ∀w∈H 1():
Thus
Proposition 3. If (u; ) is the solution of (E) then
z = PM (−t);
u =−z − t;
where PM denotes the projection on M in H 1(), and t is de6ned by
a(t; v) = (f; v); ∀v∈H 1():
Conclusion 3.  is only obtained according to f and .
4. Projection algorithm
Let s∈H 1(), then for the computation of
z ∈M : z = PM (s);
we use the following algorithm (see [3]):
We construct two sequences {wn} and {zn} as follows:
let z0 ∈M , we compute w0 an element of M which veri@es
a(w − w0; z0 − s)¿ 0; ∀w∈M:
Then z1 can be computed by the following formula:
z1 = P[z0 ;w0](s):
For n¿ 1, we know that zn in M , we construct wn such that
a(w − wn; zn − s)¿ 0; ∀w∈M:
Then
zn+1 = P[zn;wn](s):
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Theorem 1. The sequence zn converges strongly to z = PM (s) and we have
zn = %nwn + (1− %n)zn;
%n =min
(
1;
a(zn − wn; zn − s)
a(wn − zn; wn − zn)
)
:
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