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Résumé 
Dans un hypertexte, un document est souvent composé de plusieurs nœuds et non pas 
d'un seul. L'information véhiculée par un nœud donné peut difficilement être appréhendée à 
travers la lecture du seul contenu de ce nœud, le contenu des autres nœuds qui composent un 
document avec le premier nœud lui apportent un contexte. La connaissance de ce contexte 
est fondamentale dans la compréhension de l'information véhiculée par le premier nœud. 
Un système de recherche d'information, ou plus couramment un moteur de recherche, appli-
qué au système hypertexte que constitue le Web devrait considérer dans son fonctionnement 
la fragmentation des documents hypertextuels en plusieurs pages : une page ne constitue pas 
un document à part entière, elle n'en est qu'une partie. Ainsi, pour bien indexer une page 
le contexte de l'information qu'elle véhicule doit être considéré. Les moteurs de recherche 
considérent souvent une page comme un document et l'indexent en analysant uniquement 
son contenu. Le contexte des pages est ignoré. 
Dans ce travail nous proposons un modèle de recherche d'information pour un moteur de 
recherche appliqué à un système hypertexte constitué par un site Web. Ce modèle repose sur 
la construction d'un index à deux niveaux pour chacune des pages du site: un premier niveau, 
niveau inférieur, construit à partir du seul contenu de la page, et un deuxième niveau, niveau 
supérieur, construit à partir du contenu des pages qui apportent un contexte au contenu de 
la page en train d'être indexée. En améliorant la qualité des index des pages on cherche à 
améliorer l'efficacité du moteur de recherche. 
Grâce à l'implémentation d'un prototype de moteur de recherche intégrant le modèle pro-
posé ainsi que l'utilisation de la collection de tests WTlüg issue des conférences TREC et 
adaptée à nos besoins, nous avons pu mener des expérimentations. Les résultats de ces der-
nières, une amélioration dans la qualité des réponses retournées par le moteur prototype, 
sont des indicateurs favorables de l'utilité de l'information contextuelle des pages. L'effica-
cité du moteur prototype a été comparée avec celle d'un moteur de recherche adoptant un 
modèle traditionnel où un seul niveau d'index, celui issu du seul contenu des pages, est utilisé. 
Mots clés 
Hypertexte, recherche d'information sur le Web, moteur de recherche, graphe du Web, analyse 
de liens, bibliométrie, classification automatique 
lV 
A new model for hypertext information retrieval systems. Application to 
World Wide Web information retrieval. 
Abstract 
In a hypertext documents are seldom composed of a set of nodes instead of a single one. The 
information one page con veys might not be fully grasped if only the content of it is considered. 
The content of the pages with which the page being considered compose one document bear 
contextual information. Taking into account contextual information when indexing pages is 
fundamental to the quality of their index. 
Information retrieval systems for the Web, commonly known as Web search engines, should 
consider the splitting up of Web documents into several pages: one page should not be consi-
dered as a fully-fledged document, it is only a part of it. Therefore, when indexing a page 
one should consider its contextual information which is seldom located in its neighborhood. 
Traditionally, Web search engines consider pages as fully-fledged documents and their index 
are then built only from their contents. Contextual information is not considered. 
In this work we put forward a new information retrieval model for search engines running 
over Web sites. The cornerstone of it is a 2-level index for the pages composing the site: the 
bottom level is constructed solely from the content of the page itself, and the top level is 
constructed from the analysis of the contents of the pages which give a context to the page 
being indexed. We aim to improve the effectiveness of the search engine by improving the 
quality of the pages' index. 
The implementation of a search engine prototype integrating the model suggested and the 
use of the test collection WTlOg issued from the TREC conferences and adapted to our 
needs, allowed us to carry out a large number of tests. The results of these tests showed an 
improvement of the effectiveness of the search engine prototype when compared with that 
of a search engine integrating a traditional model where contextual information is not used 
to index pages. Therefore, the tests unveiled evidence that contextual information might be 
worth considering when modelling a search engine. 
Keywords 
Hypertext, Web information retrieval, search engine, Web graph, link analysis, bibliometrics, 
elu ste ring 
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Dans la deuxième moitié du vingtième siècle, l'humanité a vécu l'apparition et la popu-
larisation de l'ordinateur, des documents électroniques, des différents types de support pour 
stocker les documents et, finalement, des réseaux de télécommunications. Si nous considé-
rons ces quatre événements comme un seul événement majeur - vu leur proximité dans le 
temps- nous pouvons affirmer sans trop risquer d'avoir tort qu'il s'agit de l'événement qui 
a affecté le plus la relation entre l'homme et l'information dans l'histoire de l'humanité après 
l'apparition de l'écriture et de l'imprimerie. 
L'exploitation des capacités de ces nouvelles technologies est responsable de changements 
dans tous les niveaux du fonctionnement de la société moderne. Chacun peut constater des 
changements dans le contexte économique, les données politiques, le modèle social, les para-
mètres écologiques, les valeurs éthiques, les critères culturels et les attitudes individuelles. 
De pair avec l'ordinateur, les documents électroniques ont été créés. Ils constituent la pre-
mière façon de sauvegarder l'information sous une forme immatérielle. Les mémoires magné-
tiques. e.g .. la bande magnétique, le disque rigide, le disque flexible, et les mémoires optiques, 
e.g .. le vidéodisque, le cédérom, le cd-r, ont permis un stockage de données électroniques de 
très bonne qualité en termes de compacité et de pérennité pour un coût qui diminue sans 
cesse depuis leur création. Finalement, les réseaux informatiques ont rendu la diffusion et 
l'échange d'information plus simples que jamais. 
L'irruption de l'internet au début des années 70- la consolidation et la popularisation 
s'effectuant une dizaine d'années après - et ensuite l'apparition du Web1 au début des 
années 90 comme l'un des outils mis en place grâce à l'Internet peuvent être considérés en-
semble comme responsables d'un saut important dans une courbe imaginaire qui décrirait la 
quantité d'information facilement disponible et échangée entre les hommes au cours du temps. 
La société moderne s'est ainsi offert une base propice à un développement accéléré. La 
pierre angulaire de cette base est sans doute la technologie de création, de stockage et de 
1 World- Wide Web, en français : la toile d'araignée mondiale. 
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diffusion de l'information. Mais toutes ces conditions réunies ne sont pas encore suffisantes 
pour que ce développement soit complètement valorisé. En effet, il faut qu'existent des outils 
pour aider l'homme dans le processus de consultation de la masse d'information accessible, 
car la situation où l'on ne réussit pas à récupérer une information que l'on sait existante et 
accessible ne diffère pas énormément de celle où l'information n'existe pas. 
Afin de faciliter le processus de récupération d'information, nombre de communautés scien-
tifiques coopèrent dans l'étude et la mise en place de systèmes de récupération d'information 
dont la tâche est d'aider l'utilisateur dans les processus de localisation et consultation d'in-
formation. On peut ranger ces systèmes en deux grandes classes selon le type de mécanisme 
qu'ils mettent en place dans le processus de récupération. Les types de mécanisme sont la re-
cherche et la navigation2 • Dans le mécanisme de recherche l'utilisateur exprime l'information 
qu'il souhaite récupérer sous la forme d'une requête, p.ex. une liste de termes, et le système 
lui retourne la liste des documents qu'il a jugés comme étant les plus pertinents à la requête. 
Dans le mécanisme de navigation l'utilisateur parcourt la masse ou le corpus d'information 
d'une manière plu~ ou moins aléatoire. C'est un mécanisme qui peut s'avérer efficace dans les 
cas où le besoin d'information de 1 'utilisateur n'est pas bien défini et où il est naturellement 
trop vague. 
Le choix du type de mécanisme de récupération de l'information à utiliser dans un système 
doit tenir compte des caractéristiques de l'information contenue dans le corpus. Par exemple, 
si le corpus contient des documents complètement autonomes, i.e. n'ayant pas de relations 
explicites avec d'autres documents du corpus, un système de récupération d'information basée 
sur la navigation serait naturellement inadéquat puisque l'exploitation des documents se fe-
rait d'une manière complètement aléatoire. Par contre, si le corpus est constitué de documents 
organisés d'une manière hypertextuelle, un système de récupération basé sur la navigation 
peut s'avérer plus efficient que le mécanisme de recherche. Le niveau d'efficience dépendra 
entre autres de la qualité de la structure reliant les documents. 
Notre travail s'insère dans le contexte de la récupération d'information dans les systèmes 
2 En anglais browsing. 
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hypertextes. En particulier, nous nous intéressons à la récupération d'information sur le Web. 
Dans ce cadre, la situation constatée actuellement est très proche de celle décrite plus haut, 
à savoir que l'information recherchée par un utilisateur peut exister et être disponible dans 
le Web mais que sa récupération constitue souvent une tâche très difficile. Parmi les innom-
brables facteurs qui contribuent à cette difficulté nous pouvons citer : le volume d'information 
qui croît d'une façon exponentielle, son hétérogénéité, le manque d'organisation dans le sto-
ckage et la diffusion de l'information, etc. 
Nous supposons que (i) le mécanisme de navigation tout seul n'est pas adéquat pour la 
récupération d'information sur le Web et que (ii) le mécanisme de recherche actuellement 
appliqué par les systèmes de recherche d'information- communément appelés moteurs de 
recherche dans le Web- n'est pas adéquat non plus puisqu'il ne prend pas en compte les 
particularités de l'information hypertextuelle disponible dans le Web. 
Dans ce qui suit nous définissons brièvement les systèmes de recherche d'information. En-
suite nous abordons les systèmes hypertextes et leur mécanisme de récupération d'informa-
tion. Finalement, nous précisons les contributions de notre travail et l'organisation de ce 
rapport. 
1.2 Systèmes de recherche d'information 
Un système de recherche d'information, SRI, est un système qui s'appuie sur le mécanisme 
de recherche (figure 1.1) pour effectuer la tâche de récupération d'information. Un SRI a 
pour but de satisfaire le besoin d'information d'un utilisateur exprimé à travers une requête. 
Le système doit ainsi retourner à l'utilisateur le maximum de citations à des document per-
tinents à la requête et le minimum de citations à des documents non-pertinents. La figure 
(figure 1.2) illustre le modèle basique d'un système de recherche d'information. 
Nous pouvons considérer un système de recherche d'information comme étant composé par 
deux modules principaux : le module d'indexation et le module d'interrogation. Dans ce qui 
suit, nous analysons d'abord le module d'indexation et, ensuite, le module d'interrogation. 
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1.2.1 Module d'indexation 
Bien entendu tout système de recherche d'information effectue une recherche restreinte à 
un corpus documentaire donné. Avant d'aborder le processus d'indexation il est important 
de signaler la difficulté pour trouver une définition précise pour le terme document dans le 
contexte de la recherche d'information. Les définitions trouvées dans les dictionnaires sont 
presque toujours très générales - ce qui est normal - et font référence à une chose écrite 
qui sert à renseigner, à prouver. Par exemple, dans le Petit Robert nous trouvons la définition 
suivante : « écrit, servant de preuve ou de renseignement. » Dans cette étude nous avons opté 
par une définition liée au contenu d'un document : 
Définition 1 Un document est un volume d'information auto-explicative. 
Par information auto-explicative nous entendons une information qui ne dépend pas d'une 
autre pour être comprise. Par exemple, un livre constitue un document parce que le volume 
d'information qu'il renferme est très souvent suffisant pour qu'un lecteur comprenne ce que 
l'auteur a voulu exprimer avec son ouvrage. Par contre, si nous prenons un paragraphe de ce 
livre au hasard, nous ne pouvons en général pas appréhender l'information véhiculée par le 
paragraphe sans avoir lu le chapitre qui contient le paragraphe, voire le livre entier. En effet, 
il manque le contexte de l'information. Nous parlerons davantage de la notion de contexte 
dans le chapitre 3. 
Le processus principal du module d'indexation est le processus d'indexation du corpus. Ce 
processus consiste à créer un index ou un représentant pour chaque document composant le 
corpus documentaire en question. Définissons ces notions : 
Définition 2 Un index est une représentation synthétique du contenu sémantique d'un 
document. 
Définition 3 L'indexation est le processus responsable de l'extraction du contenu séman-
tique d'un document et de la représentation de ce contenu sous la forme d'un index. 
Un index est représenté sous un format donné. Le formalisme qui permet de représenter 
un index est appelé le langage d'indexation. La complexité de ce formalisme peut être celle 
associée à un simple ensemble de termes et aller jusqu 'à. celle associée aux graphes conceptuels 
où les nœuds représentent des concepts et les arcs entre les nœuds représentent les relations 
existant entre les différents concepts. 
Le contenu sémantique d'un document peut être extrait selon différentes techniques. À l'ins-
tar des langages d'indexation, les techniques d'indexation peuvent aussi être plus ou moins 
complexes3 selon le SRI analysé. Pour ce qui est du texte, nous pouvons imaginer le processus 
d'extraction de contenu sémantique comme consistant d'abord en un décompte du nombre 
d'apparitions des termes dans un document donné, puis les termes dont les fréquences sont les 
plus élevées sont choisis comme étant les représentants du document en question. Ces idées 
sont originaires des travaux de Luhn [Luh57] publiés au début des années 60. À l'autre opposé 
3 Complexe dans le sens de difficile à comprendre, compliqué, et non pas dans le sens algorithmique du terme. 
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en termes de complexité, nous pouvons citer les algorithmes qui appliquent des techniques 
de traitement du langage naturel pour extraire le contenu sémantique des documents. Il est 
important de souligner le fait que la totalité des systèmes de recherche d'information grand-
public disponibles sur le Web- communément appelés moteurs de recherche- utilisent des 
algorithmes d'indexation basés sur une analyse statistique de la fréquence d'occurrence des 
mots dans les pages HTML, considérés par la plupart des moteurs de recherche comme des 
documents. 
Finalement, l'algorithme et le langage d'indexation utilisés par un SRI constituent ce que 
l'on appelle couramment le modèle d'indexation du SRI. En fait, on fait souvent référence à 
un modèle d'indexation et non pas à ses deux composants séparément puisque ceux-ci sont 
très dépendants entre eux, i.e. au niveau de la modélisation ce sont deux composants qui se 
complémentent. En effet, on ne peut que difficilement remplacer le langage d'indexation en 
gardant l'algorithme d'indexation. 
1.2.2 Module d'interrogation 
Le deuxième module d'un SRI est le module d'interrogation. Il traite les interactions entre 
l'utilisateur et le système. Ce module a deux tâches principales : la compréhension de la re-
quête posée par l'utilisateur et l'évaluation de la fonction de correspondance entre la requête 
et les index des documents contenus dans la base de données du système. 
La compréhension de la requête est une étape nécessaire. En effet, pour appliquer la fonc-
tion de correspondance, il faut que la requête et la représentation des documents, c'est-à-dire 
les index, soient représentées sous un même formalisme. Or, selon le SRI, la requête de l'uti-
lisateur peut ne pas avoir le même format que les index. Dans ce cas, on peut imaginer le 
processus de compréhension comme une traduction d'une requête externe en une requête 
interne. 
La deuxième tâche du module d'interrogation consiste à évaluer la pertinence de chaque 
index contenu dans la base à la requête interne. La. fonction de corresponda.nce4 est chargée 
de quantifier cette pertinence. Finalement, le système rend à l'utilisateur une liste de cita-
tions de documents, dans la plupart des cas triées en ordre décroissant de pertinence, que la 
fonction de correspondance a jugés pertinents à la requête interne. 
Analysons soigneusement cette étape afin d'insister sur trois points cruciaux dans le fonc-
tionnement d'un SRI. Premièrement, ce sont les index des documents qui sont jugés par 
rapport à une requête et non pas les documents eux-mêmes. Ainsi, pour être efficient, il faut 
que le système assure que les index représentent bien le contenu sémantique des documents 
du corpus. C'est la première grande difficulté d'un système de recherche d'information comme 
on l'a souligné plus haut. Deuxièmement, les index sont comparés avec la requête interne et 
non pas avec la requête formulée par l'utilisateur. Or, si le système n'assure pas une traduc-
tion correcte de la requête externe, le système répondra à une requête exprimant un besoin 
d'information qui ne correspond peut-être pas à celui exprimé par l'utilisateur lors de la for-
mulation de sa. requête. Encore faut-il que l'utilisateur soit capable d'exprimer son besoin 
4 0u fonction d'appariement. 
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d'information dans le langage de requête proposé par le système ce qui n'est pas toujours 
très facile. Mais cela est plutôt une difficulté du côté de l'utilisateur et non pas du système 
lui-même. Finalement, même si le système assure l'efficience des processus d'indexation et de 
traduction de la requête, il faut savoir utiliser correctement les index pour être capable de 
trancher sur la pertinence ou non des documents à une requête donnée. Il est question donc 
de la qualité de la fonction de correspondance. 
Bien entendu, la modélisation du module d'indexation n'est pas indépendante de celle 
du module d'interrogation. En effet, lors de la conception d'un SRI, un modèle général est 
adopté. Ce modèle général définit le langage de requête, le modèle d'indexation et la fonction 
de correspondance. Les principaux types de modèles sont le modèle booléen, le modèle vec-
toriel [Sal71] et le modèle probabiliste [Rob77]. Nous n'allons pas rentrer dans les détails de 
chacun de ce modèles ici puisque leur analyse ne concerne pas directement ce travail. Nous 
nous contentons de donner les références aux travaux pionniers concernant chacun de ces 
modèles. En outre, une très bonne explication des modèles principaux ainsi que des modèles 
alternatifs est disponible dans [BYRN99]. Dans notre travail, nous nous servons d'un de ces 
modèles, en l'occurrence le modèle vectoriel, pour valider nos idées. Dans le chapitre 3 nous 
rappelons brièvement les concepts fondamentaux de ce modèle. 
1.3 Systèmes hypertextes 
Un système hypertexte ou, tout simplement, un hypertexte est un volume d'information 
disponible sous forme électronique dont la structure n'est pas linéaire. Le volume d'informa-
tion peut être considéré comme un ensemble de morceaux d'information (les nœuds). Dans 
une structure hypertextuelle, chaque morceau peut être relié à un ou plusieurs morceaux par 
des liens hyprrtextuels. Les liens permettent d'exploiter le volume d'information, i.e. parcourir 
les différents nœuds de plusieurs façons, contrairement à une structure linéaire qui privilégie 
fortement un seul parcours. 
Il est pourtant vrai que l'on peut aussi imaginer un livre comme étant un système hyper-
texte. En effet. l'information contenue dans un livre n'a pas toujours une structure linéaire. 
Par exemple. l'index ou la. table de matières d'un livre permettent une exploitation non-
linéaire du contenu d'un livre. Ce n'est pas pour autant qu'un livre constitue un hypertexte. 
Il y a. deux raisons à ceci. Premièrement, les liens entre les termes de l'index et les passages 
dans le corps du texte sont basés sur la syntaxe, i.e. sur des chaînes alphanumériques. Or, 
les liens dans un système hypertexte sont plus riches puisqu'ils relèvent de la sémantique de 
l'information. Quelques exemples de types de liens hypertextes sont problème-solution, tout-
partie, cause-Effet et lien chronologique [Tea95]. 
Ainsi la. diversité et la complexité des associations entre deux morceaux d'information que 
l'on peut trouver dans un hypertexte n'est pas la même que celle des associations qu'on trouve 
dans un livre ordinaire. Toutefois, nous pouvons toujours imaginer un super livre ayant des 
outils annexes comme des index qui permettraient la mise en place de liens exprimant des 
associations très riches. 
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Finalement, ce qui démarque la frontière entre un livre, fût-il associé à des associations 
complexes et diverses, et un hypertexte est le média sur lequel est disponible l'information, 
en l'occurrence le média électronique. La caractérisation de l'hypertexte donnée par Kin-
ne! en 1992 [KF92] est très claire à ce propos : « ••• des liens électroniques sont créés entre 
morceaux d'information d'un document codé dans un format compréhensible par un ordina-
teur. L'ordinateur se charge des sauts entre ces morceaux d'information liés. L'ordinateur est 
fondamental non seulement pour la définition des liens pendant la création d'un document 
hypertexte mais aussi pour l'activation de ces liens lors de l'exploitation du document... » 
En effet, l'informatique ouvre d'autres horizons aux types de fonctionnalités envisageables 
pour une organisation non-linéaire de l'information. Un système hypertexte peut être utilisé 
comme un outil de travail interactif et partagé, un didacticiel, etc. Pourtant son utilisation 
principale reste l'exploitation de l'information. Étant donné qu'un système hypertexte permet 
une structuration très riche d'un volume d'information, les manières d'exploiter l'information 
deviennent aussi très variées. Dans ce qui suit, nous rappelons brièvement l'histoire du concept 
d'hypertexte et, ensuite, nous discutons l'exploitation de l'information dans un tel système. 
1.3.1 Histoire de l'hypertexte 
Les principes du concept de l'hypertexte prennent leur origine dans l'article intitulé As we 
may think5 [Bus45] de Vanevar Bush publié en 1945. L'hypertexte n'est donc pas un concept 
récent. Dans cet article, le système imaginaire Memex est présenté. Parmi les fonctionnalités 
de Memex nous retrouvons la création de documents ayant une structure non-linéaire, la lec-
ture de ces documents suivant différents parcours, la mise en relation des documents suivant 
la nature associative de l'esprit humain et l'annotation des documents. Comme la technolo-
gie disponible à. l'époque ne permettait pas le développement d'un tel système, Bush s'est 
contenté d'en décrire les fonctionnalités. Ce n'est que 20 ans plus tard que le terme hypertexte 
a été créé par le chercheur Theodor Nelson. En 1985, avec la commercialisation du logiciel 
d'édition d'hypertextes Hypercard, les systèmes hypertextes commencent à. se populariser. 
Son usage s'est un peu banalisé avec l'apparition de bornes d'orientation et de consultation 
dans les lieux publics. Dans ces applications, l'information est souvent organisée d'une ma-
nière hypertextuelle. Aussi, plusieurs applications disponibles sur cédérom s'appuyaient sur 
cette technologie. La première conférence internationale sur les hypertextes a eu lieu en 1987 
[ACI\187]. 
Cependant, ce n'est qu'avec l'apparition du Web en 1992 que l'étude des hypertextes a 
gagné une certaine notoriété. L'utilisation du réseau Internet a permis la construction d'un 
hypertexte - du moins des morceaux d'information reliés - complètement décentralisé et 
universel. Son grand succès est peut-être dû à la liberté totale de publication qui lui est carac-
téristique. N'importe qui peut publier n'importe quoi (pas de censure) et n'importe comment 
(pas de ligne éditoriale). En revanche, cette même liberté de publication constitue la cause 
principale de la difficulté à laquelle on est confronté actuellement pour retrouver de l'infor-
mation dans le Web. Par ailleurs, certains chercheurs affirment même que le Web ne constitue 
pas, stricto sensu, un système hypertexte du moment qu'il n'y a pas de charte définissant l'or-
ganisation des nœuds, l'affichage des données et le modèle de données6 . Cette étude concerne 
5 En français, Comme nous pouvons penser. 
6 Nous sommes plutôt de cet avis là, toutefois nous n'allons pas approfondir cette question, d'autant plus que 
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la recherche d'information sur le Web. Les données qui y sont disponibles -que le Web soit 
considéré comme un système hypertexte ou non - ont certaines particularités qui doivent 
être prises en compte lors de la modélisation d'un système de recherche d'information. Dans 
cette étude nous considérons le Web comme étant un ensemble de ressources faiblement cou-
plées; certaines de ces ressources pouvant être considérées comme des systèmes hypertextes 
locaux dans la mesure où leur conception relève d'une certaine cohérence. Par ressource nous 
entendons un ensemble de pages regroupées dans ce que l'on appelle communément site Web. 
Dans la section 3.1 nous détaillerons ce que nous entendons par site Web. 
1.3.2 La récupération d'information dans un système hypertexte 
Nous avons mentionné plus haut qu'un système hypertexte pouvait avoir plusieurs fonction-
nalités, mais que la principale était liée à l'exploitation de l'information. La façon d'exploiter 
l'information qui est inhérente à un système hypertexte est la navigation. Nous définissons 
déjà en quoi consiste la navigation et ensuite nous abordons le type de navigation effectué 
dans un système hypertexte. 
La navigation 
La navigation dans un ensemble de documents consiste à les parcourir et les analyser dans 
un ordre qui n'est pas défini a priori, voire qui est aléatoire. Par exemple, imaginez qu'une 
personne veut trouver un livre dans une bibliothèque où les livres sont déposés aléatoirement 
dans les étagères. Si la bibliothèque ne dispose pas de système qui peut indiquer à la personne 
l'emplacement du livre dans la bibliothèque, sa seule option est de parcourir les documents 
un par un afin de trouver celui qui est souhaité. La navigation est aussi utile dans les cas où 
l'utilisateur a un besoin d'information qui n'est pas très bien défini ou lorsque l'utilisateur 
veut plutôt explorer l'ensemble de documents disponibles et non pas trouver un document 
précis. 
Les types de navigation 
L'exemple de la bibliothèque montre une navigation sur un volume d'information organisé 
d'une manière plate. En fait, la seule organisation que l'on puisse imaginer dans cette situa-
tion est celle d'une liste7 de livres. Or, pour effectuer une navigation un peu plus efficace, il 
faudrait que le volume d'information possède une structure plus complexe que celle représen-
tée par une liste. 
Dans le but de permettre une meilleure organisation de l'information, des classifications 
ont été créées. On ne peut pas ne pas citer la classification décimale de Dewey, CDD, publiée 
pour la première fois en 1876 et largement utilisée jusqu 'à aujourd'hui dans de nombreuses 
bibliothèques à travers le monde. Il s'agit d'une répartition de l'ensemble de connaissances 
en catégories de domaines de connaissance organisées hiérarchiquement. En se basant sur la 
CDD, le belge Paul Otlet créa en 1905 la classification décimale universelle, CDU. Son origi-
nalité par rapport à la CDD réside dans la possibilité de combiner deux catégories différentes 
pour classifier une œuvre. D'ailleurs, plusieurs chercheurs affirment que ce n'est pas Bush le 
premier a avoir pensé à ce que Nelson appellerait en 1965 l'hypertexte, mais que c'est bel 
le concept d'hypertexte n'a pas de définition acceptée par toutes les communautés qui travaillent dans des 
domaines liés. 
7 D'où le terme organisation plate. 
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et bien Otlet. En effet, à l'aide de fiches de carton d'une taille fixe contenant chacune des 
informations sur un ouvrage, Otlet a peut-être mis en place le premier hypertexte. Les fiches 
peuvent être considérées comme étant les nœuds de l'hypertexte, les liens étant assurés par 
la structure de la CDU. 
La navigation s'appuyant sur la structure d'une classification comme celle de la CDD, i.e. 
une hiérarchie, permet une récupération ou exploitation plus efficace de l'information. Cepen-
dant, une hiérarchie constitue une structure très rigide pour la classification de documents. 
Un document ne peut être associé qu'à une seule classe, i.e. à un seul nœud de la hiérarchie. 
Imaginez un utilisateur en train de se servir de la CDD pour retrouver un document dans une 
bibliothèque. Le fait que l'œuvre est associée à un seul nœud de la hiérarchie sous-jacente à 
la classification implique qu'il existe un unique chemin à emprunter dans la hiérarchie pour 
retrouver la catégorie dans laquelle le livre se trouve. Supposez maintenant qu'un livre soit 
lié à deux thématiques différentes situées dans deux sous-arbres différents de la hiérarchie. 
Le livre doit être placé dans un unique nœud de la hiérarchie. Avec la CDD, le livre sera 
placé sous une thématique aux dépens de l'autre thématique. Si le raisonnement du lecteur 
qui cherche le livre en traversant la hiérarchie se focalise sur la thématique qui n'a pas été 
utilisé dans le classement, la recherche échouera. 
Avec la fonctionnalité de combiner deux ou plusieurs catégories de la CDU, Otlet a at-
taqué le problème cité dans le dernier paragraphe. La combinaison de deux catégories peut 
être considérée comme la création d'une nouvelle classe dans la classification. Ainsi, le rai-
sonnement ou le cheminement d'associations qui mène le lecteur du haut de la classification 
vers la classe à laquelle le document en question a été associé peuvent être multiples. Nous 
pouvons considérer que dans une telle structure, une information peut être vue ou considérée 
de manières multiples. En termes de structure, la CDU s'approche davantage de la structure 
d'un système hypertexte que la CDD. En effet, alors que la structure de la CDD représente 
une hiérarchie ou un arbre, la structure retrouvée dans la CDU est un graphe. 
A lïnstar des classifications, un système hypertexte offre aussi une navigation organisée 
dans la. mesure où l'information est organisée selon une certaine structure. La. structure utili-
sée est celle d'un graphe où les nœuds correspondent aux morceaux d'information et les liens 
correspondent à des relations entre les morceaux d'information. D'après cette définition, nous 
pouvons certes considérer le système développé par Otlet et basé sur la. CDU comme étant 
un hypertexté. Mais il s'agit d'un hypertexte simplifié dans la mesure où les relations entre 
les différents nœuds sont d'un même type, ont la même sémantique. En fait, dans-les clas-
sifications, les liens ont, dans la plupart des cas, une sémantique de généricité/spécificité. 
Dans un système hypertexte il n'y a pas de limitation au niveau des types de liens. L 'hyper-
texte représente vraisemblablement la liberté maximale en termes de capacité de structuration. 
Remarquons enfin que l'efficacité de la navigation comme technique de récupération d'in-
formation au sein d'un hypertexte dépend beaucoup de sa structure. Nous examinons cette 
question dans la suite. 
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FIG. 1.3: Trois types de structure: (a) une liste, (b) une hiérarchie, (c) une structure hyper-
textuelle. 
1.3.3 L'efficacité de la navigation 
Dans son article, Bush critique durement les systèmes d'indexation de l'époque : « Notre 
inaptitude à retrouver un document est largement due au caractère artificiel des systèmes d'in-
dexation ... » C'est dans ce contexte que s'insère la notion des pistes associatives du système 
hypertexte suggéré dans son fameux article. Une piste associative met en relation plusieurs 
morceaux d'information dans une structure qui simule le cheminement de la pensée. Bush 
prônait que si l'homme raisonne et crée de nouvelles informations à travers un processus 
d'association, une structuration de l'information reflétant les associations d'idées permettrait 
une consultation et récupération plus efficace et efficiente de l'information. Les pistes asso-
ciatives servent donc comme des guides pour un utilisateur en quête d'information dans un 
énorme univers de données. D'un point de vue de structuration de l'information, l'idée des 
pistes associatives est très intéressante dans la mesure où un morceau d'information peut 
faire partie de plusieurs pistes associatives en même temps et ainsi être considéré ou consulté 
de différentes manières. 
Toutefois, si l'on se situe du côté de la récupération de l'information, on peut signaler 
quelques inconvénients à l'utilisation des pistes associatives. Premièrement, une piste asso-
ciative relève des associations faites par un individu qui, à un instant donné, a considéré 
que les morceaux d'information constituant la piste s'associaient d'une certaine manière. Or, 
rassociation entre deux informations est basée sur la formation et les intérêts de cet individu. 
De ce fait, toute association relève d'un jugement personnel. Par conséquent, les jugements 
d'association qui sont pertinents à un individu peuvent sembler non-pertinents à un autre. 
Supposons maintenant qu'un utilisateur soit en train de chercher une information et que 
le processus d'association qui lui est pertinent corresponde à une piste associative basée sur 
les associations qui lui semblent pertinentes. Allons encore plus loin, (i) supposons qu'à tous 
les besoins d'information imaginables correspondent des pistes associatives déjà créées dans 
l'hypertexte. Il reste à l'utilisateur à trouver la bonne piste associative. Si l'on n'indique pas à 
l'utilisateur un des composants de cette liste associative il lui faudra le trouver. À ce moment, 
nous pouvons nous demander si un index de pistes associatives ne serait pas envisageable. 
En effet, certaines fois on peut identifier un index de pistes associatives dans le nœud par le-
quel débute en quelque sorte l'exploration de l'hypertexte, i.e. le nœud qui est affiché lorsque 
l'hypertexte est lancé. Nous pouvons alors (ii) supposer qu'un système hypertexte dispose 
toujours d'un index de pistes associatives dont l'utilisateur peut se servir pour retrouver la 
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piste qui le mènera vers l'information recherchée. 
Malgré ces deux suppositions assez invraisemblables, l'utilisateur rencontre encore de grandes 
difficultés pour récupérer une information dans un hypertexte. Ces difficultés sont dues au 
processus de navigation même. Très souvent, avant d'activer un lien on ne peut pas savoir 
ce que l'on va trouver derrière lui. Autrement dit, il manque une grammaire qui permette de 
spécifier les types d'enchaînement qu'un lien peut apporter lorsqu'il est activé. La navigation 
effectuée un peu à l'aveuglette mène l'utilisateur à deux types principaux de désorientation 
cognitive : « le problème du musée d'art » [Tea95] et « les digressions imbriquées » [LC95]. 
Le premier type de désorientation est dû à la richesse même de la structure non-linéaire 
de l'information. L'utilisateur voit tellement d'informations et d'associations entre les infor-
mations qu'il finit par ne pas appréhender l'essentiel de l'information. C'est l'indigestion 
intellectuelle. L'homme est beaucoup plus habitué à la lecture d'une information organisée 
d'une façon linéaire, e.g. un roman, ou hiérarchique, e.g. un livre technique comportant de 
sections, sous-sections, etc., qu'à la lecture d'une information disposée de manière perçue 
comme anarchique comme c'est le cas de celle accessible à travers un système hypertexte. 
Le deuxième type de désorientation est celui nommé « les digressions imbriquées » par 
Le Crosnier. À force de suivre des cheminements marginaux dans la partie de l'hypertexte 
qu'il est en train d'exploiter, l'utilisateur finit par ne plus savoir ni ce qu'il était en train de 
chercher au début de l'exploitation ni ce qu'il est en train de chercher à présent. 
Finalement, si nous considérons un système hypertexte comportant un nombre conséquent 
de nœuds nous pouvons prévoir que même une navigation effectuée dans des conditions 
parfaites (index de pistes associatives, types des liens explicites et minimisation des déso-
rientations cognitives) sur cet hypertexte ne conviendrait pas à un utilisateur qui n'a pas 
le temps ni l'envie de s'investir dans une traversée de l'hypertexte afin de récupérer l'infor-
mation souhaitée. Encore pire, dans la plupart des cas, l'utilisateur n'est même pas sûr que 
lïnformation qu'il recherche est disponible dans l'hypertexte qu'il exploite. Ainsi, il peut se 
lancer dans une traversée de l'hypertexte et, à la fin du processus, conclure que l'information 
souhaitée n·y est pas disponible. 
Pour résumer, les problèmes liés (i) aux pistes associatives, (ii) aux liens sans sémantique 
précise. (iii) à un volume important de l'hypertexte et (iv) aux problèmes intrinsèques de la 
technique de navigation font que cette technique de récupération d'information n'est peut-
être pas toujours la plus adéquate pour exécuter la tâche de récupération d'information dans 
un système hypertexte. Une méthode d'accès plus direct à l'information peut être très utile 
dans certaines situations. La mise en place d'un système de recherche d'information sur un 
système hypertexte semble être très utile et complémentaire à la technique de navigation 
pour la tâche de récupération d'information. 
Ainsi, nous tenons à souligner le fait que nous ne prônons pas un remplacement de la 
technique de navigation par la technique de recherche. Nous croyons que la navigation est 
un paradigme très intéressant pour la tâche de récupération d'information. Toutefois, il ne 
peut pas à lui seul assurer une exécution efficace de cette tâche. Par contre, le paradigme 
de recherche peut en effet rapidement amener l'utilisateur dans le voisinage des nœuds qui 
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l'intéressent. Ensuite, l'utilisateur peut se servir de la navigation pour exploiter ce voisinage 
et finalement trouver l'information recherchée. 
1.4 Contribution de la thèse 
L'objectif de ce travail est de proposer un modèle de système de recherche d'information 
adapté à un système hypertexte accessible par le Web. Nous nous intéressons aux systèmes 
hypertextes représentant les sites Web. Il n'existe pas de définition précise de ce qui consti-
tue un site Web. Dans cette étude nous considérons un site Web comme étant un ensemble 
de pages associées à une thématique commune, maintenues par une seule personne ou un 
groupe de personnes, et publié comme un ensemble cohérent d'information. De plus, 
l'ensemble de pages d'un site est normalement hébergé par un serveur HTTP unique. 
La particularité du modèle est de tenir compte des différents niveaux de granularité d'in-
formation pouvant être associés aux pages HTML. Notre hypothèse de base est qu'une page 
ne correspond pas nécessairement à un document tel que nous l'avons défini plus haut. L'in-
formation qu'une page véhicule ne peut pas être saisie à partir uniquement du contenu de 
la page. Il existe de l'information qui contextualise et donne un sens au contenu d'une page. 
L'information contextuelle d'une page donnée se trouve souvent dans des pages situées dans 
son voisinage. Nous appelons ces dernières pages des pages complémentaires. Une première 
contribution de cette thèse consiste dans la proposition d'une méthode pour trouver les pages 
complémentaires d'une page donné. Nous considérons que l'ensemble composé d'une page et 
des pages qui lui sont complémentaires forment une unité logique d'information. Nous avons 
choisi le terme Unité logique d'information (ULI} pour désigner un document, c.-
à-d. un volume d'information auto-explicative, dans le Web. 
Cette information complémentaire concernant les pages sera donc intégrée dans le fonc-
tionnement d'un moteur de recherche. Après avoir groupé les pages dans des unités logiques 
d'information, nous proposons une méthode pour expliciter le contexte des pages faisant par-
tie d'une même ULI. Le contexte des pages est donc utilisé dans l'indexation des pages dans le 
but améliorer la qualité de leur index. En améliorant la qualité de l'indexation d'un moteur 
de recherche nous nous attendons à améliorer son efficience. La découverte et l'utilisation 
de l'information contextuelle des pages dans le fonctionnement d'un moteur de recherche 
constitue la deuxième contribution de cette étude. 
1.5 Organisation de la thèse 
La suite de ce rapport s'organise de la manière suivante. Le deuxième chapitre est consti-
tué d'un état de l'art sur les applications de l'analyse de liens dans le Web dont l'objectif 
est fournir aux utilisateur des outils d'aide pour mieux exécuter la tâche de récupération 
d'information. Nous nous attardons notamment sur l'application de la découverte d'unités 
logiques d'information pour des raisons évidentes. Nous détaillons la problématique et pas-
sons en revue les différentes méthodes proposées jusqu'à ce jour. 
Dans le troisième chapitre, nous décrivons le modèle que nous proposons pour un système 
de recherche d'information, ou moteur de recherche, adapté à un site Web. Dans un premier 
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temps nous présentons une méthode pour mesurer la complémentarité entre les pages d'un 
site, les regrouper dans des unités logiques d'information et finalement identifier le contexte 
des pages faisant partie d'une même ULI. Ensuite nous suggérons une manière d'intégrer 
l'information contextuelle des pages dans le fonctionnement d'un moteur de recherche. Dans 
ce chapitre nous proposons aussi une deuxième méthode pour l'identification des contextes 
des pages. Il s'agit d'une extension de la première dans la mesure où plusieurs niveaux de 
contextes sont générés pour une page donnée au lieu d'un seul comme c'est le cas dans la 
première méthode. Bien entendu nous proposons aussi une manière d'intégrer la multipli-
cité des niveaux de contextes des pages dans le fonctionnement d'un moteur de recherche. 
Le modèle de moteur de recherche que nous proposons dans ce chapitre bénéficie aussi d'un 
langage de requêtes et d'une fonction d'appariement particuliers. Ils y sont également décrits. 
Le quatrième chapitre est entièrement dédié à la partie expérimentale de notre étude. Nous 
y présentons d'abord la collection de tests que nous avons choisie pour tester le prototype d'un 
moteur de recherche implémenté selon le modèle décrit dans le troisième chapitre. Ensuite 
nous expliquons les expérimentations que nous avons menées, présentons et commentons les 
résultats. Nous y comparons notamment l'efficience de notre prototype avec celle d'un moteur 
de recherche traditionnel qui ne bénéficie pas de l'information contextuelle des pages. 
Finalement, dans le cinquième chapitre, nous synthétisons les apports de ce travail et en 
tirons les conclusions. Nous citons aussi les problèmes qui restent ouverts et indiquons des 
pistes dont l'exploitation pourrait mener à résoudre une partie des problèmes cités. 

Chapitre 2 
L'analyse de liens dans la recherche 
d'information dans le Web 
Le thème de ce chapitre est l'analyse des liens sur le Web. Nous y passons en revue des 
applications récentes de l'analyse des liens dans le contexte de la récupération d'information 
sur le Web et nous concluons avec l'application qui nous intéresse, à savoir la découverte 
d'unités logiques d'information dans le Web. 
Depuis 1996 l'analyse de liens est de plus en plus utilisée dans le contexte d'applications 
dont l'objectif principal est de fournir à l'utilisateur des outils d'aide à l'exploitation de l'in-
formation disponible sur le Web. Ces applications modélisent le Web (ou une partie) par un 
graphe G = (S, A) où S est l'ensemble des nœuds et A est l'ensemble des arêtes ou des arcs1 . 
Dans ce graphe, communément appelé graphe de citations, chaque nœud représente une page 
et chaque arc (ou arête) représente un lien entre deux pages. Traditionnellement, il existe au 
plus un arc (une arête) entre deux nœuds, autrement dit, qu'il y ait plusieurs liens entre deux 
pages ou un seul lien le graphe de citations est le même. Les applications que nous citons 
dans la prochaine section utilisent ce graphe. 
Probablement, l'application la plus commune de l'analyse des liens est celle qui concerne 
le classement des pages dans la liste des réponses renvoyée par un moteur de recherche. 
La connectivité ou la structure de liens entre les pages est analysée dans le but d'estimer la 
popularité des pages. Cette popularité est ensuite utilisée dans le calcul du rang final des pages 
dans la liste de réponses. Cependant il existe d'autres applications de l'analyse de liens moins 
connues que celle que nous venons d'évoquer. L'une d'entre elles est la découverte d'unités 
logiques d'information, l'application qui est à la base du système de recherche d'information 
que nous proposons dans le chapitre 3. Dans la section 2.1 nous résumons les principales 
applications de l'analyse de liens. Dans la section 2.2 nous introduisons l'application qui 
nous intéresse, la découverte d'unités logiques d'information, et nous y passons en revue les 
principales méthodes proposées jusqu'à ce jour et les comparons. 
1 Certaines applications modélisent le Web par un graphe non orienté, d'autres le considèrent comme un graphe 
orienté. 
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2.1 Applications principales 
2.1.1 Classement de pages 
Les algorithmes les plus connus de classement de pages utilisant l'analyse de liens sont 
l'algorithme Page Rank [BP98] [PBMW98] proposé par Brin et Page et l'algorithme HITS 
proposé par Kleinberg [Kle98]. 
L'hypothèse de base des deux algorithmes est qu'un lien qui mène d'une page Pi à une 
page Pi signifie une recommandation ou approbation de la page Pi par l'auteur de la page Pi· 
Notons qu'il s'agit d'une hypothèse qui n'est certainement pas toujours vérifiée dans le Web 
vu la diversité des types de liens qui le composent. Les deux algorithmes estiment un degré 
de popularité ou prestige pour les pages basé sur leurs nombres de liens entrants et sortants, 
autrement dit, la popularité d'une page est fonction de sa connectivité avec les autres pages. 
Une fois les degrés de popularité estimés, l'algorithme de classement des pages les utilisent 
afin de calculer le rang final des pages dans la liste de réponses. 
L'algorithme Page Rank est basé sur la mesure éponyme, i.e. PageRank, qui permet d'es-
timer le degré de popularité d'une page. L'estimation est basée sur trois hypothèses : (i) la 
popularité d'une page, disons Px, est une fonction de la popularité des pages qui la citent-
les pages qui ont un lien vers Px ; (ii) toutes les citations d'une page n'ont pas la même 
importance; (iii) la popularité d'une page est indépendante des requêtes. Le fonctionnement 
de l'algorithme peut être résumé en deux étapes : d'abord, par rapport à une requête don-
née, une fonction de correspondance sélectionne des pages selon leur contenu et le texte de 
l'ancre des liens qui les citent; ensuite les pages sont triées en ordre décroissant selon l'es-
timation précakulée de leur popularité. L'hypothèse sous-jacente est que les pages les plus 
populaires sont les plus pertinentes. Cet algorithme est utilisé par le moteur de recherche 
www. google. corn. 
Comme nous J'avons dit plus haut, pour Page Rank la popularité d'une page est considérée 
comme étant une caractéristique intrinsèque de la. page dans la. mesure où elle ne dépend 
pas des thèmes. liés à la. requête, pour lesquels la fonction de classement veut estimer la per-
tinence de la page. Autrement dit, la notion de popularité n'est pas associée à une thématique. 
Inversement. J'algorithme HITS tient compte des requête dans l'analyse de la. popularité 
des pages. On peut considérer que dans HITS une page est analysée dans un certain contexte. 
Par rapport à. une requête donnée, ce contexte est le sous-ensemble des pages renvoyé par un 
moteur de recherche traditionnel comme Altavista ou eXcite en réponse à la requête. L'ana-
lyse de liens de HITS se fait dans le graphe sous-jacent à un ensemble de pages qui est la 
réunion du sous-ensemble de pages que nous venons d'évoquer et des pages qui pointent sur 
ou sont pointées par au moins l'une des pages du sous-ensemble. 
L'idée principale de HITS est que les pages dans le Web peuvent être classées comme page 
autorité ou page index dans un thème donné. Les pages autorités sont celles qui contiennent 
de l'information de bonne réputation dans un thème donné. Les pages index sont celles qui 
contiennent un nombre important des liens vers des pages de type autorité. En plus, Klein-
berg suggère l'existence d'une relation mutuelle de renforcement entre les pages des deux 
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types : une bonne page de type index pointe sur plusieurs bonnes pages de type autorité et 
une bonne page de type autorité est pointée par plusieurs bonnes pages de type index. 
La circularité de la relation est rompue par l'algorithme en associant à chaque page un score 
d'autorité, a(p), et un score d'index, h(p). L'algorithme calcule les deux scores de chaque page 
par l'itération de deux étapes: (i) le score d'index d'une page p, h(p), est calculé comme étant 
la somme des scores d'autorité des pages pointés par la page pet (ii) d'une manière analogue 
le score d'autorité d'une page pest calculé comme étant la somme des scores d'index des pages 
qui pointent sur p. Il a été démontré que par cet algorithme les scores d'autorité et d'index 
des pages convergent. Expérimentalement on a montré que le nombre d'itérations nécessaire 
est relativement petit par rapport au nombre de pages (5 ou 6 itérations en moyenne pour un 
ensemble de 300 pages). Les scores finaux d'autorité (resp. d'index) des pages correspondent 
aux valeurs composant le vecteur propre principal du produit de matrices Mt M (resp. M Mt) 
où M est la matrice de connectivité associée au graphe sous-jacent à l'ensemble des pages 
analysées. L'élément M(ni, nj) vaut 1 si et seulement s'il existe au moins un lien partant de 
la page associée au nœud ni vers la page associée au nœud nj, sinon M (ni, nj) vaut O. 
Finalement les pages sont classées en ordre décroissant selon leurs scores d'index et d'au-
torité :deux listes sont donc proposées en sortie par le système implémentant HITS. Comme 
la popularité calculée par Page Rank, l'autorité d'une page peut aussi être associé au prestige 
dont une page peut bénéficier. Dans [Sou98] HITS a été utilise dans le contexte d'un moteur 
de recherche spécialisé dans les requêtes générales comme Le tourisme en France ou La mon-
dialisation. Par ailleurs, HITS a été aussi exploité dans plusieurs applications dont certaines 
sont citées dans la suite. Contrairement à l'algorithme Page Rank, à notre connaissance jus-
qu'à ce jour aucun moteur de recherche disponible pour un usage public dans le Web n'a 
incorporé HITS dans son fonctionnement. 
2.1.2 Collecte de pages 
L'analyse de liens a aussi été envisagée pour la tâche de collecte des pages effectuée par 
un robot associé à un moteur de recherche. Plus précisément, l'idée est d'utiliser l'analyse 
de liens pour identifier des pages de bonne qualité pour l'indexation. L'hypothèse considérée 
ici est similaire à celle faite par HITS et Page Rank : la qualité d'une page est corrélée à sa 
connectivité avec les autres pages. 
Dans la pratique, les robots associés aux moteurs de recherche ne collectent pas toutes les 
pages du Web visible pour des contraintes de temps ou d'espace. Chaque robot est soumis 
à une politique de parcours du graphe sous-jacent au Web. Quelle que soit sa politique de 
parcours, le robot dispose toujours d'un ensemble d 'identifiants de pages non parcourues, 
notons-le Pinexp· Après avoir chargé une page, le robot analyse syntaxiquement le contenu 
de la page, récupère les identifiants des pages encore non parcourues dans les balises <a> et 
insère ces identifiants dans Pinexp· Une fois l'analyse d'une page finie, le robot choisit et ôte 
un identifiant de Pinexp et réitère le processus que nous venons de décrire. Considérons aussi 
que Pexp est l'ensemble des pages déjà chargées. 
Au lieu de récupérer au hasard un identifiant de l'ensemble Pinexp et de charger la page 
correspondante, l'idée ici est de récupérer d'abord des identifiants des pages censées être de 
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bonne qualité. Pour ce faire, il faut estimer la qualité des pages identifiées dans Pinexp· Une 
solution simple pour cela consiste à récupérer d'abord les pages qui sont pointées par le plus 
de pages déjà chargées, c.-à-d. les pages de Pexp· Une autre possibilité consiste à utiliser l'al-
gorithme PageRank pour calculer la popularité des pages de Pinexp selon leur connectivité 
dans le graphe sous-jacent aux pages de Pexp U "Pïnexp et de considérer que la popularité d'une 
page comme une estimation de sa qualité. Cette approche est à la base de l'une des méthodes 
proposées pour le ramassage de pages testées dans [CGMP98]. 
L'analyse de liens a été également suggérée dans les travaux concernant les collectes fo-
calisées. Une collecte focalisée vise à recueillir des pages traitant un ensemble préspécifié de 
thèmes. Dans [CvdBD99], un algorithme dont l'entrée est un ensemble de pages exemples 
(dont les thèmes incluent ceux sur lesquels la collecte est focalisée) analyse leur voisinage (en 
termes de la structure du graphe qui leur est sous-jacent) afin d'identifier les liens partant 
d'eux qui sont susceptibles de mener à des pages concernées par le(s) thème(s) de la collecte. 
De cette façon le robot vise à éviter de collecter des pages non concernées par les thèmes sur 
lesquels la collecte est focalisée. 
2.1.3 La catégorisation de pages 
L'analyse de liens a aussi été employée dans des méthodes visant la catégorisation de pages. 
La catégorisation peut être supervisée ou non supervisée. Nous appelons la catégorisation non 
supervisé clusterisation et la catégorisation supervisée classification (cf. section 3.2.2). Dans 
[PPR96], la structure des liens est utilisée pour classifier les pages dans huit classes fonction-
nelles prédéfinies : page d'index, page d'accueil, etc. L'hypothèse est que la connaissance des 
catégories associées aux pages peut aider le processus d'exploitation d'information par les 
utilisateurs. 
Des travaux récents ont appliqué des techniques de catégorisation pour classifier auto-
matiquement des pages dans des répertoires thématiques, e.g. [CDI98], [Sou98], [Cha91] et 
[OMLOO]. Il s'agit donc de la construction de classifieurs automatiques. La motivation de ces 
travaux est que les répertoires thématiques utilisant une classification manuelle des sites ( e.g. 
Yahoo!) ne peuvent pas suivre la croissance de Web. Un répertoire thématique se compose 
d'un ensemble de classes (qui peuvent être organisées d'une manière plate ou hiérarchique) 
chacune associée à un thème plus ou moins précis. Un classifieur supervisé est construit de la 
manière suivante : au départ chaque page d'un sous-ensemble de pages prédéfini est manuelle-
ment assigné à une ou plusieurs classes. Ensuite un algorithme d'apprentissage est utilisé afin 
d'apprendre au classifieur comment classer les pages en fonction des propriétés des pages de 
l'ensemble de départ et des classes auxquelles ces dernières ont été manuellement associées. 
Une fois la période d'apprentissage finie le classifieur est censé être capable d'associer auto-
matiquement les nouvelles pages à( aux) la classe(s) qui leur est(sont) le(s) plus pertinente(s). 
Traditionnellement, les classifieurs se basent sur le contenu des pages pour les assigner aux 
différentes classes. L'idée ici est de se servir des indicateurs additionnels contenus dans les 
hypertextes, à savoir les liens entre les pages, pour mieux les classifier. Illustrons ici deux 
travaux adoptant une tel type d'approche. 
Dans [CDI98] le voisinage d'une page donnée, disons Pi, est pris en considération dans sa 
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classification. En classifiant Pi l'algorithme analyse les pages voisines, celles qui pointent ou 
sont pointées par Pi· Les classes des pages de ce voisinage (si elles ont déjà été classées) et leur 
contenu textuel sont employées pour déterminer la classe de Pi· Deux situations sont possibles 
lors de la classification de Pi selon que toutes ses pages voisines ont déjà été classifiées, ou juste 
un sous-ensemble d'elles l'a été. Dans les deux situations l'algorithme proposé dans [CDI98] 
a réussi à augmenter l'efficacité du classifieur. Dans une étude plus récente [OMLOO] Oh et 
al. suggèrent un nouvel algorithme, semblable à celui proposé dans [CDI98] mais intégrant 
deux innovations : (i) les contenus des pages voisines d'une page en train d'être classée, 
disons Pi, n'influencent pas équitablement la définition de la classe de Pi et (ii) les classes des 
pages voisines de Pi n'influencent pas équitablement la définition de la classe de Pi· Ces deux 
innovations sont liées à un taux de fidélité calculé pour chaque lien attachant Pi à une autre 
page. Cette dernière méthode a montré une amélioration significative d'efficacité par rapport 
à celle atteinte par [CDI98]. 
2.1.4 La découverte de pages similaires 
Un genre intéressant de recherche est la recherche par exemples. À la différence de la re-
cherche traditionnelle où l'on formule une requête composée d'une liste de mots dans le but 
de récupérer des documents qui lui sont pertinents, dans la recherche par exemples l'utilisa-
teur indique au système un document pertinent à son besoin d'information et le système est 
censé retrouver des documents similaires thématiquement au document exemple fourni. La 
fonction What's Related présente dans le navigateur Netscape est une implémentation d'une 
recherche par exemples. Une implémentation simple de ce type de recherche consiste à grou-
per les pages selon leur contenu à l'aide une méthode de clusterisation, les pages similaires 
étant regroupées dans des clusters. Cependant, cela n'est pas envisageable dans le contexte 
du Web vu la taille de ce dernier en termes de nombre de documents. Le système Hypursuit 
décrit dans [Ron96] à proposé une clusterisation de pages similaires basé non seulement sur 
le contenu des pages mais aussi sur la structure les reliant. 
Dans [DH99] deux méthodes exploitant l'analyse de liens sont suggérées pour l'identifica-
tion des pages similaires. La première est basée sur l'algorithme HITS de Kleinberg évoqué 
dans la section 2.1.1. Prenons comme exemple une requête spécifiant l'URL d'une page Pi· 
Pour construire l'ensemble initial de pages requis par HITS, les ensembles suivants de pages 
sont réunis : les parents de Pi (pages qui pointent sur Pi), les enfants de ses parents (pages 
pointées par les parents de Pi), les enfants de Pi et les parents de ses enfants. HITS est alors 
appliqué à. cet ensemble et les pages assignées aux scores d'autorité les plus élevées sont consi-
dérées comme celles étant les plus similaires à. Pi· 
La deuxième méthode proposée dans [DH99] s'inspire de la méthode des co-citations 
[Sm a 73] issue de la bibliométrie. L'idée est d'identifier les pages qui pointent sur la page 
indiquée dans la requête (Pi) et de découvrir vers qui d'autre ces pages pointent. Les pages 
qui sont souvent co-citées avec la page indiquée dans la requête sont considérées comme celles 
étant les plus similaires à Pi· Bien que ce soit une méthode assez simple, elle s'est avérée aussi 
performante que la première. 
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2.1.5 La découverte de sites dupliqués 
Une autre application de l'analyse de liens sur le Web concerne la localisation d'informa-
tion dupliquée. Identifier ce type d'information peut être utile dans plusieurs contextes. Par 
exemple, des copies non-autorisées de pages ou de sites entiers pourraient être découverts, de 
même que des pages bien répandues dans le Web comme les FAQs 2 pourraient être localisées 
lors de mises à jours. Dans le contexte des moteurs de recherche, la connaissance de pages 
ou sites dupliqués peut être utilisée (i) dans le but d'éviter qu'un même contenu soit indexé 
plusieurs fois et (ii) afin de ne pas rendre dans la liste de réponses des pages de contenu quasi 
identiques. La deuxième utilité est particulièrement intéressante pour les métamoteurs. 
Certaines méthodes basées seulement sur le contenu des pages ont été suggérées. Par 
exemple, la méthode décrite dans [BKM+oo] propose la création d'un résumé pour chaque 
page basé sur son contenu. Ensuite une mesure de ressemblance entre deux pages est définie. 
Cette mesure est particulièrement utile dans l'identification de pages qui sont quasi identiques 
(les différences seraient due à des changements d'en-tête, à l'addition/suppression/édition de 
liens, à différentes signatures en bas de page, etc.). Notons que la mesure de similarité dont 
il est question dans [BKM+oo] est différente des mesures de similarité sémantique tradition-
nellement utilisées par les systèmes de recherche d'information. Des techniques similaires à 
celles décrites dans [BKM+oo] ont été proposées dans [BB99] pour calculer la ressemblance 
entre sites afin de localiser des sites dupliqués. 
D'autres études plus récentes suggèrent l'utilisation de l'analyse de liens pour localiser des 
ressources Web (pages ou sites) dupliquées. Dans [BBDHOO] une comparaison de différentes 
méthodes de localisation de sites dupliqués est proposée. Des méthodes comparées utilisent 
plusieurs types d'analyse: l'analyse d'adresses IP, l'analyse de la structure de répertoire codée 
dans l'URL des pages, l'analyse des liens entre les pages, etc. Pour ce qui est de l'analyse des 
liens, l'idée de base est la suivante : deux sites sont dupliqués si leurs pages sont associées à 
des URLs similaires et si les pages ayant des URLs similaires partagent un nombre important 
de liens sortants. 
Par ailleurs, dans [BBDHOO] Bharat signale les conséquences que la. duplication d 'infor-
mation peut avoir sur les moteurs de recherche dont les algorithmes utilisent la. structure 
du graphe sous-ja.cent aux pages indexées. Une perturbation de cette structure peut affecter 
considérablement l'efficacité des algorithmes. 
2.1.6 La découverte de la portée géographique de ressources Web 
Quand une ressource (page ou site) Web est créée son(es) a.uteur(s) cible(nt) un certain 
type de lecteur ou d'audience. Les audiences peuvent cependant évoluer, atteignant des types 
de lecteurs pas considérés au départ par 1 'auteur. La. portée géographique d'une ressource Web 
est le secteur géographique où son audience est localisée à un moment donné. Par exemple, 
un site Web contenant de l'information sur les locations d'appartement ou les restaurants 
concerne principalement la communauté géographiquement située dans la. proximité de ces 
endroits. En revanche, nous pouvons imaginer des ressources Web avec des portées associées 
à des communautés géographiques plus étendues. Par exemple, la portée du site du journal 
2 En anglais Frequently Asked Questions pages. 
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Le Monde est beaucoup plus large que celle du site de l'agenda stéphanois www.lagenda.net 
qui intéresse principalement les résidents de la région de Saint-Etienne. 
La portée géographique d'une information peut être utile à la navigation mais aussi à la 
recherche d'information à l'aide d'un moteur de recherche. Par exemple, si un moteur de 
recherche dispàse de la portée géographique des données indexées, lors d'une requête, il peut 
essayer d'identifier géographiquement d'où la requête est issue (e.g. à travers un profil prédé-
fini de l'utilisateur, ou l'adresse IP de la machine ayant soumis la requête). Puis en fonction 
de la portée géographique le moteur peut soit filtrer les résultats ( e.g. montrer juste les res-
sources ayant la même portée géographique que celle de la requête) ou distinguer visuellement 
dans les réponses les ressources locales (par rapport à la requête) des ressources non locales. 
L'utilité de la portée géographique des données est plus claire dans la navigation. Par exemple 
certains répertoires thématiques comme Yahoo! ou Looksmart proposent des catégories asso-
ciées à des portées géographiques spécifiques (e.g. la catégorie concernant l'état américain de 
Hawaii est disponible sur http: 11 dir. yahoo. com/Regional/U_S __ States/Hawaii/). Dans 
ces répertoires les ressources sont classées manuellement. Les catégories sont censées aider 
l'utilisateur dans sa navigation. 
Buyukkokten et al. [BCGM+99] et Ding et al. [DGSOO] suggèrent une méthode pour décou-
vrir automatiquement la portée géographique de ressources Web. Elle est basée sur l'origine 
géographique des pages ayant des liens qui pointent vers la ressource analysée, disons R*. Une 
ressource Rx est considérée être dans la portée géographique de R* si (i) un pourcentage élevé 
de pages de Rx pointent vers R* et (ii) si les pages qui pointent vers R* sont relativement 
distribuées dans Rx. Les expérimentations menées ont montré que cette méthode est aussi 
efficace qu'une méthode alternative basée sur le contenu des pages, également décrite dans 
[DGSOO]. La. méthode basée sur les liens a. cependant l'avantage d'être plus efficiente que la. 
méthode basée sur le contenu. 
2.1. 7 La découverte de la réputation de ressources Web 
Un autre application innova.nte de l'analyse de liens est celle proposée par Mendelzon et al. 
dans [MM97] et [RMOO]. Fondamentalement, les moteurs de recherche reçoivent des requêtes 
composées d'ensemble de mots-clés correspondant à des thèmes et, en réponse à elles, ils 
doivent retourner des pages concernant ces thèmes. L'idée dans [RMOO] est de concevoir un 
système fonctionnant de la. manière opposée : étant donnée une page (ou un site) le système 
doit rechercher les thèmes qui la. (le) concernent. L'idée réellement innovante est celle de ne 
pas envoyer tous les thèmes de la. ressource mais seuls ceux pour lesquels la. ressource a. une 
bonne réputation. En effet, une ressource n'a. pas nécessairement une bonne réputation pour 
tous les thèmes concernés par l'information qu'elle véhicule. 
Considérons l'anecdote suivante pour illustrer notre dernière affirmation. Dans le but de 
recueillir les impressions d'un groupe de personnes sur son site récemment remodelé, une 
université a organisé une enquête. Parmi les questions de cette enquête, une portait sur la 
réputation du site, i.e. la raison principale pour laquelle les personnes accédaient au site. 
Étrangement, les résultats de l'enquête ont révélé que la réputation du site était lié à une 
bibliothèque de fichiers d'images animées. Les personnes enquêtées accédaient au site pour 
récupérer ces petites images pour les inclure dans leurs pages personnelles. 
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Il existe plusieurs applications pour une telle analyse. Certaines organisations dépensent 
de grosses sommes d'argent dans des études dont le but est de savoir comment leurs sites 
sont perçus par le public. L'analyse automatique d'une ressdurce Web peut révéler les thèmes 
où sa réputation est anormalement élevée ou mauvaise. La section précédente concernait les 
portées géographiques des ressources. La réputation d'une ressource Web peut être considérée 
comme un genre particulier de portée d'une ressource. Au lieu de géographique, la réputation 
d'une ressource peut être considérée comme sa portée thématique. 
Pour ce qui est des méthodes proposées pour la découverte automatique de la réputation de 
ressources Web la seule que nous connaissons est celle issue des études de Mendelzon [MM97] 
et [RMOO]. Dans cette méthode les thèmes des pages qui pointent vers la ressource dont on 
veut connaître la réputation sont analysés dans le but d'identifier une première liste de thèmes. 
Ces thèmes sont ceux pour lesquels la ressource analysée pourrait éventuellement avoir une 
bonne réputation. Une fois cette liste de thèmes établie, le système estime la réputation de 
la ressource dans chacun des thèmes à travers une extension de l'algorithme Page Rank, 
évoqué dans la section 2.1.1. Dans sa version originale Page Rank calcule pour chaque page 
un degré de prestige qui est basé sur la popularité de la page en termes de sa connectivé 
dans le graphe. Ce prestige est une qualité intrinsèque de la page, il n'est pas associé à un 
thème donné. Dans [RMOO] on modifie cet algorithme de sorte que la popularité estimée pour 
chaque page soit dépendante d'un topique donné. Un prototype de ce système est disponible 
sur http: 1 /www. cs. toronto. edu/db/topic/. Notons que l'utilisateur peut aussi demander 
au système de calculer la réputation d'une page directement sur un topique donné. 
2.1.8 La découverte des communautés dans le Web 
Une communauté dans le Web peut être définie comme un ensemble de ressources parta-
geant un centre d'intérêt thématique. Quelques algorithmes ont été récemment suggérés pour 
identifier automatiquement de telles communautés. L'application évidente de tels algorithmes 
est la classification automatique des ressources du Web dans les catégories de répertoires thé-
matiques tels que Yahoo! ou Infoseek. Comme signalé dans [KRRT99], la. découverte des 
communautés d'intérêt sur des thèmes précis peut être aussi extrêmement utile pour définir 
les ci bles d'une cam pagne publicitaire. 
Notre intérêt ici porte sur les approches basées sur la structure de liens. Deux approches de 
ce type sont proposées dans [GKR98] and [KRRT99]. L'approche suggérée dans [GKR98] est 
basée sur l'algorithme HITS de Kleinberg. Comme évoqué dans la. section 2.1.1, par rapport 
à un topique (requête) donné, HITS retourne deux listes : les k-meilleures pages d'index et 
les k-meilleures pages d'autorité. Les scores d'index et d'autorité associés à ces pages cor-
respondent aux valeurs composant les vecteurs propres principaux des produits de matrices 
Aft M et M Mt. M est la matrice de connectivité associé au graphe sous-jacent à un ensemble 
de pages, notons-le Sextend défini au début de l'exécution de l'algorithme. Dans [GKR98] 
l'ensemble composé des n-meilleures pages (n < k) d'autorité et d'index est considéré comme 
une communauté d'intérêt associé a.u(x) topique(s) spécifié(s) dans la requête qui constitue 
le point de départ de HITS. Cette communauté est appelé communauté principale par les 
auteurs de l'étude. 
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Parallèlement, on a observé l'existence de certaines pages légèrement hors-topique dans les 
k-meilleures pages d'index et les k-meilleures pages d'autorité renvoyées par HITS. Ces pages 
formaient en fait d'autres communautés plus ou moins liées à la communauté principale. 
L'apparition de ces pages hors-topique dans la liste initiale renvoyée par HITS est due au 
problème appelé la dérive de topique associé à l'algorithme original. Ce problème est lié à 
la construction du graphe sous-jacent à Sextend que l'algorithme exploite (cf. [GKR98]). Les 
communautés hors-topique générées par HITS correspondent en fait à des régions du graphe 
sous-jacent à Sextend où la densité des liens est moins élevé que celle observée dans la région 
du graphe qui regroupe les pages formant la communauté principale. 
L'apport principal de [GKR98] est la suggestion que les communautés hors-sujet pourraient 
être déduites des vecteurs propres secondaires des mêmes produits de matrices utilisés pour 
trouver la communauté principale. Ainsi, on suggère que HITS peut trouver non seulement 
une communauté principale concernant une requête, mais aussi d'autres communautés plus 
ou moins liées à la première. 
Une autre approche basée sur l'analyse de liens pour découvrir des communautés d'intérêt 
sur le Web est proposée dans [KRRT99]. Cette approche se focalise sur les communautés 
émergentes. Les communautés de ce type sont normalement associées à des thèmes très spé-
cialisés. De ce fait, même si ces communautés atteignent une taille importante elles seront 
difficilement intégrées dans des répertoires majeurs du Web tel que Yahoo! ou Open Direc-
tory. La méthode vise à identifier des communautés émergentes par leurs signatures. Dans 
[KRRT99] on fait l'hypothèse que la signature d'une communauté peut être représentée par 
un graphe biparti avec une densité élevé de liens. La théorie des graphes dit qu'un tel graphe 
biparti possède avec une probabilité élevée un sous-graphe qui est biparti et complet. Ainsi la 
méthode consiste dans la recherche de sous-graphes bipartis complets dans le Web. Les expé-
rimentations évoquées dans l'étude ont été faites sur une photographie du \Veb construite par 
un robot. On a découvert plus de 100000 signatures. L'analyse manuelle de 400 signatures 
tirées au hasard a. détecté moins de 5% de signatures dont l'existence semblaient être une 
coïncidence, autrement dit, des signatures qui ne correspondaient pas à. des communautés 
d'intérêt. 
2.2 Découverte d'unités logiques d'information 
Dans cette section, nous nous intéressons à la. problématique de la. gra.nula.rité de 1 ïnfor-
ma.tion disponible dans le Web. Dans ce qui suit, nous expliquons la. problématique avec un 
exemple pratique, ensuite nous passons en revue des différentes approches proposées jusqu 'à. 
ce jour concernant cette problématique. Afin de faciliter la comparaison des différentes ap-
proches, nous avons dégagé un ensemble de caractéristiques leur étant communes, et ensuite 
nous les avons classées d'après ces caractéristiques. Nous avons choisi l'une des caractéris-
tiques pour cataloguer les approches. Finalement, nous proposons un tableau comparatif qui 
permet de mieux situer les approches les unes par rapport aux autres et d'introduire la. nôtre. 
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Structuration des sous-thèmes 
selon l'al go "text-tiling" 
sous-thème 1 
sous-thème n 
FIG. 2.1: Structuration d'un document en sous-thèmes. 
2.2.1 Problématique 
G) = Thème général 
Dans ses travaux concernant la structuration automatique d'un document en sous-thèmes 
(cf. l'algorithme TextTiling dans [HP93]) Hearst considère un document en texte intégral3 
comme étant composé d'un thème général qui spécifie le contexte de l'information conte-
nue dans le document et des sous-thèmes plus spécifiques qui doivent être compris dans le 
contexte du thème général. Le thème général peut être vu comme la toile de fond du docu-
ment où viennent se greffer les sous-thèmes. Le contexte de l'étude publiée dans [HP93] est 
d'indexer plus précisément un document à travers de l'identification de non seulement son 
thème général mais aussi celle de ses sous-thèmes. La méthode proposée divise un document 
en une séquence de segments et, à travers une analyse de similarité du contenu des segments 
successifs, regroupe certains segments en sous-thèmes. Ainsi, après traitement, le document 
est vu comme une séquence de sous-thèmes. Le thème général est considéré comme étant le 
document entier, i.e. la séquence de tous les sous-thèmes découverts. 
Il semble évident que la compréhension des sous-thèmes d'un document soit conditionnée à 
la compréhension du thème général. Autrement dit, le contexte du document est fondamental 
pour la compréhension des sous-thèmes du document. Nous pouvons généraliser cette idée 
Pt suggérer que la. compréhension d'une pièce d'information quelconque est conditionnée à la 
compréhension du contexte de cette pièce d'information. 
Lorsqu'un document est créé directement ou traduit sous forme hypertextuelle il est très 
souvent fractionné en plusieurs parties, chaque partie étant associée à un nœud différent du 
graphe sous-jacent au système hypertexte en question. Ainsi, un document, tel que nous l'en-
tendons4, ne se compose pas d'un objet unique dans un hypertexte mais d'un conglomérat 
de plusieurs objets. Tel que nous l'avons précisé dans l'introduction, dans ce rapport nous 
utilisons le terme unité logique d'information pour désigner un document hypertextuel. 
En ce qui concerne la navigation, mécanisme de base pour la tâche de récupération d'infor-
mation dans un hypertexte, le fractionnement des documents en plusieurs nœuds peut agir 
sur la facilité/difficulté de compréhension de l'information disponible. Cela dépend, en grande 
3 Texte intégral en opposition aux documents de type résumé ou dépêches d'actualité qui sont généralement 
courts. Avant l'apparition des bases de données capables de stocker et gérer des documents en texte intégral, 
les systèmes de recherche d'information traitaient traditionnellement des textes relativement courts. 
4 Un volume d'information auto-explicative. 
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partie, de la complexité de la structure de liens reliant les nœuds et de l'identification des 
documents composés par des groupes de nœuds. Toutefois, pour ce qui nous concerne, il est 
question de systèmes de recherche d'information appliqués à un système hypertexte; analy-
sons donc les conséquences du fractionnement d'un document en plusieurs nœuds vis-à-vis 
de la modélisation d'un tel système et de la tâche de recherche exécutée par lui. 
Si nous associons ce fractionnement d'un document en nœuds avec ce qui a été dit plus 
haut sur l'importance du contexte dans la compréhension d'une information, nous pouvons 
dire que la compréhension par un acteur donné (humain ou logiciel) de l'information conte-
nue dans un nœud donné ni dépend de la connaissance que cet acteur possède des autres 
nœuds composant le même document que ni. Considérons un document dx fractionné dans 
un ensemble de nœuds Sx et un acteur en train de visiter le nœud ni E Sx. Si l'acteur n'a 
pas la connaissance de certains autres nœuds contenus dans Sx, il éprouvera des difficultés à 
comprendre, voire ne comprendra pas, l'information véhiculée par ni. Nous pouvons dire que 
ces autres nœuds de S contextualisent ou complètent le contenu de ni. 
Pour ce qui est des systèmes de recherche d'information appliqués aux systèmes hyper-
textes, afin que l'information contenue dans un nœud soit correctement indexée, le processus 
responsable pour l'indexation doit donc se baser non seulement sur le contenu de ni mais 
aussi sur le contenu des autres nœuds qui donnent le contexte de l'information véhiculée par 
ni. Si l'index du nœud ni est extrait uniquement à partir de son contenu, la qualité de l'index 
sera moindre. 
Ainsi, la connaissance des nœuds qui forment ensemble un document est fondamentale 
pour une bonne indexation des nœuds. Cependant, sauf dans des systèmes hypertextes bien 
particuliers où les liens sont typés et les documents sont facilement identifiables, l'association 
d'un document avec les nœuds qui le composent n'est pas explicite, autrement dit, les fron-
tières d'un document hypertextuel ne sont pas clairement définies. Nous pouvons faire une 
analogie a.vec le travail de structuration d'un document en sous-thèmes de Hearst et consi-
dérer que, dans un système hypertexte, il n'existe quasiment que des nœuds représentant les 
sous-thèmes d'un document plus conséquent5 • La difficulté consiste donc à. déterminer quels 
sont les nœuds qui contextualisent ou complètent l'information contenue dans un nœud donné. 
La problématique est analogue à. celle abordée par Hearst dans [HP93] excepté le fait qu"elle 
se place dans une direction opposée. Dans [HP93], à. partir d'un document en texte intégraL 
Hearst essaie d'identifier les sous-thèmes du document. Il est question d'analyse d'un docu-
ment dont on connaît les frontières en essayant de le diviser et en identifier les parties. En 
revanche, la. problématique ici est de (re- )composer le document en mettant ensemble ses 
parties. Cette problématique peut être considérée comme plus complexe que celle abordée 
par Hearst dans la mesure où si d'une part on connaît l'ensemble des parties (les nœuds), 
d'autre part on ne connaît pas quel sous-ensemble de cet ensemble compose un document. 
Autrement dit, ce ne sont pas tous les nœuds de l'ensemble qui forment un document donné6 • 
5 Dans certaines situations, un document peut être associé à un seul nœud. 
6 Nous pouvons imaginer l'existence de documents hypertextuels contenant de l'information à des granula-
rités d'information différentes. Ainsi, un document très générique serait celui composé par tous les nœuds 
de l'hypertexte considéré. Dans ce passage nous faisons référence à un document hypertexte de granularité 
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Composition des 
documents 
FIG. 2.2: Composition de documents à partir de nœuds. 
Doc 1 = { Nl, N2, N4 } 
Doc2 = { Nl,N3,N6} 
Doc 3 = { N5, N7 } 
Les nœuds de l'ensemble forment plusieurs documents à la fois. De plus, un même nœud 
peut éventuellement faire partie de plusieurs documents et non pas d'un seul. Une deuxième 
différence est que Hearst manipule des documents séquentiels alors que nous manipulons des 
documents hypertextuels pour lesquels il n'y a pas de parcours séquentiel préétabli de lecture. 
Dans le Web, le fractionnement d'un document en plusieurs parties est encore plus remar-
quable que dans un hypertexte traditionnel. Si le caractère hypertextuel du Web implique 
naturellement le fractionnement des documents, on peut observer un style de rédaction parti-
culier pratiqué dans le Web. En effet, de nombreux chercheurs dans le domaine de l'hypertexte 
et de la recherche d'information appliquée aux systèmes hypertextes suggèrent que l'hyper-
texte doit être considéré comme étant un nouveau genre linguistique dont les particularités 
devraient être prises en compte lors du développement de systèmes manipulant de l'informa-
tion codée de cette façon. Des règles d'édition latentes telles que « communication maximale 
avec effort minimal » [Ami97] déduites par l'analyse de la présentation de données disponibles 
dans le Web suggèrent l'édition de pages qui ne dépassent pas une certaine longueur, e.g. une 
ou deux fois la hauteur d'un écran traditionnel de 17 pouces. 
Quelles sont les implications du fractionnement des documents au niveau de la structure 
et du contenu d·un ensemble de pages créées par un auteur? Aussi bien dans un système 
hypertexte que dans le Web, l'auteur définit le contenu des nœuds/pages et la structure entre 
eux en supposant vraie une hypothèse de base :lorsqu'un acteur donné (humain ou logiciel) 
commence à lire une page, disons Pi, il a déjà parcouru un chemin de pages avant d'arriver 
à p/. Les pages se trouvant dans le chemin lui auront apporté suffisamment d'informations 
pour qu'il comprenne le contenu de Pi· Autrement dit, les pages parcourues au préalable lui 
auront donné le contexte de l'information de la page courante. La considération de cette hy-
pothèse par l'auteur influence fortement son style de rédaction, c.-à.-d. aussi bien le contenu 
des pages que la structure qui les relie. Par exemple, pour deux pages Px et Py où Px donne le 
contexte de ]Jy, le lecteur est censé être passé par Px avant d'arriver à Py· Si d'un côté il est 
probable que Px et Py soient reliées par un chemin qui est probablement court, de l'autre côté, 
minimale. 
7 Il existe trois manières générales d'accéder à une page: (i) en saisissant directement une URL connue dans le 
navigateur, (ii) à travers un moteur de recherche ou un annuaire, ou (iii) à travers la navigation (sans passer 
par un moteur ou un annuaire). L'auteur des pages les crée en supposant que le lecteur a utilisé le dernier 
moyen d'accès pour atteindre la page. 
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malgré le fait que le contenu de Px soit nécessaire pour la compréhension de l'information 
vehiculée py, ce contenu (ou une partie) ne se retrouvera pas en double dans Py· 
Nous constatons aussi dans le Web ce que nous avons observé dans un système hypertexte 
traditionnel, à savoir que le contenu d'une page Web n'exprime pas toute l'information qu'elle 
véhicule. Pour qu'un acteur puisse comprendre l'information véhiculée par une page, il lui faut 
connaître aussi le contenu des pages qui complètent ou contextualisent la page en train d'être 
lue. D'une manière analogue à l'observation faite plus haut, une page doit être lue dans le 
contexte du document dont elle fait partie et non pas individuellement. Considérons alors un 
ensemble de pages composant un document devant être indexées par un moteur de recherche. 
Chacune des pages de ce document doit être indexée non seulement à partir du contenu de 
la page elle-même mais aussi du contenu des pages qui forment le même document qu'elle 
et la contextualisent. Malheureusement, la situation est similaire à celle rencontrée dans des 
systèmes hypertextes traditionnels dans la mesure où les frontières d'un document ne sont 
pas explicites. La difficulté consiste donc à définir ces frontières, autrement dit, définir pour 
une page l'ensemble de pages qui la contextualisent/complètent. 
Une manière de rendre explicite les frontières des documents disponibles dans le Web se-
rait d'utiliser des liens typés du genre est-partie-de où est-composé-de. En effet, depuis la 
version 2.0 de la DTD qui définit le HTML, il existe pour l'élément <A> les attributs rel et 
re v qui servent à rendre explicite la relation existante entre la page pointante - celle d'où 
le lien part - et la page pointée. Cependant, ces attributs ne sont utilisés que dans très 
peu de pages. De plus, il nous semble utopique que des valeurs prédéfinies pour ces attributs 
puissent convenir à une communauté aussi large que celle du Web, ne serait-ce que par le fait 
que certains sites pourraient avoir des besoins spécifiques pour ce qui concerne les valeurs de 
ces attributs. Il serait préférable de développer un langage de définition de types de liens et 
non pas de fixer les types des liens eux-mêmes. Ainsi, si le problème de la syntaxe est résolu, 
celui de la sémantique reste ouvert. Un accord sur la sémantique ne peut être trouvé que 
dans des configurations particulières comme par exemple au sein d'un nombre restreint de 
sites ayant des thématiques communes. Mais ceci est une discussion qui ne rentre pas dans 
le thème que nous abordons dans ce rapport. 
Ce n'est donc pas par le typage des liens que les pages composant un même document 
peuvent être identifiées. Il est important de signaler que, dans la plupart des cas, un être 
humain est capable d'identifier les pages composant une même unité logique d'information, 
i.e. les pages composant un même document. Comme les liens ne sont pas typés dans le VVeb, 
le lecteur se sert de quelques indicateurs pour naviguer au sein d'un même document. Par 
exemple. la mise en forme des ancres des liens, leur texte ou leur emplacement dans la page 
permettent très souvent à l'utilisateur de savoir si la page pointée par un lien fait ou non 
partie du même document que la page courante. Imaginons qu'un lecteur soit en train de 
lire une page sur les thématiques principales d'un projet européen de recherche et, qu'en bas 
de cette page, il y ait trois liens. Supposons que les textes des ancres de deux des trois liens 
soient Détails de la première thématique et Détails de la deuxième thématique et que le texte 
de l'ancre du troisième lien soit Sponsors du projet. Si le focus de l'utilisateur est sur les thé-
matiques du projet il veut continuer sa lecture dans le document concernant les thématiques 
du projet, et ainsi, il est évident qu'il ne suivra pas le lien Sponsors du projet. Le texte de 
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l'ancre du dernier lien indique clairement que la page renvoyée par le lien ne concerne pas 
les thématiques du projet, alors que les textes des deux autres liens donnent des indications 
claires8 que les pages pointées font aussi partie du document concernant les thématiques du 
projet. 
La capacité de déduction d'un lecteur citée dans le dernier exemple n'existe pas dans les 
moteurs de recherche traditionnels. Les moteurs grand-public disponibles à l'heure actuelle 
ignorent le fait que lorsqu'un document est représenté sous forme hypertextuelle il est frac-
tionné en plusieurs pages. Les raisons de cette attitude seront abordées tout au long de 
ce chapitre. D'une manière générale, nous pouvons avancer que la découverte des ULis de-
mande l'application d'une méthode qui peut s'avérer très coûteuse en termes de temps de 
calcul. L'augmentation du temps de réponse du moteur de recherche éventuellement impli-
qué par la découverte/manipulation de documents et non pas de pages est un facteur auquel 
les utilisateurs sont très sensibles [KTOO]. Dans la suite, nous allons illustrer à l'aide d'un 
exemple simple ce que le fait d'ignorer le fractionnement d'un document en plusieurs nœuds 
implique au niveau du fonctionnement et de l'efficacité d'un moteur de recherche. Ensuite, 
nous aborderons comment les moteurs de recherche pourraient prendre en compte le fraction-
nement des documents. 
Prenons par exemple un utilisateur qui veut trouver de l'information concernant des notes 
de cours sur les graphes dans le contexte d'un cours de structure de données. Dans le pire des 
cas, l'utilisateur saisira une requête contenant un seul terme, e.g. structure de données, ou 
graphes, ou, pire encore, cours. Dans le meilleur des cas, il saisira une requête contenant au 
moins les trois termes principaux qui constituent son besoin d'information, i.e. structure de 
données AND graphes AND cours9 • Cependant, comme illustré sur la figure 2.3, il se trouve 
que souvent les ensembles de pages contenant de l'information sur l'enseignement dans une 
université sont construits de sorte qu'il y ait une page pour tous les cours proposés de laquelle 
partent des liens vers des pages individuelles à chaque cours. Ensuite, une page concernant 
un cours donné pointe sur une page contenant une liste de pointeurs vers des pages conte-
nant chacune les notes de cours d'une séance donnée. À ce dernier niveau, nous rencontrons 
finalement une page répondant au besoin d'information exprimé par la requête, i.e. des notes 
de cours de théorie de graphes dans le contexte d'un cours de structure de données. 
Il est peu probable que la page concernant les notes de cours sur la théorie des graphes 
contienne les trois termes cités plus haut : cours, graphes et structure de données. Par consé-
quent, la page pertinente au besoin d'information de l'utilisateur, en l'occurrence Ps, n'est 
pas retournée à l'utilisateur en réponse à la requête structure de données AND graphes AND 
cours 10 • Par ailleurs, à une requête contenant deux des trois termes, e.g. graphes AND cours, 
ou à une autre contenant uniquement l'un des trois termes, e.g. graphes 11 , un moteur de 
recherche traditionnel renvoie beaucoup trop de réponses (pour la plupart non-pertinentes) 
qui finissent par noyer le sous-ensemble de réponses pertinentes. 
8 Même si elles peuvent ne pas se vérifier. 
9 En supposant que le langage de requête utilisé par le moteur de recherche accepte les requêtes booléenes 
10La requête structure de données AND graphes AND cours lancée le 25/05/2001 sur Altavista a reçu 267199 
réponses. 
11 La requête graphe lancée 25/05/2001 sur Altavista a reçu 410292 réponses. 
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FIG. 2.3: Partie du graphe du Web illustrant la région où l'une des notes de cours sur les 
graphes serait disponible. 
Actuellement, pour résoudre ce problème, un utilisateur procède en deux étapes. Dans la 
première étape il essaye d'isoler les pages sur les cours de structure de données en soumet-
tant la requête structure de données AND cours. Ensuite, il analyse manuellement les pages 
retournées afin d'identifier celles qui mènent à des notes de cours concernant les graphes. 
Évidemment, l'inconvénient de cette technique est sa deuxième partie qui doit être accomplie 
manuellement. 
Quelle est la raison pour laquelle la page pertinente, i.e. p8 (cf. figure 2.3), n'a pas été 
retournée comme réponse à la requête structure de données AND graphes AND cours? Sim-
plement parce que, lors de l'indexation, le moteur de recherche l'a considérée comme étant un 
document à part entière et, par conséquent, son index a été basé uniquement sur les termes 
de son contenu. Puisque les termes cours et structure de données ne se trouvent pas dans le 
contenu de ]Js, l'index de Ps ne peut pas contenir ces termes et, par conséquent, la page n'est 
pas jugée pertinente à la question posée. Pour que p8 ait été considérée comme pertinente, il 
aurait fallu que les trois termes de la requête aient été inclus dans son index. Et pour cela, 
au moment de la création de l'index de p8 , le système aurait dû se rendre compte que le 
contenu ]Js était fortement lié à celui des pages p6 et p3 et que, par conséquent, l'index de p8 
aurait du être basé non seulement sur son contenu mais aussi sur ceux de p6 et p3 • Autrement 
dit. il aurait fallu que le module d'indexation se rende compte que Ps, P6 et P3 formaient un 
document ou un ensemble logique d'information et que les informations véhiculées par elles 
étaient fortement liées. 
Plus haut nous avons observé que certains indicateurs sur les pages permettaient à un 
lecteur humain de distinguer les frontières d'un document. Ainsi, s'il était question d'une 
indexation manuelle dans l'exemple précédent, p8 serait probablement correctement indexée 
puisque l'auteur de l'indexation se serait rendu compte que p6 et P3 complètent le contenu 
de p8 • Par contre, nous ne sommes pas intéressés aux modules d'indexation manuelle12 • Les 
12 Un module d'indexation manuelle peut techniquement être envisagé dans un moteur de recherche mais, dans 
la pratique, c'est une démarche impossible dès que le volume de pages à indexer devient important. 
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FIG. 2.4: Parcours en profondeur d'un graphe (les nœuds déjà visités sont grisés). Le nœud 
en train d'être visité est le nœud k. 
annuaires tels que Yahoo! ( www. yahoo. corn) et The Open Directory Project ( www. dmoz. org) 
utilisent en effet une indexation manuelle, mais il est important de signaler que le volume de 
données indexé par les répertoires thématiques est beaucoup plus petite que celle traitée par 
les moteurs de recherche. En effet, contrairement aux moteurs de recherche, les répertoires 
thématiques ne se veulent pas exhaustifs, et de plus ils indexent des sites et non pas des 
pages. De ce fait ce genre d'outil a un champ de travail beaucoup moins étendu que celui des 
moteurs de recherche. La conclusion est que l'indexation automatique est une caractéristique 
indissociable des moteurs de recherche. 
La question logique qui suit concerne la façon dont le module d'indexation pourrait prendre 
en compte la fractionnement des documents lors de l'indexation des pages. On pourrait ima-
giner qu'un acteur logiciel, en l'occurrence le robot d'un moteur de recherche, soit capable 
d'identifier les frontières des documents pendant son parcours13 de la même façon qu'un 
acteur humain l'est. Pour ce faire on pourrait envisager des heuristiques qui permettraient 
au robot de déterminer si deux pages liées par un lien sont complémentaires ou non et cela 
en s'appuyant sur les indicateurs évoqués plus haut. Bien qu'envisageable, une telle méthode 
serait difficile à concevoir puisque la déduction de complémentarité entre les pages serait faite 
pendant le parcours du robot et, de ce fait, elle se baserait sur un graphe incomplet. En effet, 
lïntuition dit qu'une analyse du graphe complet est plus riche en information pour l'analyse 
de complémentarité qu'une analyse effectuée sur un graphe incomplet. L'autre inconvénient 
de la découverte des documents pendant le parcours du robot consiste dans le fait que les al-
gorithmes de parcours de graphes misent généralement sur l'efficacité, par exemple. en évitant 
de visiter deux fois un même nœud. Ainsi, les liens qui mènent vers des pages déjà visitées ne 
sont pas traversés et, par conséquent, certains chemins menant à une page donnée peuvent 
ne pas être parcourus/identifiés pendant le parcours. Par exemple, pendant un parcours en 
profondeur exécuté sur le graphe illustré dans la figure 2.4, le chemin a-+k-+ j-+i n'est pas 
parcouru par le robot puisque le nœud j a déjà été visité lorsque l'on arrive au nœud k. 
En effet, un algorithme de parcours de graphe traditionnel peut être modifié de sorte que 
tous les chemins menant aux différentes pages soit parcourus. Pour cela, il faudra supprimer 
la restriction qu'un nœud ne doit pas être visité deux fois. Cette modification dans l'algo-
rithme est faite aux dépens de son efficacité et à la condition que des mécanismes complexes 
13En anglais : crawling. 
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d'identification de cycles soient inclus. C'est peut-être pour ces raisons que certaines des ap-
proches de découverte d'unités logiques d'information proposées jusqu'à présent construisent 
d'abord le graphe complet sous-jacent à l'ensemble de pages à analyser avant de commencer 
la procédure de détermination des unités logiques d'information, i.e. les documents. 
Avant de présenter les différentes méthodes proposées dans la littérature, nous résumons 
brièvement la problématique abordée. La prémisse de base est qu'une page HTML ne contient 
pas une information auto-explicative : par le seul contenu d'une page un acteur ne peut pas 
appréhender toute l'information qu'elle véhicule, il existe d'autres pages qui complètent ou 
contextualisent le contenu de cette page. La problématique est de proposer une méthode pour 
identifier ces pages complémentaires. 
Dans cette étude il est question d'analyser l'utilité de la connaissance des pages complémen-
taires dans le cadre d'un moteur de recherche. Dans ce cadre, l'identification des documents 
sert à indexer plus précisément les pages. L'index d'une page Px ne doit pas être uniquement 
basé sur le contenu de la page, Cont(px), mais aussi sur le contenu des pages qui lui sont 
complémentaires, Cont(Compl(px)) : 
Index(px) = f(Cont(px), Cont(Compl(px))) (2.1) 
Dans ce qui suit nous présentons une liste d'aspects qui permettent d'organiser les princi-
pales méthodes de découverte de pages complémentaires proposées jusqu'à l'heure actuelle. 
Après nous présentons brièvement les méthodes classées selon l'un de ces aspects et finalement 
nous présentons un tableau comparatif des différentes méthodes selon les caractéristiques que 
nous avons dégagées. 
2.2.2 Aspects des méthodes 
Afin de mieux présenter et comparer l'ensemble des méthodes d'identification d'unités lo-
giques dans le Web proposées jusqu'à ce jour nous avons identifié sept aspects inhérents à 
toutes les méthodes. L'ensemble des aspects crée une base commune de comparaison puisque 
chaque aspect peut être traité différemment selon la. méthode. Les aspects sont les suivants : 
la granularité de la. réponse du moteur de recherche utilisant la méthode, le nombre d'unités 
logiques d'information (ULI) par page, le moment de découverte du graphe, le moment de 
découverte des ULis, le type d'information utilisée pour la. découverte des ULis, la prise en 
compte de l'hétérogénéité des liens sur le Web et la localité de l'information utilisée pour la 
découverte des ULis. 
Parmi les critères qui ont été choisis, nous pouvons identifier des critères généraux qui ne 
sont pas spécialement attachés à l'application aux moteurs de recherche : par exemple, le 
nombre d'unités logiques d'information (ULI) par page et le type d'information utilisée pour 
la découverte des ULis. En revanche d'autres critères n'ont un sens que dans le contexte de 
l'application spécifique aux moteurs de recherche, e.g. la granularité de la réponse du moteur 
de recherche et le moment de la découverte des ULis (avant ou après la requête). Il est évident 
que s'il était question d'analyser les méthodes dans le contexte d'un autre type d'application, 
nous pourrions nous servir d'autres aspects de comparaison plus spécifiques à l'application 
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FIG. 2.5: Regroupement de pages dans des documents. 
en question. Par exemple, si l'application visée était la visualisation d'un système hypertexte 
nous pourrions définir un aspect lié au type de structure de l'hypertexte généré par les ULis 
découvertes14. La structure peut être plus ou moins artificielle selon la méthode utilisée. Par 
exemple nous pouvons imaginer une méthode dans laquelle le nombre maximum de ULis 
générées et/ou le nombre maximum de pages dans chaque ULI seraient prédéfinis. 
Dans ce qui suit nous détaillons chacun des aspects énumérés plus haut. Pour chacun des 
aspects nous identifions les différentes manières de le traiter tout en précisant les avantages 
et les inconvénients des différentes manières. 
2.2.2.1 La granularité de la réponse du moteur de recherche 
Ce critère concerne le type de réponse renvoyée par le moteur de recherche en réponse à 
une requête. En général nous pouvons identifier deux types de réponse : une liste de pages 
ou une liste d'unités logiques d'information où chaque unité logique est composée d'une ou 
plusieurs pages. 
Évidemment. la réponse du moteur dépend de l'unité d'information qu'il a indexée. Si le 
moteur a indexé des pages, il ne peut renvoyer qu'une liste de pages en réponse à une requête. 
Inversement. si l'indexation se fait au niveau des unités logiques d'information, la réponse 
sera probablement composée d'une liste de telles unités. Cependant, nous pouvons concevoir 
qu'un moteur qui indexe des unités logiques d'information puisse renvoyer aussi des pages. 
Une fois qu'une ULI pertinente à la requête a été trouvée, le moteur peut décider de retourner 
une page composant l'ULI et non pas l'ULI entière. Des raisons pour un tel choix existent et 
seront évoquées dans la suite. 
Considérons le graphe illustré par la figure 2.5 et analysons l'indexation de la page p4 • 
Cette page fait partie de deux documents, le document D 1 et le document D 2 • Imaginons 
14 À partir d'un hypertexte dont les nœuds représentent des pages nous pouvons construire un deuxième 
hypertexte où les nœuds représenteraient les ULis découvertes du premier hypertexte. Les liens entre les ULis 
seraient déduits des liens entre les pages composant les ULis. 
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maintenant les deux cas de figures possibles selon que le système indexe les pages ou les 
documents. Dans le premier cas de figure, 1 'index de la page p4 doit être fonction de son 
contenu et de celui des pages qui lui sont complémentaires : 
Index(p4) = J(Cont(p4), Cont(pt), Cont(p2), Cont(ps), Cont(pB)) 
Par contre, dans le deuxième cas de figure les documents sont indexés et non pas les pages. 
Ainsi nous retrouvons les index suivants : 
Index(Dt) = j(Cont(p1), Cont(p2), Cont(p4)) 
Index(D3) = j(Cont(p2), Cont(p3), Cont(ps)) 
Admettons maintenant que, pour une requête donnée, le document composé par les pages p4 , 
p5 et p6 soit pertinent. Si nous sommes dans le premier cas de figure le système doit renvoyer 
comme réponse la liste des pages p4 , Ps et P6 dans un ordre donné. En revanche, si nous 
sommes dans le deuxième cas de figure, le système doit rendre comme réponse le document 
D 2 ou l'une des pages le composant. Quels sont les avantages et les inconvénients de ces 
approches? 
Un utilisateur comprend mieux une réponse du type page qu'une réponse du type document 
(ensemble de pages). La raison est que les utilisateurs sont habitués à des réponses composées 
de pages, style adopté par tous les moteurs traditionnels. Il leur est plus difficile d'interpréter 
une réponse constitué d'un graphe de pages, voire d'un ensemble de pages, c.-à-d. une réponse 
multi-entité et non pas mono-entité. Réciproquement, l'utilisateur pourra. avoir des difficultés 
pour comprendre la. raison pour laquelle une page a été renvoyée comme réponse alors qu'il 
se peut que les mots clés de sa. requête ne soient pas tous inclus dans le contenu la page en 
question. Une solution possible à ces problèmes de compréhension serait de développer une 
interface de visualisation de réponses qui permette à l'utilisateur de comprendre pourquoi les 
réponses retournées ont été jugées pertinentes à la requête soumise. 
L'avantage de l'indexation des documents est la cohérence entre la. granularité de l'indexa-
tion et la structure de l'information qui est stockée dans l'hypertexte. 
Par contre, nous pouvons signaler un inconvénient assez important du choix de l'indexation 
de pages. Prenons encore comme exemple l'index de la. page p4 • Son index est fonction du 
contenu de plusieurs pages qui ne sont pas forcément toutes complémentaires les unes des 
autres. D'après le document D 1 , la. page p4 est complémentaire à la page P2, ainsi, le contenu 
de ces deux pages doit être vu comme un ensemble. D'autre part, d'après le document D 2 , 
la page p4 est complémentaire à la page p6 et par conséquent, le contenu de ces deux pages 
doit être vu comme un autre ensemble. Cependant, lorsque l'index de la page p4 est consi-
déré comme étant une fonction du contenu de plusieurs pages, deux contenus qui n'ont pas 
forcément une relation de complémentarité entre eux, en l'occurrence, celui de la P2 et celui 
de p6 , sont mis ensemble ou mélangés (cf. figure 2.5). Un effet néfaste de ce mélange est, 
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qu'en réponse à une requête, p4 soit jugée pertinente à cause de l'association du contenu de 
p2 et p6 • Pour éviter ce genre de problème, tout en gardant l'option d'indexer des pages, il 
faudrait que l'index possède une certaine structure de sorte que le contenu de P2 ne soit pas 
mélangé avec celui de p6 • Par exemple, nous pourrions imaginer deux index distincts pour P4 : 
le premier Index (p4 )' concernerait le document D1, et le deuxième Index (p4) 11 concernerait 
le document D 2 • L'inconvénient de cela est l'augmentation de la complexité de la mise en 
œuvre du module d'indexation. Notons que dans l'exemple donné, l'évaluation de la perti-
nence de p4 serait faite deux fois. À la première fois p4 serait considérée comme composante 
du document D 1 (Index(p4)' serait utilisé) et à la deuxième fois P4 serait considéré comme 
composante du document D2 (Index(p4) 11 serait utilisé). 
I ndex(p4) 11 = g( Cont(p4), Cont(p5), Cont(p6)) 
Finalement, par rapport à l'espace nécessaire pour stocker l'index, nous pouvons imaginer 
que l'indexation par pages soit plmr-gourmande que l'indexation par documents. La raison 
de cela est que le contenu d'une page (ou une partie) est inclus dans l'index de toutes les 
pages qui lui sont complémentaires. Dans le dernier exemple, en dehors de son propre index, 
le contenu de la page p4 serait utilisé dans l'index des pages Pl, p2, P5 et P6· Évidemment, 
on peut faire en sorte que les index soient factorisés et que les termes d'indexation dérivés 
du contenu de p4 soient stockés dans un seul emplacement. Ensuite, il faudra que l'index des 
pages complémentaires à p4, en l'occurrence Pl, P2, P5 et P6, fasse référence à l'index de P4· 
Dans ce cas, lors de l'évaluation de la pertinence d'une page, la méthode de récupération 
de cet index sera plus complexe et l'exécution plus lente puisque il faudra aller chercher des 
parties d ïndex ailleurs. 
Nous avons dit plus haut qu'au premier abord, l'indexation par pages est plus gourmande 
que l'indexation par documents. Ce n'est pourtant pas toujours vrai. En effet, l'indexation 
par documents peut être autant, voire plus, gourmande que l'indexation par pages, cela 
puisqu'une page peut faire partie de plusieurs documents à la fois. De ce fait, l'index cor-
respondant au contenu de la page sera dupliqué dans l'index de tous les documents dont la 
page fait partie. Dans le dernier exemple, l'index de la page p4 (ou une partie) sera inclus 
dans le document D 1 et D 2 (cf. figure 2.5). En effet, plus il y a des pages faisant partie de 
plusieurs documents à la fois, plus gourmande en termes d'espace devient l'indexation. Le 
nombre de pages possédant cette caractéristique dépend de deux facteurs : (i) de la méthode 
employée pour identifier les documents et (ii) du style de rédaction utilisé pour créer les 
pages. En ce qui concerne le premier facteur, la méthode employée pour découvrir les ULis 
peut faire en sorte qu'aucune page n'appartienne à plusieurs documents (voir la prochaine 
section). Dans cette situation, il n'y a pas besoin d'espace supplémentaire pour l'indexation. 
En ce qui concerne le deuxième facteur, dans un graphe où les documents seraient très peu 
fractionnés la situation décrite au-dessus arriveraient moins souvent que dans un graphe où 
les documents seraient fractionnés davantage. En revanche, il est vrai que si les documents 
sont très fractionnés, la factorisation de l'index devient possible permettant ainsi d'envisager 
une réduction de l'espace nécessaire pour stocker les index. Cependant, comme nous l'avons 
cité plus haut, la factorisation est faite aux dépens du temps de calcul nécessaire pour qu'un 
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moteur réponde aux requêtes. Nous retrouvons ici le fameux compromis entre le temps de 
calcul et l'espace rencontré en algorithmique. 
2.2.2.2 Le nombre d'unités logiques d'information (ULI) par page 
Ce critère concerne le nombre d'unités logiques auxquelles une page peut appartenir. Dans 
l'exemple de fa figure 2.5, nous pouvons apercevoir qu'à l'instar de page p4, les pages P2 
et p5 appartiennent à deux documents différents chacune. Ainsi, la méthode d'identification 
des documents utilisée dans l'exemple permet qu'une page appartienne à plus d'un docu-
ment. Cependant, on peut imaginer d'autres méthodes qui ne permettent pas qu'une page 
appartienne à plus d'un document. Le premier type de méthode génère donc des documents 
non-disjoints et le deuxième génère des documents disjoints. 
Quels sont les avantages et inconvénients des deux types de méthodes? Intuitivement, nous 
pouvons imaginer qu'une page puisse appartenir à deux documents différents. Une méthode 
qui contraint une page à appartenir à une seule ULI impose une structure artificielle sur l'in-
formation analysée. S'il n'est pas question de cette contrainte, on peut espérer que la structure 
naturelle de l'information soit révélée. Encore faut-il que la méthode appliquée pour identifier 
les documents soit efficiente. 
Les méthodes qui génèrent des documents non-disjoints doivent avoir aussi une demande de 
ressources en termes d'espace supérieure à celle des méthodes disjointes et cela pour la raison 
évoquée à la fin de la dernière section concernant la granularité de la réponse des moteurs 
de recherche. En plus, ces méthodes présentent normalement une complexité de calcul qui 
est supérieure à celle des méthodes disjointes. La raison de cela est que les méthodes non-
disjointes imposent moins de contraintes afin de révéler une structure plus naturelle des 
données. On peut faire une analogie avec la distinction entre les méthodes disjointes et non-
disjointes de clusterisation. Dans [vR79, page 44], Rijsbergen signale : « Dans le processus 
de clusterisation, il y a une certaine quantité d'information qui est rejetée ou ignoréE de 
sorte que tous les membres d'un même cluster soient indifférenciables les uns des autres. 
C'est dans l'objectif de tenter de minimiser la quantité d'information écartée de trouver des 
clusters étant en quelque sorte le plus proche possible des données originelles, que les cluster.<o 
non-disjoints sont acceptés. Malheureusement, cela est fait aux dépen.<> de !"efficacité et dt 
l'efficience de l'implémentation. » 
2.2.2.3 Le moment de découverte du graphe 
Toutes les méthodes de découverte d'ULis proposées jusqu'à présent utilisent la structure 
de liens entre les pages pour mesurer la complémentarité existant éventuellement entre elles. 
La relation floue qu'un lien établit entre deux pages du Web est effectivement supposée être 
une éventuelle indication de complémentarité. Afin d'explorer les liens entre les pages ana-
lysées pour la méthode d'identification d'ULis, il faut que le graphe reliant les pages soit 
disponible. Le graphe peut être découvert avant ou après la soumission de la requête. 
L'inconvénient majeur de construire le graphe en aval de la soumission de la requête est 
la répercussion sur le temps de réponse du moteur de recherche. Si le réseau est très chargé 
ou, pire, si le réseau est indisponible au moment où la requête est posée, le temps nécessaire 
pour que le moteur retourne sa réponse sera inadmissible pour l'utilisateur. En plus du temps 
36 Chapitre 2. L'analyse de liens dans la recherche d'information dans le Web 
requis pour télécharger les pages, il faut évidemment considérer le temps d'analyser syntaxi-
quement les pages pour trouver leurs liens, le temps pour découvrir les ULis, pour indexer 
leur contenu et finalement pouvoir évaluer la pertinence des ULis par rapport à la requête. 
Cependant une découverte en aval possède aussi ses avantages. Premièrement, l'informa-
tion utilisée pour découvrir les ULis sera fraîche, mise à jour. Nous savons que l'information 
existante dans le Web est très volatile est que, sur certains sites, les pages, et par conséquent, 
le graphe, peuvent changer plusieurs fois dans une même journée15 • 
Le deuxième avantage d'une découverte en aval est le fait que le système n'a pas besoin de 
disposer d'une quantité de ressources conséquente pour son fonctionnement. Les index des 
pages ou des ULis sont construits après la formulation d'une requête. Ils sont utilisés pour 
évaluer la pertinence de l'information qu'ils représentent par rapport à la requête. Leurs iden-
tifiants sont retournés à l'utilisateur en réponse et, ensuite, les index sont aussitôt détruits. 
A priori, les index ne sont pas persistants. Évidemment, selon la taille du graphe à parcourir 
lors de chaque formulation de requête, l'apprQche en aval est plus ou moins faisable16 . 
Un dernier point à préciser à propos de la méthode de découverte en aval est celui concer-
nant le(s) nœud(s) de départ du parcours. Autrement dit, à partir de quelle(s) page(s) la 
découverte du graphe commence? Le robot responsable du parcours utilise une liste de pages 
comme nœuds de départ. Cette liste de pages n'est bien entendu pas générée aléatoirement. 
Les URLs incluses dans cette liste sont censées représenter des pages situées dans des régions 
du graphe contenant des pages présentant une forte probabilité d'être sinon pertinentes, au 
moins liées au besoin d'information exprimé dans la requête. 
2.2.2.4 Le moment de découverte des ULis 
A l'instar du dernier aspect, celui-ci se positionne par rapport au moment où la requête 
<>st posée. Il s'agit du moment de la découverte des unités logiques d'information. Un premier 
'"Cette volatilité des pages dans le Web est d'ailleurs l'un des grands problèmes rencontrés par les moteurs de 
n·cherche exhaustifs (dont le but est d'indexer le Web visible entier) telles qu'altavista et google. Il s'agit d'un 
problème lié à la fraîcheur des index. Le temps écoulé entre deux visites successives d'un robot à une URL 
Jonnée peut aller jusqu'à des dizaines de jours. Si le contenu sous une URL est indexé à la date tindexl, si la 
. page est modifiée à la date tmodif et la prochaine visite du robot ne se fait qu'à la date tindex2, entre la date 
1 modi f et. la date tindex2, l'index de la page située sous l'URL donnée est faux, c.-à-d. l'index ne correspond 
pas au contenu de la page. Ainsi, entre les dates tmodif et tindex2, tous les jugements faits sur le contenu lié à 
l'URL donnée sont inexacts. L'effet de cela ne peut être que néfaste pour l'efficience du moteur. Si la page en 
question est jugée pertinente pour des requêtes posées entre les dates tmodif et tindex2, renvoyer son URL en 
réponse correspond à donner une mauvaise réponse à la requête posée. Cela augmente le taux de bruit de la 
réponse. De l'autre côté, si la page sous l'URL donnée est jugée non-pertinente pour toutes les requêtes entre 
ces mêmes deux dates, il est vrai que le bruit ne se fait pas entendre. Cependant, au cas où par manque de 
chance le nouveau contenu associé à l'URL donnée est pertinent à certaines des requêtes posées entre les deme 
dates, la non-fraîcheur de l'index aura contribué à l'augmentation du taux de silence du moteur. 
16 Une manière d'éviter que le temps de parcours du graphe devienne trop long est de déterminer un temps 
maximal de parcours qui, une fois atteint déclenche l'arrêt du du parcours. Alternativement, une profondeur 
maximale de parcours par rapport à la page où le parcours débute peut aussi contrôler indirectement le temps 
qui est dédié à la découverte du graphe. Cependant, ces deux approches - temps maximal ou profondeur 
maximale - ont le même inconvénient qui est celui de limiter arbitrairement le parcours. Rien ne permet de 
faire a priori une corrélation entre le temps ou la profondeur maximale et la qualité de la réponse qui sera 
retournée à l'utilisateur. 
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point à signaler est que ce critère est bien-entendu très lié au critère précédent puisque la 
découverte des ULis est basée sur le graphe des pages. Ainsi, pour que la découverte des ULis 
soit faite il faut que le graphe ait déjà été construit. Une méthode qui découvre les ULI avant 
la requête et le graphe après la requête n'a donc pas de sens. Par contre, une méthode qui 
découvre les ULI après la requête peut découvrir le graphe aussi bien en amont qu'en aval de 
la requête. 
Les avantages et les inconvénients de la découverte des ULis en. amont ou en aval de la 
requête sont les mêmes que ceux évoqués dans le critère précédent. D'un côté la découverte 
en amont permet au moteur de recherche de garantir un temps de réponse court aux requêtes 
posées. En plus, puisque la découverte des ULis n'est faite que rarement17 le système peut 
se permettre de faire appel à une méthode de découverte d'ULis plus robuste et consomma-
trice d'un temps de calcul important. Un dernier avantage de la découverte en amont des 
ULis est qu'elles peuvent être utilisées dans des modules annexes au moteur de recherche de 
sorte à aider l'utilisateur dans sa tâche de récupération d'information. Par exemple, les ULis 
peuvent être utilisées pour construire une carte du graphe sous-jacent à l'information traitée 
par le moteur mais à une granularité différente de celle des pages. Ce niveau de granularité 
supplémentaire permet de réduire la dimensionnalité de l'espace d'information en passant 
d'une granularité page à une granularité ULI. L'espace de dimension réduite peut donner à 
l'utilisateur une meilleure compréhension générale de l'information sur laquelle sa recherche 
se fait et ainsi, peut lui permettre de mieux traduire son besoin d'information sous forme de 
requête. Les inconvénients sont les ressources nécessaires pour stocker les index de l'informa-
tion manipulée et la non-fraîcheur de cette information. 
2.2.2.5 Le type d'information utilisée pour la découverte des ULis 
Cet aspect concerne le type de source d'information exploitée par la méthode de découverte 
d'ULis. D'une manière générale, nous pouvons identifier trois sources principales d'informa-
tion dans le Web : le contenu des pages, la structure entre les pages et le(s) fichier(s) qui 
garde(nt) des informations concernant les accès aux serveurs HTTP utilisés pour héberger 
les pages18 . . 
On trouve une classification analogue dans les travaux concernées par le domaine du vVeb 
J/ining [BL99] [MBNL99]. Dans ce domaine, les applications sont classées selon le type de 
données qu'elles utilisent. Nous retrouvons les termes Web Content Mining, le Web Structurt 
i\fining, le Web Usage Mining 19 . Nous étudions maintenant ces trois sources d'information 
par rapport à notre besoin de découvrir la complémentarité entre les pages. 
Le contenu 
Nous entendons par contenu d'une page le tuple suivant : 
p = (url, mime _type, taille, date_derniere_modification, texte) 
17La découverte des ULis n'est faite qu'à des intervalles de temps importants de sorte à rafraîchir l'information 
manipulée. 
18 À partir de ce moment, nous allons appeler ce fichier fichier de log. 
19 Bien entendu, le Web Mining est pour le processus de Knowledge Discovery in the Web ce que le Data 
Mining est pour le processus de Knowledge Discovery in Databases. 
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Évidement il s'agit d'une représentation simplifiée d'une page. On pourrait y rajouter d'autres 
attributs tels que la date d'expiration de la page et le jeu de caractères utilisés. Nous avons 
fait le choix d'utiliser ces attributs puisque ce sont ceux-là que les méthodes citées dans la 
prochaine section utilisent. 
Dans le domaine de la linguistique il existe des travaux concernant l'identification du 
contexte d'un texte. Cependant, ces travaux ne s'adaptent pas bien à notre cas pour deux 
raisons principales : (i) les documents ne sont pas clairement identifiés dans un hypertexte; 
(ii) le style de rédaction dans un hypertexte est un style à part entière et différent de celui 
observé dans des documents non fractionnés. 
Dans les méthodes qui utilisent le contenu comme indicateur de complémentarité, le contenu 
est souvent utilisé pour supporter ou renforcer un deuxième indicateur basé sur une autre 
propriété des données analysées. Par exemple, si la structure qui relie deux pages données 
donne des fortes indications qu'elles sont complémentaires, l'analyse du contenu des pages 
peut être utilisé pour renforcer ou affaiblir ces indications. 
La structure 
Le deuxième type d'information utilisable dans l'analyse de complémentarité entre les pages 
est la structure qui les relie, c.-à-d. les liens. Nous avons déjà cité que la grande difficulté 
dans l'exploitation des liens dans le Web est lié au fait qu'ils ne sont pas explicitement typés 
et à la diversité de types. Nous pouvons considérer un lien comme étant un tuple : 
l = ( urLsource, url_destination, texte_ancre, type_lien) 
L'attribut type_lien peut avoir comme valeur : lien intra-site ou lien inter-site. Sa valeur est 
déduite des valeurs urLsource et url_destination. 
Remarquons ainsi que non seulement le fait que deux pages soit liées entre elles peut être 
un indicateur de complémentarité mais aussi la structure de répertoire codée dans l'URL le 
texte de l'ancre et le type du lien peuvent l'être. L'inconvénient de l'utilisation des URLs 
('St que les méthodes d'organisation des fichiers représentant les pages dans un système de 
fichiers peuvent varier beaucoup selon les auteurs des pages. Dans un extrême, nous pouvons 
imaginer toutes les pages d'un site stockées dans un même répertoire, dans l'autre extrême 
nous pouvons imaginer pour chaque page un répertoire différent, l'ensemble des répertoires 
étant organisé hiérarchiquement. 
En ce qui concerne le texte de l'ancre des liens, il est difficile d'imaginer d'autres manières 
de l'utiliser que celle basée sur une liste de termes susceptibles d'indiquer que la page pointée 
est complémentaire de la page où le lien se trouve. Par exemple, on peut admettre que les liens 
incluant dans le texte de l'ancre les termes continuer ou prochain indiquent une relation de 
complémentarité. Encore une fois, le style de rédaction de l'auteur influe beaucoup sur l'effi-
cacité d'une telle méthode. Une étude intéressante à propos de l'analyse du style de rédaction 
des ancres des liens afin de déterminer les liens d'un type spécifique a été publiée dans [AmiOO]. 
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En plus de la structure reliant les pages, la structure inter-pages, nous pouvons aussi envi-
sager l'utilisation des structures intra-pages de deux pages pour chercher des indications de 
complémentarité entre les pages. Cependant, la tâche ne semble pas être facile. D'une part, il 
faudrait trouver une manière d'identifier deux structures ·qui se complètent en quelque sorte. 
Même si l'on définit une mesure d'association/distance entre deux structures internes, son 
efficience serait sans doute peu élevée. Cela est due à la difficulté de la découverte de la struc-
ture logique d'une page. Il est vrai que certains éléments du HTML, e.g. <H1> .. <H6>, <P>, 
ont été initialement prévus pour donner une structure logique20 aux pages, malheureusement 
dans la pratique, ce type d'élément est utilisé pour la mise en forme des pages plutôt que 
pour expliciter leur structure logique. De ce fait, l'identification de la structure logique d'une 
page peut s'avérer très difficile. 
L'usage 
Le troisième type de donnée potentiellement exploitable pour découvrir les ULis est la 
trace de l'usage/consultation des serveurs HTTP utilisés pour héberger les pages à travers 
l'analyse de ce que nous avons appelés plus haut fichiers de log. Par ailleurs, certains sites 
demandent à leurs visiteurs de s'enregistrer en fournissant des données concernant leur profil 
lors de leur première visite au site. Nous pouvons concevoir l'utilisation des profils et des 
données extraites des fichiers de log dans une méthode de découverte d'ULis. 
En ce qui concerne le fichier de log, selon le serveur HTTP utilisé, le fichier peut compor-
ter des informations différentes. Toutefois, d'une manière globale, les informations suivantes 
sont toujours disponibles dans le fichier de log quelque soit le type de serveur : l'URL de la 
page demandée par le client, le numéro d'IP de la machine du client, la date et l'heure où 
la demande a été faite. Certains clients sont configurés de sorte que l'URL de la page éven-
tuellement affichée21 dans la fenêtre client qui a déclenché la requête soit aussi envoyée au 
serveur HTTP. Une autre information susceptible d'être retrouvée dans une entrée du fichier 
de log est le nom de l'application utilisée par le client pour accéder au serveur, cependant les 
clients sont libres de décliner leur identité ou non [FIG+97]. De son côté, le serveur peut être 
configuré de sorte que cette information soit enregistrée dans l'entrée du fichier de log corres-
pondant à la demande. Il s'agit d'une information intéressante puisqu'elle facilite la trace d'un 
même utilisateur à l'intérieur d'un site. Cependant, cette donnée n'est pas toujours disponible. 
En ce qui concerne la découverte des ULis, le type d'information que l'on cherche à identifier 
dans le fichier de log est le(s) chemin(s) parcouru(s) par un utilisateur pendant une session. 
Certains de ces chemins - ceux empruntés le plus fréquemment par des différents utilisa-
teurs- peuvent représenter des suites de pages composant des unités logiques d'information. 
Les difficultés de cette analyse sont considérables, de plus, une série d'hypothèses sont 
faites par les méthodes qui font ce genre d'analyse. L'hypothèse principale consiste à consi-
dérer que la navigation d'un utilisateur reflète un type de lecture où les documents sont lus 
entièrement. Ainsi, si un document est composé d'un chemin regroupant cinq pages, l'utilisa-
20 En opposition à la structure physique des pages, communément appelée mise en forme des pages. 
21 Cette donnée ne peut exister que si l'application client utilisée pour demander une page est un navigateur 
ou un robot. 
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teur n'est pas censé arrêter sa lecture à la deuxième page et dériver sur une page concernant 
un autre document. Or, dans la section 1.3.3, nous avons évoqué un type de désorientation 
cognitive particulière aux systèmes hypertextes appelée « les digressions imbriquées » par Le 
Crosnier [LC95]. Cette désorientation est due aux cheminements marginaux empruntés par 
les utilisateurs pendant leur navigation à cause d'un changement de centre d'intérêt. D'autre 
part, le fait que les pages d'un site ne soient pas bien conçues font que l'utilisateur ne dis-
pose pas d'assez d'indicateurs pour identifier les suites logiques d'une page. Cela peut mener 
l'utilisateur à un changement de centre d'intérêt involontaire. 
Ceci dit, le changement de centre d'intérêt, et par conséquent, de document pendant la 
navigation peut être aussi volontaire. Un utilisateur qui serait plutôt intéressé à avoir une 
vision générale du site ne rentrerait pas trop dans les détails de chaque document mais en 
ferait une lecture en largeur plutôt qu'en profondeur. 
Étant donné ce problème de changement de centre d'intérêt lors du parcours des utilisa-
teurs au sein d'un site, une idée pour identifier les vrais chemins consisterait à identifier pour 
chaque page ses successeurs les plus probables lors d'un parcours d'utilisateur. À partir d'un 
fichier de log on pourrait obtenir ce type d'observation. D'ailleurs, il est probable qu'il existe 
une corrélation entre le nombre de visites enregistrées dans le fichier et l'efficacité de l'ana-
lyse. Une fois les séquences de pages susceptibles de former des vrais chemins identifiées, on 
pourrait appliquer des heuristiques basées sur la similarité entre le contenu des deux pages 
successives dans un chemin, sur la structure de répertoire codée dans l'URL des pages, etc., 
afin de sélectionner les chemins qui seraient considérés comme étant des unités logiques d'in-
formation. 
En supposant vraie l'hypothèse selon laquelle l'utilisateur ne change pas souvent de docu-
ment pendant sa navigation au sein d'un site, il reste un ensemble de difficultés à traiter lors 
de l'analyse d'un fichier de log. Dans la suite nous énumérons un certain nombre d'entre elles. 
Premièrement, il faut être capable d'identifier les requêtes HTTP envoyées par des robots 
de moteurs de recherche pour ne pas en tenir compte. En effet, dans la plupart du temps, 
les robots exécutent un parcours qui ne correspond pas à la lecture d'un document entier 
à chaque fois22 • Les parcours sont généralement exécutés en profondeur ou en largeur sans 
vraiment tenir à parcourir des suites des pages ayant entre elles une relation identifiable. Les 
noms des robots de quelques moteurs de recherche sont publiquement connus : par exemple 
celui d'Altavista s'appelle scooter et celui de Google se nomme Googlebot [And]. Certains 
de ces robots, lors de l'envoi du message HTTP pour demander une page, s'identifient en 
remplissant le champ "User-Agent" [FIG+97] avec leur nom. Une autre possibilité consiste 
à vérifier le nom symbolique de la machine ayant envoyé le message HTTP. Très souvent, 
dans le nom symbolique de la machine on peut identifier le nom du robot. Malheureusement, 
ni l'une ni l'autre de ces règles ne sont impératives et donc ce ne sont que des heuristiques 
qui essayent d'identifier lorsqu'une demande HTTP est faite par un robot et non pas par un 
utilisateur humain. 
22 L'hypothèse citée au-dessus ne conceme que le comportement de navigation d'acteurs humains et non pas 
d'acteurs logiciels. 
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La deuxième grande difficulté est d'identifier si deux requêtes HTTP sont émises par un 
même utilisateur ou non. En effet, l'IP d'une machine n'identifie pas toujours un unique 
utilisateur. De plus en plus souvent un pare-feu sépare un ensemble de machines reliées en 
intranet de l'extérieur. Dans ce cas, la requête d'une machine dans l'intranet passe par le pare-
feu avant d'arriver au serveur. Le pare-feu peut être configuré de sorte que tous les paquets 
TCP qui sortènt de l'intranet aient les bits correspondant à l'IP de la machine originaire du 
paquet modifiés. Dans ce cas, lorsque le message part du pare-feu vers le serveur HTTP, ce 
n'est plus l'adresse IP de la machine client mais l'adresse du pare-feu qui figure dans le paquet 
TCP. Cela peut donc cacher plusieurs utilisateurs différents derrière une même adresse IP. 
Dans ce cas aussi, il faut des heuristiques au niveau de l'application d'analyse de logs pour 
distinguer les chemins d'utilisateurs différents se trouvant derrière un pare-feu. 
Il semble que les méthodes d'analyse de fichiers de log soient indissociables des heuristiques. 
À notre connaissance, aucune méthode de découverte d'ULis basée sur l'analyse des fichiers 
de log n'a été proposée jusqu'à ce jour. Dans [PPR96] une analyse d'un fichier des log est 
faite mais dans le but de découvrir des points de repère- des pages - dans le site associé au 
fichier, ceci pour aider l'utilisateur dans la visualisation et la navigation du site. Certains des 
problèmes liés à l'analyse des fichiers de log évoqués plus haut sont discutés dans cet article. 
Finalement, une dernière difficulté - et non des moindres - de l'analyse des fichiers de 
logs est due à la disponibilité de ces fichiers. Il se peut que la personne ou l'organisation 
propriétaire du serveur HTTP associé au fichier de log à analyser ne souhaite pas rendre 
public ce fichier pour une raison ou pour une autre. 
2.2.2.6 La prise en compte de l'hétérogénéité des liens sur le Web 
Nous avons déjà dit plus haut que l'une des caractéristiques du Web était la diversité des 
types de liens, un lien exprimant une relation implicite d'un type particulier entre deux pages. 
Par exemple, nous pouvons imaginer des liens reflétant une relation de structure logique entre 
deux pages (page chapitre liée à plusieurs pages section) ; une relation de structure séquen-
tielle de lecture des pages (page A pointant sur la page B indiquant que la lecture de la page 
A doit être suivie de la lecture de la page B) ; un lien de publicité; un lien de citation (dans 
le sens bibliographique), etc. 
Il est en fait difficile de définir une taxonomie des types de liens. D'une part la frontière 
entre les différents types risque d'être extrêmement floue. Par exemple, jusqu 'où un lien de 
citation n'est pas un lien de publicité et vice-versa? D'autre part, dû au caractère multi-
auteur du Web qui se traduit par l'utilisation de ce média de publication par des acteurs de 
plus en plus différents, ayant des besoins différents par rapport au type d'information à pu-
blier, on constate que la relation exprimée par les liens est presque ad-hoc selon lïnformation 
manipulée et son type ne rentre pas exactement dans un des types basiques cités plus haut. 
En revanche, cela n'est pas une raison pour que la communauté scientifique travaillant sur le 
Web n'essaie pas de faire une première typologie par rapport au type de relation exprimée 
par les liens entre les pages du Web. 
La diversité de types de liens en tant que telle ne doit évidemment pas être considérée 
comme étant une caractéristique néfaste du Web mais plutôt comme une richesse de ce mé-
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dia. Pour ce qui concerne les moteurs de recherche, le vrai inconvénient réside dans le fait 
que les liens ne sont pas explicitement typés. Nous avons déjà évoqué plus haut la difficulté 
d'établir une typologie et, ensuite, imposer aux auteurs des pages d'utiliser cette typologie 
dans la création des liens. Nous pensons que si l'on considère le Web en général, le typage 
a priori des liens, i.e. pendant leur création, est complètement utopique. Pourtant, les typo-
logies des liens pourraient être définies dans le cadre d'un type d'application spécifique, par 
exemple l'application moteur de recherche. Une idée consiste à établir une typologie qui serait 
utile dans le cadre de l'application et ensuite développer des heuristiques qui permettraient 
de classer les liens entre les pages automatiquement selon la typologie définie. Nous verrons 
une approche utilisant cette idée dans la section 2.2.3.2. 
D'après les types basiques cités plus haut, en termes de découverte des ULis nous pensons 
que les liens qui permettraient de faciliter l'identification des ULis représentées par un en-
semble de pages seraient les liens de structure logique et les liens de navigation. Cependant, 
nous savons que si d'un côté tous les liens de structure logique sont potentiellement utiles 
pour la découverte d'ULis dans un site Web, d'un autre côté uniquement certains liens de 
navigation le sont. Alors qu'un lien de navigation reliant deux pages qui doivent être visitées 
l'une à la suite de l'autre peut s'avérer très utile, un lien de navigation menant chaque page 
d'un document à la première page de ce document, p.ex. sa table de matières, peut nuire 
à l'efficacité d'une méthode de découverte d'ULis basée sur ce type de lien. De cette façon, 
même si les liens étaient typés selon ces deux classes, les difficultés pour trouver les ULis 
seraient aussi importantes. 
L'aspect traité dans cette section permettra donc de distinguer les méthodes de découverte 
d'ULis qui considèrent tous les liens comme étant similaires de celles qui tiennent compte du 
fait qu'ils ont des types différents. Ces dernières méthodes essaient d'identifier les liens qui 
peuvent leur être utiles dans le processus de découverte d'ULis. Pour faire la distinction et le 
tri des liens, les méthodes peuvent aussi bien se baser sur le contenu des pages reliées par les 
liens que sur les données relatives au lien lui-même (cf. la section précédente). Par exemple, 
une méthode de découverte d'ULis peut être modélisée de sorte que pour une page donnée, 
disons Px, seuls les liens intra-site soient exploités dans le processus de recherche des pages 
complémentaires de Px· Pour identifier ce type de lien la méthode se basera sur la valeur 
du paramètre type_de_lien contenu dans le tuple représentant le lien. Un autre exemple de 
distinction de type de liens peut être une méthode qui se base sur la structure de répertoire 
codée dans l'URL des deux pages reliées par le lien analysé. Si l'un des répertoires est un 
sous-répertoire de 1 'autre le lien peut être considéré comme étant d'un certain type alors que 
si les fichiers correspondant aux deux pages se trouvent dans le même répertoire les liens 
peuvent être considéres comme étant d'un autre type. Une méthode qui tiendrait compte de 
l'hétérogénéité des liens pourrait utiliser uniquement l'un de ces deux types de liens comme 
indicateur de complémentarité entre deux pages. 
2.2.2. 7 La localité de l'information composant une ULI 
Ce critère spécifie le type d'information composant une ULI en termes de localité. Ad-
mettons que nous voulions trouver l'information complémentaire au contenu de la page Pi 
située dans le site Sx. L'information complémentaire peut se trouver soit dans d'autres pages 
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situées dans le même site que Pi, i.e. dans Sx, soit dans des pages situées dans d'autres sites. 
Nous allons appeler le premier type d'information information locale et le deuxième type 
information non locale. Ce critère permettra donc de distinguer les méthodes qui n'utilisent 
que de l'information locale de celles qui utilisent de l'information locale et de l'information 
non-locale pour découvrir les ULis. 
Le seul avantage qu'une méthode utilisant de l'information non locale peut avoir sur une 
méthode qui n'utilise que de l'information locale est éventuellement la quantité supérieure 
d'information disponible à explorer. Intuitivement, plus on a de l'information concernant une 
page donnée, plus riche et complet peut être le contexte de cette page. Le contexte que l'on 
trouve dans d'autres pages situées dans le même site que la page analysée peut être considéré 
comme étant un contexte local. Ce contexte local peut être considéré comme étant une vue ou 
une interprétation de l'information par son auteur. Certes il s'agit d'une interprétation légi-
time mais, à l'extérieur du site, nous pouvons trouver des pages apportant d'autres contextes 
à l'information, contextes qui peuvent être considérés comme d'autres vues etjou d'autres 
interprétations de l'information. Ces contextes auxiliaires peuvent être bien différents de celui 
imaginé/proposé par l'auteur de la page et, par conséquent, utiles dans l'indexation. 
En revanche, l'utilisation d'information non locale possède quelques inconvénients. Pre-
mièrement, l'information non locale est beaucoup plus chère en termes de temps consacré 
à sa récupération que l'information locale. Lorsqu'il est question d'information locale, l'ap-
plication qui mène à la découverte des ULis des pages d'un site est souvent exécutée soit 
dans la même machine que le serveur HTTP hébergeant le site soit dans une machine proche 
physiquement, souvent faisant partie du même sous-réseau. Dans cette situation, le téléchar-
gement des pages est rapide puisque le nombre de pages à charger est réduit et la vitesse de 
chargement est élevée. 
Inversement, lorsqu 'il est question d'utiliser l'information non locale, la méthode de dé-
couverte d'ULis peut s'avérer beaucoup plus coûteuse. Si d'une part le téléchargement des 
pages demande beaucoup d'effort puisque les serveurs abritant les pages demandées peuvent 
être très distants de la machine où l'application responsable du téléchargement s'exécute, 
d'autre part la définition des pages à télécharger peut être aussi délicate. Considérons par 
exemple une méthode qui utilise les liens entrants et sortants d'une page- donc ses voisins 
immédiats - comme information de base pour la découverte des pages complémentaires à 
une page donnée, disons Pi· Pour identifier les pages pointées par Pi il suffit de faire l'analyse 
syntaxique de son contenu en identifiant les liens qui partent d'elle. Par contre, pour identifier 
les pages qui pointent sur Pi ce n'est pas aussi simple. Il faut disposer du graphe représentant 
toutes les pages susceptibles de complémenter Pi· Or, comme nous sommes dans la situation 
où l'information non locale est utilisée, les pages susceptibles de complémenter le contenu de 
Pi sont toutes les pages du Web. Ainsi, la méthode doit disposer du graphe complet du Web. 
À notre connaissance, il n'existe pas d'application qui prétende avoir disposé à un instant 
donné d'une copie du graphe du Web entier. La difficulté de se procurer une telle copie est 
dûe (i) au nombre inconnu de pages existantes ce qui rend difficile la prévision des ressources 
nécessaires; (ii) au caractère distribué du Web et (iii) à sa volatilité. Finalement, les condi-
tions instables du trafic sur Internet peuvent rendre impossible le parcours entier du Web. 
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Supposons qu'au lieu du graphe complet, une sous-partie du graphe soit suffisante pour 
l'analyse. Dans ce cas, nous pouvons envisager d'utiliser les services d'autres moteurs pour 
trouver l'information souhaitée, en l'occurrence, les pages qui pointent sur Pi· En effet, cer-
tains moteurs gardent la structure du graphe qu'ils ont parcburu et fournissent à l'utilisateur 
des moyens d'interroger cette structure. Par exemple, pour connaître l'ensemble de pages qui 
pointent sur une page donnée, Google et Altavista proposent dans leur langage de requête 
l'opérateur link:. Ainsi, si l'utilisateur veut récupérer toutes les pages parcourues par le robot 
d'Altavista ayant un lien sur une page dont l'URL est urli, il doit saisir la requête link: urli. 
On peut imaginer une modification de la méthode dans la mesure où il est question de 
récupérer non seulement les voisins immédiats de Pi mais aussi les voisins se trouvant à une 
distance de deux liens de Pi· L'explosion des requêtes du type link : url à envoyer à Alta-
vista peut être remarquable selon la page dont on veut récupérer le voisinage. Dans ce cas, le 
temps consacré à envoyer la requête et recevoir la réponse ajouté à celui du téléchargement 
des pages fait que le temps total nécessaire pour l'exécution d'une telle méthode deviendrait 
prohibitif. Et cela même si l'analyse est faite en amont de la requête. Avec l'accroissement 
exponentiel du nombre de pages dans le Web et le trafic de plus en plus lourd, de telles 
méthodes deviennent difficiles à envisager. 
Le deuxième inconvénient d'une méthode utilisant l'information non locale pour trouver 
les ULis est l'incertitude de trouver l'information complémentaire d'une page donnée dans 
des pages situées dans d'autres sites que celui où la page analysée se trouve. En revanche, il 
est quasiment certain que l'information complémentaire peut être trouvée dans le même site 
que celui de la page analysée. En effet, ce n'est que dans des situations exceptionnelles qu'un 
auteur rédigeant un document hypertexte place deux pages concernant le même document 
dans deux sites différents23 • 
2.2.3 Principaux travaux classés selon le moment de définition de l'unité 
logique 
Après avoir présenté les différents aspects d'une méthode de découverte d'ULis, nous choi-
sissons l"un cl"entre eux pour passer en revue les différentes approches proposées jusqu'à ce 
jour : le moment de la découverte des ULis. Comme nous avons vu plus haut cette découverte 
peut être faite en amont ou en aval de la. requête. Avant de passer à. la suite nous tenons à. 
faire deux remarques. 
Premièrement, les premiers travaux concernant cette problématique datent de 1998. Ils ne 
sont pas très nombreux, dépassant à. peine une dizaine. Nous avons effectué une recherche ex-
haustive et dans la. suite nous présentons les travaux fondamentaux. La deuxième remarque à. 
faire est que certains travaux cités dans la suite abordent des problématiques qui ne sont pas 
toujours celle de la découverte d'ULis bien que très proches. D'autre part, même si certaines 
méthodes ont comme but la découverte d'ULis, l'usage de ces ULis n'est pas toujours dans 
le contexte d'un moteur de recherche. Lorsque ce sera le cas, nous le signalerons. 
23 Il est encore question de ce que l'on appelle site. Nous aborderons cette question dans la section 3.1. 
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Dans ce qui suit nous présentons les approches principales proposées jusqu 'à ce jour concer-
nant la découverte d'ULis dans les pages du Web. Nous commençons par les approches où 
les ULis sont découvertes en amont de la requête et, dans la section suivante, les méthodes 
exécutées en aval de la requête sont présentées. Les avantages et les inconvénients de la dé-
couverte des ULis en amont et en aval de la requête ont été évoquées dans la section 2.2.2.4. 
Bien entendu, cette étude a pour but de dégager les caractéristiques communes et particu-
lières de chaque méthode afin de mieux situer et justifier notre propre méthode. 
Avant la requête 
Dans la suite nous passerons en revue les méthodes qui découvrent les ULis avant la requête. 
2.2.3.1 La méthode des coupures d'un graphe 
Dans [TMKT98), Tajima propose une méthode de découverte d'ULis qui se base aussi 
bien sur le contenu des pages que sur les liens entre elles. Dans cette méthode, le graphe 
de départ sous-jacent aux pages du Web appartenant à un même site est amputé des arcs 
entre les nœuds associés à des pages abordant deux thèmes différents. Sur ce nouveau graphe, 
les cuts - un eut est une composante connexe du graphe partiel résultant de l'amputation 
d'arcs du graphe original- sont considérées comme étant les ULis. L'hypothèse sous-jacente 
à la méthode est donc que toute paire de pages complémentaires doivent être reliées par une 
chaîne. La méthode utilise la similarité entre le contenu de deux pages pour déterminer si 
elles concernent le même thème ou non. Cette fois l'hypothèse sous-jacente est que le niveau 
de similarité entre le contenu de deux pages est plus élevé si elles discutent un même thème, 
hypothèse reprise du travail de Hearst et al. [HP93]. 
Les méthodes proposées dans l'article sont génériques et peuvent être appliquées à n'im-
porte quel type de donnée hypertextuelle dans la mesure où elles se basent sur le contenu 
textuel des nœuds èt sur les liens, les deux types de données que l'on retrouve dans n'importe 
quel système hypertexte. Les données hypertextuelles considérées dans l'article sont des pages 
HTML, des articles de forums de discussion et des méls24 • Des ensembles de messages issus de 
forums de discussion ou d'e-mails peuvent être considérés comme des systèmes hypertextes 
dont les nœuds représenteraient les messages et les liens entre les nœuds seraient déduits des 
valeurs des champs In-Reply-To et References trouvés dans l'en-tête des messages [Cro82]25 . 
Deux méthodes sont proposées dans [TMKT98]. Toutes les deux utilisent le modèle vectoriel 
pour représenter le contenu textuel des nœuds. Les poids des termes sont calculés d'après une 
variante de la mesure tf x idf26 • Un nœud est représenté par le vecteur : 
(2.2) 
24 Messages d'une boîte aux lettres électroniques, en anglais e-mails. 
25 Cela dit, ces deux champs sont optionnels et chaque mailer etjou lecteur de newsgroups peut choisir de 
traiter ou non ces champs. 
26 Term frequency x inverse document frequency : type traditionnel de formule de pondération utilisé dans les 
systèmes de recherche d'information. Le poids d'un terme dans un document est directement proportionnel 
à sa fréquence d'apparition dans le document et inversement proportionnel au nombre de documents où il 
apparaît. 
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où Wik est le poids du terme d'indice k dans le document ni et m est le nombre de termes 
retrouvés dans le contenu de l'ensemble des nœuds de l'hypertexte considéré. La mesure de 
similarité entre le contenu de deux nœuds, disons ni et nj, est le cosinus entre les deux 
vectems représentant les contenus : 
(2.3) 
Les deux méthodes suggérées utilisent cette mesure. En ce qui concerne la première méthode, 
elle est fondée sur l'algorithme de clusterisation hiérarchique lien-moyen27 . L'algorithme est 
modifié afin de tenir compte du fait que les cuts doivent représenter des composantes connexes 
du graphe sous-jacent aux pages analysées. Ainsi, pendant l'exécution de l'algorithme, deux 
entités (un nœud ou un ensemble de nœuds) sont regroupées à la condition qu'il existe au 
moins un lien entre un nœud dans 1 'une des deux entités relié par un lien à un nœud de 
l'autre entité. L'algorithme associé à la première méthode est résumé ci-dessous : 
-Entrées :un graphe orienté G = (JV,E) où lV est l'ensemble de nœuds 
et E l'ensemble d'arcs et n correspond au nombre de cuts dans lequel 
le graphe doit être partitionné. 
- Soit S un ensemble de liVI singleton cuts, chaque eut contenant un nœud 
de lV 
Tant que le nombre d'éléments de S est supérieur à n 
-Calculer la similarité Sim(Cuti,Cutj) pour tous les Cuti,Cutj ES tel 
que :ldi E Cuti, :ldj E Cutj et (di, dj) E E 
- Sélectionner la paire Cuti, Cutj dont Sim(Cuti, Cutj) est maximale, rem-
placer Cuti et Cutj dans S par Cutk où Cutk = Cuti U Cutj 
Pour utiliser l'algorithme ci-dessus il faut disposer d'une formule qui permette de calculer 
la similarité entre deux cuts, l'équation 2.3 permettant de calculer uniquement la similarité 
entre deux cuf8 de type singleton. La formule proposée dans l'article pour calculer cette 
similarité est : 
V({n1, .. ·,np})· V({n~, .. ·, n~}) 
Sim({n1, ... ,np},{n~, ... ,n~}) = l ({ })Il ({, })1 (2.4) V n1, ···,np V n1, · · ·, n~ 
où F({n 1 , ... ,np})= LI<i<p V(ni) représente une sorte de centroïde du eut composé des 
nœuds n1 · ··nP. Notons qÜe Ïe critère d'arrêt de l'algorithme est fonction du nombre de cuts 
déjà générés à un instant donné. Une alternative serait de fixer une similarité minimale entre 
deux cuts en deçà de laquelle plus aucun regroupement ne pourrait avoir lieu. Il est évident 
que l'un des inconvénients de cet algorithme est ce critère d'arrêt arbitraire. En effet, ce 
critère impose une structure artificielle à l'ensemble de pages traitées et ne révèle pas une 
structure naturelle des données. Autrement dit, il est difficile d'expliquer pourquoi un nombre 
maximal de clusters donné serait plus adéquat qu'un autre. Les auteurs n'ont pas cité des 
résultats qui permettraient une évaluation de l'efficience de l'algorithme. En revanche, après 
avoir testé l'algorithme sur un ensemble de nœuds de forums de discussion, deux problèmes 
27Plus connu sous son nom en anglais : group-average link. 
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M2 en réponse à Ml 
M3 en réponse à Ml 
M4 en réponse à M3 
M3 en réponse à M2 et à M3 
FIG. 2.6: Exemple de création de messages dans le temps dans un forum de discussions. 
généraux ont été détectés. 
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Le premier problème consiste dans le fait qu'un nœud représentant un message dans un 
forum de discussion doit pouvoir appartenir à deux cuts différents. L'algorithme décrit plus 
haut génère des cuts disjoints. En effet, un nœud intermédiaire peut inspirer l'apparition 
d'autres nœuds, ou des threads, qui aborderont des sous-thèmes de l'information traitée dans 
le nœud intermédiaire- nœud M1 inspirant l'apparition des nœuds M2 et M3 (cf. figure 2.6). 
D'autre part, nous pouvons concevoir qu'un nœud puisse apparaître dans la suite de deux 
autres nœuds (apparition du nœud M5 inspirée par les nœuds M2 et M 3 ). 
La deuxième observation que les auteurs ont faite est que si les nœuds intermédiaires 
d'un fil de messages d'un forum de discussions contiennent une information souvent géné-
rale, multi-thématique, les nœuds feuille, du moins, ceux situés vers le bas de la hiérarchie28 
sous-jacente au fil de messages analysés, contiennent des informations plus spécifiques. Or, 
le comportement observé de l'algorithme montre que les nœuds intermédiaires se regroupent 
dans un même eut tôt dans l'exécution. La conséquence de cela est la réduction du nombre 
de regroupements entre les nœuds intermédiaires et les nœuds feuilles auxquels ils sont liés 
thématiquement. 
Ayant observé les deux problèmes du premier algorithme, les auteurs en ont proposé un 
deuxième. Le nouvel algorithme essaye de résoudre les problèmes de la manière suivante : (i) 
il permet qu'un nœud fasse partie de plusieurs cuts à la fois et (ii) les c-uts commencent à 
être formés à partir des feuilles ce qui doit permettre qu'un nœud contenant de l'information 
que les auteurs qualifient de spécifique soit regroupé avec les nœuds intermédiaires contenant 
de l'information concernée par le même thème. 
Ce deuxième algorithme part du principe qu'en entrée on dispose d'un arbre. L'hypothèse 
de base est que plus on descend dans l'arbre, plus spécifique est l'information contenue dans 
les nœuds. Ainsi, le nœud contenant l'information la plus générique est le nœud racine et 
les feuilles contiennent les informations les plus spécifiques. Étant donné que ni les données 
28 La structure sous-jacente à un fil de messages d'un forum de discussions représente une hiérarchie puisqu'il 
y a toujours un nœud racine (le nœud contenant le message qui a déclenché le thread). Par contre, selon 
l'interprétation des champs In-Reply-to et References éventuellement présents dans l'en-tête des messages, la 
structure peut être un arbre ou non. 
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des forums de discussions, ni les données de la messagerie, ni les données du Web ne forment 
un arbre au départ, il faut pré-traiter les données pour transformer la structure qui leur est 
sous-jacente dans celle d'un arbre avant l'application de l'algorithme. 
En ce qui concerne les forums de discussions et la messagerie, les nœuds possédant plus 
d'un père sont dupliqués. En ce qui concerne les données du Web, le pré-traitement est com-
posé de deux étapes. La première consiste à identifier le(s) nœud(s) racines. Le nœud racine 
est censé être celui ayant une URL du genre http://aaa.bbb.ccc/index.(s)htm(l) 29• Si 
un tel nœud n'existe pas, tous les nœuds se trouvant dans le répertoire racine, i.e. sous 
http: 11 aaa. bbb. ccc/, sont considérés comme étant des nœuds de type racine. La deuxième 
étape consiste à construire la hiérarchie une fois que le(s) nœud(s) racine(s) a( ont) été identi-
fié(s). Pour cela, un parcours en largeur est effectué. Les liens menant à des pages qui ont déjà 
été visitées sont ignorés. Finalement, pour ce qui concerne les données du Web, les auteurs ont 
considéré qu'une unité logique d'information est composée uniquement de pages d'un même 
site. Ainsi, le parcours en largeur que nous venons de citer ne prend en compte que les liens 
internes, i.e. les liens menant à des pages situées dans le même site que la page racine. Dans 
cette étude, deux pages appartiennent à un même site si leurs URLs ont un même préfixe30• 
Les problèmes relevés par les auteurs qui ont motivé la réflexion sur un deuxième algo-
rithme ont été détectés sur des tests effectués sur des données issues de forums de discussions. 
Des tests sur d'autres types de données hypertextuelles n'ont pas été faits, du moins les au-
teurs ne les ont pas cités. Ainsi, nous ne disposons pas d'indications si les mêmes problèmes se 
reproduisent avec les données du Web ou avec celles de la messagerie. Si le premier problème 
semble être bien susceptible de se reproduire avec des données différentes de celles issues d'un 
forum de discussion, pour ce qui du deuxième problème, celui lié à la généralité (resp. spécifi-
cité) des nœuds intermédiaires (resp. feuilles), il est difficile de l'imaginer se reproduire dans 
d'autres contextes, surtout dans le Web où la notion de nœuds intermédiaires et de nœuds 
feuilles n'existe pas et que le graphe sous-jacent aux pages n'est pas hiérarchisé contrairement 
à la configuration des données relevant de la messagerie ou d'un forum de discussion. De plus, 
alors que dans les deux derniers types de données un nœud racine est facilement identifié, 
dans le Web, ce type de nœud n'existe pas systématiquement et, lorsqu 'il existe, il ne peut 
pas toujours être identifié par une procédure automatique. 
L'hypothèse considérée par l'algorithme est que dans un arbre généré à partir d'un nœud 
racine tel que les auteurs l'ont défini et d'un parcours en largeur où les liens menant à des 
pages déjà visitées sont ignorés, les nœuds situés vers le haut contiendraient des informations 
plus génériques que celles contenues dans les nœuds situés vers les feuilles. Aucun résultat 
de l'application du deuxième algorithme n'a été donné dans l'article. Ainsi, nous ne pouvons 
pas savoir si l'hypothèse considérée se vérifie ni combien l'algorithme est efficient dans la 
découverte des ULis dans un arbre généré à partir de l'application de l'hypothèse. 
L'application proposée pour les ULis découvertes par l'algorithme est celle d'un moteur 
de recherche. Au lieu d'indexer des pages, le moteur de recherche indexe des ULis. Ainsi, les 
29 Les URLshttp:/ /aaa.bbb.ccc/welcome. (s)htm(l) et http:/ /aaa.bbb.ccc/home. (s)htm(l) sont d'autres 
exemples de ce même genre. 
30 Dans la section 3.1 on aborde la problématique de la définition d'un site. 
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requêtes soumises par les utilisateurs sont comparées avec des ULis et non pas avec des pages. 
Cependant, des précisions n'ont pas été données sur la manière dont les ULis sont indexées 
(certaines pages sont-elles plus représentatives du contenu d'une ULI que d'autres? Quelles 
parties des pages sont prises en comptes pour l'index?) Ri sur la manière dont la pertinence 
d'une ULI à une requête donnée est calculée. D'autres applications ont aussi été évoquées: la 
clusterisation des réponses d'un moteur de recherche ou encore celle des messages d'un forum 
de discussion. 
2.2.3.2 La méthode des chemins d'entrée des pages 
Dans ce qui suit nous présentons une deuxième étude de Tajima [MT99] ayant comme pro-
blématique le fractionnement des documents dans un système hypertexte. Contrairement à 
l'étude que nous venons de détailler, dans cette deuxième étude il est question de trouver des 
unités logiques d'information seulement dans un hypertexte constitué de pages HTML. Les 
graphes sous-jacents aux messages de forums de discussions et e-mail ne sont pas considérés. 
Comme nous l'avons évoqué dans la section 2.2.1, pendant l'écriture d'une page donnée, 
disons Px, son auteur suppose qu'au moment où elle sera lue par un lecteur, celui-ci aura déjà 
parcouru un chemin de pages qui lui aura fourni le contexte ou le prérequis pour comprendre 
l'information véhiculée par Px· Dans ce travail, ce chemin de pages que l'utilisateur a dû 
parcourir avant d'arriver à Px et qui a été conçu - consciemment ou non -par l'auteur de 
Px est appelé le chemin d'entrée de Px· L'idée consiste donc à retrouver le chemin d'entrée de 
chaque page d'un site. Les pages composant le chemin d'entrée de Px sont considérées comme 
étant l'unité logique d'information à laquelle appartient Px· 
Pour découvrir le chemin d'entrée de chaque page, une méthode basée sur l'URL des pages 
et les liens entre elles est proposée. Contrairement à la méthode des coupures d'un graphe, 
le contenu des pages n'est pas utilisé. L'algorithme sur laquelle la méthode suggérée se base 
est composé de deux étapes principales. La première étape consiste à trouver le lien d'entrée 
pour chaque page du site analysé. Le lien d'entrée d'une page donnée est le lien par lequel 
un lecteur est censé arriver à la page. La deuxième étape de l'algorithme consiste à faire 
la concaténation de chaque page avec celle d'où son lien d'entrée émane (figure 2.7). Bien 
entendu la difficulté de la méthode réside dans la première étape, i.e. trou ver le lien d'entrée 
d·une page donnée. 
L'hypothèse liée à la première étape considère qu'une page possède, au plus, un lien d'en-
trée. Par conséquent, il est supposé qu'un lecteur arrive toujours à une page donnée par un 
chemin unique. Cela implique qu'une page HTML est censée appartenir à une seule unité 
logique d'information. Cependant, tel que nous l'avons vu plus haut, il est raisonnable de 
considérer qu'une page puisse appartenir à plus d'une unité logique d'information. Les au-
teurs reconnaissent que la l'hypothèse qu'une page soit associée à un seul chemin d'entrée 
représente une approximation grossière de la réalité et que l'idéal serait bien entendu d'avoir 
une méthode qui découvre tous les éventuels chemins d'entrée d'une page. Le lien d'entrée 
d'une page est choisi parmi les n liens candidats - les liens pointant sur la page - selon une 
probabilité déterminée d'après un nombre d'hypothèses que nous citons dans la suite. 
L'hypothèse liée à la deuxième étape établit que si le chemin chi est le chemin d'entrée d'une 
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Page d'accueil du site 
Chemin d'entrée de N2: 
Nl->N2 
- -
Chemin d'entrée de N4: 
Nl->N2->N4 
Graphe original (a) (b) 
FIG. 2.7: Deux étapes de la découverte des chemins d'entrées des pages : (a) découverte du 
lien d'entrée de chaque page, (b) concaténation des liens d'entrée. 
page Pi et l, lien émanant de Pi, est le lien d'entrée de la page pj, le chemin d'entrée de la page 
Pj est le chemin résultant de la concaténation de chi et del. Il est important de souligner que 
cette hypothèse ne se vérifie pas systématiquement dans la réalité. Par exemple, considérons 
que Pi et Pj aient été créées par deux auteurs différents. Dans ce cas, même si l'auteur de Pj 
considère le lien l comme le lien d'entrée de la page pj, il y a de fortes chances que ce même 
auteur ne sache pas que l'auteur de la page Pi l'a créée en supposant chi comme son chemin 
d'entrée. En effet, les auteurs justifient l'utilisation de cette hypothèse simplificatrice par une 
question de complexité de calcul de la méthode. L'hypothèse réduit le coût de la calcul de la 
méthode dans la mesure où le problème de la découverte des chemins d'entrée de toutes les 
pages d'un site se réduit au problème de la découverte du lien d'entrée de chaque page du site. 
En ce qui concerne les deux étapes de l'algorithme, nous allons présenter ici juste les idées 
principales concernant la première étape. L'implémentation de la deuxième étape est triviale. 
Le premier pas de la première étape consiste à identifier tous les liens vers la page dont on 
veut découvrir le lien d'entrée et à les classer selon la typologie suivante : lien intra-répertoire, 
lien vers-le-bas. lien vers-le-haut, lien transverse et lien inter-site31 . Cette typologie est établie 
selon les llRLs des deux pages connectées par le lien analysé : 
- lien intra-répertoire : lien entre deux pages stockées32 dans un même répertoire; 
- lien vers-le-bas : lien émanant d'une page stockée dans un répertoire R:1. vers une page 
stockée dans un sous-répertoire de Rx ; 
- lien vers-le-haut : lien émanant d'une page stockée dans un répertoire Rx vers une page 
stockée dans un répertoire ancêtre de Rx 33 ; 
- lien transverse : lien entre deux pages stockées dans deux répertoires, sans relation de 
parenté, situés dans un même site Web34 ; 
- lien inter-site : lien entre deux pages hébergées par deux sites Web différents. 
31 En anglais respectivement : lien intradirectory, downward, upward, sibling et intersite. 
32 À partir de ce moment, par une question de simplicité, lorsque nous écrirons une page stockée dans un 
répertoire donné, on doit comprendre le fichier représentant une page et stocké dans un répertoire donné. 
33 Le répertoire /dirA/ est un répertoire ancêtre du répertoire /dirA/dirB/dirC. 
34 Les répertoires /dirA et /dirB situés tous les deux dans un même site Web constituent deux répertoires sans 
relation de parenté. 
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Ensuite, une typologie logique des liens est proposée selon leur rôle dans le site. Les trois 
types définis sont : 
- lien d'entrée : lien qui sert de lien d'entrée à une pag;e donnée; 
- lien de retour : lien émanant d'une page vers une autre page située dans le chemin 
d'entrée de la première; 
- lien de saut :lien n'étant ni un lien d'entrée ni un lien de retour. 
Alors que la première typologie est objective la deuxième est complètement subjective. Une 
première série d'hypothèses telles que : «Un lien du type vers-le-bas ne représente jamais un 
lien du type retour » est proposée pour établir une correspondance entre les types de liens de 
la première typologie et ceux de la deuxième typologie. Ces hypothèses permettent d'identi-
fier les candidats à devenir lien d'entrée d'une page donnée. 
Après avoir identifié les candidats à devenir lien d'entrée d'une page à l'aide de la première 
série d'hypothèses, l'algorithme en applique une deuxième série qui permet d'identifier parmi 
tous les liens candidats celui étant le plus probable d'être le lien d'entrée de la page ana-
lysée. La première hypothèse de ce deuxième jeu d'hypothèses établit que s'il y a plusieurs 
candidats à devenir le lien d'entrée d'une page donnée, les liens du type vers-le-bas ont une 
probabilité plus grande d'être lien d'entrée que les liens des autres types. Les liens de type 
intra-répertoire sont classés en deuxième rang, ensuite viennent les liens de type inter-site et 
finalement les liens de type transverse. Par exemple, même s'il existe un seul lien de type 
vers-le-bas parmi les candidats mais plusieurs candidats de type intra-répertoire, c'est le lien 
du type vers-le-bas qui est sélectionné comme lien d'entrée. 
Des hypothèses additionnelles sont prévues pour résoudre les situations où (i) il existe plu-
sieurs liens du type vers-le-bas candidats à devenir lien d'entrée d'une page donnée; (ii) il 
n'existe pas de liens du type vers-le-bas candidats mais il existe plusieurs candidats du type 
intra-répertoire; (iii) il n'existe pas de liens du type intra-répertoire mais il en existe plusieurs 
de types inter-site et transverse. Ces dernières hypothèses permettent de choisir un lien parmi 
plusieurs liens ex cequo. 
Finalement, une fois que parmi tous les liens candidats un seul a été choisi, il faut encore 
décider sïl est vraiment retenu comme le lien d'entrée de la page ou non. Cette décision se 
fait à l'aide de deux dernières hypothèses : la première concerne le cas où le lien candidat 
est soit du type vers-le-bas soit du type intra-répertoire. La deuxième hypothèse concerne le 
cas où le lien candidat est soit du type transverse soit du type inter-site. Si le lien candidat 
à devenir le lien d'entrée d'une page donnée n'est finalement pas retenu comme tel, la page 
est considérée comme étant une page d'entrée du site, i.e. une page sans lien d'entrée. Une 
page d'entrée de site est une page dont la lecture n'est pas supposée être faite en aval de la 
lecture d'autres pages du même site auquel la page appartient. Par exemple, la page d'accueil 
d'un site35 constitue très souvent une page d'entrée de site. Cependant, nous pouvons imagi-
ner d'autres pages d'entrée. Par exemple, considérons un ensemble de pages concernant une 
conférence hébergé par un serveur HTTP associé à un centre de recherche et que le chercheur 
qui organise la conférence travaille dans ce centre. Ce chercheur a inséré un lien dans sa page 
35 Page ayant une URL du type http:jjaaa.bbb.ccc/index.htm(l). 
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personnelle vers une page qui sert d'index à l'ensemble de pages concernant la conférence. 
Cette page index peut être considérée comme étant une page d'entrée de site. Il est vrai que 
l'ensemble de pages concernant la conférence peut être considéré comme un site à part entière 
selon la définition que l'on adopte pour un site (dans la section 3.1 nous revenons sur cette 
question). 
Dans [MT99], la méthode de découverte des chemins est proposée dans le but d'améliorer 
l'indexation de pages et, par conséquent, d'augmenter l'efficacité d'un moteur de recherche. 
Nous pouvons imaginer l'ensemble de pages composant le chemin d'entrée d'une page donnée 
et de la page elle-même comme étant une unité logique d'information. Cependant l'unité 
d'information traitée par le moteur de recherche proposée dans l'article n'est pas celle d'une 
ULI mais celle d'une page. L'utilisation de l'information concernant l'ULI à laquelle une page 
donnée, disons Pi appartient est faite de la manière suivante : pour construire l'index de Pi 
le module d'indexation se base non seulement sur le contenu de Pi mais aussi sur le contenu 
des pages se trouvant dans le chemin d'entrée de Pi· 
Il reste à déterminer si l'indexation de Px doit considérer le contenu complet des pages fai-
sant partie du chemin d'entrée de Px ou seulement certaines parties. Dans la deuxième option, 
il faut encore sélectionner quelles parties devraient être considérées. Alors que l'on peut imagi-
ner des situations où la récupération partielle du contenu des pages serait la décision adéquate 
à prendre, nous pouvons imaginer aussi d'autres situations où récupérer le contenu complet 
des pages serait plus adéquat. L'idéal serait donc de faire une analyse cas par cas et prendre 
la. décision la. plus adéquate selon le cas. Évidemment, une telle analyse demanderait à iden-
tifier dans chaque page du chemin d'entrée la ou les parties qui complètentfcontextualisent 
la. page qui suit dans le chemin d'entrée. À notre avis, une telle méthode ne pourrait pas 
être envisageable sans l'intégration d'une analyse linguistique poussée. À défaut d'une telle 
méthode, une décision arbitraire entre prendre en compte le contenu complet ou seulement 
une partie du contenu des pages du chemin d'entrée doit être faite. Dans [MT99], la décision 
a été de prendre en compte seulement certaines parties du contenu des pages, à savoir le 
contenu des balises <title>, <a> et <hi> ... <h6>. En ce qui concerne la. balise <a>, seule 
le texte de l'ancre du lien qui constitue le lien d'entrée en question est pris en compte et non 
pas les ancres de tous les liens de la page. Il en est de même pour les balises <hi> ... <h6>, 
seul le texte de l'en-tête de la section qui contient le lien d'entrée est pris en compte. 
La méthode de découverte des chemins d'entrée des pages a été testée sur un site Web 
contenant 840 pages. La méthode a correctement découvert les liens d'entrée de 78% des 
pages analysées. Cependant le moteur de recherche utilisant la méthode d'indexation pro-
posée dans le dernier paragraphe n'a pas été implémenté. Ainsi, aucun résultat démontrant 
l'efficacité de la méthode d'indexation dans 1 'amélioration de la qualité des réponses d'un 
moteur de recherche n'a été donné. 
La méthode proposée est basée sur un nombre conséquent d'hypothèses, soit 16 au total. 
Toutefois, à notre avis, les hypothèses ne sont pas toujours justifiées d'une manière convain-
cante. En plus, elles dépendent très fortement d'une hypothèse majeure qui porte sur le style 
d'organisation des fichiers représentant les pages dans un système de fichiers. Il est supposé 
que l'organisation utilisée par l'auteur des pages est hiérarchique. Si la méthode est appliquée 
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à un site où les fichiers représentant les pages ne s'organisent pas hiérarchiquement, nous ci-
tons les auteurs : «la méthode proposée risque de détecter un chemin d'entrée incorrect pour 
presque toutes les pages du site. " Or, il est difficile de justifier la méthode sans évaluer le 
pourcentage de sites dans le Web adoptant un style d'organisation de pages qui la met en 
échec. 
Par ailleurs, l'association d'un chemin d'entrée à chaque page d'un site est certes une idée 
très intéressante, cependant, il reste à prouver que l'auteur des pages place la complémentarité 
d'une page donnée dans le chemin d'entrée de cette page. Il semble évident que pour une 
page donnée, disons Px, il existe d'autres pa~es dans le même site que Px qui complètent son 
contenu. Cependant, affirmer que ces pages se trouvent dans le chemin d'entrée de Px semble 
être moins évident. Nous pensons également que les pages complémentaires de Px se trouvent 
dans son voisinage (en termes de la structure du graphe), cependant nous croyons que ce 
voisinage s'identifie par une organisation un peu plus floue que celle d'un chemin de nœuds 
dans le graphe sous-jacent au site. Nous expliquerons cette supposition dans le chapitre 3 où 
nous développons notre méthode. 
2.2.3.3 La méthode de l'identification des sous-domaines logiques dans un site 
Web 
L'étude décrite dans [LKVOO] propose une méthode pour la découverte des domaines lo-
giques à l'intérieur d'un même domaine physique du Web. Un domaine physique est considéré 
comme étant composé de toutes les pages dont les URLs partagent le nom de la machine 
d'accueil et le numéro de port. Ainsi, les pages représentées par les URLs http: 1 /www. emse. 
fr :so;-aguiar/publications .htm et http: 1 /www. emse .fr;-aguiar/biography .htm font 
partie d'un même domaine physique. Notons cependant qu'une même machine d'accueil peut 
avoir plusieurs noms, ce que l'on appelle les aliases de la machine. Ainsi, si www1. emse. fr 
constitue un alias de la machine www. emse. fr, les deux machines sont associées à une même 
adresse IP. Ce cas n'est pas évoqué dans [LKVOO]. Par conséquent, deux pages associées aux 
URLs http://www.emse.fr/1.html et http://www1.emse.fr/2.html sont considérées ap-
partenir à deux domaines physiques différents dans l'algorithme que nous citons dans cette 
section. 
En contrepartie, un domaine logique est défini comme étant un ensemble de pages situées 
dans un même domaine physique du Web formant un ensemble cohérent d'information. ce 
que nous avons appelé plus haut unité logique d'information. Dans un site d'un département 
de recherche nous pouvons par exemple associer un domaine logique à l'ensemble des pages 
personnelles d'un chercheur, à l'ensemble des pages concernant une conférence organisée par 
le département, etc. 
Un domaine logique peut donc être consideré comme étant une ULI telle que nous l'avons 
définie dans la section 2.2.1. Nous y avons précisé qu'une ULI, de par sa définition, pourrait 
avoir des granularités différentes. La granularité des unités d'information visée dans [LKVOO] 
est moins fine que celle visée dans tous les autres articles cités dans cette section. Un do-
maine logique peut être vu comme une unité logique d'information pouvant être divisée en 
unités logiques d'information ayant une granularité équivalente à celle considérée dans les 
autres méthodes évoquées dans cette section. Malgré la différence de granularité nous citons 
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ce travail à cause de la proximité entre la problématique qui y est abordée et la nôtre, les 
méthodes et conclusions issues de cette étude pouvant être utiles dans le développement de 
méthodes de découverte d'ULis de granularité plus fine. 
L'objectif de la découverte des ULis dans [LKVOO) ne se trouve pas dans l'amélioration de 
la qualité des index utilisés par un moteur de recherche. La motivation de cette étude est de 
proposer une meilleure organisation de la liste d 'URLs renvoyée par un moteur de recherche 
en réponse aux requêtes qui lui sont soumises. L'idée est de proposer à l'utilisateur une liste 
de clusters d'URLs à la place d'une liste d'URLs. Dans un cluster sont regroupées des URLs 
associées à des pages appartenant à un même domaine logique. À l'aide des clusters, l'utili-
sateur doit pouvoir analyser plus efficacement le~ réponses en rejetant les clusters qu'il juge 
être hors sujet36 • 
Une façon efficace de clusteriser les résultats consiste à regrouper les URLs par nom de 
machine d'accueil (cf. le moteur de recherche google). Cependant, cette technique ne fonc-
tionne pas très bien avec des sites très larges et hétérogènes thématiquement comme geocities 
(www .geocities. corn), multimania (http: 1 /membres .lycos .fr), w3c (www. w3c. org), etc. 
Un site de ce type contient des pages qui peuvent traiter de thèmes très différents37 et qui 
ainsi ne doivent pas se retrouver dans un même cluster lorsque renvoyées en réponse par 
un moteur de recherche. D'où l'idée de découvrir les différents domaines logiques d'un site. 
Une fois que les domaines logiques ont été découverts pour un site donné, si dans la liste 
de réponses d'un moteur de recherche ayant indexé ce site il figure deux pages faisant partie 
d'un même domaine logique, ces pages sont rendues ensemble dans un cluster. 
L'algorithme proposé pour la découverte des domaines logiques est composé de deux étapes 
principales. La première consiste à découvrir les pages d'entrée des domaines logiques du site. 
La deuxième consiste à établir les frontières des domaines logiques en partant des pages d'en-
trée découvertes dans l'étape précédente. 
En ce qui concerne la première étape, la page d'entrée d'un domaine logique est définie 
comme étant la page racine38 du domaine, i.e. la première page qu'un utilisateur est censé 
visiter lorsqu'il parcourt le domaine logique en question. La découverte des pages d'entrée 
des domaines logiques d'un site est basée sur l'application d'un ensemble de règles à chacune 
des pages composant le domaine physique analysé. Chaque page est associée à un score qui 
représente les chances qu'elle soit reconnue comme page racine d'un domaine logique. Chaque 
règle augmente ou diminue le score d'une page. Les règles se basent sur le contenu textuel des 
pages, plus précisément sur le contenu de la balise <title>, la structure des liens entre les 
pages, le texte de l'ancre des liens et l'URL des pages. Un sous-ensemble des règles proposées 
est illustré dans la figure 2.8. 
36 Les clusters dont les pages ne sont pas pertinentes au besoin d'information exprimé par la requête. 
37 Intuitivement, cela doit aussi se constater dans de sites ayant un nombre de pages réduit mais à une moindre 
échelle. 
38 La structure du graphe sous-jacent à un domaine logique ne constitue pas forcément un arbre, ainsi le 
qualificatif racine utilisé dans ce contexte n'a pas la même sémantique que celle associée au nœud racine d'un 
arbre. 
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Règle #1 url : n /-["/]*/?$ " +60 
Règle #2 url " "["-l*/{peoplelusers?lclasse{s) lprojects?lseminars?)/$ n +30 
Règle #5 title " \bhome\b " +10 
title " \bwelcome\b " +5 
Règle #6 texte de l'ancre de lien rentrant " "home$ " +5 
Règle #7 texte de l'ancre de lien sortant n "home$ " -10 
Règle #9 nombre de liens externes rentrants > 0 +20% 
Règle #10 nombre de liens sortants > 20 +5 
FIG. 2.8: Sous-ensemble des règles utilisées pour classer les pages candidates à page d'entrée 
des domaines logiques d'un site. 
Quelques-unes des règles sont décrites sous la forme d'expressions régulières. Par exemple, 
la règle numéro 5 augmente le score des pages qui contiennent dans leur balise <ti tle> les 
termes home ou welcome. D'autres règles se basent sur la structure des liens, plus particu-
lièrement sur le nombre de liens entrants etjou sortants d'une page donnée. Par exemple, la 
règle numéro 9 suppose que plus il y a des liens externes (originaires de pages situées dans 
d'autres sites) pointant sur une page donnée, plus grande est la probabilité que cette page 
soit la page d'entrée d'un domaine logique. 
Une fois que les scores des pages ont été calculés et mis en ordre décroissant, les k pages les 
mieux classées, où k est un paramètre de l'algorithme, sont retenues comme pages d'entrée de 
domaineslogiques. L'étape suivante consiste à définir la frontière des domaines logiques ayant 
comme racine les pages sélectionnées dans l'étape précédente. Ainsi, si le site analysé contient 
11 pages dont k sont choisies comme points d'entrées de domaines logiques, la deuxième étape 
consiste à affecter les n - k pages restantes à l'un et seulement l'un des domaines logiques 
ayant comme racine les k pages sélectionnées. 
Pour la deuxième étape de l'algorithme, deux méthodes ont été proposées. La première 
méthode utilise uniquement l'URL des pages pour définir dans quel domaine logique elles 
s ïnsèrent. Définissons le répertoire hôte d'une URL comme étant le répertoire dans lequel le 
fichier associé à 1 'URL se trouve stocké dans le système de fichiers de la machine d'accueil de 
l'URL. Par exemple, considérons l'URL http: 1 /www. aaa. corn/dirA/dirB/toto .htrnl. Dans 
cette lTRL nous identifions la machine d'accueil www. aaa. corn, le nom du fichier représen-
tant la page toto.htrnl et le répertoire hôte /dirA/dirB/. L'hypothèse considérée par la 
première méthode (aussi par la deuxième) est que les répertoires hôtes des URLs des pages 
d'un domaine logique donné doivent se situer dans le sous-arbre39 qui a comme racine le 
répertoire hôte de l'URL de la page d'entrée du domaine logique en question. Autrement dit, 
le répertoire hôte de l'URL de la page d'entrée d'un domaine logique doit être un préfixe des 
répertoires hôtes des pages faisant partie de ce même domaine. 
Imaginons un domaine logique D 1 ayant comme page d'entrée la page associée à l'URL 
http://www.aaa.corn/dirA/index.htrnl. Selon l'hypothèse décrite avant, une page Pi asso-
ciée à l'URL http: 1 /www. aaa. corn/ dirA/ dirB/pag1.htrnl serait affectée à D 1 . Supposons 
39 La structure sous-jacente à un système de fichiers peut être associée à celle d'un arbre. 
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un deuxième cas de figure, semblable à celui que nous venons de décrire, mais où en plus 
existe d'un deuxième domaine logique D 2 ayant comme page d'entrée la page associée à 
l'URL http: 1 /www. aaa. corn/ dirA/ di rB/ index. html. Dans ce deuxième cas, Pi serait affec-
tée à D2 et non pas à D 1 . Ceci est dû au fait que le répertoire hôte de l'URL de la page 
d'entrée de D2 est un préfixe plus long du répertoire hôte de Pi que le répertoire hôte de 
l'URL de la page d'entrée de D 1 . Ainsi, selon les critères que nous venons de citer, les n- k 
pages du site sont affectées à l'un des k domaines logiques. 
De plus, cette première méthode impose certaines restrictions sur les caractéristiques des 
domaines logiques à découvrir tel que le nombre minimum de pages par domaine. Par exemple, 
si un domaine découvert ne contient pas le nombre minimum de nœuds il est fusionné avec 
un autre domaine. Nous n'expliquons pas ici tous les détails de l'algorithme. Soulignons le 
fait que l'algorithme associé à cette première méthode peut générer des domaines logiques 
non-connexes dans la mesure où les pages appartenant à un tel domaine ne sont pas nécessai-
rement atteignables à travers une navigation ayant comme point de départ la page d'entrée 
du domaine. Il semble pourtant raisonnable de supposer que dans un domaine logique toutes 
les pages puissent être atteignables à partir de sa page d'entrée. 
La deuxième méthode proposée pour définir les frontières des domaines logiques intègre 
la supposition que nous venons de citer : les pages d'un même domaine logique doivent non 
seulement partager le préfixe du répertoire hôte de leur URL, mais elles doivent aussi être 
accessibles à partir de la page d'entrée du domaine. Ainsi, en plus de l'URL des pages, la 
structure de liens reliant les pages est donc utilisée. 
À l'instar de la première méthode, la deuxième impose certaines restrictions par rapport 
aux caractéristiques des domaines logiques à découvrir. En dehors du nombre minimum de 
pages dans un domaine logique, il est défini un rayon maximal autour de la page d'entrée 
d'un domaine logique (en termes de la longueur des parcours dans le graphe sous-jacent au 
site analysé) en deçà duquel les pages appartenant au domaine doivent se trouver. Le rayon 
constitue donc le troisième paramètre- les deux premiers étant le nombre de pages d"en-
trée à sélectionner au départ (k) et le nombre minimum de pages d'un domaine logique. La 
première méthode est un cas particulier de la deuxième si l'on considère que (i) deux pages 
qui ne sont pas reliées par un chemin sont à une distance infinie l'une de l'autre et (ii) le 
paramètre rayon est positionné à la valeur infinie. 
Notons que ni la première méthode ni la deuxième ne garantissent que toutes les pages 
analysées soient affectées à un domaine logique à la fin. C'est une conséquence des restric-
tions liées aux préfixes des URLs et au rayon maximal à l'intérieur des domaines logiques. 
Cela ne constitue pas un problème pour l'application proposée dans [LKVOO] qui est celle de 
1 'organisation des résultats d'un moteur de recherche. Les pages n'ayant pas été affectées à un 
domaine logique pourraient figurer individuellement dans la liste de réponses du moteur de 
recherche. Il serait pourtant intéressant d'analyser la raison pour laquelle certaines pages ne 
se retrouvent dans aucun domaine après l'application de l'algorithme. Constitueraient-elles 
des domaines logiques à part entière? 
L'algorithme a été testé sur trois sites différents: deux sites d'universités et le site du consor-
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tium w3c ( www. w3c. org). Les tests n'ont pas abouti à une conclusion puisque les résultats 
n'ont pas été évalués. Une manière possible d'évaluer la qualité des résultats consisterait à 
faire analyser les domaines logiques découverts par un certain nombre de personnes parmi 
lesquelles les concepteurs des sites analysés. D'autre part, même si cette analyse avait été 
faite, les conclusions ne seraient pas vraiment fiables vu le nombre réduit de sites utilisés 
dans les tests. 
La critique principale qui peut être faite à ce type d'approche est sa dépendance trop 
importante au type des données utilisées (cf. la règle numéro 2 de la figure 2.8). Pour que 
l'utilisation de l'algorithme ne soit pas restreinte à un type donné de site, il faudrait adap-
ter/généraliser l'ensemble de règles qui permettent de définir les points d'entrée des domaines. 
Une deuxième critique est l'utilisation de l'URL des pages pour trouver les différents domaines 
logiques d'un site. Les hypothèses basées sur les URLs des pages qui sont considérées dans la 
méthode partent du principe que les fichiers associés aux pages sont organisés hiérarchique-
ment. L'application de la méthode est donc limité aux sites associés à ce type d'organisation 
de fichiers (critique déjà évoquée en section 2.2.3.2). 
Finalement, les paramètres utilisés par l'algorithme, i.e. le nombre de pages retenues comme 
pages d'entrée de domaines logiques, le nombre minimum de pages dans un domaine logique 
et le rayon maximal autour de la page d'entrée d'un domaine logique font que la structure 
révélée du site - par rapport aux domaines logiques dans lesquels le site est réellement 
divisé- est imposée, artificielle. Selon le type d'application où les domaines logiques seraient 
utilisés, l'utilisation de domaines logiques reflétant une structure naturelle pourrait s'avérer 
fondamentale pour l'efficacité de l'application. Par exemple, l'indexation de sites ou la création 
d'une carte pour faciliter la navigation d'un utilisateur au sein d'un site (cf. section 3.4.2) 
sont deux applications pour lesquelles l'utilisation d'une structure reflétant l'organisation 
naturelle des données est très important. 
Après la requête 
Dans ce qui suit nous présentons les méthodes qui découvrent les unités logiques d 'infor-
mation après la requête. Tel que nous l'avons vu plus haut, les principaux avantages de ce 
type de méthode par rapport aux méthodes qui découvrent les ULis avant la. requête sont 
(i) rutilisation d"une information fraîche pour construire les index et (ii) le fait de ne pas 
demander une allocation de ressources en termes d'espace de stockage importante pour être 
implémentée. 
Les méthodes que nous citons dans la. suite sont toutes basées sur la découverte de sous-
graphes du graphe sous-jacent à l'espace de recherche considéré. Un sous-graphe est consi-
déré comme une réponse pertinente à une requête donnée si les pages associées à ses nœuds 
couvrent tous les termes présents dans la requête. Il est question donc de répondre à des 
requêtes conjonctives (composées à l'aide de l'opérateur booléen and). Cependant, des adap-
tations peuvent être facilement conçues afin que le système puisse répondre à des requêtes 
booléennes plus complexes intégrant des disjonctions. Nous introduisons le concept de sous-
graphes minimaux en tant que réponse à des requêtes conjonctives avant d'aborder les mé-
thodes qui utilisent ce concept. 
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Les sous-graphes m1mmaux 
Les trois méthodes que nous citons dans cette section utilisent un même type d'heuris-
tique pour trouver les unités logiques d'information. L'heuristique consiste à identifier des 
sous-graphes connexes du graphe sous-jacent à l'espace de recherche considéré par le moteur 
de recherché0 qui couvrent l'ensemble des termes d'une requête donnée. Les sous-graphes 
qui respectent ces deux conditions sont considérés comme des unités logiques d'information 
pertinentes à la requête en question. 
Pour préciser ce que nous entendons par un graphe qui couvre tous les termes de la requête 
considérons G = (S, A) le graphe, orienté ou non selon les méthodes, sous-jacent à un espace 
de recherche donné (dans notre contexte les pages d'un site) et Q = K 11\ · · ·/\ Kn la requête 
conjonctive composée des termes Kt,··· , Kn· Définissons D le dictionnaire des termes de 
l'espace de recherche et 1r : S -7 P(D) la fonction qui associe à chaque élément deS l'ensemble 
des termes que la page associée contient41 . Un sous-graphe G' = (S', A') couvre tous les mots 
de la requête Q si et seulement si 
U 1r(s) 2 {K1, · · · , Kn} (2.5) 
sES' 
L'idée des méthodes que nous décrivons dans la suite consiste à retourner les sous-graphes per-
tinents à la requête qui de plus vérifient la condition de minimalité suivante. Cette condition 
s'exprime par rapport aux nœuds dont le sous-graphe est composé. Reprenons G' = (S', A') 
comme étant un sous-graphe connexe respectant la condition de couverture citée ci-dessus. 
L'ensemble de nœuds S' peut être divisé en deux sous-ensembles : le premier est composé 
de nœuds contenant au moins un terme de la requête, nous le noterons S'; le deuxième est 
composé de nœuds ne contenant aucun terme de la requête, nous le noterons S'. Un sous-
graphe est minimal si tous les nœuds de S' sont nécessaires pour maintenir È' connexité de 
G'. Autrement dit, G' n'est pas minimal s'il existe au moins un nœud dans S'qui peut être 
supprimé sans que pour autant G' devienne non-connexe. 
La différence en~re les systèmes qui utilisent les sous-graphes minimaux comme des unités 
logiques d'information à retourner en réponse à des requêtes se trouve dans la manière dont 
les sous-graphes correspondant aux ULis sont découverts et dans la fonction de classement 
utilisée pour définir les rangs des sous-graphes dans la réponse. Les méthodes basées sur les 
sous-graphes minimaux que nous allons citer dans la suite diffèrent aussi par l'utilisation du 
graphe de départ G comme étant orienté ou non. 
2.2.3.4 La méthode des chemins conceptuels 
Le système Jumping Spider est décrit dans [Dyr98] et [Dyr97]. La motivation à la base 
de la conception de ce système est de permettre une meilleure représentation de l'informa-
tion véhiculée par une page lorsqu 'il s'agit d'évaluer sa pertinence à une requête donnée42 . 
40 lci, l'application de la découverte des ULis se trouve dans les moteurs de recherche. L'espace de recherche 
correspond à l'ensemble des pages indexées par le moteur. 
41 Pour un ensemble E, P(E) désigne l'ensemble de toutes les parties de E. 
42 Nous parlons de représentation de l'information d'une page plutôt que d'index car dans cette méthode les 
ULis sont découvertes après la requête. Or, lorsque l'on parle d'index on fait traditionnellement référence à 
une représentation construite avant la requête. 
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L'idée principale est que le ou les concepts qui représentent l'information véhiculée par une 
page ne peuvent pas être déduits uniquement du contenu de la page. L'hypothèse est qu'un 
concept peut enjamber plusieurs pages. Les auteurs supposent qu'un concept se traduit par 
un chemin de pages dans le graphe sous-jacent au site analysé. Un tel chemin est appelé un 
chemin conceptuel. Le système Jumping Spider intègre donc une méthode capable d'identifier 
les chemins conèeptuels d'un site, chacun des chemins étant utilisé dans la déduction du( des) 
concept(s) traité(s) par une page. Bien entendu, un chemin conceptuel peut être considéré 
comme étant une ULI faisant partie de ce site puisqu'il définit un concept ce qui constitue 
un volume d'information auto-explicative. 
Les chemins conceptuels ont une structure particulière : les concepts qu'ils représentent 
doivent être raffinés au long des chemins. Autrement dit, un chemin donné doit partir d'un 
nœud traitant d'un concept de manière générique et se poursuivre vers des nœuds traitant 
le même concept d'une manière de plus en plus spécifique. On peut aussi considérer que le 
contenu d'un nœud contextualise le contenu du nœud qui suit. Cependant, dans le Web les 
liens sont de toutes sortes et, par conséquent, ne mènent pas forcément d'une information 
plus générique vers une information plus spécifique. Les auteurs proposent donc une analyse 
des types de liens entre les pages. 
La méthode de découverte des chemins commence par une restructuration du graphe sous-
jacent au site Web qui constitue l'espace de recherche considéré. La restructuration consiste 
à ajouter/supprimer des liens entre les nœuds du graphe sous-jacent au site. De cette restruc-
turation résultera un nouveau graphe que nous appellerons dans la suite graphe modifié. Les 
chemins existant dans le graphe modifié correspondent aux chemins conceptuels recherchés. 
La première étape de la restructuration consiste à classer les liens du graphe original selon 
trois types : 
- lien vers le bas : lien qui pointe vers une page contenant de l'information plus spécifique 
que 1 'information contenue dans la page d'où le lien émane; 
- lien de retour : lien qui pointe vers une page contenant de l'information plus générale 
que l'information contenue dans la page d'où le lien émane; 
- lien de côté : lien qui pointe vers une page dont le repértoire hôté3 de l'URL n'a aucun 
lien de parenté avec le repértoire hôte de l'URL de la page d'où le lien émane. Deux ré-
pertoires Re pa et Re pb n'ont pas de lien de parenté si Re pa n'est ni un préfixe (répertoire 
ancêtre) ni un suffixe (sous-répertoire) de Repb. Un lien vers une page hébergée par un 
autre serveur HTTP est aussi un lien de côté. 
Afin de savoir si un lien pointe sur une page contenant de l'information plus spécifique ou 
plus générique que celle contenue dans la page d'où le lien émane (cf. définition de lien de 
retour et lien vers le bas) les répertoires hôtes des URLs sont analysés. L'hypothèse consi-
dérée est que l'information stockée dans un répertoire donné, disons / Repxf Repy/ Repz/ 
est plus spécifique que l'information stockée dans ses répertoires ancêtres, e.g. / Repxf et 
/ Repxf Repyj. Comme nous l'avons déjà souligné dans les critiques des méthodes citées dans 
les section 2.2.3.2 et section 2.2.3.3, cette hypothèse ne peut être vérifiée que dans des sites 
où (i) l'organisation des fichiers associés aux pages est hiérarchique et (ii) la profondeur 
43 Regarder la définition dans la section 2.2.3.3. 
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relative du fichier dans la hiérarchie du système de fichiers est corrélée avec le degré de spé-
cificité/ généricité de l'information qu'il contient. 
La classification que nous venons de d'évoquer ne permet pas de classer les liens vers des 
pages situées dans le même répertoire que les pages d'où les liens émanent. Les liens de ce 
type sont classés de la manière suivante : (i) si le lien émane d'une page dont le nom de fichier 
est du genre index.htm(l) le lien est classé lien vers le bas; (ii) si, à l'opposé du premier 
cas, le lien pointe sur une page dont le nom de fichier est index. htm ( 1) le lien est classé 
lien de retour; (iii) pour les liens entre deux pages stockées dans un même répertoire qui ne 
rentrent pas dans les deux premiers cas, si la page pointée par le lien en train d'être analysé 
est aussi pointée par un deuxième lien déjà classé lien vers le bas ou lien de côté, le lien en 
train d'être analysé est classé lien vers le bas, dans le cas contraire, le lien est classé lien de 
côté. 
Après avoir classé tous les liens du graphe de départ, le processus de restructuration s'ac-
complit avec la construction du graphe que nous avons appelé plus haut graphe modifié dans 
lequel les chemins conceptuels sont identifiés. La construction se déroule en deux étapes : 
1. tous les liens du graphe original exceptés ceux classés liens de retour sont reproduits 
dans le nouveau graphe; 
2. un lien est ajouté au nouveau graphe entre le premier et le dernier nœud d'un chemin 
composé d'une séquence de liens vers le bas suivie éventuellement d'un lien de côté. 
Notons que les pages représentées par les nœuds du nouveau graphe peuvent appartenir à 
plusieurs chemins conceptuels à la fois. Par rapport à l'indexation, les pages sont indexées et 
non pas les chemins conceptuels auxquels elles appartiennent. Les pages sont indexées uni-
quement d'après leur contenu et la structure du graphe modifiée est également sauvegardée. 
Les chemins conceptuels des pages sont découverts pour chaque requête soumise au moteur 
de recherche. Bien-entendu, tous les chemins conceptuels existant dans le graphe modifié ne 
sont pas découverts à chaque requête soumise, seuls ceux qui intègrent certaines pages iden-
tifiées par une première étape de la fonction de correspondance - que nous résumons plus 
bas - sont découverts. 
En ce qui concerne la requête de l'utilisateur, elle possède une structure particulière. 
Puisque les chemins conceptuels possèdent une structure reflétant une généralisation/spé-
cialisation de concepts, les requêtes traitées par le système Jumping Spider présentent ce 
même type de structure. Observons que cela implique une supposition selon laquelle l'uti-
lisateur est capable de traduire son besoin d'information dans une requête ayant une telle 
structure. Par exemple, la requête ordinateur-+ réseau traduit le besoin d'information sur les 
réseaux d'ordinateurs; ordinateur étant le terme plus général de la requête qui contextualise 
son terme plus spécifique réseau44 • Nous pouvons citer comme inconvénient de ce type de 
requête l'effort que l'utilisateur doit fournir afin de traduire son besoin d'information sous le 
44 Les relations de spécificité et généralité entre des termes peuvent être différentes selon le contexte où les 
termes sont considérés. Dans le contexte du besoin d'information réseaux d'ordinateurs le terme ordinateur 
peut être considéré comme un terme plus général que le terme réseau puisqu'il contextualise ce dernier terme. 
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format imposé. 
La fonction de correspondance du moteur de recherche utilise le graphe modifié pour déci-
der si une page est pertinente ou non à une requête. Ci-dessous nous résumons l'algorithme 
proposé pour la fonction de correspondance. Considérons que (i) la table Index(concept, 
url) spécifie les concepts se trouvant dans chaque page du site analysé et (ii) la table Rea-
chable(from, to) contient la structure du graphe modifié. 
-Entrées : la table Indeœ(concept, url), la table Reachable(from, to) et 
une liste de mots-clés k1,··· ,kn représentant la requête Q=k1,··· ,kn. 
-Soit Ul, .. ·,Un, active, canreach et result des ensembles vides d'URLs et z 
une URL. 
- 1* Associer à chaque terme de la requête ki un ensemble d'URLs Ui *1 
- Ui : = SELECT url FROM Indeœ WHERE concept = k1 
- Un := SELECT url FROM Indeœ WHERE concept = kn 
- 1* Tester chaque page candidate, i.e. celles contenant le concept kn *1 
- Pour chaque z E Un faire 
- active :=z 
1* Itérer sur les n- 1 premiers termes de la requête *1 
-for i:=n- 1 to 1 faire 
- 1* Pour chaque u E active déterminer tous les nœuds pointant sur u *1 
- canreach := SELECT from FROM Reachable WHERE to IN active 
- active : = canreach n Ui 
- 1* Si active i= 0 alors il existe un chemin conceptuel *1 
- Si active i= 0 alors result : = result U z 
- Renvoyer result 
Remarquons que l'algorithme analyse les termes de la. requête un par un mais en ordre in-
verse, i.e. l'analyse débute par le dernier terme kn, celui-ci représentant le concept le plus spé-
cifique de la requête. Par exemple, reprenons le besoin d'information utilisé comme exemple 
dans la. section 2.2.1 et décrit par : « notes de cours sur les arbres dans un cours de structure 
de données. ·· Ce besoin d'information se traduit dans la. requête : structures de données --+ 
1zotes de cours --+ arbres. Structures de données est le terme le plus générique et arbres est 
le terme le plus spécifique de cette requête. 
Une réponse classée pertinente à une requête donnée correspond à un chemin dans le 
graphe modifié menant d'un nœud contenant le terme le plus général de la. requête à un autre 
nœud contenant le terme le plus spécifique de la. requête (cf. figure 2.9). Ce chemin peut 
être considéré comme étant un sous-graphe minimal du graphe modifié. Une particularité des 
sous-graphes réponses trouvés par l'algorithme est que tous ses nœuds contiennent au moins 
un terme de la requête, autrement dit il n'y a pas de nœuds ne contenant aucun terme de 
la requête mais qui sont présents juste pour maintenir la connexité du graphe. Cette parti-
cularité est une conséquence de la deuxième étape de la construction du graphe qui ajoute 
un nouveau lien entre toute paire de pages où l'une des pages est censée traiter d'un concept 
d'une forme plus générale/spécifique que l'autre page. 
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FIG. 2.9: Partie du graphe du Web restructuré. En gras, graphe associé au chemin conceptuel 
pertinent à la requête structures de données -+ notes de cours -+ arbres 
Notons aussi que les pages et non pas les chemins conceptuels sont rendus en réponse aux 
requêtes, la page contenant le terme le plus spécifique de la requête étant retournée. Par 
ailleurs, malgré le fait que l'algorithme ne prévoit pas la situation où plus d'un terme de la 
requête, voire tous, se retrouveraient dans une même page, il peut cependant être facilement 
modifié de sorte que cette situation soit prise en compte. 
La critique que nous pouvons faire est l'utilisation de la structure codée dans l'URL des 
pages pour (i) découvrir les unités logiques d'information, i.e. les chemins conceptuels et 
(ii) déduire une relation de spécificité/généralité entre l'information contenue dans les pages 
d'après le type d'organisation des fichiers associés aux pages dans le système de fichiers. Certes 
il s'agit d'une heuristique simple et facile à implémenter cependant il reste à démontrer son 
efficacité. Aucune évaluation n'est proposée dans les articles dont ce système a fait l'objet. 
2.2.3.5 La méthode basée sur le problème de Steiner 
Dans [LC\'Aül] on propose un moteur de recherche qui rend des unités logiques d'informa-
tion qu'il découvre et classe. L'implémentation des qualités imposées à ce classement nécessite 
une méthode de découverte de sous-graphes minimaux que les auteurs décrivent aussi dans 
leur article. Considérons le sous-graphe minimal G' = (S', A') pertinent à une requête don-
née. Dans [LCVAOl], le classement de G' est défini par son coût. Le coût de G' est défini par 
la somme des poids des arêtes de l'arbre couvrant minimal des nœuds de S'. Rappelons que 
S' est le sous-ensemble de S' dont les nœuds correspondent aux pages contenant des termes 
de la requête. L'hypothèse considérée dans [LCVAOl] est que plus le coût d'un sous-graphe 
réponse est réduit, plus l'ULI représentée par le sous-graphe est pertinente. 
Le problème qui consiste à trouver dans un graphe l'arbre qui couvre un sous-ensemble de 
ses nœuds et dont le coût est minimal - le coût étant calculé par la somme des poids des 
arêtes- a déjà été défini et étudié dans la littérature sous le nom de « l'arbre de groupes 
de Steiner. » Considérons R = { R1, · · · , Rm} où Ri est un sous-ensemble des sommets du 
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graphe G = (S, A) 45 • Le problème de la découverte de l'arbre de groupes de Steiner consiste 
à trouver l'un des sous-graphes connexes à coût minimal G' de G tel qu'au moins un élément 
de chaque ensemble Ri (Ri E R) appartienne à l'ensemble des sommets de G'. Ce problème 
est connu comme étant NP-complet. Il est démontré que .si un tel sous-graphe de G existe il 
constitue un arbre. 
Si nous considérons une requête conjonctive Q = I<1 A I<2 A··· A Km et que Ri représente 
l'ensemble de pages contenant le terme Ki nous pouvons modéliser le problème de la décou-
verte d'ULis en utilisant le problème de Steiner et pour le résoudre il suffit d'utiliser l'une des 
nombreuses heuristiques proposées jusqu'à ce jour dans la littérature. Cependant la méthode 
de découverte d'ULis envisagée par Li dans [LCVAOl] doit en plus satisfaire les conditions 
suivantes : 
- les k plus pertinentes unités logiques d'information doivent être découvertes et non pas 
seulement l'unité la plus pertinenté6 ; 
- le calcul de la n-ième réponse doit réutiliser les calculs effectués pour la découverte des 
( n-1) premières réponses ; 
- la méthode ne doit pas nécessiter d'analyser l'espace de recherche complet, i.e. énumérer 
toutes les pages considérées par le moteur de recherche en question, afin de découvrir 
des ULis pertinentes à une requête donnée. 
Les deux dernières conditions sont liées au fait que les méthodes qui découvrent les ULis 
après la requête ont l'inconvénient de demander un temps de réponse assez long et qui peut 
s'avérer prohibitif vis-à-vis des utilisateurs. Ces conditions se justifient donc par le souhait 
de diminuer le temps de réponse du moteur de recherche. 
Cependant, d'après les auteurs, les méthodes proposées jusqu'à ce jour pour le problème 
des arbres de groupe de Steiner ne satisfont aucune des trois conditions. Toutes calculent 
seulement l'arbre couvrant minimal et non pas les k-premiers en ordre croissant de coût. 
En plus, une énumération de tous les nœuds du graphe de l'espace de recherche considéré 
par le moteur de recherche est nécessaire pour l'application des méthodes/heuristiques. Dans 
[LCVAOl] Li propose une nouvelle heuristique pour le problème des arbres de groupe de Stei-
ner qui satisfait les trois conditions citées plus haut. 
L'heuristique peut être résumée de la manière suivante. Considérons la requête conjonctive 
Q = /\1 A K2 A ···A Km- À l'aide d'un moteur traditionnel on peut expliciter les ensembles 
R1, R2, · · ·, Rm· L'algorithme commence son exécution par l'analyse d'un graphe, que nous 
allons appeler ici G*. Au départ G* est un graphe sans arêtes dont les sommets sont les som-
mets de l'ensemble ui=l···m Ri, par conséquent, G* est composé au départ d'au plus I.:7~1 IRd 
composantes connexes. L'heuristique consiste à modifier itérativement G* en y ajoutant des 
arêtes et des nœuds. 
La figure 2.10(a) illustre G* au début de l'exécution de l'algorithme pour la requête 
Q = I<1 A K2 A K3. Les nœuds et arêtes de G* y sont dessinés en trait continu. Les arêtes 
45 Insistons sur le fait que Ri Ç S, ou encore Ri E :P(S). 
46 L'utilisateur est normalement intéressé par les k réponses les plus pertinentes à sa requête et pas seulement 
par la meilleure réponse. 
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Q = Kl and K2 and K3 
{KI} {K2} ~-g _ .. .7.-··" .... -!fj) 
si~':•(~)z0jDI 
(a) 
FIG. 2.10: Sous-ensemble de règles utilisées pour classer les pages candidates à devenir pages 
d'entrée des domaines logiques. 
et les nœuds en pointillé ne font pas partie de G*, ils représentent des arêtes et des nœuds 
présents dans G, le graphe original sous-jacent à l'espace de recherche considéré. Les arêtes 
dessinées en pointillé seront appelés dans la suite arêtes inexploitées. 
Au début d'une itération de l'heuristique chacune des composantes connexes de G* est 
considérée comme un graphe candidat à devenir une réponse de l'algorithme, c.-à-d. un 
arbre minimal couvrant tous les termes de la requête. À chaque itération, l'heuristique choisi 
parmi les arêtes inexploitées de G ayant une attache dans G* celle associée au poids le plus 
petit. En plus cette arête doit relier un des nœuds d'un des graphes candidats soit à un nœud 
d'un autre graphe candidat soit à un nœud qui ne fait partie d'aucun graphe candidat- ce 
dernier type de nœud sera appelé dans la suite nœud libre. Par exemple, dans la figure 2.10(a) 
il existe quatre graphes candidats et le nœud p3 est un nœud libre. 
Si l'arête choisie est attachée à un nœud libre, cette arête et ce nœud sont intégrés au graphe 
candidat aussi attaché par 1 'arête choisie. Si l'arête choisie relie deux nœuds appartenant à 
deux graphes candidats différents, ces deux graphes sont fusionnés en un seul. Une fois que 
lïntégration est faite, l'algorithme vérifie si le graphe candidat concerné par l'intégration, 
appelons-le G c' couvre tous les mots de la requête (cf. équation 2.5). Si tel est le cas, 1 'arbre 
couvrant minimal du sous-graphe de G composé des nœuds de Ge contenant au moins un 
terme de la. requête est calculé et retourné en réponse. Si le nombre demandé de réponses-
paramètre de l'algorithme- est atteint l'algorithme finit son exécution, dans le cas contraire, 
!"algorithme réitère en choisissant une nouvelle arête parmi celles encore inexploitées. 
Dans la. figure 2.10, nous illustrons une itération de l'algorithme. Au début de l'itération 
(figure 2.10(a.)) il existe 4 graphes candidats (nœuds encerclés) et l'arête choisie pour être 
exploitée est l'arête g (dessinée en gras) car parmi toutes les arêtes encore inexploitées (en 
pointillé) qui répondent aux critères de sélection évoqués plus haut, l'arête g est celle associée 
au poids le plus petit. Le graphe candidat contenant le nœud p1 est celui relié par l'arête g 
et, par conséquent, il intègre l'arête g ainsi que le nœud libre associé à g, en l'occurrence p3 
(l'arête et le nœud intégrés sont dessinés en gras dans la figure 2.10(b)). Le candidat s'agran-
dit en devenant un graphe contenant deux nœuds et une arête (figure 2.10(c)). Comme le 
graphe candidat qui vient d'être agrandi ne constitue pas une réponse à la requête (il ne 
contient que le terme 1<1), une nouvelle arête est choisie parmi celles encore inexploitées et 
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le processus d'intégration que nous venons de décrire est réitéré. 
Au fur et à mesure que les k arbres de groupes de Steiner sont découverts ils sont retournés 
à l'utilisateur. Puisque l'algorithme découvre les arbres en ordre croissant de coût, les ULis 
correspondantes sont retournées à l'utilisateur en ordre décroissant de pertinence. Notons que 
cette caractéristique de l'algorithme est compatible avec l'une des trois conditions que nous 
avons énumérées plus haut. 
En ce qui concerne le format des résultats de l'algorithme, en réalité ce n'est pas une liste 
de graphes - correspondant aux arbres de groupe de Steiner - qui est renvoyée à l'utili-
sateur en réponse à sa requête. Considérons un graphe G1 = (S', A') correspondant à l'une 
des réponses retrouvées par l'algorithme. Nous avons souligné plus haut lors de la définition 
des sous-graphes minimaux que parmi les nœuds de S' nous pouvons identifier des nœuds 
contenant au moins un terme de la requête, ces nœuds composent l'ensemble que nous avons 
noté S'. L'unité logique d'information retournée par l'algorithme est constituée uniquement 
des pages associées aux nœuds de l'ensemble S'. En realité, la structure du graphe n'est prise 
en compte que pour la découverte des ULis et pour le calcul du coût des sous-graphes qui 
leur sont associés, ce qui, d'après l'hypothèse posée dans l'algorithme, permet d'estimer la 
pertinence des ULis. Cependant, comme nous l'avons souligné dans la section 2.2.2.1, il se 
peut qu'une réponse composée d'un ensemble de pages ne constitue pas le format le plus 
adéquat pour rendre une réponse aux utilisateurs. Une manière alternative d'afficher un tel 
type de réponse consiste à afficher l'arbre de groupe de Steiner ayant généré la réponse. 
Encore faut-il vérifier si un tel affichage serait bénéfique à l'interprétation des résultats par 
l'utilisateur. Dans l'article cette question n'est pas évoquée. 
Des tests ont été menés sur des graphes synthétiques générés au hasard ainsi que sur des 
graphes représentant des données extraites du Web. L'objectif de ces tests a été d'évaluer l'ef-
ficacité de 1 'algorithme de découverte d'ULis, en l'occurrence de la découverte des arbres de 
groupe de Steiner, et non pas d'évaluer l'efficacité du moteur de recherche qui utilise les ULis 
comme unité d'information. Comme nous l'avons dit plus haut le problème de la découverte 
des arbres de groupe de Steiner est NP-complet. L'heuristique que nous venons d'évoquer 
essaye de résoudre ce problèmé7 • Évidemment, les résultats fournis par l'heuristique ne sont 
pas optimaux et les tests ont permis d'estimer la qualité des résultats fournis par rapport 
aux résultats optimaux qui ont été identifiés à travers une recherche exhaustive. La. qualité 
a été mesurée en comparant pour chaque réponse le rang estimé par l'heuristique et celui 
calculé par l'analyse exhaustive. Rappelons que la réponse associée à un sous-graphe minimal 
est constituée seulement des nœuds qui contiennent les termes de la. requête. Ainsi, l'analyse 
exhaustive peut trouver une réponse donnée à travers un sous-graphe minimal et l'heuris-
tique que nous décrivons ici peut trouver cette même réponse à travers un autre sous-graphe 
minimal. Comme il peut s'agir de deux sous-graphe différents, les coûts de la. réponse qu'ils 
représentent peuvent être différent, d'où la différence au niveau du rang estimé. 
Certes ce type d'évaluation permet de mesurer la sub-optimalité de l'heuristique mais cela. 
47 En fait, l'heuristique proposée résout un problème encore plus complexe que celui de l'arbre de groupes 
de Steiner. L'heuristique trouve non seulement l'arbre couvrant minimal (résolution du problème de base de 
Steiner) mais les k premiers arbres couvrants minimaux. 
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ne permet pas de mesurer l'efficacité d'un moteur de recherche basé sur la notion d'ULis. Les 
hypothèses faites dans ce travail sont (i) tout ensemble de pages reliées par la structure du 
graphe sous-jacent à l'espace de recherche considéré et couvrant tous les mots de la requête 
constitue une unité logique d'information pertinente à la requête posée et (ii) plus le coût 
du graphe associéà une ULI est petit plus l'ULI est pertinente. Si ces hypothèses s'avèrent 
être toujours vraies l'efficacité de l'algorithme peut être considérée comme étant de 100% 
du fait qu'il produit uniquement des réponses dont les pages couvrent tous les mots de la 
requête. Cependant, il se peut que ces hypothèses ne s'avèrent pas toujours vraies. Il serait 
donc intéressant de pouvoir estimer la validité de ces hypothèses à travers l'analyse de la 
réelle pertinence des ULis renvoyées par le moteur en réponse aux requêtes soumises. 
Finalement, le facteur qui possède vraisemblablement la plus grande influence dans la 
découverte des unités logiques d'information dans l'algorithme a été relativement ignoré par 
les auteurs. Ce facteur est les poids associés aux liens. Ce sont les liens qui font que deux 
pages peuvent faire éventuellement partie d'une ULI pertinente à une requête donnée. Plus 
le poids associé au lien entre deux nœuds est élevé, pire est le rang d'une éventuelle ULI 
incluant les pages associées aux deux nœuds et, par conséquent, moins pertinente est l'ULI. 
De ce fait la méthode de pondération des liens a une forte influence dans le classement des 
ULis. Paradoxalement, dans les tests effectués sur les données extraites du Web, tous les liens 
ont été associés à un même poids de valeur égale à 1. Ce choix n'a pas été justifié. 
2.2.3.6 La méthode des liens de navigation 
Comme la méthode évoquée dans la dernière section, la recherche de sous-graphes mi-
nimaux contenant les mots clés saisis dans la requête est utilisée par la méhode que nous 
résumons dans la suite. La différence entre les deux se trouve dans la manière dont le graphe 
de pages est construit et la méthode de classement des sous-graphes récupérés. 
L'algorithme peut se· résumer en trois étapes : (i) la construction du graphe sur lequel 
l'identification d'ULis se fera; (ii) l'identification des ULis; (iii) le classement des ULis en 
ordre décroissant de pertinence à la requête formulée. On peut considérer que les deux pre-
mières étapes se déroulent en parallèle. 
La première étape utilise un moteur de recherche traditionnel pour récuperer l'ensemble 
des pages autour desquelles le graphe sera construit. À l'instar des deux derniers systèmes 
décrits, le système que nous présentons dans cette section s'intéresse aux requêtes conjonc-
tives. Une conjonction est une proposition logique dont les composants sont regroupés par 
l'opérateur and. Une conjonction est vraie si et seulement si tous ses composants sont vrais. 
Afin de récupérer un premier ensemble de pages, le système transforme la requête conjonctive 
en une requête disjonctive et l'envoie à un moteur de recherche traditionnel qui renvoie une 
liste d 'URLs en réponse. 
Ensuite, les liens émanant de chaque page assoctee aux URL retournées sont analysés. 
L'idée ici est d'identifier parmi tous les liens qui partent de chaque page, ceux qui expriment 
une relation de complémentarité avec la( es) page(s) pointée(s). Ces liens sont appelés liens de 
navigation par les auteurs. Plus bas nous évoquons la manière dont les liens de ce type sont 
identifiés. Après, les liens de type navigation sont traversés et les pages pointées sont réunies 
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aux pages d'où les liens émanent. L'opération précédente génère un ensemble de graphes 
orientés contenant éventuellement des cycles. Chaque graphe est ensuite analysé de sorte à 
vérifier si l'ensemble de ses pages couvre l'ensemble de mots clés saisis dans la requête. Un 
graphe dont l'ensemble de pages contient tous les mots de la requête constitue une réponse 
pertinente à la requête posée. Si le nombre de réponses trouvées est inférieur à un nombre 
prédéfini de réponses fourni en paramètre de l'algorithme, la méthode est réitérée, i.e. les 
liens émanant des pages récemment intégrées aux graphes qui ne constituent pas encore des 
réponses sont suivis; les pages pointées sont récupérées et les graph~s générés sont analysés. 
La partie de l'algorithme qui décrit ces deux premières étapes est résumée ci-dessous : 
- Entrées : n et Q où n correspond au nombre de réponses souhaitées et 
Q est une requête conjonctive. 
- 1. Traduire Q = k1 and k2 and k3 sous la forme Q' = k1 or k2 or k3 et 
soumettre Q' à un moteur traditionnel. Chaque page retournée est 
associée à un graphe candidat singleton. 
- 2. Seuls les liens de navigation des pages sont traversés; les pages 
pointées ainsi que les liens sont intégrés aux graphes candidats 
contenant les pages d'où les liens traversés émanent. 
3. Les graphes générés par l'étape précédente sont analysés de sorte à 
identifier ceux qui couvrent éventuellement tous les mots de la requête. 
S'il en existe, les graphes sont placés dans l'ensemble Resp. 
Si JRespJ < n alors retourner à 1' étape 2. 
Remarquons que les graphes réponses générés par l'algorithme sont orientés et constituent 
des chemins (deux exemples sont illustrés dans la figure 2.11). Souvent, deux ou plusieurs 
graphes réponses partagent l'ensemble de pages contenant les termes de la requête. La seule 
différence entre eux sont les nœuds satellites qui ne contiennent pas de termes de la requête 
et dont la seule fonction dans le graphe est de maintenir sa connexité. Dans cette situation, 
seul le graphe le mieux classé est retenu dans la réponse finale. Plus bas nous décrivons l'al-
gorithme de classement proposé dans la méthode. 
L'identification des liens de type lien de navigation exécutée dans l'étape 2 s'appuie sur 
les URLs des pages reliées. Une analyse est faite sur la structure de répertoire codée dans les 
URLs des pages reliées pour décider si le lien exprime une relation de complémentarité ou 
non. Cette analyse se sert d'un sous-ensemble d'hypothèses décrites dans [MT99], un travail 
précédent des mêmes auteurs déjà mentionné plus haut (cf. section 2.2.3.2). Ainsi, seuls les 
liens de navigation identifiés à l'aide de ces hypothèses sont traversés lors de la découverte 
des ULis. Il est important de remarquer que dans l'étape 3 de l'algorithme le fait de ne pas 
suivre tous les liens partant d'une page mais seuls ceux de type lien de navigation réduit 
considérablement le temps consacré à la découverte des ULis. 
Une fois que les sous-graphes pertinents à la requête ont été trouvés, il faut établir un clas-
sement afin de les retourner à l'utilisateur en ordre décroissant de pertinence. Le classement 
d'un sous-graphe est défini en fonction : (i) du nombre de pages qu'il contient; (ii) de la 
localité des termes de la requête entre ses pages et (iii) de la localité des termes de la requête 
dans les pages. 
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Q-0--0 Sous-graphe Sx 
kl Ak2 k3 
o-o--o Sous-graphe Sy 
kl k2 k3 
FIG. 2.11: Distribution des termes d'une requête entre les pages de deux graphes minimaux. 
La localité d'un terme correspond à la région d'un texte où le terme est censé posséder une 
certaine influence. Plus les localités de deux termes se recouvrent dans une page, plus grande 
est la probabilité que ces termes aient une relation entre eux. La prise en compte de la localité 
des termes peut donc être utile pour distinguer le cas où deux termes ont une relation entre 
eux du cas où les deux termes n'ont pas de relation. 
L'utilisation de la localité des termes de la requête dans une page est inspirée du fait que 
la présence de deux termes dans une même page n'indique pas forcément que les deux termes 
ont une relation entre eux. Une indication d'une éventuelle relation entre les deux termes 
dans un texte est le nombre d'autres termes qui les séparé8 . Cependant, la fonction utilisée 
pour mesurer le recouvrement des localités de deux termes est plus complexe que celle basée 
sur la distance entre les deux termes : elle est basée sur la densité d'apparition d'un terme 
dans un texte et est décrite dans [KSN97]. 
Pour ce qui est de l'influence de la localité des termes entre les pages sur le rang d'un sous-
graphe dans la liste de réponses, plus les termes de la requête se retrouvent ensemble dans 
une même page, plus le rang attribué au graphe est élevé. Imaginons les graphes réponses 
S:r et Sy pertinents à la requête Q = kl and k2 and k3. Ces graphes sont illustrés dans la 
figure 2.11. Selon la fonction de classement proposée, le graphe Sx est mieux classé que le 
graphe Sy puisque les termes de la requête entre les pages de Sx sont moins dispersés qu'entre 
les pages de Sy. 
Un moteur de recherche a été implémenté pour tester la méthode décrite ici. Des tests 
ont été conduits mais les résultats n'ont pas été évalués. Des exemples de couples requêtes-
/réponses trouvées par le moteur ont montré que dans certaines situations une information 
pertinente qui ne serait pas retrouvée par un moteur de recherche traditionnel peut être 
retrouvée grâce à l'utilisation du concept d'ULI. L'une des conclusions tirées des résultats 
suggère que l'utilisation d'ULis est surtout utile pour répondre à des requêtes orientées tau:r 
de rappel, c.-à-d. plus le nombre de documents pertinents présents dans la réponse est grand 
mieux c'est 49 . Nous ne sommes pas complètement d'accord sur cette conclusion par le fait 
48 Plusieurs moteurs de recherche permettent de spécifier le nombre maximum de termes pouvant exister entre 
deux termes de la requête dans une page pour qu'elle soit jugée pertinente. 
49 Le taux de rappel, en anglais recall, est une mesure traditionnelle pour évaluer l'efficacité d'un système 
de recherche d'information. Par rapport à la réponse renvoyée à une requête donnée, le taux de rappel est 
le pourcentage de documents connus comme étant pertinents qui sont présents dans la réponse. Notons que 
l'espacement entre les documents pertinents dans la liste de réponses n'est pas prise en compte. 
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qu'elle présuppose que pour la plupart de requêtes il y a toujours de nombreuses pages 
pertinentes qui sont en réalité des documents à part entière. Or, à travers la découverte des 
ULis on cible surtout la récupération des pages qui ne constituent pas des documents à part 
entière. Finalement, la question de la présentation des ULis pertinentes à l'utilisateur n'a pas 
été évoquée. 
2.2.4 Comparaison des méthodes 
Dans la prochaine page nous proposons un tableau comparatif des méthodes que nous 
avons présentées dans les sections précédentes. Nous y récapitulons les différents aspects qui 
permettent de comparer les méthodes. Nous avons aussi inclus dans le tableau la méthode que 
nous proposons dans le prochain chapitre afin de la situer par rapport aux autres. Précisons 
les légendes utilisées dans le tableau : 
- Méth. I : la méthode des coupures d'un graphe (section 2.2.3.1) 
- Méth. II : la méthode des chemins d'entrée d'une page (section 2.2.3.2) 
- Méth. III : la méthode de l'identification des sous-domaines logiques dans un site Web 
(section 2.2.3.3) 
- Méth. IV : la méthode des chemins conceptuels (section 2.2.3.4) 
- Méth. V : la méthode basée sur le problème de Steiner (section 2.2.3.5) 
- Méth. VI : la méthode des liens de navigation (section 2.2.3.6) 
En analysant le tableau nous pouvons dégager quelques tendances sur la manière d'aborder 
la problématique de la découverte d'unités logiques d'information. Premièrement, à l'excep-
tion des méthodes IV et V, toutes les méthodes supposent qu'une unité logique d'information 
n'enjambe pas deux sites différents 5°. Bien que la. méthode III utilise de l'information non 
locale (les liens qui pointent vers les pages du site en train d'être analysé) c'est uniquement 
pour découvrir les ULis, les ULis étant composées uniquement de pages internes au site. 
Ainsi. le fait que de l'information non locale soit utilisée pour découvrir une ULI n'implique 
pas forcément que l'ULI contienne de l'information non locale. 
La méthode IV permet que dans une ULI il y ait au plus une page située dans un site 
différent de celui des autres. Ceci est dû à la définition de chemin conceptuel selon laquelle 
un tel chemin peut finir par un lien de type lien de côté (lien entre deux pages situées dans 
deux sites différents). 
Pour ce qui concerne la. méthode V, bien que l'utilisation de d'information non locale 
soit suggérée dans l'article, seule l'information locale a. été utilisée dans les expérimentations 
conduites. Ce choix a. été justifié par les auteurs comme étant une question de faisabilité en 
termes de coût de calcul. 
Nous croyons que cette tendance générale d'utilisation de l'information locale aux dépens 
de l'information non locale est due à deux raisons principales : (i) alors qu'il semble certain 
que l'information complémentaire/contextuelle de l'information d'une page donnée soit dis-
ponible dans d'autres pages du même site, il n'est pas certain que cette information soit aussi 
5° Ces méthodes considèrent un site comme étant un ensemble de pages dont les URLs partagent le nom de la 











































La granularité de la ré-
pense 
Le nombre d'unités lo-
giques par page 
Le moment de décou-
verte du graphe 
Le moment de décou-
verte des ULis 
Le type d'information 
utilisée pour la décou-
verte des ULis 
La prise en compte de 
l'hétérogénéité des liens 
La localité de l'informa-
tion composant une ULI 
TAB. 2.1: Tableau comparatif des méthodes de découverte d'ULis 
Méth. I Méth. II Méth. III Méth. IV Méth. V Méth. VI Méth. proposée 
ensemble une page Nf A une page ensemble ensemble une page 
de pages de pages de pages 
plusieurs une une plusieurs plusieurs plusieurs une ou plusieurs 
avant avant avant avant après après avant 
avant avant avant après après après avant 
contenu liens + contenu contenu contenu contenu contenu + liens 
+ liens URL +liens+ +liens+ +liens +liens+ 
URL URL URL : 
• non OUI OUI OUI non OUI non 
locale locale locale non non locale locale 
locale locale 
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disponible à l'extérieur du site; (ii) l'exploitation de l'information non locale est beaucoup 
plus coûteuse que l'exploitation de l'information locale. 
Pour ce qui concerne la granularité de la réponse renvoyée par les moteurs de recherche 
bénéficiant des ULis, la plupart des méthodes suggèrent le renvoi de l'ULI en réponse aux 
requêtes formulées. En effet, il est plus logique de renvoyer une ULI plutôt que l'une des pages 
composant l'ULI si l'on considère qu'une ULI représente un document hypertexte et que la 
tâche d'un moteur de recherche est de retourner à l'utilisateur des documents pertinents à la 
requête. Cependant, comme nous l'avons signalé dans la section 2.2.2.1, une réponse multi-
pages peut être préjudiciable à la compréhension des résultats par l'utilisateur. Aucune des 
méthodes adoptant un tel format de réponses n'a évoqué ce problème ni, par conséquent, a 
proposé une visualisation particulière des résultats. 
Par rapport aux aspects concernant le nombre d'unités logiques par page et la prise en 
compte de l'hétérogénéité des liens la tendance semble être claire. D'une part, il semble 
presque logique qu'une page puisse appartenir à plus d'une unité logique d'information. 
Ceci est dû au style de rédaction dans l'hypertexte, résultat de la richesse d'associations 
qui peuvent s'établir entre les informations contenues dans chaque nœud. Les pistes associa-
tives d'un hypertexte évoquées par Bush [Bus45] qui peuvent se croiser sur n'importe quel 
nœud, suggérant ainsi qu'un nœud peut appartenir à plusieurs documents. 
Pour ce qui est de l'hétérogénéité des liens, toutes les méthodes en tiennent compte. Les 
méthodes font appel à trois types de données afin d'établir une distinction entre les liens qui 
expriment une relation de complémentarité et sont ainsi censés relier pages appartenant à 
une même ULI et ceux qui expriment d'autres types de relation :le contenu et les URLs des 
pages connectés par un lien ou une séquence de liens. À l'aide d'heuristiques basées sur ces 
deux types de données l'hétérogénéité des liens est prise en compte. 
Dans la. méthode V les liens du graphe sous-jacent à l'espace de recherche considéré sont 
associés à des poids. Cette pondération permet de distinguer les liens. Par exemple, nous pou-
vons imaginer que plus un lien exprime une relation de complémentarité entre deux pages, 
plus petit doit être son poids (idée implicite dans la. méthode). Cependant, dans la. description 
de la. méthode, la. manière de calculer les poids n'a. pas été évoquée et dans les expérimenta-
tions citées un même poids a. été attribué à tous les liens. 
Quant au moment de la. découverte du graphe des pages sur lequel le processus de dé-
couverte d'ULis s'exécute et la. découverte des ULis elles-mêmes, les approches proposées se 
divisent d'une manière équitable entre deux possibilités : découvrir le graphe et les ULis avant 
ou après la. requête. La. seule remarque à faire sur ce point concerne la méthode IV qui adopte 
une approche mixte. Cette méthode découvre le graphe avant la. requête et les ULis après 
la requête. De ce fait, elle semble perdre les avantages des approches non-mixtes, à savoir la. 
garantie d'un temps de réponse court pour ce qui est des approches de type avant la requête et 
la fraîcheur de l'information manipulée pour ce qui est des approches de type après la requête. 
Finalement, abordons le dernier aspect qui concerne le type d'information utilisé par les 
méthodes afin de découvrir les ULis. Ce point permettra aussi d'introduire la. méthode que 
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nous proposons dans le prochain chapitre. 
Comme nous pouvons remarquer toutes les méthodes considèrent les liens comme une indi-
cation de complémentarité entre les pages reliées. Pour l'analyse des liens, toutes les méthodes 
mentionnées considèrent l'existence d'un seul lien ou d'un chemin entre deux pages comme 
indicateur de complémentarité entre les pages. La pertinence de cet indicateur est en quelque 
sorte vérifiée/renforcée par l'utilisation d'un deuxième indicateur. Par exemple, l'hypothèse 
faite par la méthode II peut être lue de la manière suivante : alors qu'un lien entre deux pages 
est un fort indicateur de complémentarité entre elles, le fait que les URLs de ces deux pages 
partagent une certaine relation renforce le premier indicateur. Pour ce qui concerne les autres 
méthodes, le deuxième indicateur, nous le noterons indicateur de renforcement, est basé sur la 
similarité entre les contenus des pages et sur la présence de termes des requêtes dans les pages. 
Nous considérons l'indicateur de renforcement comme un indicateur d'appui au premier, 
l'indicateur basé sur la structure des liens, qui lui est fondamental dans l'analyse de la com-
plémentarité. Dans toutes les méthodes évoquées, le premier facteur concerne l'existence d'un 
simple lien ou d'une séquence de liens entre deux pages. Cependant, comme nous l'avons déjà 
souligné, les liens dans le Web sont très hétérogènes. Par conséquent nous croyons qu'un 
simple lien ou une séquence de liens est un indicateur très faible de complémentarité- tout 
en en étant un. Nous pensons que d'autres motifs dans la structure du graphe sous-jacent 
au site analysé pourraient être exploités et s'intégrer dans le premier indicateur basé sur 
l'analyse des liens. 
La méthode que nous décrivons dans le prochain chapitre intègre une analyse plus riche de 
la structure dans le voisinage des deux pages afin d'estimer une éventuelle complémentarité 
entre elles. En plus des chemins entre deux pages nous utilisons aussi des techniques issues 
de la bibliométrie qui utilisent le couplage bibliographique et les co-citations entre deux 
documents. Cette utilisation plus approfondie de la structure constitue l'une des principales 
différences entre notre approche et celles que nous avons passées en revue dans la section 2.2.3. 
2.3 Synthèse 
Dans ce chapitre nous avons passé en revue différentes applications de l'analyse de liens 
avant dïntroduire l'application qui nous intéresse dans ce rapport, la. découverte d'unités 
logiques d'information. Nous avons introduit notre problématique mais aussi analysé et com-
paré certaines études concernées par elle. Nous avons dégagé un ensemble d'aspects afin de 
pouvoir mieux comparer les approches proposées. Cependant, aucune des approches n'a été 
réellement évaluée dans le contexte d'un moteur de recherche. Ainsi, nous n'avons guère 
d'indications claires sur les bonnes et mauvaises caractéristiques des approches lors de leur 
intégration dans un moteur de recherche. 
Après l'étude de ces méthodes nous avons pu nous forger une opinion sur les caractéristiques 
que nous souhaiterions retrouver dans une méthode de découverte de pages complémentaires. 
Par exemple, malgré le fait que quatre parmi les six méthodes citées utilisent la structure de 
répertoire codée dans 1 'URL des pages, nous pensons que ce choix n'est pas judicieux puisqu'il 
suppose une organisation hiérarchique des fichiers. Ainsi, dans notre méthode nous n'avons 
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pas voulu utiliser ce type d'indicateur de complémentarité. Un autre point qui nous a semblé 
important après cet état de l'art est le type d'analyse qui est faite sur la structure du graphe 
sous-jacent à l'espace de recherche considéré. Tel que nous l'avons dit plus haut, l'analyse se 
restreint à l'identification d'un lien ou d'un chemin reliant deux pages. Nous pensons qu'une 
analyse plus profonde de cette structure peut être faite, même si elle risque de rendre le coût 
de calcul plus élevé. 
Dans le prochain chapitre nous décrivons la méthode que nous proposons pour la décou-
verte d'unités logiques d'information. Certaines caractéristiques de cette méthode figurent 
dans le tableau 2.2.4. Nous abordons aussi la manière dont l'information découverte concer-
















































Modèle de SRI pour un système 
hypertexte 
Dans ce chapitre nous décrivons nos études concernant le développement d'un système 
de recherche d'information adapté à un système hypertexte. La grande différence de notre 
système par rapport à un système traditionnel est la prise en compte de l'éventuel fraction-
nement d'un document en plusieurs nœuds lorsque ce document est rendu accessible par un 
système hypertexte1 . 
Comme nous l'avons vu dans la section 2.2.3 du chapitre précédent, il existe un certain 
nombre de travaux dans la littérature qui tiennent compte du fractionnement des documents 
et ne considèrent pas une page HTML comme étant un document à part entière. Ces tra-
vaux considèrent que le contenu d'une page n'exprime pas complètement l'information qu'elle 
véhicule. Autrement dit, par la seule analyse du contenu d'une page, un acteur (humain ou 
informatique) n'est pas capable d'appréhender l'information que la page rend accessible. Dans 
une page il manque souvent de l'information contextuelle. L'information contextuelle d'une 
page spécifie le contexte de son contenu et est fondamentale pour la compréhension de l'in-
formation véhiculée par la page. Les travaux cités plus haut cherchent à découvrir cette 
information cbntextuelle. 
Nous pouvons considérer le regroupement du contenu d'une page avec son information 
contextuelle comme étant un document. Or, si l'information contextuelle d'une page ne se 
trouve pas dans son propre contenu, elle se trouve dans le contenu d'autres pages. Supposons 
que l'information contextuelle de la page Pi se trouve dans la page Pi. Il est bien probable que 
seule une petite partie du contenu de Pi exprime l'information contextuelle nécessaire pour 
comprendre l'information véhiculée par Pi· Or, dans un système hypertexte, un nœud peut 
faire partie de plusieurs documents différents. Le contenu complet d'une page n'est pas forcé-
1 Un document peut être fragmenté aussi bien lors de sa création -il aura été créé déjà pour un média hyper-
textuel- qu'a posteriori s'il s'agit d'adapter un document au média hypertextuel bien qu'étant originellement 
conçu pour un média traditionnel. Par exemple, le livre bien connu de Rijsbergen [vR79] à été adapté au mé-
dia hypertextuel à travers le système TACHIR (http: 1 /www .dcs.gla. ac. ukriain/keith/data/tachir/). La 
version hypertextuelle est disponible sur http: 1 /www. des. gla. ac. ukr iain/keith/ index. htm. Finalement, 
certains textes peuvent être dès leur création conçus dans les formats traditionnel et hypertextuel. L'ouvrage 
récent de Rick Belew [BelOO] en est un exemple. 
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ment en relation avec tous les documents dont elle fait partie. Différentes parties de la page 
peuvent concerner différents documents. Nous pensons qu'une méthode susceptible d'identi-
fier avec une certaine justesse les parties d'une page liées aux différents documents dont elle 
ferait partie ferait probablement appel à la technologie du traitement de langage naturel. Or, 
il est connu que les informations disponibles dans le Web sont d'une manière globale rédigées 
dans des styles multiples très différents de celui utilisée dans la rédaction d'un document sur 
support papier2 • Les règles syntaxiques de la langue ne sont pas respectées. C'est comme 
si la grammaire d'une langue donnée était différente de la traditionnelle ou multiple dans 
les documents écrits dans cette langue et publiés sur le Web. Souvent dans le texte on ne 
retrouve plus les éléments et les règles d'une grammaire traditionnelle : par exemple on ne 
retrouve plus systématiquement des phrases, des verbes demandant un complément d'objet 
sont dépourvus d'objet, des verbes personnels sont utilisés sans sujet, etc. [Ami97][Ami00]. 
Ainsi, la technologie actuelle développée dans le domaine du traitement du langage naturel 
pourrait s'avérer peu utile dans l'analyse du texte contenu dans les pages Web. Elle est basée 
sur un discours qui respecte un type de grammaire différente de celle du Web. 
Cela constitue l'une des raisons pour lesquelles la découverte de documents dans un hyper-
texte s'avère si complexe. Ainsi, les travaux décrits dans la section 2.2.3 ainsi que celui que 
nous décrivons dans ce chapitre ne cherchent pas exactement à identifier des documents dans 
le Web. Ces travaux visent plutôt à identifier des pages contenant de l'information contextua-
lisant- par des parties -le contenu d'autres pages. Ainsi, pour une page donnée l'objectif 
consiste à trouver les autres pages qui la contextualiseraient. L'ensemble composé de la page 
centrale et de celles qui la contextualisent correspond à ce que nous avons appelé unité logique 
d'information, ULI, dans le chapitre précédent. Dans ce chapitre, nous appelons les pages qui 
fournissent le contexte à une page donnée, disons Pi, les pages complémentaires de Pi· 
Dans la suite nous proposons deux méthodes pour la découverte des pages complémen-
taires à des pages composant des sous-ensembles du Web. Plus bas nous précisons ce que 
nous entendons par (i) le Web en termes d'information et (ii) un sous-ensemble du Web. La 
deuxième méthode est en réalité une extension de la première. Nous avons choisi de démon-
trer l'utilité de la découverte des pages complémentaires dans le fonctionnement des moteurs 
de recherche. Ainsi, nous réservons deux sections dans ce chapitre pour détailler l'intégration 
de l'information concernant la complémentarité des pages dans le fonctionnement du système 
df' recherche d'information sous-jacent aux moteurs de recherche. 
Le chapitre s'organise de la manière suivante : dans la première partie nous définissons le 
type de données concerné par les méthodes de découverte des pages complémentaires - ce 
que nous appelons un sous-ensemble du Web; dans la deuxième partie nous présentons la 
première méthode que nous proposons pour la découverte des pages complémentaires et nous 
détaillons l'intégration de l'information découverte dans le fonctionnement d'un système de 
recherche d'information qui se servira de cette information. Dans la troisième partie, nous 
détaillons la deuxième méthode que nous proposons pour la découverte des pages complé-
mentaires et l'intégration, différente de la première, de cette information dans un moteur 
de recherche. Dans la dernière partie nous évoquons des questions liées aux limitations des 
2 0n peut toujours imaginer une sous partie du Web, e.g. un ensemble de sites, qui respecterait un style de 
rédaction donné. Mais cela reste marginal par rapport à l'immensité du Web. 
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méthodes présentées, à la complexité des algorithmes associés aux méthodes, à la capacité 
d'adaptation des méthodes à des quantités d'information bien supérieures à celles pour les-
quelles les méthodes ont étés originellement conçues et, finalement, nous évoquons d'autres 
applications pouvant bénéficier de l'information contextuelle des pages. 
3.1 Définition du corpus de données 
Bien entendu, l'information hypertextuelle à laquelle nous nous intéressons ici est celle dis-
ponible dans le Web. Dans cette étude nous considérons le Web comme étant un ensemble de 
ressources distribuées et faiblement couplées; ces ressources pouvant être considérées comme 
des systèmes hypertextes locaux. Ainsi, on peut décomposer le Web en un ensemble de sys-
tèmes hypertextes plus petits, chacun d'eux étant rendu accessible à travers un serveur HTTP, 
communément appelé un serveur web. Un serveur web constitue une application capable d'in-
teragir avec des applications clientes à travers l'utilisation du protocole HTTP qui permet 
basiquement le transfert de fichiers. Le protocole HTTP comporte un nombre réduit de pri-
mitives; la plus importante d'entre elles étant la primitive GET. Cette primitive est utilisée 
par les clients pour demander des fichiers aux serveurs. N'importe quel type d'application 
reconnaissant le protocole HTTP peut constituer un client web. Comme exemple de client 
nous pouvons citer les navigateurs (e.g. Netscape, Internet Explorer, Lynx), les aspirateurs 
(e.g. wget, pavuk3 ), les robots utilisés par les moteurs de recherche (e.g. Scooter, Googlebot4 ), 
etc. 
Les fichiers stockés dans les serveurs Web peuvent avoir, a priori, n'importe quel format. 
On peut y trouver des fichiers correspondant à des textes, des fichiers correspondant à des 
images, à des sons, à des vidéos, des fichiers binaires correspondant à des programmes, des 
fichiers compressés, des fichiers archives, etc. Cependant, dans nos travaux nous nous sommes 
intéressés aux fichiers correspondant à des textes. Dans les tests que nous décrivons dans le 
chapitre 4, ces fichiers ont un mime-type5 text/plain [FB96] ou text/html [PH97]. Ces 
derniers représentent d'une manière globale ce que l'on appelle couramment page web6 • 
Les pages web sont reliées grâce à un élément particulier du langage HTML, la balise <A>, 
dont l'utilité principale est d'insérer dans une page un lien vers une autre page. Les mobiles 
pour placer les liens dans une page HTML sont aussi divers que la sémantique même des 
liens. Lorsqu'un lien d'une page est activé par l'utilisateur, le navigateur affiche la page cible 
de ce lien7 . Il faut remarquer que nous ne considérons pas le fameux Web invisible, les pages 
3 Les aspirateurs wget et pavuk sont disponibles sur www.gnu.org/directory/wget.html et www.idata.sk/ 
- ondre j /pavuk/ respectivement. 
4 Scooter et Googlebot sont les robots utilisés par les moteurs Altavista et Google respectivement. 
5 Multipurpose Internet Mail Extensions types. 
6 Les pages web telles que l'on les voit rendues par un navigateur traditionnel peuvent être composées par 
plusieurs fichiers et non pas par un seul fichier lorsque ce fichier est du type text/html. Un fichier de ce 
type peut inclure ou pointer sur d'autres fichiers de types autre que plain/html qui sont aussi utilisés par 
le navigateur afin d'afficher une page. L'élément <IMG> du langage HTML par exemple permet qu'une page 
associée à un fichier de type html/plain inclut une image stockée dans un autre fichier. 
7 La cible d'un lien n'est pas toujours une page. La cible peut être n'importe quel type de fichier, image, 
son, texte, etc. Lorsque l'on clique sur un lien dont la cible n'est pas une page le navigateur peut agir de 
différentes façons selon sa configuration. Par exemple, le navigateur peut être configuré pour lancer une 
deuxième application qui pourra elle traiter le fichier cible du lien. Dans ce type de configuration, on fait appel 
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dont l'accès est limité d'une façon ou d'une autré. Certains considèrent les pages générées 
dynamiquement - par exemple à travers des cgi-bins interrogeant une base de données et 
générant à la volée une page incluant la réponse à la requête- comme faisant partie du web 
invisible. Nous ne considérons pas non plus les pages dynamiques dans nos études. 
Comme nous l'avons dit plus haut nous considérons le Web visible comme étant un hy-
pertexte distribué. Ce sont les liens entre les pages qui fournissent le caractère hypertextuel 
au Web. La représentation la plus traditionnelle du Web consiste à le considérer comme un 
graphe orienté dont les nœuds représentent les pages et les arcs représentent les liens (hyper-
textuels) entre les pages. Il s'agit du graphe de citations déjà introduit au début du chapitre 2. 
La version non-orienté de ce graphe n'est pas nécessairement connexe. Cela revient à dire qu'il 
peut y avoir un sous-ensemble de pages dans le Web qui ni ne pointent ni ne sont pointées 
sur/par d'autres pages en dehors du sous-ensemble auquel elles appartiennent9 • 
Dans l'étude que nous décrivons dans ce chapitre nous nous intéressons seulement à des 
parties du graphe représentant le Web et non pas au graphe entier. Il est important de si-
gnaler que cela est un vrai choix et non pas une conséquence du grand volume de données 
disponible dans le Web. Au contraire, les moteurs de recherche traditionnels s'intéressent au 
graphe complet du Web, cependant, ils n'en traitent dans la pratique qu'une partie. Cela est 
dû à des contraintes de temps et d'espace auxquelles ces systèmes sont soumis. 
Le type de sous-graphe qui nous intéresse ici est celui dont les nœuds sont associés à des 
pages situées dans un même site Web. Il nous faut donc définir ce que nous considérons 
comme un site. 
La définition la plus simplificatrice qui soit pour définir un site est celle décrivant l'en-
semble de pages dont les URL partagent le préfixe composé du tuple <nom de machine 
hôte, numéro de port> .. Ce tuple identifie un serveur HTTP écoutant sur le port numéro 
de port de la machine associée au nom logique nom de machine hôte10 • Ainsi, les pages 
ayant pour URL http: 1 /www .aaa. bbb: 80/a.html et http: 1 /www .aaa. bbb: 80/b.html ap-
partiendraient à un même site. Cependant, selon cette définition toutes les pages dont les 
URLs ont comme préfixe http: 1 /www. geoci ti es. corn: 80/ appartiennent à un même site. 
Or, d'une manière assez intuitive on constate que sous http: 1 /www. geoci ti es. corn: 80/ il 
existe une myriade de sites différents. On peut constater ce même type de situa.tion chez 
d'autres hébergeurs de sites web tels que tripod (http://members.tripod.com:80/) et mul-
timania (http: 1 /membres .lycos .fr: 80/). 
aux plug-ins qui constituent des applications sachant traiter des fichiers de types particuliers. 
8 Nous pouvons classer les pages appartenant au Web invisible sous deu.:'C grandes catégories : (i) les pages 
hébergées par des serveurs installés dans des machines derrière un pare-feu; (ii) les pages dont l'accès est 
soumis à un processus d'autorisation, ce processus la plupart du temps se matérialisant par la déclinaison au 
serveur d'un nom d'utilisateur et d'un mot de passe. 
9 Une telle page peut cependant être accédée si elle est indexée par un moteur de recherche. En effet, en plus des 
robots, certains moteurs de recherche collectionnent les pages qu'ils indexeront à la suite grâce à un formulaire 
d'inscription volontaire de pages qui peut être utilisé par les auteurs. 
10 À tout nom logique est associé une adresse IP qui identifie une machine. L'association est faite par un serveur 
de noms de domaine, DNS (Domain Name Server). 
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Nous croyons que l'affirmation selon laquelle il y a plusieurs sites sous http: 1 /www. geoci ti es. 
corn vient de l'observation que les pages dont les URLs partagent le préfixe http: 1 /www. 
geoci ti es. corn:80/jrndesbois (histoire de la ville d'Aix en Provence) et celles dont les URLs 
partagent le préfixe http: 1 /www .geocities. corn/rnez_sv/ (voitures exotiques) n'ont aucun 
rapport entre elles si ce n'est d'être physiquement hébergées sur la même machine. Cette 
capacité d'identification des frontières d'un site qui existe chez n'importe quel utilisateur du 
Web semble donc relever d'une espèce de cohérence observée dans les pages qui composent 
un site. Cette cohérence peut être thématique mais nous croyons qu'elle pourrait se trouver 
dans une dimension autre que thématique. En considérant la dimension thématique, les pages 
d'un site- tel qu'un utilisateur moyen du Web le conçoit- traiteraient d'un unique thème 
ou sinon de thèmes divers qui pourraient être englobés dans un thème unique plus général11 • 
Cependant, si deux ensembles d'URLs traitent d'une thématique commune, cela n'indique 
pas nécessairement que ces deux ensembles forment un seul site. Or, dans le Web on retrouve 
de nombreux sites qui s'intéressent à une thématique commune; les répertoires thématiques 
comme Dmoz (www. dmoz. org) ou Yahoo! (www. yahoo. corn) étant des services de recherche 
qui organisent les sites selon leur proximité thématique. 
À notre connaissance, un nombre réduit des travaux scientifiques, e.g. [CHROl] [ATHOO] 
[THA99] [LKVOO], relèvent la question évoquée dans les deux paragraphes précédents. Dans 
le contexte de ces travaux un site est considéré comme étant un ensemble de pages associées à 
une thématique commune, maintenues par une seule personne ou un seul groupe de personnes, 
et publié comme un ensemble cohérent d'information. Cette définition est donc cohé-
rente avec 1 'intuition commune que derrière une URL comme http: 1 /www. geoci ti es. corn/ 
il n'existe pas un seul site. 
Cependant, l'identification des sites formant un ensemble cohérent d'information est bien 
problématique. Puisque la définition d'un site reste assez floue, les rares algorithmes proposés 
pour leur identification se basent sur des heuristiques dont l'efficacité est difficilement esti-
mable. [LKVOO] propose une heuristique basée sur l'url des pages (les noms de répertoire et de 
fichier ainsi que la hiérarchie de répertoires induite), le texte de l'ancre des liens présents dans 
les pages et la structure du graphe sous-jacent aux pages pour identifier les différents sites qui 
pourraient former les pages partageant le tuple <nom de machine hôte, numéro dE port>. 
Dans [THA99] Terveen propose une autre heuristique basée sur l'url des pages avec des règles 
spécifiques pour l'analyse de sites particuliers tels que http: 1 /rnernbers. tripod. corn: 80/ et 
http://www.geocities.corn:80/. 
Le point commun des heuristiques proposées est de supposer que deux pages appartenant 
à un même site sont toujours hébergées par un même serveur HTTP. Afin de savoir si deux 
pages sont servies par un même serveur les deux heuristiques que nous venons de citer véri-
fient si les tuples <nom de machine hôte, numéro de port> de deux URLs sont identiques. 
11 Par exemple, le site de l'École nationale supérieure des mines de Saint-Étienne accessible sur www. emse. fr 
pourrait être décomposé en au moins quatre sites différents étant donné qu'il existe quatre ensembles de pages, 
chacun étant associé à l'un des quatre centres de l'école et traitant ainsi de thématiques différentes. Cependant, 
du fait que ces quatre ensembles de pages forment un ensemble cohérent d'information -il s'agit des pages 
en rapport avec l'École des mines de Saint-Étienne -ils peuvent être considérés comme des composants d'un 
seul site. 
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S'ils le sont les deux pages peuvent appartenir à un même site. Dans le cas contraire, les 
heuristiques considèrent que les deux pages appartiennent nécessairement à deux sites diffé-
rents. Nous allons voir plus bas que cette vérification n'est pas suffisante pour conclure que 
deux pages ne sont pas servies par un même serveur HTTP. 
D'après l'hypothèse de base commune aux heuristiques, deux pages dont les URLs sont 
http://aa.corn:80/a.htrnl et http://bb.corn:80/b.htrnl ne peuvent pas appartenir à un 
même site. Or, plusieurs noms logiques peuvent être associés à une même adresse IP, l'un des 
noms étant le nom canonique associé à l'adresse IP donnée et les autres noms étant les alias 
de ce nom canonique. bb. corn peut être un alias de aa. corn et ainsi les deux pages pourraient 
a priori être hébergées par un même serveur ainsi elles pourraient appartenir à un même site. 
De ce fait, les heuristiques devraient ainsi vérifier les alias des noms de machines hôtes des 
URLs des pages. Il s'avère qu'il n'est pas toujours possible de connaître exactement tous les. 
alias d'un nom logique donné. 
D'autre part, différentes adresses IPs peuvent être associées à une même machine. Ainsi, 
deux URLs dont les noms des machines hôtes seraient associées à deux adresses IPs différentes, 
pourraient représenter deux pages appartenant à un même site. Il est en effet impossible de 
connaître toutes les adresses IPs associées à une machine donnée. Ainsi, on ne peut pas tou-
jours savoir avec certitude si deux pages sont hébergées par un même serveur HTTP ou non. 
La méthode que nous développons dans la suite s'intéresse à des sites compatibles avec 
la. définition selon laquelle un site représente un ensemble cohérent d'information. Malgré 
le manque d'informations concernant l'homogénéité/l'hétérogénéité du type d'information 
disponible dans les serveurs HTTP actuellement, nous croyons que des cas similaires à ceux 
représentés pa.r les services disponibles sur www. geoci ti es. corn ou perse. free. fr sont mar-
ginaux dans le Web. 
A lïnsta.r de Cra.swell dans les expérimentations décrites dans [CHROl], nous supposons 
que les sites que nous avons utilisés dans nos expérimentations sont compatibles avec la. dé-
finition de site que nous avons adoptée. Dans le chapitre 4, nous détaillons la. collection de 
tests utilisée et la manière dont les sites ont été identifiés. 
Pour résumer, notre méthode s'intéresse à découvrir l'information contextuelle des pages 
regroupées dans un sous-graphe du Web visible et non pas à découvrir ce même type d'in-
formation pour toutes les pages du Web visible. Les pages composant le type de sous-graphe 
qui nous intéresse composent un site dans le sens où elles représentent un ensemble cohérent 
d'information et sont associées à une thématique générale unique. 
Dans notre étude nous utilisons la représentation la plus traditionnelle qui soit pour repré-
senter le Web. Comme cité plus haut, cette représentation consiste dans un graphe orienté 
où les nœuds représentent les pages HTML et les arcs représentent les liens hypertextuels. 
On peut aussi appeler ce graphe le graphe de citations. Dans la figure 3.1 nous illustrons 
cette représentation ainsi que le type d'information concernée par la méthode de découverte 
d'information contextuelle que nous décrivons dans la. suite. 
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1 Q-n 1 Partie invisible du Web 
0 PageHTML 
D Site logique 
FIG. 3.1: Un site logique dans le Web. 
3.2 La découverte des pages complémentaires et des contextes 
Rappelons que les pages complémentaires d'une page donnée, disons Px, sont les pages dont 
les contenus contextualisent l'information véhiculée par Px· Tel que nous l'avons remarqué 
plus haut, dans certains cas, il se peut que ce ne soit pas les contenus entiers des pages com-
plémentaires de Px qui apportent le contexte de l'information véhiculée par Px mais seulement 
certaines de leurs parties. Des heuristiques peuvent être utilisées pour essayer d'identifier ces 
parties complémentaires ou, alternativement, seules certaines parties - définies a priori -
d'une page pourraient être considérées comme étant de l'information contextuelle pour une 
autre page. Nous y reviendrons dans la section suivante. 
Dans ce chapitre nous proposons deux approches pour trouver l'information contextuelle 
des pages. Dans cette section nous décrivons la première et dans la section 3.4 nous détaillons 
la seconde qui est en fait une extension de la première. 
Ces deux méthodes sont basées sur une fonction que nous avons définie pour estimer dans 
quelle mesure deux pages se complémentent. Nous pouvons définir la complémentarité entre 
deux pages comme étant une relation binaire floue sur l'ensemble de pages analysées. La. 
relation est floue puisqu'une page est complémentaire d'une autre à un certain degré. Nous 
noterons Compl(px, Py) la. mesure de complémentarité de Px pour py, i.e. cette valeur estime 
combien Px complémente Py· Les formules que nous allons proposer dans la suite feront que 
cette relation de complémentarité sera symétrique, c.-à-d. Compl(px,Py) = Compl(py,Px)· 
Cette symétrie est simplificatrice. Dans notre contexte, si Px complémente ]Jy, Px contient 
de l'information qui sert de contexte a.u contenu de la page Py· Cela. n'indique pas nécessai-
rement que Py contienne aussi de l'information contextuelle pour le contenu de Px et, encore 
moins, à un même degré, même si dans un support hypertextuel nous pouvons imaginer ce 
type de situation. 
La première approche que nous décrivons dans la. suite peut être résumée de la. manière 
suivante : d'abord la. complémentarité entre toutes les paires de pages analysées est calculée; 
ensuite, l'identification d'ensembles contenant des pages ayant des degrés de complémentarité 
élevés entre elles est effectuée. Chacun de ces ensembles peut être d'ailleurs considéré comme 
un volume d'information auto-explicatif, ce que nous avons appelé dans le dernier chapitre 
unité logique d'information. Une fois que les ensembles ont été découverts, une fonction est 
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appliquée à chacun de ces ensembles de sorte à en déduire l'information contextuelle des 
pages composant l'ensemble. Nous avons appelé cette fonction la fonction d'abstraction. 
Dans ce qui suit nous décrivons la mesure de complémentarité (section 3.2.1); la méthode 
pour identifier les ensembles de pages complémentaires (section 3.2.2) et finalement la fonction 
d'abstraction qui génère l'information contextuelle des pages (section 3.2.3). 
3.2.1 La mesure de complémentarité 
Considérons le graphe de citations G = (N, A) sous-jacent aux pages concernées par l'ana-
lyse de complémentarité12 . La complémentarité entre deux nœuds de G est une fonction de 
leur proximité structurelle et de la similarité du contenu des pages associées aux nœuds. Nous 
définissons ainsi la complémentarité entre deux nœuds, Ni et Nj de G : 
Dans les expérimentations que nous décrivons dans le prochain chapitre nous avons varié la 
valeur de a entre 0 et 1 de sorte à avoir des indications sur une éventuelle influence plus élevée 
de l'un des deux facteurs de la dernière équation dans la découverte de complémentarité entre 
deux pages. Autrement dit, ce paramètre permet d'analyser si l'un des deux aspects (celui lié 
au contenu des pages ou celui lié à la structure les reliant) apporte plus d'indices que l'autre 
dans l'estimation d'une éventuelle complémentarité entre deux pages. 
Une question qui peut être soulevée ici est l'éventuelle dépendance de l'importance relative 
des 2 termes de l'équation 3.1 par rapport à certaines caractéristiques (e.g. la densité du 
graphe) des hypertextes analysés. Nous essayons de répondre aussi à cette question à travers 
l'analyse des résultats des expérimentations reportées dans le prochain chapitre. 
3.2.1.1 Similarité du contenu 
Le contenu d'un nœud 13 est représenté à l'aide du modèle vectoriel introduit par Salton 
au début des années 80 [SM83]. Dans ce modèle, le contenu d'un document appartenant à 
un ensemble de documents est représenté par un vecteur dans un espace de p dimensions où 
p est le nombre de termes différents présents dans les n documents qui forment la. collection 
dP données analysée. 
Notons qu'ici la sémantique du terme document n'est pas la même que celle que nous avons 
définie dans l'introduction de ce manuscrit (section 1.2.1). Un document dans ce contexte-ci 
est un volume d'information dont les frontières sont connus, e.g. la page d'un livre, un livre, 
une notice bibliographique, un article de journal, une page HTML, etc. Son volume d'infor-
mation n'est pas forcément auto-explicatif d'où la différence avec la définition donnée plus 
12Rappelons que dans le graphe de citation sous-jacent à l'ensemble des pages considérées, il existe au plus 
un arc reliant un nœud, disons N;, à un autre nœud, disons Nj. Par conséquent, plusieurs hyperliens menant 
de la page représentée par N; à la page représentée par N1 sont représentés dans le graphe de citation par un 
seul arc menant de N; à N1 • 
13 Dorénavant, nous allons faire référence au contenu de l'entité représentée par un nœud, par tout simplement, 
le contenu du nœud. Dans cette section l'entité associée à un nœud est une page. Dans la section 3.4 les entités 
associées aux nœuds seront des contextes et non plus des pages. 
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haut. 
Dans notre contexte, les documents représentés à l'aide du modèle vectoriel de Salton sont 
les pages HTML appartenant à un même site. Chacune de ces pages est représentée par un 
vecteur dans un espace de p dimensions où p est le nombre de termes différents présents dans 
les pages appartenant au site concerné par l'analyse de complémentarité. Considérons dans la 
suite T = { t1, · · · , tp} l'ensemble des termes différents dans la collection des pages considérées. 
Les coordonnées du vecteur représentant un document sont les poids associées aux dif-
férentes termes de l'espace T. L'idée est que le poids associé à un terme d'un document 
représente dans quelle mesure ce terme est représentatif du contenu sémantique du docu-
ment. La similarité entre les contenus de deux documents, Simcont(Ni, Nj), est calculée à 
l'aide de la mesure du cosinus de l'angle formé entre les vecteurs représentant les deux docu-
ments. Ainsi la similarité est maximale - égale à 1 - lorsque l'angle formé par M et Nj 
est de 0 degré. La similarité est minimale - égale à 0 - lorsque les deux vecteurs forment 
un angle de 90 degrés, i.e. lorsque les vecteurs sont orthogonaux. La formule qui permet de 
calculer Simcont(Ni, Nj) est donc la suivante : 
(3.2) 
où Wik est le poids associé au terme tk dans la représentation du document Ni. En ce qui 
concerne le calcul du poids d'un terme pour un document donné, d'innombrables approches 
existent. La presque totalité de ces approches se basent sur la fréquence d'occurrence des 
termes à l'intérieur des documents de la collection considérée. 
Au cours des dernières années, plusieurs formules de pondération ont été introduites et 
testés dans le contexte du modèle probabiliste de recherche d'information OKAPI. La for-
mule de pondération que nous avons utilisée est l'une d'entre elles [RWHB+94]. Elle a réussi 
une bonne performance dans les expérimentations menées lors des conférences TREC de ces 
dernières années [RWBOO] et fut ainsi réutilisée par d'autres systèmes de recherche d'informa-
tion. Il s'agit d'une pondération basée sur la fréquence d'apparition des termes à l'intérieur 
des documents. Sa particularité se trouve dans son facteur de normalisation dont le but est 
de compenser les grandes fréquences de termes observées dans les documents longs. Nous 
savons que si les poids ne sont pas normalisés, les documents longs sont favorisés lors de 
l'estimation de leur degré de pertinence à une requête, au détriment des documents courts 
(où les fréquences d'occurrence des termes ne sont pas élevées). La formule de pondération 
utilisée est la suivante : 
(k ) tfis Wis = 1 + 1 · f{ + tf is où f{ = kl. ((1- b) +b. _l,_· ) avdl (3.3) 
Dans cette équation tfis représente la fréquence d'occurrence du terme ts dans le contenu du 
document Ni; li représente la longueur du document Ni (somme des fréquences d'occurrence 
de tous les termes du document Ni) et avdl représente la longueur moyenne des documents. 
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Finalement, b et k1 sont des constantes. Dans les tests décrits dans le prochain chapitre b et 
k 1 ont pour valeur 0.7625 et 1.5 respectivement. 
L'hypothèse sous-jacente au second terme de l'équation 3·.1, celui lié au contenu des docu-
ments, que nous venons de définir à l'aide des équations 3.2 et 3.3 est la suivante : lorsque le 
contenu de deux documents sont proches thématiquement, la probabilité que leurs contenus 
soient complémentaires mutuellement est plus élevée que lorsque leurs contenus diffèrent. 
Autrement dit, nous supposons que plus la similarité éntre deux documents est grande, plus 
élevée est la probabilité que leurs contenus soient complémentaires. 
Des hypothèses similaires ont été utilisées dans d'autres travaux. Par exemple, Hearst dans 
[HP93] propose une méthode de division automatique d'un document textuel en passages-
chaque passage traitant d'une seule thématique - basée sur la similarité des contenus de 
fenêtres de textes consécutives dans le document. L'hypothèse étant que deux passages consé-
cutifs doivent être complémentaires à un certain degré. Cette complémentarité est identifiée à 
travers la similarité textuelle des deux passages. Comme évoqué dans la section 2.2.3, d'autres 
travaux [TMKT98] [KK99] [HSDT99] dans la thématique de la découverte d'unités logiques 
d'information adoptent aussi des hypothèses semblables. 
3.2.1.2 Proximité structurelle 
Le premier terme de l'équation 3.1 est lié à la proximité structurelle entre deux nœuds, 
Ni et Nj, du graphe sous-jacent à l'espace d'information sur lequel l'analyse de complé-
mentarité est faite. Nous considérons la proximité structurelle entre deux nœuds du graphe, 
Pt·oxstrucU\"i, Nj), comme étant une fonction (i) du nombre d'ancêtres communs aux deux 
nœuds (Sipc) (équation 3.4), (ii) du nombre de descendants communs aux deux nœuds (stes) 
(équation 3.5) et (iii) de l'inverse de la longueur des plus courts chemins connectant les deux 
nœuds (8:}'1) (équation 3.6). 
Pour ce qui concerne les ancêtres et les descendants d'un nœud, nous supposons que plus 
deux nœuds ont d'ancêtres et de descendants en commun, plus grande est la probabilité que 
leurs contenus soient complémentaires. Dans un graphe orienté, un nœud Ni est un ancêtre 
(resp. cÜ:8ctndant) d'un autre nœud Nj s'il existe dans ce graphe un chemin menant de Ni 
à Nj (res p. Nj à Ni). Ces hypothèses basées sur le nombre d'ancêtres et de descendants en 
commun de deux nœuds sont inspirées des techniques connues utilisées dans le domaine de la 
bibliométrie. Les méthodes du couplage bibliographique [Kes63] [Wei7 4] et des co-citations 
[Mar73] [Sma.73] ont comme objectif d'identifier des documents thématiquement proches à 
travers l'analyse de leurs citations. Les hypothèses considérées par les deux méthodes sont 
que deux documents sont thématiquement proches si, respectivement : (i) ils partagent un 
grand nombre de citations et (ii) ils sont souvent co-cités par d'autres documents. Alors que 
dans ces méthodes seul le voisinage immédiat d'un document, i.e. les documents qui citent 
ou sont cités par un document donné, est analysé, nous considérons un voisinage plus étendu 
par l'utilisation des ancêtres et des descendants. Une autre différence fondamentale entre 
l'analyse de citations dans la bibliométrie et l'analyse de liens dans le Web est que dans le 
premier cas les liens ont une sémantique relativement bien définie, alors que dans le second les 
liens peuvent avoir des sémantiques bien différentes et diverses [BelOO, chap. 6]. Finalement, 
3.2. La découverte des pages complémentaires et des contextes 85 
vu que les pages web ne sont pas figées mais sont en constante évolution, deux pages peuvent 
se citer mutuellement ce qui est impossible avec les documents étudiés dans la bibliométrie. 
En revenant à l'équation 3.1, les facteurs Sfpc et stes que nous utilisons pour estimer la 
complémentarité structurelle entre deux nœuds sont calculés d'après les formules suivantes : 
S '!nc = """' 1 ZJ ~ j r 
A 2(splx;+splx ) xE ne J 
(3.4) 
(3.5) 
où A ne et Desc désignent respectivement les ensembles des ancêtres et descendants communs 
aux nœuds Ni et Nj et splt correspond à longueur du plus court chemin menant du nœud Ni 
au nœud Nj sans passer par le nœud Nk. Il est important de faire deux remarques à propos 
de ces deux dernières équations. La première consiste à souligner que le degré de parenté d'un 
ancêtre ou descendant en commun est prise en compte dans le calcul. Nous considérons qu'un 
ancêtre ou descendant direct commun à deux nœuds est un indicateur de complémentarité 
plus forte qu'un ancêtre ou descendant de deuxième ou troisième génération. La deuxième 
remarque consiste à noter que nous tenons compte du cas où l'un des deux nœuds, disons 
Ni, est ancêtre de l'autre, i.e. Nj. Dans ce cas, tous les ancêtres de Ni sont aussi ancêtres 
des Nj. Il en résulterait un degré de complémentarité très élevé entre tous_ les couples de 
nœuds liés par un chemin dans le graphe analysé. Les facteurs de type spl~j évitent cette 
dernière situation puisque si le nœud Nx est par exemple un ancêtre commun à Ni et Nj, 
spl~-.i représente le plus court chemin entre le nœud Nx et le noeud Nj sans passer par Ni. 
Ainsi. si N; est ancêt~e de Nj et que le seul chemin existant entre l'ancêtre en commun Nx et 
N.i passe par Ni, spl~j vaudra la valeur infinie et, par conséquent, l'ancêtre en commun Nx 
n'aura pas contribué à augmenter la valeur sypc de l'équation 3.4. 
Finalement, le dernier facteur, s:t, porte sur la longueur des chemins les plus courts 
entre les nœuds. Nous supposons que s'il existe un chemin connectant deux nœuds, plus ce 
chemin est court plus grande est la probabilité que les deux nœuds soient complémentaires. 
Ainsi. !lOUS définissons s:t comme une fonction des longueurs des deux plus court chemins 
connectant les nœuds Ni et Nj (un chemin menant de Ni à Nj et un autre menant de Nj à 
N;). Si l'un des deux chemins n'existe pas la longeur correspondante vaudra la valeur infinie. 
La valeur s:;t est calculée par : 
(3.6) 
où splij correspond à la longueur du plus court chemin menant du nœud Ni au nœud Nj. 
Notons que d'après l'équation 3.6, s:t et s:t ont la même valeur. 
Finalement les valeurs des trois facteurs décrits ci-dessus, Sfpc, stesc et s:t, sont nor-
malisées entre [0, 1] puis la proximité structurelle entre deux nœuds, ProXstruc(Ni, Nj), est 
calculée par une combinaison linéaire des trois facteurs : 
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(3.7) 
Les poids (3, 'Y et .\ permettent de varier l'influence de chaque facteur dans le calcul de 
la proximité structurelle entre deux nœuds. Nous les avons introduits afin d'essayer d'ob-
server s'il existe parmi ces facteurs structuraux certains qui s'avéreraient plus révélateurs 
que d'autres vis-à-vis de la complémentarité entre deux nœuds. À l'instar du poids a de 
l'équation 3.1, nous pouvons aussi soulever la question de savoir si les valeurs optimales de 
ces poids sont ou non très dépendantes des caractéristiques de l'ensemble de pages considéré 
dans l'analyse de complémentarité. Cela est l'une des questions auxquelles on essayera de 
répondre avec les résultats des expérimentations décrites dans le prochain chapitre. 
3.2.2 Le regroupement de pages complémentaires 
Dans cette section nous décrivons une manière de grouper les pages complémentaires dans 
des ensembles selon leurs caractéristiques. Nous proposons une méthode basée sur des tech-
niques de clusterisation. Selon le domaine de recherche concerné, les méthodes de clusteri-
sation peuvent être appelées autrement, par exemple classification automatique. Ainsi, 
dans le prochain paragraphe nous essayons de bien définir ce que nous entendons par une 
méthode de clusterisation. 
Dans le domaine très large de la recherche d'information, il existe un sous-domaine ap-
pelé la catégorisation des documents. Catégoriser un document consiste à lui associer une 
catégorie. La catégorisation peut être supervisée ou non. Lorsque la catégorisation est super-
visée, un ensemble de catégories est défini a priori et le processus de catégorisation consiste à 
associer les documents à ces catégories prédéfinies. La catégorisation supervisée est cou-
ramment appelée classification. Au contraire, dans la catégorisation non-supervisée, il n'y a. 
pas de catégories prédéfinies. Les documents sont groupés d'après les valeurs d'un ensemble 
de propriétés choisies pour caractériser les documents. La catégorisation non-supervisée 
est appelée clusterisation. Ainsi, dans une catégorisation non-supervisée ou clusterisa.tion, 
on regroupe dans des clusters des documents appartenant à une même catégorie selon les 
valeurs de propriétés qui les caractérisent. Une telle catégorie est dépourvue d'un label qui 
!"identifie ou la résume. Afin d'associer un label à une catégorie on peut faire appel à d'autres 
méthodes capables de le générer à partir des valeurs des propriétés des documents regroupés 
dans la. catégorie. 
Pour éviter la. confusion, nous allons dans la suite utiliser le terme clusterisa.tion a.u lieu 
de classification automatique. Une bonne introduction aux techniques de clusterisation est 
proposé dans [And73]. 
Nous avons implémenté plusieurs algorithmes de clusterisation, tous basés sur une mesure 
d'association entre les éléments que l'on compte grouper. La mesure d'association utilisée 
par les deux algorithmes est la mesure de complémentarité définie dans la. section précé-
dente. Ainsi, le point de départ des algorithmes que nous avons utilisés est une matrice 
carrée symétrique M d'ordre n, où n est le nombre de nœuds composant l'espace considéré 
dans l'analyse de complémentarité, i.e. le nombre de pages HTML considérées. L'élément de 
la matrice M(i,j) contient la valeur estimée de la complémentarité entre les nœuds Ni et 
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Nj, i.e. Compl(Ni, Nj)· Étant donné que Compl(Ni, Nj) = Compl(Nj, Ni) (cf. équation 3.1) 
la matrice M est symétrique. Dans la suite nous décrivons deux des algorithmes implémentés. 
L'un des algorithmes de clusterisation que nous avons implémenté est celui appelé l'algo-
rithme de l'étoile14 . L'algorithme exploite la structure du graphe déduit des complémentarités 
entre les pages calculées selon l'équation 3.1 et non pas celle du graphe original de pages. Le 
graphe utilisé par l'algorithme est déduit de la matrice M', déduite elle-même de la matrice M 
originale et d'un seuil que nous avons appelé seuilMM'· La définition de la matrice M'est ef-
fectuée de la façon suivante : M' ( i, j) est positionné à 1 si et seulement si M ( i, j) 2:: seuil MM' 
et à 0 sinon. De ce fait, la matrice est aussi une matrice carré symétrique d'ordre n. Cette 
matrice induit le graphe G' non-orienté sur lequel les clusters seront identifiés. Il existe une 
arête entre deux nœuds Ni et Nj dans G' si et seulement si M'(i,j) = 1. Dans l'implémenta-
tion utilisée pour mener les expérimentations décrites dans le prochain chapitre, nous avons 
choisi pour seuil MM' la valeur moyenne des corn plémentarités représentées dans la matrice M. 
N1 N2 N3 N4 N5 N1 N2 N3 N4 N5 
N1 0 0.65 0.6 0.65 0.5 N1 0 1 1 0 
N2 0.65 0 0.3 0.7 0.55 
--
Seuil 
5.5 N2 0 0 
-
= 0.55 
--N3 0.6 0.3 0 0.7 0.4 MM' 10 N3 0 0 0 
N4 0.65 0.7 0.7 0 0.45 N4 1 0 0 
N5 0.5 0.55 0.4 0.45 0 N5 0 0 0 0 
(a) (b) (c) 
FIG. 3.2: Création de la matrice M': (a) matrice M originale des complémentarités entre les 
pages, (b) calcul du seuil à partir de la matrice M, (c) matrice M' dérivée de M à travers 
l'application du seuil seuilMM'· 
Les clusters sont définis de la manière suivante. Pour chaque nœud on considère le sous-
ensemble composé du nœud lui-même et de tous les nœuds qui lui sont reliés par une arête. 
Parmi ces sous-ensembles, certains peuvent être inclus dans d'autres, le cas échéant les pre-
miers sont éliminés (figure 3.3). Les sous-ensembles restants sont considérés comme des re-
groupements de pages complémentaires. Les pages groupées dans un cluster sont donc censées 
former un volume d'information auto-explicative. 
Remarquons d'ailleurs que ce premier algorithme crée des clusters pouvant être non-
disjoints. Cette caractéristique est compatible avec l'hypothèse selon laquelle une page peut 
appartenir à plusieurs documents à la fois. 
Un deuxième algorithme de clusterisation que nous avons implémenté afin de regrouper 
des pages complémentaires est l'algorithme du lien-complet15 • Il s'agit d'un algorithme de 
14 Connu en anglais sous le nom the star method [Kow97, chap. 6]. 
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Clusters intermédiaires : Clusters résultants : 






FIG. 3.3: Création des clusters par l'algorithme de l'étoile : (a) graphe déduit de la matrice 
M', (b) les clusters intermédiaires et leurs regroupements, (c) les clusters résultants. 
clusterisation hiérarchique dans la mesure où il génère une hiérarchie de clusters. Chaque 
niveau de la hiérarchie est associé à un regroupement de deux clusters à une certaine valeur 
de similarité. Les trois autres algorithmes hiérarchiques les plus connus sont : simple-lien, 
lien-moyen et l'algorithme de Ward, nous les avons aussi implémentés (cf. annexes). 
Tous les algorithmes hiérarchiques peuvent être décrits par un algorithme général : 
1. associer un cluster singleton pour chaque élément de l'ensemble à clusteriser; 
2. identifier les deux clusters les plus proches d'après une mesure d'association prédéfinie 
et les combiner dans un nouveau cluster ; 
3. s'il reste plus d'un cluster retourner à l'étape 2. 
Les différents algorithmes hiérarchiques se distinguent par la manière dont la similarité 
entre deux clusters est calculée dans l'étape 2 de l'algorithme décrit ci-dessus. Dans l'al-
gorithme lien-complet, la similarité entre deux clusters correspond à la similarité minimale 
entre toutes les paires d'élements composés d'un élément de chaque cluster. Autrement dit, 
la similarité entre deux clusters Cx et Gy disjoints est calculée par : 
(3.8) 
Dans notre cas la similarité entre deux nœuds Ni et Nj correspond à leur complémentarité 
disponible dans la matrice de complémentarité M. Reprenons la matrice /1.1 utilisée dans 
l'exemple précédent (figure 3.2(a)). La hiérarchie générée par l'algorithme lien-complet est 
illustrée dans la figure 3.4. 
Les algorithmes hiérarchiques génèrent des clusters disjoints. Ainsi, nous pouvons consi-
dérer le résultat d'un tel algorithme comme n- 1 partitions de l'ensemble de départ. À 
chaque fois que deux clusters sont regroupés dans un nouveau cluster, la hiérarchie gagne 
un nœud supplémentaire ce qui induit une nouvelle partition pour l'ensemble d'éléments de 
départ. Puisque l'algorithme effectue n - 1 regroupements entre les n éléments de départ, 
l'algorithme génère n- 1 partitions. Finalement, à chaque partition est associée une valeur de 
similarité. Cette valeur correspond à la valeur de similarité sur laquelle le regroupement des 
deux clusters à l'origine de la nouvelle partition en question a été effectuée. Dans la figure 3.4 
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Sim= 0.3 ----------------------------------------
Nl N5 
Clusters résultants selon 
le niveau de similarité 
{ Nl ,N2,N3 ,N4,N5} 
{ Nl , N2 , N3, N4 }, { N5 } 
{ Nl ,N2 ,N4}, { N3}, { N5} 
{ Nl }, { N2, N4 }, { N3 }, { N5 } 
FIG. 3.4: Création des clusters par l'algorithme lien-complet. 
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nous remarquons quatre niveaux représentant quatre partitions différentes. Ainsi, lorsque l'on 
utilise un algorithme de clusterisation hiérarchique, on doit disposer d'une règle pour déter-
miner quelle partition de la hiérarchie sera choisie comme résultat de la clusterisation. Nous 
pouvons par exemple imaginer des règles basées sur le nombre de clusters dans la partition 
ou sur le niveau de similarité associé aux partitions. Dans nos expérimentations, nous avons 
opté pour une règle du premier type : si l'ensemble de départ est composé de n nœuds, nous 
récupérons comme résultat de la clusterisation la partition composée de n/2 cluster(s). 
L'algorithme lien-complet nous a semblé convenable vu sa caractéristique de générer des 
petits clusters dont les éléments sont fortement couplés. Cet algorithme est en fait appelé 
lien-complet puisqu'il garantit que les éléments dans un cluster sont tous liés les uns aux 
autres avec une similarité minimale. À l'autre extrême, l'algorithme lien-simple a tendance à 
générer des clusters très longs de type ellipsoïde dont les éléments sont très peu liés entre eux. 
Étant donné que notre but est de découvrir des ensembles de pages qui se complémentent les 
unes aux autres, la caractéristique de forte liaison entre les éléments est souhaitable. 
Plusieurs implémentations de l'algorithme lien-complet sont proposées dans la littérature 
[Defï7] [Voo86]. Les différentes implémentations visent bien entendu la réduction de l'espace 
et du temps nécessaire pour l'exécution de l'algorithme. Cela afin que les algorithmes se com-
portent bien dans des situations où il faudrait clusteriser des ensembles d'éléments de plus 
en plus grands. Étant donné que dans notre étude il n'est question de clusteriser que des 
ensembles de cardinalité pas très élevée - les pages appartenant à un site - la complexité 
des algorithmes de clusterisation n'a pas vraiment constitué un souci pour nous. Nous avons 
donc implémenté l'algorithme d'une manière assez simple qui requiert O(n2 ) aussi bien en 
termes d'espace qu'en termes de temps. 
En bref, dans les tests nous avons choisi d'utiliser différentes méthodes de clusterisations. 
Parmi ces méthodes certaines génèrent des clusters disjoints (e.g.la méthode du lien-complet), 
et d'autres des clusters non-disjoints (e.g. la méthode de l'étoile). L'idée derrière l'utilisation 
de ces deux types différents de méthodes est d'avoir des indications sur la validité de l'hypo-
thèse selon laquelle une page HTML peut appartenir à plusieurs unités logiques d'information 
dans le Web. 
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3.2.3 La fonction d'abstraction 
Dans la section précédente nous avons proposé deux manières de regrouper des pages com-
plémentaires dans des ensembles. Deux pages appartenant à un même ensemble sont censées 
être complémentaires. Selon les hypothèses que nous avons considérés dans la section 2.2.1, 
cela indique que le contenu (ou une partie) d'une page d'un ensemble donné correspond à 
l'information qui permet de contextualiser le contenu d'une ou de plusieurs autres pages de 
ce même ensemble. Les clusters générés par les méthodes décrites dans la dernière section 
contiennent des éléments très liés entre eux par la relation de complémentarité. 
Nous considérons donc un cluster de pages comme un ensemble d'information auto-descriptif, 
ce que nous avons appelé dans le chapitre précédent une unité logique d'information. La pro-
chaine étape consiste donc à expliciter le contexte associé à cette unité logique d'information. 
Une fois identifié, nous considérons ce contexte comme étant le contexte de toutes les pages 
regroupées dans le cluster. 
L'explicitation du contexte se fera par l'utilisation d'une fonction d'abstraction. Cette fonc-
tion reçoit en entrée un cluster de pages et produit en sortie une unité, que nous appelons 
nœud contextuel, contenant l'information contextuelle des pages composant le cluster reçu 
en entrée. Dans la figure 3.5, considérons le cluster Cl1 composé des pages Pl, P3 et P4· De 
l'application de la fonction d'abstraction sur le cluster Ch résulte le nœud contextuel Cont1. 
Ce nœud contient l'information contextuelle des pages composant le cluster duquel il a été 
généré, i.e. Cont1 contient l'information contextuelle des pages Pl, P3 et P4 qui composent le 
cluster C/1 . La fonction d'abstraction est appliquée à chacun des clusters générés par l'appli-
cation de l'algorithme de clusterisation. 
[:::J Noeud contextuel 
', ... _ .. .. Cluster 
0 Noeud de type page 
FIG. 3.5: Génération des nœuds contextuels. 
À l'instar du contenu des nœuds représentant les pages, les contenus des nœuds contextuels 
sont aussi représentés à. l'aide du modèle vectoriel de Salton. Il faut donc définir la manière 
dont le contenu d'un nœud contextuel est construit. Bien entendu, le contenu d'un nœud 
contextuel doit être une fonction du contenu des pages composant son cluster d'origine. Par 
exemple, le contenu du nœud contextuel Cont1 illustré dans la figure 3.5 doit être une fonc-
tion du contenu des pages Pl, P3 et P4· 
La façon que nous proposons pour calculer le contenu d'un nœud contextuel est basée sur 
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l'hypothèse suivante : l'information contextuelle d'une page donnée, disons Pi, se trouve la 
plupart du temps dans le contenu des pages qui lui sont complémentaires et non pas dans 
son propre contenu. Ainsi, l'information contextuelle d'une page doit se trouver répétée dans 
un grand nombre d'autres pages appartenant au même cluster qu'elle. Pour capturer cette 
notion dans le calcul du poids des termes qui représenteront le contenu des nœuds contextuels 
nous proposons deux formules de pondération pour calculer le poids Wik du terme Tk dans le 
nœud contextuel dérivé du cluster Cli. 
La première formule est une formule de type tf x idf inspirée d'une des formules examinées 
dans [Sav97, chap. 5]. Ce type de formule est normalement utilisé pour calculer le poids d'un 
terme à l'intérieur d'un document, le facteur tf 16 correspondant à la fréquence d'occurrence 
du terme à l'intérieur d'un document et le facteur idf 17 étant une fonction du nombre de 
documents d'une collection dans lesquels le terme apparaît. Ici, il ne s'agit pas de calculer le 
poids d'un terme à l'intérieur d'un document mais à l'intérieur d'un cluster de documents. 
Ainsi, nous allons appeler la formule de pondération que nous décrivons dans la suite la 
formule de la généralisation de tf x idf. Le poids Wik du terme Tk dans le nœud contextuel 
dérivé du cluster Cli est calculé selon la formule suivante : 
f ·arr , f tf ik ·arr idfk ·arr 1 ( dfk) Wik = nt ik · m .., k ou nt ik = f , nz .., k = -1 ( ) , z .., k = og -max z t iz og n n (3.9) 
où tf ik représente le nombre de pages appartenant au cluster Cli dans lesquelles le terme Tk 
apparaît18 . Par conséquent, maxz tfiz est le nombre maximum de pages du cluster Cli ayant 
au moins un terme en commun. n représente le nombre de nœuds contextuels générés par la 
fonction d'abstraction et df k est le nombre de nœuds contextuels dans lesquels le terme Tk 
apparaît. 
Pour ce qui concerne le facteur nidf k sa fonction est de modérer le poids d'un terme t k à 
l'intérieur d'un document lorsque sa fréquence d'occurrence est élevée non seulement dans le 
document en question mais aussi dans beaucoup d'autres. Dans cette situation, t~c ne constitue 
pas un bon descripteur du contenu sémantique d'un document car ce terme ne discrimine pas 
bien le document parmi les autres. Le pouvoir de discrimination d'un terme pourrait ne pas 
être pris en compte lors de son choix pour représenter le contenu sémantique d'un document, 
cela dépend de l'utilisation des index des documents pour une application donnée. Il s'avère 
que dans le contexte d'un système de recherche d'information, le nôtre, il est souhaitable que 
les termes choisis aient un bon pouvoir de discrimination pour éviter qu'un nombre élevé de 
documents ne soit retourné en réponse à une requête donnée. Or, dans la prochaine section 
nous allons décrire comment intégrer le contexte des pages dans leur index. Il est donc souhai-
table dans notre contexte que les termes représentant le contexte des pages soit discriminants. 
La deuxième formule que nous proposons pour calculer le contenu d'un nœud contextuel 
à partir du contenu des pages étant à son origine est basée sur un poids seuil calculé en 
16 En anglais : term frequency. 
17 En anglais : inverse document frequency. 
18 Le terme Tk apparaît dans la page Pi si Wik > O. Notons que nous ne prenons pas en compte les poids 
des termes qui apparaissent dans les documents groupées dans un cluster. Seul leur présence (ou absence) est 
considérée. 
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fonction des poids des termes des pages. Nous allons l'appeler la formule du seuil moyen. 
Considérons que nous voulions calculer le contenu du nœud contextuel Conti dérivé du cluster 
Cli. D'abord, les vecteurs représentant les contenus des pages de Cli sont sommés, notons le 
vecteur résultant de cette somme Vin~· Ensuite nous calculons le poids seuil qûi correspond au 
poids moyen associé à Vin~' autrement dit, si Vin~= (wb w2, ···,}!!~'le poids seuil est égal à 
(1/l) x _E~=l Wk où l est le nombre de poids non nuls associés à Vint· Après, les composantes 
de Vin~ associées à des valeurs inférieures au seuil calculé sont positionnées à O. Finalement, la 
valeur de la composante k, Wk, du vecteur représentant le contenu du nœud contextuel Conti 
est égale à la valeur de cette même composante dans le vecteur Vi~ divisée par le nombre de 
pages étant à l'origine de Conti, autrement dit IClil· 
3.2.3.1 L'attachement des pages aux contextes 
Finalement, nous introduisons une relation entre les pages et les contextes que nous avons 
appelée relation d'attachement. À l'instar de la relation de complémentarité, la relation d'at-
tachement est une relation :floue dans la mesure où la notion d'intensité de la relation existe. 
Cependant, contrairement à la relation de complémentarité (section 3.2.1), la relation d'at-
tachement n'est pas une relation binaire (i.e. dans un même ensemble), mais elle porte sur 
deux ensembles différents : l'ensemble des pages et l'ensemble des contextes générés par la 
clusterisation des pages. 
Considérons Cli un cluster généré par l'application de l'une des méthodes de clusterisa-
tion décrites dans la section 3.2.2. Supposons aussi que Conti est le contexte généré par 
l"application de la fonction d'abstraction sur le cluster Cli. Nous associons une relation d'at-
tachement entre chaque page étant à l'origine du contexte Conti, i.e. les pages composant 
Cli. et le contexte Conti. 
/1""-- /1""--1 ,. 1 ,, 
,''- _,.., ,''- _,.., 
Relation d'attachement 
FIG. 3.6: Relation d'attachement entre les pages et leurs contextes correspondants. 
Ainsi, si la relation d'attachement existe pour un couple (Px, Conty), cela indique que 
l'information vehiculée par le contenu de la page Px trouve son contexte dans l'information 
véhiculée par le contenu du contexte Conty. 
L'intensité de la relation nous permet de distinguer les pages qui sont plus attachées à un 
contexte et celles qui le sont moins. Cette notion d'intensité nous permet de capturer l'idée 
selon laquelle il peut exister des pages plus centrales que d'autres dans un cluster de pages 
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complémentaires. Une page qui possède une forte complémentarité avec les autres pages dans 
le même cluster est plus centrale qu'une autre page affichant un degré de complémentarité 
moins élevé avec les autres pages du cluster. Nous considérons que plus une page est centrale 
plus elle est attachée au contexte qui lui est associé. Ainsi, l'attachement d'une page à un 
contexte est une fonction de son niveau de complémentarité avec les autres pages formant 
le cluster duqùel le contexte en question a été dérivé. Dans cette première méthode nous 
calculons l'intensité d'une page à un contexte à l'aide de la formule suivante : 
(3.10) 
où Cli est le cluster à l'origine du contexte Conti et Compl(pi,Pj) est la valeur de la complé-
mentarité entre les pages Pi et Pi calculée par l'équation 3.1. Les valeurs des complémentarité 
entre toutes les paires de pages sont les mêmes que celles utilisées par la méthode de cluste-
risation dans l'étape précédente. 
Nous avons signalé en fin de section 2.2.1 que l'une des applications de l'information contex-
tuelle des pages HTML se trouvait dans l'amélioration de leur index et cela dans le but 
d'améliorer la qualité des résultats d'un système de recherche d'informations. 
L'un des facteurs clés de la performance d'un système de recherche d'information est la 
qualité de son index. Cette qualité est dépendante de la capacité du module d'indexation à 
extraire le contenu sémantique d'une page. Nous croyons que l'information contextuelle d'une 
page est très importante dans la représentation de son contenu sémantique. Cela dit, le fait 
qu'un moteur de recherche dispose d'index de bonne qualité n'implique pas forcément que 
leurs résultats seront de bonne qualité. Il faut aussi disposer d'une méthode qui saura exploi-
ter ces index de façon à bien estimer la pertinence des pages aux requêtes. Autrement dit, la. 
qualité de la fonction de correspondance est aussi capitale que la qualité des index pour une 
bonne performance d'un moteur de recherche. Et ce sera dans la fonction de correspondance 
que l'intensité de la relation d'attachement entre les pages et leur(s) contexte(s) jouera. un 
rôle important .. 
Nous avons donc choisi l'application des systèmes de recherche d'information, ou moteurs 
de recherche, pour démontrer l'utilité de l'information contextuelle des pages. Dans la. pro-
chaine section nous suggérons une méthode d'intégration de l'information contextuelle des 
pages dans le fonctionnement des moteurs de recherche. 
Relation d'attachement 
O.X Intensité de la relation 
c=J Noeud contextuel 
Q Noeud de type page 
FIG. 3.7: Intensité des attachements entre les pages et leurs contextes correspondants. 
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3.3 L'intégration de l'information contextuelle des pages dans 
les moteurs de recherche 
Dans la dernière section nous avons suggéré une méthode automatique pour la découverte 
de l'information contextuelle des pages HTML à l'intérieur d'un site Web. Dans cette section, 
nous allons montrer l'utilité d'un tel type d'information dans le fonctionnement des moteurs 
de recherche. Notre objectif ici est d'améliorer la qualité de l'index des pages en y ajoutant 
l'information contextuelle des pages. En disposant d'index de pages plus précis ou, dans une 
certaine mesure, enrichis, nous espérons pouvoir améliorer l'efficacité du moteur de recherche. 
Comme on l'a remarqué dans la dernière section un module d'indexation performant, capable 
d'associer des index de bonne qualité aux pages, ne constitue pas une garantie pour l'effica-
cité du moteur de recherche. La fonction de correspondance qui estimera la pertinence des 
documents aux requêtes doit aussi être performante. 
Le type de moteur de recherche qui nous intéresse ici est celui associé à un espace de re-
cherche limité19 • En effet, l'une des limitations du modèle développé dans la dernière section 
est lié au fait qu'il n'est pas directement utilisable dans une situation où l'espace de recherche 
aurait une grande dimensionnalité, p.ex. l'espace de recherche correspondant au Web visible 
entier. Dans la conclusion nous évoquerons cette limitation du modèle tout en proposant des 
directions vers lesquelles notre modèle pourrait être adapté afin de pouvoir traiter un espace 
de recherche de grande dimensionnalité. 
Dans la suite nous décrivons (i) la manière dont l'information contextuelle peut être intégrée 
aux index des pages et (ii) la manière dont la fonction de correspondance exploite les index 
des pages enrichis afin d'améliorer l'estimation de leur pertinence aux requêtes formulées au 
moteur de recherche. 
3.3.1 L'indexation des pages 
L ïndex des pages peut être considéré comme une structure ayant deux niveaux : le premier 
niveau étant associé à la partie de l'index concernant l'information individuelle de chaque 
page et le deuxième niveau étant associé à la partie de l'index concernant l'information 
contextuelle des pages. Les deux niveaux sont reliés par les relations d'attachement décrites 
précédemment. On peut aussi considérer cette structure comme un graphe biparti dont l'un 
des sous-ensembles est composé de nœuds représentant les pages et l'autre sous-ensemble 
est composé de nœuds représentant les contextes des pages. Les arcs pondérés de ce graphe 
mènent des nœuds représentant les pages vers les nœuds représentant les contextes. 
Dans le premier niveau on retrouve l'index du contenu des pages. L'indexation des conte-
nus HTML se fait d'une manière traditionnelle. D'abord nous avons utilisé un script simple 
pour analyser syntaxiquement les contenus afin de supprimer certaines balises du langage 
HTML avec leur contenu, p.ex. <APPLET>, <STYLE>, <SCRIPT>, <OBJECT>, etc. Nous avons 
aussi ignoré le contenu de l'élément <META> du langage HTML. Les raisons de cela sont : (i) 
le manque de standardisation des valeurs des attributs et de leur sémantique, p.ex. la séman-
19L'espace de recherche d'un moteur de recherche correspond à l'ensemble d'unités d'information- des pages 
HTML, des coordonnées, des notices bibliographiques, etc. - qu'il a indexées. Les réponses d'un moteur sont 
constituées des pointeurs vers un sous-ensemble d'unités indexées. 
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tique des valeurs Description et Keywords pour l'attribut Content ne sont pas définies; (ii) 
l'utilisation non systématique de cet élément dans les pages HTML; (iii) l'utilisation courante 
de cet élément dans un but différent de celui de décrire le réel contenu d'une page. 
Après ce nettoyage du contenu des pages HTML nous utilisons un deuxième script qui per-
met d'éliminer les mots-vides du contenu. Les mots-vides- articles, prépositions, etc.- sont 
des mots réputés pour ne pas être très représentatifs du contenu sémantique d'un document 
et, par conséquent, ils sont peu utiles dans l'index d'un document. Finalement, sur les termes 
restants nous appliquons l'algorithme de lemmatisation de Porter [Por97]. 
À la suite de la lemmatisation nous pouvons finalement créer l'index du contenu des pages. 
Nous avons utilisé un index du type fichier inversé. Nous avons implémenté les fichiers inversés 
à l'aide de vecteurs triés [HFBYL92]. Dans le fichier inversé nous ne gardons pas la position 
d'un terme à l'intérieur dans une page. Seulles poids des termes sont retenus. Le poids d'un 
terme dans une page HTML est calculé selon l'équation 3.3 déjà décrite dans la section 3.2.1. 
Toutes ces étapes concernant l'indexation du contenu des pages- analyse syntaxique et net-
toyage du contenu des pages, suppression des mots-vides et lemmatisation - sont effectuées 
avant l'analyse de la complémentarité entre les pages20 • 
Dans le deuxième niveau de l'index nous trouvons les index des contextes des pages. Comme 
nous l'avons expliqué dans la section 3.2.3, les contenus des contextes des pages sont dérivés 
de l'index des pages. Les index des contextes sont aussi représentés par un index de type 
fichier inversé. Le fichier inversé est aussi implémenté à l'aide de vecteurs triés. Les poids 
des termes dans l'index d'un contexte sont calculés selon l'équation 3.9 déjà décrite dans la 
section 3.2.3. 
Finalement, les relations d'attachement entre les pages et les contextes permettent de 
relier les deux niveaux d'index décrits précédemment. Ainsi, l'index général de l'espace 
dïnformation considéré est complété par un ensemble de tuples du type : 
relation_attachement = (page_id, contexte_id, intensité) (3.11) 
Tel que nous l'avons précisé plus haut cet ensemble de tuples peut être considéré comme 
un graphe biparti. Les listes d'adjacentes étant une façon traditionnelle de représenter un 
graphe. nous les avons choisi pour représenter ce troisième élément de notre index qui permet 
de relier les deux premiers. 
On pourrait s'interroger ici sur les raisons de 1 'existence de deux niveaux d'index plutôt 
qu'un seul. Pourquoi maintenir dans l'index une séparation de la partie relative au contenu 
d'une page de celle relative au contexte d'une page? On pourrait par exem pie envisager 
d'intégrer les deux composants dans un seul. Autrement dit, la. question soulevée est lié à la 
représentation du résultat de l'équation ci-dessous qui reflète notre hypothèse de base : 
20 Dans cette section nous n'allons pas rentrer dans les détails de l'implémentation des différents mo-
dules/ algorithmes d'indexation ni dans les structures de données utilisées. Des explications exhaustives sur les 
fichiers inversés, les algorithmes de lemmatisation, etc., peuvent être trouvées dans des ouvrages de base sur 
la recherche d'information [BYRN99] [FBY92] [vR79] [JW97]. 
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D(a) ----- :=::~!textes 
D (b) listes d'a<ljacence représentant le graphe biparti 
(c) 
Fichier inversé 
associé aux pages 
FIG. 3.8: Index associé à l'espace de recherche : (a) fichier inversé associé aux pages (premier 
niveau) ; (b) listes d'adjacence représentant les relations d'attachement entre les pages et les 
contextes; ( c) fichier inversé associé aux contextes (deuxième niveau). 
Index (Px) = f ( C ont en u (Px), Contexte (Px)) (3.12) 
Cette équation indique que l'index d'une page est une fonction des termes de son contenu et 
des termes de son contexte. L'intuition dit que l'on pourrait définir la fonction f de sorte que 
l'index final de la page Px soit représenté par un seul composant. Par exemple, nous pourrions 
rajouter tous ou une partie des termes du contexte de Px dans l'index déduit seulement du 
contenu de Px· Ces termes contextuels pourraient avoir des poids différents dans l'index final 
de Px en fonction de l'intensité de la relation d'attachement entre la page Px et son contexte. 
Ce type de démarche résulterait dans un index traditionnel à un seul niveau. 
Il y a deux raisons pour lesquelles nous avons choisi de garder séparés les deux composants 
de l'index. La première raison est liée à la situation où une page serait attachée à plus d'un 
contexte. Si nous combinons deux termes, ti et tj, venant de contextes différents nous risquons 
de créer un index où la combinaison de ti et tj pourrait être interprétée comme si le docu-
ment traitait d'un· sujet donnée identifié par la présence de ces deux termes dans un même 
index. Ces mêmes termes, lorsque considérés séparément, pourraient avoir des sémantiques 
différentes de celles qu'ils ont lorsqu 'ils sont considérés ensemble. Dans le cas où une page est 
liée à un seul contexte, cette première raison n'est évidement pas fondée. 
La deuxième raison est valable aussi bien pour le cas où une page aurait un seul contexte que 
pour le cas où elle aurait plusieurs contextes. Si nous combinons des termes liés au contenu 
de la page avec des termes liés au(x) contexte(s) de la page nous perdons la capacité de 
distinction entre les termes contextuels et ceux non-contextuels. Cette capacité de distinction 
peut s'avérer utile dans le fonctionnement d'un système de recherche d'information. Comme 
nous allons le voir dans la prochaine section, nous pouvons identifier deux types différents 
de termes ayant des fonctions différentes dans l'expression d'un besoin d'information sous 
la forme d'une requête. Nous croyons pouvoir établir un parallèle entre les deux niveaux 
de l'index proposés dans cette section avec ces deux différents types de termes ayant des 
fonctions différentes lorsqu'ils sont utilisés dans l'expression d'un besoin d'information. Nous 
ferons référence à ces deux types de termes dans la prochaine section. 
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3.3.2 Le langage des requêtes 
Le type d'index que nous avons proposé dans la dernière section est composé de deux ni-
veaux : un premier niveau lié au contenu des pages et un deuxième niveau lié au contenu des 
contextes des pages, identifié grâce à la méthode d'identification de pages complémentaires 
décrite dans la section 3.2. Notre idée ici est de proposer un langage de requête capable d'ex-
ploiter la distinction entre les parties de l'index concernant chacun des niveaux. 
Nous croyons que certains besoins d'informations peuvent être traduits dans des requêtes 
composées de termes ayant deux fonctionalités différentes. Nous pensons à un premier en-
semble de termes qui permettraient de contextualiser le besoin d'information et à un deuxième 
ensemble de termes qui permettraient de focaliser sur le sujet principal du besoin d'in-
formation. Par exemple, imaginons un utilisateur interessé par des cours en ligne sur le 
langage HTML. Son besoin d'information pourrait être traduit dans la requête cours, 
langage HTML. Parmi les termes de cette requête nous pouvons dire que langage HTML est 
central au besoin d'information exprimé par la requête alors que le terme cours l'est moins. 
En effet, le terme cours contextualise dans un certain sens le terme langage HTML. 
Imaginons un autre utilisateur intéressé par des informations portant sur les différentes 
versions du langage HTML. Alors que le sujet central de la requête est toujours le langage 
HTML, il est question ici de documents portant sur les différentes versions du langage et 
non plus des cours en ligne du langage. Ce deuxième besoin d'information pourrait être tra-
duit par la requête version, langage HTML. Ainsi, le terme version contextualise le terme 
langage HTML. 
Il nous semble improbable que tous les besoins d'information visant la récupération de 
documents puissent être traduits par des requêtes composées de termes des deux types cités. 
En effet, pour certains besoins d'information l'identification ou la distinction des termes ap-
partenant aux deux niveaux peut s'avérer plus facile que pour d'autres besoins d'information. 
Tout compte fait, le type de requête ou de besoin d'information qui nous intéresse ici est celui 
pour lequel une distinction des termes des deux types pourrait être faite. Dans [THM+99] 
trois types de requête différents sont cités dont l'un correspond à celui que nous intéresse. 
Dans [Dyr98] et [HP93] l'existence et l'utilité d'un type de requête similaire à. celui que nous 
proposons sont évoquées. Dans la conclusion, lors de la discussion sur les limitations de notre 
modèle nous évoquons les problèmes que peut poser l'utilisation d'un tel langage de requête. 
Afin que l'utilisateur puisse distinguer les deux types de termes dans sa requête et ainsi. 
mieux exprimer son besoin d'information, nous proposons un langage de requête intégrant 
deux opérateurs : qcontexte et qsujet. À l'opérateur qcontexte doivent être associés les termes 
qui contextualisent le besoin d'information alors que les termes centraux à. ce même besoin 
d'information doivent être associés à l'opérateur qsujet. Autrement dit, les termes associés à. 
qcontexte affinent ou précisent la description du besoin d'information dont le thème central est 
associé à qsujet· Ces deux opérateurs permettent à l'utilisateur de différencier le contexte du 
thème central de son besoin d'information. 
Dans le contexte de la fonction de correspondance que nous décrivons dans la prochaine 
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section, nous faisons l'hypothèse selon laquelle les termes centraux à un besoin d'information 
(ceux associés à l'opérateur qsujet) se trouveront toujours dans les pages pertinentes à ce 
besoin. Cependant, les termes qui contextualisent le besoin d'information ne se trouvent pas 
nécessairement dans ces pages. Ces termes contextuels se trouvent plutôt dans les pages 
complémentaires aux pages pertinentes. Ainsi, pour estimer la pertinence d'une page à une 
requête nous allons chercher (i) une parenté entre les termes associés à qsujet et les termes 
associés à la partie de l'index liée au contenu des pages et (ii) une parenté entre les termes 
associés à qcontexte et les termes associés à la partie de l'index associée au(x) contexte(s) des 
pages. 
3.3.3 La fonction de correspondance 
L'efficacité d'un système de recherche d'information est traditionnellement mesurée par les 
taux de précision et de rappel. En outre, la qualité d'un système doit être définie comme une 
fonction de non pas un seul facteur, son efficacité, mais d'un ensemble de facteurs tels que 
l'interface, la rapidité des réponses, la taille de l'index, la fréquence de ses mises à jour, les 
fonctionalités additionnelles telles que la prise en compte de l'avis de l'utilisateur pour affiner 
les résultats ou proposer une modification dans la requête21 , la possibilité de demander des 
pages liées à une page, etc. Pour ce qui est de l'efficacité d'un moteur de recherche, elle ne 
dépend pas seulement de la qualité de l'index, la capacité d'un système de bien estimer la 
pertinence des pages aux requêtes d'après les index des pages joue un rôle fondamental dans 
son efficacité. 
La fonction de correspondance est la partie d'un système de recherche d'information qui 
permet d'estimer la pertinence de chaque page aux requêtes soumises d'après son index. La 
fonction de correspondance que nous proposons ici s'adapte à l'index à deux niveaux proposé 
précédemment. Supposons une requête Q = (qcontexte, qsujet)· Afin d'identifier les n pages les 
plus pertinentes à Q, l'exécution de la fonction de correspondance que nous proposons ici 
se déroule en trois étapes. Bien entendu, les termes de la requête sont soumis aux mêmes 
traitements que ceux appliqués aux termes des documents, i.e. le cas échéant, les mots vides 
Pventuellement présents dans les termes de la requête sont éliminés, et ensuite, les termes 
restants sont lemmatisés. Dans la première étape les pages associées soit aux termes du 
composant qsujet de Q soit aux termes du composant qcontexte sont sélectionnées à travers 
l"analyse de la partie de l'index associée au seul contenu des pages (le niveau inférieur de 
lïndex illustré dans la figure 3.8). 
Dans la deuxième étape, la fonction de correspondance sélectionne les contextes des pages 
associés au composant qcontexte de Q à travers l'analyse de la partie de l'index concernant les 
contextes (le niveau supérieur de l'index illustré dans la figure 3.8). La formule qui permet 
d'évaluer la pertinence du contenu des pages et des contextes aux différents composants de 
Q dans ces deux premières étapes est l'équation suivante22 : 
p 
Sim( Di, Q) = L Wik · Wqk (3.13) 
k=l 
21 En anglais : releva nee feedback. 
22 En réalité cette formule est un produit scalaire de deux vecteurs. 
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où Di représente une page ou un contexte si la formule est appliquée dans la première étape 
ou dans la deuxième étape respectivement (i itère sur les pages et les contextes récupérés 
dans les deux premières étapes), Q représente le sujet ou le contexte de la requête, Wik re-
présente le poids associé au terme tk dans le document Di et Wqk représente le poids associé 
au terme tk dans la requête Q. Dans la première étape le vecteur Q correspond au vecteur 
formé par les termes de la requête et les vecteurs Di correspondent aux index stockés dans 
le premier niveau de l'index. D'une manière analogue, dans la deuxième étape le vecteur Q 
correspond au vecteur formé par les termes associés au composant qcontexte et les vecteurs Di 
correspondent aux index stockés dans le deuxième niveau de l'index. 
Dans l'équation 3.13le poids Wik est calculé selon l'équation 3.3 issue du modèle OKAPI et 
déjà citée dans la section 3.2.1.1. Pour ce qui est de la pondération des termes de la requête 
nous utilisons la formule suivante, elle aussi étant issue du modèle OKAPI : 
tfqk l (N- dfk) 
Wqk = k2 + tfqk . n dfk (3.14) 
où tfqk représente la fréquence d'occurrence du terme tk dans la requête, N représente le 
nombre de documents de la collection considérée (de pages ou de contextes), dfk représente 
le nombre de documents de la collection où le terme tk apparaît et k2 est une constante qui 
dans les tests décrits dans le prochain chapitre a pour valeur 1000. 
Avant de passer à la troisième étape nous insistons sur le fait que lors de la première étape, 
non seulement les termes associés à qsujet mais aussi ceux associés à qcontexte sont utilisés 
dans la comparaison avec les index des pages composant le premier niveau de l'index. Ceci 
parce que le contexte d'une page peut éventuellement se trouver dans la page elle-même. 
Nous croyons que le contexte d'une page se trouve très souvent ailleurs, i.e. dans des pages 
complémentaires, mais pas systématiquement. Bien que le caractère hypertextuel du Web 
favorise la fragmentation d'un document en plusieurs pages, rien n'empêche qu'un document 
soit rendu dans sa totalité au sein d'une seule page. 
Des deux premières étapes résultent deux listes : une liste de pages et une liste de contextes; 
les pages et les contextes listés étant ceux que les deux premières étapes de la fonction de 
correspondance ont jugés comme pertinents aux parties des requêtes auxquelles ils ont été 
comparés. Étant donné que les pages sélectionnées dans la. première étape sont associées cha-
cune à une valeur temporaire de pertinence, nous pouvons imaginer un ordre temporaire des 
pages selon leurs degrés estimés de pertinence. 
Nous pouvons considérer la. troisième étape comme celle qui va donner l'estimation finale 
des pertinences des pages récupérées dans la première étape en fonction aussi de la. pertinence 
de leurs contextes (ceux étant retrouvés dans la deuxième étape) et de l'intensité de leur atta-
chement (des pages) à ces contextes. L'ensemble de relations d'attachement et leur intensité 
composent le troisième élément de l'index (cf. figure 3.8). En se servant de ces données, notre 
fonction de correspondance attribuera un degré de pertinence élevée à une page par rapport 
à une requête si : (i) le contenu de la page est très lié aux termes de la. requête et (ii) si la. 
page en question est très attachée à un contexte qui lui, à son tour, doit être très lié aux 
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termes associés à l'opérateur qcontexte de la requête. La degré de pertinence finale d'une page 
Px à une requête Q est calculé d'après la formule suivante : 
R(px, Q) = Sim(px, qsujet + qcontexte) · ( max (Sim(Contk, qcontexte) · Att(px, Contk)) + Sim(px, qcontexte)) 
· k=l,···,n 
(3.15) 
où Contk (k = 1, 2, · · ·, n) représente les n contextes sélectionnés dans la deuxième étape de 
la fonction de correspondance et Sim(A, B) correspond à la valeur estimée de la pertinence 
de l'entité A à l'entité B d'après la formule du produit scalaire (équation 3.13). La fonction 
de correspondance que nous proposons se distingue d'une fonction de correspondance tradi-
tionnelle par l'introduction des deuxième et troisième étapes. Quant à la formule d'estimation 
de pertinence, la différence avec une formule traditionnelle se trouve dans l'introduction du 
deuxième facteur concernant l'information contextuelle des pages. 
Ceci termine la présentation de l'intégration de 1 'information concernant le contexte des 
pages dans un moteur de recherche dans le but d'améliorer son efficacité. 
Ci-dessous nous proposons un résumé des principales étapes de la mise en œuvre de la 
première méthode de découverte de l'information contextuelle des pages : 
1. nettoyage 
2. suppression des mots-vides 
3. lemmatisation 
4. indexation vectorielle 
.5. découverte d'unités logiques d'information (section 3.2.2) 
6. découverte des contextes des pages (fonction d'abstraction- section 3.2.3) 
ï. calcul des attachements des pages aux contextes (section 3.2.3.1) 
Les quatre premières étapes de l'algorithme ci-dessus sont évoquées dans la section 3.3.1. 
Dans la prochaine section nous décrivons une deuxième méthode de découverte de l'infor-
mation contextuelle des pages. Contrairement à la méthode décrite dans la section 3.2, 
la deuxième méthode génère plusieurs niveaux de contextes pour les pages analysées, les 
contextes s'organisent sous la forme d'une hiérarchie. Par rapport à l'algorithme précédent 
cette méthode est basée sur l'itération des étapes 4, 5, 6 et 7. 
3.4 La hiérarchie des contextes 
Dans cette section nous décrivons une deuxième méthode de découverte de l'information 
contextuelle de pages HTML. Cette deuxième méthode est basée sur celle que nous avons 
décrite dans la section 3.2, il s'agit en fait d'une extension. Au lieu de créer un seul niveau de 
contextes pour les pages, nous proposons ici d'en créer plusieurs. Les contextes appartenant 
aux différents niveaux s'organisent hiérarchiquement. L'idée ici est de découvrir aussi bien des 
contextes qui sont très spécifiques aux contenus de pages que des contextes plus génériques, 
ces derniers étant dérivés des premiers. Les contextes les plus spécifiques se localisent aux 
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niveaux inférieurs de la hiérarchie et les contextes les plus génériques se trouvent aux niveaux 
supérieurs. 
3.4.1 La construction 
La construction de la hiérarchie se déroule du bas vers le haut. Le premier niveau de la 
hiérarchie (le niveau le plus bas) est défini d'une manière très similaire à celle associée à 
la méthode décrite avant : d'abord un algorithme de clusterisation regroupe les pages com-
plémentaires et, ensuite, une fonction d'abstraction génère les contextes associés aux pages. 
Pour ce qui concerne l'algorithme de clusterisation rien ne change. Nous utilisons l'un des 
deux algorithmes décrits dans la section 3.2.2. Cependant, la fonction d'abstraction que nous 
utilisons dans cette deuxième méthode est légèrement différente de celle associée à la première 
méthode. 
Dans la fonction d'abstraction de la première méthode il n'existe aucune relation entre les 
nœuds contextuels, i.e. entre les nœuds générés par l'algorithme implémentant la méthode. En 
revanche, la fonction d'abstraction que nous proposons dans cette deuxième méthode établit 
des relations entre les nœuds contextuels générés. Ces relations se traduisent par des arcs 
entres les nouveaux nœuds (figure 3.9). Les types des relations exprimées par ces arcs sont les 
mêmes que ceux des relations exprimées par les arcs entre les nœuds représentant les pages. 
Autrement dit, ces arcs peuvent représenter chacun une relation particulière : navigation, 
structure logique, etc. Encore une fois, nous n'essayons pas d'identifier le type particulier de 
chacun des liens, ainsi, nous n'attachons pas de type aux relations entre les nœuds. Dans 
notre méthode, il nous suffit de savoir si entre deux nœuds de telles relations existent ou non. 
N' G'= (N',E') 
G=(N,E) G=(N,E) 
(a) Méthode basique (b) Méthode étendue 
FIG. 3.9: Méthodes basique et étendue. 
Étant donné que dans cette deuxième méthode des relations sont établies entre les nou-
veaux nœuds, nous pouvons associer à cette méthode le processus suivant : à partir d'un 
graphe G = (N, E), des sous-ensembles de l'ensemble de nœuds N (clusterisation) sont iden-
tifiés; de chacun de ces sous-ensembles, un nouveau nœud est dérivé (fonction d'abstraction) 
et, finalement, des relations sont établies entre les nouveaux nœuds. Autrement dit, à partir 
d'un graphe orienté G = (N, E), un nouveau graphe orienté G' = (N', E') est déduit. Le 
graphe G' peut être considéré comme étant une généralisation du graphe G. Plus bas nous 
expliquons le pourquoi du choix du terme généralisation pour décrire le processus que nous 
venons de décrire. 
Dans les sections 3.2.2 et 3.2.3 nous avons décrit la manière dont les nœuds de N' sont 
générés à partir des niveaux de complémentarité mesurés entre les paires de nœuds deN. La 
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fonction d'abstraction définie dans la section 3.2.3 décrit seulement la façon dont le contenu 
des nouveaux nœuds, i.e. les nœuds composant N', sont définis. Dans la suite, nous définis-
sons comment les relations entre les nœuds de N', i.e. les arcs composant E', sont définis. La 
fonction d'abstraction utilisée dans la deuxième méthode peut donc être considérée comme 
une extension de celle utilisée dans la première méthode. 
Les relations entre les nœuds contextuels sont établies à partir des relations existant entre 
les pages composant l'espace de recherche considéré. Autrement dit, les arcs entre les nœuds 
contextuels (nœuds de G') sont établis en fonction des arcs entre les nœuds représentant les 
pages (nœuds de G). Ce même type de dépendance se retrouvera dans les niveaux supérieurs 
de la hiérarchie : les arcs reliant les nœuds situés au niveau k+ 1 de la hiérarchie seront définis 
à partir des arcs reliant les nœuds situés au niveau k. 
Définissons les règles qui régissent la création des arcs entre les nœuds appartenant à un 
même niveau de la hiérarchie. Considérons deux nœuds D1 et D 2 situés tous les deux au 
niveau k + 1 de la hiérarchie de contextes. Supposons également que D 1 et D2 aient été 
générés par l'application de la fonction d'abstraction respectivement sur les clusters cl et 
C2, tous les deux étant composés de nœuds situés au niveau k de la hiérarchie. Il existe un 
arc menant de D 1 à D 2 si et seulement s'il existe au moins un arc menant d'un nœud quel-
conque appartenant à C1 vers un nœud quelconque appartenant à C2 . Au cas où il existerait 
plusieurs arcs menant de nœuds de C1 à nœuds de C2 , un seul arc est créé entre D 1 et D 2 . 
Ainsi, il existe au plus un arc menant d'un nœud, disons Nx, à un autre nœud, disons Ny, 
tous les deux situés dans un même niveau de la hiérarchie de contextes. On observe donc une 
cohérence avec le graphe de citations utilisé pour représenter un ensemble de pages reliées 
entre elles (cf. définition du graphe de citations au début du chapitre 2). Notons qu'un nouvel 
arc maintient l'orientation de l'arc, ou des arcs, dont il a été dérivé. Dans la figure 3.10 nous 
illustrons trois situations différentes de connectivité entre nœuds d'un même niveau, disons 
k, menant tous les trois à une connectivité identique au niveau k + 1. 
Le fait de ne pas distinguer dans le graphe de citations la situation où un seul lien relie 
deux pages de celle où plus d'un lien relient les mêmes deux pages peut être considéré comme 
une simplification dans notre modélisation. Il en est de même pour la définition des arcs entre 
les nœuds contextuels. Dans la figure 3.10(c), les arcs (p2,p5) et (p3,p4) pourraient impliquer 
la création de deux arcs entre les nœuds contextuels N1 et N2. 
Avec cette nouvelle fonction d'abstraction, extension de celle décrite dans la section 3.2.3, 
nous disposons de l'outil de base pour la construction de la hiérarchie de contextes. Cet outil 
de base correspond à la procédure qui permet de générer le premier niveau de la hiérarchie de 
contextes à partir du graphe de nœuds représentant les pages tout en définissant des relations 
entre les nœuds du premier niveau de la hiérarchie. Comme nous l'avons dit plus haut, cette 
procédure peut être considérée comme l'application d'un algorithme qui reçoit en entrée un 
graphe G = (N, E) et génère en sortie un graphe G' = (N', E') où IN'I < INI. La génération 
des niveaux supérieurs de la hiérarchie est obtenue à travers l'itération de la procédure de 
base un certain nombre de fois. De chaque itération résulte un niveau qui est additionné au 
sommet de la hiérarchie. L'itération k reçoit en entrée le graphe genéré dans l'itération précé-
dente, i.e. l'itération k -1, et génère le niveau k de la hiérarchie. L'algorithme de construction 
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Niveauk 
(a) (b) (c) 
FIG. 3.10: Trois exemples de connectivité entre les clusters de nœuds d'un même niveau : (a) 
connectivité n x 1 (tous les nœuds d'un cluster pointant sur un même nœud d'un deuxième 
cluster); (b) connectivité 1 x n (un nœud d'un cluster pointant sur tous les nœuds d'un 
deuxième cluster); (c) connectivité mx n. 
de la hiérarchie se résume donc dans plusieurs itérations de la procédure de base constituée 
des trois étapes suivantes exécutées successivement : calcul de complémentarité; clusterisa-
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(génére à partir d'un cluster) 
Arc reliant les noeuds contextuels d'un 
même niveau de la hiérarchie 
Lien de la hiérarchie de contextes 
FIG. 3.11: Niveaux consécutifs de la hiérarchie de contextes. 
Par rapport au nombre d'itérations que l'algorithme doit exécuter, nous a.vons utilisé dans 
les tests que nous décrivons dans le prochain chapitre le critère suivant : l'exécution doit 
se terminer soit lorsqu 'un niveau avec un seul nœud est généré soit un nombre maximal 
d'itérations prédéfini est atteint. D'autres critères d'arrêt basés par exemple sur la complé-
mentarité moyenne entre les nœuds contextuels du niveau le plus supérieur de la hiérarchie 
pourraient aussi être conçus. L'algorithme de construction de la hiérarchie de contextes est 
résumé ci-dessous : 
Entrées : (i) un graphe orienté G = (JV,E) où lV est l'ensemble de nœuds 
et E l'ensemble d'arcs et (ii) la valeur n qui correspond au nombre maxi-
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mal de niveaux de la hiérarchie à obtenir à en sortie de l'algorithme. 
- Soit llierarchie la hiérarchie de contextes, nzv le nombre de niveaux de la 
hiérarchie. 
- k = 0; 
- Tant que k < n ET INI > 1 : 
- Calculer la complémentarité Compl(Ni, Nj) pour tous les Ni, Nj E N; 
- Clusteriser les nœuds de N en se basant sur l'intensité de leur 
complémentarité deux à deux; 
-Appliquer la fonction d'abstraction à tous les clusters générés dans 
1' étape précédente. De cela résulte le graphe G' = (N', E') ; 
- Faire de G' un nouveau ni veau de la hiérarchie en le rajoutant dans 
le haut de la hiérarchie. La liaison entre les deux niveaux est faite 
par les relations d'attachement existantes entre les nœuds de N et N'; 
k=k+1; 
- G = G'; 
Dans la section 3.2.3.1, nous avons introduit les relations d'attachement entre les pages et 
les contextes. Dans la hiérarchie de contextes, nous trouvons le même type de relation ex-
cepté le fait qu'il s'agira d'un attachement entre deux contextes appartenant à deux niveaux 
consécutifs de la hiérarchie et non pas d'un attachement entre une page et un contexte. L'in-
terprétation de la relation d'attachement entre deux contextes est analogue à celle existante 
entre une page et un contexte. Supposons qu'un contexte, disons, Conti, situé dans le niveau 
k - 1 de la hiérarchie soit attaché à un contexte, disons C ontj, situé au niveau k. Ainsi, le 
contenu de Conti trouve son contexte dans l'information véhiculée par le contenu de C ont j. 
Le fait que Conti représente dejà un nœud contextuel peut rendre difficile l'interprétation de 
la relation de l'attachement entre les deux nœuds contextuels. Cependant, si nous abstrayons 
le type d'information vehiculéee par Conti et nous le considérons comme un nœud porteur 
d'une information ordinaire- comme celle véhiculée par une page HTML- , l'interpréta-
tion de la relation d'attachement entre les deux nœuds devient plus simple. 
Une autre façon d'interpréter la relation d'attachement entre Contj et Conti consiste à 
considérer l'information vehiculée par Contj comme étant une généralisation de l'information 
vehiculée par Conti. Cela est possible si nous considérons que le contexte d'une information 
représente dans une certaine mesure une généralisation de cette information. Ainsi, si Contj 
constitue le contexte de Conti, nous pouvons voir son contenu comme étant une généralisa-
tion du contenu de Conti. D'une manière analogue nous pouvons considérer les informations 
vehiculées par les nœuds du niveau k + 1 de la hiérarchie comme étant une généralisation de 
l'information véhiculée par les nœuds situés au niveau k. 
L'intensité de l'attachement entre deux contextes est calculée d'une façon similaire à celle 
utilisée pour calculer l'attachement entre une page et un contexte. Il s'agit en fait d'une 
généralisation de l'équation 3.10 introduite dans la section 3.2.3.1. Considérons les nœuds 
contextuels Conti et Contj situés aux niveaux k - 1 et k respectivement de la hiérarchie. 
L'intensité de la relation d'attachement entre Conti et Contj est calculée par l'équation 
suivante : 
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Att(Conti, Contj) = ICZ·I · L Compl(Conti, Nx) 
J NxEClj 
(3.16) 
où Clj est le cluster étant à l'origine du contexte Contj et Compl(Conti, Nx) est l'intensité 
de la complémentarité entre les nœuds Conti et Nx calculée par l'équation 3.1. Notons que 
les nœuds Conti et Nx appartiennent à un même niveau de la hiérarchie de contextes, en 
l'occurrence le niveau k- 1. 
3.4.2 Les applications de la hiérarchie de contextes 
3.4.2.1 L'indexation de sites 
Nous pouvons imaginer plusieurs applications pour la hiérarchie de contextes associée à un 
ensemble cohérent de pages, c.-à-d. à un site tel que nous l'avons défini dans la section 3.1. 
La hiérarchie (ou une partie) peut par exemple être utilisée pour représenter ou résumer 
un site. Autrement dit, on peut se servir de la hiérarchie pour créer l'index d'un site. Par 
exemple, nous pouvons imaginer une manière capable d'identifier un niveau particulier de la 
hiérarchie qui soit représentatif du contenu du site. L'index du site serait donc modélisé par 
un ensemble d'entités associées chacune au contenu d'un nœud contextuel faisant partie du 
niveau sélectionné (figure 3.12). 
Nous pouvons aussi imaginer une représentation plus traditionnelle pour l'index du site, 
p.ex. celle basée sur le modèle vectoriel où un document est associé à un vecteur de termes. 
Dans notre cas le document serait le site entier. Afin d'utiliser cette représentation pour 1 'in-
dex d'un site nous pourrions par exemple calculer un vecteur centroïde des vecteurs associés 
aux nœuds contextuels composant le niveau sélectionné de la hiérarchie. Un exemple est pro-
posé dans la figure 3.12. Nous n'y avons pas illustré les arcs reliant les nœuds contextuels 
d'un même niveau de la hiérarchie pour une question de simplicité. Cependant, nous pouvons 
aussi imaginer la prise en compte des arcs entre les nœuds contextuels d'un niveau de la 
hiérarchie dans le calcul du vecteur centroïde. 
Niveau sélectionné 
pour l'index 
Index_site = { ~ .~ , v;;, Y;;} 
ou 
Index_site = centroïde{~ ~ ;v;; ,v;; } 
FIG. 3.12: Utilisant la hiérarchie de contextes pour indexer un site. 
La représentation du Web par un ensemble de sites plutôt que par un ensemble de pages 
peut être intéressante dans l'objectif de réduction de la dimensionalité du Web. La granularité 
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page peut s'avérer trop fine pour certaines applications, une granularité moins fine peut être 
plus adéquate dans certains contextes. C'est dans cette direction que la fonctionalité de 
recherche des sites a été intégrée au moteur de recherche Caloga (http: 1 /fr. web. calo ga. 
corn/). 
3.4.2.2 La navigation à l'intérieur d'un site 
Une deuxième application de la hiérarchie de contextes serait d'être à la base d'un outil 
d'aide à la navigation dans un site. Nous pouvons imaginer un espace de navigation à deux 
niveaux, un niveau inférieur et un autre supérieur, que nous allons appeler dans la suite 
Ninf et Nsup respectivement. Ninf serait composé d'entités représentant une information de 
granularité très fine, nous pensons plus précisément aux pages d'un site. Ninf serait donc 
constitué du graphe de pages d'un site. Les arcs entre les pages représenteraient la multitude 
de relations qu'un lien hypertexte peut représenter. En revanche Nsup contiendrait des enti-
tés représentant une information de granularité moins fine, nous pensons aux contextes des 
pages. Nsup serait constitué par le graphe associé à la hiérarchie de contextes. Notons que les 
arêtes de ce dernier graphe sont uniquement celles existant entre les nœuds contextuels de 
deux niveaux successifs de la hiérarchie de contextes, ces arêtes sont dessinées en gras dans 
la figure 3.11. Ces arêtes reliant les nœuds contextuels représenteraient les relations de géné-
ralité/spécificité associées aux attachements évoqués plus haut. Enfin, Nin! et Nsup seraient 
reliés par les relations d'attachement existantes entre les pages et les nœuds contextuels ap-
partenant au premier niveau de la hiérarchie de contextes. 
Finalement, afin que l'utilisateur puisse passer du niveau inférieur au niveau supérieur et 
vice versa. des relations d'attachement peuvent être introduites à travers des arcs reliant les 
nœuds représentant les pages (niveau inférieur) et les nœuds représentant les contextes (ni-
veau supérieur). Comme nous l'avons vu dans la section 3.2.3.1, les pages sont directement 
attachés aux nœuds contextuels composant le premier niveau de la hiérarchie de contextes 
(cf. figure 3. ï). En considérant la propriété de transitivité de la relation d'attachement, les 
pages sont indirectement attachées aux contextes situés aux niveaux supérieurs de la hiérar-
chie. Nous pourrions définir une façon de calculer l'intensité de l'attachement entre une page 
et des contextes situés aux niveaux supérieurs de la hiérarchie (cf. équation 3.20) et selon 
lïntensité de rattachement nous créerions ou non un arc reliant une page à un contexte dans 
le graphe sur lequel est basé l'outil de navigation que nous proposons ici. Une alternative 
consiste à répercuter dans le graphe uniquement les relations d'attachement entre les pages 
et les nœuds contextuels du premier niveau de la hiérarchie (figure 3.13). 
En termes dïtération avec l'outil de navigation, l'utilisateur pourrait naviguer aussi bien 
dans le niveau inférieur que dans le niveau supérieur. Afin de passer d'un niveau à l'autre, 
l'utilisateur se servirait des liens associés aux relations d'attachement entre les pages et les 
contextes. Une navigation type dans le graphe représenté par l'espace à deux niveaux que 
nous proposons se déroulerait la façon suivante. L'utilisateur commencerait par exploiter le 
niveau supérieur en navigant parmi les contextes du site; cela lui permettrait d'appréhender 
1 'information véhiculée par le site et d'identifier un contexte étroitement associé à son be-
soin d'information. Une fois le contexte identifié, l'utilisateur pourrait descendre au niveau 
inférieur pour accéder à(aux) la page(s) attachée(s) au contexte sélectionné. Ces pages ser-
viraient donc de points d'entrée aux parties du site susceptibles d'être pertinentes au besoin 
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Niveau inférieur 
composé de pages 
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FIG. 3.13: Navigation dans l'espace de recherche à l'aide de la hiérarchie de contextes. 
d'information de l'utilisateur. L'utilisateur pourrait donc exploiter le voisinage de ces pages 
et éventuellement remonter au niveau supérieur (niveau contextuel) pour continuer sa naviga-
tion à un niveau d'information plus général. La navigation de l'utilisateur dans un espace de 
dimension réduite et contenant une information plus généralisée peut atténuer les problèmes 
cognitifs inhérents au processus de navigation que nous avons évoqués dans la section 1.3.3. 
D'autres travaux liés à la récupération d'information dans un système hypertexte ont pro-
posé une structure à deux niveaux pour représenter l'information contenue dans le système 
[B\'92] [CK9ï] [ACG91]. Dans le niveau supérieur on retrouve traditionnellement un type 
de connaissance qui décrit d'une manière alternative l'information située au niveau inférieur. 
Le processus de récupération d'information consiste à naviguer dans chaque niveau et entre 
les niveaux selon la. manière que l'utilisateur trouve la. plus adéquate ou la plus simple pour 
appréhender l'information disponible. 
3.4.2.3 Moteurs de recherche 
Finalement, la. troisième application de la hiérarchie de contextes que nous suggérons est 
celle liée au fonctionnement d'un moteur de recherche. Dans la. section 3.3 nous avons montré 
l'utilité d'un niveau de contextes dans l'indexation des pages. Ici, nous allons essayer de voir 
l'utilité de plusieurs niveaux de contextes et non pas d'un seul. L'idée est d'intégrer dans 
l'index d'une page non seulement son contexte le plus proche (celui appartenant au premier 
niveau de la hiérarchie de contextes) mais aussi ses contextes plus lointains ou génériques que 
son contexte le plus proche. 
Supposons une requête formulée selon le langage de requêtes que nous avons introduit dans 
la section 3.3.2, c.-à-d. une requête où le contexte du besoin d'information est distingué du 
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sujet central. En plus, imaginons que dans la collection de pages il existe une page très per-
tinente à la requête sans qu'aucun de ces deux contextes les plus proches, Conti et C ontj, 
ne soit très pertinent au contexte spécifié dans la requête (figure 3.14). Dans cette situation, 
un système basé sur un seul niveau de contextes sous-estimera la pertinence de la page en 
question. 
Imaginons maintenant un système disposant d'une hiérarchie de contextes et que, dans le 
deuxième niveau de cette hiérarchie, il existe un troisième contexte associé à la page que 
nous avons signalée avant comme étant très pertinente à la requête. De par la méthode de 
construction de la hiérarchie, ce troisième contexte a été dérivé d'un ensemble de contextes 
appartenant au premier niveau dans lequel nous trouvons les deux contextes précédemment 
cités. Il peut s'avérer que ce troisième contexte soit très lié au contexte spécifié dans la requête 
de l'utilisateur. Ainsi, si le système en question dispose de la hiérarchie de contextes, il sera 
capable de retrouver ce troisième contexte de la page- celle que nous savons être pertinente 
à la requête soumise - et ne plus sous-estimer sa pertinence à la requête. 
En bref, nous supposons que le degré de spécificité/généralité du contexte spécifié par l'uti-
lisateur dans sa requête n'est pas toujours équivalent au degré de spécificité/généralité d'un 
contexte situé au premier niveau d'une page pertinente. Les niveaux supérieurs pallient l'écart 
en termes de spécificité/généralité pouvant exister entre le contexte spécifié par l'utilisateur 
dans sa requête et les contextes situés au premier niveau de la hiérarchie de contexte. 
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Compte tenu que notre objectif dans ce chapitre est de proposer un modèle de recherche 
d'information pour un système hypertexte, il est évident que, parmi les trois applications de 
la hiérarchie de contexte que nous venons de citer, nous avons choisi les moteurs de recherche 
pour étudier l'utilité de la hiérarchie. À l'image de ce que nous avons fait pour le cas où 
l'information contextuelle découverte est limitée à un seul niveau de nœuds contextuels (cf. 
section 3.3), nous décrivons dans la section suivante l'intégration de la hiérarchie de contextes 
dans le fonctionnement d'un moteur de recherche. 
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3.5 L'intégration de la hiérarchie de contextes dans les moteurs 
de recherche 
Dans cette section nous détaillons l'intégration de l'information contextuelle représentée 
par la hiérarchie de contextes dans le fonctionnement d'un moteur de recherche. L'intégration 
est très similaire à celle que nous avons décrite dans la section 3.3 où l'information contex-
tuelle était constitué d'un seul niveau. Le but de cette intégration est évidemment le même 
qu'avant, c.-à-d. celui d'améliorer la qualité des index des pages de sorte qu'ils représentent 
bien l'information qu'elles véhiculent. Un index de bonne qualité étant nécessaire mais pas 
suffisant pour une bonne efficacité d'un moteur de recherche, nous introduisons aussi une fonc-
tion de correspondance qui exploite l'information condensée dans l'hiérarchie de contextes de 
sorte à mieux estimer la pertinence des pages aux requêtes. 
Dans la suite nous décrivons (i) la structure de l'index intégrant la hiérarchie de contextes 
et (ii) la fonction de correspondance associée. Pour ce qui est du langage de requête utilisé 
par le modèle, il est identique à celui que nous avons décrit dans la section 3.3.2. 
3.5.1 L'indexation des pages 
À l'instar de l'index décrit dans la section 3.3.1, l'index des pages est aussi une structure 
à deux niveaux : le premier niveau étant associé aux pages et le deuxième étant associé aux 
contextes. La seule différence par rapport à l'index associé à la première méthode est que 
dans le deuxième niveau nous retrouvons les contextes organisés dans une hiérarchie et non 
plus dans une structure plate. 
En ce qui concerne le premier niveau, les contenus des pages y sont indexés de la. même 
façon que celle décrite dans la section 3.3.1. Ainsi, avant l'attribution des poids aux termes. 
il est question d'une étape de nettoyage du contenu des pages, de suppression de mots-vides 
et finalement de lemmatisa.tion. Finalement, les termes restants sont associés à des poids 
calculés selon l'équation 3.3, que nous avons introduite dans la section 3.2.1. 
Pour ce qui est du deuxième niveau de l'index, au lieu d'être associé à un ensemble de 
contextes organisés d'une manière plate, nous retrouvons ici un ensemble de contextes struc-
turés dans une hiérarchie. Ainsi, non seulement le contenu des contextes doit être indexé mais 
la structure de la hiérarchie doit être aussi sauvegardée. En ce qui concerne la. pondération des 
termes composant le contenu des contextes, le calcul de leur poids est fait par l'équation 3.9 
à l'instar de la pondération utilisée dans la première méthode. 
La structure du graphe sous-jacent à la hiérarchie de contextes, c.-à-d. les arcs reliant les 
nœuds contextuels situés à des niveaux consécutifs de la hiérarchie, représentent les relations 
d'attachement entre les contextes. Étant donné que les arcs entre les pag~s et les contextes 
du premier niveau représentent aussi des relations d'attachement, la structure induite par les 
deux derniers ensembles d'arcs représentant des relations d'attachement est gardée conjoin-
tement dans l'index. La structure finale (figure 3.15) décrivant les relations entre les pages 
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et les contextes est celle d'un graphe non-orienté aux arcs pondérés. Cependant, ce graphe 
non-orienté pondéré ne constitue plus un graphe biparti comme c'était le cas dans l'index 
associé à la première méthode. 
Le tuple représentant les relations d'attachement se généralise :les relations ne relient plus 
seulement des pages à des contextes mais aussi des contextes entre eux. Ainsi, le dernier com-
posant de l'index qui permet de relier les deux premiers niveaux est constitué d'un ensemble 
de tuples du type : 
relation_attachement = ( contexte_id, contexte_id, intensité) (3.17) 
Finalement, il est important de souligner le fait que les arcs reliant des nœuds contextuels 
situés à un même niveau de la hiérarchie de contextes ne sont pas sauvegardés dans l'index. 
Bien que ces arcs soient fondamentaux pour la construction de la hiérarchie, ils ne sont pas 
utilisés par la fonction de correspondance que nous décrivons dans la prochaine section. 
,-----------------------------~ 
' ' :---------, 
D (b) Listes d'adjacence représentant le graphe 
D (e) Fichier inversé associé aux pages 
FIG. 3.15: Index associé à l'espace de recherche constitué par les pages d'un site : (a) fichier 
inversé associé aux pages (premier niveau); (b) listes d'ajacence représentant les relations 
d "attachement entre les pages et les contextes et entre les contextes; ( c) fichier inversé associé 
à la hiérarchie de contextes (deuxième niveau). 
3.5.2 La fonction de correspondance 
À l'image de l'indexation, la fonction de correspondance associée à cette deuxième mé-
thode de découverte de l'information contextuelle est aussi très similaire à sa correspondante 
utilisée dans la première méthode. Il s'agit d'une extension de la fonction décrite dans la 
section 3.3.3. La seule différence entre les deux est liée à la manière dont la valeur Att(p, Ck), 
présente dans l'équation 3.15, est calculée. 
Le calcul de la fonction de correspondance que nous proposons pour cette deuxième mé-
thode est composée exactement des mêmes trois étapes que celles proposées pour la première 
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méthode. La première étape consiste à identifier les pages liées aux termes associés aux 
deux composants de la requête, qsujet et qcontexte· Pour cela, les index contenus dans la partie 
de l'index associé au contenu des pages (niveau inférieur de l'index illustré dans la figure 3.15) 
sont analysés. La fonction de correspondance utilisée dans cette première étape est le produit 
scalaire (équation 3.13) que nous avons défini dans la section 3.3.3. 
La deuxième étape identifie les contextes liées aux termes associées au composant qcontexte 
de la requête. Elle est exécutée de manière identique à sa correspondante de la première mé-
thode. Ainsi, la pertinence des index représentant les nœuds contextuels de la hiérarchie 
(index situés dans la partie supérieure de l'index illustré dans la figure 3.15) au contexte de 
la requête, qcontexte, est aussi évaluée à l'aide du produit scalaire (équation 3.13). La seule 
petite différence dans le déroulement de cette deuxième étape par rapport à celui de sa cor-
respondante de la première méthode est que, dans le cas présent, le contexte de la requête est 
comparé à un nombre supérieur de contextes. En effet, il ne s'agit plus d'analyser les index 
associés aux nœuds d'un seul niveau, mais il faut analyser les index associés à tous les nœuds 
composant la hiérarchie de contextes. De ces deux premières étapes résultent une liste de 
pages et une liste de contextes. 
La réelle différence entre la fonction de correspondance que nous décrivons dans cette sec-
tion avec celle décrite dans la section 3.3.3 se trouve dans la troisième étape. Comme nous le 
savons déjà, la troisième étape est chargée d'estimer la pertinence finale des pages récupérées 
dans la première étape selon les contextes récupérés dans la deuxième étape. Ces estimations 
sont basées sur l'intensité de l'attachement entre les pages et les contextes présents dans les 
listes retournées par les deux premières étapes. 
Dans le contexte de la première méthode nous avons défini comment calculer l'intensité de 
rattachement entre une page et un contexte (cf. équation 3.10). Dans le contexte de cette 
deuxième méthode, nous avons généralisé cette dernière formule de façon à pouvoir calculer 
non seulement l'intensité de l'attachement entre les pages et les contextes situés au premier 
niveau de la hiérarchie mais aussi l'intensité de l'attachement entre deux nœuds contextuels si-
tués à deux niveaux consécutifs quelconques de la hiérarchie de contextes (cf. équation 3.16)23 . 
Comme la deuxième étape peut récupérer des contextes situés à n'importe quel niveau de 
la hiérarchie et non pas seulement parmi ceux situés au premier niveau, il nous faut encore 
généraliser la formule d'attachement. Nous avons besoin d'une fonction qui permette de cal-
culer rattachement d'une page à un contexte situé à un niveau autre que le premier niveau de 
la hiérarchie. Pour cela nous prolongeons par transitivité la relation d'attachement que nous 
avons définie dans la section 3.2.3.1. Ainsi, si une entitié ni est attachée à. une autre entité 
nj et si nj est à. son tour attachée à. une troisième entité nk, alors ni est aussi attachée à. 
nk. Or, ni l'équation 3.10 ni l'équation 3.16 ne permettent de calculer l'intensité de ce nouvel 
attachement. Dans la suite, nous allons proposer une formule pour effectuer ce calcul. Cette 
formule s'inspirera des deux dernières formules citées. 
23 Remarquons que dans le contexte de la première méthode, l'équation 3.10 permet de calculer aussi en 
quelque sorte l'intensité de l'attachement entre deux entités (une page et un contexte) situés dans deux 
niveaux consécutifs et étroitement liés vu que les entités de l'un des niveaux sont directement dérivées des 
entités de l'autre (cf. figure 3. 7). 
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Considérons l'exemple illustré dans la figure 3.16. Si la première étape a récupéré la page 
P4 et la deuxième étape a récupéré le contexte Ds, pour calculer la pertinence finale de P4 à 
la requête il faut connaître l'intensité de l'attachement de p4 à D5 . Or, l'équation 3.10 nous 
permet de connaître l'intensité de l'attachement de P4 à D1, Att(p4, D 1), et l'équation 3.16 
nous permet de connaître de l'intensité de l'attachement de D 1 à D 5 , Att(D1, D 5). Toutefois, 
aucune des deux formules ne nous fournit ce qui nous intéresse réellement, à savoir l'attache-
ment de P4 à Ds, Att(p4, Ds). Intuitivement, Att(p4, Ds) doit être une fonction de Att(p4, DI) 
et de Att(D1, Ds). 
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FIG. 3.16: L'intensité de l'attachement entre deux entités situées à deux niveaux non-successifs 
est inconnue. 
Pour simplifier l'explication, considérons que les pages se trouvent au niveau 0 de la hiérar-
chie. Reprenons la hiérarchie de contextes et l'ensemble de pages illustrés dans la figure 3.1.5. 
Dans la suite, nous allons considérer que l'ensemble de pages constituera. un niveau addi-
tionnel de la hiérarchie de contextes et, qu'ainsi, la hiérarchie illustrée dans la figure 3.1.5 
est composé de 4 niveaux au lieu de 3 niveaux. Nous devons donc définir une fonction qui 
permette de calculer l'intensité entre deux entités situées à deux niveaux non successifs de la 
hiérarchie de contextes. 
Dans l'explication qui suit nous allons utiliser le graphe non-orienté sous-jacent à la hié-
rarchie où un nœud représente une page ou un contexte et un arc représente une relation 
d'attachement entre une page et un contexte ou entre deux contextes différents. 
Définissons une première mesure associée aux chaînes de ce graphe. Les chaînes qui nous 
intéressent ici sont un peu particulières dans la mesure où elles doivent comprendre au plus 
un nœud de chaque niveau de la hiérarchie représentée par le graphe. Nous appellerons 
chaînes monotones les chaînes vérifiant cette propriété. Ainsi, sur le graphe de la figure 3.15, 
alors que la chaîne p1 --+ N1 --+ Ns vérifie la propriété que nous venons de citer, la. chaîne 
Pl--+ N1 --+ Ns--+ N2 ne la. vérifie pas puisqu'elle contient deux nœuds, N1 et N2, qui appa.r-
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tiennent à un même niveau de la hiérarchie représentée par le graphe. 
Nous définissons la raideur d'une chaîne reliant deux nœuds du graphe, disons chi= n 1 -+ 
· · · -+ nj -+ · · · -+ nk, et vérifiant la propriété que nous venons de citer comme la moyenne des 
poids des arêtes composant la chaîne. Le poids d'une arête du graphe correspond à l'intensité 
de la relation d'attachement que l'arête représente. Ainsi la raideur de chi, Raideur(chi) se 
calcule par : 
Raideur(chi) = l ~ h) X ""' poids(lab) 
ong ci ~ 
labEch; 
(3.18) 
où Zab représente une arête entre les nœuds na et nb dans le graphe, poids(lab) représente le 
poids associé à cette arête et long( chi) représente la longueur (le nombre d'arcs) de la chaîne 
chi. 
Définissons maintenant l'intensité de l'attachement entre deux entités24 représentées par 
deux nœuds du graphe, disons Nx et Ny, reliés par une chaîne monotone, disons chk, de 
longueur supérieure à 125 • Nous définissons que l'intensité de cet attachement comme la 
raideur de la chaîne chk. Autrement dit : 
(3.19) 
où Att(Nx, Ny, chk) correspond à l'intensité de l'attachement entre les entités représentées 
par Nr et Ny suivant la chaîne chk. 
Or. les nœuds représentant deux entités situées à des niveaux non-consécutifs de la hiérar-
chie peuvent être reliés par plusieurs et non pas une seule chaîne monotone dans le graphe 
sous-jacent à cette hiérarchie26 • 
L ïntensité de l'attachement entre une page et un contexte calculé par l'équation 3.19 est 
fonction d'une chaîne qui les relie. Puisqu'il peut y avoir plusieurs chaînes reliant les nœuds 
représentant une page et un contexte dans le graphe sous-jacent à la hiérarchie, selon la 
chaîne considérée, l'équation 3.19 peut fournir des intensités différentes pour l'attachement 
entre une page et un contexte. Il nous faut donc définir l'intensité de l'attachement entre 
une page et un contexte quel que soit le nombre de chaînes qui les relie. Dans la suite, on 
appellera ce type d'attachement attachement global. 
Nous définissons l'intensité de l'attachement global entre deux nœuds appartenant à deux 
niveaux non-successifs de la hiérarchie représentée par le graphe comme étant la raideur de 
la chaîne la plus raide reliant ces deux nœuds. Cette intensité est donc calculée par l'équation 
suivante : 
24 L'attachement entre une page et un contexte ou l'attachement entre deux contextes différents. 
25 La longueur d'une chaîne est son nombre d'arêtes. 
(3.20) 
26 Plusieurs chaînes peuvent relier un nœud représentant une page et un autre nœud représentant un contexte 
lorsque l'algorithme de clusterisation utilisé pour regrouper des entités complémentaires (cf. section 3.2.2) 
génère des clusters non-disjoints. 
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où m correspond au nombre de chaînes monotones reliant les nœuds Nx et Ny dans le graphe. 
Reprenons à titre d'exemple la hiérarchie illustrée dans la figure 3.15. Pour calculer l'in-
tensité de l'attachement global entre la page p4 et le contexte D 8 , la première étape consiste 
à identifier les chaînes monotones reliant les deux nœuds représentant la page et le contexte 
considérés. Nous en identifions quatre (figure 3.17). Ensuite, la raideur de chacune de ces 
chaînes doit être calculée. Il s'avère que la chaîne di= p4 --+ D4 --+ D 7 --+ D 8 est la plus raide 
parmi les quatre. Ainsi, d'après l'équation 3.20 que nous venons de définir, l'intensité de l'atta-
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FIG. 3.17: Différentes chaînes peuvent relier une page à un contexte. 
!"équation 3.20 permette de calculer l'intensité entre deux entités situées à deux niveaux non-
consécutifs quelconques de la hiérarchie de contextes, dans notre contexte/application, cette 
formule sera toujours utilisée pour calculer l'intensité de l'attachement entre une page- plus 
haut nous avons supposé que les pages formaient le niveau le plus inférieur de la hiérarchie 
de contextes - et un contexte. 
Maintenant que nous avons défini la façon de calculer l'attachement d'une page à un 
contexte situé à. un niveau supérieur au premier niveau de la hiérarchie nous pouvons conclure 
la description de la troisième étape de la fonction de correspondance. Comme nous l'avons 
dit plus haut, la troisième étape est chargée d'estimer la pertinence finale des pages sélec-
tionnées dans la première étape en se basant sur l'intensité de l'attachement de ces pages 
aux contextes sélectionnés dans la deuxième étape. Compte tenu que ni l'équation 3.10 ni 
l'équation 3.16 ne nous permettait de calculer l'attachement d'une page à un contexte situé 
à un niveau supérieur au premier, nous avons dû définir l'équation 3.20. Nous pouvons main-
tenant définir la pertinence finale d'une page à une requête en fonction des résultats des trois 
étapes de la fonction de correspondance. La pertinence finale d'une page Px à une requête 
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Q = (qsujet, qcontexte), R(px, Q) est calculée d'après l'équation suivante : 




ICtl. l:PjEClk Compl(px,Pj) 
Att(p, Contk) = 
maXi=1,2,-··,m(Att(Nx, Ny, chi)) 
(3.21) 
si Niveau(Contk) = 1 
(3.22) 
sznon 
Les sémantiques des facteurs de l'équation 3.21 sont identiques à celles associées aux fac-
teurs de l'équation 3.15: Contk (k = 1, · · ·, n) représentent les n contextes selectionnés dans 
la deuxième étape de la fonction de correspondance et Sim( A, B) correspond à la pertinence 
estimée de l'entité A à l'entité B d'après la formule du produit scalaire (équation 3.13). La 
seule différence entre l'équation 3.21 et l'équation 3.15 réside dans la manière dont est calculé 
le facteur Att(p, Contk)· Alors que dans l'équation 3.15 le facteur Att(p, Contk) est calculé 
à l'aide de l'équation 3.10, dans l'équation que nous venons d'introduire, l'équation 3.10 est 
utilisée seulement lorsqu 'il est question de calculer l'intensité d'un attachement à un contexte 
situé au premier niveau de la hiérarchie, i.e. un contexte Ck pour lequel Niveau( C ontk) = 1. 
Lorsque le contexte se situe à un niveau différent du premier, i.e. Niveau(Contk) > 1, l'équa-
tion 3.20 est utilisée. 
Notons que pendant l'exécution de la fonction de correspondance, les intensités des atta-
chements entre les pages et les contextes situés au premier niveau de la hiérarchie de contextes 
ont déjà. été calculées et se trouvent stockées dans le composant de l'index qui relie le niveau 
inférieur de l'index (celui associé au contenu des pages) et le niveau supérieur (celui associé 
au contenu des contextes) (cf. figure 3.15). Seules les intensités des attachements des pages à. 
des contextes situés à. des niveaux supérieurs au premier niveau de la hiérarchie doivent être 
calculées pendant le traitement de la requête. 
3.6 Complexité 
Dans cette section nous abordons la question de la complexité des méthodes que nous pro-
posons pour la découverte de pages complémentaires et l'applicabilité de ces méthodes à. des 
espaces de recherches ayant une dimension bien supérieure à. celles de sites que nous avons 
testés dans les expérimentations décrites dans le prochain chapitre. 
Analysons d'abord la complexité en termes de temps de l'algorithme associé à. la première 
méthode - la complexité de l'algorithme associé à. la deuxième méthode étant très simple à. 
calculer une fois la complexité de la première méthode calculée. 
Si nous considérons la première méthode utilisé dans le contexte d'un moteur de recherche, 
calculer sa complexité correspond à calculer la complexité associée à. l'algorithme d'indexa-
tion. Nous avons vu dans la section 3.3.1 que l'index généré est composé de deux niveaux : 
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un niveau inférieur concernant les pages et un niveau supérieur concernant les contextes. La 
construction du niveau inférieur est exécuté en temps O(n) où n est le nombre de nœuds du 
graphe. 
Cependant la construction du niveau supérieur de l'index est beaucoup plus gourmande en 
termes de temps. L'algorithme associé à cette construction est composé de trois étapes: (1) le 
calcul de complémentarité entre toutes les pages; (2) la clusterisation des pages selon les va-
leurs calculées dans la première étape et (3) l'application de la fonction d'abstraction. L'étape 
(2) s'exécute au maximum en temps O(n2 ) (où n est le nombre de pages) selon l'algorithme 
choisi et l'étape (3) s'exécute en temps linéaire par rapport au nombre de pages. L'étape (1) 
est divisée en deux sous-étapes : (la) le calcul de la similarité entre toutes les paires de pages 
par rapport à leur contenu et (lb) le calcul de la proximité structurelle entre toutes les paires 
de nœuds du graphe sous-jacent au système hypertexte associé au site analysé. 
L'étape (la) est exécutée en temps O(n2 ) où n correspond au nombre de pages. L'étape (lb) 
constitue le vrai goulot d'étranglement de l'algorithme. Cette étape exécute des analyses sur 
le graphe sous-jacent aux pages à indexer. Afin de trouver le plus-court chemin entre toutes 
les paires de pages nous effectuons n parcours en largeur, chaque parcours partant d'un nœud 
différent. Ce premier calcul est associé donc à une complexité de O(n3 ) vu qu'un parcours 
en largeur s'exécute en O(n2 ). Cependant, les calculs des facteurs Sfpc (équation 3.4) et stes 
(équation 3.5) s'avèrent encore beaucoup plus coûteux. Il est important de souligner que les 
n parcours en largeur effectués lors du calcul du facteur s:t de l'équation 3.7 ne sont pas 
réutilisables dans le calcul de stes. La raison de cela est illustrée dans l'exemple suivant. Si le 
nœud x est un descendant en commun des nœuds i et j, dans l'équation 3.5, il faudra calculer 
le plus court chemin entre le nœud x et chacun des deux nœuds i et j avec la contrainte que 
le plus court chemin menant de x à i (resp. j) ne doit pas passer par le nœud j (resp. i). La 
justification de cette contrainte est donnée dans la section 3.2.1. 
Analysons le temps de calcul des facteurs Sfpc pour tous les couples (i,j) -l'analyse étant 
similaire pour ce qui concerne les facteurs stes. Chaque nœud du graphe peut être un ancêtre 
en commun de deux nœuds quelconques. Considérons comme ancêtre potentiel le nœud x. 
On doit calculer les plus courts chemins menant de x à tous les autres nœuds du graphe. 
Cependant, vu la contrainte évoquée plus haut, on va calculer les plus courts chemins de x 
vers tous les autres nœuds sans passer par un deuxième nœud que nous notons y. Le calcul 
des sypc pour tous les couples ( i, j) est résumé dans l'algorithme ci-dessous : 
- Soit : G = CS, .4) 
- for x in S 
- for y in S 
- G' ~ G- {y} 




- Calculer les plus courts chemins de x vers tous les nœuds de G' (IV) 
Vu que chacune des deux boucles imbriquées (lignes (I) et (II)) itère sur n éléments, n2 
parcours en largeur sont effectués. Étant donné qu'un parcours en largeur a une complexité 
de O(n2 ) où n est le nombre de nœuds du graphe, le calcul de Sijc pour tous les couples 
(i,j) s'exécute en temps O(n4 ). 
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Les calculs de Sfpc 3.4 et stes 3.5 constituent donc la partie coûteuse de l'algorithme ce 
qui fait que sa complexité finale en termes de temps d'exécution est de O(n4 ) où n représente 
le nombre de pages du site analysé. 
Pour ce qui concerne la deuxième méthode de découverte de pages complémentaires, la dif-
férence avec la première méthode est qu'au lieu d'un seul niveau de contextes pour les pages, 
plusieurs niveaux existent, l'ensemble de ces niveaux constituant la hiérarchie de contextes. 
D'une manière globale, cela implique que l'algorithme associé à la première méthode sera 
exécuté autant de fois qu'il y a des niveaux dans la hiérarchie. 
L'algorithme de construction de la hiérarchie se termine lorsqu'un niveau avec un seul nœud 
est généré ou un nombre maximal d'itérations prédéfini est atteint. Calculons la complexité 
dans le cas où l'exécution de l'algorithme se termine lorsqu'un niveau avec un seul nœud est 
généré. Une des caractéristiques de la hiérarchie de contextes est qu'un niveau donné contient 
la moitié du nombre de nœuds du niveau immédiatement inférieur. Cette caractéristique, nous 
permet de conclure que pour un site contenant n pages, notre algorithme génère une hiérarchie 
composée de log2 n niveaux où n représente le nombre de pages du site analysé. Comme le 
temps nécessaire pour calculer un niveau de la hiérarchie est de O(n4 ), la construction de 
la hiérarchie entière à une complexité de O(n4 log n). Ainsi, la complexité de la deuxième 
méthode est de O(n4 logn) où n représente le nombre de pages du site analysé. 
3.7 Synthèse 
Dans ce chapitre nous avons décrit le modèle de système de recherche d'information que 
nous proposons pour un système hypertexte représenté par un site Web. L'innovation consiste 
dans l'utilisation de l'information contextuelle des pages dans la construction de leur index. 
Nous avons proposé deux méthodes pour découvrir l'information contextuelle des pages. 
Dans l'une des méthodes un seul niveau de contextes est découvert pour l'ensemble de pages 
analysés. Dans l'autre méthode plusieurs niveaux de contextes sont découverts, les contextes 
s "organisant dans une hiérarchie. La deuxième méthode est en fait une extension de la pre-
mière. La découverte des contextes est appuyée par la découverte d'unités logiques d 'infor-
mation. Une unité logique d'information est le terme que nous avons choisi pour désigner un 
document hypertextuel dans la mesure où il s'agit d'un volume d'information auto-explicative. 
Finalement, la découverte des unités logiques d'information est basée sur une mesure qui es-
time l'intensite de la complémentarité entre deux pages appartenant à un même site. Cette 
mesure est une fonction du contenu des pages et de la structure qui les relie. 
Nous avons également décrit comment intégrer l'information contextuelle des pages dans 
le fonctionnement d'un moteur de recherche. Dans ce contexte nous avons aussi suggéré un 
langage de requête à deux niveaux ou l'utilisateur peut distinguer dans sa requête les termes 
qui sont plutôt contextuels des termes qui sont centraux à son besoin d'information. 
Dans le prochain chapitre nous décrivons les expérimentations que nous avons menées avec 
le modèle de moteur de recherche que nous avons décrit dans ce chapitre. Parmi les questions 
118 Chapitre 3. Modèle de SRI pour un système hypertexte 
auxquelles nous comptons pouvoir répondre avec les résultats des expérimentations, les deux 
principales sont : (i) la prise en compte de l'information contextuelle des pages améliore-t-elle 
l'efficacité des moteurs de recherche?; (ii) en termes d'efficacité du moteur de recherche, dans 
quelle mesure est-il plus intéressant de disposer d'une information contextuelle plus complète 
comme celle associée à la hiérarchie de contextes au lieu d'une information contextuelle 
condensée sur un seul niveau? 
Chapitre 4 
Application : les sites de la 
collection WTlOg 
Dans ce chapitre nous abordons la partie expérimentale de notre étude. Nous commen-
çons par décrire d'une manière générale la collection de tests que nous avons utilisée dans 
nos expérimentations. Ensuite nous expliquons la façon dont nous avons exploité les données 
composant la collection pour les adapter à nos tests. Après nous détaillons les tests effectués. 
Les tests se divisent en deux étapes. Dans la première nous faisons varier la valeur de certains 
paramètres de sorte à estimer leur valeur optimale. Une fois les valeurs des paramètres fixées, 
nous passons à la seconde étape où un nombre plus important de sites est utilisé pour esti-
mer l'efficacité des méthodes que nous avons proposées pour la découverte de l'information 
contextuelle des pages. Nous concluons avec une analyse des résultats. 
4.1 La collection WTlOg 
Une collection de tests dans le cadre de la recherche d'information consiste traditionnelle-
ment dans (i) un ensemble de documents; (ii) un ensemble de besoins d'information et (iii) 
un ensemble de jugements. Un jugement indique si un document donné est pertinent ou non 
à un besoin d'information donné. Éventuellement, un jugement peut aussi spécifier un degré 
de pertinence1 . 
Dans le cadre de nos expérimentations nous avons choisi comme collection de tests la col-
lection WTlOg issue du corpus de la conférence TREC-9 [VHOO] ayant eu lieu en 2000. Cette 
collection a été utilisée dans le track Web de cette conférence [HVCBOO]. Nous l'avons choisie 
pour deux raisons. La première est la notoriété des collections issues de TREC et par consé-
quent, leur statut de collections standard dans le domaine de la recherche d'information. La 
deuxième est liée à certaines caractéristiques de la collection qui convenaient à nos expéri-
mentations. 
Dans [BCHOl], le processus de construction de la collection WTlOg est décrit. D'une façon 
générale la collection a été conçue dans les objectifs de (i) modéliser une recherche réelle dans 
le Web et (ii) de permettre une évaluation fiable des méthodes de recherche d'information 
1 Par exemple, un document peut être pertinent ou très pertinent à une requête. 
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basées sur l'analyse de liens. Pour ce qui concerne le premier objectif, la collection doit être 
constituée : (i) d'un nombre suffisamment large et représentatif des données du Web; (ii) d'un 
ensemble représentatif des requêtes posées par les utilisateurs du Web et (iii) d'un nombre 
de jugements suffisamment large pour que l'évaluation d'tin système utilisant la collection 
de tests soit fiable. Pour ce qui concerne le deuxième objectif, celui associé à l'évaluation 
des méthodes basées sur les liens, il s'agissait de proposer une collection avec un nombre 
suffisamment large de liens inter-sites afin que méthodes basées sur les liens puissent être 
évaluées dans une configuration représentative de la réalité2 • 
La collection est composée de 1692096 documents (pages Web) totalisant environ 11 giga-
octets de données. D'après [BCH01], pour ce qui est de la structure du graphe sous-jacent à 
ces données, il existe 1532012 pages avec des liens entrants et 1295841 pages avec des liens 
sortants. Ces nombres ne sont pas exacts. En utilisant le robot que nous avons implémenté, 
nous avons trouvé des liens entre deux pages de la collection qui ne sont pas cités dans les 
fichiers livrés avec la collection et qui sont censées lister tous les liens existant entre les pages 
de la collection. Cela est probablement dû au fait que le robot utilisé lors de la construction 
de la collection pour générer les fichiers de connectivité des pages n'a pas su traiter certaines 
erreurs de syntaxe dans l'utilisation de la balise <a>. 
Pour ce qui est des besoins d'information, nous avons choisi d'utiliser les cinquante be-
soins utilisés dans le Web track de TREC-9, nous les noterons t451, t452, · · ·, t5003 • Dans 
le contexte de TREC, un besoin d'information est appelé un topique. Chaque topique est 
composé de trois champs : <title>, <narrative> et <description> (l'annexe B présente 
un exemple de topique). Comme nous l'avons dit plus haut, l'un des objectifs de la collection 
WTlOg est de proposer un ensemble représentatif des requêtes posées par les utilisateurs 
du Web. Ainsi, les contenus des champs <ti tle> des 50 topiques de la collection corres-
pondent à des véritables requêtes d'utilisateurs du Web envoyées au moteur de recherche 
eXcite (www.excite.com). La longueur moyenne des requêtes est de 2.3 termes après la 
suppression de mots vides (la liste de mots vides que nous avons utilisée est donnée dans 
l"annexe C). Le contenu des autres champs des topiques, <narrative> et <description>, 
ont été imaginés à partir du(des) terme(s) composant le champ <title> par les juges as-
sesseurs de NIST4 • Puisque les requêtes sont très courtes et les termes utilisés sont souvent 
polysémiques, il est difficile de déduire le réel besoin d'information de l'utilisateur à travers 
sa requête. Ainsi, les contenus des champs <narrative> et <description> ne correspondent 
pas forcément au besoin d'information étant à l'origine de la requête de l'utilisateur. 
Pour ce qui est de l'ensemble de jugements ils ont été générés à travers le processus de 
pooling utilisé dans les jugements fabriqués par TREC. La manière dont ce processus estime 
la liste de documents pertinents à un topique donné peut être résumé de la façon suivante. 
2 La collection WTlOg a été créée à la suite de la collection WT2g bien plus petite en nombre de documents. 
Cette dernière collection a été utilisée dans le Web track de TREC-8. Les méthodes basées sur les liens n'ayant 
pas démontré l'efficacité attendue, on s'est demandé si la faible performance n'était pas due au nombre réduit 
des liens inter-sites. 
3 Le fichier contenant ces topiques est disponible sur http: 1 /trec .nist. gov/data/topics_eng/topics. 
451-500. gz. 
4 National Institue of Standards and Technology (www .nist .gov), l'institut organisateur des conférences 
TREC. 
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Chaque système participant d'une expérimentation TREC renvoie aux organisateurs de cette 
expérimentation les k premiers documents récupérés pour un topique donné. Ensuite, les or-
ganisateurs font juger manuellement la pertinence de chaque document renvoyé au topique en 
question. Les documents qui n'ont été récupérés par aucun système sont jugés non-pertinents 
au topique. Traditionnellement, les jugements des topiques TREC sont binaires, c.-à-d. une 
page est pertinente ou non à un topique et donc il n'existe pas de degré de pertinence. Ce-
pendant, pour le track Web de TREC-9 les jugements ont été différents : une page est classée 
par rapport à un topique comme non-pertinente, pertinente ou trè$ pertinente5 . 
4.2 La construction et le choix des sites 
Le modèle que nous avons présenté dans le chapitre 3 s'intéresse à la recherche d'informa-
tion au sein d'un système hypertexte limité et non pas à un système hypertexte comme celui 
sous-jacent au million et demi des pages composant la collection WT10g. Dans le contexte 
de cette collection, nous avons considéré un système hypertexte limité comme étant celui 
composé par les pages d'un site. 
Or, plutôt que de considérer la collection WT10g comme une collection de pages, nous 
pouvons la considérer comme une collection de sites. D'après [BCH01], il existe 11680 sites 
dans la collection. Cependant, notre analyse de la collection nous a permis d'identifier plu-
sieurs pages qui, bien que reportées comme appartenant à des sites différents, appartenaient 
à un même site. Ce type de situation est dû à la possibilité de faire référence à une machine 
selon son nom symbolique ou selon son adresse IP. À travers l'utilisation d'une heuristique qui 
consistait à analyser le champ <DDCHDR> associé à chaque page de la collection (cf. exemple de 
document dans l'annexe A) nous avons pu identifier quelques correspondances entre les noms 
symboliques des machines et leurs adresses IP. À l'aide des correspondances découvertes par 
cette heuristique, nous avons identifié 11673 sites dans la collection. 
Puisque WT10g peut être considérée comme étant une collection de sites, nous pouvons 
donc l'utiliser pour tester notre système. Une propriété importante de la collection est que 
les sites qui la composent sont censés être complets dans la collection, c.-à-d., s'il existe une 
page d'un site donné dans la collection, toutes les autres pages de ce même site doivent aussi 
être présentes. Cette propriété est importante pour la validité des tests de notre système 
puisque ce dernier dépend entre autres du graphe sous-jacent aux pages d'un site. L'absence 
de certaines pages dans la collection rendrait le graphe sous-jacent au site incomplet ce qui 
pourrait fausser le calcul de la proximité structurelle entre deux pages du site. 
Comme nous l'avons précisé dans la section 3.1, par site nous entendons un ensemble de 
pages associées à une thématique commune et publié comme un ensemble cohérent d'infor-
mation. Nous avons supposé que les sites composant la collection correspondaient à cette 
définition. Dans le tableau 4.1 nous proposons quelques statistiques sur la structure de la 
collection en termes de sites et non pas de pages. 
5 Le fichier contenant les jugements est disponible sur http: 1 /trec. nist. go v 1 data/ qrels_eng/ qrels. trec9. 
main_ web. gz. Dans ce fichier la dernière colonne peut avoir les valeurs 0, 1 et 2. Ces valeurs signifient que la 
page est non-pertinente, pertinente et très pertinente respectivement à un topique donné. L'annexe D présente 
une partie de ce fichier. 
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TAB. 4.1: Propriétés de la collection WT10g en termes de sites 
Quantité Description 
11 673 sites 
145 moyenne de pages par site 
150 720 liens inter-sites 
9977 sites avec inlinks 
8998 sites avec outlinks 
Afin que les conclusions tirées des expérimentations décrites plus bas aient plus de légi-
timité il faudrait que les sites de la collection soient représentatifs de la diversité de sites 
existant dans le Web. Malheureusement, comme nous allons voir dans la suite, nous n'avons 
pas d'indications si les sites sont vraiment représentatifs ou non. 
Afin de caractériser un site nous pouvons choisir des propriétés telles que son nombre de 
pages, la densité de liens entre ses pages, le type de thématique (commercial, scientifique, 
pédagogique, etc.), les degrés de stratification ou compacité du graphe sous-jacent au site 
(mesures proposées pour caractériser des systèmes hypertextes dans [Bot93]), etc. 
La méthode utilisée dans la construction de la collection WT10g visait à choisir un sous-
ensemble du Web qui maintienne certaines propriétés que l'on croit associées au Web. Ce-
pendant seule la propriété concernant la taille des sites en nombre de pages semble avoir été 
considérée dans la construction de la collection. Huberman et Adamic [AHOO] ont suggéré que 
la. distribution de la taille des sites dans le Web peut être modélisée par la. loi P(ns) = Cn-;0 
où C et ;3 sont des constantes. La distribution de la taille des sites dans WT10g respecte 
cette distribution [BCHOl]. Lawrence et Giles [LG99a.][LG99b] ont estimé qu'en février 1999 
le Web visible était composé de 800 millions de pages éparpillées en 2.8 millions de sites ce 
qui fait une moyenne de 289 pages par site. Le nombre moyen des pages dans les sites de 
WT10g est de 145 pages. 
Pour ce qui est de la structure du graphe sous-jacent à un site nous ne connaissons aucune 
étude qui essaye de caractériser les sites du Web selon ce critère. Par ailleurs, nous croyons 
que la structure d'un site - peut-être son nombre de pages aussi - doit présenter une cor-
rélation avec le type de thématique du site. Par rapport à. la structure du graphe sous-jacent 
à un ensemble de sites, dans la construction de WTlOg on n'a apparemment pas cher-
ché à reproduire la connectivité irrégulière caractéristique du Web proposée par certaines 
études parmi lesquelles nous pouvons notamment citer celle de Broder et al. [BKM+oo]6 • 
Au contraire, on a plutôt souhaité construire une collection suffisamment dense en termes 
6 À l'instar d'autres études moins récentes telle que [Bra96], [BKM+oo] associe une connectivité assez irrégulière 
au Web, le divisant en quatre grands ensembles de pages de tailles équivalentes. Un premier ensemble appelé 
cœur est composé de pages bien connectées entre elles et sert de pont entre deux autres ensembles, un ensemble 
nommé novice dont les pages pointent sur les pages de l'ensemble cœur, et un autre ensemble nommé introverti 
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de liens inter-sites afin de proposer une collection dont les propriétés seraient compatibles 
avec celles présupposées par les hypothèses associées à la plupart des méthodes basées sur les 
liens, à savoir, un Web composée de pages bien connectées à des pages d'autres sites. 
Par rapport au type de thématique des sites dans le Web, en 1999 Lawrence et Giles 
[LG99b] ont estimé que 86% des sites étaient de type commercial et que moins de 10% des 
sites avaient un contenu pédagogique ou scientifique. Nous n'avons pas d'indications sur la 
distribution de sites dans WT10g par rapport à ce critère. 
Malgré le doute sur la réelle représentativité des sites de la collection WT10g par rapport 
aux sites présents dans le Web, nous avons choisi d'effectuer nos expérimentations sur les sites 
de la collection. Des 11673 sites présents dans la collection, seuls 871 contiennent des pages 
pertinentes aux topiques que nous utilisons dans les expérimentations (t451, t452, · · · , t500). 
Pour affirmer cela nous nous basons sur les jugements fournis par TREC qui mettent en 
relation les pages de la collection et les topiques. 
Afin de tester notre modèle l'idéal serait d'utiliser des sites sélectionnés en fonction des 
deux critères suivants : 
1. le nombre de pages pertinentes d'un site pour un topique donné; 
2. le nombre de topiques auxquels un site est pertinent 7 . 
L'idée sous-jacente au premier critère est de choisir des sites ayant un nombre élevé de 
pages pertinentes à un topique donné. Si l'on teste notre modèle sur un site qui contient 
uniquement un nombre réduit de pages pertinentes à un topique donné, les conclusions que 
l'on pourra tirer sur l'efficacité du moteur de recherche intégré au site seront peut-être biai-
sées. La raison de cela est que la. mesure d'évaluation que nous avons utilisée pour évaluer 
l'efficacité du système sur un site est basée sur la. précision, une mesure traditionnellemment 
utilisée pour évaluer les systèmes de recherche d'information. Par rapport à une requête don-
née. plus il y a. des documents pertinents connus, plus l'analyse de la. précision est révélatrice 
de l'efficacité du système de recherche d'information considéré. 
Pour ce qui est du deuxième critère, les sites pertinents à un nombre élevé de topiques 
sont préférés aux sites pertinents à un nombre réduit de topiques. L'intention ici est de tenir 
compte des situations où pour une raison donnée le système que nous proposons soit très 
efficace pour trouver des pages pertinentes à un topique dans un site mais inefficace pour un 
deuxième topique auquel le site testé est pertinent aussi. L'analyse de ce type de situation 
pourrait éventuellement donner des indices sur un type particulier de requête pour lequel 
notre système serait plus efficace. 
Cependant, comme nous allons voir dans la suite, il y a un nombre réduit de sites dans 
la collection WT10g qui répondent à ces deux critères. Ainsi nous avons dû relâcher les 
dont les pages sont pointées par les pages de l'ensemble cœur. Le quatrième ensemble nommé vrille a une 
taille équivalente à celle des trois autres ensembles. Les pages de cette ensemble pointent uniquement soit sur 
des pages de l'ensemble novice soit sur des pages de l'ensemble introverti. 
7 Nous considérons qu'un site est pertinent à un topique s'il contient au moins une page qui est pertinente à 
ce topique. 
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contraintes imposées par ces critères pour sélectionner les sites à tester dans les deux étapes 
expérimentales que nous expliquons dans les prochaines sections. 
4.3 Les tests effectués 
Dans cette section nous décrivons les tests que nous avons effectués. Vu l'existence de 
certains paramètres dans notre système, nous avons choisi d'abord une douzaine de sites 
pour trouver des valeurs optimales pour les paramètres. Ensuite, une fois les valeurs des 
paramètres fixées, nous avons testé notre système sur un nombre significatif de sites présents 
dans la collection WT10g qui sont pertinents à au moins un topique de l'ensemble de topiques 
que nous avons utilisé. Avant de détailler notre méthodologie expérimentale nous rappelons 
dans la suite les paramètres utilisés par notre système. 
4.3.1 Analyse et rappel des paramètres utilisés 
Les paramètres utilisés par notre système sont les suivants : 
1. Pl : le paramètre a qui permet de varier l'influence des deux termes de l'équation 3.1 
dans le calcul de la complémentarité d'une page; 
2. p2 :les paramètres {3, 'Y et À qui définissent l'importance des différents facteurs structu-
raux dans le calcul de la complémentarité structurelle entre deux nœuds (cf. équation 
3.7); 
3. p3 : la méthode de clusterisation à utiliser lors du regroupement de pages complémen-
taires (cf. section 3.2.2) ; 
4. p4 : la méthode utilisée pour calculer le résumé d'un nœud contextuel à partir des nœuds 
dont il est issu (cf. section 3.2.3). 
Les valeurs possibles pour chacun des paramètres sont illustrées dans le tableau 4.2. No-
tons que si l'on énumère toutes les combinaisons possibles des valeurs des paramètres on 
arrive à 210 possibilités. Nous n'avons pas analysé toutes ces possibilités. Dans la prochaine 
section nous décrivons comment nous avons procédé pour fixer les valeurs de chacun de ces 
paramètres. 
4.3.2 Méthodologie expérimentale 
Nos expérimentations se sont déroulées en deux étapes. La première étape peut être consi-
dérée comme une phase d'entraînement du système sur un nombre réduit de sites. Dans la 
deuxième étape, le système est appliqué à un grand nombre de sites de la collection. 
Première étape 
L'objectif de la première étape a été de fixer les valeurs des paramètres listés dans le 
tableau 4.2. Nous avons choisi un ensemble de 12 sites et 12 requêtes pour cette première 
étape des expérimentations. 
Pour chaque couple (site, requête) on a effectué un nombre fixe d'itérations que nous évo-
querons plus bas. Une itération consiste à (i) indexer le site en utilisant une combinaison des 
valeurs pour les quatre paramètres du système et (ii) soumettre une requête au moteur de 
recherche utilisant l'index généré dans (i) et récupérer les réponses renvoyées par le moteur. 
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Dans cette première étape nous avons utilisé un seul niveau de la hiérarchie de contextes 
pour améliorer l'index des pages. Ainsi la méthode de découverte de la complémentarité des 
pages utilisée est celle décrite dans la section 3.2, l'intégration de cette information dans un 
moteur de recherche étant traitée dans la section 3.3. 
Dans un premier temps nous expliquons le paramétrage des itérations qui nous permettront 
d'estimer les valeurs optimales pour les paramètres. Ensuite nous abordons la construction 
des requêtes à partir des topiques TREC utilisées dans les itérations. 
Comme cité plus haut, il existe 210 combinaisons possibles pour les valeurs des quatre 
paramètres. Plutôt que d'essayer les 210 combinaisons nous avons opté pour un nombre de 
combinaisons plus petit. D'abord nous avons associé une valeur par défaut à chacun des 
quatre paramètres. Les valeurs par défaut ont été choisies d'une manière arbitraire, unique-
ment basée sur notre intuition. Les valeurs par défaut des paramètres sont imprimées en gras 
dans le tableau 4.2. 
TAB. 4.2: Les valeurs possibles pour les quatre paramètres des méthodes de découverte des 
pages complémentaires 
Paramètres Valeurs possibles 
P1 0, 0.25, 0.5, 0.75, 1 
Pz {1, 0, 0}, {0, 1, 0}, {0, 0, 1}, {0.5, 0.5, 0} 
{0.5, 0, 0.5}, {0, 0.5, 0.5}, {0.333, 0.333, 0.333} 
P3 méthode de l'étoile, méthode du lien complet, méthode de Ward 
P4 seuil moyen, généralisation de tf x idf 
Considérons que nous voulions définir la valeur optimale du paramètre p1 . L'idée générale 
pour ce faire consiste à fixer les valeurs des autres paramètres, i.e. pz, P3 et p4, à leur valeur 
par défaut et faire varier la valeur du paramètre que nous voulons analyser, en l'occurrence 
Pl, sur toutes les valeurs possibles qui lui sont associées. 
À la. fin de ce processus nous mesurons l'efficacité du moteur de recherche dans chacune 
des configurations possibles (pour ce qui concerne p1 il existe 5 configurations possibles). 
Ainsi, pour un site donné, nous avons cinq mesures d'efficacité, une pour chaque valeur du 
paramètre que nous sommes en train d'analyser, en 1 'occurrence p1 . Ce processus est effectué 
pour chaque couple (site, requête). À la fin de ce processus, nous avons pour chaque valeur 
possible pour le paramètre p1 un total de n mesures d'efficacité où n est le nombre de 
couples (site, requête). Finalement nous calculons l'efficacité finale associée à chaque valeur 
possible de p1 comme étant la moyenne des n mesures d'efficacité générées par les itérations 
sur les n couples. La valeur associée à la moyenne la plus élevée est celle retenue comme valeur 
optimale pour le paramètre p1 . Le processus est identique pour les quatre autres paramètres. 
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Considérons C(pi) comme étant le nombre de valeurs possibles pour le paramètre Pi· L'ana-
lyse des valeurs optimales au sein d'un site génère (2:::7=1 C (Pi)) - ( n- 1) itérations différentes 
où n est le nombre de paramètres. Dans notre contexte, n vaut 5 et l'analyse de l'efficacité 
du système sur un site entraînera (5 + 7 + 3 + 2- (4- 1)) == 14 itérations. Si nous voulions 
faire une analyse exhaustive, (5 x 7 x 3 x 2) = 210 itérations seraient nécessaires. 
Comme nous l'avons précisé ce processus est effectué pour chaque couple (site, requête). 
Ainsi, pour estimer les valeurs optimales des quatre paramètres, k x 14 itérations sont néces-
saires- k est le nombre de couples (site, requête), en l'occurrence 12. 
La mesure que nous utilisons pour évaluer l'efficacité d'un moteur de recherche est la pré-
cision moyenné. Pour une requête donnée, la précision moyenne est calculée de la façon 
suivante. D'abord on calcule la précision après que chaque document pertinent à la requête 
est récupéré par le moteur. Si un document pertinent n'est pas récupéré par le moteur la 
précision associée à ce document vaudra O. On obtient ainsi pour chaque requête autant de 
valeurs de précisions que cette requête a de documents pertinents, la moyenne de toutes ces 
valeurs est ensuite calculée. 
Nous avons appelé une itération le processus composé d'une indexation suivie de l'appa-
riement d'une requête aux documents indexés d'où résulte une liste de documents considérés 
pertinents à la requête. Nous avons expliqué comment on a choisi les itérations, en termes de 
paramètres du système, qui nous ont permis d'estimer les valeurs optimales des paramètres. 
Il nous reste à préciser comment nous avons construit les requêtes utilisées dans les itérations. 
Le langage de requête que nous avons proposé dans la section 3.3.2 est composé de deux 
champs: le sujet de la requête (qsujet) et le contexte de la requête (qcontexte)· Or, les topiques 
TREC dont nous disposons sont composées de trois champs : <title>, <description> et 
<narrative>. Pour construire les requêtes de cette première étape d'expérimentations nous 
avons utilisé uniquement le champs <title> des topiques. Nous avons associé les termes du 
champ <ti tle> au champ qsujet mais aussi au champ qcontexte des nos requêtes. 
L'hypothèse sous-jacente à l'association des termes de la requête non seulement au sujet 
de la requête mais aussi au contexte de la requête est que, bien que les termes de la requête 
traduisent - plus ou moins bien - l'information qu'une page pertinente doit véhiculer, ces 
termes ne se trouvent pas forcément dans la page elle-même, ils peuvent se trouver dans ses 
pages contextuelles. Nous pourrions concevoir une heuristique pour essayer de distinguer les 
termes de la requête qui seraient plutôt liés aux contextes des pages pertinentes à la requête, 
et les associer au champ contexte dans notre requête à deux champs. Cependant, vue la 
longueur moyenne des requêtes que nous utilisons, soit 2.3 termes, ces termes n'existent pas 
toujours. 
8 Les mesures d'évaluation les plus connues dans la recherche d'information sont le taux de précision et le 
taux de rappel. Si l'on considère la liste de réponses renvoyés par un système en réponse à une question, la 
précision correspond au pourcentage des documents récupérés qui sont connus comme étant pertinents. Le 
taux de rappel correspond au pourcentage de tous les documents connus comme étant pertinents qui ont été 
récupérés. 
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À travers les itérations que nous venons de décrire les valeurs optimales des quatres p~­
ramètres listés dans le tableau 4.2 sont estimées et la première étape des expérimentations 
s'achève. Passons donc à la description de la deuxième étape des expérimentations. 
Deuxième étape 
L'objectif de cette deuxième étape des expérimentations est d'évaluer indirectement l'effi-
cacité des deux méthodes de découverte de pages complémentaires que nous avons proposées 
dans les sections 3.2 et 3.4. Nous l'évaluons indirectement puisque l'efficacité que nous cal-
culons réellement est celle des moteurs de recherche qui intègrent l'information des pages 
complémentaires. Nous supposons que l'efficacité du moteur de recherche intégrant l'infor-
mation contextuelle et l'efficacité de la méthode de découverte des pages complémentaires 
sont directement proportionnelles. 
L'idée de départ consistait à tester les 871 sites de la collection qui sont pertinents à au 
moins l'un des 50 topiques que nous avons utilisés. Cependant, pour une question de temps 
de calcul (cf. section 3.6) nous avons sélectionné pour les tests les sites contenant au plus 
700 pages. Avec cette limite sur le nombre de pages nous sommes passés de 871 sites à 641 
sites. D'autres facteurs évoqués dans la section 4.4.2 ont fait que l'ensemble des sites testés a 
été encore réduit à 523 sites. Pour chaque site nous avons généré des requêtes pour tous les 
topiques auxquels le site est pertinent. 
Dans cette deuxième étape d'expérimentations nous avons voulu comparer l'efficacité de 
trois configurations possibles pour un moteur de recherche : 
1. un moteur de recherche disposant d'un index traditionnel plat (index construit sans 
l'utilisation de l'information contextuelle des pages); 
2. un moteur de recherche disposant d'un index intégrant un seul niveau de nœuds contex-
tuels; 
3. un moteur de recherche disposant d'un index intégrant la hiérarchie de contextes. 
Bien entendu la configuration que nous avons considérée comme référence est celle où l'in-
dex des pages est plat; l'index d'une page étant dérivé seulement de son propre contenu. 
Par rapport aux requêtes que nous avons utilisées dans les expérimentations de cette 
deuxième étape, nous avons dérivé deux types de requête différents, que nous noterons Rtt 
et Rtn, à partir de chaque topique TREC. Les requêtes du type Rtt sont construites de la 
même façon que celles utilisées dans la première étape des expérimentions, c.-à-d. le contenu 
du champ <title> des topiques est associé aussi bien au sujet de la requête (champ qsujet) 
qu'au contexte de la requête (champ qcontexte)· Pour les requêtes de type Rtn, nous avons asso-
cié au sujet de la requête le contenu du champ <title> du topique et, pour ce qui concerne le 
contexte de la requête, nous lui avons associé le contenu du champ <narrative> des topiques. 
Pour ce qui concerne les requêtes de type Rtn, dans le champ <narrative> des topiques 
nous trouvons une explication plus détaillée du besoin d'information exprimé par les mots-
clés composant le champ <title>. L'hypothèse sous-jacente à l'association du contenu du 
champ <narrative> au champ contexte de la requête est que le champ <narrative> sert 
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à contextualiser le besoin d'information originalement spécifié par le(s) terme(s) contenu(s) 
dans le champ <title>. 
Site i pertinent au topique x 
Requête 
q_sujet = titre ( topique ) 
q_contexte =titre ( topique) 
Requête 
q_sujet = titre ( topique ) 
q_contexte = tllUTlltion ( topique ) 
-f Indexationplate Indexation avec 1 niveau contextuel Indexation avec hiérarchie de contextes 
-f Indexationplate Indexation avec 1 niveau contextuel Indexation avec hiérarchie de contextes 
FIG. 4.1: Tests effectués pour un site i pertinent à un topique x. 
Prenons comme exemple un site pertinent à plus d'un topique. Pour tester ce site nous 
l'indexons en créant la hiérarchie de contextes. Ensuite, pour chaque topique ti auquel le 
site est pertinent nous exécutons deux itérations : une première itération où une requête de 
type Ru, dérivée de ti, est utilisée et une deuxième itération où une requête de type Rtn, 
dérivée aussi de ti, est utilisée. Pour chacune des deux requêtes, le moteur de recherche que 
nous avons implémenté répond avec trois listes de documents qu'il a considérés comme étant 
pertinents aux requêtes. La première liste est issue de l'utilisation par le moteur d'une fonction 
de correspondance traditionnelle pour estimer le degré de pertinence des pages, i.e. la valeur 
de R(Pa·· Q). Pour cela, les index des pages qui sont utilisés sont ceux générés seulement à 
partir du contenu des pages et la valeur R(px, Q) est caculée d'après la formule qui suit : 
p 
R(px, Q) = Sim(px, Q) = L Wik · Wqk (4.1) 
k=l 
où Q est la requête composée de qsujet + qcontexte. Wik représente le poids associé au terme 
tk dans la page Px, Wqk représente le poids associé au terme tk dans la requête Q et p est 
le nombre de termes différents présents dans les pages qui forment le site analysé. Bien 
entendu, la pondération des termes trouvés dans les pages et dans les requêtes est faite selon 
les équations 3.3 et 3.14 respectivement. 
Le calcul de l'équation 4.1 ne reprend que le premier facteur des formules 3.15 et 3.21, res-
pectivement adoptées par une indexation contextuelle utilisant le premier ou tous les niveaux 
de la hiérarchie de contextes. 
Dans la deuxième liste les classements sont établis à partir des index générés à partir du 
contenu des pages et du premier niveau de la hiérarchie de contextes (cf. section 3.3); la 
fonction de correspondance utilisée pour calculer R(px, Q) est l'équation 3.15. Finalement, 
pour ce qui concerne la troisième liste, les classements sont établis à partir des index générés 
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à partir du contenu des pages et de la hiérarchie de contextes complète (cf. section 3.5); la 
fonction de correspondance utilisée dans le calcul de R(px, Q) est l'équation 3.21. 
4.4 Les résultats 
Dans cette section nous exposons et commentons les résultats obtenus par les deux étapes 
expérimentales que nous venons de décrire. 
4.4.1 Résultats sur un ensemble réduit de sites : estimation des valeurs des 
paramètres 
Pour la première étape des expérimentations nous avons sélectionné 12 couples (sitei, 
topiquej) -le site sitei étant pertinent au topique topiquej -pour trouver les valeurs op-
timales des quatre paramètres listés dans le tableau 4.2. Deux critères ont été utilisés pour 
choisir ces couples : le nombre de pages de sitei et le nombre de pages de sitei qui sont 
pertinentes au topique topiquej. Pour ce qui est du nombre de pages nous avons choisi des 
sites contenant environ 200 pages (valeur proche de la moyenne de 145 pages par site, carac-
téristique de la collection). Nous avons également inclus des sites ayant un nombre de pages 
bien supérieur et inférieur à la moyenne. 
Par rapport au nombre de pages pertinentes à un topique nous avons choisi des sites ayant 
au moins 5 pages pertinentes pour un même topique. De cette façon nous avons pu utiliser 
la mesure de la précision moyenne pour évaluer l'efficacité du moteur de recherche avec les 
différentes combinaisons de valeurs des paramètres. Si nous analysons la distribution de pages 
pertinentes par topiques et par site, nous nous aperçevons que lorsqu'un site est pertinent 
à un topique, il contient souvent un nombre très réduit de pages qui sont pertinentes à ce 
topique. Le cas le plus courant étant celui où un site contient une seule page pertinente à un 
topique donné. 
Dans le tableau 4.3 nous proposons une description sommaire des 12 sites que nous avons 
testés dans cette première étape des expérimentations. La quatrième colonne libellée Max. to-
piquE spécifie le topique pour lequel le site contient le plus de pages pertinente et la. cinquième 
et dernière colonne indique le nombre de pages pertinentes à ce topique. Les couples que nous 
avons choisi cl 'utiliser dans cette première étape sont composés des 12 sites et des max. topique 
qui leur sont associés, par exemple, (online96.com:80,t462) et (www.aclu.org:80,t464). 
Tel que nous l'avons expliqué dans la section 4.3.2 nous avons exécuté les 14 itérations pour 
chacun des 12 sites listés dans le tableau 4.3. Les résultats de ces itérations sont présentés 
paramètre par paramètre dans les tableaux 4.4, 4.5, 4.6 et 4.7. Dans chacun des tableaux 
est illustrée la. précision moyenne associées aux différents valeurs possibles pour le paramètre 
dont il est question dans le tableau. Rappelons que dans les itérations de cette première étape 
nous avons utilisé une indexation de pages qui bénéficie d'un seul niveau de contextes. À titre 
indicatif, nous avons aussi inclus dans chaque tableau la. précision moyenne des itérations où 
l'indexation plate a été utilisée, i.e. l'indexation où seul le contenu des pages est utilisé dans la 
construction de leur index. Rappelons qu'une indexation plate ne dépend d'aucun des quatre 
paramètres qui font l'objet de cette section. 
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TAB. 4.3: Propriétés des sites utilisés dans la première étape des expérimentations 
Machine hôte #pages #topiques Max. topique # pages pertinentes 
et port pertinents à max. topique 
online96.com :80 256 1 t462 7 
www .aclu.org:80 570 4 t464 5 
www .curbet.com :80 135 1 t457 5 
www .safaar .corn :80 281 1 t458 7 
www .charity.org:80 65 1 t453 12 
www.kdux.com:80 140 1 t494 7 
www .copywriter .com:80 44 1 t474 6 
www .druginfonet.com :80 306 2 t454 5 
www .sando.com:80 104 2 t478 7 
www. vitapro.com:80 102 2 t453 5 
www .eatright.org:80 252 2 t489 5 
ptr .ok-connect.com :80 567 1 t493 5 
La tableau 4.4 analyse le paramètre a qui pondère l'influence du contenu des pages et de la 
structure qui les relie dans l'estimation de la complémentarité entre elles (cf. équation 3.1). 
Nous avons testé cinq valeurs et celle qui a généré le meilleur résultat en termes de précision 
à été la valeur 0.75. C'est donc cette valeur que nous avons choisie comme valeur optimale 
pour le paramètre p1 • Il est cependant vrai que la précision qui lui est associée est très proche 
de celle générée par la situation où p1 est positionné à 0.5 valeur que nous avions. définie 
comme valeur par défaut. Finalement, la précision la plus élevée atteinte en faisant varier la. 
valeur de Pl est à peine su périe ure ( + 2.28%) à celle associée à une indexation plate des pages. 
Pour ce qui concerne le tableau 4.5 nous avons trouvé la combinaison {0, 0, 1} comme étant 
la. meilleure pour le paramètre P2· Les précisions associées aux différentes valeurs possibles 
pour P2 sont bien plus serrées que celles de l'analyse du paramètre p1 . Si l'on considère qu'une 
différence inférieur à 5% dans la précision n'est pas significative, on peut considérer que les 
7 combinaisons que nous avons testées pour les paramètres (3, "/ et À génèrent des précisions 
équivalentes. Malgré cela, nous avons choisi la combinaison {0, 0, 1} qui a généré une précision 
moyenne un peu supérieure à celle générée par la combinaison {0.333, 0.333, 0.333}. 
Pour ce qui est du paramètre concernant l'algorithme de clusterisation à utiliser dans le 
regroupement des pages complémentaires, la précision générée par le moteur lorsque l'algo-
rithme du lien-complet est utilisé est nettement supérieure à celles générées par les deux 
autres algorithmes comme on le voit dans le tableau 4.6. Puisque le lien-complet est un 
algorithme qui génère des clusters disjoints, l'indexation qui nous allons utiliser dans la pro-
chaine étape des expérimentations considérera qu'une page ne peut appartenir qu'à un seul 
document. Tel que nous l'avons évoqué dans la. section 2.2.1 il s'agit d'une simplification. 
Cependant, d'après nos premières expérimentations, l'algorithme de l'étoile semble ne pas 
être efficace dans le regroupement des pages complémentaires. Une extension de notre étude 
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TAB. 4.4: Valeurs concernant l'estimation de la valeur optimale du paramètre a de l'équation 
3.1 
Paramètre Pl 
valeurs possibles précision moyenne 
0 0.3944 
0.25 0.4288 
0.5 (défaut) 0.4482 
0.75 0.4526 
1 0.4402 
' .. . . 
1 precision moyenne pour une Indexation plate 0.4425 
1 valeur optimale pour Pl 0.75 
TAB. 4.5: Valeurs concernant l'estimation de la valeur optimale des paramètres (3, 'Y et À de 
l'équation 3.7 
Paramètre P2 




{0.5, 0.5, 0} 0.43303 
{0.5, 0, 0.5} 0.44006 
{0, 0.5, 0.5} 0.44292 
{0.333, 0.333, 0.333} (défaut) 0.44820 
' .. . . 
1 precisiOn moyenne pour une Indexation plate 0.4425 
1 valeur optimale pour p2 {0,0,1} 
pourrait inclure l'analyse du comportement d'autres algorithmes de clusterisation produisant 
des dusters non-disjoints. 
Par rapport au paramètre p4 , nos analyses (cf. tableau 4.7) indiquent que la méthode du 
seuil moyen est meilleure que la méthode de la généralisation de tf x idf dans le calcul du 
contenu d'un nœud contextuel. Alors que cette dernière méthode génère une précision très 
proche de celle générée par l'indexation plate, la méthode du seuil moyen, plus simple, affiche 
un gain de 6.3% par rapport à l'indexation plate. 
Ainsi les valeurs optimales déduites à partir de ces premiers tests pour les paramètres listés 
dans le tableau 4.2 sont les suivantes : (i) la valeur a pour 0.75; (ii) les valeurs 0, 0 et 1 pour 
(3, 'Y et À respectivement; (iii) la méthode de clusterisation du lien-complet et (iv) la méthode 
du seuil moyen. 
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TAB. 4.6: Valeurs concernant l'estimation de la valeur optimale du paramètre qui définit la 
méthode de clusterisation 
Paramètre P3 
valeurs possibles précision moyenne 
méthode de l'étoile 0.3423 
méthode du lien complet (défaut) 0.4482 
méthode de Ward 0.3681 
précision moyenne pour une indexation plate 0.4425 
valeur optimale pour P3 méthode du lien complet 
TAB. 4.7: Valeurs concernant l'estimation de la valeur optimale du paramètre qui définit la 
méthode du calcul du contenu d'un nœud contextuel 
Paramètre P4 
valeurs possibles précision moyenne 
méthode du seuil moyen 0.4766 
méthode de la généralisation de tf x idf (défaut) 0.4482 
. . . précision moyenne pour une mdexat10n plate 0.4425 
valeur optimale pour P4 seuil moyen 
Si l'on compare la meilleure précision moyenne des 14 combinaisons de valeurs de para-
mètres que nous avons testées (0.4766) avec la précision générée par l'indexation plate (0.4425) 
nous constatons un gain de 7.7%. Cette meilleure précision est obtenue lorsque le paramètre 
p.1 a comme valeur la. méthode du seuil moyen et tous les autres paramètres sont positionnés 
à leur valeur par défaut. 
Notons que par rapport aux valeurs par défaut que nous avons définies en amont de cette 
première étape des expérimentations, trois paramètres (p1 , pz et p4) parmi les quatre exis-
tants ont des valeurs optimales différentes de leurs valeurs par défaut. Toutefois, l'analyse des 
tableaux concernant p1 et p2 montre que les précisions générées par leurs valeurs optimales 
sont très proches de celles générées par les valeurs par défaut. La. seule vrai surprise est liée 
à la valeur optimale du paramètre p4 qui génère une précision qui est en moyenne 6.3% su-
périeure à celle générée par la valeur par défaut. 
Dans cette première phase d'expérimentations nous avons procédé à d'autres tests utilisant 
le même ensemble de sites décrits dans le tableau 4.3. Après avoir estimé les valeurs optimales 
des quatre paramètres, nous avons voulu comparer la performance moyenne d'une indexation 
qui utilise un seul niveau de la hiérarchie avec celle d'une indexation plate. Les requêtes que 
nous avons utilisées sont les mêmes que celles utilisées dans les expérimentations qui nous 
ont permis d'estimer les valeurs optimales des paramètres. 
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Le tableau 4.8 illustre les précisions moyennes pour chacun des 12 sites testés. Ces don-
nées nous permettent d'analyser les résultats en fonction du nombre des sites pour lesquels 
les approches qui utilisent l'information contextuelle des ,pages affichent une précision supé-
rieure, inférieure ou égale à la précision affichée par une approche où une indexation plate est 
utilisée. Si nous considérons qu'une différence inférieure ou égale à 5% n'est pas significative, 
les données de le tableau 4.8 nous montrent que pour 7 sites une indexation qui utilise un 
seul niveau de contextes génère une précision supérieure à une indexation plate. Pour 2 sites 
les deux types d'indexation (contextuelle et plate) génèrent des précisions équivalentes. Par 
conséquent, l'indexation plate est plus efficace qu'une indexation qui utilise de l'information 
contextuelle seulement pour trois sites parmi les 12 testés. 
TAB. 4.8: Taux de précision moyenne par site pour les sites utilisés dans la première étape 
des expérimentations 
Preeind plate Pree1 niveau Diff. % entre 
Pree1 niveauetPreeind plate 
online96.com:80 0.3030 0.2919 -3.80% (=) 
www .aclu.org:80 0.5456 0.5836 +6.96% 
www.curbet.com:80 0.9429 1.0000 +6.05% 
www .safaar .corn :80 0.2828 0.5620 +98.72% 
www .charity.org:80 0.5963 0.6983 +17.10% 
www.kdux.com:80 0.2428 0.2637 +8.61% 
www .copywriter .com:80 0.2674 0.1381 -93.63% 
www .druginfonet.com:80 0.4497 0.5699 +26.73% 
www .sando.com :80 0.1519 0.1438 -5.63% 
www.vitapro.com:80 0.6433 0.6433 0% (=) 
www .eatright.org:80 0.1658 0.2070 +24.85% 
ptr .ok-connect.com:80 0.9029 0.7544 -19.68% 
Vu le nombre réduit de sites utilisés dans cette première étape des expérimentations, il 
est probable que les valeurs que nous avons estimées comme étant optimales pour les quatre 
paramètres (cf. tableau 4.2) ne le soient pas vraiment. D'autre part, les valeurs par défaut 
que nous avons prédéfinies pour chacun des paramètres peuvent influer beaucoup le calcul 
des valeurs optimales. Par ailleurs, ces sites peuvent présenter des caractéristiques qui ne se 
retrouvent pas dans un ensemble plus important de sites. Ainsi, la supériorité de l'efficacité 
générée par une indexation contextuelle par rapport à l'efficacité entraînée par l'indexation 
plate que nous avons observée pour ce premier sous-ensemble réduit de sites n'implique pas 
nécessairement que le même scénario se reproduira dans le contexte d'un ensemble de sites 
bien plus grand. Cependant, nous pensons que ces résultats donnent déjà des indications sur 
l'utilité de l'approche qui consiste à utiliser de l'information contextuelle dans l'index des 
pages. 
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4.4.2 Résultats sur l'ensemble de sites 
Dans cette section nous exposons les résultats de la deuxième étape des expérimentations. 
Comme nous l'avons dit plus haut, dans cette deuxième étape nous avons fixé les valeurs 
des paramètres du système (cf. tableau 4.2) aux valeurs optimales découvertes dans la pre-
mière étape et avons fait tourner le système avec un nombre plus important de couples (sitei, 
topiquej). Rappelons que seulement 12 couples ont été utilisés dans la première étape. 
Nous avons souhaité tester le système sur des sites (i) étant pertinents à au moins l'un des 
topiques de l'ensemble que nous avons utilisé ( t451, ... , t500) et (ii) contenant au plus 700 
pages. Parmi les 11673 sites de la collection WT10g seuls 871 sont pertinents à au moins un 
topique. Finalement, de ces 871 sites, 641 contiennent un nombre de pages inférieur ou égal 
à 700. 
En outre, les topiques t456, t481 et t495 n'ont pas été utilisés dans les tests à cause de 
l'existence de chiffres dans certains de leurs 3 champs : <ti tle>, <narrative> et <description>. 
Par exemple, le champ <title> du topique t456 contient le texte « Where can I find infor-
mation on the decade of the 1920's? » • Étant donné que notre analyseur syntaxique (parseur) 
supprime les chiffres du texte analysé, le texte que nous venons de citer est réduit au texte 
« information decade » après analyse syntaxique et suppression des mots vides. Dans cet 
exemple, le terme 1920 est fondamental dans le besoin d'information exprimé par le topique 
et de ce fait, son exclusion lors d'une étape de pré-traitement des requêtes nuit à l'efficacité 
du moteur de recherche. Pour les deux autres topiques cités la situation est similaire. De ce 
fait, les sites qui sont pertinents à un seul topique figurant parmi les trois topiques cités plus 
haut n'ont pas été utilisés dans les tests; 118 sites ont été éliminés pour cette raison9 • Notons 
que si ces topiques n'avaient pas été ignorés dans les tests, non seulement l'indexation contex-
tuelle que nous proposons mais aussi l'indexation plate traditionnelle entraîneraient toutes 
les deux une baisse dans l'efficacité du système. Comme nous voulons comparer l'efficacité 
des deux approches, l'inclusion ou non de ces 3 topiques n'a pas une vraie influence sur les 
résultats des comparaisons. 
Ainsi, dans cette deuxième étape des expérimentations, nous avons étudié la performance 
du système que nous avons proposé sur 523 sites différents. La liste des sites testés ainsi que les 
topiques auxquels ils sont pertinents est disponible dans l'annexeE. Pour un site donné nous 
avons testé tous les topiques auxquels ce site est pertinent10 . Le nombre de couples (sitei, 
topiquej) testés dans cette étape s'élève donc à 620. Cela fait une moyenne de 1.2 topique 
pertinent par site. En analysant la liste de sites dans les annexes nous pouvons effectivement 
constater le nombre élevé de sites qui sont pertinents à un seul topique. Ensuite, pour chaque 
couple ( sitei, topique j) les six itérations illustrées dans la figure 4.1 (p. 128) ont été exécutées. 
Après, pour les requêtes de type Rtt -requêtes (titre,titre) - ainsi que pour les requêtes 
de type Rtn - requêtes (titre,narration) - nous calculons la précision moyenne (sur l'en-
semble de topiques auquel un site est pertinent) générée (i) par l'indexation plate, (ii) par 
9 À lui seul, le topique t495 a entraîné l'exclusion de 98 sites des tests, i.e. dans la collection de départ 98 sites 
sont pertinents uniquement au topique t495. 
10Rappelons qu'un site est pertinent à un topique s'il contient au moins une page qui est connue comme étant 
pertinente au topique. 
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l'indexation qui utilise un niveau de la hiérarchie de contextes et (iii) par l'indexation qui 
utilise la hiérarchie de contextes entière. 
Comme on avait fait dans l'analyse des résultats de la première étape nous proposons dans 
les tableaux 4.9 et 4.10 une analyse des résultats en fonction du nombre des sites pour les-
quels les approches qui utilisent l'information contextuelle des pages affichent une efficacité 
supérieure, inférieure ou équivalente (seules les différences supérieures à 5% par rapport à la 
précision entraînée par l'indexation plate sont significatives) à l'efficacité affichée par l'ap-
proche où l'indexation plate est utilisée. 
TAB. 4.9: Analyse des résultats par rapport au nombre de sites où une indexation contextuelle 
génère une précision supérieure, inférieure ou équivalente à celle générée par une indexation 
plate. Requêtes de type (titre, titre) 
Requêtes de type (titre, titre) 
Prec1 niveau X PreCind plate Prechiérarchie X PreCind plate 
> 75 77 
- 331 328 -
< 117 118 
Les tableaux 4.9 et 4.10 montrent que malgré le fait que l'indexation contextuelle soit 
préférable à l'indexation plate pour un nombre significatif des sites testés, la. performance 
entraînée par l'indexation contextuelle est relativement bien inférieure à celle observée dans 
la première étape où seuls 12 sites avaient été testés. Dans le tableau 4.8 qui résume les 
résultats de la première étape, nous avons montré que pour les requêtes Rtt, nous pouvons 
observer que l'efficacité entraînée par l'indexation contextuelle a. été nettement supérieure à 
l'indexation plate pour 7 des sites testés; et, au contraire, inférieure pour seulement :3 des 
sites testés. Les résultats de la deuxième étape montrent une tendance contraire. Par exemple, 
le tableau 4.9 montre que pour les requêtes Ru, une indexation contextuelle entraîne une effi-
cacité supérieure à celle d'une indexation plate pour 75 sites (resp. 77 sites) et. a.u contraire. 
inférieure pour 117 sites (resp. 118 sites) lorsque le premier niveau (resp. tous les niveaux) 
de la hiérarchie de contextes est(sont) utilisé(s). La supériorité de l'indexation plate sur l'in-
dexation contextuelle est encore plus marqué lorsque les requêtes de type Rtn sont utilisées 
(cf. tableau 4.10). 
Étant donné ces résultats très défavorables nous nous sommes tournés vers une analyse de 
la formule de pertinence - que nous rappelons ci-dessous - utilisée par le système. 
R(px, Q) = Sim(px, qsujet + qcontexte) · ( max (Sim(Contk. qcontexte) · Att(px, Contk)) + Sim(px, qcontexte)) k=l,···,n 
(4.2) 
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TAB. 4.10: Analyse des résultats par rapport au nombre de sites ou une indexation contex-
tuelle génère une précision supérieure, inférieure ou équivalente à celle générée par une in-
dexation plate. Requêtes de type (titre, narration) 
Requêtes de type (titre, narration) 
Prec1 niveau X PreCind plate PreChiérarchie X PreCind plate 
> 72 68 
- 261 265 -
< 190 190 
Nous avons décidé de manipuler l'équation à deux endroits différents. D'abord nous avons 
souhaité tester le remplacement du facteur Sim(px, qsujet + qcontexte) par Sim(px, qsujet)· La 
raison initiale de l'utilisation de qcontexte dans Sim(px, qsujet + qcontexte) consistait à prévoir 
des situations où une page constituerait un document à part entière et, de ce fait, pourrait 
contenir non seulement les termes associés au champ qsujet de la requête mais aussi les termes 
associés au champ qcontexte· Or, le terme Sim(px, qcontexte) prévoit déjà dans une certaine me-
sure cette situation. En outre, le facteur Sim(px, qsujet + qcontexte) risque de récupérer des 
pages qui bien qu'associées aux termes de qcontexte peuvent ne pas être associées du tout aux 
termes du champ qsujet et, de ce fait, le système risque d'estimer des degrés de pertinence 
élevés pour des pages très génériques. 
Le deuxième endroit que nous avons décidé de manipuler dans la formule de pertinence 
originale a été l'intensité de l'attachement d'une page à un contexte. Au lieu de considérer 
que lorsqu'une page est attachée à un contexte elle l'est à un certain degré qui varie entre 
0 et 1, nous avons décidé de tester une intensité d'attachement binaire. Autrement dit, plu-
tôt que de faire varier la valeur Att(p, Contq) (cf. équation 4.2) dans l'intervalle [0, 1] nous 
avons décidé de tester le système avec la valeur Att(p, Contq) pouvant prendre seulement 
deux valeurs, 0 ou 1. Plus précisément, si une page est attachée à un contexte, i.e. s'il existe 
un chemin entre la page et le contexte en question (cf. figure 3.17)- l'intensité de cet at-
tachement vaut 1 sinon elle vaut O. Nous avons décidé de tester cette modification puisque 
nous craignons que le facteur Att(px, Contk) soit en train d'annuler l'influence du facteur 
Sim(Contk. qcontexte) dans l'estimation de pertinence des pages. En positionnant à. 1 la va-
leur de Att(px, Contk) lorsque la page Px est attachée au contexte Contk nous garantissons 
que l'influence de Sim(Contk. qcontexte) est maintenue. 
Ces deux variations que nous avons souhaitées tester nous ont mené à tester trois nouvelles 
versions de la formule de pertinence originale. Ces différentes versions sont décrites ci dessous : 
R(Px, Q) = Sim(px, qsujet + qcontexte) · ( max (Sim( Contk, qcontexte) · Attbin (Px, Contk)) + Sim(px, qcontexte)) 
k=l,-·· ,n 
(4.3) 
R(Px, Q) = Sim(px, qsujet) · ( max (Sim( Contk, qcontexte) · Att(px, Contk)) + Sim(px, qcontexte)) 
k=l,··· ,n 
(4.4) 
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R(px, Q) = Sim(px, qsujet) · ( max (Sim(Contk, qcontexte) · Attbin(Px, Contk)) + Sim(px, qcontexte)) 
k=l,-·· ,n 
(4.5) 
où Attbin(Px, Contk) vaut 1 si la page Px est attachée au contexte Contk et 0 sinon. Dans la 
suite nous noterons FA la formule de pertinence originale, i.e. l'équation 4.2, FB l'équation 
4.3, Fe l'équation 4.4 et Fn l'équation 4.5. Notons que dans FB ainsi que dans Fe seule une 
des modifications évoquées plus haut a été introduite dans la formule de pertinence alors que 
dans Fn les deux modifications ont été introduites ensemble. 
Ensuite nous avons procédé à trois séries de tests. Dans chaque série, le système est confi-
guré d'une manière optimale, i.e. les valeurs des paramètres sont positionnées à leurs valeurs 
optimales, et le système utilise une des trois différentes versions de la formule de pertinence 
( FB, Fe et Fn). Les résultats issus de la série de tests où la formule de pertinence originale FA 
a été utilisée ont déjà été exposés (cf. tableaux 4.9 et 4.10). Ces résultats se sont avérés très 
défavorables pour ce qui est de l'indexation contextuelle que nous proposons dans cette étude. 
Dans la suite nous exposons et comparons ces derniers résultats avec ceux issus des trois 
séries de tests où les versions modifiées de la formule de pertinence originale ont été utilisées. 
Nous analysons ces résultats en deux parties différentes : la première analysera les résultats 
associés à l'utilisation des requêtes de type Ru et la deuxième partie concernera les requêtes 
de type Rtn· 
4.4.2.1 Analyse des résultats issus des variations des formules de pertinence pour 
les requêtes de type Rtt 
Dans le tableau 4.11 nous exposons les performances générées par les quatre formules de 
pertinence que nous avons introduites plus haut lorsque les requêtes Rtt sont utilisées. Rappe-
lons l'interprétation des valeurs affichées dans le tableau. Les valeurs de la ligne intitulé ">" 
correspond au nombre de sites pour lesquels l'indexation contextuelle a généré une précision 
moyenne supérieure d'au moins 5% à l'indexation plate. Le premier nombre de cette ligne 
(deuxième colonne) concerne l'indexation contextuelle qui utilise un seul niveau de la hiérar-
chie de contextes et le deuxième nombre correspond à la situation où l'indexation contextuelle 
utilise tous les niveaux de la hiérarchie de contextes. L'interprétation des lignes intitulées "<" 
et ··=" sont analogues. Notons que les nombres indiquant la performance de la formule FA 
sont ceux que l'on a déjà exposées dans les tableaux 4.9 et 4.10. 
Notons que les performances des formules FB et Fn sont quasiment identiques. Cela s'ex-
plique par le fait que la seule différence entre les deux formules se trouve dans le premier 
facteur du produit dans lequel la formule de pertinence peut être résumée. Dans FB le fac-
teur est Sim(p, qsujet + qcontexte) alors que dans Fn le facteur en question est Sim(p, qsujet ). 
Comme nous sommes en train d'analyser les performances pour les requêtes de type Rtt, les 
requêtes utilisées dans les deux calculs, i.e. ( qsujet + qcontexte) pour FB et qsujet pour Fn, sont 
similaires dans la mesure où elles contiennent les mêmes termes, ceux du titre du topique 
duquel la requête a été dérivée. La seule différence est que dans Sim(p, qsujet + qcontexte) 
les termes de la requête apparaissent en double et, par conséquent, les poids qui leur sont 
associés par la formule de pondération (cf. équation 3.14) sont légèrement différents de ceux 
auxquels ils sont associés dans le calcul de Sim(p, qsujet). Cette différence n'entraîne pas une 
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TAB. 4.11: Performances des formules FA, FB, Fe et Fv sur les requêtes Rtt en termes de 
nombre de sites 
Requêtes de type (titre, titre) 
Prec1 niveau X PreCind plate PreChiérarchie X PreCind plate 
1 ~ 1 75 77 FA 117 118 331 328 
1 ~ 1 85 80 FB 76 74 362 369 
1 ~ 1 75 77 Fe 117 118 331 328 
1 ~ 1 85 80 Fv 76 74 362 369 
modification dans l'ordre des valeurs de pertinence finales des pages même si la différence des 
poids des termes de la requête modifie les valeurs de pertinence des pages. Pour cette même 
raison les performances des formules FA et Fe sont identiques. 
L'analyse du tableau 4.11 indique que les performances des formules FB et Fv sont lar-
gement supérieures à celle des formules FA et Fe. Cela indique que pour les requêtes Ru il 
est préférable d'utiliser une intensité d'attachement binaire entre une page et un contexte 
plutôt qu'une intensité variant dans l'intervalle [0, 1]. Autrement dit, dans la formule de per-
tinence il est préférable d'utiliser Attbin(Px,Contk) à Att(px,Contk)· Les mauvais résultats 
entraînés par l'utilisation de Att(px, Contk) indiquent que la formule 3.22 n'est pas adéquate 
pour calculer l'attachement et que d'autres formules devraient être étudiées. L'utilisation de 
rattachement binaire fait en sorte que l'intensité de l'attachement d'une page à un contexte 
n·a pas d'influence sur le calcul du terme max (Sirn(Contk,qcontexte) · Attbin(Px,Contk)) k=l,-··,n 
dans la formule de pertinence. 
En outre, le tableau 4.11 montre aussi qu'une indexation contextuelle qui utilise tous les 
niveaux de la hiérarchie de contextes est équivalente à une indexation qui utilise seulement 
un niveau de contextes. On peut résumer les résultats du tableau 4.11 par la constatation que 
l'indexation contextuelle et l'indexation plate entraînent des performances similaires lorsque 
les requêtes de type Ru sont utilisées. Un test du signe bilatéral effectué sur les résultats issus 
de l'utilisation de la formule Fv a montré que la différence entre l'efficacité des deux méthodes 
n'est pas statistiquement significative (p < 0.05). L'indexation contextuelle entraîne une per-
formance supérieure à celle entraînée par une indexation plate pour environ 15, 8% des sites 
alors que l'indexation plate entraîne une performance supérieure pour environ 14.3% des sites. 
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Nous avons aussi comparé les performances des différentes formules en termes du nombre 
de couples (site, topique) pour lesquels une indexation contextuelle entraîne une performance 
supérieure, inférieure ou équivalente à celle entraînée par une indexation plate. Ces perfor-
mances sont indiquées dans le tableau 4.12. Comme la plupart des 521 sites testés sont 
pertinents à seulement un topique (cf. annexe E), les performances relatives ne sont pas très 
différentes de celles indiquées dans le tableau 4.11. Un test du signe bilatéral a montré que 
pour ce qui est des résultats de l'utilisation de la formule Fn en termes de couples la différence 
entre la performance entraînée par l'indexation plate et l'indexation contextuelle à un seul 
niveau n'est pas statistiquement significative (p < 0.05). 
TAB. 4.12: Performances des formules FA, FB, Fe et Fn sur les requêtes Rtt en termes de 
nombre de couples 
Requêtes de type (titre, titre) 
Prec1 niveau X PreCind plate Prechiérarchie X PreCind plate 
1 FA 1 ~ 1 84 87 144 145 392 388 
1 FB 1 ~ 1 102 98 93 91 425 431 
1 Fe 1 ~ 1 84 87 144 145 392 388 
1 Fo 1 ~ 1 102 98 93 91 425 431 
Les performances entraînées par les formules FB et Fn (cf. tableaux 4.11 et 4.12) appuient 
dans une certaine mesure notre hypothèse de départ selon laquelle une page ne représente 
pas un volume d'information auto-explicative et qu'ainsi son index ne doit pas être généré 
uniquement à partir de son contenu. Même si d'après nos résultats l'indexation contextuelle 
pour les requêtes Rtt est aussi efficace que l'indexation plate, le fait que pour un pourcentage 
important de sites (ou de couples) l'indexation contextuelle ait été supérieure à l'indexation 
plate nous laisse présager qu'une indexation contextuelle peut effectivement améliorer la. ef-
ficacité d'un système de recherche d'information dans certaines situations. 
Cela. dit, le système que nous avons proposé dans le chapitre trois n'a. pas été conçu pour 
les requêtes Rtt où les termes associées au contexte de la requête, qcontexte, sont les mêmes que 
ceux associés au sujet de la requête, qsujet· Le système que nous avons proposé a. été conçu 
pour des requêtes où les termes associés au champ qcontexte contextua.lisera.ient les termes 
140 Chapitre 4. Application : les sites de la collection WT10g 
associés au champ qcontexte· Nous avons simulé ce type de requête en créant les requêtes Rtn à 
partir des topiques TREC. Dans la prochaine section, nous allons donc étudier la performance 
des formules FA, FB, Fe et Fn pour la situation où les requêtes Rtn sont utilisées. 
4.4.2.2 Analyse des résultats issus des variations de la formule de pertinence 
pour les requêtes de type Rtn 
Dans le tableau 4.13 nous exposons les performances générées par les quatre formules de 
pertinence, FA, FB, Fe et Fn que nous avons énumérées dans la section précédente, pour les 
requêtes Rtn où le sujet de la requête est associé aux termes du champ <title> d'un topique 
TREC et le contexte de la requête est associé aux termes du champ <narrative> de ce même 
topique. Bien entendu, dans les tests que nous évoquons dans cette section nous avons utilisé 
les 523 sites et les 620 couples (site, requête) qui leur sont associés. Une dernière remarque à 
faire avant de passer à l'analyse des résultats est que dans le tableau 4.13 nous avons affiché 
la performance des différentes formules de pertinence non seulement en termes de nombre de 
sites mais aussi en termes de couples (nombres entre parenthèses) pour lesquels une indexa-
tion contextuelle entraîne une efficacité supérieure, inférieure ou similaire à celle entraînée 
par une indexation plate. Notons aussi que les données correspondant à la performance de la 
formule FA ont déjà été évoquées dans le tableau 4.10. 
TAB. 4.13: Performances des formules FA, FB, Fe et Fn sur les requêtes Rtn en termes de 
nombre de sites et de couples 
Requêtes de type (titre, narration) 
Prec1 niveau X PreCind plate Prechiérarchie X PreCind plate 
> 72 (84) 68 (80) 
FA < 190 (223) 190 (223) 
- 261 (313) 265 (317) -
> 79 (97) 79 (97) 
FB < 160 (185) 164 (188) 
- 284 (338) 280 (335) -
> 128 (144) 127 (144) 
Fe < 99 (120) 102 (124) 
- 296 (356) 294 (352) -
> 136 (163) 134 (160) 
Fn < 74 (86) 76 (89) 
- 313 (371) 313 (371) -
Selon les résultats nous pouvons constater que les performances des formules Fe et Fn 
sont proches l'une de l'autre mais nettement supérieures aux performances générées par les 
formules FA et FB. En comparant les formules Fe et Fn aux formules FA et FB nous remar-
quons que les bonnes performances de Fe et Fn doivent être dues à l'utilisation du facteur 
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Sim(px, qsujet) au lieu du facteur Sim(px, q8 ujet + qcontexte)· La crainte évoquée plus haut 
que l'utilisation de Sim(px, qsujet + qcontexte) associe des degrés de pertinence élevées à des 
pages très génériques pouvant ne pas être associées du tout au sujet de la requête semble se 
confirmer. 
En outre, comme nous l'avions constaté dans les tests concernant les requêtes Rtt, l'utili-
sation d'une intensité d'attachement binaire entre une page et un contexte est préférable à 
une intensité d'attachement qui varie dans l'intervalle [0, 1] et est calculée par l'équation 3.22. 
En effet la performance entraînée par la formule Fv est supérieure à celle entraînée par la 
formule Fe. Même si les données concernant ces deux formules indiquent que toutes les deux 
entraînent une efficacité supérieure à celle entraînée par une indexation plate, la performance 
de la formule Fv est nettement supérieure à celle de la formule Fe. 
Comme nous l'avions évoqué plus haut, il est probable que dans certaines situations la 
valeur Att(p, Contk) soit en train d'annuler l'influence du facteur Sim(Contk, qcontexte) dans 
le produit (Sim(Contk, qcontexte) · Att(px, Contk)). Une étude sur la distribution de la va-
leur de Att(px, Contk) devrait être faite afin d'analyser l'adéquation de l'équation 3.22 pour 
le calcul de Att(px, Contk)· Une intensité d'attachement binaire garantit que l'influence de 
Sim(Contk, qcontexte) est maintenue sur l'estimation du degré de pertinence d'une page à une 
requête. 
Finalement, comme on a constaté dans les résultats des tests sur les requêtes Rtt analy-
sés dans la section précédente, l'utilisation de tous les niveaux de la hiérarchie de contexte 
entraîne une performance qui est dans la plupart des cas similaire à celle entraînée par l'utili-
sation du premier niveau de contextes uniquement. Dans certains cas, l'utilisation de plusieurs 
niveaux entraîne une performance légèrement inférieure. Cela dit, les deux types d'indexation 
contextuelle (utilisation d'un seul niveau ou de tous les niveaux de la hiérarchie) entraînent 
une efficacité qui est largement supérieure à celle entraînée par une indexation plate pour 
l'ensemble de sites testés. Cela est particulièrement vrai lorsque la formule de pertinence 
Fv est utilisée. Un test du signe unilatéral a montré que la différence entre la performance 
entraînée par l'utilisation de Fv dans le cas d'une indexation contextuelle et celle entraînée 
par une indexation plate est statistiquement significative (p < 0.05). 
En effet .les bonnes performances des formules Fe et Fv appuient notre hypothèse de départ 
selon laquelle une page ne doit pas être systématiquement considérée comme un document 
à part entière. Par rapport au contenu d'une page HTML, il existe souvent de l'information 
contextuelle qui se trouve à l'extérieur de la page elle-même. En outre, dans la traduction du 
besoin d'information d'un utilisateur des termes de deux types différents peuvent co-exister : 
des termes fondamentaux dans le besoin d'information de l'utilisateur, ces termes se trou-
vant probablement sur des pages pertinentes à la requête, et d'autres termes qui (i) servent 
plutôt à. contextualiser les termes du premier type et (ii) ne se trouvent pas forcément dans 
des pages pertinentes mais dans des pages qui contiennent de l'information qui contextualise 
celle véhiculée par des pages pertinentes. Le processus d'estimation de la pertinence d'une 
page HTML à une requête doit considérer différemment les termes de la requête selon le type 
auquel ils appartiennent. 
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Cela dit, encore faut-il que la distinction des deux types de termes soit faite. On peut 
imaginer (i) que l'utilisateur puisse faire cette distinction lui-même lors de la formulation 
de sa requête où (ii) que le système intègre un module capable de faire cette distinction à 
travers l'utilisation d'un outil qui posséderait une connaissance des relations pouvant exister 
entre des termes (p.ex. un thésaurus). Cependant, si d'une part l'utilisateur ne pas se prêtera 
pas nécessairement à l'effort pour la distinction (nous revenons sur cette question dans la 
conclusion), d'autre part, le fait que pour deux besoins d'information différents les rôles 
de deux mêmes termes de la requête pourraient s'inverser, l'utilisation d'un module où les 
relations entre les termes sont pré-définies et éventuellement figées peut être problématique. 
Ainsi, le problème de la distinction des deux types de termes reste à étudier, et cela d'autant 
plus que dans le Web la probabilité qu'il existe des termes de deux types dans les requêtes est 
très basse vu que les requêtes soumises aux moteurs de recherche sont souvent très courtes. 
4.5 Résumé 
Dans ce chapitre nous avons détaillé les expérimentations que nous avons menées pour 
évaluer l'utilité des méthodes de découverte de pages complémentaires dans l'amélioration de 
l'efficacité d'un moteur de recherche. 
La collection de tests que nous avons utilisée est issue des conférences TREC des deux 
dernières années. Pour ce qui est des documents nous avons utilisé la collection WT10g. Par 
rapport aux requêtes nous avons exploité les topiques t451, ... , t500. 
Nos expérimentations se divisent en deux parties. Dans la première partie nous avons mené 
des tests sur un nombre réduit de sites afin d'estimer les valeurs optimales pour les paramètres 
des méthodes que nous avons proposées (cf. tableau 4.2). Une fois les valeurs optimales es-
timées, nous avons procédé à la deuxième étape des expérimentations où tous les sites de la 
collection ayant au plus 700 pages ont été testés. 
Les résultats de la première étape ont laissé présager que l'utilisation de l'information 
contextuelle des pages au sein d'un moteur de recherche pourrait entraîner une efficacité su-
périeure à celle entraînée par un moteur de recherche qui n'utiliserait pas de l'information 
contextuelle dans l'indexation des pages. Cependant, lorsque le système a été testé avec un 
nombre bien plus important de sites dans la deuxième étape, les résultats se sont inversés : 
l'indexation contextuelle a entraîné une efficacité bien inférieure à celle de l'indexation plate 
(cf. tableaux 4.9 et 4.10). 
Nous avons donc procédé à des manipulations sur la formule de pertinence originale en la 
modifiant sur deux endroits différents. Nous avons créé trois versions différentes de la. formule 
de pertinence originale et avons effectué des tests avec ces nouvelles versions de la. formule 
de pertinence. Finalement, nous avons comparé les résultats avec ceux issus des tests où la. 
formule de pertinence originale a été utilisée. 
L'analyse des résultats des derniers tests a été divisée en deux parties. Dans la première 
partie (section 4.4.2.1) nous avons analysé les résultats issus des itérations où les requêtes 
de type Rtt ont été utilisées. Les résultats ont indiqué que deux formules - FB et Fn -
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issues des variations de la formule de pertinence originale entraînent une efficacité supérieure 
à celle de l'indexation plate pour un nombre significatif des sites testés (cf. tableaux 4.11 et 
4.12); l'efficacité de l'indexation contextuelle pour la totalité des sites testés reste cependant 
comparable à celle de l'indexation plate. Cela dit, le système que nous avons proposé dans le 
troisième chapitre n'a pas été conçu pour répondre aux requêtes de type Rtt. 
La deuxième partie de l'analyse a concerné les résultats issus des itérations où les requêtes 
de type Rtn ont été utilisées (section 4.4.2.2). Rappelons que les requêtes de type Rtn sont les 
requêtes pour lesquelles le système a été originalement conçu. Notamment, la formule Fv a 
entraîné une efficacité largement supérieure à celle obtenue par une fonction de pertinence as-
sociée à une indexation plate (cf. tableau 4.13). Nous avons donc trouvé de fortes indications 
que (i) l'information contextuelle d'une page peut se trouver à l'extérieur de la page et son 
utilisation dans l'index de la page peut apporter une amélioration de l'efficacité du système 
et (ii) dans une requête il peut avoir des termes qui ne sont pas au même niveau dans l'ex-
pression d'un besoin d'information et leur distinction dans le processus d'estimation du degré 
de pertinence d'une page peut également apporter une amélioration de l'efficacité du système. 
Finalement les résultats ont donné des indications que l'indexation contextuelle utilisant la 
hiérarchie de contextes entière n'entraîne pas une efficacité supérieure à celle de l'indexation 
contextuelle où seul le premier niveau de contextes de la hiérarchie est utilisé (cf. tableaux 
4.11 et 4.12). Cela remet en cause la construction de la hiérarchie ainsi que son utilité dans 

















































5.1 Problème abordé 
Dans cette thèse nous nous sommes intéressés à la modélisation d'un système de recherche 
d'information appliqué aux systèmes hypertextes. Notre motivation est issue de l'observation 
que sous un format hypertextuel il n'est pas toujours facile d'identifier un document1 vue sa 
fragmentation en plusieurs nœuds. 
Comme un document hypertextuel est souvent fractionné en plusieurs nœuds, l'information 
véhiculée par un nœud Ni n'est pas dérivée uniquement de son contenu mais elle est aussi 
fonction du contenu d'autres nœuds faisant partie du même document que Ni. Autrement 
dit, souvent l'information véhiculée par un nœud ne peut pas être appréhendée à partir de 
la seule analyse de son contenu. Il existe souvent de l'information dans certains nœuds du 
voisinage d'un nœud donné qui contextualise l'information contenue dans ce dernier: il s'agit 
de nœuds que nous avons appelés dans ce rapport nœuds complémentaires. Si l'on considère 
le problème du côté des systèmes de recherche d'information, lorsque l'on indexe un nœud à 
partir de son seul contenu, on risque d'avoir un index qui ne révèle pas précisément l'infor-
mation véhiculée par le nœud. 
Si l'on considère le Web comme étant un système hypertexte où les nœuds représentent 
les pages, on peut imaginer que le contenu d'une page (i) ne compose pas un document2 
à part entière et, par conséquent, l'indexation d'une page ne devrait pas être uniquement 
basée sur son contenu. Les moteurs de recherche traditionnels considèrent cependant les 
pages comme étant des documents à part entière et construisent leur index en se basant 
seulement ou majoritairement sur son contenu. De ce fait, les moteurs risquent de créer des 
index qui ne reflètent pas bien le contenu sémantique des pages. Il existe cependant quelques 
moteurs (e.g. Google) qui utilisent dans l'indexation d'une page le texte de l'ancre des liens 
qui pointent sur la page. L'hypothèse considérée par ces moteurs est que le texte des ancres 
des liens résument bien le contenu de la page pointée. On pourrait aussi considérer les textes 
des ancres comme des compléments au contenu de la page pointée et non pas un résumé 
de ce contenu. Cependant cela implique que les pages complémentaires à une page donnée 
1 Dans cette étude nous avons considéré un document comme étant un volume d'information auto-explicative. 
2 Dans la mesure où elle ne contient souvent pas une information auto-explicative. 
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pointent directement sur les pages qu'elles complémentent. Nous croyons que l'organisation 
de l'information dans un système hypertexte est plus complexe que celle que nous venons de 
considérer et qu'ainsi l'information contextuelle d'une page ne se trouve pas systématiquement 
sur 1 'ancre des liens à travers lesquels la page est pointée, mais qu'elle peut se trouver plus 
loin dans le graphe. 
5.2 Proposition 
Dans le but de proposer un modèle de système de recherche d'information ou, plus sim-
plement, de moteur de recherche, adapté aux systèmes hypertextes nous avons conçu une 
méthode pour retrouver l'information qui contextualise le contenu d'un nœud mais qui n'est 
pas toujours présente dans le nœud lui-même. Bien sûr, nous avons choisi comme terrain 
d'application le World- Wide Web. Les systèmes hypertextes pour lesquels nous avons conçu 
notre moteur de recherche sont donc ceux associés aux sites Web. Par site Web nous enten-
dons un ensemble de pages associées à une thématique plus ou moins commune, maintenues 
par une même personne ou un même groupe de personnes, et publié comme un ensemble 
cohérent d'information. 
L'objectif de la découverte de l'information contextuelle des pages composant un site est 
bien entendu celui d'améliorer l'index de ces pages. En améliorant les index des pages nous 
espérons une amélioration de l'efficience du moteur de recherche associé. Dans le but de trou-
ver l'information contextuelle des pages nous avons commencé par proposer une méthode de 
découverte d'unités logiques d'information, ULI. Une ULI est composée d'un ensemble de 
pages qui se complémentent entre elles représentant ainsi une information auto-explicative. 
Ainsi, une ULI peut être associée à un document hypertextuel. Cependant, une page peut 
appartenir à plusieurs documents à la fois. De ce fait, une ULI ne contient pas nécessaire-
ment de l'information concernant un seul document :on y retrouve l'information complète et 
auto-descriptive concernant un document donné mais on peut aussi y trouver de l'information 
incomplète concernant d'autres documents associés à d'autres ULis. 
Afin d'identifier les ULis composant un site Web nous avons d'abord défini une mesure 
qui estime la complémentarité entre deux pages. Cette mesure est basée (i) sur la proxi-
mité structurelle entre les pages par rapport au graphe sous-jacent au site analysé et (ii) 
sur la similarité entre le contenu des pages. Ensuite nous avons suggéré l'utilisation d'un 
algorithme de clusterisation pour regrouper les pages qui se complémentent dans ce 
que nous avons appelé unités logiques d'information. Ensuite nous avons introduit une heuris-
tique pour retrouver l'information contextuelle des pages regroupées dans une ULI à partir de 
leurs contenus. Il s'agit de la fonction d'abstraction qui crée à partir d'une ULI un nœud 
contextuel. Finalement nous avons défini une mesure qui estime combien une page est atta-
chée à un contexte, l'hypothèse considérée ici est que dans une ULI il peut y avoir des pages 
plus centrales que d'autres, des pages qui seraient plus importantes dans la composition d'un 
document que d'autres. Nous identifions ces pages à travers les degrés de complémentarité 
existant entre les pages regroupées dans une même ULI. Il s'agit de la fonction d'attache-
ment. 
Une fois que les contextes des pages sont identifiés, nous avons montré comment intégrer 
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cette information dans les index des pages générés par un moteur de recherche. Vu que l'idée 
de départ était d'utiliser l'information contextuelle dans l'index des pages, la démarche lo-
gique ici aurait été de combiner le contenu d'une page avec le contenu de son contexte d'une 
certaine façon afin de générer l'index final de la page. Cependant, nous avons opté pour une 
démarche différente. Nous avons souhaité garder les deux contenus (celui de la page et celui 
associé à son contexte) séparés et créer deux index associés à une même page, l'un associé au 
contexte et l'autre associée au contenu de la page. 
Un tel type d'index pour une page s'explique par le langage de requête que nous avons 
proposé pour le moteur de recherche. Ce langage est composé de deux opérateurs : l'opé-
rateur sujet et l'opérateur contexte. À l'opérateur sujet doivent être associés les termes 
fondamentaux d'un besoin d'information. Sauf dans des cas très particuliers, de tels termes se 
trouvent dans le contenu d'une page pertinente. En revanche, à l'opérateur contexte doivent 
être associés les termes que contextualisent les termes associés au sujet de la requête. Il s'agit 
des termes qui bien que liés au besoin d'information de l'utilisateur, sont moins centraux que 
les termes associés au sujet de la requête. Ces termes ne se trouvent pas nécessairement dans 
des pages pertinentes au besoin d'information de l'utilisateur mais il est probable qu'ils se 
trouvent dans des pages complémentaires à une page pertinente. Dans la fonction de cor-
respondance finale du moteur de recherche, les termes du sujet de la requête sont comparés 
aux index des contenus des pages et les termes du contexte de la requête sont comparés aux 
index des contextes des pages. Finalement, pour le calcul du degré de pertinence final d'une 
page le système combine (i) le degré de pertinence de son contenu au sujet de la requête; (ii) 
du degré de pertinence de son(ses) contexte(s) au contexte de la requête, et (iii) de l'intensité 
de l'attchement de la page à son(ses) contexte(s). Bien entendu, le cas, que nous croyons 
d'ailleurs être rare, où une page représente une information auto-explicative est aussi prévu 
dans la fonction de classement. 
Nous proposons aussi dans ce rapport une deuxième méthode pour découvrir les contextes 
des pages. Cette méthode constitue en fait une extension de la première : au lieu de décou-
vrir un seul niveau de contextes pour les pages, nous proposons la découverte de plusieurs 
niveaux. Les différents niveaux de contextes s'organisent dans une hiérarchie que nous avons 
appelée la hiérarchie de contextes. Le nœuds contextuels appartenant au niveau k + 1 
de cette hiérarchie sont générés à partir des nœuds appartenant au niveau k. La méthode de 
construction d'un niveau de la hiérarchie à partir du niveau immédiatement inférieur peut 
être considérée comme une généralisation de la première méthode où les nœuds de niveau 
inférieur ne représentent pas des pages HTML mais des contextes. L'idée sous-jacente à la 
construction de la. hiérarchie est de découvrir des contextes plus généraux que ceux décou-
verts par la. première méthode et ainsi de rendre possible l'identification d'une page comme 
pertinente à partir d'un contexte qui, à première vue, i.e. d'après les contextes révélés par la 
première méthode, ne serait pas considérée comme étant le sien. 
Commentaires sur l'implémentation et les tests réalisés 
Nous avons intégralement implémenté les techniques que nous venons d'énumérer. En effet, 
nous aurions pu récupérer certains logiciels dont les codes sources sont disponibles gratuite-
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ment3 afin d'adapter certaines de ses modules, e.g.le module chargé de la création et gestions 
des fichiers inversés composant les index, à nos besoins. Cependant, les coûts d'adaptation et 
d'intégration des modules récupérés pourraient s'avérer non-négligeables et difficiles à évaluer 
a priori. Le choix d'implémenter nous-même les modules qui pourraient éventuellement être 
récupérés ailleurs s'explique aussi par la certitude que nous apprendrions davantage si nous 
modélisions et implémentions nous même le système. Nous avons également construit un ro-
bot afin de collecter les pages composant un site. En revanche, pour tout ce qui est innovant 
dans notre modèle, i.e. l'estimation de la complémentarité des pages, la découverte d'unités 
logiques d'information, la découverte des nœuds contextuels, la construction de la hiérarchie 
de contextes, le langage de requête et la fonction de classement associée, l'option de récupérer 
et adapter des modules d'autres systèmes n'existait bien entendu pas. Notre système a été 
majoritairement développé dans le langage C++. Un nombre réduit de modules ont cepen-
dant été écrits en PERL, e.g. l'analyseur syntaxique des pages HTML. 
Pour les tests nous avons utilisé la collection de documents WT10g issue de TREC, les 
topiques t451, t452, · · · , t500 utilisés dans le Web track de TREC-9 et les jugements de perti-
nence associés. Notamment, dans la deuxième partie des tests nous avons trouvé des résultats 
qui indiquent que l'utilisation de l'information contextuelle des pages peut mener à une amé-
lioration de l'efficacité d'un moteur de recherche. Cela est particulièrement vrai lorsque les 
requêtes utilisées sont cohérentes avec le modèle de requêtes à deux niveaux que nous avons 
défini dans la section 3.3.2. Cela a été le cas dans les tests dont nous avons exposé les résultats 
dans la section 4.4.2.2 : la formule de pertinence Fn (cf. équation 4.5) a généré une efficacité 
largement supérieure à celle entraînée par une indexation plate où l'information contextuelle 
n'est pas utilisée (cf. tableau 4.13). 
Cela dit, il existe une nombre important de sites pour lesquels l'indexation contextuelle 
s "est revelée néfaste à la performance du système ayant entraîné une efficacité inférieure à 
celle entraînée par une indexation plate. Cela peut être un signe que la méthode de décou-
wrte de pages complémentaires que nous avons proposée dans le chapitre trois associe dans 
certains cas un contexte à une page qui n'est pas le sien. Par conséquent, au lieu d'améliorer 
la qualité de l'index de la page, l'indexation contextuelle la rend plus mauvaise. Une exten-
sion de cette étude consisterait essayer de trouver des caractéristiques des sites pour lesquels 
1 "indexation contextuelle a bien fonctionné et des sites pour lesquels elle n'a. pas fonctionné. 
La confrontation des deux ensembles de caractéristiques pourrait donner des indications pour 
une possible évolution de l'indexation contextuelle que nous avons proposée dans cette étude. 
Une dernière remarque concernant les résultats obtenus est que même si l'efficacité entraî-
née par une indexation contextuelle qui utilise la hiérarchie de contextes entière est toujours 
supérieure à l'efficience entraînée par une indexation plate, elle est en contrepartie similaire et 
parfois même inférieure à l'efficacité entraînée par l'indexation contextuelle où seul le premier 
niveau de la hiérarchie est utilisée. Ce résultat négatif indique qu'un travail d'analyse de la. 
construction de la hiérarchie est nécessaire. 
Bien que les résultats obtenus soient plutôt révélateurs d'une utilité de l'information contex-
3Par exemple les systèmes SMART (ftp://ftp.cs.cornell.edu/pub/smart) et Managing Gigabytes (http: 
//www.mds.rmit.edu.au/mg/). 
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tuelle dans l'indexation des pages, nous tenons à souligner l'inadaptation de la collection 
de tests utilisée dans nos expérimentations. Vu que le système que nous proposons est conçu 
pour la recherche d'information au sein d'un site, il aurait fallu tester sur un site donné 
un nombre de requêtes important auxquelles le site serait pertinent afin d'obtenir une éva-
luation plus fiable du système. En plus il aurait fallu aussi que pour une requête donnée 
le site contienne un nombre important de pages pertinentes. Or, par rapport à l'ensemble 
de jugements que nous avons utilisé, un site donné est très souvent pertinent à une seule 
requête à travers une seule page. Autrement dit, l'ensemble de jugements utilisé n'est pas 
adapté à nos tests. D'après le système de pooling utilisé dans la construction des jugements, 
si un document pertinent de la collection n'est retourné par aucun système faisant partie des 
expérimentations, ce document n'est pas jugé manuellement par les assesseurs et sera ainsi 
considéré d'office comme non-pertinent. Dans [BCH01] on affirme que l'ensemble de 70070 
jugements effectuées manuellement qui mettent en relation les 1692096 pages composant la 
collection et les 50 topiques est suffisamment grand pour une évaluation fiable des systèmes 
participant aux expérimentations. Si l'on considère (i) les 523 sites que nous avons testéé 
(parmi les 871 possibles) et (ii) les 9349 jugements (parmi les 70070) concernant leurs pages 
nous arrivons à une moyenne de 17.9 jugements par site ce qui risque de ne pas être suffisant 
pour évaluer l'efficience d'un moteur de recherche quand il est appliqué site par site. 
Une autre question liée à la collection de tests concerne la construction des requêtes à 
deux opérateurs utilisées dans nos expérimentations à partir des topiques TREC. Tel que 
nous l'avons mentionné dans le chapitre 4 nous avons utilisé deux types de requêtes pour 
tester chaque site, les requêtes Rtt5 et Rtn 6 • Les requêtes de type Rtt sont représentatives 
des requêtes du Web, cependant vu que les deux opérateurs, sujet et contexte, sont associés 
aux mêmes termes, ces requêtes ne sont pas cohérentes avec l'esprit des deux opérateurs que 
nous avons proposés. Inversement, alors que dans les requêtes de type Rtn l'association des 
termes aux deux opérateurs de la requête est cohérente avec leur espritT, ces requêtes ne sont 
probablement pas représentatives des requêtes que les utilisateurs du Web soumettraient s'ils 
utilisaient le modèle de requête que nous avons proposé8 . Cette discussion nous permet d'en-
chaîner avec la prochaine section où nous citons les limitations du notre modèle. 
5.3 Lhnitations 
La limitation peut-être la plus évidente de notre modèle concerne le modèle de requête 
que nous a.vons proposé. D'une part nous imaginons que pour certains besoins d'informa-
tion la formulation de la requête sous le langage que nous suggérons peut s'avérer une tâche 
4 Nous avons testé les sites de la collection WTlOg ayant au plus 700 pages et qui sont pertinents à au moins 
un topique. 
5 Les termes contenus dans le champ <title> d'un topique sont associés aux deux champs, sujet et contexte, 
des requêtes à deux niveaux. 
6 Les termes contenus dans le champ <title> d'un topique sont associés au champ sujet et les termes contenus 
dans le champ <narrative> sont associés au champ contexte des requêtes à deux niveaux. 
7 Si l'on considère que le contenu du champ <narrative> d'un topique contextualise le contenu du champ 
<title> de ce même topique. 
8 Le contenu du champ <narrative> des topiques est souvent trop long. Vu la taille réduite des requêtes 
observées dans le Web, nous imaginons que si le champ contexte existait, l'utilisateur y associerait un nombre 
réduit des termes. 
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cognitive très complexe pour l'utilisateur (qu'est-ce qui est central dans mon besoin d'infor-
mation? qu'est-ce qui le contextualise ?). D'autre part, nous avons tendance à penser (vu les 
caractéristiques des requêtes observées dans les logs des quelques moteurs de recherche très 
utilisées du Web) que l'utilisateur ne serait pas prêt à fournir l'effort pour formuler sa re-
quête d'après le modèle de requête que nous proposons. Cependant les expérimentations que 
nous avons menées avec les requêtes de type Ru montrent que notre modèle pourrait s'avérer 
utile aussi pour les requêtes traditionnelles à un seul niveau. Rappelons que les contenus des 
champs <ti tle> des topiques TREC sont issus de véritables requêtes soumises à un moteur 
de recherche grand-public du Web. 
La deuxième limitation de notre système est liée à la complexité des algorithmes. Dans la 
section 3.6 nous avons montré que la complexité de l'algorithme d'indexation proposé dans 
notre système est de O(é) en termes de temps d'exécution où n correspond au nombre 
de pages du site indexé. Cependant, vu le nombre moyen de pages des sites de la collec-
tion WT10g, 145 pages par site, ou cette même moyenne estimée dans le contexte du Web 
entier par [LG99a][LG99b], 245 pages par site, notre algorithme d'indexation a un temps 
d'indexation tout à fait acceptable pour un nombre important de sites dans le Web. On peut 
alternativement considérer que notre modèle est acceptable uniquement pour les sites qui ne 
dépasseraient pas un nombre donné de pages. 
Vu sa complexité, notre algorithme n'est bien entendu pas applicable au Web entier com-
posé des centaines de millions de nœuds. Cependant, si l'on considère que les pages com-
plémentaires d'une page donnée se trouvent dans le même site que cette page, l'analyse de 
complémentarité est restreinte aux pages d'un site et ainsi une analyse de complémentarité 
pourrait devenir envisageable dans le contexte du Web. Dans les cas, que nous croyons très 
rares, où un site posséderait un nombre anormalement élevé des pages, le système pourrait 
appliquer une analyse de complémentarité moins coûteuse, par exemple, on pourrait estimer 
la proximité structurelle entre deux pages à travers uniquement le calcul du facteur qui est 
fonction du chemin le plus court entre les deux pages (cf. terme s:t de l'équation 3.7) qui 
est associé à. une complexité de O(n2), et donc ne pas utiliser les termes sypc et stesc qui 
amènent la compléxité à O(n4 ). 
5.4 Perspectives 
Nous avons évoqué dans le chapitre 4 que nous n'avions guère d'indications sur l'éventuelle 
représentativité des sites de la collection WT10g par rapport au Web. On peut donc imaginer 
que les résultats obtenus dans cette étude soient biaisés par rapport aux sites que nous avons 
testés- 641 sites parmi les 871 sites ayant au moins une page pertinente selon l'ensemble de 
jugements dont nous disposions. Une première perspective est de définir de critères pour 
caractériser les sites autres que le nombre de pages. Par exemple, de tels critères pourraient se 
baser sur la thématique du site et sur la structure du graphe sous-jacent au site (cf. degrés de 
stratification et compacité dans [Bot93]). Une fois les critères définis il faudrait sélectionner 
un sous-ensemble de sites hétérogènes par rapport aux critères, créer un ensemble de topiques 
et les jugements associés pour chaque site et finalement analyser le comportement de notre 
modèle sur ces sites. Cette étude permettrait de recueillir des indications sur l'influence des 
types de sites dans le modèle que nous proposons. Bien entendu les tâches de création des 
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topiques et des jugements qui leur sont associés peuvent s'avérer assez onéreuses. Alterna-
tivement, si nous identifions l'hétérogénéité de sites recherchée à l'intérieur d'une collection 
déjà existante, telle que WT10g, nous pouvons envisager de réutiliser cette collection. Pour 
ce qui concerne WT10g, d'après les observations que nous avons faites plus haut il faudrait 
(i) trouver plus de pages pertinentes par site aux topiques déjà existants (ii) créer d'autres 
topiques afin d'avoir un nombre raisonnable de topiques pour lesquels un site est pertinent. 
Il n'est cependant pas sûr que l'adaptation d'une collection déjà existante est moins coûteuse 
que la création d'une nouvelle collection. 
Une deuxième perspective est la recherche d'autres facteurs structuraux qui servent 
d'indice de complémentarité entre deux pages d'un site. Comme nous avons vu plus haut, 
le calcul de la proximité structurelle constitue le goulot d'étranglement de notre algorithme, 
élevant sa complexité à O(n4 ) ou O(n4 log n) selon que l'indexation utilise un seul niveau de 
contextes ou la hiérarchie de contextes. Plus précisément, les facteurs sy-pc et sjesc sont les 
responsables de ces coûts si élevés. On pourrait donc envisager de rechercher d'autres facteurs 
qui donnent des indices sur la complémentarité de deux pages mais qui soient moins coûteux 
que ceux que nous venons d'indiquer. Une autre alternative à étudier consiste à continuer 
à utiliser les facteurs sypc et stesc mais faire de sorte que lorsque le site traité dépasse une 
certaine taille, le calcul des facteurs ne soit pas fait sur le graphe entier sous jacent au site 
mais sur un sous-graphe de taille réduite. 
La troisième et dernière perspective est liée à l'utilisation de notre modèle dans le 
contexte d'une recherche dans le Web entier. Nous avons évoqué à la fin de la dernière section 
que l'application du modèle proposé dans cette étude au Web pourrait devenir envisageable si 
nous considérions qu'une unité logique d'information est composée uniquement d'information 
locale. c.-à-d. les pages complémentaires à une page donnée se trouvent dans le même site que 
cette page. Dans cette section, nous voulons évoquer une deuxième possibilité d'intégration 
de notre modèle de recherche locale à un modèle de recherche globale applicable au Web. Vu 
la croissance exponentielle du Web nous pensons qu'un modèle de recherche en deux étapes 
pourrait s'avérer plus performant que le modèle de recherche en une seule étape utilisé au-
jourd'hui. Les moteurs de recherche exhaustifs existant aujourd'hui (Altavista, Google, eXcite, 
etc.) ne sont plus capables de suivre la croissance du nombre de pages du Web. De plus nous 
ne voyons pas de raisons pour que cet état de fait change dans l'avenir proche. Nous pensons 
donc qu'une réduction de la dimensionnalité du Web pourrait être utile dans le processus 
de recherche d'information. Par exemple nous pourrions imaginer le Web comme étant un 
ensemble de sites plutôt que comme un ensemble de pages. C'est là où le modèle de recherche 
en deux étapes que nous avons évoqué plus haut prend sa place. Dans une première étape 
il s'agirait de localiser des sites (et non pas des pages) censés contenir de 1 'information liée 
à un certain thème. Une fois le(s) site(s) identifié(s), on passerait à une deuxième étape où 
la recherche s'effectuerait à l'intérieur de ce(s) site(s). C'est dans la deuxième étape qu'un 
modèle de moteur tel que celui que nous avons proposé dans cette étude pourrait être utilisé. 
Plusieurs questions apparaissent lorsque l'on envisage un tel modèle de recherche : com-
ment indexer les sites? tous les sites devraient-ils posséder un moteur de recherche local? 
les deux étapes du processus de recherche pourraient-elles être invisibles à l'utilisateur final? 
Discutons brièvement ces questions. Pour ce qui est de l'indexation nous avons commencé 
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à examiner des approches d'indexation de sites basés sur les liens. Une première approche 
possible consiste à ne pas utiliser le contenu de toutes les pages d'un site pour indexer un site 
mais seulement le contenu de certaines pages que nous appelons pages représentatives du site. 
Afin de les identifier une possibilité serait d'exploiter la strùcture sous-jacente au graphe du 
site. Une autre approche possible consisterait à identifier les liens inter-sites qui pointent sur 
le site que nous voulons indexer et utiliser le texte de l'ancre de ces liens pour générer l'index 
du site. Cette approche peut ne pas se révéler très utile si les liens inter-site ont tendance à 
pointer sur des pages particulières d'un site, e.g. la page d'accueil, qui peuvent ne pas avoir 
un contenu représentatif des thèmes traités par le site. 
Par rapport à la deuxième question, il est sûr que dans un modèle de recherche en deux 
étapes l'idéal serait que tous les sites possèdent un moteur de recherche local. Nous ne connais-
sons pas de statistiques qui estiment le pourcentage de sites dans le Web disposant d'un 
moteur de recherche local étant bien entendu qu'un nombre non-négligeable de sites ne pos-
sèdent pas de tels moteurs. Si les moteurs de recherches exhaustifs adoptent l'attitude de ne 
plus indexer les pages des sites mais d'indexer seulement les sites d'une manière globale, une 
certaine pression pourrait se placer du côté des concepteurs de site pour qu'ils installent des 
moteurs de recherche locaux. Il est vrai que l'utilisateur dispose toujours du mécanisme de 
navigation pour récupérer de l'information pertinente à l'intérieur d'un site. Cependant, vu le 
temps qu'il risque d'investir dans la navigation dans le site avant de trouver une information 
pertinente il préférera vraisemblablement utiliser un moteur de recherche indexant des pages 
qui lui fournira rapidement des réponses même si c'est au détriment de la qualité. Pour ce 
qui est de la troisième question, afin que la division du processus de recherche en deux étapes 
soit invisible à l'utilisateur, il faudrait évidemment (i) que les langages de requêtes des mo-
teurs de recherche de sites et des moteurs locaux soient compatibles et (ii) qu'un protocole 
de communication existe entre les deux types de moteur de recherche. Nous pensons que 
cela ne sera possible que dans le cas où un organisme ayant une influence importante sur le 
développement des technologies Web tel que le consortium w3c deviendrait l'avocat de telles 
idées. 
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http://search.nerdworld.com:80/nw147.html 199.94.217.62 19970101040619 
text/html 78160 
HTTP /1. 0 200 OK 
Server: Netscape-Communications/1.1 
Date: Wednesday, 01-Jan-97 04:10:01 GMT 






<TITLE>Nerd World : REAL ESTATE</TITLE> 
<! ***ADINFO*** CATEGORY=147;PARENT=17; !> 
<META Name="description" Content="Large Index of REAL ESTATE related 
internet resources created by Nerd World Media. 
One of 0 categories within the Nerd World Internet Subject Index and Search 
tool. List your resource or Create your Own Index. All for Free!"> 
<META Name="keywords" Content="REAL ESTATE,CORPORATE REAL ESTATE,CUSTOM 
HOMES,HOME INSPECTION,KNOWLEDGE,APPRAISAL,RENTAL,TIMESHARES,REAL ESTATE BY 
REGION,REALTORS"> 





<center><H1>REAL ESTATE<FONT SIZE=-1> BY NERD WORLD MEDIA<FONT 
SIZE=-1>(TM)</FONT></FONT></H1> 
<table border><tr> 
<td><A HREF="about.html">What is Nerd World</A><br></td> 
<td><A HREF="index.cgi">Nerd World Home Page</A><br></td> 
<td><A HREF="nwadd.cgi">Add your Web Site</A><br></td> 




[. .. ] 
</BODY> 
</NOFRAMES> 
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Exemples de topiques TREC 
Le topique numéro 458 : 
<top> 
<num> Number: 458 
<title> fasting 
<desc> Description: 
Find documents that discuss fasting for religious reasons. 
<narr> Narrative: 
A relevant document discusses fasting as related to 
periods of religious significance. Relevant documents 
should state the reason for fasting and the benefits to 
be derived. 
</top> 
Le topique numéro 459 : 
<top> 
<num> Number: 459 
<title> when can a lender foreclose on property 
<desc> Description: 
Identify documents which state the circumstances 
under which a lender can legally foreclose on a 
property. 
<narr> Narrative: 
A relevant document will include the statutes 
under which a lender can foreclose on a property, 
the appeal process available to the property 
owner, the maximum amount the property can be sold 
for and any mitigating or legal options available 
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Exemple de jugements TREC 
Une partie du fichier de jugements concernant les topiques 458 et 459 : 
[ ... ] 
458 0 WTX103-B11-515 0 
458 0 WTX103-B17-104 0 
458 0 WTX103-B17-74 0 
458 0 WTX103-B18-145 0 
458 0 WTX103-B21-205 0 
458 0 WTX103-B22-170 0 
458 0 WTX103-B30-37 0 
458 0 WTX103-B33-379 0 
458 0 WTX103-B34-7 0 
458 0 WTX103-B39-20 0 
458 0 WTX103-B40-105 0 
458 0 WTX103-B40-249 0 
458 0 WTX103-B46-196 0 
458 0 WTX103-B47-254 0 
458 0 WTX103-B49-20 0 
458 0 WTX103-B50-65 0 
459 0 WTX001-B04-89 0 
459 0 WTX001-B18-140 0 
459 0 WTX001-B19-274 0 
459 0 WTX001-B35-457 0 
459 0 WTX001-B36-176 0 
459 0 WTX001-B37-26 0 
459 0 WTX001-B37-36 0 
459 0 WTX001-B45-396 0 
459 0 WTX002-B14-96 0 
459 0 WTX002-B15-146 0 
459 0 WTX002-B15-150 1 
459 0 WTX002-B17-21 0 
459 0 WTX002-B17-23 0 
459 0 WTX002-B17-27 0 
459 0 WTX002-B17-39 0 
459 0 WTX002-B17-41 1 
459 0 WTX002-B17-45 1 
459 0 WTX002-B17-54 0 
459 0 WTX002-B34-146 0 
459 0 WTX002-B38-191 0 
















































































































































(topic_id/nombre de pages pertinentes dans le site), ... 
T452/2 
T490/1 

























































































































j umper .mcc.ac. uk:80 






























































Annexe E. La liste des sites testés 
T457/2 
T455/2 T479/1 T495/1 
T492/2 



































































82197 www .1 realestate .com:80 T462/1 
82241 www .aaacu.com:80 T492/1 
82255 www .aarp.org:80 T454/1 T492/2 
82267 www .abate.com:80 T490/2 
82297 www .abqcvb.org:80 T493/1 
82332 www .accessrex.com:80 T452/6 T457 /2 T499/1 
82353 www .aclu.org:80 T455/3 T464/5 T478/2 T495/4 
82379 www .acti.vemed.com:80 T454/3 
82422 www .adpak.com:80 T474/1 
82460 www .aenet.org:80 T491/1 
82500 www.aion.demon.co.uk:80 T463/2 
82519 www .alaskana.com:80 T452/1 T476/1 
82520 www .alasu.edu:80 T479/1 
82526 www .alexanderlaw .com:80 T457 /1 T498/1 
82542 www .alliance-dc.org:80 T468/1 
82550 www .allny.com :80 T472/1 
82578 www .am-osteo-assn.org:80 T454/1 
82579 www .amagazine.com:80 T455/1 T476/1 
82592 www .americaiidirect .com:80 T474/1 
82609 www .amotion.com:80 T457/1 
82664 www .appli.com:80 T493/2 
82710 www .ariel.com.au:80 T463/1 
82753 www .ashland.or.us:80 T459/2 
82760 www .aspca.org:80 T465/1 T467 /10 
82762 www .aspenserv .com:80 T452/2 
82769 www .assocbank .corn :80 T493/1 
82835 www.autobest.com:80 T457/1 
82836 www .autoboard.com:80 T457/1 
82840 www .autoplaza.com:80 T457/1 
82939 www .black-collegian.com:80 T479/1 
82991 www.bootnet.com:80 T468/1 T476/1 
83017 www.bracewel.demon.co.uk:80 T463/1 
S3092 www. buchalter .corn :80 T459/1 
S3094 www. buckeyehomes.com:80 T459/1 
S3117 www .bumpstop.com:80 T457 /1 
S3123 www.burgarrowe.com:80 T459/1 
S3130 www .burrelles.inter.net:80 T457 /3 T484/1 T494/1 
S3135 www .bus.usu.edu:80 T454/1 
S3163 www. buysmart.com:80 T452/1 
S3170 www. bwanazulia.com:80 T471/1 
S3182 www .byt.et.his.net:80 T494/1 
S3198 www .c4support.bss.org:80 T495/1 T500/1 
S3256 www .calicot.ech.com:80 T474/1 
S3259 www .california-fsbo.com:80 T459/1 
S3271 www .cals. wisc.edu:80 T465/1 
S3281 www .camprh.com:80 T453/1 
S3292 www .ccplust.ours.com:80 T490/1 
S3309 www .cd-plus.com:80 T494/3 
S3363 www .cei.org:80 T452/2 T495/1 
S3382 www .cellust.ar .co.uk:80 T484/1 
83393 www .charit.y.org:80 T453/12 
83408 www.checkers-llp.com:80 T492/1 
S3409 www.checkfree.com:80 T474/1 
S3413 www .checkt.henet .com:80 T470/1 
S3428 www .chem.umn.edu:80 T475/2 
83443 www .chevrolets4less.com:80 T457/1 
83559 www .cit.y-online.com:80 T465/1 
S3565 www .cityfarmer.org:80 T453/1 
83571 www .ckf.org:80 T452/1 T488/1 
83574 www .claremont.org:80 T458/1 
83637 www .cmsenergy.com:80 T452/1 
83646 www .co.blm.gov:80 T452/4 
83649 www .co.leon.ft.us:80 T469/1 
83654 www .co. washington.or.us:80 T452/1 T459/2 
83657 www .coastaltraveler.com:80 T472/1 
83728 www .come2az.com:80 T452/1 
83762 www .commpro.com:80 T488/4 T495/1 
83768 www .community-care.org. uk:80 T454/1 
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S3770 www .cornrnunitynetwork.corn:80 T457/1 
S3825 www .cornputerbits.corn:80 T476/1 T481/1 T496/2 
S3889 www .consciouschoice .corn:80 T454/1 
S3900 www .constellation.org:80 T478/1 
S3907 www .consultco.corn.au:80 T474/1 
S3912 www .contact.org:80 T453/1 
S3954 www .copywriter .corn:80 T474/6 
S3970 www .corningcu.org:80 T492/1 
S3989 www .cosrneticrnall.corn:80 T498/1 
S3997 www .costarica.org:80 T484/1 
S4016 www .countynet .corn:80 T476/1 
S4034 www .cove.corn:80 T452/1 
S4049 www .cpco.corn:80 T452/1 T482/1 
S4081 www .crca.ca:80 T452/2 
S4141 www .ctj .org:80 T492/2 T495/1 
S4152 www .ctunitedway.org:80 T453/1 
S4154 www .ctxrnort.corn:80 T459/l 
S4169 www .curnberlink.corn:80 T494/1 
S4174 www .curbet .corn:80 T457/5 
S4200 www .cuttingedge.org:80 T454/1 T478/1 T495/3 
S4245 www .cybercruises.corn:80 T452/1 T477 /1 
S4309 www .cyberstrip-live.corn:80 T479/1 
S4334 www .cyberxpress.corn:80 T451/1 
S4362 www .cyquest.corn:80 T467/4 
S4395 www .dallasfed.org:80 T492/1 
S4473 www .dbqinc.corn:80 T493/2 
S4484 www.dcfd.corn:80 T480/1 
S4487 www .dciexpo.corn:80 T474/1 
S4511 www .dealsonw heels.corn:80 T457/3 
S4521 www.debbie.corn:80 T471/1 
S4534 www .deerbusters.corn:80 T465/1 T480/1 
S4573 www .denveronline.corn:80 T472/1 
S4609 www .destinationrnaine.corn:80 T452/3 
S4628 www .dgi.ca:80 T463/1 
S4630 www .dgrn-online.corn:80 T463/1 
S4631 www .dgs.state.rnd. us:80 T478/1 T492/1 
S4643 www .diablopubs.corn:80 T452/1 T472/1 T495/1 
S4724 www .dircon.co.uk:80 T463/l 
S4ï53 www .disu.ibrn.corn:80 T474/1 
S4801 www .doe-hbcu-rnassie-chair.corn:80 T478/1 T479/2 
S4803 www .doesgodexist.org:80 T452/1 T495/1 
S4806 www .dogzone.corn:80 T46ï/ï 
S480ï www .doh. wa.gov:80 T465/1 
S4840 www .dotrnusic.co.uk:80 T494/l 
S4864 www .draving.com:80 T462/l T495/l 
S4885 www .drgreene .corn :80 T465/l 
S4909 www .druginfonet .corn :80 T454/5 T496/l 
S492ï www .dsp.ee.ic.ac.uk:80 T490/l 
S!>020 www .eatright .org:80 T453/l T489/5 
S5081 www .edintattoo.co.uk:80 T463/l 
S5138 www .einet.net:80 T485/l 
S5139 www .einet.net:8000 T485/l 
S5161 www .elkhound.corn:80 T467/l 
S5166 www .ellsworth .af.rnil :80 T490/l 
S5214 www .enterrnag.corn:80 T476/l 
S5234 www .episcopalnet.org:80 T458/2 
S5250 www .erabuxton.corn:80 T459/l 
S526ï www .esd .ornl.gov:80 T452/3 T500/l 
S5269 www.esf.edu:80 T452/2 T470/l 
S5312 www .evaa.org:80 T457/l 
S5323 www .evergreen.ca:80 T452/l T482/1 
S5327 www .everybodys.org:80 T476/2 T494/l 
S5347 www .execlend.corn:80 T459/l 
S5348 www .execreport .corn:80 T452/l T474/1 T492/1 T493/1 T496/l 
S5369 www .expressrnedia.co. uk:80 T463/3 
S5403 www.failte.corn:80 T474/1 
S5418 www .farnilyanirnal.corn:80 T467/2 
S5488 www .fi.edu:80 T468/1 
165 
85538 www .flick .corn:80 T474/1 
85542 www .floridaforeclosures.corn:80 T459/1 
85577 www .freerninds.org:80 T456/1 T460/1 T495/1 
85581 www .freeprofit .corn:80 T474/3 
85592 www .ftech.corn:80 T463/1 
85605 www.gael-net.co.uk:80 T463/2 
85632 www .geistware.corn:80 T479/1 
85665 www .gii.org:80 T474/1 
85671 www .ginn.co.uk:80 T468/1 
85683 www .glasgow-fair .co. uk:80 T463/3 
85690 www .glinn.corn:80 T464/1 T478/1 
85697 www .globalauto.corn:80 T457/2 
85711 www .gloria-brarne.corn:80 T474/1 
85728 www .gogirlrnag.corn:80 T483/1 T489/1 T490/1 
85746 www .golferspassport .corn:80 T452/1 
85759 www .goodsarn.org:80 T454/1 
85793 www .granta.dernon.co. uk:80 T463/1 
85818 www .greaterunion.corn.au:80 T476/1 
85824 www .greeksource.corn:80 T479/8 
85864 www.gt.corn:80 T453/1 
85892 www .gunnison.corn:80 T452/1 
85897 www.gv.ex.state.ut.us:80 T452/2 
85899 www.gvrd.bc.ca:80 T452/2 
85919 www .halcyonyarn .corn:80 T463/2 
86039 www .irnrnedia.corn.au:80 T476/2 T494/6 
86063 www .infolink.rnorris.rnn. us:80 T452/1 
86072 www .infotoday.corn:80 T474/1 
86106 www .innerself.corn:80 T452/1 
86176 www .internet-ad.corn:80 T457/1 
86177 www .internet-rnall.corn:80 T451/1 T462/3 T467 /1 T469/2 T472/1 T497 /4 
86184 www .internex .net :80 T474/1 
86213 www .investchoice .corn:80 T492/1 
86292 www.ist.net:80 T462/4 
86318 www .itva.org:80 T463/1 
86459 www.karenpryor.corn:80 T467/2 
86464 www .karlnagel.corn :80 T474/1 
86503 www .kccornputeruser .corn:80 T474/1 
86520 www .kctv .corn:80 T479/1 
86527 www .kdux.corn:80 T494/7 
86558 www .keokee .corn :80 T452/1 
86565 www .kevinrnitnick.corn:80 T475/1 
86583 www .kgtv .corn:80 T454/2 T496/1 
86602 www .kidsource.corn:80 T465/2 T489/1 
86631 www .kingsley.corn:80 T454/3 
86651 www .kissasylurn.corn:80 T494/1 
86736 www .koreainterad.corn:80 T462/1 
86740 www .korn.dernon.co.uk:80 T463/1 
86742 www .kortright.org:80 T452/1 
86748 www .kprng.co.uk:80 T474/1 
86788 www .ksps.org:80 T469/1 
86841 www.laig.corn:80 T483/2 
86847 www .lakeunion.corn:80 T459/1 
86866 www .lasalle.corn:80 T463/1 T469/1 
86880 www .lavarnind.corn:80 T452/1 T467 /3 
86892 www.law.urnkc.edu:80 T479/1 
86901 www .lawlead.corn:80 T459/4 T490/1 
86919 www .lazer 103 .corn :80 T453/1 
86929 www .lcci.corn:80 T493/1 
86975 www .leeislandcoast .corn:80 T468/1 
86976 www .leesburgva.corn:80 T452/1 
86992 www .leginfo.state.sc. us:80 T479/1 
87033 www .lff.org:80 T479/1 
87039 www .lhdigest .corn:80 T459/1 T478/1 
87041 www .lhsusa.corn:80 T470/1 
87055 www .lib. urnb.edu:80 T492/1 
87102 www .lionsgate.corn:80 T454/1 
87107 www .livingplanet .org:80 T452/1 
87130 www .loanpage.corn:80 T459/1 
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S7147 www .Ioe.org:80 T452/1 T454/2 T470/1 
S7181 www .Jong-dog.com:80 T467 /1 
S7233 www .Jsuc.on.ca:80 T459/1 
S7254 www .Jumber.com:80 T482/1 
S7278 www.Iwc.edu:80 T479/1 
S7312 www .macdude.org:80 T463/4 
S7324 www .macmediaweb.com:80 T452/1 
S7345 www .mad-cow .org:80 T454/3 T465/1 
S7355 www .madison.com:80 T452/1 
S7571 www .marlborough.com:80 T493/1 
S7576 www .maroon.com:80 T467/1 
S7601 www .marylandnet.com:80 T478/1 
S7605 www .masdef.org:80 T458/1 
S7622 www .massport.com:80 T469/1 
S7690 www .mbemag.com:80 T478/1 
S7753 www .mcwilliams.com:80 T490/4 T495/3 
S7773 www .me3.org:80 T452/1 
S7782 www .med.cornell.edu:80 T454/1 T500/1 
S7809 www .mediashower .com:80 T452/1 T458/1 T494/1 
S7810 www .mediasyn.com:80 T453/1 
S7829 www .medtronic.com:80 T454/8 T487 /1 
S7853 www .melville .org:80 T463/1 
S7864 www .mena-ark.com:80 T492/1 
S7878 www .mercynet .org:80 T454/1 T487 /1 
S7889 www .merrimack.org:80 T452/1 
S7933 www .mfhs.edu:80 T454/1 
S7950 www .mhs.mendocino.k12.ca. us:80 T463/2 
S8126 www .modernmedicine.com:80 T454/2 T487 /1 T498/1 
S8156 www .moore-information.com:80 T452/1 
S8169 www .mpmlaw .com:80 T492/1 
S8191 www .municipalworld .com:80 T490/1 
S8194 www .music-stop .co. uk:80 T494/1 
S8213 www.n-net.com:80 T452/1 
S8222 www .nahat .net :80 T487/1 
S8226 www.nami.org:80 T454/3 
S8228 www .naples-online.com:80 T493/1 
S8230 www .nashvilleparent.com:80 T467 /1 
S8234 www .naughty.com:80 T476/1 
S82ïl www .net-link.com:80 T476/1 
S8293 www .netoasis.com:80 T452/2 
S8300 www .netpubsintl.com:80 T474/1 
S8315 www .netstrider.com:80 T452/1 
S835ï www .next-wave.net:80 T472/1 
S83ï4 www .nhptv .org:80 T452/1 
S83ï6 www .ni-inc.com:80 T452/1 
S8382 www .nicosoft.com:80 T452/1 
S8389 www .niicorp.com:80 T474/1 
S8392 www .nirs.org:80 T452/1 
S8412 www .nolopress.com:80 T459/1 
S8416 www .noonanrusso.com:80 T454/1 
S8429 www .now .org:80 T453/1 
S8470 www .nylaarp.com:80 T455/1 T481/1 
S8483 www.obee.com:80 T492/1 
S8491 www .octitle .corn :80 T459/1 
S8514 www.omnibus.com:80 T463/1 
S8535 www .orangecoast .com:80 T488/7 T495/1 T498/1 
S8537 www .orchids.org:80 T497/3 
58603 www.pcis.net:80 T460/1 
S8610 www. peacenet .com:80 T494/1 
S8624 www. petsitters.com:80 T467/1 
S8639 www.pibooks.com:80 T494/1 T495/1 
S8647 www. pinecreek.freenet .mb.ca:80 T472/1 T495/1 
S8651 www .pinkysplace.com:80 T476/1 
S8663 www.pitre.com:80 T452/1 
S8664 www.pix.za:80 T476/2 
S8669 www. pixelmotion.ns.ca:80 T463/1 
S8673 www.pjrcpa.com:80 T492/1 
S8747 www .prairiemtn.mb.ca:80 T452/1 
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88748 www.pratt.Iib.rnd.us:80 T478/1 
88836 www.psrc.usrn.edu:80 T475/1 
88840 www. psychiatry.ubc.ca:80 T454/1 
88848 www. ptla.org:80 T459/1 
88857 www. publicpurpose.corn:80 T480/2 
88866 www.pulitzer.corn:80 T453/1 
88867 www .pulpless.corn:80 T474/1 
88882 www.qbsaul.dernon.co.uk:80 T463/1 
88940 www .rl.fws.gov:80 T452/1 T465/1 T470/2 T482/1 
88957 www .radcyberzine.corn:80 T463/1 T494/3 
88992 www .rainbird.corn:80 T483/4 
88999 www .raindrops.corn:80 T457 /1 T475/1 
89009 www .raleigh.acn.net:80 T493/1 
89049 www .redhillstudios.corn:80 T468/1 
89079 www .rehabnet .corn :80 T467/1 
89091 www .reliefnet.org:80 T453/1 T495/1 
89106 www .renature.corn:80 T460/1 T495/1 
89112 www .renonv .corn:80 T486/3 
89113 www .renotahoe.corn:80 T486/1 
89139 www .rih.corn:80 T488/2 
89165 www .rls.org:80 T454/1 
89208 www .rocketvideo.corn:80 T476/1 
89213 www.rocknews.corn:80 T494/13 
89217 www .rockville.inter .net:80 T480/1 
89251 www .rosevilleautornall.corn:80 T457 /4 
89252 www .rosicrucian.corn:80 T460/4 T495/4 
89257 www .rotary.ihost .corn:80 T463/2 
S9272 www .rowling.corn:80 T492/1 
S9289 www .rpinet .corn :80 T453/1 
89320 www .rtci.corn:80 T474/1 
S9355 www .ruston .corn :80 T493/1 
S9366 www .rwjf.org:80 T487/1 
S9403 www .safaar .corn :80 T458/7 
S9408 www .safe-t-child.corn:80 T500/1 
S9435 www .sailingbreezes.corn:80 T452/1 
S9494 www .sando.corn:80 T459/3 T478/7 
S9523 www .saranac.corn:80 T452/1 
S9545 www .saudhouse.corn:80 T458/1 
S955ï www .savingsbonds.corn:80 T492/8 
S9590 www .sbu.se:80 T487/1 
S9633 www .schlager.corn:80 T494/1 
S963G www .schnabel.corn:80 T480/1 
S9641 www .school.discovery.corn:80 T468/1 
S9659 www .sciarn.corn:80 T454/2 T468/1 T475/1 T495/1 
S9660 www .scicornrn.org.uk:80 T500/1 
S9682 www .scoi.corn:80 T475/1 
S968ï www .scot.dernon.co.uk:80 T463/1 
S9688 www .scotch.corn:80 T463/1 
S9693 www .scotsgay.co.uk:80 T463/1 
S9760 www .seconn .corn :80 T469/1 
S9ï72 www .seedrnan.corn:80 T454/1 T470/1 
S9ï75 www .seernall.corn:80 T474/2 
89803 www .sequana.corn:80 T500/2 
S9811 www .sergeants.corn:80 T465/2 T467 /2 
89866 www .sfcharnber .corn:80 T493/1 
89868 www.sfcu.org:80 T459/1 
S9902 www .shareholder .corn:80 T453/1 
S9912 www .shca.org:80 T467/1 
89925 www .sherryart.corn:80 T452/1 
89928 www .shestheone.corn:80 T476/1 
89929 www.shetland-news.co.uk:80 T463/1 
89942 www .shootingsports.corn:80 T452/4 
S9961 www .sirnplenet.corn:80 T476/1 
S10021 www .skicentral.corn:80 T452/4 
S10023 www .skifun.corn:80 T452/1 
810034 www .skinews.corn:80 T452/3 
810080 www .srnartravel.corn:80 T488/2 

























































































www .str .org:80 
www .stretcher .com:80 
www .styo.com:80 
www .succeed .corn :80 
www .summitmed.com:80 
www .surfpac.navy.mil:80 
www .suzton .com:80 
www.swms.com:80 
www. tactica.com :80 
www. tahoecountry.com:80 
www.tamebeast.com:80 






www. tnef.com :80 
www.tnews.com:80 
www. tomgill.com :80 
www. totalinc.com :80 













www. washingtoncitypaper .com:80 
www. washingtonforests.com:80 




www. wood tv .com:80 
www. worldparts.com:80 
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tuelle des pages. L'efficacité du moteur prototype a été comparée avec celle d'un moteur 
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