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Variable-bit-rate (VBR) video encoding provides a more consistent visual quality 
when compared to constant-bit-rate (CBR) video encoding. However, the long-range 
bit-rate variations require the network and video server to adapt to the large 
fluctuations in bandwidth requirement in a video-on-demand (VoD) system. We 
investigate a new scheduling algorithm with monotonic-decreasing rate allocations for 
scheduling disk retrievals and data transmissions. This scheduler enables the use of a 
minimal complexity admission-control algorithm that can provide deterministic 
performance guarantee. We also study and compare the performance of several other 
schedulers. Simulation results based on a large number of VBR video traces (307 
DVD movies) show that despite long-range bit-rate variations within individual videos, 
i 
the proposed scheduler can achieve a disk efficiency of over 93% when compared to 
the maximum achievable disk utilization of a system serving multiple concurrent 
video streams. With a trade off in buffer requirement which can be easily 
accommodated by today's set-top-boxes and PCs, our proposed scheduler achieves 

















I would like to express my sincerest gratitude to my supervisor, Professor L. K. Chen, 
for his continued encouragement, guidance and support to my study. 
I would also like to thank my co-supervisor, Prof. Jack Lee, for his insights and 
invaluable advices for my research work. 
Thanks also go to all the fellow researchers in the department of Information 
Engineering, whose opinions and informative discussions helped develop my research 
work and this thesis into their final forms. 
iv 
Table of Contents 
Abstract i 
Acknowledgement iv 
Table of Contents v 
List of Figures vii 
Chapter 1 Introduction 1 
Chapter 2 Related Works 8 
2.1 Source Modeling 9 
2.2 CBR Scheduler for VBR Delivery 11 
V 
2.3 Brute Force Scheduler: 15 
2.4 Temporal Smoothing Scheduler: 16 
Chapter 3 Decreasing Rate Scheduling 22 
3.1 MDRS with Minimum Buffer Requirement 25 
3.2 2-Rate MDRS 31 
Chapter 4 Performance Evaluation 33 
4.1 Buffer Requirement 35 
4.2 Startup Delay 38 
4.3 Disk Utilization 39 
4.4 Complexity 43 




List of Figures 
Figure 1 Sample VBR video trace 2 
Figure 2 Sample CBR video trace 2 
Figure 3 Average rate scheduler with pre-play buffering delay 13 
Figure 4 Critical rate scheduler 14 
Figure 5 Effect of temporal smoothing with a sliding window of 5 seconds 
17 
Figure 6 (a) Constructing a buffer constrained temporal smoothing schedule 
19 
vii 
Figure 6 (b) Constructing a delay constrained temporal smoothing schedule 
20 
Figure 7 Constructing a decreasing rate schedule with minimal buffer 
requirement 24 
Figure 8 Pseudo code for generating an MDRS Schedule 26 
Figure 9 Graphical illustration of the rate monotonicity proof 29 
Figure 10 Finding the earliest transition point in a 2-Rate MDRS 32 
Figure 11 Sample plots of cumulative data consumption functions 34 
Figure 12 Number of videos that can be served with a given buffer size ..36 
Figure 13 Performance comparison of various schedulers 41 
Figure 14 Admission complexities of different schedulers 47 
Figure 15 Scheduling complexities of different schedulers 48 
Figure 16 Performance of the maximum utilization scheduler 52 
viii 
Chapter 1 Introduction 
Chapter 1 
Introduction 
Future broadband networks will support a wide variety of services with very different 
traffic characteristics. Multimedia applications such as video-on-demand are expected 
to consume a significant portion of the bandwidth. The efficient transmission of 
delay-sensitive VBR video data [1] is likely to be one of the key challenges in the 
resource management of such networks. Apart from the frame-by-frame bit-rate 
fluctuations that are also found in CBR videos, VBR videos tend to exhibit long-range 
bit-rate variations in time scale of minutes. Example VBR and CBR video bit-rate 
profiles are shown in Figure 1 & Figure 2 respectively. 
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Figure 2 Sample CBR video trace 
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To alleviate this problem, researchers have conducted extensive studies trying to 
reduce the burstiness of VBR videos [2]-[6]. These include smoothing techniques 
applied to the encoder [7], online video compression with network utilization 
feedback to the encoder to control the encoding parameters [8]-[9], and the smart 
scheduling of video data transmission to minimize the magnitude or the number of 
bandwidth changes [10:. 
Most of these studies put the main focus on the network aspect. In this paper, we 
investigate a much more complete solution that addresses the admission control, as 
well as the scheduling of data transmission/retrieval in both the network and the disk 
storage. The simulation results given in Chapter 4 are mainly based on disk retrieval. 
In scheduling network transport, bit-rates can be of arbitrary numbers, and the 
aggregation of multiple data streams has little or no switching overhead. On the 
contrary, in disk retrieval, bit-rates are limited to the multiples of the base unit of one 
sector per round, and the switching between concurrent data streams induces 
significant overhead. 
Consider the popular disk scheduling algorithm, SCAN [11]-[12], which schedules 
3 
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the read requests in rounds and read one block for each stream while the disk head 
scans back and forth across the disk surface. This algorithm is designed for achieving 
higher throughput. Given the long-range bit-rate variations of VBR-encoded videos, it 
is still very difficult to perform admission control to provide deterministic 
performance guarantee. One may need to perform a heavy amount of disk I/O time 
estimations before granting a user request; or may have to rely on the aggregated sum 
of traffic characteristics of the video streams to provide statistical performance 
guarantee [13:. 
For example, consider a server using SCAN with fixed round length and variable 
block size for scheduling disk retrievals. Assume the server is serving S existing 
streams and a request for a new stream of length equivalent to R disk rounds arrives. 
To provide deterministic performance guarantee, the server can admit this stream only 
if none of the R rounds will be overloaded by the new stream. Consequently, the 
server will have to perform resource allocation by estimating the disk I/O time 
required for the R disk rounds, and then add to the estimations for the other S streams 
round by round to ensure there is no overload. Given that a typical video server can 
serve over 100 streams and a movie can span over 7200 rounds (for a 2-hour movie 
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served with 1-second round time), the amount of computations involved is substantial. 
The server must be able to precisely estimate the I/O time in order to guarantee 
performance. Furthermore, I/O time is a complex function of disk seeking, head 
switching, and latency, given by: 
TreaAn)…+ T一 � 
Kdisk 
where: a - fixed overhead (sec) 
P - seek time constant (sec) 
n - number of tracks to seek 
Tiantency _ rotational latency (sec) 
Q — size of data to read (byte) 
Rdisk — disk transfer rate (bytes/sec) 
This will only further increase the computational complexity. 
Our simple simulation shows that it takes about 10 ms to perform 7200 disk I/O time 
estimations on a P-III500 PC. However, this optimistic result does not mean a system 
can admit a maximum of 100 requests in one second. It is because the result is 
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obtained from a simple program loop on which the CPU can work at full speed with 
all code and data in its primary cache and no context switching or other overhead. 
Secondly, if we assume a realistic server can afford about 5% of CPU time for 
admission control, then the server can only process less than 5 admissions per second. 
This will clearly become the bottleneck in large-scale systems or systems with bursty 
arrivals. 
Even if one can efficiently perform the admission process, the scheduling of video 
data transmission is not trivial. Long-range bit-rate variations not just complicates 
admission control, it also means a number of bandwidth renegotiations within the 
playback duration which, when the effects of a large number of streams combine, can 
overwhelm the network system. Network bandwidth renegotiations are especially 
undesirable when there are other traffics in the network, in which upwards 
renegotiations may not be successful. 
Seeing that disk storage is becoming cheap and abundant, this study tackles all the 
previous problems with a new scheduling algorithm by trading off client side buffer 
requirement with monotonic-decreasing rate allocations for scheduling disk retrievals 
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and data transmissions. This scheduler enables the use of a minimal complexity 
admission-control algorithm that can provide 
• deterministic performance guarantee, 
• zero startup delay, 
• no loss of video quality 
• good disk efficiency, and 
• the capability to co-exist with ABR data service 
In the next chapter, we introduce several other solutions, and discuss about their 
advantages and limitations. Then we present our new scheduling algorithm in Chapter 
3 and show the simulation setup and performance results in Chapter 4. Finally, 
Chapter 5 concludes the paper. 
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Chapter 2 
Related Works 
The si Lid y of VBR video delivery basically falls in to two big categories, 
so 11 rcc-model based and trace-based. In both cases, different methods provide cither 
statistical guaranlcc or deterministic guarantee. Our proposed scheduler is a 
trace-based method providing dclcrminislic guarantee. Here, we briefly introduce 
methods that try lo lacklc the problems from clitTcreni pcrspcclivcs. 
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2.1 Source Modeling 
Compressed videos posses self-similar characteristics [14], and many video traffic 
source models have been proposed, which are useful in network design and 
performance analysis. Such models are helpful in many areas such as predicting 
packet loss ratio and locating the bottleneck in a network. Most models try to exploit 
the frame-by-frame correlation or the effects of scene changes and average scene 
lengths. The variance of bits per frame is modeled, and some use autoregressive 
models to predict future bandwidth [15]-[16]. 
The advantage of using source models in traffic engineering is that a small set of 
parameters can represent a range of video traffics. Adjustments on such parameters 
can adapt the generated traffic with particular network designs. Source models for 
videos with very different traffic characteristics are also available, which include 
models for videos with lower activity (such as teleconferences) [17], models for 
active video sequences [18], models for videos that are encoded with a particular 
structure or pattern (such as MPEG encoding with the well-known IPB frames 
encoding and fixed GOPs) [19], and models for multiplexed video streams [20]. The 
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main drawback of using source models is that no model can perfectly represent actual 
video traffic, so a system maybe overloaded or under-utilized when the traffic is 
under- or over-estimated. There are also worst-case models which give guaranteed 
bounds [21] to eliminate traffic underestimation, and thus system overloading. 
However, poor utilization would be expected when such models are incorporated. 
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2.2 CBR Scheduler for VBR Delivery 
A simple way to make use of the bit-rate trace of VBR video traffic is to adapt it for 
CBR transport. Admission, retrieval and transmission can be based on a constant 
bit-rate like the peak, average or critical rate (critical rate is the minimum constant rate 
to schedule a video delivery with neither startup delay nor data underflow, see Figure 
4). 
Peak Rate Scheduler: 
The most apparent way performing admission control is to base on the peak rate of the 
requested video and reserve that bandwidth throughout the playback of the entire 
video, although the actual requirement is lower most of the time. In this case, 
admission control is very simple: a new stream is admitted only if the server has extra 
bandwidth larger than the peak rate of the requested video. Video data are then 
retrieved and transmitted according to the exact bit-rate profile. This scheduler 
enables videos to be delivered with zero startup delay and virtually zero client side 
buffer space (depending on the encoding algorithm and implementation of the 
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decoder, a number of frames may need to be buffered for inter-frame decoding). The 
main disadvantages are the reduced bandwidth utilization and the large amount 
bit-rate renegotiations required in the transmission. 
Average Rate Scheduler: 
To improve the bandwidth utilization over the Peak Rate Scheduler, we can perform 
admission control and schedule a video stream to be served at its average rate. 
However, a disadvantage of this scheduler is that pre-play buffering may be required 
for some videos. As shown in Figure 3, there maybe points at which the cumulative 
data consumption function A(0, which represents the amount of data that need to be 
accumulated at the client side at time t, is higher than the average rate curve where 
data underflow will occur. In that case, we would have to right shift the cumulative 
data consumption function (delaying the start of playback) until it is completely under 
the average rate schedule to ensure that no data underflow will occur. The amount of 
shifting is then equal to the pre-play buffering delay. 
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Figure 3 Average rate scheduler with pre-play buffering delay 
Critical Rate Scheduler: 
To remove the buffering delay introduced in Average Rate Scheduler, we can also 
perform admission control and schedule video data retrieval and transmission based 
on the critical rate of a video. The critical rate of a video is defined as the minimum 
constant rate to schedule a video delivery with neither startup delay nor data 
underflow. It is shown graphically in Figure 4, to be a straight line passing through the 
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origin, with the whole cumulative data consumption function underneath. The 
advantage of this scheduler over the Average Rate Scheduler is the zero startup delay, 
but the drawback is the larger buffer requirement. 
• 
j —— — — ^ 
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Figure 4 Critical rate scheduler 
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2.3 Brute Force Scheduler: 
With the exact bit-rate trace of the pre-recorded videos known, it is also possible to 
perform admission control by exhaustively computing the load of all future disk 
rounds affected by the new stream. The stream is admitted only if none of these 
rounds are overloaded. Virtually zero client side buffer is required, but as discussed in 
Chapter 1，the admission control process is very computationally expensive. For the 
scheduling of disk retrieval and network transmission, we again need to exactly 
follow video bit-rate trace. This means network bandwidth renegotiations are required 
for each and every disk round. 
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2.4 Temporal Smoothing Scheduler: 
Temporal smoothing is a technique to reduce the burstiness in the retrieval and 
transmission of VBR encoded videos. One typical method is to transmit at a bit-rate 
higher than the playback bit-rate during periods of smaller frame sizes. Excess video 
data are buffered at the client side so that the chance of having an increase in 
transmission bit-rate can be reduced when it comes to periods of larger frame sizes, as 
the client can draw video data from the buffer at that time. Figure 5 illustrates the 
effect of sliding window smoothing [3] with a window size of 5 seconds. At any time, 
the transmission rate is equal to the data rate averaged over the next 5 seconds. One 
can observe from the figure that this method can reduce the bit-rate fluctuations, as 
well as the peak data rate for considerable amounts. 
Other methods include the use of hopping window smoothing [3], which applies 
smoothing on video segments of the same length, suitable for encoding video data 
with repetitive patterns like MPEG with GOPs; online smoothing that requires 
buffering on the server side as well [6], suitable for real time videos; and some other 
smart transmission algorithms that take into account the client buffer requirements 
16 
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[4]-[5] and aim at minimizing the number of rate changes/increases in the 
transmission [10], or to schedule the transmission of multiplexed streams [5] without 
data underflow. 
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Figure 5 Effect of temporal smoothing with a sliding window of 5 seconds 
The goal of temporal smoothing is to schedule the retrieval and transmission of video 
data to ensure playback continuity without starvation at the client. Define A{t) as the 
cumulative data consumption function (see Figure 6), which represents the amount of 
data that need to be accumulated at the client side at time t. Apparently, any feasible 
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transmission schedules, denoted by S(f}, must be higher than A{t) for all t so that the 
client will not run out of video data during playback: 
S{t)>Ait) (1) 
In temporal smoothing algorithms, a system is often assumed to be buffer constrained 
or delay constrained, so another bounding function B{t) is constructed, which is an 
upward shift of A{t) by buffer size b, as shown in Figure 6(a); or a right ward shift of 
A(t) by a delay bound d, as shown in Figure 6(b): 
B(t) = A(t) + b, for buffer constrained case (2) 
B(t) = A{t - d), for delay constrained case (3) 
The transmission schedule S(t) must be always lower than the bounding function B(t) 
to satisfy the buffer or delay constraints: 
S(t)<B(t) (4) 
At any time if S(t) is higher than B(t), the system will suffer from a client buffer 
overflow or a missed delay bound guarantee. In any case, a schedule S(t) that satisfies 
the buffer or delay constraints (or both) and at the same time having no data underflow 
18 
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must lie between the functions A{t) and B{t)\ 
B{t)>S{t)>A{t) (5) 
The transmission (or retrieval) rate of the schedule generated in this way may increase 
or decrease within the length of the served video, as illustrated in Figure 6. 
• 
Time 
Figure 6 (a) Constructing a buffer constrained temporal smoothing schedule 
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Figure 6 (b) Constructing a delay constrained temporal smoothing schedule 
Many studies [2]-[6], [10] have been conducted to smooth this transmission schedule 
S{t). Some recent development of network calculus [23]-[26] also addresses on the 
video smoothing problems. However, even after smoothing, part of the burstiness 
remains. As the efficient transmission of video data depends on the statistical 
multiplexing gain, server overload cannot be eliminated and one has to resort to 
statistical rather than deterministic performance guarantee. Last but not least, we 
observe that real-world VBR-encoded videos have vastly different long-range bit-rate 
20 
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variations, rendering the statistical multiplexing gain to be highly dependent on the 
video mix. 
On the other hand, to provide deterministic guarantee, one can check to ensure there is 
no overload for the entire duration of the new video stream on the fly during the 
admission process. This involves the superimposing of smoothed schedules for the 
new video stream and the existing streams to find the combined number of bit-rate 
changes in the aggregated traffic. Then each segment within the aggregated traffic 
must be checked against the system capacity to guarantee performance. The 
complexity depends on the shape of the cumulative data consumption function for 
individual videos and the number of videos that are currently being served. We study 
the Optimal Smoothing Algorithm [4], which is a buffer constrained temporal 
smoothing scheduler that minimizes the number of rate changes by extending each 
segment as far as possible. Performance evaluation results are shown in Chapter 4 
21 
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Chapter 3 
Decreasing Rate Scheduling 
In this study, we propose a new Monotonic-decreasing Rate Scheduler (MORS) to 
address the problems in VBR video delivery mentioned in the previous chapters. With 
MDRS, VBR videos can be delivered with no loss of visual quality, zero delay, 
minimum admission complexity and deterministic performance guarantee. Rather 
than using generic source models, MDRS computes the retrieval and transmission 
schedules offline, based on the bit-rate profile of each individual video to guarantee 
performance. 
Unlike traditional temporal smoothing schedulers that generate schedules with both 
22 
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bit-rate increases and decreases, MDRS assigns rates in a monotonic-decreasing 
manner, with the first assigned rate being the highest, and each subsequent rate being 
lower. The purpose of such a design is to ensure that once a stream is admitted, its load 
offered will only decrease with time. Hence during the admission control process, we 
only need to ensure the remaining network bandwidth is higher than the first rate ro of 
the requested video and that the first disk round is not overloaded after the new stream 
is added, then both the disk and network are guaranteed to have no overload during 
the entire playback duration. In this way, admission of a new stream requires the 
computation of only one disk round and the inspection of only the initial bit-rate in the 
schedule, thereby greatly simplifies the admission control process. 
Another important advantage of MDRS is the capability of utilizing the remaining 
bandwidth to provide available bit-rate (ABR) service together with the VBR video 
service. If VBR video service is scheduled with other methods like temporal 
smoothing in which allocated bandwidth may increase or decrease, the originally 
scheduled upward bandwidth renegotiations of the video traffic may fail when other 
traffics are included in the system. On the other hand, with MDRS, it is safe to fully 
utilize any residual bandwidth unused by the video traffic without affecting the on 
23 
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Figure 7 Constructing a decreasing rate schedule with minimal buffer requirement 
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3.1 MDRS with Minimum Buffer Requirement 
We first present a general algorithm for off-line computation of the retrieval and 
transmission schedule with minimum buffer requirement. The algorithm assumes that 
the client has infinite buffer space. While this is clearly not true in practice, we show 
in Chapter 4.1 that the resultant buffer requirement is modest for real VBR-encoded 
videos, and also well within the capacity of a small hard disk, common in most set-top 
boxes and PCs. 
To determine the schedule, we begin at the origin and scan through the 
data-consumption curve A{t) to look for a point with the greatest slope when 
connected to the starting point (see Figure 7). This is then defined as the first bit-rate 
reduction point and will be used as the starting point to repeat the procedures until the 
end of the video is reached. The resultant output are a number of {bit-rate, time} 
tuples, which define the current bit-rate and the time for switching to the next bit-rate. 
Figure 8 shows the pseudo code of this scheduler. 
25 
Chapter 3 Decreasing Rate Scheduling 
f = 0， / = 0 
while ( r < L ) { 
A{t,)- A(r) 
r. = max  
tQ - T 
Ti = ,0 
T = T •, i - i + 1 
} 
output ： (To, To), O i , ) ... ( ’ Tn ) 
L is the length of the video in seconds, 
r] and J] are the bit-rate and transition time 
for the fth segment in the schedule. 
Figure 8 Pseudo code for generating an MDRS Schedule 
We now show that the schedule S{t) generated with the algorithm we discussed has 
monotonic-decreasing rate allocations, and has the minimum buffer requirement 
among all monotonic-decreasing rate schedules. 
Theorem 1: The MDRS algorithm generates schedules with monotonic-decreasing 
rate. 
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Proof: Let r/ and r/+i are the 严 and (/+1产 segment of S(t) generated with the MDRS 
algorithm, and let n, be the slope connecting S(7U) and S(Ti+i). According to the 
MDRS algorithm, n should has the largest slope connecting 抓 ] ) t o any point on S(t) 
with t larger then T^i. 
Assume r/ < r/+i, i.e., the rate allocated are not monotonic-decreasing. Then we have: 
< (6) 
T -T. , r.‘, -T. 
I i-l /+1 I 
Or: 
Expand (7) to give: 
(8) 
Cancel the 5(7/)7/ term on both sides and re-arrange: 
风7；)7；1 -风7；_1)7；+1 - S ( T i ) J ] _ y � S i T i J J ]-风 - S ( T丨— J T i (9) 
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Add S(Ti.i)Ti.i on both sides to give: 
SiT^K,, -5(7；.)7：._. < 
(10) 
Factorize (10) and we get: 
[5(7；) - )] (7；.,, - 7；.,) < [5(7；.,,) - )] (7；. - ), (11) 
which is equal to: 
This gives: 
(13) 
This contradicts with our previous assumption that n has the largest slope, and we 
conclude that the rates allocated by MDRS are monotonic-decreasing. 
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/f 
/ /r^ 灼 
(a) (b) 
Figure 9 Graphical illustration of the rate monotonicity proof 
(a) Ki > r/+i (b) If fi < r,+i, segment should have been r- instead. 
Theorem 2: The MDRS generates schedules with minimum buffer requirement 
among all monotonic-decreasing rate schedules. 
Proof: We proof by contradiction. Let X{t) be a monotonic-decreasing rate schedule, 
which is always above the cumulative data consumption function A{t)\ 
X{t)>A{t) (14) 
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Assume X(t) has lower buffer requirement than S(t), so: 
S(t,)>X(t,)>A{t,), yt, (15) 
X(t) cannot be lower than S(t) at the bit-rate reduction point TVs: 
for/二 0,1,2,… （16) 
As S(f} coincides A(t) at the bit-rate reduction points: 
S{T.) = A(T^X f o r /= 0,1,2,… （17) 
But S(t) is constructed with straight lines connecting the bit-rate reduction points, so 
X(t) cannot be lower than S(t) in between 2 bit-rate reduction points: 
to 达(J]—”J]\ for/ = l,2,3，… （18) 
Otherwise X(t) has to be concave in the range (T/.i, T/), which contradicts with the 
assumption that X{t) has monotonic-decreasing rates. We conclude that function X(t) 
does not exist and S{t) is minimum among all functions above A(t) with monotonically 
decreasing slope. 
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3.2 2-Rate MDRS 
The previous MDRS algorithm generates the schedule with the minimum buffer 
requirement (we refer it to MDRS-Min hereafter). A side effect is that many rate 
reductions maybe required for the schedule. We note that each rate reduction also 
requires network-bandwidth re-negotiation to reduce the amount of bandwidth 
reserved. Since bandwidth negotiation requires a network control node to participate, 
too many renegotiations can overwhelm the network. To circumvent these problems, 
we can limit the number of bit-rate changes in the schedules to be fixed at two. We 
evaluate and compare the performance with the MDRS-Min in Chapter 4. 
The only single requirement in constructing a 2-Rate schedule is that the first rate ro 
assigned, which is also the highest rate, needs to be higher than or equal to the critical 
rate of the video. Then given two predetermined rates, ro and n, 
Oo > Tj and 厂0 > critical rate), the transition point Tq for switching the bit-rate ro to n 
that attains the minimum buffer requirement is the earliest possible transition point. 
Delaying the transition can never reduce the buffer requirement. As illustrated in 
Figure 10, shifting segment r\ to the right (delaying the transition point) is equivalent 
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to shifting it upwards, which can only increase the buffer requirement. 
• 




Figure 10 Finding the earliest transition point in a 2-Rate MDRS 
This figure shows that delaying the transition to r! segment is essentially 
the same as upward shifting the r! segment. 
Since the schedule can be generated offline, we can use exhaustive search of all 
possible bit-rates combinations ro & n, with step size equals to the lowest bit-rate 
when only one sector is read in a disk round to find the optimal bit-rates and the 
corresponding transition point that minimizes the client size buffer requirements. 
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Chapter 4 
Performance Evaluation 
To obtain realistic performance results, we built a VBR video bit-rate archive with a 
wide-variety of 307 different video titles for simulation. These are full-length, 
MPEG-2 encoded movies with bit-rate variations ranging from 0.408 Mbps to over 
18.757 Mbps and an average length of 6120 seconds. Long-range (tens of minutes) 
bit-rate variations are common in these real MPEG-2 encoded videos. Figure 11 
shows some sample plots of cumulative data consumption functions in different 
shapes from four different movies. 
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4.1 Buffer Requirement 
We first compute the client buffer requirements serving titles in our VBR video 
bit-rate archive with the MDRS-Min, 2-rate MDRS, Critical Rate, Average Rate, Peak 
Rate and Brute Force Schedulers, and summarize the results in Figure 12. The buffer 
requirement of the Temporal Smoothing Scheduler is not compared, as one can 
explicitly specify it to be any value. The effect of different buffer size for this 
scheduler is discussed in later chapters. As expected, the 2-Rate MDRS requires more 
client buffer than the MDRS-Min, though the requirements are in fact very close, and 
both require much less buffer than the Critical Rate and Average Rate Schedulers. On 
average, the 2-Rate MDRS requires 89.61 Mbytes of client buffer and the MDRS-Min 
requires 82.57 Mbytes, compared to 458.61 Mbytes and 133.44 Mbytes for the 
Critical Rate and Average Rate Schedulers respectively. Note that the buffer 
requirement of the Average Rate Scheduler is close to the 2-Rate and MDRS-Min 
only in modest cases. The worst cases' buffer requirement for the Average Rate 
Scheduler is very high, due to the need of a pre-play buffering time, which builds up a 
considerable amount of buffer. On the other hand, the Peak Rate and Brute Force 
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Schedulers require virtually no buffer space, as discussed in the previous chapter. 
1 0 0 % 1 I ~ I • • • • * 廬 里 鱼 
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Figure 12 Number of videos that can be served with a given buffer size 
(total 307 VBR videos tested) 
For the 2-Rate and MDRS-Min, out of 307 tested videos, 75% of the tested videos 
require about lOOM bytes of buffer, and over 99% (304 and 305 for 2-Rate MDRS and 
MDRS-Min respectively) require no more than 400 Mbytes of client buffer. The 
exceptions in the 2-Rate MDRS require 457.05, 596.26 and 597.24 Mbytes, while 
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those in the MDRS-Min require 456.78 Mbytes and 596.91 Mbytes. Compared with 
the Critical Rate and Average Rate Schedulers, with 100 Mbytes of buffer we can only 
serve about 30.1% and 52.9% of videos respectively. With 400 Mbytes of buffer, we 
can serve about 64.4% and 96.7% of videos. The worst-case buffer requirements are 
597.24, 596.91,2605.25 and 2128.56 Mbytes for 2-Rate MDRS, MDRS-Min, Critical 
Rate and Average Rate Schedulers respectively. 
Given that future set-top boxes will serve as entertainment centers equipped with web 
browsing, gaming and other multimedia services, a local hard disk is needed anyway 
and hence the buffer required for our proposed schedulers can easily be 
accommodated. 
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4.2 Startup Delay 
As we have mentioned in Chapter 4.1, the Average Rate Scheduler requires additional 
pre-play buffering delay during startup, which is not required by other schedulers we 
studied. We computed the delay with the bit-rate profiles in our VBR video bit-rate 
archive, and found that it requires 115.07 seconds of pre-play buffering delay on 
average. This is very undesirable, and worst still, the largest delay we found is over 
4865 seconds. We observe the bit-rate profiles that generate average rate schedules 
among the worst-case pre-play buffering delays, and find that such schedules with 
pre-play buffering delays of tens of minutes generally have concave shaped 
cumulative data consumption curves. Apparently, such videos are better suited with 
MDRS. 
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4.3 Disk Utilization 
To evaluate the disk utilization achieved by the proposed scheduler, we simulated a 
system with 10 Quantum AtlaslOK 9GB hard disks in a spindle synchronized disk 
array, storing 20 full-length videos that totals 90 GB, which are sequentially arranged. 
The average video bit-rate is 5.86 Mbps and the transfer rate of the hard disk drives 
specified by the manufacturer is 144 Mbps (so the transfer rate of our simulated disk 
array is 1.44 Gbps). User requests are generated according to a Poisson process with 
mean inter-arrival time of 25 seconds. Each request selects a random video with 
uniform probability. The simulation is then run for a simulated time of one day and 
multiple simulations run with randomly selected random seeds are averaged to obtain 
the final results. 
For simulation purpose, we ignore the computation time required by the admission 
process, and schedule all streams to start in the disk round right after the requests are 
received. We observe the average disk throughput, the number of concurrent video 
streams served and the disk utilization calculated from the disk throughput and the 
transfer rate of the disk drives. However, we noticed that it is not adequate to compare 
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the Utilization just with the disk transfer rate, as it is the guaranteed disk-retrieval rate 
reading a continuous block. Parameters like seeking overhead in the multi-stream 
scenario have not been taken into account. Therefore, we employ the Maximum 
Utilization Scheduler (see Appendix) to find the maximum achievable disk 
throughput (131.45 Mbps) when concurrent streams are served, and use that as 
another indicator to compare the disk efficiency of the various schedulers. Note that 
this variant of the Critical Rate Scheduler, which has the highest disk throughput 
among our tested schedulers (see Figure 13), only exploits the unused round time to 
increase disk throughput, and will not affect the fairness or policy of admission. 
Figure 13 tabulates the performance of the various schedulers. The numbers for the 
Temporal Smoothing Scheduler are averaged from the results of its 20, 40, 60, 80 and 
lOO-Mbytes cases. It is shown that the buffer size used in Temporal Smoothing 
Scheduler does not affect the disk utilization. Therefore, we use the average value to 
compare the performance with other schedulers. 
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Scheduler I MDRS- MDRS Average C r i t i c a l P e a k Brute Temporal  
Min 2-Rate Rate Rate Rate Force Smoothing^ 
12254 ^22.58 121.75 125.90 46.88 118.18 122.59 
Utilization^ 85.09% 85.12% 84.55% 87.43% 32.56% 82.07% 85.13% 
Efficiency^ 93.22% 93.25% 92.62% 95.78% 35.66% 89.90% 93.26% 
二 B9.61 82.57 133.44 458.61 0.00 0 . 0 0 ^ ^ 
(Mbytes) 
M 二 复 9 1 597.24 2128.56 2605.25 0.00 0 . 0 0 了 
(Mbytes)  
£ l a v 1 L ' c o S 謹 0.00 115.07 0.00 0.00 0.00 0.00  
t ~ e c o n y I _ 講 4865.48 0.00 0.00 0.00 0.00 
1. With respect to the transfer rate of the hard disk (144Mbps) 
2. With respect to the maximum achievable disk throughput (131.45Mbps) 
3. Averaged values 
Figure 13 Performance comparison of various schedulers 
Among the schedulers we tested, the Critical Rate Scheduler has the best performance, 
and the Peak Rate Scheduler has the worst performance. On the other hand, the 2-Rate 
and MDRS-Min we proposed perform almost equally well, with over 85% utilization 
with respect to the transfer rate of the hard disk drives, and over 93% efficiency with 
respect to the maximum achievable disk throughput. The MDRS has only about 2.5% 
lag in performance compared to the Critical Rate Scheduler, which has the worst 
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buffer requirement, and has performance better than the Average Rate and Brute 
Force Schedulers, which requires substantial startup delay and high complexity 
respectively. The performance of the Temporal Smoothing Scheduler is very close to 
our proposed schedulers, but has higher complexity (see Chapter 4.4). 
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4.4 Complexity 
Finally, we compare the complexity of the different schedulers. The admission 
complexity, as well as the scheduling complexity will both be compared. Admission 
complexity means the number bit-rate changes in the aggregated video traffic that we 
need to inspect for overloading when the request of a new video stream arrives. 
Scheduling complexity means the number of bit-rate changes that exists in the 
aggregated video traffic, which also means the number of bandwidth renegotiations 
sent to the network. Apparently, both complexities are related to the number of 
bit-rate changes within the schedules. So we first look at the number of segments 
required by the different schedulers. 
The number of segments, and thus the bit-rate changes in temporal smoothing 
schedules, decreases with increased buffer size, and reaches the floor when the buffer 
size exceeds a certain limit. Among the videos we tested, at a buffer size of 20 Mbytes, 
there are 24.1 segments on average and the maximum number is 79. At a buffer size of 
100 Mbytes, the average number is 9.4 and the maximum number is 31. The average 
number and maximum number of segments both exhibit very little decrease when the 
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buffer size is above 160 Mbytes, at which the numbers are 8.8 and 24 respectively. In 
both the average and maximum cases, the asymptotic values are very close to the 
MDRS-Min, which requires 9.2 segments on average, and 24 segments in the worst 
case. The number required by the 2-Rate MDRS is, of course, always 2. One should 
also note that in generating temporal smoothing schedules, we fix the available buffer 
size and then find the corresponding schedule and number of turning points from each 
video bit-rate profile, as opposed to the MDRS-Min case where the number of turning 
points and buffer size required by a schedule depend solely on shape of that particular 
video bit-rate profile. (The number of turning points in a 2-Rate schedule is 
deliberately limited to 2) 
Next, we find the number of bit-rate changes required by the schedulers, which 
represents the scheduling complexity. Assume a server serves S simultaneous streams 
on average, and each stream has an average of K segments over the length of the 
stream equivalent to R disk rounds. In each round, the probability of a stream having a 
bit-rate change is K/R, so the expected number of bit-rate changes in the system within 
one round is SK/R. Then the total number of retrieval rate changes or bit-rate 
renegotiations required over an average stream length of R rounds is SK. The Brute 
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Force Scheduler and Peak Rate Schedulers are two exceptions, which are the 
worst-cases that require re-negotiation every round, so the number is R. The 
scheduling complexities of different schedulers are tabulated in Figure 15 
For the admission complexity, we need to find the number of segments in the 
aggregated video traffic to be inspected when a request to a new video stream arrives. 
This is equal to the number of bit-rate changes of the new stream added to the 
remaining number of bit-rate changes of the on-going streams. So for the Temporal 
Smoothing Scheduler, the number of segments is equal to half the number of bit-rate 
changes of the whole system over one stream length {SK/2). With MDRS or the three 
constant bit-rate schedulers (Average Rate, Peak Rate and Critical Rate Schedulers), 
no bit-rate increase will exist within the schedules. This means that when a new 
stream commences, it is only necessary to inspect the first segment to guarantee there 
is no overload throughout the entire playback duration. Therefore, the number of 
inspections required is only one. The number of inspections for the Brute Force 
Scheduler is again equal to the number of rounds R. This summarized in Figure 14. 
The MDRS achieves the lowest possible admission complexity of one bandwidth 
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comparison against the system capacity for each stream, the same with that of the 
CBR schedulers. The Brute Force Scheduler, as expected, has the highest admission 
complexity, which requires an average of over 6000 times of computations compared 
to the MDRS. The Temporal Smoothing Scheduler, at buffer requirement as low as 20 
Mbytes, requires about 12S computations. With higher buffer requirement of about 
100 Mbytes which is already enough for serving about 75% of the test videos with 
MDRS as shown in Chapter 4.1, the Temporal Smoothing Scheduler requires about 
4.1S computations, and the smallest possible number of computations (4.45) is 
achieved at buffer requirement of 160 Mbytes or above, at which further increasing 
the buffer requirement will not reduce the admission complexity. At such high buffer 
requirement requirements, disk storage is very probably needed to do the buffering 
anyway, so it is more sensible to use MDRS, which achieves lower admission 
complexity. 
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… … AV2. Number of Max. Number of Avg. Admission 
S c h e d u l e r 
Segments per Stream Segments per Stream Complexity 
MDRS-Min 9.2 24 1* 
MDRS 2-Rate 2 2 1* 
Peak Rate 1 1 1* 
Average Rate 1 1 1* 
Critical Rate 1 1 1* 
Brute Force 6120 14586 6120 
Temp. Smoothing 1 79 12 OS 
(20 Mbytes buffer) • • 
Temp. Smoothing 94 31 47^ 
(100 Mbytes buffer) • ‘ 
Temp. Smoothing g o 94 4 4S 
(160 Mbytes buffer) • ‘ 
Temp. Smoothing o o aao 
(600 Mbytes** buffer) I 乂 
*These are worst case numbers 
**The approximate buffer size required for MDRS to serve all tested videos 
(S is the average no. of concurrent streams in system) 
Figure 14 Admission complexities of different schedulers 
For scheduling complexity, the Brute Force Scheduler again requires much heavier 
computations. The MDRS-Min, although not as low as the ideal case of CBR 
schedulers, achieves a complexity (9.25) close to the Temporal Smoothing Scheduler 
with about 100 Mbytes buffer requirement (9.45), and about 4.5% more than the 
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minimum achievable complexity of 8.8*^  at buffer requirement 160 Mbytes or above. 
A further reduction in complexity of about 78% (from 9.2S to 2S) can be achieved 
with the 2-Rate MDRS, which suffers only from a tiny trade-off in buffer requirement. 
Scheduler Avg. Number of Max. Number of Avg. Scheduling 
Segments per Stream Segments per Stream Complexity 
MDRS-Min 9.2 24 9.25 
MDRS 2-Rate 2 2 2S 
Peak Rate 1 1 S 
Average Rate 1 1 S 
Critical Rate 1 1 S 
Brute Force 6120 14586 6120 
,=P?mofh， 24.1 79 24.15 
(20 Mbytes buffer) 
Temp. Smoothing g . 040 
(100 Mbytes buffer) 
, 二 ， 0 0 t h 么 8.8 2 4 8 . 8 ^ 
(160 Mbytes buffer) 
Temp. Smoothing ^ ^ o o^ 
(600 Mbytes** buffer) I 8.8 24 
**The approximate buffer size required for MDRS to serve all tested videos 
{S is the average no. of concurrent streams in system) 
Figure 15 Scheduling conplexities of different schedulers 
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Chapter 5 
Conclusion 
By allocating disk and network bandwidth in a monotonic-decreasing manner, we 
addressed three key challenges in VBR video delivery, namely minimizing admission 
control complexity, eliminating startup delay, and providing deterministic 
performance guarantee. Through extensive simulations using real-world 
VBR-encoded videos, the proposed schedulers are shown to achieve good disk 
efficiency that is comparable to the Temporal Smoothing Scheduler, which requires 
higher scheduling and admission complexities; and also comparable to CBR 
schedulers like Critical Rate and Average Rate Schedulers, which require unrealistic 
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buffer size and substantial startup delay respectively. The proposed 
monotonic-decreasing rate schedulers enable the use of a very simple admission 
controller, have zero start-up delay, and still provide deterministic performance 
guarantees. Moreover, it is possible to exploit the remaining bandwidth from the VBR 
video service to provide ABR data service without affecting the scheduled video 
transmissions. Given that local storage is likely to be abundant in future set-top boxes, 
the proposed scheduler provides an efficient solution for delivering high-quality, 




Maximum Utilization Scheduler 
The Maximum Utilization Scheduler is based on the Critical Rate Scheduler to find 
the maximum achievable disk utilization under realistic multi-streams scenario. Like 
the Critical Rate Scheduler, it performs admission control and schedules retrieval 
based on the Critical Rate of the requested video. The difference is that it will keep 
track of the video buffer accumulated at the client side. Then in each round, besides 
serving the scheduled retrievals, the stream with the least buffer accumulated will 
exhaust all remaining round time to boost disk utilization. This scheduler may have 
possible problems of large client side buffer requirement and unfairness among 
different streams, but for comparison purposes, we studied this scheduler to see how 
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MDRS compare to the maximum achievable disk utilization. 
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Figure 16 Performance of the maximum utilization scheduler 
Figure 16 shows the maximum achievable disk throughput at different inter-arrival 
times. With long inter-arrival times, a video stream can be completed before the 
request to new stream comes. The server is essentially serving only one client most of 
the time, doing sequential reading. To find the maximum achievable disk throughput 
in a realistic multi-stream scenario, we reduce the inter-arrival time until the system is 
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saturated. Observing that both the average number of concurrent streams and the 
average disk throughput level off when the inter-arrival time is smaller than 10 
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