Abstract-The experimental comparison of two different global learning position controls (namely, "adaptive learning" and "repetitive learning" controls) for hybrid step motors performing repetitive tasks has been recently presented in the literature. Related benefits and drawbacks have been successfully analyzed on the same robotic application. However, the design of the two aforementioned learning controls-though relying on a rigorous stability analysis-are based on a simplified current-fed model of the motor. They cannot achieve precise current tracking due to the mere presence of proportional-integral (PI) control actions in the outer current control loops. The aim of this paper is to enrich and update the results of the aforementioned comparison in the light of the latest contributions that generalize the theoretical design to the full-order voltage-fed motor models of hybrid step motors. Learning actions are now included in the outer current control loops: They generalize the corresponding PI actions to the periodic scenario and allow to solve a control problem whose solution was seeming very difficult to be obtained.
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I. INTRODUCTION

S
TEPPER motors are electromechanical devices that convert "electrical pulses" into discrete mechanical movements. One among the most significant advantages of step motors (accuracy and repeatability, high efficiency, power density and high torque to inertia ratio, excellent durability and serviceability, the absence of external rotor excitation and windings, and excellent response to starting/stopping/reversing commands) is the ability to be controlled in an open-loop fashion. Position is known simply by keeping track of the input step pulses. One relevant type of step motors is the hybrid one: It simultaneously combines the features of both the permanent magnet and variable reluctancetype step motors. The rotor is multitoothed (like the variable reluctance-type one) and contains an axially magnetized concentric magnet around its shaft. The teeth on the rotor provide a suitable path that guides the magnetic flux to preferred locations in the air gap. This in turn increases the detent, holding, dynamic torque characteristics of the motor. However, when one step pulse is applied to the step motor (especially when moving in a large step increment) overshoots and ringing can arise. This is certainly undesirable in applications in which high-precision position tracking is required. Furthermore, step motors can often exhibit resonance behaviors at certain step rates [1] . Compensation of torque pulsations by feedback actions thus constitutes an attractive solution [2] - [8] . The nonuniformity in the developed torque due to the nonsinusoidal flux distribution in the air gap [9] -which causes speed oscillations and deteriorates the system performance especially at low speeds-is however to be explicitly taken into account in the control design in order to achieve high-precision position tracking.
With this respect, advanced learning control techniques are actually able to take into account such nonuniformity [10] - [12] . The only constraint is to consider position reference profiles that are periodic signals with known period. Learning controls aim in fact at performing a system inversion by reconstructing the unknown input reference corresponding to the periodic position reference. Therefore, in contrast to the standard modelbased robust adaptive techniques [13] or to standard adaptive or extended-state observer-based controls [14] - [16] , they require neither high gains in the inner speed/position control loops nor restriction of model uncertainties to be modeled by finite-dimensional linear or nonlinear exosystems with known dimension. In this context, the following two main approaches to learning control can be adopted, which require neither torque transducers nor resetting procedures 1 : 1) the "adaptive learning" approach in [12] and 2) the "repetitive/iterative learning" approach in [11] and [17] - [19] . While the adaptive learning approach consists in interpreting the uncertain reference input as an uncertain periodic signal with known period whose finite Fourier expansion is to be estimated, 2 the repetitive learning approach uses the input recorded during the previous trial, in conjunction with the run-time tracking error, to generate the input signal to be exerted in each trial. The successful use of such approaches in position tracking control of hybrid step motors has been, however, limited to the restrictive current-fed model. In the experimental comparison in [10] , benefits and drawbacks of the two learning approach are in fact analyzed on the same robotic application by just including proportional-integral (PI) control actions in the outer current control loops. Such PI control actions cannot achieve precise current tracking. The reasons for this theoretical limitation were constituted by the several technical difficulties arising when the full-order voltage-fed model of the hybrid step motor is considered in the stability analysis, which are as follows:
1) an uncertain function multiplies the rotor speed derivative in the motor model; 2) unstructured uncertainties appear in the current dynamics. Such technical difficulties have been recently solved in [11] and [12] . In particular:
1) the global results achieved in the current-fed case become semiglobal in the voltage-fed one; 2) the resulting innovative control design and stability analysis necessarily involve more than one learning estimation scheme; 3) learning actions-being crucially included even in the outer current control loops-generalize the PI actions to the periodic scenario and allow for convergence to zero of the current tracking errors. The aim of this paper is to enrich and update the results of the experimental comparison in [10] in the light of the aforementioned contributions in [11] and [12] (just merely containing simulation results). The motor application described in [10] is again used for the comparison: A metal bar link connected to the rotor shaft with a brass ball at the free end-reproducing the behavior of a position-dependent single-link robotic load-is required to track a known periodic position reference. Experimentally applying, to the same specific real problem, the latest theoretical advances in the learning position control theory for full-order model step motors allows us to quantitatively and qualitatively extend the comparison in [10] by studying in detail the effects of different features and requirements in a rather complex scenario. 2 The periodic time function π(t) (with period T * ) is identified by developing it in Fourier series as
and by estimating the M (constant) coefficients of its finite Fourier expansion
II. DYNAMIC MODEL
Assume that both the stator self-inductance variations with position and the mutual inductance between stator windings are negligible, whereas the nonsinusoidal flux distribution in the air gap is modeled by the higher order harmonics in the mutual inductance terms (between the ith phase and the fictitious rotor winding). The full-order dynamics of a hybrid step motor with two phases in the (d, q) reference frame rotating at speed N r ω and identified by the angle N r θ in the fixed (a, b) reference frame attached to the stator (θ is the rotor position, ω is the rotor speed and N r is the number of rotor teeth) are then given by [11] (see [13] for model derivation)
where model the nonsinusoidal flux distribution in the air gap; the term
represents the disturbance torque due to cogging; and the parameters L m j , 2 ≤ j ≤ n (which are zero under the standard assumption of sinusoidal flux distribution) are much smaller 3 than L m 1 . All the (constant) system parameters (including the number n of harmonics) along with the load torque function are here allowed to be uncertain excepting for the number of the rotor teeth N r and the stator windings self-inductance L 0 .
III. EQUIVALENT PERIODIC DISTURBANCES
Since a nonzero i d only contributes to torque ripples, it is desirable to set the i d -reference i * d = 0, while choosing the i qreference i * q to produce the desired torque reference. Define the (back-stepping-based) rotor speed reference (k θ is a positive control parameter) as
leading to the rotor position and speed tracking errors
Accordingly obtain the rotor position error dynamicṡ
Then, express the uncertain function
with
Due to the assumption that the position reference signal is T * -periodic,
is a periodic function with known period T * . It constitutes the uncertain periodic input reference for the current i q (t) that achieves perfect tracking for i d = 0 and for compatible initial conditions
. Similarly, introduce the functions q d (t) and(t) defined as
that affect the stator current dynamics and are also periodic with known period T * .
IV. TWO LATEST LEARNING CONTROLS
In this paper, we report the state feedback learning controls in [11] and [12] for system (1). They guarantee rotor position tracking of a reference signal θ * (t), which is assumed to belong to the following class: 1) θ * (t) is a sufficiently smooth periodic function with known period T * (i.e., θ
Such learning control algorithms 4 -with the terms characterizing the adaptive learning control to appear as overbraces-read as follows.
1) The inner rotor position/speed control loop
2) The outer stator current vector control loop
in which
q are the stator current tracking errors. The estimatesq c (t),q d (t), andq c (t) of the periodic functions q c (t), q d (t), and(t) are provided by the repetitive learning estimation schemeŝ
andq
for the repetitive learning control and by the adaptive learning estimation schemeṡ
and
for the adaptive learning control. The aforementioned control algorithms depend on the following items.
1) The positive control parameters k ω (chosen in the repetitive learning control to guarantee that b c (θ(t)) is different from zero for any t ≥ 0) and 
, which is a class C 1 increasing function for t ∈ [0, x] (with ϕ x (0) = ϕ x (0) = 0,φ x (x) = 0, ϕ x (t) = 1 for any t ≥ x) endowing the aforementioned estimates with suitable continuity properties (in accordance with the expressions (12) and (13) when time t approaches zero). 5) The classical projection algorithm Proj[ξ z ,ẑ, ν z , B z ] in [12] , which is used to modify the adaptation lawż = ξ z 5 The subsequent adaptive estimation scheme resort to (î d ,î q ) as auxiliary variables. intoż = Proj[ξ z ,ẑ, ν z , B z ] in order to constrain, for any t ≥ 0, the vector estimateẑ(t) into the ball with center at the origin and radius equal to ν z + B z (ν z > 0).
A. Comparative Theoretical Remarks
1) The strategy adopted by both the proposed learning controls consists in compensating torque pulsations by feedback actions in order to achieve high precision position tracking. 6 2) Both the proposed learning controllers feed back the signal
which corresponds to a Proportional-Derivative (PD) action on the rotor position tracking error being able to stabilize the (e θ ,ė θ )-second-order system in companion-like form. They also include the plug-in
, which generalize to the periodic scenario the integral action −k i t 0 e θ (τ )dτ that is typically used to compensate the constant disturbances affecting the rotor speed error dynamics.
3) The learning estimation schemes in the outer stator current control loop replace the integral actions on the stator current tracking errors. The repetitive learning estimation schemes in fact reduce-for T * → 0 7 -to the classical integral actions when saturation and ϕ T * functions are neglected and the learning gains are multiplied by T * . The adaptive learning estimation schemes, on the other hand, reduce to the classical integral actions when the projection algorithm is neglected and only ϕ 0 is considered. Figs. 1 and 2 report the block diagrams for both the learning controllers presented in this section. They describe the structure of the proposed control schemes and highlight the improvements with respect to the previous solutions derived for current-fed motors. In particular, the content of red dashed boxes-describing the outer current control loops-replaces the PI control actions of [10] (see also [19] ).
B. Tuning Issues
The aforementioned learning controls rely on design parameters to be tuned.
1) The control parameters k v , k θ , and k ω characterize the PD feedback action on the the position tracking error e θ (t). In particular, the parameter k θ characterizes the e θ (t)-feedback term in the back-stepping definition of the reference ω * (t) = −k θ e θ +θ * in (10), while the parameter k ω plays an analogous role in the definition of i * q in (10) . The larger such parameters are chosen, the stronger the corresponding feedback actions on the (e θ (t), e ω (t))-error dynamics result.
2) The parameters μ q , μ α , and μ δ are the learning gains in (12)- (13) and (14)- (15) . The larger such parameters are chosen, the larger the influence of the correction terms on the corresponding estimate behavior results. They play a role that extends to the periodic case the one played by the integral action gains.
C. Padé Approximants for the Repetitive Learning Control
When the delay terms are approximated as in [17] by properly using the Padé rational functions (see Remark 3 and stability/convergence implications therein), we obtain learning estimation schemes with inputs F q , e i,d , e i,q and outputsq c ,q d ,, respectively, which are linear and boundedinput bounded-output (the saturation functions along with the ϕ T * (·)-functions are no longer required). Here, no first-order filters are involved (so that α = 0 in [17] ), while, for the sake of clarity, the same Padé approximants with odd order m are used for the three learning estimation schemes (see [17] for comments on the role of m and [18] for a relevant robotic application). In particular, the resulting control is guaranteed to be bounded, and when compared to (10)-(13), involves (s is the complex variable)
in place of sat B q (q c (t − T * )) and its time derivative (10) and (11), respectively, with the modified linear learning estimation schemes in place of (12) and (13) 8Q
incorporating the [m, m]-Padé approximant of e −sT * as
Here, P m (sT * ) denotes
with the limit of the previous left-hand sides for T * → 0 being equal to sQ c (s), sQ d (s), and sQ q (s), respectively, and Λ(s) converging toQ c (s). In other words, for T * → 0 (corresponding to the case of constant references θ * ), the aforementioned three Padé-based learning estimation schemes reduce to simple integral actions (see the related comparative remarks).
, and E i,q (s) are the Laplace transforms of the Laplace transformable signalsq c (t),q d (t),(t), F q (t), e i,d (t) , and e i,q (t), respectively.
V. THEORETICAL DISCUSSION
We shall compare in the next experimental section the adaptive learning control with the noninfinite-memory (stabilized) version of the repetitive learning control. While the key idea of approximating infinite-dimensional exosystems by finitedimensional ones is implicitly underlying the adaptive learning control approach, the finite-dimensional approximation of e −sT * by the [m, m]-Padé approximant P [m ,m ] (sT ) takes place at a different design level, that is after the control design and not before it. The resulting noninfinite-memory approximations of the repetitive estimation schemes constitute linear time-invariant finite-dimensional dynamic systems: they are described by transfer functions exhibiting all their poles with negative real part, 9 so that typical long term instability issues of classical repetitive learning controls due to high-frequency disturbance noises are avoided. In digital implementations, the continuous-time state differential equations of the realization for the proper rational function e −sT * (approximating the T * -delay line in the repetitive learning estimation scheme) are approximated by discrete-time state difference equations. Such difference equations involve the storage, in the case of firstorder Euler approximations, of a number of values equal to the corresponding dimension of the state and a computational cost that grows proportionally to the aforementioned dimension. The dimension of the state grows with the Padé approximation order m, while playing a role similar to the one played by the number of stored values at each trial in [10] . The larger m is (exactly like the number of stored values at each trial in [10] or the number M of sinusoidal basis functions in the adaptive learning approach described in footnote 2), the smaller is the approximation error in reproducing the internal model by the corresponding control scheme. Again, the digital implementation of the Padé-based linear repetitive learning estimation scheme represents-for any m-a discrete-time approximation of an "exponentially stable" continuous-time dynamic repetitive learning estimation scheme with learning capabilities. This is in contrast to the digital implementation of the adaptive learning control (or of the learning estimation scheme using a finite number of stored values in [10] ). Such "exponentially stable" nature, which is related to the choice of β < 1 and leads to a bounded-input, bounded-output learning estimation law without the use of saturation functions, is the theoretical counterpart of the possible inclusion-in place of the projection algorithmof a forgetting term in the adaptive estimation scheme of the adaptive learning control.
VI. EXPERIMENTAL SETUP AND RESULTS
In this section, both the learning position controls are experimentally tested and compared on the same robotic application. The rotor position reference signal is chosen as the output 10 of 9 This is in contrast to repetitive estimation schemes that use a finite number of stored values (see [10] ) and that would have here required high-order polynomials to approximate the delay signal. 10 The robustness of the proposed control algorithms with respect to nonperiodic disturbances affecting the rotor position reference signal is, thus, tested. the linear third-order filteṙ
whose input w ζ = θ * (t) = 1.2 sin(πt/2) is periodic with period T * = 4 s.
In the experiments, the initial conditions have been set to θ(0) = π and ω(0) = 0. This choice 11 complies with a realistic setting in which the motor is initially at rest and the initial position is compatible with the corresponding reference signal. In order to make significant the comparison, the same values for the common design parameters k θ = 13, 
is taken, from [10] , as performance index.
A. Experimental Setup
The Aerotech 310SMB3 two-phase hybrid step motor, manufactured by Eastern Air Devices Inc., is used in the experiments (see Table I for its main properties). The rotor shaft is connected to a metal bar link (21 cm of length) with a brass ball at the end.
As shown in the functional block diagram of Fig. 3 , the motor is fed by two H-bridges (one for each phase). The dc bus voltage is generated by TDK-LambdaGEN-300-11 Rack Programmable PSU set to 80 V dc and 10 A as max current, with an RC filter acting on the output. The experimental tests have been performed by applying a 4-kHz switching frequency-PWM signal to the power inverters (FSBB20CH60C-3-phase-inverter) used as H-bridges. A Texas Instruments controller board, based on the DSP TMS320F28335, has been employed to implement the proposed control algorithms and to generate the logic driving signals for the power switches (see Figs. 3 and 4) . Each control algorithm has been executed with a sampling interval T s = 250 μs. At the beginning of each sampling interval, the phase currents values (provided by two Hall effect current sensors) have been acquired along with the rotor position. The rotor position measurement has been provided by a 1000 pulse per revolution encoder interfaced to a dedicated hardware unit on the DSP that counts the rising and falling edges of the two quadrature encoder signals. In order to reduce the speed noise due to the relatively low encoder resolution, the discrete-time Kalman filter (with a 20-Hz cutoff frequency) proposed in [21] has been used, whose choice is motivated by the rather low phase lag. The experimental prototype is shown in detail in Fig. 4 , with the main mechanical and electronic subsystems being highlighted by dashed boxes. 
B. Adaptive Learning Control
The remaining control parameters for the adaptive learning control (all values are in SI units) are: μ q = 1, μ α = 0.6, μ δ = 0.6, and Fig. 5 shows the rotor position tracking error e θ (t), while Fig. 6 shows the time histories of ω(t), e ω (t), ρ [N ] T (t)Φ N (t), and i * q (t). The stator currents (i a (t), i b (t)), which are captured on the oscilloscope, are reported in Fig. 7 . The (d, q) stator currents tracking errors e i,d (t), e i,q (t) are also finally reported in Fig. 8 . In order to illustrate the benefits of estimating the aforementioned (large) number of Fourier coefficients, the same experiment is carried out with Fig. 9 , in which e θ (t) is reported, a larger residual tracking error is obtained (see Table II for the resulting performance index values).
The (d, q) stator currents tracking errors e i,d (t), e i,q (t) are reported in Fig. 10 for N 
C. Padé-Based Repetitive Learning Control
The remaining control parameters for the Padé-based repetitive learning control (all values are in SI units) are: μ q = 14, μ α = 6, and μ δ = 6, while m = 7. The Tustin transformation z =
1−T s s/2
1+T s s/2 has been applied to the Padé s-functions in order to translate them into the z-domain, while preserving the stability of the control. The algebraic loop induced by this transformation has been directly removed in the C-language implementation. 12 Fig . 11 shows the rotor position tracking error e θ (t), while Fig. 12 shows the time histories of ω(t), e ω (t), λ(t) (inverse Laplace transform of Λ(s)), and i * q (t). The stator 12 Such algebraic loop is due to the fact that the discrete state-space model associated to Λ(s) includes a rather small direct link between the output i * q (k) and the input F q (k), which in turn again depends on i * q (k). Such rather small dependence has been removed in the implementation process. currents (i a (t), i b (t)), which are captured on the oscilloscope, are reported in Fig. 13 . The (d, q) stator currents tracking errors e i,d (t) and e i,q (t) are finally reported in Fig. 14 .
In order to illustrate the benefits of using a large m, the same experiment is carried out with m = 3 instead of m = 7, as shown in Fig. 15 , in which e θ (t) is reported, a larger residual tracking error is obtained (see Table III for the resulting performance index values). The (d, q) stator currents tracking errors e i,d (t) and e i,q (t) are also reported in Fig. 16 for m = 3.
VII. DISCUSSION OF THE EXPERIMENTAL RESULTS
Considerations on the experimental results are as follows. 1) In contrast to the results in [10] , here the closed-loop behavior in the first trial (t ≤ 4 s) is no longer worst for the repetitive learning position control: The fact that no learning action is performed for t ≤ T * (characterizing the finite-memory version of the repetitive estimation scheme in [10] ) is not here inherited from the Padé-based repetitive learning scheme. 2) In accordance with [10] , similar steady-state residual tracking errors are obtained by both the learning position controls: small values of m for the Padé-based repetitive learning control do not, however, guarantee comparably satisfactory tracking capabilities (even due to the stabilizing action performed by β < 1). 3) In contrast to the results in [10] , in which the stator current tracking errors exhibit always the same magnitude (due to the mere presence of PI control actions), here the learning estimation schemes in the outer current control loops allow increasingly satisfactory stator current tracking for larger N = M d = M q or m. 4) In contrast to [10] , here the uncertain function estimate λ(t) in i * q (t) of the Padé-based repetitive learning control filters the measurement errors in e ω (t): this is related to the presence of the delayed term sat B q (q c (t − T * )) in place of the nondelayed corresponding term in [10] and leads to better rotor speed behaviors. 5) While in the adaptive learning control, the sinusoidal basis functions are externally generated, in the Padé-based repetitive learning control, the "internal model" is directly included in the controller, so that some additional computational efforts concerning the Tustin transformation and the related algorithm implementation in C-language are to be taken into account.
VIII. CONCLUSION
Both the adaptive and the repetitive learning position controls recently designed in [11] and [12] for voltage-fed hybrid step motors have been, for the first time, experimentally tested and compared with reference to the same robotic application described in [10] . Simple structure and small number of design parameters to be tuned, as well as the absence of resetting procedures, keep on being definite advantages for both the presented controllers. Simulation results in [11] and [12] are successfully confirmed by the presented experiments in the presence of unmodeled dynamics, discrete-time controller implementation, encoder quantization errors, as well as rotor speed filtering and current sensing. The role played on the tracking performance by the number of estimated Fourier coefficients in the adaptive learning control is the same played by the approximation order in the Padé-based repetitive learning control.
