Data sparsity is a key problem in contemporary neural machine translation (NMT) techniques, especially for resource-scarce language pairs. NMT models when coupled with large, high quality parallel corpora provide promising results and are an emerging alternative to phrase-based Statistical Machine Translation (SMT) systems. A solution to overcome data sparsity can facilitate leveraging of NMT models across language pairs, thereby providing high quality translations despite the lack of large parallel corpora. In this paper, we demonstrate a three-phase integrated approach which combines weakly supervised and semisupervised learning with NMT techniques to build a robust model using a limited amount of parallel data. We conduct experiments for five language pairs (thereby generating ten systems) and our results show a substantial increase in translation quality over a baseline NMT model trained only on parallel data.
Introduction
Neural Machine Translation (NMT) is an emerging technique which utilizes deep neural networks (Kalchbrenner and Blunsom, 2013) , (Sutskever et al., 2014) , (Bahdanau et al., 2014) to generate end-to-end translation. NMT has shown promising results for various language pairs and has been consistently performing better than Phrase based SMT, the state-of-the-art MT paradigm until a few years back. A major benefit in NMT which makes it so popular is its ability to use deep neural networks and learn linguistic information from the parallel data itself without being fed any learning features. This makes it a conceptually simple method which provides significantly better translations than other MT paradigms like rule-based MT and statistical MT. Furthermore, it eliminates the need for complex feature engineering by providing end-to-end translation. The newly proposed attention mechanism is a valuable addition to NMT contributing to significant gain in performance. NMT systems have achieved competitive accuracy scores under large-data training conditions for language pairs such as En → Fr (English -French) and En → De (English -German). However, on the other hand, NMT models are unable to extract sufficient linguistic information in terms of morphology, word order, syntactic structure and semantics in low resource scenario. This makes translation among morphologically rich languages especially challenging. Also, due to the unavailability of large parallel corpora, the vocabulary size tends to be low, due to which any word which is not included in the vocabulary is mapped to a special token representing an unknown word [U N K]. This causes a large number of [U N K]'s in the target sentence, which results in a drastic drop in the translation quality. This behaviour makes vanilla NMT a poor choice for low resource language pairs, especially if they are morphologically rich. In this paper, we propose an integrated approach for reducing the impact of data sparsity in NMT, which leverages a large monolingual corpus of the source language, which is easier to obtain in comparison to parallel corpus. We employ a small parallel corpus in addition to the monolingual 13 corpus, and through a combination of weaklysupervised and semi-supervised learning, we build an efficient model which delivers promising results. Our approach along with the intuition driving it is described in detail in Section 4. Our model obtains an improvement of five to eight points in BLEU score over an attention based encoder-decoder model trained over a parallel corpus. The results obtained on test sets from different domains are also promising, which suggests that the proposed model is able to perform domain adaptation successfully due to the presence of a rich vocabulary learnt from hree-phase training.
The main contributions of our work are :
• We propose an integrated approach which combines weakly-supervised learning and semi-supervised learning to reduce the impact of data sparsity on NMT, by utilizing a large monolingual corpus of the source language in addition to a small parallel corpus.
• We tweak the NMT architecture to generate optimum performance and conduct experiments on different Indian language pairs using the proposed approach. We demonstrate that we are able to build a robust NMT model which produces quality translation and delivers promising results, significantly better than a baseline NMT model.
Related Work
NMT methods are data hungry. Efficient NMT for Indian languages is a challenging problem, owing to multiple reasons including morphological complexity and diversity, in addition to a lack of resources for many languages. Advances in the recent past mainly employ statistical and rule based methods for MT. (Kunchukuttan et al., 2014) uses statistical phrase based machine translation for Indian Languages using Moses (Koehn et al., 2007) for phrase extraction as well as lexicalized reordering. Sampark (Anthes, 2010) is a transfer based system for translation between 18 Indian language pairs, which uses a common lexical transfer engine, whereas minimum structural transfer is required between Indian languages. (Kunchukuttan and Bhattacharyya, 2016) use orthographic features along with SMT to reach state of the art results in SMT for related languages. The use of monolingual data to improve translation accuracy in NMT was first proposed by (Gulcehre et al., 2015) . Monolingual models were trained independently and then were integrated to decoder module either through rescoring of the beam (shallow fusion), or by adding the recurrent hidden state of the language model to the decoder state of the encoder-decoder network, with an additional controller mechanism that controls the magnitude of the LM signal (deep fusion). (Sennrich et al., 2016) proposed use of synthetic data, a parallel data corpus generated using back-translation along with parallel corpus to increase the translation accuracy.
Our method differs from them since it is three-phased. In the first phase, we train our model over a synthetic corpus generated using a suboptimal MT technique, and then fine tune it further on gold data. This allows better control over training during various stages -leading to better translation quality for Indian languages. Our second phase is inspired from (Zoph et al., 2016) . They use transfer learning to increase translation quality between resource scarce language pairs by incorporating the weights learnt during training for high resource language pairs. It was also found that languages having similar structure, like Fr ←→ En (French -English) showed better improvement in performance as compared to other languages having little similarity, like Uz ←→ En (Uzbek -English). Our approach is based on the intuition that transfer learning between the same language pair should perform better than its multilingual counterpart. The experimental results described in Section 5 demonstrate that the above intuition stands correct. During fine-tuning, the change in weights in each epoch learnt through transfer learning allows the model to align more towards the correct model. (McClosky et al., 2006) proposed using self-training for the task of parsing. We have experimented with its use in Neural machine 14 translation.
Experimental Setup

Datasets
We employ a small parallel corpus and large monolingual corpora for training. For the former, we use the multilingual Indian Language Corpora Initiative (ILCI) corpus 1 , which contains 50,000 sentences from the health and tourism domains aligned across eleven Indian languages. We employed manual preprocessing to eliminate misalignments -the resultant dataset has a size of 47,382 sentences. These are split randomly into training set, validation set and test set containing 44,000, 1382 and 2000 sentences respectively. The statistics for the ILCI corpus are given in Table 1 . We use the EMILLE monolingual corpora (McEnery et al., 2000) for five languages and the UrMonoCorp (Jawaid et al., 2014) for Coarse Learning detailed in Section 4. 2 . These statistics are given in Table 2 . In addition to these, we extract samples from the EMILLE (McEnery et al., 2000) parallel corpus for the Housing and Legal domains. These datasets are used as test sets to show coverage of our NMT model. Details are given in Table  3 . 
Resources
For our experiments, we use synthetic data in addition to the gold data (described in detail in Section 4) to compensate for the relatively lower size of our gold corpus. The generation of synthetic data from the monolingual corpora is done using the Sampark (Anthes, 2010) systems, which are available for 9 Indian language pairs 3 . Sampark is a multipart machine translation system developed under the Indian Language Machine Translation project. It uses a transfer-based engine and has a huge repository of rules for dealing with Indian language specific constructs. The motivation behind this choice for synthetic data generation stems from the quality of performance obtained using Sampark for Coarse Learning due to its uniform coverage and large vocabulary.
NMT Architecture
The main component of our NMT model is a single neural network trained jointly to provide end-to-end translation. Our architecture consists of two components called encoder and Figure 1 : A simple two-layered encoder-decoder based NMT architecture as proposed by (Sutskever et al., 2014) , which translates a source sentence "I eat food" into a target sentence "मैं खाना खाता ह ँ " . 'EOS' denotes the end of the sentence.
decoder, as shown in Figure 1 . The components are composed of Stacked RNNs (Recurrent Neural Networks), using either Long Short Term Memory (LSTM) (Sundermeyer et al., 2012) or Gated Recurrent Units (Chung et al., 2015) . The encoder encodes the source sentence into a vector from which the decoder extracts the target translation sentences. This facilitates learning of long-distance dependencies, thereby enabling the system to learn an end-to-end model. Specifically, NMT aims to model the conditional probability p(y|x) of translating a source sentence x = x 1 , x 2 ...x u to a target sentence y = y 1 , y 2 , ...y v . Let s be the representation of the source sentence as computed by the encoder. Based on the source representation, the decoder produces a translation, one target word at a time and decomposes the conditional probability as :
The entire model is jointly trained to maximize the (conditional) log-likelihood of the parallel training corpus:
where (y (n) , x (n) ) represents the n th sentence in parallel corpus of size N and θ denotes the set of all tunable parameters. (Bahdanau et al., 2014) proposed an attention mechanism so that the memory of the source hidden states is tracked and reference is done to the relevant ones when needed. This increases the translation quality for longer sentences. Further, local and global attention mechanism was proposed by (Luong et al., 2015) . We employ encoder-decoder system with LSTM units trained to optimize maximum-likelihood (via a softmax layer) with back-propagation through time (Werbos, 1990) . We also use an attention mechanism that allows the target decoder to look back at the source encoder, specifically the local attention plus feed-input model (Luong et al., 2015) . We use OpenNMT-Lua (Klein et al., 2017) for building the models. The learning rate is set to 1 for both coarse learning and fine tuning. Our primary motive for the coarse learning stage is to learn only the general features from the synthetic corpus, thereby making it easier to fine tune the model. Hence, the decay rate is set to be 0.9 and 0.97 for coarse learning and fine tuning respectively, which results in significantly faster convergence for the former. Due to the same reason, the dropout ratio is kept higher for coarse learning (0.5) as compared to fine tuning (0.3). As the decay rate is higher for coarse learning, we run it for considerably lower number of epochs (40 epochs) as compared to fine tuning (130 epochs).
We performed grid search to obtain best set of hyper-parameter with validation data for each phase including learning rate, learning decay-rate and drop out. We did hyperparameter tuning for Hindi-Gujarati languagepairs and used the same parameters values for corresponding to each phases for all the other language pairs. Some of the parameters like optimisation function, word vector size and brnn parameters were set to the default values. Detailed set of parameters used is provided in Table 4 .
Experiments using Three-Phase Training
We train a baseline NMT model using the small parallel corpus (ILCI) described in Section 3.2. We call this model N M T Base . In order to compare our results with the state-ofthe-art, we train a phrase based SMT model using the same corpus. The SMT model is trained using Moses (Koehn et al., 2007) for phrase extraction and lexicalized reordering as described in (Kunchukuttan et al., 2014) 4 . We call this model SM T SA . In this section, we describe a three-phase integrated approach which leverages a large monolingual corpus of the source language and an existing MT tool to improve translation accuracy as well as domain coverage. Figure 2 shows the block diagram of this approach.
The entire process is divided into three stages : Coarse learning, Finetuning and Self-training. We begin by Coarse Learning, which can be thought of as providing the neural model with some information about grammatical constructs of the target language. The second phase employs Fine-tuning to enrich the linguistic knowledge of the model with the help of a hand-annotated gold parallel corpus. This is then followed by self-training, where the fine-tuned model is employed to generate a synthetic corpus again, on which we perform Coarse Learning for the next training iteration. Thus, this is a cyclical process, which is stopped when further increase in accuracy is observed to be negligible. The following sections explain the three phases in detail :
Coarse Learning
Coarse Learning is a form of weak supervision, which is a machine learning paradigm where the model learns from noisy data or prior knowledge. (Haghighi and Klein, 2009) used rich syntactic and semantic features to induce prior knowledge for the task of coreference resolution. (Ratner et al., 2016) uses an ensemble of weak learners using rules to identify biomedical entities from medical documents.
Figure 2: Three-phase approach to improve robustness and accuracy. The entire cycle is repeated until the increase in accuracy is minimal. We conduct three self-training iterations.
Large annotated parallel corpora are not easy to obtain for Indian languages. However, it is easier to use an existing MT system to generate a sub-optimal translation of a monolingual corpus, which is referred to as synthetic data. Building upon this insight, we generate a synthetic corpus for 10 language pairs 5 using Sampark (Anthes, 2010) to translate the EMILLE monolingual corpora. We use this tool rather than Sata − Anuvadak (Kunchukuttan et al., 2014) due to its uniform domain coverage -a trait desirable for synthetic data generation when dealing with multiple domains
We train an NMT model over the synthetic corpus thus generated. This helps the model to learn significant linguistic information about the target language in the form of syntax, word order and morphology, along with the vocabularies, although with certain 
where (y
w ) represents the n−th sentence in the weak corpus of size N w and θ w denotes the set of all tunable parameters. The dropout and learning rate are kept high whereas the number of epochs is kept low since the primary motive for coarse learning is to learn only the general characteristics of the target language from the synthetic corpus, thereby making it easier to fine-tune the model. Detailed parameters used are provided in Table 4 . (Rapp and Vide, 2006) proposes a rule-based MT system using bigram dictionaries. As part of future work, this method can be employed in addition to our method to generate synthetic corpora for languages in which there is no existing MT tool available.
Fine-Tuning
This is the second and most important phase of our three-phase training approach. During this phase, a gold parallel corpus is needed. This phase comprises of improving performance by fine-tuning the pre-trained model N M T Coarse using the gold parallel corpus. This allows the model to be initialized with the weights learnt by the coarse model, rather than random weights.
In this phase, we employ the ILCI parallel corpus (with added linguistic features) for finetuning the pre-trained model -N M T Coarse . This means that the low-data NMT model is not initialized with random weights, but with the weights learnt by the coarse model. The coarse model contains some amount of linguistic knowledge, in terms of lexical and semantic structure, word order and vocabulary. This information is imparted to the new model being trained using transfer learning. (Zoph et al., 2016) uses transfer learning to increase translation quality between resource scarce language pairs by incorporating the weights learnt during training for high resource language pairs. It was also found that languages having similar structure, like Fr ←→ En (French -English) showed better improvement in performance as compared to other languages having little similarity, like Uz ←→ En (Uzbek -English). Our approach is based on the intuition that transfer learning between the same language pair should perform better than its multilingual counterpart. Our experiments confirm this (Section 5) During fine tuning, the change in weights in each epoch learnt through transfer learning allows the model to align more towards the correct model. This is because the quality of the corpus employed during this phase is significantly better than the quality of the corpus employed for phase 1, i.e. Coarse Learning. However, since the size of this corpus is lesser, it is not a good idea to train the model directly on this corpus. This is 18 evident from the scores obtained by Base N M T , the baseline NMT model trained only on the ILCI corpus. We call the model generated after fine-tuning N M T F T . Table 5 gives the results obtained by N M T F T . Our experiments demonstrate that the quality of translation obtained using this technique is significantly better than SM T SA as well as N M T Base . The hyper-parameters for training the model are carefully tweaked to achieve optimum performance. For example: We use lower dropout and learning rate but considerably higher number of epochs in this phase as compared to Coarse Learning. This is done since the emphasis in this phase is to fine-tune the already learnt language characteristics and further learn new ones from the gold data.
Coarse Learning and Fine Tuning combined can be visualized as weakly supervised learning for our NMT model. Weak supervision is a technique of learning from noisy data or prior knowledge. (Haghighi and Klein, 2009) used rich syntactic and semantic features to induce prior knowledge for the task of coreference resolution. (Ratner et al., 2016) uses an ensemble of weak learners using rules to identify biomedical entities from medical documents.
Self-Training
Self-training is a form of semi-supervised learning, which is a technique of using both labelled and unlabelled data to improve the performance of a machine learning system. Selftraining (Chapelle et al., 2009 ) involves iteratively classifying unlabelled data using a classifier trained on labelled data. The unlabelled data classified with highest confidence is used to further create the classifier along with the labelled data.
As part of the self-training stage, we generate a synthetic corpus using the fine-tuned model from the previous cycle. For example: N M T F T from the first cycle is now used to translate the monolingual corpus rather than Sampark (Anthes, 2010) . Coarse learning is then performed using this synthetic corpus as training data. This leads to better accuracy during coarse learning for the second cycle as compared to the previous iteration due to lesser noise in the synthetic corpus. The coarse model thus generated is again finetuned using the ILCI corpus. This forms one iteration of self-training. This entire cycle is repeated until there is minimal increase in translation accuracy. This is an effective method specially when employed in the proposed three-phase training pipeline, since the quality of the synthetic data generator used during the first phase heavily influences the trasnlation accuracy. Since the fine-tuned model has a better quality than a rule-based or statistical MT system, we see significant gains on employing self-training.
The number of cycles to be performed for Self-Training (and in effect three-phase training) depends on the sizes of the monolingual corpus employed in the first phase as well as the parallel corpus employed in the second phase. If the latter is especially large in size, more self-training iterations can be performed. The size of our parallel corpus is 50,000 sentences.
We perform three self-training iterations for our experiments since there was minimal to no increase in BLEU scores after that. The resultant model after three iterations is called N M T ST . The results obtained by N M T ST are given in Table 5 and discussed in Section 5.
Confidence estimation : OpenNMT (Klein et al., 2017) generates a prediction score for each translation, which is the cumulated log likelihood of the generated sequence. We use a threshold of -5.0 to filter out the low confidence translations. This ensures that the synthetic corpus employed for Coarse Learning in Training iteration 2 is of much better quality than the previous iteration. We observe improvement in scores by 2-5 percentage on employing this method, as opposed to using the same size of synthetic corpus in each training iteration.
Evaluation and Analysis
Results on the ILCI test set
We observe that although NMT models are good at learning language constructs from the parallel corpus itself, exploiting additional lin guistic information in the form of coarse learning -specially in low data conditions, provides further improvement in performance. We can observe from Table 5 that a significant gain in scores is observed on employing three-phase training.
Results on test sets from different domains
We test the coverage of our model after threephase training on test sets from different domains. We extract data samples from Housing and Legal domains respectively from the EMILLE parallel corpus (described in Section 3.1. We use these samples as test sets to evaluate the coverage of our models. Table 6 shows the results obtained by SM T SA , N M T Base , N M T F T and N M T ST on test sets from different domains. We see improvement in accuracy as well as coveragediscussed below: Two-phase vs. Three-phase Training : Accuracy vs. Coverage Since the large monolingual corpus contains data from a variety of domains, N M T Coarse develops a significantly big vocabulary, which leads to lesser number of Out of Vocabulary (OOV) words on out-of-domain data, as compared to N M T Base and SM T SA . The word order and lexical constructs learnt during coarse learning are retained and improved upon finetuning on the gold corpus. N M T F T exhibits best domain coverage results as can be seen from Table 6 . This suggests that two-phase training obtains best results on out-of-domain data. Three-phase training includes self-training as well -it produces best results on in-domain data as can be observed from Table 5 ). Since the fine-tuned model is used to generate the synthetic corpus for the next self-training iteration, the quality of synthetic corpus thus obtained is higher than the one used during the previous iteration. Better synthetic data leads to better fine-tuning. This explains overall increase in accuracy after self-training over the ILCI test set. However, the coverage is affected a little. The reason can be attributed to a slight development of bias towards the health and tourism domains due to iterative fine-tuning. The domain coverage of three-phase training is still significantly better than SM T SA and N M T Base .
We conclude that the two-phase approach (Coarse Learning + Fine-Tuning) is more suitable for out-of-domain data, whereas the three-phase approach is better suited to translate in-domain data. 20
Data sparsity is a challenging problem in NMT, especially for resource-scarce language pairs. In this paper, we proposed an integrated approach to reduce the impact of data sparsity in NMT, using only little amount of parallel data. We demonstrated results using this approach on five Indian language pairs and showed a substantial improvement in translation quality. . We achieve comparative scores to the state-of-the-art for multiple language pairs. We propose that this is a effective method in the presence of an existing MT system and large monolingual corpora but inadequate parallel corpora. Future work includes using source as well as target translations for coarse learning and fine tuning, in addition to exploring methods for vocabulary compression. We would like to explore the application of this technique and its modifications for other resource-scarce languages, specifically the ones lacking a rule-based MT system. We would also like to evaluate the effectiveness of this approach in character-based translation. We would also like to experiment with using different atomic units for NMT, for eg. Orthographic syllables as units when dealing with translation among closely related languages OR subword-level units to ensure lesser number of Out-of-Vocabulary (OOV) words.
