We prove results of uniqueness and stability at the boundary for the inverse problem of electrical impedance tomography in the presence of possibly anisotropic conduct.ivities. We assume that the unknown conductivity has the forrn A = A(x, a(x) ), where a(x) is an unknown scalar function and A(x, t) is a given matrix-valued function. We also deduce results of uniqueness in the interior among conductivities A obtained by piecewise analytic perturbations of the scalar term a.
Introduction.
In this paper we shall consider the inverse conductivity problem in an anisotropic medium. Given, in a. domain n c IR n (representing an electrostatic conductor), a symmetric, positive definite matrix A = A (.7.:) , X E n (the conductivity tensor), the Dirichlet-to-Neumann map associated to A is the operator AA which, for each solution u (the electrostatic potential) of the elliptic equation
associates to its Dirichlet data ·ul aD, (the boundary voltage) the corresponding Neumann data (the boundary current density)
( 1.2)
The inverse conductivity problem then consists of determining A from Lhekuowledge of AA-While for the case when A is a priori known to be isotropic (that is, A(x) = a(x) I, where a is a scalar function) the uniqueness issue can be considered solved (see [SU] , [N] ), the situation is more complicated in the anisotropic case.
Since Tartar's observation [KVl] that any diffeornorphism of n whic:h keeps the boundary points fixed has the property of leaving the Dirichlet-to-Neumann map unchanged, whereas A is modifiecl, different Iines of research have been pursued. One direction has been the one of proving that the conductivity A is uniquely determined up to a change of variables in the space coordinates (see [LeD] , [8] , [N] , [LaD] ).
Another direction has been the one of assuming that the conductivity A is a priori known to depend on a restricted number of unknown spatially dependent parameters. Kohn and Vogelius [KVl] suggested the study of matrices A which are completely known with the exception of one of their eigenvalues. In [A] it is considered the case when A(x) is a priori known to have the structure A(x) = A (a,(:r;) ), where t ----> A(t) is a given matrix-valued func:tion and a = a(1:) is an unknown scalar func:tion. In other words, it is assumed that at each point tt: the conductivity may take one value among GIOVA NI ALESSANDRINI AND ROMINA GABURRO a one-pararneter famìly of adrnìssìble matrìces A(t) which is a priori known. In [A] results of uniqueness and stability at the boundary are proven under the additional assumption of monotonicity DtA(t) 2: Consto I > O.
Lionheart [L] has proven results of uniqueness at the boundary when A(x) has the structure
A(.x) = a(x) Ao(x),
where Ao(x) is given a.ncl a = a(x) is an unknown scalar parameter. This structure conelition may be interpreted as if at every point the anisotropic character of the concluctivity were known with the exception of a scaling factor a(:1;) which may vary from point to point. The aim of this paper is to show that the method of singular solutions introduced in [A] enables us also to treat the case when A(x) has the more generai structure
where a(x) is an unknown scalar function and A(x, t) is given and satisfies the monotonicity assumption
We shall prove results of uniqueness and stability at the boundary which improve in various respec:ts the results in [A] allei can also be appliecl to the problem introduced in [L] .
In Theorem 2.1 we shall prove a result of Lipschitz c:ontinuity of the boundary values of A (x, a(x) ) in terrns of its c:orresponcling Dirichlet-to-Neumann map. Theorem 2.2 gives Holder estimates on the dependence from the Dirichlet-toNeumann map of higher order derivatives of A (:r:, a(x) ). This theorem is expressecl in a local formo Theorem 2.3 contains the uniqueness result in the deterrnination of A(x, a(x) ) and its derivatives on the boundary. Also in this case, the result is expressed in local terrns.
Theorem 2.4 gives a global uniqueness result of A(x, 0.(:[;) ) arnong perturbations A (:1;, b(x) ), where a(:1;) -b(x) is piecewise analytic, The procedure uncler which Theorem 2.3 implies global uniqueness results in the piecewise analytic category is by now well known (see [KV2] , [A] , [L] ); we wish to stress, however, that the present result eloes not require any condition of higher order differentiability on the given matrix A(x, t); this also gives a substantial irnprovement to Theorem 3.4 in [L] .
We conclude the paper with a discussion of the so-called one-eigenvalue-problem treated by Kohn and Vogelius [KV1] . In fact, we observe that this problem does not precisely fit the scheme of our Theorems 2.1-2.4 since, in this case, the monotonicity assumption is not satisfied. Vve present, however, some arguments showing how the monotonicity assumption can be relaxed in such a way that Theorems 2.1-2.4 continue to holel and, at the sarne time, it enables us to encompass the one-eigenvalue-problem.
The plan of the paper is as follows. In sect.ion 2 we give some basic elefinitions and the statements of the maìn Theorerns 2.1-2.4. Sec:tion 3 contains the proofs of the stability results, Theorems 2.1 and 2.2. Section 4 contains the proofs of the uniqueness results, Theorems 2.3 and 2.4. Fmally, section 5 contains the discussion of a generalization of the above theorems which enables us also to treat the oneeigenvalue-problern by Kohn and Vogelius. 
Let us introduce here the class of func:tions A(x, t) whic:h will be considered as admissible conductivities in our results. 
,>,.-11ç12 :::; A(x, t)ç. ç :::; Àlçl2
VVeobserve that (2.4) is a condition of uniform elIipticity, whereas (2.5) is a condition of monotonic:ity with respect to the last variable t. Denoting by C .) the L 2 (òD)-pairing between H1(òn) and its dual H-1(òD), the Dirichlet-to-Neumann map is clefineclby (AA(X, a.) U, qy) j . A(x, a(x) (:r:, h(:r:) )) IIL oc (iHì n 1"1) 
in n. 
lias ari empty inierseetion with n.
FTOOf It suffic:esto verify that the base or Ti (x) is contained in the cylinder where p> nane! À, E are positive const.ant.s. and [urthermore, (3.13) iuliere C is a positive constani depending onls] un À, n, n, ancl p.
PTOOf. We observe that the two functions t ---7 A (:x:, t), A(x, i) are absolutely continuous functions for almost every x E n (see [M, Lemma 3.1 .1]).
Then the following identities hold:
for almost every x E n. Il DxA (-, a(-) ) Ilu'co)<::
Bv (3.16), (3.17), the proof is completed. D PTOOJ oJ Theorem 2.1. We start from the identity (see, far instance, [A] )
where u, 11 are two arbitrary solutions to div (A(x, a) 
where Ja JA (.z(7' a(.z(7) )-l, Jb = JA (.z(7' b(.z(T) )-l Applying (3.18) to the two solutions 'Il, v above, we obta.in
n \ B/,(zo)
Then using (3.9) we end 11p with
I /" (A(x, a) -A(x;, b))J~2(x; -. .z,,) . Jb:(x -.z0') I .JB/,(za)nn

!Ja(x-zcr)1 IJb(~,-z(T)1 ::; C /"
Ix: -zO' I hence A(x, a(x) ) is Holder c:ontinuous with exponent (3 = 1-~in [2. Therefore,
A(;r:, a(x)) -A(x, b(x)) = A (:y;O , a(:l:°)) -A(:ro, b(xO)) + O(lx -xOI13).
We obta.in
/" JiJ2(A(xO, a(;y;O))~A(;x;(),;~(:J;O)))Ja:(x~zo')' (x: -zo')
.
J B/,(z") MI
IJo(x. -.z,,) I IJb(x -~(T)I
::;C f Ix -Z<71 
J;(A(:lP, a) -A(xO, b)) J~(:r; -z,,) . (x -z,,)
2: (A(xo, b)-1 -A(xo, a)-l)(T -z,,) . (x -Z(T) -Cuf3(a(:r;o) -b(:r:o))lx -z,,12
Using the ellipticity assurnption (2.4) and t.he monotonicity assumption (2.5), we c:ompute I-Ienc:e, we have
J;(A(xO, a) -A(xO,b)) J;(x; -z,,)· (:r; -z,,)
2: (E-2 )..-2 -Cu(3)(a(xo) -b(xo)) C
we obtain (3.24) 
J[;(A(:r o , a) -A(;);CI, il)) J~(l: -z,,)· (1; -Z(T)
2: C (a(xO) -
ù(x)
/ .a(:!)
s:
Taking the Loo-norm on both sides, we obtain (3.27) ,(z") From the forrnulas (3.8)-(3.9) we have
and since Ix -zo-I ::::Co , for every x E Bp(za) and a < /3,
for almost every x E Bp (za) n n.
Recalling that (3.28) holds for j 0, w« obtain
for almost every x E Bp(za) n n. Let us observe that, without 1088 of generality, we can assume
in fact, if we had the opposite inequality we would trivially obtain
which would prove the induction step. Hence, using (3.33), we have (3.34)
for almost every x E Bp(Za) n n.
Possibly choosing a smaller value of p, we may assume that and therefore,
I.=c(x) u· v_
::r,-z"
for almost every z E Bp (Z(7) n n.
Note that every x E U can be uniquely represented as (3.36)
where v E an and O ::: s :::
Hence, by Taylor's formula we have
We obtain
Il AA(2;, a) -AA(x, b) 11*1I1L IlH~(lHl) Il V IlH~(a n)
. n \ BI,(zn)
+ I Ix_zcrI2~2(n+m)I;r;_.z<T12~2(n+m)I:I:_xOI"'(d(:J;, (12))"
B,,(Zn) n n +~j'
Choosing m suffic:iently largo, depending only on k, estimating the integrale in the above formula (see [A, Proof of Finally, we observe that, by an elementary induc:tion argument, for every multiindex /3, 1/31 ::; k the following identity holds:
where P-y" is a polynomial. Henc:e, recalling hypothesis (2.9), whic:h has 110t been used yet, we obtain (3.41)
Il Dk (A(x, o.(x) ) -A(x, b(x) (I, by (3.30 ) and the representatron (3.36), Taylor's formula gives us 
1a -b Il;r: -Za 12-2(n+,71,) . l« \ BI '(zrr) Using (4.3), and provided we choose m > "2 1 , and therefore, 
