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a b s t r a c t
One of the widely used methods for solving a nonlinear system of equations is the quasi-
Newton method. The basic idea underlining this type of method is to approximate the
solution of Newton’s equation by means of approximating the Jacobian matrix via quasi-
Newton update. Application of quasi-Newton methods for large scale problems requires,
in principle, vast computational resource to form and store an approximation to the
Jacobian matrix of the underlying problem. Hence, this paper proposes an approximation
for Newton-step based on the update of approximation requiring a computational effort
similar to that of matrix-free settings. It is made possible by approximating the Jacobian
into a diagonal matrix using the least-change secant updating strategy, commonly
employed in the development of quasi-Newton methods. Under suitable assumptions,
local convergence of the proposed method is proved for nonsingular systems. Numerical
experiments on popular test problems confirm the effectiveness of the approach in
comparison with Newton’s, Chord Newton’s and Broyden’s methods.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Newton’s method is the best known algorithm for solving nonlinear systems:
F(x) = 0, (1)
where F : D ⊂ Rn → Rn has continuous first partial derivatives.
This method is iterative. Given an initial approximation x0 ∈ Rn, a sequence of iterates xk, k = 0, 1, 2, . . . , is generated
through the following algorithm:
NM: (Newton’s method)
Let x0 be given.
For k = 0, 1, 2, . . . .
Step 1: Evaluate F ′(xk) and solve the following system for sNk :
F ′(xk)sNk = −F(xk). (2)
Step 2: Define xk+1 = xk + sNk .
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Eq. (2) is known as Newton’s equation where F ′(xk) is the Jacobian matrix at xk, while the vector sNk is called Newton’s
correction. Very often, the inverse of Jacobian F ′(xk)−1 is not calculated, instead, sk is obtained by solving the linear
system:
F ′(xk)sk = −F(xk). (3)
Newton’s method has very attractive theoretical characteristics: If the Jacobian matrix is Lipschitz-continuous and
nonsingular at a solution x∗ of the system, Newtonian iteration defines a locally and quadratically convergentmethodwhich,
moreover, is invariant under linear transformations both in the range and in the domain space. Despite its obvious qualities,
this method has a number of disadvantages in practice. On one hand, one has to compute the Jacobian at every iteration
and, on the other hand, a linear systemmust be solved exactly. In order to overcome some of the disadvantages of Newton’s
method it has been suggested that the Jacobianmatrix be evaluated either once and for all or once every few iterations. This
variant of Newton’s method is called the Chord Newton’s method. However, it still requires the complete evaluation of the
Jacobian matrix and the drawbacks motivated the development of quasi-Newton methods in the past five decades.
Quasi-Newton methods approximate sk of Newton’s correction sNk by solving
Bksk = −F(xk), (4)
where the matrices Bk are intended to be approximations of F ′(xk). In many quasi-Newton methods, the computation of sk
in (4) does not involve computing derivatives at all. Moreover, in many particular methods, B−1k can be obtained from Bk
using simple procedures, which the linear algebra cost involved in solving (4) is reduced significantly (see [1,2]). Various
approximations to the Jacobian matrices such as the Broyden’s method [3,4] and Newton-like methods [5–8] are proposed.
Themost critical part of these algorithms is forming and storing a full-matrix approximation to the Jacobian of the underlying
problem, which can be a very expensive task for large scale problems. This leads to the idea of this paper, where we propose
an approximation for Jacobian in the form of a diagonal matrix using the least-change secant updating strategy, commonly
employed in the development of quasi-Newton methods. Therefore, one can foresee that working with this subsidiary
approximation maintains in principle the ‘‘Jacobian-free’’ and ‘‘matrix-free’’ setting where the approximation of Newton’s
correction can be provided without forming the true Jacobian or solving any linear system.
The remainder of this paper is organized as follows. In Section 2, we present the fundamentals of our approach. Section 3
is devoted to the analysis of convergence. In Section 4, we report numerical results and comparisons of our method with
some widely used algorithms and finally, we conclude in Section 5 with a discussion of future direction for our approach.
2. Diagonal updating via least-change update strategy
Throughout this paper we consider ‖ · ‖ for a vector as the Euclidean norm onRn, unless it is stated otherwise, and an
arbitrary givenmatrix normonRn×n (denoted by ‖·‖), togetherwith their induced operator norms. Let us give the following
basic assumptions on F .
Assumption:
A1. F is continuously differentiable in an open convex setΩ inRn.
A2. There exists x∗ ∈ Ω such that F(x∗) = 0.
A3. The Jacobian F ′(x) is continuous and nonsingular for all x ∈ Ω .
A4. F ′ is Lipschitz continuous i.e. there exists a positive constant L ≥ 0 such that
‖F ′(x)− F ′(y)‖ ≤ L‖x− y‖ (5)
for all x, y ∈ B.
A5. There exists constantsM1 ≤ M2 such that
M1‖υ‖2 ≤ υT F ′(x)υ ≤ M2‖υ‖2 (6)
for all x ∈ B and υ ∈ Rn.
The name ‘‘quasi-Newton’’ was used after 1965 to describe methods of the form
xk+1 = xk − B−1k F(xk) (7)
such that the equation
Bk+1sk = yk ≡ F(xk+1)− F(xk), (8)
was satisfied for all k = 0, 1, 2, . . . (see [3]). Eq. (8) was called the fundamental equation of quasi-Newton methods.
Following by Dennis and Schnabel [1], most authors call quasi-Newton to all the methods of the form (7), whereas the
class of methods that satisfy (8) are called secant methods. Accordingly, (8) is called the secant equation.
Least change secant methods [9] consist in finding an updated Jacobian approximation Bk+1 which satisfies the
secant equation (8), and simultaneously preserves as much information as possible from the current approximation Bk.
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Mathematically, assume that an inner product norm ‖ · ‖ is specified on Rn×n and V (sk, yk) = {B ∈ Rn×n|Bsk = yk}, the
least change secant update of B (denoted by Bk+1) is the unique solution of the problem:
min
B∈V ‖B− Bk‖. (9)
Various norms can be used to preserve information from Bk. For example, the Frobenius norm (and the weighted Frobenius
norm) gives arise to various rank-two updates of Bk. These include the popular BFGS and DFP updates from the Broyden’s
class, see for example, [1].
Our approach to approximate the Jacobian matrix diagonally is heavily inspired by the least change secant updating
theory of Dennis andWolkowicz [10], with matrices further restricted to be diagonal. The motivations for taking a diagonal
approximation of Jacobian are as follows: a diagonal matrix D is self-adjoint, and it is bounded if and only if the elements
D(i) are bounded. To represent and update diagonal matrices Dk, only n diagonal elements D
(i)
k ; 1 ≤ i ≤ n need to be stored
and updated. Finally, its inverse is also diagonal where (D−1)(i) = 1/D(i).
In order to interpret the result of least change secant updating theory, we assume that Dk is a bounded diagonal matrix
and Dk+1, the updated version of Dk is defined by
Dk+1 = Dk +∆k (10)
where ∆k, the deviation between Dk and Dk+1 is also a diagonal matrix. Because it is usually difficult for a diagonal matrix
to satisfy the secant equation a priori, in particular, a quasi-Newton update does not maintain a Jacobian approximation in
an element-to-element sense, we look for an alternative for the updating matrix Dk+1 to accumulate Jacobian information.
The alternative we look for should accomplish the same task as secant condition does, i.e., Dk+1 should be updated in such
a way that the weak secant equation of Dennis and Wolkowicz [10]:
sTkDk+1sk = sTkyk (11)
is satisfied so that it guarantee the Jacobian information along the step is correct. Before we proceed further, our use of the
weak secant equation requires some motivation. Note that without evaluating additional functions or gradients, the only
Hessian information we have is yk, and this is only approximate information. Specifically, yk is an approximation to F ′(xk)sk.
Moreover, since yk is a vector and the standard mean-value theorem does not necessarily hold for vector-valued functions,
we do not know that there exists ξ ∈ Rn between xk and xk+1 such that yk = F ′(ξ)sk. However, one can project F(x) on some
direction α ∈ Rn by defining f (x) = F(x)Tα. Then by Taylor’s theorem we have
F(xk+1)Tα = F(xk)Tα + αT F ′(ξ)sk (12)
for some ξ between xk and xk+1. Letting α = sk, (12) becomes
sTkyk = sTk F ′(ξ)sk. (13)
Thus, if (11) is satisfied, one can ensure that the local information on the true Jacobian incorporated in the updating matrix
Dk+1 is correct.
We can now state the derivation process of our updating formula as below.
Consider the following problem:
min
1
2
‖Dk+1 − Dk‖2F
s.t. sTkDk+1sk = sTkyk, (14)
where ‖ · ‖F denotes the Frobenius norm. Problem (14) can be stated alternatively as:
min
∆(i)∈R
1
2
n−
i=1
(∆
(i)
k )
2
s.t.
n−
i=1
∆
(i)
k (s
(i)
k )
2 = sTkyk − sTkDksk, (15)
where∆(i)k ; 1 ≤ i ≤ n are the diagonal elements of∆k and s(i)k ; 1 ≤ i ≤ n are the components of sk.
Since the objective function in (15) is convex and the feasible set is also convex, then (15) has an unique solution. Its
Lagrangian function is given by
L(∆k, µ) = 12
n−
i=1
(∆
(i)
k )
2 + µ

n−
i=1
∆
(i)
k (s
(i)
k )
2 − sTkyk + sTkDksk

(16)
where µ is the Lagrange multiplier associated with the constraint. Differentiating (16) with respect to each∆(i)k and setting
the results to zero yields
∆
(i)
k = −µ · (s(i)k )2, i = 1, 2, . . . , n. (17)
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Next, multiplying each of (17) by (s(i)k )
2 and sum them all to obtain
n−
i=1
∆
(i)
k (s
(i)
k )
2 = −µ
n−
i=1
(s(i)k )
4. (18)
Invoking the constraint, we have
µ = − s
T
kyk − sTkDksk
n∑
i=1
(s(i)k )4
. (19)
Finally, by substituting (19) into (17) gives
∆
(i)
k =
sTkyk − sTkDksk
n∑
i=1
(s(i)k )4
(s(i)k )
2, i = 1, 2, . . . , n. (20)
Letting Ak = diag((s(1)k )2, (s(2)k )2, . . . , (s(n)k )2) with Tr(A2k) =
∑n
i=1(s
(i)
k )
4 where Tr is the trace operator, our proposed
updating formula can be stated as follow:
Dk+1 = Dk + s
T
kyk − skDksk
Tr(A2k)
Ak. (21)
In order to safeguard the possibly of generating singular Dk+1, we require that D(i)k+1 ≠ 0 for all i = 1, . . . , n. If D(i)k+1 ≠ 0 is
violated, we set D(i)k+1 = D(i)k , i.e. letting∆(i)k = 0.
Remark. One can observe that having D(i)k+1 = 0 for all i = 1, . . . , n is equivalent to that of having
D(i)k =
skDksk − sTkyk
Tr(A2k)
(s(i)k )
2, ∀i, (22)
and as a consequence, it leads to
sTkDksk = skDksk − sTkyk ⇒ sTkyk = 0. (23)
This contradicts the assumption that F ′(x) is nonsingular for all x ∈ B. Thus, we can conclude that ‖∆k‖F ≠ 0 even when
the above safeguarding strategy is applied within the updating scheme. Moreover, if we denote∆k as the correction matrix
when D(i)k+1 ≠ 0 for all i and∆k as the correction matrix generated in the occasion when the safeguarding strategy has to be
invoked (i.e. ∃ D(i)k+1 = 0 for some i and we let the corresponding∆(i)k be zero), then one can easily see that
‖∆k‖F ≤ ‖∆k‖F (24)
holds for all finite k. 
Finally, we can state the algorithm of our proposed method as below:
DQNM: (Diagonally quasi-Newton method)
Let x0 and D0 be given. Set k := 0.
Step 1: Compute xk+1 = xk − D−1k F(xk).
Step 2: If termination criterion is reached then stop. Else set k := k+ 1 and go to Step 3.
Step 3: Update Dk using formula (21) (where the index k is replaced by index k − 1). If D(i)k = 0, set D(i)k = D(i)k−1 and go to
Step 1.
3. Convergence analysis
Note that ‖∆k‖F is bounded below if ‖∆k‖F does and conversely, if ‖∆k‖F is bounded above, then so does ‖∆k‖F . Hence
we can state the following result on the boundedness of {‖∆k‖F } by assuming that, without loss of generality, the updating
matrix (21) is always used:
Lemma 1. Assume that ‖sk‖ ≠ 0 for all finite k and F satisfies Assumptions A1–A3 and A5. Let {Dk} be the sequence generated
by (21). If the given nonsingular D0 satisfies
β ≤ D(i)0 ≤ γ , i = 1, 2, . . . , n, (25)
for some constants β and γ , then the sequence {‖∆k‖F } is bounded for all finite k.
Proof. Since ‖ · ‖F ≥ 0 and the nonsingularity of the Jacobian matrix implies that ‖∆k‖F ≠ 0, then ‖∆k‖F must be bounded
away from zero. Hence, it is sufficient to prove that ‖∆k‖F is bounded above.
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For k = 0, by (13) we have
|∆(i)0 | =
|sT0y0 − sT0D0s0|
Tr(A20)
(s(i)0 )
2
≤ |s
T
0F
′(ξ0)s0 − sT0D0s0|
Tr(A20)
(s(M)0 )
2, (26)
where s(M)0 is the component of s0 with largest magnitude and for some ξ0 between x0 and x1. Multiplying (s
(M)
0 )
2 to both
numerator and denominator of (26) yields
|∆(i)0 | ≤
|sT0F ′(x¯0)s0 − sT0D0s0|
(s(M)0 )2Tr(A
2
0)
(s(M)0 )
4
≤ |s
T
0F
′(x¯0)s0 − sT0D0s0|
(s(M)0 )2
. (27)
DenoteM = max{|M1|, |M2|} and Γ = max{|β|, |γ |}, it follows from A5 and (25) that
|∆(i)0 | ≤
(M + Γ )‖s0‖2
(s(M)0 )2
≤ n(M + Γ )(s
(M)
0 )
2
(s(M)0 )2
= c, (28)
where c = n(M + Γ ) is a constant. This implies that
β1 ≤ D(i)1 ≤ γ1, ∀i, (29)
where β1 = β − c and γ1 = γ + c. Thus, by induction, we can conclude the proof. 
To give the convergence of our proposed method, we need the following result which is a special case of a more general
result given by Broyden et al. [11] (see also [12]):
Theorem 2. Let {xk} be the sequence generated by (7). Suppose F satisfies Assumptions A1–A4, and for all k,
‖Bk+1 − F ′(x∗)‖F ≤ ‖Bk − F ′(x∗)‖F + ασk (30)
where Bk+1 is the updated version of Bk, α is some constant and σk = max{‖xk+1 − x∗‖, ‖xk − x∗‖}. Then if there exist positive
constants ϵ and δ such that ‖x0 − x∗‖ < ϵ and ‖B0 − F ′(x∗)‖F < δ, the sequence {xk} is well defined and converges linearly
to x∗.
We can now state the main result.
Theorem 3. Suppose ‖sk‖ ≠ 0 for some finite k and F satisfies Assumptions A1–A5 and there exist positive constants ϵ and δ
such that ‖x0 − x∗‖ < ϵ and ‖D0 − F ′(x∗)‖F < δ. Then the sequence {xk} generated by Algorithm DQNM, is well defined and
converges linearly to x∗.
Proof. We shall prove that the updating scheme (21) satisfies (30), by induction. Consider
‖D1 − F ′(x∗)‖F = ‖D0 +∆0 − F ′(x∗)‖F
≤ ‖D0 − F ′(x∗)‖F +
 sT0y0 − s0D0s0Tr(A20) A0

F
= ‖D0 − F ′(x∗)‖F + |s
T
0D1s0 − s0D0s0|
(Tr(A20))1/2
≤ ‖D0 − F ′(x∗)‖F + ‖D1 − D0‖F‖s0‖
2
(Tr(A20))1/2
. (31)
Since ‖s0‖ ≠ 0, then there exists positive constant ϵ1 such that ‖s0‖ ≥ ϵ1. This implies that
n(s(M)0 )
2 ≥ ‖s0‖2 ≥ ϵ21 , (32)
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which gives (s(M)0 )
2 ≥ ϵ21/n. Thus, we have
Tr(A20) =
n−
i
(s(i)0 )
4
≥ (s(M)0 )4 =
1
n
(n(s(M)0 )
2)(s(M)0 )
2 ≥ 1
n2
ϵ21‖s0‖2,
and yields, after some arrangements
‖s0‖
Tr(A20)1/2
≤ n
ϵ1
. (33)
Using (28) in Lemma 1 and (33), inequality (31) becomes
‖D1 − F ′(x∗)‖F ≤ ‖D0 − F ′(x∗)‖F + n
3/2c
ϵ1
‖s0‖. (34)
Since ‖s0‖ = ‖x1 − x∗ + x∗ − x0‖ ≤ ‖x1 − x∗‖ + ‖x∗ − x0‖ ≤ 2σ0, we obtain, finally
‖D1 − F ′(x∗)‖F ≤ ‖D0 − F ′(x∗)‖F + ασ0, (35)
where α = 2n3/2c /ϵ1 > 0. Therefore from Theorem 2, the sequence generated by Algorithm DQNM, is well defined and
converges linearly to x∗. 
4. Numerical results
In this section, we compare the performance of DQNM with that of Newton’s method (NM), Chord Newton’s method
(CNM) and Broyden’s method (BM). The algorithms are written in MATLAB 6.0 and are tested for some classical benchmark
problems given in [13–15,2]. All the problems are run on a PC with Pentium IV processor with 512 MB of RAM, and CPU
2.66 GHz. For both NM and CNM, standard LU factorization is used as the linear solver. The code used for the implementation
of the Broyden’s method is a modified of that available via http://www.siam.org/books/kelley/fr16/matlabcode.php
(accessed on 2010, June). To describe the results of these experiments we give the dimension n of problem, the numbers NI
of iterations performed, and the seconds of CPU time for measuring the timings of the algorithms. We declare a termination
of the method whenever,
‖F‖2 + ‖sk‖2 < 10−8. (36)
In addition, a failure is declared if any of the following two situations occurs during the iteration process:
1. The number of iteration and/or the CPU time in second reaches 200, but no xk satisfying (36) is obtained;
2. Failure on code execution due to the insufficient of memory.
The symbol ‘−’ is used to indicate a failure. In the following we describe some details on the used test problems, F(x) =
(F1(x), . . . , Fn(x))T :
Problem 1. Trigonometric–Exponential system [15]:
F1(x) = 3x21 + 2x2 − 5+ sin(x1 − x2) sin(x1 + x2),
Fi(x) = 3x2i + 2xi+1 − 5+ sin(xi − xi+1) sin(xi + xi+1)+ 4xi − xi−1 exp(xi−1 − xi)− 3; i = 2, . . . , n− 1,
Fn(x) = 4xn − xn−1 exp(xi−1 − xi)− 3, x(i)0 = 0.
Problem 2. Singular Broyden [13]:
F1(x) = ((3− hx1)x1 − 2x2 + 1)2 ,
Fi(x) = ((3− hxi)xi − xi−1 − 2xi+1 + 1)2 ; i = 2, . . . , n− 1,
Fn(x) = ((3− hxn)xn − xn−1 + 1)2 , x(i)0 = −1 and h = 2.
Problem 3. Structured Jacobian problem [15]:
F1(x) = −2x21 + 3x1 − 2x2 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1 − xn + 1,
Fi(x) = −2x2i + 3xi − xi−1 − 2xi+1 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1 − xn + 1; i = 2, . . . , n− 1,
Fn(x) = −2x2n + 3xn − xn−1 + 3xn−4 − xn−3 − xn−2 + 0.5xn−1 − xn + 1, x(i)0 = −1.
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Table 1
Results of the methods when solving Problem 1.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 4 0.0434 – – 10 0.0261 20 0.0191
50 4 0.0480 – – 17 0.0318 19 0.0281
100 4 0.1516 – – 20 0.0561 24 0.0694
200 5 0.7898 – – 22 0.4109 24 0.1093
500 5 1.3091 – – 24 0.6591 28 0.1630
1000 5 6.1698 – – 24 1.4096 31 0.4031
5000 – – – – – – 35 0.5610
10000 – – – – – – 35 0.6190
20000 – – – – – – 36 0.6572
50000 – – – – – – 37 0.7010
Problem 4. Generalized Rosenbrock problem [15]:
F1(x) = −4c(x2 − x21)x− 1− 2(1− x1),
Fi(x) = 2c(xi − xi−1)− 4c(xi+1 − x2i )xi − 2(1− xi); i = 2, . . . , n− 1,
Fn(x) = 2c(xn − x2n−1), x(i)0 = 1.2 and c = 2.
Problem 5. Extended Rosenbrock problem [15]:
F1(x) = −400x1(x2 − x21)− 2(1− x1)+

x1
n−
j=2
xj

− n+ 1,
Fi(x) = 200(xi − x2i−1)− 400xi(xi+1 − x2i )− 2(1− xi)+

xi
n−
j≠ı
xj

− n+ 1; i = 2, . . . , n− 1,
Fn(x) = 200(xn − x2n−1)+

xn
n−
j≠i
xj

− n+ 1, x0 = (1.2, 1, 1.2, 1, . . . , 1.2, 1).
Problem 6 ([14]).
Fi(x) =

n−
j=1
x2j + 1

(xi − 1)+

xi
n−
j≠ı
xj

− n+ 1; i = 1, . . . , n− 1,
Fn(x) =

n−
i=1
x2i + 1

(xn − 1), x0 = (−1.5, 3.5,−1.5, 3.5, . . . ,−1.5, 3.5).
In general, the Jacobians for Problems 1–6 are not sparse, which means that NM will require O(n3) flops for solving the
arisen linear systems, as opposed to CNM where O(n2) flops (except for the first iteration) are needed. In addition, for the
set of given initial approximations, Problems 1–3 and 5 are ill-conditioned.
Problem 7. Chandrasekhar H-equation [2]:
The Chandrasekhar integral equation is discretized using the midpoint quadrature formula, which leads to the following
system:
Fi(x) = xi −

1− c
2n
n−
j=1
tixj
ti + tj
−1
; tj = (j− 0.5)h, h = 1/n, j = 1, . . . , n, i = 1, . . . , n, x(i)0 = 1.
The integral equation and the discrete analog have solutions for c ∈ (0, 1), and the Jacobian at the solution becomes nearly
singular as c approaches 1. We report results for c = 0.9 and 0.9999.
An examination of Tables 1–8 shows that of the fourmethods tested, three are consistently good for all the eight test cases
when n ≤ 1000, namely NM, BM and DQNM. The CNM performs reasonably well if a good initial estimate is available, and
the Jacobianmatrix at that point is a good approximation to that at the solution on other iterations. In no case, however, it is
superior to the others. If the initial estimate is poor, as in Problems 1–3 and 5, it performs very badly indeed. On comparing
the DQNM with the two other well-known methods, NM and BM, it is noticeable that both NM and BM are in most cases,
superior to the DQNM in term of number iteration. However, comparing the performances of the methods by means of
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Table 2
Results of the methods when solving Problem 2.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 10 0.0045 – – 18 0.0043 14 0.0039
50 10 0.0078 – – 19 0.0069 14 0.0046
100 13 0.0290 – – 25 0.0105 17 0.0079
200 13 0.0310 – – 26 0.0197 19 0.0099
500 13 0.0456 – – 28 0.0218 20 0.0112
1000 13 0.1981 – – 30 0.0682 23 0.0209
5000 – – – – 31 0.6104 26 0.0296
10000 – – – – – – 26 0.0725
20000 – – – – – – 29 0.1639
50000 – – – – – – 32 0.4010
Table 3
Results of the methods when solving Problem 3.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 5 0.0024 12 0.0021 9 0.0015 13 0.0012
50 5 0.0025 14 0.0022 9 0.0019 14 0.0014
100 5 0.0057 16 0.0048 14 0.0037 19 0.0025
200 5 0.0125 16 0.0102 14 0.0090 22 0.0039
500 5 2.9229 17 1.2160 16 0.0982 23 0.0301
1000 5 16.0154 17 13.9131 18 2.9513 24 0.3461
5000 – – – – 18 3.0410 25 0.8829
10000 – – – – – – 26 1.2405
20000 – – – – – – 30 1.3905
50000 – – – – – – 31 1.6291
Table 4
Results of the methods when solving Problem 4.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 4 0.0037 14 0.0026 8 0.0021 10 0.0018
50 4 0.0042 14 0.0031 8 0.0030 12 0.0022
100 4 0.0067 14 0.0059 10 0.0046 15 0.0028
200 4 0.0218 14 0.0145 12 0.0152 16 0.0031
500 4 0.9934 17 0.0921 13 0.0285 17 0.0063
1000 4 5.4910 18 0.1246 14 0.1393 18 0.0930
5000 – – – – 18 1.0296 22 0.0996
10000 – – – – – – 22 0.1623
20000 – – – – – – 24 0.2093
50000 – – – – – – 24 0.2310
Table 5
Results of the methods when solving Problem 5.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 6 0.0240 45 0.0230 12 0.0026 26 0.0017
50 6 0.0310 69 0.0280 12 0.0029 33 0.0025
100 6 1.0431 73 0.9801 17 0.0198 35 0.0063
200 6 54.4550 78 21.8710 18 0.0529 38 0.0100
500 6 106.7143 78 55.0377 21 0.0831 38 0.0215
1000 6 109.6140 90 68.6521 23 0.2924 39 0.0261
5000 – – – – 25 5.9974 40 0.0328
10000 – – – – – – 42 0.3645
20000 – – – – – – 71 8.0315
50000 – – – – – – 76 14.0934
computing time, it appears that DQNM is always superior to others, and we can conjecture that this superiority would
become more evident as the number of variables (dimension of problem) is increased. To test this conjecture, n ≥ 10,000
are chosen and the numerical results tend to support the conjecture. In fact one can see that among the tested methods,
DQNM is the only method that can solve all the problems with dimension more than 10,000. Lastly our observation on the
results of DQNM in solving Problem 7 also revealed that the method could be a good solver for problems with Jacobian that
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Table 6
Results of the methods when solving Problem 6.
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 8 0.0034 43 0.0029 17 0.0022 21 0.0019
50 8 0.0054 49 0.0052 17 0.0038 22 0.0023
100 8 1.6500 56 5.1280 21 0.3100 32 0.0550
200 8 8.6590 60 7.6420 22 1.2740 32 0.0747
500 8 27.5650 62 16.8163 22 1.9308 35 0.0998
1000 8 196.1002 69 188.5958 25 3.2572 36 0.1012
5000 – – – – 27 5.0125 36 0.5432
10000 – – – – – – 37 0.9983
20000 – – – – – – 39 1.2408
50000 – – – – – – 39 1.3183
Table 7
Results of the methods when solving Problem 7 (c = 0.9).
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 4 0.0871 6 0.0568 6 0.0466 5 0.0312
50 4 0.4008 6 0.3919 6 0.3432 5 0.0518
100 4 2.8713 7 2.0059 6 1.4664 5 0.3190
200 4 6.9134 7 5.1673 6 4.7112 5 0.6987
500 4 14.0945 7 11.0418 8 6.9813 6 1.0695
1000 4 64.5813 9 27.2974 8 9.7416 6 1.7743
5000 – – – – 8 16.1364 6 1.9894
10000 – – – – – – 7 2.4140
20000 – – – – – – 9 2.9725
50000 – – – – – – 9 3.6892
Table 8
Results of the methods when solving Problem 7 (c = 0.9999).
Dimension n NM CNM BM DQNM
NI CPU NI CPU NI CPU NI CPU
25 8 0.2994 89 109.4523 9 0.0936 9 0.0398
50 8 1.6248 – – 9 0.4689 9 0.0642
100 8 4.8096 – – 9 1.5572 10 0.3968
200 8 15.1792 – – 9 5.0388 10 0.7082
500 8 36.0330 – – 10 7.1412 10 1.5628
1000 8 134.9045 - – 10 12.0644 10 2.4289
5000 – – – – 10 18.3141 10 3.0184
10000 – – – – – – 12 3.8109
20000 – – – – – – 12 4.2023
50000 – – – – – – 12 4.6840
are nearly singular. Based on the result of a single selected test problem, however, it is unlikely that it will give a sufficiently
accurate picture of the overall behavior of the algorithm inhandling problemswith Jacobians that are nearly singular. Further
numerical experiments on the applicability of our proposed method to this class of problems are desirable.
5. Conclusion
We presented a new method for solving large-scale systems of nonlinear equations. It is a variant of secant methods,
and uses diagonal updating scheme to generate diagonal approximation for the Jacobian of the nonlinear system. Although
it belongs to the quasi-Newton family of methods, our algorithm is matrix free, allowing it to solve large-scale systems of
equations without derivative and without any particular assumption about the structure of the problem. In addition it also
seems that the performance of the proposedmethod is not effected by ill-conditioning and nearly singularity on the Jacobian
matrix, although this conclusion is somewhat tentative and requires further testing. Finally, based on our numerical results,
we can conclude that the proposed method may be a useful alternative to other Newton-like methods, especially when the
dimension of a problem is very large and the Jacobian is ill-structured or cannot be obtained easily.
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