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Abstract
Zebraﬁsh animal is considered as one of the most suitable animals to test toxicity of compounds due many features such as
transparency and a large number of embryos produced in each mating. The main problem of the zebraﬁsh-based toxicity test is
the manual inspection of thousands of animals images in diﬀerent phases and this is not feasible enough for the analysis, i.e. it is
slow and may be inaccurate process. To help addressing this problem, in this paper, an automated classiﬁcation of alive (healthy)
and coagulant (died because of toxic compounds) zebraﬁsh embryos are proposed. The embryos’ images are used to extract some
features using the Segmentation-based Fractal Texture Analysis (SFTA) technique. The Rotation Forest classiﬁer is then used
to match between testing and training features (i.e. to classify alive and coagulant embryos). The experiments have proved that
choosing threshold value of SFTA technique and the size of the rotation forest classiﬁer have a great impact on the classiﬁcation
accuracy. With accuracy around 99.98 %, the experimental results have showed that the proposed model is a very promising step
toward a fully automated toxicity test during drug discovery.
c© 2014 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of Universal Society for Applied Research.
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1. Introduction
Toxicity is an important research topic due to its vital role in the process of developing a new drug. Determining
the toxicity level of thousands of compounds and comparing their toxicity levels have become a hot topic in recent
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studies. There are many investigation methods to test the toxicity of any compound. One of the most famous methods
is th animal to test the safety of a new drug. Food and Drug Administration (FDA) have reported that predicting drug
failures before clinical trials save US $100 million per drug1,2,3.
To choose a suitable animal for such safety test, there are many challenges, e.g. ensuring the reproducibility and
the comparability. One of the animals that gained acceptance in drug discovery is the zebraﬁsh. This is because
the zebraﬁsh enjoys many features supporting the test of the toxicity of any compound. Examples of these features
include (a) the speed and the transparency4, (b) the high production as they produce a large number (200-250 eggs)
of embryos per mating5.
Despite the fact that zebraﬁsh embryos are the most suitable and promising model, but a number of challenges
are still to be addressed. Firstly, the zebraﬁsh model needs to be fully automated system (this is one of the biggest
challenges because manual inspection of thousands of images is not accurate, slow, and not feasible for the data
analysis). Secondly, this model should achieve a high level of reliability (this contributes toward a wide acceptance,
i.e. becoming a standard model toxicity test).
To address the automation challenge, there should be automated process for the entire ﬁsh embryo test including
the evaluation of data produced during a microscope screening process. However, to have a fully automated systems,
data (i.e. embryo image) needs to be collected, preprocessed, and then features are extracted and then classiﬁed.
However, collecting data and assign a true class label to each sample is considered a diﬃcult step in the system. This
step is currently handled manually because screening the microscope is performed in 24 or 48 hours after fertilization.
During this period, the embryo is able to move within the chorion. Hence, detecting the actual position of the embryo
in the image is diﬃcult due to its movement and diﬀerent orientation4.
Many researchers have reported the use of the zebraﬁsh embryos to investigate the toxicity of diﬀerent compounds.
Reimers et. al have used the zebraﬁsh to compare the toxicity resulting from either ethanol or acetaldehyde exposure6.
Also, using the zebraﬁsh model, Hallare et. al have tried to evaluate the toxicity of diclofenac, anti-rheumatic drug7.
Furthermore, Ru¨diger et. al have reported the ﬁrst fully automatic approach for evaluating the zebraﬁsh embryos
without dechorionating or aligning them. They classiﬁed the healthy and coagulated embryos. They built their own
data set which consists of 187 images of living embryos, 190 images of coagulant embryos, and seven erroneous
images. To build their automated model, they ﬁrst applied many preprocessing steps, dilation and erosion, to extract
the image of the embryo clearly. They have then extracted and used eight geometric features for classiﬁcation step.
Their system has achieved an excellent accuracy rate, reached to 99.47%8.
In this paper, a fully automated machine learning-based approach is proposed to classify zebra ﬁsh embryos to
healthy and coagulated embryos. This approach aims to a fully automated evaluation of the toxicity of compounds
based on zebraﬁsh. The proposed approach makes use of the SFTA technique to extract features from zebraﬁsh
embryos images. These features are then classiﬁed using the Rotation forest ensemble classiﬁer to match between the
unknown and trained images.
The rest of this paper is organized as follows, Section (2) presents the methodology that is used in the proposed
model; Section (3) explains the two phases of the proposed model and its detailed steps; Experimental scenarios are
introduced in Section (4). Discussion of the experimental scenarios are discussed in Section (5). Finally, conclusions
and future works are presented in Section (6).
2. Preliminaries
2.1. Segmentation-based Fractal Texture Analysis (SFTA)
SFTA feature extraction algorithm consists of two main steps. In the ﬁrst step, the input grayscale image is de-
composed into diﬀerent binary images based on multi-level threshold algorithm. There are diﬀerent methods to
decompose the grayscale image into a set of binary images, but in this paper, Two-Threshold Binary Decomposition
(TTBD) method is used. In the second step of SFTA, the features are extracted from each binary image. SFTA features
consist of fractal dimension, mean, and size (pixel count), which are computed from the region’s boundary of each
binary image9. More details about the two steps of SFTA are explained in the next sections.
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2.1.1. Two-Threshold Binary Decomposition (TTBD):
The goal of TTBD method is to decompose the grayscale image (I) into a set of binary images (Ibi, i = 1, 2, . . . , nt),
where nt represents the total number of thresholds, which is deﬁned by the user. Firstly, a set of equally spaced
threshold values (T = t1, t2, . . . , tnt ) is computed using Otsu algorithm
10. The input image (I) is then decomposed into
a set of binary images (Ib) based on applying two threshold segmentation method as in Equation (1). One advantage
of the TTBD algorithm is that, it segments the objects whose gray level lies among middle ranges of the input image
histogram9.
Ib(x, y) =
{
1, i f tl < I(x, y) ≤ tu
0, otherwise (1)
where tl and tu denote, respectively, lower and upper threshold values.
2.1.2. SFTA extraction algorithm:
SFTA features are calculated from the region’s boundary of each binary image. SFTA feature vector consists of
fractal dimension, mean, and size (pixel count), which are computed from the region’s boundary of each binary image.
Fractal features describe the complexity of the object’s boundary (Δ(x, y)) and their statistics as follows:
Δ(x, y) =
{
1, i f ∃(x´, y´) ∈ N8[(x, y)] : Ib(x´, y´) = 0 ∧ Ib(x, y) = 1,
0, otherwise (2)
where N8[(x, y)] is the set of eight neighbours for the point (x, y). The value of Δ(x, y) is equal to one if the
corresponding point in the binary image Ib is equal to one and have at least one neighbouring pixel (x´, y´) equal to zero.
Otherwise, the value of Δ(x, y) will be equal to zero. Thus, the boundary will be one pixel wide. The mean and size
of the gray level of each binary image also to complement the extracted features.
The length of the SFTA feature vector consists of fractal dimension, mean gray level, and size, which will increase
the dimension of SFTA feature vector and the CPU time. Another factor that aﬀects the length of the SFTA feature
vector is the threshold parameter, which is deﬁned by the user. The length of the SFTA feature vector proportional to
the value of the threshold parameter. Algorithm (1) summarizes the steps of the SFTA feature extraction method.
Algorithm 1 : SFTA Feature Extraction Algorithm9
1: Given an input gray scale image I and threshold nt.
2: T ←MultiLevelOtsu(I, nt)
3: i ← 0.
4: for all (tl, tu, where tl and tu denote, respectively, lower and upper threshold values) do
5: Ib ← TTBD(I,tl,tu).
6: Δ(x, y) ← FindBorders(Ib).
7: S FTA[i] ← FractalDimension(Δ).
8: S FTA[i + 1] ←MeanGraylevel(Ib).
9: S FTA[i + 2] ← PixelCount(Ib).
10: i ← i + 3.
11: end for
2.2. Rotation Forest Ensemble Classiﬁer
The idea of ensemble classiﬁers is to combine several outputs of diﬀerent individual classiﬁers. There are many
types of ensemble classiﬁers such as Bagging, Boosting, Random Forests, and Rotation Forests11. In all ensemble
methods, sampling the data of features decreases the accuracy of individual classiﬁers. But, rotation forest does not
through away any data or features. Rotation forest is used in many recent applications include diagnosis of coronary
artery disease12, cancer classiﬁcation13, and computer aided diagnosis of Parkinson disease14. Rotation forest has
achieved accuracy higher than classical ensemble methods such as bagging, AdaBoost, and random forest, when it
was tested on 35 benchmark datasets11.
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The rotation forest consists of two steps, namely, training and testing. In the training step, for each individual
classiﬁer (Ci), the features set (Z) of all the training data is divided into K subsets (S i j), where i and j represent the
individual classiﬁerCi and the jth subset, respectively, and all subsets are approximately in equal size. For each subset,
diﬀerent classes are selected randomly. Thus, the subset may contain any number of classes. Principal Component
Analysis (PCA) dimensionality reduction method is used to reduce the dimension of features from M features to Mj
features, where Mj ≤ M 15. All PCA coeﬃcients are added into the rotation matrix (Ri) of the current classiﬁer (Ci)
as in Equation (3). The rows of the rotation matrix (Ri) are rearranged to be corresponding to the original features,
where the rotation matrix after arrangement represented by Rai . Finally, transform the original training set Z on the
ﬁnal rotation forest space (Rai ) as follows, ZR
a
i . The detailed steps of the training phase to build the rotation forest
model are summarized in Algorithm (2).
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a(1)i,1 , a
(2)
i,1 , . . . , a
(M1)
i,1 [0] . . . [0]
[0] a(1)i,2 , a
(2)
i,2 , . . . , a
(M2)
i,2 . . . [0]
...
...
. . .
...
[0] [0] . . . a(1)i,K , a
(2)
i,K , . . . , a
(MK )
i,K
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
where a(1)i, j , . . . , a
(M)
i, j represents the PCA coeﬃcients of the i
th classiﬁer and jth subset.
The second step of the rotation forest classiﬁer is the testing step. The goal of this step is to classify the unknown
object (U) or pattern (test object) using rotation forest classiﬁer. For each individual classiﬁer (Ci), before classifying
the unknown sample, it is transformed using the rotation matrix Rai as follows, y = UR
a
i . The results or decisions of
all individual classiﬁers in the ensemble are combined using average or voting combination methods16,15. Algorithm
(3) summarizes the steps of matching or classifying the unknown pattern.
Algorithm 2 : Algorithm of Building Rotation Forest Classiﬁer
1: Given a labelled data set Z = [z1, . . . , zN], where N represents the total number of samples. Each sample is
described by a set of features X = [x1, . . . , xn].
2: Initialize the size of ensemble L, the type of weak learner (decision tree), bootstrap size P, and the number of
feature subsets K
3: for (Classiﬁer Ci, i = 1, 2, . . . , L) do
4: Split the feature set (X) into K subsets (S i j, j = 1, 2, . . . ,K)
5: for (each subset j = 1, 2, . . . ,K) do
6: Let Zi j is the data set for the features in the subset S i j
7: Select a bootstrap samples Z´i j from Zi j of size P.
8: Apply PCA to reduce the dimension from M to Mi
9: Store the coeﬃcients of PCA in the rotation matrix Ri
10: end for
11: Arrange the rotation matrix Ri corresponding to the original feature set denote the arranged rotation matrix with
Rai
12: Build a classiﬁer Ci using ZRai
13: end for
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Fig. 1: Block diagram of the proposed algorithm
Algorithm 3 : Algorithm of Classifying New Pattern Based on Rotation Forest Classiﬁer
1: Given an unknown sample U.
2: for i = 1 to L do
3: Calculate the unknown object by projecting it on the rotation forest model Rai that was built in the training
phase as follows, y = URai .
4: Run the classiﬁer Ci on y, the output of Ci classiﬁer is represented by di, j(y) , assuming U belongs to the class
ω j
5: Calculate the conﬁdence of the posterior probability of each class using majority voting.
6: end for
7: Assign the unknown sample U to the class that has the largest conﬁdence
3. Proposed Zebraﬁsh Classiﬁcation Model
As a classiﬁcation model, the proposed model, as shown in Fig. (1), consists of two phases: training and testing.
More details about these phase are given below.
3.1. Training Phase
In this phase, as illustrated in Algorithm (4), some features from each training image are ﬁrst extracted using the
SFTA algorithm. At a particular threshold of SFTA, the extracted features cause a high dimensionality problem which
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is addressed by the PCA algorithm. The rotation matrix Rai is built for each classiﬁer consisting the rotation forest
classiﬁer ensemble. The output is the training model for the zebraﬁsh embryos classiﬁcation.
Algorithm 4 : Training Phase
1: Input all the training images.
2: Extracting the features from each image using SFTA feature extraction method.
3: Reduce the dimension of features using PCA.
4: Build the rotation matrix Rai for each classiﬁer in the rotation forest classiﬁer ensemble.
3.2. Testing Phase
The aim of this phase is to classify an unknown embryo image (E). To do so, as shown in Algorithm (5), the ﬁrst
three steps of Algorithm (4) are repeated. Then the features of the unknown image are projected on the PCA space
which has calculated in the training phase. The output features are then transformed into the rotation matrix (Rai ) of
each classiﬁer in the ensemble. Finally, the outputs of all classiﬁers’ ensemble are combined using majority voting
method.
Algorithm 5 : Testing Phase
1: Input unknown embryo image
2: Extracting the features from the unknown image using SFTA feature extraction method.
3: Project the feature vector on PCA space.
4: Transform or project the feature vector after PCA projection on the rotation matrix Rai .
5: Calculate the outputs of all classiﬁers in the ensemble.
6: Combine the conﬁdence of each class by combining the outputs of all classiﬁers using majority voting.
7: Assign the class that has the largest conﬁdence to the unknown sample
4. Experimental Results
This section describes the dataset used in this study, the experiment setup, and the results obtained.
4.1. Dataset
To test and validate the proposed model, we have used a dataset of alive and coagulated zebraﬁsh eggs, used by
Alshut et al in8. This dataset consists of 187 images of aliving zebraﬁsh embryos and 190 coagulant images. From
dataset, there are seven excluded due some errors, so we have used a total of 370 images (alive and coagulant).
Samples of the dataset are shown in Fig. (2).
(a) (b) (c) (d)
Fig. 2: Samples of diﬀerent images of zebraﬁsh eggs, (a) and (b) represent the alive eggs, (c) and (d) represent the coagulant eggs.
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4.2. Experimental Scenarios
Three are a number of scenarios designed to study and evaluate our proposed model described in Section (3). The
ﬁrst scenario is designed to investigate the eﬀect of the SFTA’s and the ensemble’s parameters on the results of our
model. The second scenarios is planned to understand the eﬀect of using diﬀerent number of images in the training
and testing images.
For the ﬁrst scenarios, to test the accuracy of the proposed model against diﬀerent ensemble’s sizes, we have
run a number of experiments with the following parameters: ensemble sizes of (3, 5, 7, 9, and 11), using diﬀerent
percentages of the dataset as training images (10%, 30%, 50%, 70%, and 90%), and the SFTA threshold is 1. The
results of this scenario are summarized in Table (1).
Table 1: Accuracy (in %) of classifying zebraﬁsh embryos using SFTA technique, with threshold =1, diﬀerent percentages of training images and
ensemble sizes
Size of
Ensemble
Pernetage of Training Images
90% 70% 50% 30% 10%
3 94.59 96.46 93.09 92.78 77.29
5 94.59 96.46 92.55 92.78 78.17
7 94.59 96.46 93.09 93.54 77.29
9 94.59 96.46 93.09 93.54 77.58
11 94.59 96.46 92.55 93.54 76.99
In the second scenario, various values for SFTA threshold are tested to evaluate the best value giving the best
classiﬁcation accuracy of the zebraﬁsh embryos. The threshold value is test at 5 and 10. The other experiments’
parameters were ensemble sizes are (3, 5, 7, 9, and 11) and the training images were changed at (10%, 30%, 50%,
70%, and 90%). The summary of these experiments are shown in Table (2) and Table (3).
Table 2: Accuracy (in %) of classifying zebraﬁsh embryos using SFTA technique, with threshold =5, diﬀerent percentages of training images and
ensemble sizes
Size of
Ensemble
Pernetage of Training Images
90% 70% 50% 30% 10%
3 97.3 97.35 97.34 97.34 97.05
5 97.3 97.35 97.34 97.34 97.05
7 97.3 99.12 97.34 97.72 97.05
9 97.3 99.12 97.34 97.72 97.05
11 97.3 100 97.34 97.72 97.05
Table 3: Accuracy (in %) of classifying zebraﬁsh embryos using SFTA technique, with threshold =10, diﬀerent percentages of training images and
ensemble sizes
Size of
Ensemble
Pernetage of Training Images
90% 70% 50% 30% 10%
3 97.3 97.35 97.87 97.72 95.28
5 97.3 96.46 97.87 97.72 95.28
7 97.3 96.46 97.87 97.72 97.35
9 100 97.35 97.87 97.72 97.35
11 100 97.35 97.87 97.72 97.35
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5. Discussion
To evaluate the performance of our proposed model, this paper has adopted the accuracy as a measure. The accuracy
represents the percentage of the total number of correct predictions obtained by the system and it is computed as
follows, Accuracy = NtNt+Nf , where Nt and Nf denote to the total number of correct images and total number of false
images for all test samples respectively, while N = Nt + Nf refers to the total number of dataset samples.
Discussion of Experimental Results. From the results, shown in Table (1), two remarks can be drawn. Firstly, it can
be said that the accuracy of the proposed model is proportional to the increase of the training images. This means
that our model is very processing when dealing with large dataset. Secondly, the accuracy of the proposed model is
slightly increased when the ensemble size of the rotation forest is increased. This is because increasing the size leads
to incrementing the individual classiﬁers, hence increasing the resources that are combined to classify the unknown
sample or image.
From the results presented in both Table (2) and Table (3), it can be noticed that (1) the accuracy of the proposed
model is increased when either of the training images or the size of the ensemble are increased. Also, from Table (2),
it can remarked that the maximum accuracy, when the threshold is ﬁve, is obtained when the percentage of the training
images were 70% of the total images, whereas when the threshold is ten, as shown in Table (3) the best accuracy has
been achieved when the percentage of the training image is 90% of the dataset and the ensemble size is 11 individual
classiﬁers.
In short, from Table (1,2, and 3) one important remark is noticed. Increasing the threshold parameter increases
the accuracy of the proposed model. As shown in the tables, when the threshold parameter was equal to one, the
accuracy of the proposed model ranges from 77.29% to 96.46% whereas when the threshold parameter was equal to
ﬁve or ten the accuracy was better and reached to 100%. Comparing with the most related work, Ru¨diger’s approach8
which achieve an accuracy of 99.5 %, the proposed model have achieved accuracy of 100% while does not use any
prepossessing operation as the case of Ru¨diger’s approach.
6. Conclusions and Future Works
This paper has introduced a full automatic classiﬁcation model to classify zebraﬁsh embryos to alive or coagulated
one. This model is an important step for developing a full automated zebraﬁsh-based toxicity test model which is
crucial for the drug discovery process. In the proposed model, the SFTA feature extraction method has been used
to extract robust feature from zebraﬁsh embryo images. Also, the rotation forest classiﬁer is used to classify the
unknown embryo image. In the experimental scenarios, diﬀerent values for SFTA threshold and for the size of the
rotation forest classiﬁer are tested to understand their impact on the classiﬁcation accuracy. Also, K-cross-validation
approaches has been applied to evaluate our proposed model. The experimental results have shown that increasing the
SFTA threshold value and the ensemble size value leads to improving the accuracy. Overall, our model has achieved a
classiﬁcation rate reached to 100%. Future work includes, using diﬀerent feature extraction methods and large dataset
and try to avoid the problem of diﬀerent orientation of the embryos’ images.
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