A sheaf-theoretic version of the Knizhnik-Zamolodchikov functor KZ from degenerate double affine Hecke algebras to affine Hecke algebras is introduced. The relation of KZ with the original Knizhnik-Zamolodchikov monodromy functor is discussed. We prove that KZ satisfies the double centraliser property under certain conditions. In the case of GLn, the relation with the quiver Schur algebra is discussed and a symplectic version of the quiver Schur algebra is proposed.
Introduction
Techniques of perverse sheaves and extension algebras in representation theory have been largely employed during the past decades, notably in the study of affine Hecke algebras, BGG categories and quiver Hecke algebras in relations to the lower half of quantum groups. Several features of the category of perverse sheaves or the category of modules of these algebras have found sheaf-theoretic explanations, among which the grading, the koszulity, the Ringel duality and the quasi-hereditary structure.
It has been known for long time that the module category of the extension algebra of a perverse sheaf, under certain conditions, possesses several properties that ressemble to those of a highest weight category. Recently, in [8] Syu Kato took a further step into the study of such categories and proved several properties with finer geometric and homological methods. These properties have later been axiomatised as an affine highest weight category.
The aim of the present article is to make use of the sheaf-theoretic techniques in the study of extension algebras which are localised version of degenerate double affine Hecke algebras (dDAHA) and affine Hecke algebras (AHA) at roots of unity. The main geometric objects are certain equivariant perverse sheaves on graded Lie algebras, those which have already been studied in [29] , [17] and in some other works. The main result Theorem 5.7.1 says that a functor constructed by means of extension space of certain perverse sheaves satisfies several properties analogous to the Knizhnik-Zamolodchikov (KZ) functor of Ginzburg-Guay-Opdam-Rouquier [6] . In particular, the double centraliser property is satisfied by our functor. In [25] , Varagnolo and Vasserot have studied the trigonometric version of the KZ functor of [6] , based on the Cherednik's monodromy formula for the affine Knizhnik-Zamolodchikov equations. We conjecture that our sheaf-theoretic functor is isomorphic to the monodromy functor of [25] . The existence of such isomorphism is proven in this article under certain hypothesis. We expect that our functor will be useful to parametrise simple modules of AHA in a similar way that the KZ functor of [6] is useful for the Hecke algebras.
Category O of Cherednik algebras and the KZ-functor. -Let V be a finite-dimensional C-vector space, let W ֒→ GL(V ) be a finite complex reflection group. Let S ⊂ W be the set of complex reflections, which is stable under conjugation by W . Let c : S → C be a W -invariant function on S. To such a datum one can attach a unital associative algebra H c (W, V ), called the Cherednik algebra, which is an analogue of Cherednik's double affine Hecke algebras attached to root systems. This algebra is graded and has a triangular decomposition H c (W, (iii) The functor KZ satisfies the double centraliser property, which is equivalent to say that it is fully faithful on the projective objects of O. (iv) The kernel ker KZ is the Serre subcategory generated by those simple modules whose projective cover is not an injective module (or tilting module).
Let (X, X ∨ , ∆, ∆ ∨ ) be a simply connected reduced simple root datum and let h be a rational parameter on the set of simple reflections of the Weyl group and let ν ∈ Q × be a rational number, called the slope. To this datum we can attach the degenerate double affine Hecke algebra (dDAHA) H of slope ν. It admits a triangulated decomposition H = CX ∨ ⊗ CW ⊗ Sym(X ⊗ C). For each λ ∈ X ∨ ⊗ C, we can define the category O λ in a similar manner. In [25] , the authors introduced a functor M : O λ → K -mod λ , where K is the affine Hecke algebra attached to (X, X ∨ , ∆, ∆ ∨ ) and K -mod λ is a block of finite dimensional K-modules. The construction of M is similar to that of KZ of [6] .
One asks what can be said about the category O λ and the functor M. Analogues for H of the above properties (ii) and (iii) are proven in [25] . As for (iv), it seems that no obvious analogue for H exists. As for (i), for certain choice of the parameter h, using the generalised Springer theory on Z/m-graded Lie algebras, one can realise H as some kind of geometric extension algebra, and deduce an affine highest weight structure on O λ , using the results in [8] and [10] . It is therefore natural to think that the functor M could also be defined and studied in Springer-theoretic terms. This is what we propose to do in this article.
Springer theory on Z/m-graded Lie algebras. -Let G be a reductive complex algebraic group and let g be its Lie algebra. Let m ∈ Z >0 and let θ : µ m → Ad(G) be a group homomorphism. Then θ gives rise to a Z/m-grading on g, written g = n∈Z/m g n with g n = {X ∈ g ; µ(ζ)X = ζ n X} and let G 0 = G θ be the θ-fixed points. Let d ∈ Z and let d = d mod m ∈ Z/m. One is interested in the G 0 -equivariant bounded derived category of constructible sheaves on g nil d , denoted by D G0 (g nil d ). In [17] , Lusztig and Yun studied the G 0 -orbits in the nilpotent cone g nil d ⊂ g d and found a way to produce uniformly all the simple G 0 -equivariant perverse sheaves on g nil d . They remarked that the naive adaptation of parabolic induction from the Z-graded case, which was studied in [16] , can not produce all the simple perverse sheaves on g nil d as direct factor of induced sheaves. Instead, they introduced the notions of spiral induction and spiral restriction, which turn out to be the right notions of induction and restriction of sheaves on Z/m-graded Lie algebras as they produce all simple perverse sheaves and share a large part of the features of parabolic induction and restriction on Z-graded Lie algebras. In a way, the naive parabolic induction can also be realised as the induction through certain spirals, so the spiral induction is a generalisation of it.
According to [17] , there is a decomposition of triangulated category
.
Let T(g d ) be the collection of systems (L, l * , O, C ), called admissible systems, where L is a pseudo-Levi subgroup of G, l * is a Z-grading on the Lie algebra l = Lie L such that l n ⊂ g n for all n ∈ N, and (O, C ) is a cuspidal pair on l d in the sense of [16] . The set above T g d is the set of G 0 -conjugacy classes
is called a Harish-Chandra series. The Harish-Chandra series corresponding to the system ζ 0 = (T, t * , {0}, δ 0 ), where T is a maximal torus of G 0 and δ 0 is the punctual sheaf supported on 0 with fibre Q ℓ , is called the principal series.
Let C × q be a one-dimensional torus acting linearly on g by weight 2. The action of C × q commutes with the adjoint action of G so that there is a G 0 × C × q action on g nil d . By the Jacobson-Morosov theorem, the G 0 -orbits in g nil d are stable by the action of C × q . The functor of forgetting the C × q -action
Irr Perv G0 (g nil d ) ∼ = Irr Perv G0×C × q (g nil d ) on the isomorphism classes of equivariant simple perverse sheaves. Similarly, each admissible system ζ ∈ T g d acquires automatically a G 0 ×C × q -equivariant structure. The spiral induction, spiral restriction and the decomposition of equivariant category into Harish-Chandra series also has a G 0 × C × q -equivariant version.
From an algebraic point of view, the Springer correspondence of [28] and [19] tells that the simple perverse sheaves on g nil d correspond to simple modules of certain block of a dDAHA H. Let ζ ∈ T g d be an admissible system on g d . The sum of the spiral inductions of the perverse sheaf IC(C ) is an (ind-)complex I a in the equivariant category D G0×C × q g nil d and its extension algebra H = Hom • G0×C × q (I a , I a ) realises a localised version of H (which means that H is Morita-equivalent to a block of the category O of H). The classical techniques of extension algebras as described in Chriss-Ginzburg [3] allow one to analyse the structure of the block of H via the geometry of g nil d and the complex I a . In particular, the simple H-modules in the block correspond to simple direct factors of I a and the dimension of a simple module is equal to the multiplicity of the corresponding simple director factor in I a . Moreover, for each simple module of H there is a standard module, defined in terms of the !-fibre of I a at a nilpotent G 0 -orbit in g nil d .
On the other hand, several decades before, Kazhdan and Lusztig [9] have already given a realisation of the affine Hecke algebras K via the equivariant K-theory on the Steinberg variety over g and by localisation, a certain block of K can be realised with a certain class of perverse sheaves on g nil d . However, the perverse sheaves which show up in this construction are still not well understood. This block of K has some features of modular representation theory. Below we introduce a semisimple complex I f whose
Results of the present article. -In the present article, we first study the Z/m-graded version of parabolic induction and restriction. The arguments rely on the results of [17] . We introduce the notion of a supercuspidal pair: a nilpotent G 0 -orbit in g nil d with an irreducible G 0 -equivariant local system on it which is annihilated by every parabolic restriction. The first main result is Theorem 4.2.2, which roughly states that there is a bijection between the set of conjugacy classes of admissible systems T g d in the sense of [17] and the set of conjugacy classes of supercuspidal systems S(g d ). Moreover, if ζ = (L, l * , O L , C L ) ∈ T g d corresponds to σ = (M, O M , C M ) ∈ S g d under this bijection, then for every simple perverse sheaf IC(C, χ) ∈
in the Harish-Chandra series of ζ, there is a Z/m-graded parabolic subgroup Q ⊂ G which has M as Levi factor such that the local system χ ∈ Loc G0 (C) appears in the cohomology of the complex j ! C Ind gd md⊂qd IC(C ), where j C : C ֒→ g d is the inclusion and Ind gd md⊂qd is the parabolic induction. In other word, in the Z/m-setting even if the parabolic inductions cannot produce all simple perverse sheaves on the nilpotent cone as direct factors, the "Springer fibres" still contain all local systems on nilpotent orbits.
After that, we study of the representations of the extension algebra H. Fix ζ ∈ T g d and σ ∈ S g d as above. Let
The first summation is with p * running over all G 0 -conjugacy classes of spirals with splitting m * and the second summation is with q running over all G 0 -conjugacy classes of parabolic subalgebras of g with Levi factor m. We put H = Hom • G0×C × q (I a , I a ) and K = Hom • G0×C × q (I f , I f ). The Yoneda product gives ring structures on H and K. We define a functor KZ : H -gMod sm → K -gMod,
between categories of graded modules. The theorem Theorem 5.7.1 states that KZ is a quotient functor.
Via the geometric realisation of the dDAHA and AHA mentioned above, the functor KZ can be restricted to a certain block of the category O of the dDAHA and it takes values in a certain block of the category of finite dimension modules of the AHA. It takes us to the starting point of this article: is it possible to realise the monodromic functor M, trigonometric analogue of the KZ-functor of [6] defined and studied in [25] , in sheaf-theoretic terms? In the case of the principal Harish-Chandra series ζ 0 , we partially answer this question by showing in Theorem 6.11.2 that both KZ and M are quotient functors with the same kernel. This implies that KZ satisfies the double centraliser property Corollary 6.11.5. The Kazhdan-Lusztig K-theoretic construction yields an equivalence Ψ * : K -mod 0 ∼ = O ℓ0 (K). In §6. 18 we show that in the case G = SL 2 , there is an isomorphism of functor M • Φ * ∼ = Ψ ′ * • KZ. We conjecture that such isomorphism always exists.
Finally, we give two applications of Corollary 6.11.5. The first example already is studied in [25] : nilpotent representations of cyclic quivers. In this case the extension algebra K is isomorphic to the quiver Hecke algebra of the cyclic quiver. The situation is presented schematically with the following diagram and show that it is Morita-equivalent to the extension algebra H. These objects have similar properties as in the first example.
Organisation. -In §1, we recall the notion of a Z/m-grading on Lie algebras and the spiral inductionsrestrictions introduced in [17] . We put accent on a number of immediate consequences of the main theorem thereof.
In §2, we introduce the notion of the parabolic inductions-restrictions in the Z/m-graded setting. The definitions are similar to the parabolic inductions-restrictions in the Z-graded setting considered in [16] . We also discuss some of their relations with the spiral inductions-restrictions.
In §3, we introduce the supercuspidal pairs, in terms of parabolic inductions-restrictions. Briefly, a supercuspidal pair is an equivariant local system which is annihilated by every strict parabolic restriction. We deduce some properties of supercuspidal pairs which are in complete analogy with the "cuspidal pairs" of [16] . Their relation with the cuspidal pairs considered in [17] is also discussed.
In §4, we prove Theorem 4.2.2, which, very roughly, states that the local systems that one can obtain from Z/m-graded parabolic inductions from supercuspidal pairs are the same as those that one can obtain from the spiral inductions.
In §5, we introduce two geometric extension algebras H and K, which can be thought of as localised version of the dDAHA and the AHA attached to the root datum of G. (for K, however, this identification is presently available only for the "principal Harish-Chandra series" and equal-parametres since, as far as the author know, the equivariant K-theoretic technique used in [9] is not yet applicable to non-trivial cuspidal local systems.) We define the quotient functor KZ from the category of H-modules to the category of K-modules in sheaf-theoretic terms. The main result Theorem 5.7.1 says that this functor is a quotient functor.
In §6, we try to justify the name of the functor KZ. We prove in Theorem 6.11.2 that in the case of principal Harish-Chandra series, the kernel of our functor KZ and the monodromy functor M for the affine Knizhnik-Zamolodchikov equations studied in [25] have the same kernel.
In §7, we discuss two families of examples arising from representations of cyclic quivers. In these two cases the only perverse sheaves concerned are intersection cohomology sheaves of orbits. We explain the diagram ( * ) we propose a symplectic version of it.
Notations and conventions
For a graded associative unital algebra A = k∈Z A k , we will denote by A -gMod the category of its graded left modules and A -gmod the subcategory of finitely generated graded left modules. Given M ∈ A -gMod, let M n be its grading shift defined by M n k = M n+k . For M, N ∈ A -gMod, let Hom • A (M, N ) = n∈Z Hom A (M, N n ). If C is a category, we write Pro(C) for the category of pro-objects of C and Ind(C) for the category of ind-objects of C (see [7, 6.1] for the definition of them).
If A is an additive category, we denote by Z(A) = End(id A ) the endomorphism ring of the identity functor of A. The ring Z(A) is unital and commutative, called the categorical centre of A. If A is Z-graded, then we can define the graded centre Z • (A) = End • (id A ).
Let ℓ be any prime number. For an algebraic variety X over C equipped with an action of an algebraic
For an algebraic group G over C, let H • G denote the G-equivariant cohomology ring of a point with coefficient in Q ℓ . We will fix an isomorphism of fields N ) , viewed as finitely generated graded H • G -module. We will also denote Hom •+n
). We will denote by Perv G (X) the category of perverse sheaves on X equipped with a G-equivariant structure. Then Perv G (X) is the heart of a t-structure on D G (X), which is a shift by [− dim G] of the usual perverse t-structure on D G (X) = D b c [X/G], Q ℓ . We will denote by p H k the k-th cohomology with respect to this t-structure.
Let V be a vector space. If λ : C × → Aut(V ) is a representation and m ≥ 1 is an integer, we can formally define the fractional λ/m. Let n ∈ Z. We will write λ/m n V for the n-weight space of λ/m,
Spiral induction and restriction
We recall in this section the definition of the spiral induction introduced in [17] . Fix once and for all a non-negative positive integer d = 0 and let ǫ = d/|d| be the sign of d.
1.1. -In this article, G will be a connected reductive group such that the derived subgroup G der = [G, G] is simply connected. Fix such a group G a group and a group homomorphism
Then θ defines a Z/mZ-grading on g, denoted g = i∈Z/mZ g i . Let G 0 = G θ = exp g 0 .
We let Π g d be the set of pairs
Let C × q = C × be a one-dimensional torus. We let C × q acts trivially on G and by weight 2 on the Lie algebra g. It will also acts on varieties which are formed based on G and g. [17] , one is restricted to simply connected semisimple groups. In the present setting, one can apply the results of loc. cit. to the derived subgroup G der , which is semisimple and simply connected by hypothesis, and then lift them onto G. The equivariant cohomology can be calculated by means of the Hochschild-Serre spectral sequence
1.2. -Recall the theorem of Jacobson-Morosov in the Z/m-graded setting. Let e ∈ g nil d . According to [17, 2.3] , we can complete e into an sl 2 -triple φ = (e, h, f ) with h ∈ g 0 and f ∈ g −d . Consequently, there is a cocharacter λ ∈ X * (G 0 ), the exponentiation of h, which we will denote by λ : t → t h .
1.3. -Let λ ∈ X * G 0 Q be a fractional cocharacter. We associate to it Z-graded Lie algebras p λ * = n∈Z p λ n , l λ * = n∈Z l λ n and u λ * = n∈Z u λ n by setting p λ n = r∈Q r≥nǫ λ r g n , l λ n = λ nǫ g n , u λ n = r∈Q r>nǫ λ r g n .
Note that they depend on the sign ǫ = d/|d|. Any such Z-graded Lie algebra p λ * is called a (ǫ-)spiral of g, the Lie subalgebra u λ * ⊂ p λ * is called the unipotent radical. There is a spiral version of the Levi decomposition p λ * = l λ * ⊕ u λ * . If λ, λ ′ ∈ X * (G 0 ) Q are such that p λ * = p λ ′ * , then u λ * = u λ ′ * but l λ * and l λ ′ * can be different. Any such subalgebra l λ * ⊂ p λ * is called a splitting of p λ * . We have the following sequences
The spiral induction and restriction are defined as
In fact, they induce
1.4. -We can rephrase the definition of spiral induction and restriction as follows: there is a diagram of algebraic stacks
It is clear that Res gd l d ⊂p d , Ind gd l d ⊂p d is a pair of adjoint functors.
-
Recall that an admissible system on g d is a datum (M, m * , O, C ), where M ⊂ G is a pseudo-Levi subgroup whose Lie algebra is equipped with a Z-grading m * = n∈Z m n with m n ⊂ g n for each n ∈ Z,
n , Ad g O = O ′ and an isomorphism η : g * C ′ ∼ = C . Let T g d denote the groupoid of admissible systems on g d and let T g d denote the set of isomorphism classes its objects.
Let ζ = (M, m * , O, C ) ∈ T g d be an admissible system on g d . We define Perv G0 g nil d ζ
to be the Serre subcategory of Perv G0 g nil d generated by the constituents of Ind gd l d ⊂p d IC(C ) for various spiral p * which has l * as splitting. We define D G0 g nil d ζ
to be the full subcategory of D G0 g nil
for all k ∈ Z. We also let Π g d ζ ⊂ Π g d be the subsets of pairs (O, L ) such that IC(L ) ∈ Perv g nil d ζ
. We will call these subcategories and subsets the Harish-Chandra series of ζ.
According to [17, 0.6] , there are decompositions into subcategories
1.6. -The following is an immediate consequence of the main theorems of [17] .
Lemma 1.6.1. -Let p * = p λ * and l * = l λ * be spiral and splitting as above. Let ζ = (M, m * , C ) be an admissible system on l d . Then the spiral induction and restriction preserve series:
On the other hand, if
We can attach to φ a spiral p φ * and a splitting l φ * as follows: φ can be integrated to a homomorphism of algebraic groups φ : SL 2 → G. The cocharacter λ ∈ X * (G 0 ) defined by λ(t) = φ t 0 0 t −1 gives rise to a spiral p It is clear that e ∈ l φ d , h ∈ l φ 0 and f ∈ l φ −d . The following results are proven in [17, 2.9] :
is equal to C, the Zariski closure of C. Moreover, the morphism γ restricts to an isomorphism γ −1 (C) ∼ = C. (ii) There is an isomorphism π 0 (Z L0 (e)) ∼ = π 0 Z G0 (e) .
Proof. -The decomposition of equivariant derived category yields a decomposition of complex
Using the distinguished triangle coming from the perverse t-structure
we see that the obvious map
is injective, so the last space is non-zero, which contradicts the fact that ζ ∼ = ζ ′ by [18, 13.8(a) ]. Thus
since the Verdier duality D exchanges the blocks ζ and ζ ∨ .
Proof. -It is enough to show that for every K = IC(L ) ∈ Perv G0 g nil d ζ
, we have
Let L ⊂ H k j * K be a simple constituent. Then we have IC(L ) ∈ Perv G0 g nil d ζ
by [18, 13.8(a) ]. By the previous lemma, we have j * L ∈ D G0 g nil d ζ
. By devissage, we see that j * j * K ∈ D G0 g nil d ζ
. The verification of the other three is similar.
Parabolic induction and restriction
We keep the notations from §1.1.
We say that M is θ-isotropic if M contains a θ-fixed maximal torus. Since θ is supposed to be inner, G is a θ-isotropic pseudo-Levi subgroup of itself. Conversely, for any θ-isotropic pseudo-Levi M , the action θ on G restricts to an inner action θ : µ m → M ad on M . If M is a θ-isotropic Levi subgroup, then every parabolic of G which admits M as Levi subgroup is stable under θ. If Q ⊂ G is a θ-stable parabolic subgroup, then since Q is its own normaliser in G, the image of θ must lie in Q/Z G . Consequently, Q has a θ-isotropic Levi factor.
Let M ⊂ G be a θ-isotropic Levi subgroup and let Q ⊂ G be a parabolic subgroup having M as Levi factor. The Lie subalgebras m = Lie M and q = Lie Q of g are Z/m-graded. We have the following sequences
The parabolic induction and restriction are defined as
As in §1.4, there is an adjunction Res gd md⊂qd , Ind gd md⊂qd .
2.2. -We state two transitivity properties of the parabolic induction functor. In addition to q and m as above, let q ′ ⊂ m be a θ-stable parabolic subalgebra and let m ′ ⊂ q ′ be a θ-stable Levi factor. Let q ′ be the inverse image of q ′ under the quotient map q → m. Then we have an isomorphism of functors
. If now instead of parabolic algebra, let p * be a spiral of m, let l * ⊂ p * be a splitting and let p n be the inverse image of p n under the quotient q n → m n for each n ∈ Z, then p * is a spiral of g and there is an isomorphism of functors Ind
-Let q * = q λ * and m * = m λ * be parabolic and Levi subalgebras as above. Let ζ ∈ T m d be an admissible system on m d , which can also be viewed as on g d . Then the parabolic induction and restriction preserve the Harish-Chandra series of ζ:
2.4. -Let λ ∈ X * G 0 Q be a fractional cocharacter. We associate to it the following Z/m-graded Lie subalgebras of g * :
Conversely, given any θ-isotropic Levi subgroup M ⊂ G and any parabolic Q ⊂ G which admits M as Levi factor, there exists λ ∈ X * (G 0 ) such that q * = q λ * and m * = m λ * .
Then any θ-isotropic pseudo-Levi subgroup H ⊂ G such that e ∈ h d is of same semisimple rank as G.
Proof. -Let T ⊂ H be a θ-fixed maximal torus. Suppose that the semisimple rank of H is strictly smaller than G. Then there is a strict Levi subgroup K G such that H ⊂ K. Let ϕ ∈ X * (T ) be such that K = Z G (ϕ). In particular, im ϕ ⊂ Z G0 (e) is a torus not contained in Z G , contradiction to the assumption on e. Therefore H is of same semisimple rank as G.
Supercuspidal pairs
We keep the notations from §1.1. 
let Q be a parabolic subgroup of G which has M as Levi subgroup and let V ⊂ Q be the unipotent radical. Since θ fix S pointwise, the image of θ lies in M/Z G . It follows that Q is θ-stable.
We claim that the V 0 -orbit Ad V0 (e) is a connected component of O ∩ e + v d . By [12, 2.9(a)], Ad V (e) is a connected component of Ad G (e) ∩ (e + v). Since
the latter is open and closed in O ∩ e + v d , so it is enough to show that the map
, it is an affine space, acted on by a finite group µ m through θ. It follows that there exist θ-fixed points in η −1 (z), or in other words, η 0 (z) = ∅. Hence η 0 is surjective and therefore Ad V0 (e) is a connected component of
Since π 0 Z V0 (e) = 1, the restriction K | Ad V0 (e) , being V 0 -equivariant, must be constant on the connected component Ad V0 (e). It follows that RΓ c Ad V0 (e), K | AdV 0 (e) = 0 and hence RΓ c O ∩ e + v d , K | O∩(e+vd) = 0 since the former is a direct factor of the latter. 
By the assumption on K , we must have G = M = Z G (S). Thus S = 1 and Z G0/ZG (e) is unipotent. It follows that e is θ-distinguished.
induces an isomorphism on groups of connected components. Therefore, there is a unique extension of C L into a G 0 -local system on O, denoted by L . The pair (O, C ) is called the primitive pair attached to ζ, according to loc. cit. . Below is a characterisation of the primitive pair.
Proof. -Suppose first that C = O. Let j C : C ֒→ g d denotes the inclusion of orbit. Let p * be any spiral in g which admits l * as splitting. The support of the spiral restriction complex Res
Thus the cleaness [14] of the cuspidal local system C L implies that
It follows that j C! L = 0 since the simple constituents of Ind gd l d ⊂p d IC(C L ) for all p * admitting l * as splitting together generate the Harish-Chandra series D G0 g nil d ζ
. The full-faithfullness of j C! yields L = 0, contradiction.
We have seen that C = O. Let p * be any spiral in g which admits l * as splitting. It follows that the complex Res
and the adjuction yields
For the same reason as the previous paragraph, we have L = 0, contradition. It follows that L ∼ = C .
Characterisation of supercuspidal pairs. -
The following conditions are equivalent as there is no conjugate of L contained in M (the semisimple rank of L being greater than that of M ). It follows that (O, C ) is supercuspidal.
is isomorphic to the primitive pair attached to ζ. By Lemma 3.2.1, O is θ-distinguished, so by Lemma 2.5.1, H is of the same semisimple rank as G.
be such that (i) There is an isomorphism
Proof. -We first prove that K is supported on the closure of the primitive orbit
so that e ∈ l d . Then l = n∈Z l n is a Z-graded pseudo-Levi subalgebra of g. Let L 0 = exp(l 0 ) and let O L = Ad L0 (e) and let C L ⊂ K | OL be a simple constituent.
We show that (O L , C L ) is cuspidal. Suppose that q L l be a Z-graded strict parabolic subalgebra given by q L = n≥0 ψ n l for some ψ ∈ X * (L 0 ). Let m L = ψ 0 l be the Levi factor and let v L ⊂ q L be the unipotent radical. Similarly, let q, m, v be the θ-stable subalgebras of g given by
We must have q g since q L = q ∩ l l.
By the assumption on K , we have
and thus the admissible system (L, l * , O L , C L ) is conjugate to ζ and in particular, O = Ad G0 O L is the primitive orbit attached to ζ. It follows that K is supported on the closure of O. Now Lemma 3.3.1 implies that for any k ∈ Z we have p H n K ∼ = IC(C ) ⊕dn for some d n ∈ N. Since by the odd vanishing of [18, 14.8] , there is no self-extension of IC(C ) in the category of equivariant perverse sheaves, we conclude that 
. Applying Lemma 3.3.1 to simple factors of the the perverse cohomologies of K , we see that K = 0 and thus i ! j ! C = 0. Similarly, we have i * j * C = 0. 
Supercuspidal systems and Harish-Chandra series
We continue the use of the notations of §1.1. In this section, we give an alternative description of Harish-Chandra series of Perv G0 g nil d in terms of supercuspidal local systems on θ-isotropic Levi subalgebras.
Supercuspidal systems. -
and an isomorphism η : g * C ′ ∼ = C . Let S g d denote the groupoid of supercuspidal systems on g d and let S g d denote the set of isomorphism classes of its objects.
Let σ = (M, O, C ) ∈ S g d be a supercuspidal system on g d . We define Π(g d ) σ ⊂ Π(g d ) to be the subset of pairs (C, L ) for which there exists a parabolic Q ⊂ G which has M as Levi and that (i) if V ⊂ Q denotes the unipotent radical and v = Lie V , then for any z ∈ C, we have
(ii) among those having the first property, the pair (Q, M ) is minimal with respect to the partial order:
We have a diagram
Thus by the assumption (i) on the pair (Q, M ) and by the base change theorem for proper morphisms, the complex K is non-zero. 
Extension algebras
We keep the notations from §1.1. In this section, we fix an admissible system ζ = (L, l * , O L , C L ) be an admissible system on g d and let σ = σ ζ = (M, O M , C M ) be the corresponding supercuspidal system on g d . Given any nilpotent G 0 -orbit T ⊂ X, according to §1.2, for each e ∈ T we can choose an sl 2 -triple (e, h, f ) and a cocharacter λ : t → t h . In particular, the adjoint action of G 0 on T composed with λ gives a C × -action on T . However, since Ad λ(t) e = t 2 e, we see that C × · e ⊂ T . Thus T is stable by the action of C × q and it is also a G-orbit in X. Moreover, there is an isomorphism of stabilisers
which induces an isomorphism π 0 Z G0 (e) ∼ = π 0 (Z G (e)).
Consequently, for each G 0 -orbit T ⊂ X, forgetting the C × q -action yields an equivalence Loc G (T ) ∼ = Loc G0 (T ). This yields a bijection of the classes of irreducible perverse sheaves
which induces a partition into Harish-Chandra series
This partition induces an orthogonal decomposition
Indeed, it suffices to check the orthogonality on simple perverse sheaves. If there are simple perverse
Therefore, from the Hochschild-Serre spectral sequence
Furthermore, we can define in the same manner the spiral induction and restriction functors with G-equivariance: Given any spiral p * and splitting l * , we can form In this section we will be working with the extra C × q -equivariance.
5.2.
The complexes I a and I f . -Let P ζ be the set of spirals p * which admits l * as splitting and let P σ be the set of θ-stable parabolics subalgebras having m as Levi factor. Let z L denote the centre of l. Then W ζ = Z G0 (z L )/L 0 is a finite Coxeter group which acts on P ζ and P σ by adjoint action. Let P ζ and P σ denote the respective sets of W ζ -conjugacy classes.
Let
Here
. Note that I a can be an infinite sum and is thus only an ind-object in D G (g nil d ) ζ . We endow H with the pro-discrete topology which is the projective limit of discrete spaces with respect to the first I a in the definition.
An H-module N is said to be smooth if for each x ∈ N , the annihilator ann H (x) is open in H. Let H -gMod be the full subcategory of H -gMod sm consisting of smooth graded H-modules.
We define an K-H-bimodule P KZ = Hom • G (I a , I f ). Define the following functor KZ :
The objective of this section is to study the functor KZ.
5.4.
Reduction to finite type. -Since I a is in general an infinite sum, we consider a smaller (basic) algebra which is Morita equivalent to H. Let
Then I ′ a and I a are semisimple complexes having the same isomorphism classes of simple constituents up to cohomological shift. Define
In particular, if we let
Next, since I ′ a is up to shift cohomological a direct factor of I a , so is P F a direct factor of the regular left H-module. It follows that P F is compact and projective. 
. It is an isomorphism if F 1 and F 2 are both equal to I a . Since I a contains all simple objects of Perv G (g nil d ) as direct factors, the map is an isomorphism if F 1 and F 2 are simple perverse sheaves. Since I ′ a is a semisimple complex, the above map is still an isomorphism for F 1 = F 2 = I ′ a , whence (ii).
The above lemma allows us to apply the Freyd-Mitchel theorem, so the adjoint functors (i) The adjunction counit is an isomorphism E • E ⊤ ∼ = id.
(ii) It is a quotient functor in the sense that it induces an equivalence of categories
(iii) The K-H ′ -bimodule structure on P E induces an isomorphism of algebras
Proof. -Since I ′ a contains all simple objects of Perv G g d ζ up to shift, there exists a retraction
for some m d ∈ N, which induces the following retractions.
It is easy to see that the following diagram commutes
Since the image of the left vertical arrow is
The statement (ii) is a consequence of (i) due to [5, III.2.Prop 5].
Statement (iii) follows from arguments similar to the proof of (ii) of Lemma 5.4.1.
. It is known that W ζ is a parabolic subgroup of the affine relative Weyl group attached to the admissible system ζ. Define c ζ,q = t ζ,q /W ζ . We write c q for c ζ0,q corresponding to the principal series ζ 0 ∈ T g d . We have
The following is a Z/m-graded variant of the localisation theorem of [4, 4.10] .
Lemma 5.6.1. -There is an embedding c ζ,q ֒→ c q such that the following conditions are satisfied: for any semisimple complexes K , L ∈ D G (X) ζ , (i) the coherent c-module Hom • G (K , L ) is the direct image of a coherent c ζ -module via the embedding; (ii) if λ ∈ t ζ , and if ρ : X λ ֒→ X denote the inclusion of the variety of fixed points,
The proof is similar to loc. cit., which we omit.
given in Lemma 5.6.1.
Proof. -We will only prove this for K, since the case of H ′ is similar. Recall the primitive pair (O, C ) attached to ζ. Let e ∈ O and let φ = (e, h, f ) be a Z/m-graded sl 2 -triplet such that e ∈ O. Let
. The localisation theorem applied to the action of λ φ yields
This homomorphism becomes isomorphism after inverting As (O, C ) is a primitive pair, the complex ρ * I f is a sum of cohomological shifts of ρ * IC(C ). Let Γ be the Weyl group of the connected centraliser Z G λ φ (e) • = Z G (e, h, f ) • of the sl 2 -triplet, which is a reductive group. By Theorem 3.5.1 applied to C , one calculates (iii) The K-H-bimodule structure on P KZ induces an isomorphism of algebras This is proven for the principal Harish-Chandra series ζ 0 = (T, t * , 0, δ 0 ) in §6 as a consequence of comparison of the kernel of KZ and the monodromy functor M.
Modules of finite lengths and completions. -Define
G0 be the augmentation ideals of the equivariant coefficient ring. Let H 0 -mod sm 0 be the full subcategory of H -Mod sm consisting of finitely generated smooth H-modules N such that the H action on N factorises through H 0 and N = n∈N {x ∈ N ; o n 0 x = 0}.
The subcategories K 0 -mod 0 and H ′ 0 -mod 0 are defined similarly.
We define Z, H ∧ 0 , H ′∧ 0 and K ∧ 0 to be the o 0 -adic completion of H • G0 , H 0 , H ′ 0 and K 0 , so that there are embeddings
Each of these categories has a natural central action of Z, in the sense that there is are ring homomorphisms to the categorical centres
The functors F and F ⊤ of (5.4) induce equivalences of categories
For an abelian category A, we denote by Pro(A) the category of pro-objects in A, cf. Appendix A. We record here some consequences of this equivalence for later uses. Proof. -By the equivalence F , it suffices to show the corresponding statements for H ′ 0 -mod 0 and K 0 -mod 0 . First note that there is an equivalence A ∼ = H ′∧ 0 -mod 0 or A ∼ = K ∧ 0 -mod 0 . All the statements are consequences of the fact that H ′∧ 0 and K ∧ 0 are semi-perfect algebras which are finite over the Z. We prove them only for H ′ 0 . Indeed, (i) and (ii) are obvious since o 0 lies in the Jacobson radical of H ′∧ 0 and H ′ 0 /o k 0 H ′ 0 is finite dimensional for all k ∈ N. Statement (iii) is due to the fact that the category of finitely generated projective H ′ 0 -module is Krull-Schmidt. The assertion (iv) follows the fact that H ′∧ 0 ∈ Pro(A) is itself finite and free over Z.
Comparison with the monodromy functor
In this section, we relate the functor KZ with the functor of monodromy representations studied in [25] , in the case where G is simple and simply connected and ζ = ζ 0 = (T, t * , 0, δ 0 ) ∈ T(g d ). We also elaborate the case where G = SL 2 with certain parametres. In the following we will sometimes drop ζ from our notations. There is an isomorphism W ∼ = X ∨ ⋊ W . The action of W on X ∨ R extends to X ∨ C = X ∨ ⊗ C by extension of scalar.
We denote X C = X ⊗ C. The degenerate double affine Hecke algebra of slope −d/m attached to the root datum (X, X ∨ , ∆, ∆ ∨ ) is the associative unital C-algebra on the vector space H = C W ⊗ Sym X C whose multiplication satisfies following properties:
-Each of the subspaces C W and Sym X C is given the usual ring structure, so that they are subalgebras of H. -a ∈ C W and f ∈ Sym X C multiply by juxtaposition: (a ⊗ 1)(1 ⊗ f ) = a ⊗ f . -α ∈ Π and f ∈ Sym X C satisfy the following:
For each λ ∈ X ∨ C , let o λ ⊂ Sym X C be the maximal ideal generated by µ − µ, λ for all µ ∈ X C . Given any module M ∈ H -Mod, for each λ ∈ X ∨ C consider the generalised λ-weight space in M :
For any λ 0 ∈ X ∨ C , we define O λ0 (H) to be the full subcategory of H -mod consisting of those M ∈ H -mod such that
In other words, the polynomial subalgebra Sym X C acts locally finitely on M with eigenvalues in the W -orbit of λ 0 ∈ X ∨ C . -H W and CX are given the usual ring structure, so that they are subalgebras of K.
any a ∈ H W and f ∈ CX multiply by juxtaposition:
Let T be the complex torus defined by T = X ∨ ⊗ C × so that we have X = X * (T ) and X ∨ = X * (T ). For each ℓ ∈ T , let o ℓ ⊂ CX denote the maximal ideal corresponding to ℓ, which is generated by β − β(ℓ) ∈ CX for all β ∈ X. Given any module M ∈ K -Mod, for each ℓ ∈ T consider the generalised λ-weight space in M of the action of the subalgebra CX ⊂ K:
For any ℓ 0 ∈ T , we define O ℓ0 (K) to be the full subcategory of K -mod consisting of those M ∈ K -mod such that
6.3. The monodromy functor M. -Keep the notations as above. In addition, we fix λ 0 ∈ X ∨ C . Consider the following exponential map
The affine Weyl group W acts on both sides of exp by extending its action on X ∨ , so that exp is W -equivariant. The W -action on T factorise through the quotient map W ∼ = X ∨ ⋊ W → W . Put ℓ 0 = exp(λ 0 ). For simplying the notations, denote C 0 = O λ0 (H) and B 0 = O ℓ0 (K).
Consider the dual torus T ∨ = X ⊗ C × on which the Weyl group W acts by reflections. The regular part of T ∨ is defined as 
which is in fact an integrable connection with regular singularities. Therefore the flat sections of M on (the universal covering of) the orbifold [T ∨ • /W ] defines a B aff -module, which is denoted by M(M ). It is shown in [25] that in fact the B aff -action on M factorises through K and yields an exact functor M : C 0 → B 0 .
6.4. Action of the categorical centre. -Let W λ0 be the stabiliser of λ 0 ∈ X ∨ C in W and let W ℓ0 be the stabiliser of ℓ 0 ∈ T in W . The two stabilisers are isomorphic to each other via the quotient map W → W . The stabiliser W λ0 is a finite parabolic subgroup of the Coxeter group W . Letλ 0 be the image of λ 0 in X ∨ C / W λ0 and letl 0 be the image of ℓ 0 in T /W ℓ0 . The exponential map exp : X ∨ C → T induces an analytic map exp λ0 : X ∨ C / W λ0 → T /W ℓ0 , which is locally biholomorphic nearλ 0 . Set
The push-forward along exp λ0 atλ 0 yields an isomorphism of complete local rings
. For any w ∈ W , the action of w on X ∨ C and on T induces
Let Z(C 0 ) = End(id C0 ) and Z(B 0 ) = End(id B0 ) be the categorical centres. We define homomorphisms Z → Z(C 0 ) and Z → Z(B 0 ) as follows: for any M ∈ C 0 , we decompose M = λ∈ W λ0 M λ and for each λ = wλ 0 , f ∈ Z acts by w * f on M λ . This depends only on the weight λ but not on the choice of w. Similarly, for any N ∈ B 0 , we decompose N = ℓ∈W ℓ0 M ℓ . For each ℓ = wℓ 0 , f ∈ Z acts by multiplication by w * exp λ0 * f on N ℓ . Proof. -Recall that the graded affine Hecke algebra is the subalgebra
For any weight µ ∈ X ∨ C , let O µ (H) be the category of finite dimensional H-modules on which the action of the polynomial part Sym X C has weights included in the orbit W µ ⊂ X ∨ C . There is a functor of induction
Let I ⊂ C 0 denote the essential image of Ind H H . It is known that I generates C 0 . Therefore, it suffices to show that the restriction M | I intertwines the actions of Z.
We shall apply a deformation argument to check this statement. The arguments are similar to [25, 5.1] .
Let O = C ̟ and let K = C((̟)). Let ε ∈ X ∨ C be any regular coweight and put λ 0, 
The fundamental solution induces an S λ n K -linear isomorphism
Under this isomorphism, the monodromy operator on the right-hand side corresponding to β ∈ X is identified with e 2πiβ on the left-hand side. Put
We define the action of Z O and Z K on H O -modules and H K in a similar way.
Since the action of Z K on P (λ K ) n coincides with the action of the polynomial part Sym X K ⊂ H up to twists by elements of W , the induced action of Z K on K K -module P (λ K ) ∇ n is identified with the exponentiating the action of Z K on the P (λ K ) n under (6.4).
also intertwines the two Z-actions. Finally, since the family of modules P (λ) n for λ ∈ W λ 0 and n ≥ 1 generates the category O λ0 (H), the functor M restricted to I intertwine the Z-actions as asserted. We set X = X * (T ), X ∨ = X * (T ) and we define ∆ and ∆ ∨ to be the set of roots and coroots of G with respect to T . Following the constructions of §6.1 and §6.2, we have the algebras H and K. Set λ 0 = θ/m ∈ X ∨ R , so we have the categories C 0 and B 0 .
be the augumentation ideal. Recall the algebras K 0 and H 0 and their o 0 -adic completions K ∧ 0 and H ∧ 0 from §5.8. We write K ∧ 0 -mod 0 and H ∧ 0 -mod sm 0 for the image of the embeddings
According to [9] and [28] , there are injective homomorphisms of algebras
which induces equivalences of categories By Lemma 5.8.1 (iii) and Lemma A.4.1, we see that C and B are generated by the projective indecomposable objects, so every object of these categories satisfies the conclusion of Lemma 5.8.1 (iv). Remark 6.6.1. -In fact, it is not necessary to use Φ * and Ψ * to transport the results of Lemma 5.8.1 to the categories C 0 and B 0 . One could explicitly construct a compact projective generator P of C and B and show that End(P ) is a semi-perfect algebra. and let
Here, we regard F N (M/M ′ ) as a subspace of F N (M ) by the right exactness of F N . Let I N be the category whose objects are pairs (M, a), where M ∈ C 0 and a ∈ F N (M ) min , and whose morphisms are defined by The first and the fourth isomorphisms are due to (7) of Appendix A; the second one is exchanging the order of the two colimits and the definition of morphisms between ind-objects; the third one is due to (2); the last one is by Proposition 6.6.2.
Since N ∈ B 0 , there is some integer n such that o n 0 N = 0. By Lemma 5. Proof. -By construction, the functor M factorises into the following 
where the last arrow is the functor which sends an object N ∈ conn rs W (T ∨ • ) to the biggest H-submodule of N which lies in C 0 . We show that the adjunction counit M • M ⊤ → id B1 is an isomorphism. We first show that it is a monomorphism. For any
Composing it with the Riemann-Hilbert correspondence, we see that M • M ⊤ → id B0 is a monomorphism. Let N ∈ B 0 . By the exactness of M, to show that the adjunction counit M • M ⊤ (N ) ֒→ N is an isomorphism, it remains to find an H-submodule of RH −1 (N ) whose localisation to T ∨ • is equal to RH −1 (N ). There exists a surjection The next goal is to compare the kernels of the two quotient functors
6.9. Correspondence of spirals and eigenvalues. -Let us recall the correspondence between spirals and weights of S = Sym X C , proven in [19] . Denote E = X ∨ R . For any y ∈ E, consider the spiral p θ−my * given by are identical if and only if y 1 and y 2 lie in the same alcove. In other words, there is a bijection between the set of alcoves and the set P ζ0 defined in §5.2. Therefore, given any alcove ν ⊂ E • , we define
for any choice of y ∈ ν. The action of the affine Weyl group W on E induces a simply transitive W -action on the set of alcoves.
We fix once and for all a basis Π ⊂ ∆ and let Π ⊂ ∆ be its extension as in §6.1. Let ν 0 ⊂ E • be the fundamental alcove, on which the elements of Π take positive values. Given any w ∈ W , we attach to the weight wλ 0 ∈ E the spiral of (4) associated with any y ∈ w −1 ν 0 . Moreover, it is shown in [19, 3.4.10(2) ] that if w, w ′ ∈ W are such that wλ 0 = w ′ λ 0 , then the spirals attached to wλ 0 and w ′ λ 0 are conjugate in G 0 . It follows that the complex Ind via Φ. In particular, we have the following: Lemma 6.9.1. -For every alcove ν ⊂ E • , the dimension of L λν is equal to the multiplicity of IC(L ) in the following perverse sheaf
. 6.10. Clans. -For N ∈ Z, consider the following sub-family of affine hyperplans in E:
The connected components of the following space
H are called clans. Since D d ∪ D 0 is finite, the set π 0 (E c ) is finite, so there are only a finite number of clans. For y ∈ E • , the subspaces p d and p 0 of the spiral p * = p θ−my * in (4) depend only on the clan where y is situated. Thus the isomorphic class of the complex Ind gd t d ⊂p d δ 0 only depends on the clans, but not the alcoves in the same clans. It follows that there are also finite number of isomorphic classes of the complexes Ind gd t d ⊂p d δ 0 . We say that clan C ⊂ E c is generic if every root α ∈ ∆, viewed linear function on E, is unbounded on C. It is called non-generic if otherwise. We have the following result: Lemma 6.10.1. -Let y ∈ E • be in a generic clan C. Let p * = p θ−my * be the spiral of (4) and let u * ⊂ p * be the unipotent radical. Then u d is equal to n d , where n is the unipotent radical of some Borel subalgebra b ⊂ g which contains t and consequently, there is an isomorphism
Proof. -Let τ ⊂ X R be the convex polyhedral cone generated by those α ∈ ∆ which are bounded from below on C. The cone τ must be strictly convex (i.e. containing no line) since otherwise, we could find α ∈ ∆ such that {α, −α} ⊂ τ and α would be bounded on C. Let τ ∨ ⊂ X ∨ R be the dual cone, which must be of dimension r = dim X ∨ R because τ is strictly convex. Let v ∈ X ∨ R be regular and in the interior of τ ∨ . It follows by the definition of clans that y + hv ∈ C for all h ∈ R ≥0 and therefore
However, since v is regular, when h ≫ 0, we have (ii) If a simple object L ∈ Irr C 0 satisfies KZ Φ * L = 0, then Spec S L ⊂ t is contained in a finite union of affine hyperplanes in E.
Proof. -We prove (i). Let α ∈ ∆ be bounded on C and let Λ = ker α ∩ X ∨ . Notice that Λ is a free Z-module of rank r − 1. Let C C be the set of alcoves contained in C. For ν, ν ′ ∈ C C , we write ν ∼ Λ ν ′ if there exists µ ∈ Λ such that ν + µ = ν ′ . Let λ ν ∈ E denote the weight attached to an alcove ν as in §6.9. For any ν = w −1 ν 0 ∈ C C , since λ ν+µ = λ ν − µ, the weights {λ ν ′ } ν ′ ∼Λν is contained in the hyperplane w (λ 0 + Λ R ). Since α is bounded on C, the quotient C C / ∼ Λ is a finite set and thus the set {λ ν ′ } ν ′ ∼Λν is contained in a finite union of hyperplanes.
We prove (ii). By Lemma 6.9.1, there is a simple perverse sheaf (O, L ) ∈ Π(g d ) ζ0 such that Φ * L is isomorphic to the unique simple quotient of Hom • G (IC(L ), I a ) and that dim L λ is equal to the multiplicity of IC(L ) in k p H k Ind gd t d ⊂p d δ 0 , where p * is the spiral determined by λ. The assumption KZ Φ * L = 0 implies that IC(L ) is absent from the parabolic inductions k p H k Ind gd td⊂bd δ 0 for all Borel B. By Lemma 6.10.1, the alcoves ν such that λ ν ∈ Spec S L are contained in non-generic alcoves. Thus these λ are contained in a finite union of hyperplanes.
6.11. Comparison of kernels. -We prove that ker KZ = ker M as subcategory of C 0 . To this end it is enough to show that ker KZ L = 0 if and only if ML = 0 for every simple object L ∈ Irr C 0 . We first give a characterisation of such objects in terms of weight spaces for the polynomial part S = Sym X C . Lemma 6.11.1. -A simple object L ∈ Irr C 0 satisfies ML = 0 provided that Spec S L ⊂ E is contained in a finite union of affine hyperplanes.
Proof. -Suppose that Spec S L is contained in a finite number of hyperplanes. Choose any λ 1 ∈ Spec S L. Let r = rg ∆. Since G is simple, the Killing form induces a normed vector space (E, − ), on which W acts by affine isometries. Since Spec S L ⊂ w∈W (wλ 1 + X ∨ ) is contained in a finite union of the intersection of lattices and hyperplanes, we have
Let s ∈ S be an affine simple reflection and let m ∈ L λ with λ ∈ Spec S L. Then we have sm ∈ L λ + L sλ . Moreover, we have sλ ≤ λ + δ for some constant δ which depends only on the root datum (X, X ∨ , ∆, ∆ ∨ ). It follows that if we define for N ∈ R ≥0 the subspace
then sL ≤N ⊂ L ≤N +δ . Consequently, for any w ∈ W , we have wL ≤N ⊂ L ≤N +ℓ(w)δ . Since there is only a finite number of clans and since the dimension of the generalised weight space L λν for ν in a fixed clan is constant, Notice that the dimension of the generalised weight spaces in L is bounded, since there is only a finite number of clans. It follows that for any finite dimensional subspaces V ⊂ CX ∨ and L ′ ⊂ L, we have
Indeed, if ℓ is the maximal length in W of monomials which appears in some element of V and let N 0 ∈ R be such that L ′ ⊂ L ≤N0 , then V N · L ′ ⊂ L ≤N0+ℓδN and therefore dim V N · L ′ ≤ dim L ≤N0+ℓδN = o N r−1+ε . The formula (5) shows that the Gelfand-Kirillov dimension of L over CX ∨ is at most r − 1.
This implies that dim supp T ∨ L < r, and thus ML = 0 since the module L is locally free on the regular part T ∨ • . Proof. -By Theorem 5.7.1 (i) and Proposition 6.8.1, both functors are quotient functors. Since C 0 is a noetherian and artinian abelian category, the kernel of a quotient functor is the Serre subcategory generated by the simple objects in the kernel. By Lemma 6.11.1 and Lemma 6.10.2(ii), we see that ker Ψ * KZ Φ * ⊂ ker M. However, since both functors are quotient functors with the same quotient, it implies that their kernels coincide.
Remark 6.11.4. -The constructions above with the principal series ζ 0 ∈ T(g 1 ) cover every dDAHA with equal parameters and rational slopes. If we start with an arbitrary admissible system ζ ∈ T(g 1 ), there can be dDAHA's with unequal parameters which are not stable under the action of extended affine Weyl group, see the tables in [15] . It seems that the analytic theory for such dDAHA is yet to be discovered.
The following is called the "double centraliser property" of KZ.
Corollary 6.11.5. -Suppose that 2d/m / ∈ Z. For the principal series ζ 0 , the functor KZ : H -gMod sm → K -gMod is fully faithful on projective objects.
Proof. -It has been shown in [25, 5.1 (iii) ] that under the hypothesis on the parameter h = 2d/m / ∈ Z, the functor M is fully faithful on modules induced from the graded affine Hecke algebra H ⊂ H. In particular, M is fully faithful on the family P (λ) n = H/H · o n λ , λ ∈ W λ 0 , n ≥ 1. On the other hand by the functoriality of parabolic induction, the graded module
It follows that KZ is fully faithful on these objects. Since
in H -gMod sm , the functor KZ is also fully faithful on P(λ) for all λ ∈ W λ 0 . It follows that KZ is fully faithful on projective objects. Put v = e πiu = e −πiν ∈ C. Recall the affine Hecke algebra for SL 2 : 
denotes the ring of differential operators on T ∨ • . The isomorphism of Cherednik is given by
be the path τ (t) = (5/4) − (3/4)e πit , which is a path connecting 1/2 and 2 while staying below the real axis, and γ(t) = (1/2)e 2πit , which is a loop around 0 starting and ending at 1/2. It is known that the orbifold fundamental group of the quotient orbifold T ∨ • /S 2 is given by π 1 ([T ∨ • /S 2 ], 1/2) = γ, τ ; τ γτ = γ −1 . Via the assignements T 1 → e πiu τ and X → e πiu γ −1 , the affine Hecke algebra K can be identified with the quotient of the group algebra Cπ 1 ([T ∨ • /S 2 ], 1/2) by the two-sided ideal generated by the quadratic element (τ − 1) τ + e −2πiu . Since the image of the induction H⊗ H −: C 0 → C 0 generates the target category, the monodromy representations on the flat sections yield a functor, denoted by M : C 0 → B 0 .
For M ∈ C 0 , the corresponding connexion on M T ∨ • has a "fundamental solution", called asymptotically free, which is an analytic map Φ : T ∨ • → End(M ) whose image lies in the image of the map H → End(M ) which defines the representation. Here T ∨ • means the universal cover of T ∨ • = {z ∈ C ; z = 0, 1}. The map Φ(z) must satisfy the following differential equation:
and is of the following special form
Then Φ induces an isomorphism of vector spaces M ∼ = M(M ) via m → Φ(z)m and thus the vector space M acquires the structure of an K-module. According to Cherednik [2, 3.3] , this K-module structure is expressible in terms of the H-module structure on M by the following formulae:
Note that all the analytic functions above make sense because x acts locally finitely.
The functor M extends to the completion M : C → B in such a way that it commutes with projective limits. 
and the fact that Γ(z) has simple poles in z ∈ −N and is regular elsewhere, we see that if λ / ∈ 1/4+(1/2)N, then M(P (λ)) = (K ⊗ C ̟ ) · ϕ e and M(P (λ)) ∼ = "lim ← − "
If λ ∈ 3/4 + (1/2)N, then 1 → ϕ s1 yields an isomorphism P (λ) ∼ = P (−λ) and thus M(P (λ)) ∼ = M(P (−λ)) ∼ = P (ℓ −1 ). When λ = 1/4, the pro-object M(P (λ)) will not always be a "cyclic module".
We remark that ℓ = e 2πiλ = ± √ −1 and P ( √ −1) and P (− √ −1) form a complete set of projective indecomposable objects in B. We prove Conjecture 6.11.6 in the present case. By Corollary 6.11.3, it remains to show that the auto-equivalence σ : B 0 ∼ = B 0 is isomorphic to the identical functor of B 0 . We first extend σ to σ : Pro(B 0 ) ∼ = Pro(B 0 ) and restrict it to σ : B ∼ = B. We shall construct an isomorphism σ ∼ = id B .
Consider
. Via Φ * and Ψ * and the Springer correspondence, we have Φ * (P(λ ν )) ∼ = P (λ ν ) and Φ * (P(ℓ ν )) ∼ = P (ℓ ν ). Hence σ(P (ℓ ν )) ∼ = P (ℓ ν ) for such ν. However, for each ℓ = ± √ −1, we can choose ν such that λ ν = −1/4, −3/4. Therefore there exist isomorphisms σ(P (ℓ)) ∼ = P (ℓ) for both ℓ = ± √ −1. However, we need to choose an isomorphism for both in a functorial way.
Note that the operator 1 − X −2 is invertible on P (ℓ) since ℓ = ±1. We have
Recall that the ring Z ∼ = C X − ℓ 0 ∼ = C X − ℓ −1 0 from §6.4 has a central action on C. Hence for ℓ = ± √ −1, we have Hom B P (ℓ −1 ), P (ℓ) = Z · τ . In particular, τ : P (ℓ −1 ) ֒→ P (ℓ) is injective and its image is characterised by im(τ ) = ϕ∈HomB(P (ℓ −1 ),P (ℓ)) im ϕ.
Fix any α(ℓ 0 ) : σ(P (ℓ 0 )) ∼ = P (ℓ 0 ). Then α(ℓ 0 ) preserves the sum ϕ∈Hom(P (ℓ),P (ℓ0)) im ϕ. Therefore α(ℓ 0 ) restricts to an isomorphism α(ℓ) : σ(P (ℓ)) ∼ = P (ℓ) such that the following diagram is commutative
We claim that the family of isomorphisms α( √ −1), α(− √ −1) defines an isomorphism of functors
Indeed, if ψ : P (ℓ) → P (ℓ ′ ) is a morphism in B, then the composite ϕ ℓ0,ℓ ′ • ψ : P (ℓ) → P (ℓ 0 ) is in Hom B (P (ℓ), P (ℓ 0 )) = P (ℓ 0 ) ℓ = Z ϕ ℓ0,ℓ . There exists ξ ∈ Z such that ϕ ℓ0,ℓ ′ • ψ = ξ ϕ ℓ0,ℓ and so for every m ∈ P (ℓ) we have
= ξ α(ℓ 0 )(σ(ϕ ℓ0,ℓ )(m)) = ξ ϕ ℓ0,ℓ (α(ℓ)(m)) = (ϕ ℓ0,ℓ ′ • ψ • α(ℓ))(m).
Here we have used the fact that σ commutes with the central action Z. Since ϕ ℓ0,ℓ ′ :
Since the family P ( √ −1), P (− √ −1) generates the abelian category B, the isomorphism α extends to α : σ ∼ = id B . Restricting this isomorphism to the subcategory B 0 ⊂ B, we obtain α : σ ∼ = id B0 . Remark 6.18.1. -With the same method, one can prove Conjecture 6.11.6 under the assumption that G 0 = T . ; i ∈ Z/m}. Let V = C n , G = GL(V ), g = gl(V ) and let θ : µ m → G be any homomorphism. Then θ gives rise to a Z/m-grading V = i∈Z/m V i as well as g = i∈Z/m g i . In particular,
It is known that the isotropy subgroup Z G0 (x) is connected for every x ∈ g nil 1 . Therefore, there is only one admissible system on g 1 , namely T g 1 = {(T, t * , 0, δ 0 )}, where T is a maximal torus of G 0 , t * = t 0 and δ 0 is the constant sheaf on {0} = t 1 . Therefore, we have D G0 g nil 1 = D G0 g nil 1 (T,t * ,0,δ0)
, etc.
The nilpotent orbits of g nil 1 have been well-studied, notably in [13] , [1] , [11] . We will put accent on the perspective of [25] .
Let ζ = (T, t * , 0, δ 0 ) ∈ T(g 1 ) and σ = (T, 0, δ 0 ) ∈ S(g 1 ) be the only admissible system and supercuspidal system, respectively, on g 1 . Recall that in §5.2 we have defined P ζ (resp. P σ ) to be the set of W ζ = W (G 0 , T )-conjugacy classes of spirals of g having t * as splitting (resp. Borel subalgebras of g containing t). As in §5.2, we put
Let K = Hom • G (I f , I f ) and H = Hom • G (I a , I a ). Since I a is an infinite sum, H is a graded algebra endowed with the product topology coming from the first I a in the definition of H.
The set P σ has a combinatorial description. Let β = grdim V ∈ NI = Map(I, N) be the dimension vector of V . Note that the length of β is |β| = dim V = n. For i ∈ Z/m let α i ∈ NI be the vector which is 1 at the i-th place and 0 elsewhere. Define
The elements of I β are called complete sequences of β. The bijection P σ ∼ = I β is given by the following: if b ∈ P σ fixes an I-graded complete flag V = F 0 ⊃ F 1 ⊃ · · · ⊃ F n = 0, then to b ∈ P σ corresponds the complete sequence (ν 1 , . . . , ν n ) where ν k ∈ I is the support of F k−1 /F k .
In order to define the quiver Schur algebra, we introduce a combinatorial description for all parabolic types. Let Par (β) be the set of sequences γ = (γ 1 , γ 2 , · · · , γ l ) of non-zero elements in NI such that k γ k = β. If Q ⊂ G is the parabolic subgroup which stabilises an I-graded flag V = F 0 ⊃ F 1 ⊃ · · · ⊃ F l = 0, then to q = Lie Q one attaches the element γ = (γ 1 , · · · , γ l ) ∈ Par (β) with γ k = grdim F k−1 /F k . This induces a bijection between the G 0 -conjugacy classes of all θ-graded parabolic subgroups and the set Par (β). For any γ ∈ Par (β) we choose a parabolic subgroup Q γ in the corresponding G 0 -conjugacy class which contains T . We will denote its Lie algebra by q γ , its unipotent radical by v γ and its Levi factor containing t by m γ .
Set
, δ 0 is the punctual sheaf supported on 0 ∈ m γ 1 with fibre Q ℓ . We define an algebra Sc = Hom • G (I sc , I sc ), called the quiver Schur algebra in [23] . We explain the diagram ( * ) from the introduction. By [3, 8.6.2] , the isomorphism classes of simple modules of Sc are in canonical bijection with the isomorphism classes of simple perverse sheaves which appear as direct factor of p H k I sc for some k ∈ Z. However, it is known by [27, Theorem 4 ] that the simple Sc-modules are in bijection with the G 0 -orbits in g nil 1 . It follows that the semisimple complex I sc contains all the irreducible objects in Perv G g nil 1 in its perverse cohomologies. Since I ′ a also contains all the irreducible objects in Perv G g nil 1 , we can define an equivalence H -gMod sm ∼ = Sc -gMod via the bimodule Hom • G (I a , I sc ) as in §5.4, with I ′ a replaced by I sc . Let P Σ = Hom • G (I sc , I f ). Then we have a functor
Now suppose that m ≥ 3. We apply Theorem 5.7.1 and Corollary 6.11.5 via the equivalence H -gMod sm ∼ = Sc -gMod. It follows that K ∼ = End Sc op (P Σ ) and Sc op ∼ = End K (P Σ ) and the functor Σ is a quotient functor which is fully faithful on projective objects. In this sense, Σ can be viewed as a version of the Schur-Weyl duality.
Remark 7.1.1. -By the results of [8] , the category Sc -gmod, together with the family of simple objects indexed by the partially ordered set of G 0 -orbits in g nil 1 , is a (polynomially) affine highest weight category in the sense of [10] . The pair (Sc -gmod, Σ) is an affine quasi-hereditary cover of K -gmod, in the language of [21] . 
The quiver Hecke algebra R(β) of the cyclic quiver Γ with dimension vector β = grdim V ∈ NI is generated by e(ν), r t and x k with ν ∈ I β being a complete sequence of β, 1 ≤ t ≤ n − 1 and 1 ≤ k ≤ n. It satisfies the following defining relations
Let P(β) = ν∈I β S(ν) where S(ν) = C[ , X 1 , · · · , X n ]. We define the polynomial representation of R(β) on P(β). For ν ∈ I β and for each f ∈ C[ , X 1 , · · · , X n ], denote by f (ν) ∈ S(ν) the corresponding element. The polynomial representation of R(β) on P(β) is defined by
More generally, if γ = (γ 1 , γ 2 , · · · , γ l ) ∈ Par (β), then we have an inclusion of algebras
Define
According to [24] , there is an isomorphism R(β). Under this isomorphism the K-module Hom • G (δ 0 , I f ) is identified with the polynomial representaion P(β). More generally, for each γ ∈ Par (β) the module
where γ runs over all such sequences. It follows that T is identified with P Σ . When m ≥ 3, we deduce from the double centraliser property Corollary 6.11.5 of the functor Σ that Sc op ∼ = End • K (T). 
and on g g = i∈Z/2m
In particular, g 1 is the space of anti-self-adjoint representations of Γ on (V, ω). For any subspace U ⊂ V , we write U ⊥ = {v ∈ V ; ω(v, U ) = 0}. Then it is clear that for each i ∈ Z/2m, we have V ⊥ i = i+j =0 V j , so that ω restricts to a perfect pairing
The θ-fixed points G 0 = G θ is connected and acts on g 1 by the adjoint action. We put as before G = G 0 × C × q and we make C × q act linearly on g 1 by weight 2. The isotropy subgroup Z G0 (x) is connected for every x ∈ g nil 1 . Therefore, there is only one admissible system on g 1 , namely T g 1 = {(T, t * , 0, δ)}, where T is a maximal torus of G 0 , t * = t 0 and δ is the constant sheaf on {0} = t 1 . We have
(T,t * ,0,δ0)
As in §5.2, we put
Put H = Hom • G (I a , I a ), K = Hom • G (I f , I f ) and P KZ = Hom • G (I a , I f ) as before. We shall define a symplectic analogue of the quiver Schur algebra. To this end, we introduce a combinatorial description for a certain class of parabolic subgroups of G.
Let • : I → I, • : H → H be the involution of the quiver Γ given by i = −i and (i, i + 1) = (−i − 1, −i) for i ∈ Z/2m = I. Let NI = Map(I, N) be the monoid of maps from I to N and let NI × = NI \ {0}. For any β ∈ NI, let Par (β) = (γ 1−l , . . . , γ l ) ; l ∈ N,
From now on, β = grdim V ∈ NI.
Let γ = (γ 1−l , · · · , γ l ) ∈ Par (β). An isotropic flag in V of type γ is a filtration 0 = V l ⊂ V l−1 ⊂ · · · ⊂ V −l = V by I-graded subspaces of V such that grdim V i−1 /V i = γ i and that V i ⊥ = V −i . Define X γ to be the varieties of isotropic flags in V of type γ and let X γ ⊂ g nil 1 × X γ be the subvariety of pairs x, V i −l≤i≤l such that xV i ⊂ V i+1 . Let V i −l≤i≤l ∈ X γ be any isotropic flag of type γ, let Q γ ⊂ G be the parabolic subgroup which stabilises the flag and let M γ be any θ-stable Levi-factor of Q γ . The pair (Q γ , M γ ) is well-defined up to conjugation by G 0 . Then the direct image of the constant sheaf π γ * Q ℓ via the projection π γ : X γ → g nil 1 is equal to the parabolic induction Ind g1 m γ 1 ⊂q γ 1 δ 0 of the punctual sheaf on 0.
We put
where d γ = dim X γ , and we define Sc = Hom • G (I sc , I sc ). The algebra Sc can be viewed as a "quiver Schur algebra of type C". The main result here is the following, the proof of which is postponed to the next subsection. We put P F = Hom • G (I sc , I a ) and P Σ = Hom • G (I sc , I f ). Since both I a and I sc contain all simple objects of Perv G (g nil 1 ), by the same arguments as §5.4, there is an equivalence of category F : Sc -gMod → H -gMod sm N → P F ⊗ Sc N and an exact functor Σ : Sc -gMod → K -gMod N → P Σ ⊗ Sc N such that Σ ∼ = KZ •F . Thus KZ can be identified with the "Schur functor" Σ, which satisfies the double centraliser property when m ≥ 2. The algebra K is similar to the "quiver Hecke algebra of type B and C" of [26] . As in the previous example, the category Sc -gmod is also affine quasi-hereditary with respect to the partial order or orbit closure.
It will be interesting to give an algebraic presentation of the algebras K and Sc as well as the induction/restriction functors between different dimension vector β. Proof. -We first prove that each indecomposable subrepresentation of (V, x) is isotropic with respect to ω. Let M ⊂ V be indecomposable. Then there is a homogeneous element a ∈ M i such that a, x(a), . . . , x l (a) form a basis of M for some l ∈ N. Suppose that x j (a) ∈ M i ′ and x k (a) ∈ M θ(i ′ ) for some j, k ∈ N and i ∈ I. Then ω(x j (a), x k (a)) = (−1) k+j ω(x k (a), x j (a)) = (−1) k+j ω(x j (a), x k (a)) so that ω(x j (a), x k (a)) = 0, whence M is isotropic as claimed. Now we prove the lemma by induction on the number of indecomposable factors of (V, x). If V = 0, the statement is trivial. Suppose that V = 0. Then we can find an indecomposable summand U ⊂ V and write V = U ⊕ U ′ . Then we see that V = U ⊥ ⊕ U ′⊥ and so U ′⊥ ∼ = U ∨ . It follows that V = (U ⊕ U ∨ ) ⊕ U ′ ∩ U ⊥ and that ω is non-degenerate on U ′ ∩ U ⊥ . Since U ′ ∩ U ⊥ has strictly fewer indecomposable factors, the inductive hypothesis applies and the lemma follows. Taking over all such U ⊂ V and tensorising with Q, we obtain a map Proof. -Let j : O ֒→ g nil 1 be a G 0 -orbit and let x ∈ O. We prove by induction on N = dim O that j ! Q ℓ ∈ K D G0 g nil 1 is in the image of (6) . We suppose that this statement has been proven for orbits of dimension > N . Then by proper base change theorem, any orbit j C : C ֒→ g nil 1 such that j * C K ∼ = 0 must satisfies C ⊇ O.
where C runs over all G 0 -orbits in g nil 1 such that O contains in the closure of C and C = O. The subset O ⊂ g is Zariski-open, so there is a distinguished triangle
The dimension of every G 0 -orbit C ⊂ O must be strictly greater than N . By induction hypothesis and the above arguments, the class j O! j O * K lies in the image of (6). On the other hand, [K ] is also in the image by definition. We see that [j O! j * O K ] also lies in the image. Now, since j * O K is an even complex, the class [j O! j * O K ] is a strictly positive multiple of j O! Q ℓ . Consequently, j O! Q ℓ lies in the image of (6) as claimed.
As j O! Q ℓ O⊂g nil 1 forms a basis for K D G0 g nil 1 Q
, it follows that the map (6) is surjective.
Proof of Proposition 7.3.1. -The statement (ii) follows from (i) by [3, 8.6.12] . It remains to prove (i). We prove (iii). Let M ∈ A. Since A ⊂ Pro(A) is closed under taking sub-objects, every descending chain of sub-objects of M is in the subcategory A, which by assumption must stabilise. Thus M is artinian in Pro(A). Suppose that M ∈ Pro(A) is artinian. There must be a minimal sub-object M ′ ⊂ M such that M/M ′ lies in A, meaning that the category A M 3 has an initial object. By (ii), M being the projective limit on A M 3 must lie in A, whence (iii). The assertion (i) follows immediately from (iii). We prove (iv). Let c : M → coker ϕ = C be the cokernel. Suppose that C = 0. Since C ∈ Pro(A), there exists an epimorphism p : C → C ′ with 0 = C ′ ∈ A. Since p • c : M → C ′ is epimorphism, the composite p • c • ϕ is also an epimorphism by hypothesis. However, as c • ϕ = 0, we see that C ′ = 0, contradiction. Thus C ′ = 0 and ϕ is an epimorphism. Proof. -We first prove the statement in the case that M ∈ A. In this case, since coker ϕ is a quotient of M , we have an epimorphism hd(M ) ։ hd(coker ϕ). As the composite N → hd(M ) → hd(coker ϕ) is zero and is an epimorphism, it implies that hd(coker ϕ) = 0. As A is noetherian, it follows that coker ϕ = 0, so ϕ is surjective.
In general, let M ∈ Pro(A). Let (M ′ , q) be any object of A M epi . Then π M ′ • q • ϕ is an epimorphism. By the previous paragraph, q • ϕ is also an epimorphism. Then Lemma A.3.1 (iv) implies that ϕ is an epimorphism.
