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Abstract
Basis problems for self-adjoint matrix valued functions are studied. We suggest a new and nonstandard method to solve basis
problems both in finite and infinite dimensional spaces. Although many results in this paper are given for operator functions in
infinite dimensional Hilbert spaces, but to demonstrate practicability of this method and to present a full solution of basis problems,
in this paper we often restrict ourselves to matrix valued functions which generate Rayleigh systems on the n-dimensional complex
space Cn. The suggested method is an improvement of an approach given recently in our paper [M. Hasanov, A class of nonlinear
equations in Hilbert space and its applications to completeness problems, J. Math. Anal. Appl. 328 (2007) 1487–1494], which is
based on the extension of the resolvent of a self-adjoint operator function to isolated eigenvalues and the properties of quadratic
forms of the extended resolvent. This approach is especially useful for nonanalytic and nonsmooth operator functions when a
suitable factorization formula fails to exist.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let M(Cn) be the space of complex matrices of the size n×n. A function L(λ) defined on D(L) ⊆ C with values in
M(Cn) is called a matrix-valued function. So, L : D(L) → M(Cn). An operator function considered in this paper is a
function L : D(L) → B(H), where B(H) denotes the space of bounded operators in a Hilbert space H . Additionally,
if D(L) is symmetric with respect to the real axis R and L∗(λ) = L(λ), then the operator or matrix valued function L
is said to be self-adjoint. As we mentioned above many results will be given in the frame of general operator functions
in the infinite dimensional Hilbert space H and for we need the definition of some spectral points.
Let L : D(L) → B(H). The spectrum σ(L), the point spectrum or the set of eigenvalues σp(L) of L are sub-
sets of D(L) ⊆ C defined as follows: λ ∈ σ(L) if 0 ∈ σ(L(λ)) and λ ∈ σp(L) if 0 ∈ σp(L(λ)). A nonzero vector
x from the kerL(λ) for λ ∈ σp(L) is called an eigenvector of L corresponding to λ. The limit spectrum π(L) is
defined as π(L) = {λ ∈ D(L) | ∃xn, ‖xn‖ = 1, xn → 0 (weakly), L(λ)xn → 0}. Denote by ρ(L) := {λ ∈ D(L) |
L−1(λ) is boundedly invertible} the resolvent set of the operator function L(λ) and set R(λ) := L−1(λ), λ ∈ ρ(L),
which is called the resolvent of L(λ). Denote also by C1([a, b], S(H)) the space of continuously differentiable op-
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denoted here by S(H).
The main question studied in this paper is: When do eigenvectors corresponding to eigenvalues from the interval
[a, b] of an operator function L ∈ C1([a, b], S(H)) form a basis in H if the following condition is satisfied.
Condition A. The equation (L(λ)x, x) = 0 has a unique solution p(x) in [a, b] for all 0 	= x ∈ H and
(L′(p(x))x, x) > 0.
We say under these conditions that the pair  := {L,p} generates a Rayleigh system on [a, b] with D(p) = H \{0},
where D(p) is the domain of the Rayleigh functional p(x).
Methods of solution of such kind of problems depend on the smoothness of L(λ). If an analytic self-adjoint operator
function L(λ) generates a Rayleigh system in a symmetric neighborhood of [a, b] and L(a)  0, L(b)  0, then it
admits a factorization in the form
L(λ) = B(λ)(λI −Z), (1.1)
where B(λ) is invertible in [a, b] and Z is an operator similar to self-adjoint one with σ(Z) = σ(L) ∩ [a, b] (see
[6, Theorem 30.6]). Now if we require that L(γ ) is compact at a point γ in (a, b) (or π(L) = {γ } ∈ (a, b)), then it
follows from (1.1) that eigenvectors of L corresponding to eigenvalues in (a, b) form a Riesz basis (see for defini-
tion [3]). Note that we say an operator T is positive definite i.e., T  0 if (T x, x) δ(x, x) for some δ > 0 and for
all x ∈ H . Evidently, some conditions such as L(γ ) is compact are automatically fulfilled in the finite dimensional
case. The formula (1.1) was extended in [7] and [8] to a subclass of C2([a, b], S(H)) which is the space of twice
continuously differentiable self-adjoint operator functions defined on the interval [a, b] ⊂ R. A similar but stronger
result was obtained in [2] (see also [9]). Yu. Abramov [1] proved this problem for the class C1([a, b], S(H)) in finite
dimensional case, where he applied the spectral distribution function. But this method is applicable only for spec-
tral problems in finite dimensional spaces. Some results for piece-wise linear operator functions which form a dense
subspace in C([a, b], S(H)) can be found in [4].
In Section 2 we first give some preliminary facts and definitions from [5] (see also [1]) and then we analyze
quadratic forms of extended resolvent and a gradient equation. In Section 3 we give an application of results presented
in Section 2 to the class C1([a, b],M(Cn)). At the end of the paper we discuss a model problem in the infinite
dimensional Hilbert space H .
2. Some preliminary facts and quadratic forms of the extended resolvent
The following theorem is an analog of the well-known theorem about expansion of the resolvent of self-adjoint
operators around isolated eigenvalues (see [3]). A proof can be found in [5] and [1]. It states that the resolvent of an
operator function from C1([a, b], S(H)) has only simple poles outside of the limit spectrum π(L).
Theorem 2.1. (See [5].) Let L(λ) be an operator function from C1([a, b], S(H)). If λ0 ∈ σ(L) \ π(L), then λ0 is an
isolated eigenvalue of finite multiplicity. Moreover λ0 is a simple pole of R(λ), that is
R(λ) = P(λ0)
λ− λ0 A(λ)+B(λ),
where P(λ0) is the projection on Ker(L(λ0)), A(λ) and B(λ) are continuous in a neighborhood of λ0.
If L ∈ C1([a, b],M(Cn)), then this theorem is valid for all λ0 ∈ σ(L) since π(L) = ∅.
We extend the resolvent R(λ) on [a, b] \ π(L) as
R˜(λ) =
{
B(λ0), λ = λ0 ∈ σp(L),
R(λ), λ ∈ ρ(L).
Define also the following operator function on [a, b] \ π(L)
A˜(λ) =
{
A(λ0), λ = λ0 ∈ σp(L),
I, λ ∈ ρ(L)
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these operator functions are extended on [a, b], since π(L) = ∅.
The main numerical function, which plays a key role in our approach is the quadratic form R(λ,x) of the extended
resolvent R˜(λ), so R(λ,x) := (R˜(λ)x, x).
A theorem about properties of these functions is
Theorem 2.2. (See [5].) Let λ ∈ [a, b] \ π(L) and x ∈ P⊥(λ). Then the following relations hold:
(a) A˜(λ)x = L(λ)R˜(λ)x = L(λ)F (λ)x = x;
(b) R(λ, x) = (L(λ)F (λ)x,F (λ)x), (2.1)
R′(λ, x) = −(L′(λ)F (λ)x,F (λ)x). (2.2)
LetA be a subset of [a, b]. Denote by MA(L) the closed span of all eigenvectors of L corresponding to eigenvalues
from the set A. Now we prove a theorem about the sign of the function R(λ,y). In what follows we suppose that the
Condition A is satisfied.
Theorem 2.3. Let d ∈ [a, b]\π(L) and c := max{λ | λ ∈ π(L), λ < d}. If 0 	= y ∈ M⊥(c,d](L), then R(d, y) > 0 implies
R(α,y) > 0, for all α ∈ (c, d].
Proof. Let 0 	= y ∈ M⊥(c,d](L) and R(d, y) > 0. Suppose that there is α0 ∈ (c, d] such that R(α0, y) = 0. Then us-
ing the condition R(d, y) > 0 and continuity of R(α,y) we obtain that there is the maximal root of the function
R(α,y) in (c, d). Denote it by αmax. Now R(αmax, y) = 0 and by (2.1) (L(αmax)F (αmax)y,F (αmax)y) = 0. It means
F(αmax)y ∈ D(p) and p(F(αmax)y) = αmax. On the other hand by (2.2) R′(αmax, y) < 0 and this contradicts to
maximality of αmax. 
By the same way we can prove the following theorem.
Theorem 2.4. Let c ∈ [a, b]\π(L) and d := min{λ | λ ∈ π(L), λ > c}. If 0 	= y ∈ M⊥[c,d)(L), then R(c, y) < 0 implies
R(α,y) < 0, for all α ∈ [c, d).
Now we use these theorems to establish some properties of solutions of the nonlinear gradient equation ∇p(x) = y,
where p(x) is the Rayleigh functional. These properties are used as an alternative method to investigate completeness
problems both in finite and infinite dimensional spaces.
Taking the derivative
d
dt
(
L
(
p(x + ty))(x + ty), x + ty)∣∣
t=0
and using the identity (L(p(x + ty))(x + ty), x + ty) = 0 for all x, y ∈ H and t ∈ R such that x + ty ∈ D(p) we
obtain
∇p(x) = −2L(p(x))x
(L′(p(x))x, x)
, x ∈ D(p) = H \ {0}.
Theorem 2.5. Let γ = supπ(L) < b. If the equation ∇p(x) = y, 0 	= y ∈ M⊥(γ,b](L) is solvable, then p(x) γ .
Proof. We suppose that p(x) > γ . In this case ∇p(x) ∈ P⊥(p(x)). Indeed, if p(x) ∈ ρ(L), then it is trivial since
P(p(x)) = 0. For the case p(x) ∈ σp(L) we use (y,∇p(x)) = − 2(L′(p(x))x,x) (L(p(x))y, x) = 0, y ∈ Ker(L(p(x))).
Now by (2.1) we have
R
(
p(x),∇p(x))= (L(p(x))F (p(x))∇p(x),F (p(x))∇p(x))
= 4
(L′(p(x)x, x))2
(
L
(
p(x)
)
F
(
p(x)
)
L
(
p(x)
)
x,F
(
p(x)
)
L
(
p(x)
)
x
)
= 4′ 2
(
L
(
p(x)
)
x,F
(
p(x)
)
L
(
p(x)
)
x
)= (L(p(x))x, x)= 0.(L (p(x)x, x))
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R(b, y) > 0. Now applying Theorem 2.3 for α ∈ (γ, b] and y ∈ M⊥(γ,b](L) one can write R(α,y) > 0, for all α ∈ (γ, b]
and y ∈ M⊥(γ,b](L). Setting α = p(x) and y = ∇p(x) we have R(p(x),∇p(x)) > 0. But it contradicts to the above
established fact that R(p(x),∇p(x)) = 0. Thus p(x) γ . 
Denote byR(∇p) the range of the gradient operator ∇p. Then it follows from Theorem 2.5 the following corollary.
Corollary 2.1. R(∇p)∩M⊥(a,b](L) = {0} provided π(L) = {a}.
Indeed let y ∈R(∇p) ∩ M⊥(a,b](L) and ∇p(x0) = y. Then by Theorem 2.5 p(x0) = a and consequently, it is an
eigenvalue. Thus ∇p(x0) = 0 and it follows from ∇p(x0) = y that y = 0.
This particularly, gives us M(a,b](L) = H if R(∇p) = H . This fact can be considered as a sufficient condition
in completeness problems. Now we show how we can solve basis problems in finite dimensional case by using the
results given in this section.
3. Basis problems in finite dimensional spaces
In this section we do both: give an alternative (“short” and “beautiful”) proof of some known results and present
new results.
Theorem 3.1. Let L ∈ C1([a, b],M(Cn)) be a self-adjoint matrix valued function. If L satisfies Condition A then the
eigenvectors of L corresponding to eigenvalues from [a, b] form a basis in Cn.
Proof. We have to prove M⊥[a,b](L) = {0}. Suppose M⊥[a,b](L) 	= {0}. Then there exists 0 	= y ∈ M⊥[a,b](L). By Con-
dition A one can write L(b) 0. So, R(b, y) = (L(b)F (b)y,F (b)y)  0. Show that R(b, y) > 0. Otherwise by the
inequality ‖L(b)F (b)y‖2  ‖L(b)‖(L(b)F (b)y,F (b)y) we have L(b)F (b)y = 0 and then by (2.1)(a) y = 0. But we
chose the vector y as y 	= 0. Thus R(b, y) > 0 for all 0 	= y ∈ M⊥[a,b](L).
Since π(L) = ∅, by Theorem 2.3 we have
R(α,y) > 0 for all α ∈ [a, b]. (3.1)
By the same argument using the facts R(a, y) < 0, π(L) = ∅ and Theorem 2.4 we have
R(α,y) < 0 for all α ∈ [a, b]. (3.2)
Finally, (3.1) contradicts to (3.2) and for this reason M⊥[a,b](L) = {0}. 
Note that for analytic self-adjoint matrix valued functions defined in a symmetric neighborhood U of [a, b] this
result can be obtained from the representation (1.1) if the following additional conditions are satisfied:
(i) L(a)  0, L(b)  0,
(ii) (L(λ)x, x) = 0 has a unique solution in U .
Sometimes the condition (ii) is replaced by the condition L′(λ)  0 for all λ ∈ [a, b] or a weaker condition, so-called
regularity condition (see [2,6,7] and [8], see also Introduction).
This theorem was also proved in [1] by a quite different and long method which is based on the spectral distribution
function. Moreover this method is applicable only in the finite dimensional case.
The following corollary is about operator functions in infinite dimensional spaces.
Corollary 3.1. Let L ∈ C1([a, b], S(H)). Then under the conditions of Theorem 3.1, π(L)∩ [a, b] 	= ∅.
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the finite multiplicity. Then there are finite number of eigenvalues in [a, b], i.e., dimM[a,b](L) < ∞. Now if we apply
the same technique as in Theorem 3.1 we obtain M⊥[a,b](L) = {0}. It is impossible in an infinite dimensional space,
because of dimM[a,b](L) < ∞ and M[a,b](L)⊕M⊥[a,b](L) = H . 
Case. L ∈ C([a, b],M(Cn)).
Now we are going to solve basis problems in the class C([a, b],M(Cn)). In this case because of nonexistence of
the derivative we have to replace Condition A by the following weaker condition Aw .
Condition Aw . The equation (L(λ)x, x) = 0 has a unique solution p(x) in [a, b] for all 0 	= x ∈ H and (L(λ)x, x) is
increasing at p(x).
Let L ∈ C([a, b], S(H)). Then it is known [4] that there exists a sequence Lk ∈ C([a, b], S(H)) such that:
(i) Lk is a piece-wise linear operator function with a Rayleigh functional pk(x), so k := {Lk,pk} is a Rayleigh
system,
(ii) Lk ⇒ L (in the operator norm),
(iii) ‖pk − p‖ := supH\{0} |pk(x)− p(x)| → 0 for k → ∞.
Note that in [4] we proved an analog of Theorem 3.1 for piece-wise linear and continuous operator functions in an
infinite dimensional space. We give this theorem from [4].
Theorem 3.2. (See [4, Theorem 2].) Let L ∈ C([a, b], S(H)) be a piece-wise linear and continuous operator function.
If
(i) L(a)  0, L(b)  0 and for all x ∈ H \ {0} the function (L(λ)x, x) has exactly one zero in (a, b),
(ii) π(λ) = {γ } ∈ (a, b) and there are only finite number of eigenvalues at the right or at the left of {γ },
then the eigenvectors of L, corresponding to eigenvalues in [a, b] form a Riesz basis for H .
Now the needed basis result in the class C([a, b],M(Cn)) follows from this theorem and the above given approx-
imation idea. We show it. Denote by N(λ,L) the number of eigenvalues of L strictly larger than λ. Then evidently,
‖pk − p‖ < ε and N(λ,Lk) = N(λ − 2ε,Lk) = r implies N(λ − ε,L) = r . Now choosing λ < a by Theorem 3.2
we have N(λ,Lk) = N(λ − 2ε,Lk) = n and for this reason N(λ − ε,L) = n for all ε > 0. It means that we have n
linearly independent eigenvectors of L in [a, b].
Thus we have proved the following.
Theorem 3.3. Let L ∈ C([a, b],M(Cn)) be a self-adjoint matrix valued function. If L satisfies Condition Aw , then
the eigenvectors of L corresponding to eigenvalues from [a, b] form a basis in Cn.
The infinite dimensional case. At the end of the paper we briefly discuss the infinite dimensional case and arising
there difficulties. Let L ∈ C([a, b], S(H)) be a piece-wise linear operator function. As mentioned above the class
of piece-wise linear and continuous operator functions forms a dense subset of C([a, b], S(H)). This fact shows the
importance of studying this class. The most general theorem about basis problems is Theorem 3.2, where we assume
the number of eigenvalues at the right or at the left of {γ } to be finite. If both are infinite, then we had not been able to
prove this fact. Here we illustrate it on a simple model problem of the form
L(α) =
{
αB+ −A, α  0,
αB −A, α  0, α ∈ [a, b],−
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Define the operator function
F(α) =
⎧⎨
⎩
αI −B−
1
2+ AB
− 12+ , α  0,
αI −B−
1
2− AB
− 12− , α  0,
and set S± = B−
1
2± AB
− 12± . Clearly, σ(L) = σ(F ). Recall that by MA(L) we denote the closed span of all eigenvectors
of L corresponding to eigenvalues from the set A⊂ [a, b]. By the same way we define MA(T ) for an operator T .
Now, suppose that there is finite number (say m) of positive eigenvalues of L. Then it is easy to establish
H = M[a,0](L)+˙M(0,b](L). (3.3)
Indeed,
H = M[a,0](L)⊕M⊥[a,0](L). (3.4)
Then to have (3.3) it is sufficient to show that dimM(0,b](L) = dimM⊥[a,0](L) = m. This follows from
dimM⊥[a,0](L) = dim
[
B
− 12− M[a,0](S−)
]⊥ = dim[M[a,0](S−)]⊥ = dimM(0,b](S−) = dimM(0,b](S+)
= dimM(0,b](L) = m.
It is easily seen from (3.3) and (3.4) that in general we cannot replace M⊥[a,0](L) by M(0,b](L) if they are infinite
dimensional spaces. This is the main difficulties arising in these questions.
We can reduce the above discussed bases problems for the model operator function
L(α) =
{
αB+ −A, α  0,
αB− −A, α  0, α ∈ [a, b],
to the following equivalent problems for operators.
Let A be self-adjoint and compact operator in a separable Hilbert space H . Let B be a bounded positive definite
operator, i.e., (Bx, x)  δ(x, x) for all x ∈ H and some δ > 0. Then it is known that H = H−(A) ⊕ H+(A). Here
H−(A) = EA(−∞,0] and H+(A) = EA(0,+∞), where EA is the spectral measure of A.
Let us consider the operator B−1A. Then clearly,
(i) B−1A is self-adjoint with respect to the scalar product [x, y] = (Bx, y);
(ii) B−1A is compact;
(iii) H = H−(B−1A)+˙H+(B−1A);
(iv) dimH−(A) = dimH−(B−1A) and dimH+(A) = dimH+(B−1A).
Questions.
(1) In the case of dimH±(A) = ∞ and dimH±(B−1A) = ∞ can we write H = H−(B−1A)+˙H+(A)?
(2) If it is not true, then what is a necessary and sufficient condition on the operators A and B in order to have
H = H−(B−1A)+˙H+(A)?
We hope to study these questions and basis problems for operator functions in a general form separately.
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