The grey prediction evolution algorithm based on the even grey model (GPEAe) proposed by Z.B.Hu et al. in 2019 is a competitively stochastic real-parameter optimization algorithm with characters of simple code, less parameters and strong exploration capability. To improve the algorithmic overall performance, a topological opposition-based learning strategy (TOBL) is first developed to enhance its exploitation capability in this paper. The TOBL determines offsprings by calculating the Manhattan distances between the current best individual and all the vertices of the hypercube inspired by the opposition-based learning strategy. An improved grey prediction evolutionary algorithm based on the TOBL (TOGPEAe) is then proposed. The performance of the TOGPEAe is tested on CEC2005, CEC2014 benchmark functions and a test suite composed of six engineering design problems. The experimental results of the TOGPEAe are very competitive compared with those of the original GPEAe and other state-of-the-art algorithms.
I. INTRODUCTION
The optimization methods can be divided into traditional optimization methods and meta-heuristic optimization methods [1] . In recent years, meta-heuristic algorithms have attracted more and more attention because of its simple structure, easy implementation, independent of gradient information, avoiding local optimum, and wide application in engineering problems [2] , [3] . According to the difference of inspired objects, the meta-heuristic algorithms can be divided into four categories: (I) based on nature evolution phenomena: genetic algorithm (GA) [4] , differential evolution (DE) [5] - [7] , covariance matrix adaptation evolution strategy (CMAES) [8] , and backtracking search optimization algorithm (BSA) [9] , [10] ; (II) inspired by biological social activities (mainly are swarm intelligence algorithms [11] ): particle swarm optimization (PSO) [12] , cuckoo
The associate editor coordinating the review of this manuscript and approving it for publication was Li Zhang . search (CS) [13] , artificial bee colony algorithm (ABC) [14] and ant colony optimization algorithm (ACO) [15] ; (III) based on physical phenomena: simulated annealing algorithm (SA) [16] , gravitational search algorithm (GSA) [17] , ray optimization algorithm (RO) [18] , small-world optimization algorithm (SWOA) [19] and curved space optimization (CSO) [20] ; (IV) inspired by mathematical models: estimation of distribution algorithm (EDA) [21] , grey prediction evolution algorithm (GPEAe) [22] .
Unlike other meta-heuristic algorithms, the GPEAe [22] proposed by Z.B.Hu et al. in 2019 is inspired by the even grey model of the grey theory [23] - [25] . The novel evolutionary algorithm inspired by a mathematical model treats population series as time series, and then uses the even grey model to predict its offsprings. It has the characteristics of simple code, less parameters and strong exploration capability, and has been successfully applied to the environmental economic dispatch (EED) problem. In order to improve its overall performance by enhancing exploitation capability, an improved VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ grey prediction evolution algorithm based on topological opposition-based learning (TOGPEAe) is proposed in this paper. The core innovation of the TOGPEAe comes from a topological opposition-based learning strategy (TOBL). The TOBL is proposed on basis of the opposition-based learning strategy (OBL) which was proposed by Tizhoosh in 2005 [26] . The OBL is one of the most successful strategies to enhance algorithmic exploitation capability. It has been successfully applied to various optimization algorithms [27] - [33] . Moreover, many scholars have studied [34] - [36] and proposed many improved OBL strategies [37] - [44] . However, almost all improved OBL strategies have to compute at least one additional fitness (function) value. This will increase computational overhead.
Unlike the original and improved OBL strategies, the proposed TOBL determines candidate solutions by calculating the Manhattan distances between the best individual and all the vertices of the hypercube inspired by the OBL. Compared with the calculation of fitness values for other improved OBL strategies, the Manhattan distances has much less computational overhead.
The main contributions of this paper are as followings.
• Proposed an improved grey prediction evolution algorithm (TOGPEAe): The TOGPEAe is developed by adding the TOBL in front of the selection operator of the original GPEAe. The TOBL enhances the algorithmic exploitation capability by guiding the individuals to learn from the current best individual. The TOGPEAe achieves remarkable results in CEC2005 and CEC2014 benchmark function sets, and is successfully applied to solve engineering design problems.
• Proposed a novel learning strategy (TOBL): Topological opposition-based learning strategy (TOBL) is an improved OBL strategy. The strategy possesses the characteristics of lower computational overhead, strong exploitation capability and larger candidate solution space.
The remainder of this paper is organized as follows. Section 2 introduces the original GPEAe. As the main contribution of this paper, a detailed explanation of the TOBL and the TOGPEAe is presented in Section 3. In Section 4, the TOGPEAe is evaluated on CEC2005, CEC2014 benchmark functions and six engineering design problems. Finally, the concluding remarks and future work are summarized in Section 5.
II. BASIC GREY PREDICTION EVOLUTION ALGORITHM
Like other meta-heuristics algorithms, the beginning of the GPEAe is the process of initializing population. The GPEAe then uses its peculiar reproduction operator to generate trial population, rather than mutation and crossover operators. Finally, greedy selection is used to obtain the most potential individuals into the next generation.
A. INITIALISATION
In the initialization of the GPEAe, it generates 3N D-dimension individuals in feasible region. The individuals are expressed as 2 , · · · , x g i,D ), where i = 1, 2, · · · , N , g = 0, 1, 2, · · · , g max is the current generation and g max is the maximum number of generation.
Like most meta-heuristics, the GPEAe uses the following formula to randomly generate the jth dimension of the ith individual within the feasible region:
Here g = 0, 1, 2, rand represents a random number of the uniform distribution from 0 to 1, Low j and Up j are the lower and upper boundary of j th dimension of i th individual, respectively.
Noting. The GPEAe must initialize three generation populations. Each generation has N individuals, from top to bottom are X 2 (g = 2), X 1 (g = 1), X 0 (g = 0), respectively.
B. REPRODUCTION OPERATOR
Let X g−2 , X g−1 , X g (g ≥ 2) be a successive series of three population. Individuals x r1 , x r2 , x r3 are randomly selected from X g−2 , X g−1 , X g respectively, they are used as an individual series. Let u
,j , and Maxd r = max{d 12 , d 23 , d 13 }, and Mind r = min{d 12 , d 23 , d 13 }. Then the reproduction operator is formulated as follows:
Here the δ is a parameter for controlling forecast, it belongs to [0.001, 0.1]. α is the grey development coefficient, β is the grey control parameter, and ω is a disturbance coefficient, respectively. We obtain them by the following equation:
Here rand(−1, 1) is a random number with uniform distribution from −1 to 1. M is the maximum number of iteration and I is the current iteration number.
C. SELECTION
In this state, we select individuals with better fitness value from trial population U g and target population X g according to a greedy selection mechanism, which are used to update the population X g . For the minimum problems, if the solution value x g i is smaller than u g i , then x g i is retained, whereas x g i is replaced by u g i . This process is shown as following:
III. IMPROVED GREY PREDICTION EVOLUTION ALGORITHM BASED ON TOPOLOGICAL OPPOSITION-BASED LEARNING
The main contents of this section are as follows:
• Proposing a topological opposition-based learning operator (TOBL)
• Proposing an improved algorithm based on the TOBL, namely grey prediction evolutionary algorithm based on the TOBL (TOGPEAe)
A. TOPOLOGICAL OPPOSITION-BASED LEARNING STRATEGY (TOBL)
The OBL has only one complete opposite point, in which each dimension is opposite to the original value. In addition, the OBL keeps good individuals into the next generation by comparing fitness values of target individuals and corresponding opposition individuals. Inspired by the OBL, a topological opposition-based learning (TOBL) strategy is proposed. 2 , · · · , Tx i,j , · · · , Tx i,D ) can be defined as follows:
Here, Ox i,j is the j th dimension of the opposite point O x i , and x best,j is the j th dimension of the current best individual x best .
In fact, the T x i is the point with the smallest Manhattan distance between the current best individual and all the vertices of the hypercube inspired by the opposition-based learning strategy. For example, take the 3-Dimension case of Fig.1 , the black dot (x 1,1 , x 1,2 , x 1,3 ) is an original point, the rest seven vertices of the cube are a set of alternative points for the topological opposite point. Each vertex (vector) of those has at least one dimension which is changed according to the opposite formula (6) . When the best current individual locates the position marked by a red pentacle in the figure, the blue point (x 1,1 , Ox 1,2 , x 1,3 ) has the smallest Manhattan distance from the best current individual. So the point (x 1,1 , Ox 1,2 , x 1,3 ) is the topological point of the original point. The other two subgraphs (1-Dimension and 2-Dimension) are similar.
Comparing with the original OBL strategy and some improved OBL strategies, the TOBL strategy has the following two advantages.
• More alternative points. The TOBL has 2 D potential opposite points for each original point, while OBL has just only one. In fact, each vertex of the hypercube is a potential TOBL point.
• Less computational overhead. The least Manhattan distance for the TOBL is implemented by the formula (5) . There is no computation for fitness function, but which is inevitable for the OBL or improved OBL strategies.
B. FLOW AND PSEUDO CODE OF IMPROVED ALGORITHM
As mentioned above, the basic GPEAe has the strong capability of global search. The proposed TOGPEAe uses the TOBL to enhance its local search capability, and therefore achieves the relative balance between exploration and exploitation capability.
As with the basic GPEAe, after three population initialization (formula (1)), the TOGPEAe realizes the function-optimized process by looping the reproduction (formula (2)) operator and the selection operator (formula (4)) for updating the population. What makes TOGPEAe different is that it adds the above TOBL before the selection operator on every individual of the current population. The flow chart of the TOGPEAe is shown in the Fig.2 . and pseudo code is shown in Alg.1. 
IV. NUMERICAL EXPERIMENTS
In order to verify the performance of the proposed TOG-PEAe, two numerical experiments have been performed in this section. The first experiment is investigated based on CEC2005 [45] (including 10-dimension and 30-dimension) and CEC2014 (30-dimension) [46] benchmark test functions. The details of CEC2005 and CEC2014 are shown in Tab.1 and Tab.2, respectively. The second experiment is carried out in six engineering design problems. All experiments are executed in MATLAB R2012a with an Intel(R) Core(TM) i5-4590 CPU @ 3.30GHz with 4 GB RAM.
A. EXPERIMENTS FOR BENCHMARK FUNCTIONS
To prove the effectiveness of the TOGPEAe, in this experiment, LBSA, BSA, SaDE [47] , CLPSO [48] , PSOFIPS [49] , TLBO, ETLBO [50] , PSOFDR [51] , OBSA [52] , GPEAe and some other state-of-the-art algorithms are compared with the TOGPEAe on CEC2005 and CEC2014 benchmark functions. To ensure fairness, each comparison algorithm independently runs 30 times. The size of population (N ) is set to 50, and the dimension (D) is 10 and 30 respectively. In addition, the termination condition depends on the maximum number of iterations (M ), which is set to 100 * D. Initialization Initialize X 2 , X 1 , X 0 according to the formula (1);
Three individuals x r1 , x r1 , x r1 are randomly selected from X g−2 , X g−1 and X g , respectively ;
Let
the algorithm. From Tab.1, among the CEC2005 test functions, F1-F5 are unimodal functions, F6-F14 are multimodal functions and F15-F25 are hybrid composition functions.
In this part, the statistical results are summarized in Tab.3, including the best value (Best), mean value (Mean), and standard deviation (Std) obtained using the TOGPEAe, LBSA, BSA, CLPSO, PSOFIPS, TLBO, ETLBO, PSOFDR, OBSA, and GPEAe algorithms. With respect to the Best value, the TOGPEAe ranks first for functions F1, F2, F4-F6, F11, F18-F20, and F24 and ranks last only one function F14. So, it should be noted that the TOGPEAe performs significantly better than its competitors on unimodal functions and hybrid composition functions. The GPEAe is superior to other nine algorithms in functions F3 and F8. LBSA performs best on functions F1, F2, F4, F5, F9 and F15, F18-F20, F22-F24. Comparing the Mean value and the Std value of the ten algorithms, although the performance of the TOGPEAe is not the best among all functions, it outperforms some competitors. As can be observed from Tab.3, the average rank of the TOGPEAe (2.88) in terms of the Best is only worse than that of LBSA (2.76), and it is better than those of other eight algorithms. That is to say, the TOGPEAe is competitive in the solution accuracy of the algorithm, but the robustness of the algorithm is poor.
2) RESULTS IN CEC2005 ON 30-DIMENSIONAL (30D) DATA
This part mainly discusses the experimental results in CEC2005 on 30D. The Best, Mean, and Std of the error values over 30 runs for all comparison algorithms are reported in Tab.4. Moreover, the ranking and the average ranking of all algorithms for 25 functions are also given in Tab.4, and the ranking is based on the Best error value. It can be observed from the table that the TOGPEAe ranks first on functions F3, F8, F10, F21, F23, and F24 when only the Best value are considered. The GPEAe outperforms the other nine comparison algorithms on functions F5, F11 and F12. LBSA is better than other nine algorithms on functions F6, F9, F13, F16 and F17. The average ranking in terms of the Best obtained by the TOGPEAe is 3.04, which is the smallest among all comparison algorithms. From these results, we can see that the TOGPEAe is competitive with the other nine algorithms in terms of algorithmic solution accuracy. F17 are better than those of other eight competitors. When considering the Mean value and the Std value, although the results are less than satisfactory, there is still some competitiveness in some functions. In addition, the average ranking of the Best value for the 30 functions shows that the TOGPEAe ranks better than other seven comparison algorithms, and only worse than SaDE. From these results, we can see that the TOGPEAe is competitive with the other eight algorithms in terms of algorithmic solution accuracy but not good algorithmic robustness.
B. THE SIGN TEST
The sign test [53] is a common method to determine whether there is significant difference between two algorithms. In this paper, the Best value is used as the target of the sign test. The signs ''+ , '' ≈ , and ''− represent that the TOGPEAe performs better, almost the same, and worse than other comparison algorithms, respectively, and '' Total'' represents total number of test functions. The results are reported in Tab.7 and thirteen pairs of algorithms are compared. For LBSA, the TOGPEAe performs better than it on eighteen functions, almost the same on thirteen functions, and worse than on nineteen functions. Considering SaDE, the performance of the TOGPEAe is a little unsatisfactory since the TOGPEAe only performs better than it on seven functions.
However, the results in Tab.7 show that the TOGPEAe performs much better than eleven comparison algorithms (including BSA, CLPSO, PSOFIPS, TLBO, ETLBO, PSOFDR, OBSA, CBSA, CLBSA, DGTLBO and GPEAe). From what has been discussed above, the TOGPEAe is very competitive in solving benchmark functions problems.
C. EXPERIMENTS FOR CONSTRAINED ENGINEERING DESIGN PROBLEMS
The second experiment is tested on six constrained engineering design problems, including the three-bar truss design problem, pressure vessel design problem, tension/compression spring design problem, welded beam design problem, speed reducer design problem and gear train problem. The formulation of these engineering design problems are given in Appendix.A. These problems have been used to test the performance of different algorithms. In addition, this paper adopts Deb's heuristic constraint handling method from numerous types of constraint handling strategies to handle the constraint. Each problem independently runs 30 times, and the best function value (Best), the mean function value (Mean), the worst function value (Worst), the standard function deviation (Std), and the function evaluation times (FEs) are reported. The following provides the parameter settings for different engineering design problems. Here, 'N ' is the population size, 'T ' represents the maximum number of iterations and 'D' is the dimension of the problem. 
1) THREE-BAR TRUSS DESIGN PROBLEM
The three-bar truss design problem is to minimize the volume of the structural optimization problem. Fig.3 shows the different components of this problem and the formulation is shown in Appendix A.1. This problem is solved by differential evolution with dynamic stochastic selection (DEDS) [54] , hybrid evolution algorithm (HEAA) [55] , hybrid particle swarm optimization with differential evolution (PSO-DE) [56] , differential evolution with level comparison (DELC) [57] , mine blast algorithm (MBA) [3] and crow search algorithm (CSA) [58] . The statistical results obtained by all algorithms are reported in Tab.8 and Tab.9. The Tab.8 compares the best solution obtained by the TOGPEAe with those obtained by other algorithms. From the table, the TOGPEAe obtains the best solution at x = (0.788697, 0.408185) in the current literature, and the corresponding function value of the best solution equals to 263.895712. On the other hand, Tab.9 reports the Best value, the Mean value, the Worst value, the Std value and the FEs obtained by all comparison algorithms on this problem. It can be observed from the table that the FEs value obtained by the TOGPEAe (equals 9980) is the smallest among all comparison algorithms. This indicates that the TOGPEAe not only finds out the current best solution to this problem, but also holds the smallest FEs among all algorithms. That is, the TOGPEAe has a faster convergence rate than other algorithms to this optimization problem. Fig.4 shows the different components of the pressure vessel design problem. The pressure vessel design problem, which was firstly proposed by Kannan and Kramer [59] , can be seen as a nonlinear objective function consisting of three linear inequality constraints and one nonlinear inequality constraint. There are four design variables in this problem, including the thickness of the shell (x 1 ), the thickness of The TOGPEAe is used to solve this problem and compared with other eight famous algorithms, such as genetic algorithm based on dominance tournament selection (GA-DT) [60] , modified differential evolution (MDE) [61] , coevolutionary particle swarm optimization (CPSO) [62] , hybrid particle swarm optimization (HPSO) [63] , DELC, artificial bee colony algorithm (ABC) [64] , BSA-SAε [65] and backtracking search optimization algorithm (BSA). The statistical results of all comparison algorithms are listed in Tab.10 and Tab.11. As shown in Tab.10, MDE obtains the best solution at x = (0.8125, 0.4375, 42.0984, 176.6360) with the objective function value f (x) = 6059.7071. The TOG-PEAe is better than other seven algorithms (GA-DT,CPSO, HPSO, DELC, ABC, BSA-SAε and BSA), and is only worse than MDE. In addition, in Tab.11, the Mean value and the Std value are worse than some comparison algorithms, but the FEs of the TOGPEAe (equals 20620) is lower than other eight algorithms. That is to say, the TOGPEAe determines a better best solution by using the smallest computational overhead. All in all, the above results show that the TOGPEAe has a certain competitiveness on this optimization problem. 
2) PRESSURE VESSEL DESIGN PROBLEM

3) TENSION/COMPRESSION SPRING DESIGN PROBLEM
The tension/compression spring design problem consists of three continuous variables (wire diameter (x 1 ), coil diameter (x 2 ) and the number of active coil (x 3 )) and four nonlinear inequality constrains. The schematic diagram of the structure of the tesion/compression spring design problem is shown in is worse than some other algorithms, but the FEs of the TOGPEAe is second only to MBA with 7650 FEs. Based on the above results, it can be concluded that the TOGPEAe is suitable for this problem.
4) WELDED BEAM DESIGN PROBLEM
The aim of the welded beam design problem is to minimize the manufacturing cost of welded beam. As shown in Fig.6 and Appendix A.4. There are four design variables and seven constrains, two of which are linear inequality constraints and five of which are non-linear inequality constraints. The TOGPEAe is used to solve the problem and the comparison algorithm is as follows: GA-DT, MDE, CPSO, HPSO, ABC, MBA, BSA-SAε, BSA and BSAISA. The comparison results are shown in Tab.14 and Tab.15.
As shown in Tab.14, the best solution obtained by the TOGPEAe at x = (0.205730, 3.470467, 9.036624, 0.20730) with the objective function value f (x) = 1.724850 is the smallest among all comparison algorithms. From Tab.15, the smallest FEs is 24000 obtained by MDE and CPSO, while the FEs of the TOGPEAe on this problem is 36180. This indicates that the TOGPEAe can obtain a better solution by sacrificing a little of computational overhead. Combining Tab.14 and Tab.15, we can see that the TOGPEAe is very competitive in all comparison algorithms. Fig.7 shows the sketch of the speed reducer design problem. The speed reducer design problem can be described as a single objective optimization problem with eleven constraints and seven continuous design variables. The variables are represented by x 1 , x 2 , x 3 , x 4 , x 5 , x 6 , x 7 , where x 3 is an integer variable. From x 1 to x 7 , they represent the face width, the module of teeth, the number of teeth on pinon, the face width, the length of the first shaft between bearing, the length of the second shaft between bearing, the diameter of first shaft, and the diameter of the first shaft, respectively. The formulation of this problem is shown in A.5.
5) SPEED REDUCER DESIGN PROBLEM
Tab. 16 algorithms except for MBA (6300) and BSAISA (15860). We can conclude that the TOGPEAe can obtain a better solution than MBA and BSAISA by sacrificing a small amount of computational overhead on this problem.
6) GEAR TRAIN DESIGN PROBLEM
The gear train design problem aims to minimize the gear ratio of the gear train and Fig.8 is a schematic diagram of this problem. The gear train design problem has no function constraints, and only four design variables (x 1 , x 2 , x 3 , x 4 ). Each variable is an integer from 12 to 60 and means the number of teeth on corresponding gear. The formulation of this problem is shown in A.6. Four state-of-the-art algorithms are used to solve this problem, including ABC, MBA, CSA and the TOGPEAe. The comparison results are reported in Tab. 18 and Tab.19. Tab.18 compares the best solutions for the gear train design problem. It can be observed from the table that all algorithms reach the same optimal value and the function value is f (x) = 2.7E − 12. On the other hand, from Tab.19, the EFs value of the TOGPEAe (equals to 1400) is only better than CSA, and is worse than other two algorithms (ABC, MBA). Therefore, the TOGPEAe is competitive on the gear train design problem.
D. NUMERICAL ANALYSIS AND DISCUSSION
In order to further analyze the comprehensive performance of the TOGPEAe, this section conducts an in-depth analysis of the TOGPEAe from the following two aspects: 1)For benchmark functions experiments, we list the functions that the TOGPEAe ranks first in CEC2005 and CEC2014, and analyze the proposed algorithm based on the properties of these functions. 2)For constrained engineering design problems, we list the optimal results and the minimum FEs based on the table of the above 6 engineering problems and compare them with that of the proposed TOGPEAe. The statistical results are shown in Tab.20.
1) COMPREHENSIVE DISCUSSIONS BASED ON THE BENCHMARK FUNCTIONS EXPERIMENTS
The effectiveness of the TOGPEAe is tested on CEC2005 and CEC2014. CEC2005 and CEC2014 contain different types of functions, such as unimodal functions, multimodal functions and hybrid, composition functions. According to the results of Tab.3 the TOGPEAe performs best in functions F1, F2, F4, F5, F6, F11, F18-F20, F24, where F1-F6 are unimodal functions and the remaining five functions are multimodal functions. It indicates that when solving 10-dimensional functions, the TOGPEAe not only performs well in dealing with unimodal functions, but also is competitive in solving multimodal functions. As shown in Tab.4, the TOGPEAe ranks first among F3, F8, F10, F21, F23, and F24. In the 30-dimensional function test, where only F3 is unimodal function. It shows that the TOGPEAe is more suitable for dealing with multimodal functions. Whether in 10-D or 30-D of CEC2005, the average rank of the TOGPEAe is very competitive in terms of the 'Best' value. In the experiment of CEC2014 (showed in Tab.5 and Tab.6), the TOGPEAe ranks first for functions F5, F11, F12, F14, F17, F20, F21, F26. The average rank of the TOGPEAe is 4.1, it is only worse than SaDE (2.2). In summary, the TOGPEAe is more effective in obtaining better quality solutions.
2) COMPREHENSIVE DISCUSSIONS BASED ON THE ENGINEERING DESIGN PROBLEMS
Several following conclusions can be drawn about the TOG-PEAe according to Tab.20.
Accuracy:
The Best value in the above tables are the reflection of the accuracy for each algorithm in solving engineering optimization problems. The smaller the Best value, the better the solution accuracy. As shown in Tab.20, the Best value obtained by the TOGPEAe is the smallest on all six engineering design problems. Therefore, the solution accuracy of the TOGPEAe is obviously superior to other comparison algorithms. Convergence speed: The FEs value reflects the computational overhead when achieving the current optimal function value. The smaller the FEs value is, the faster the convergence rate. From Tab.20, the FEs value of the TOGPEAe ranks first in terms of the three-bar truss design problem and pressure vessel design problem. In the other four engineering optimization problems, the FEs value of the TOG-PEAe is not the smallest, but the TOGPEAe obtains better feasible solutions than other algorithms by sacrificing computational overhead. That is to say, the TOGPEAe is also very competitive compared with other algorithms when considering the FEs value. Robustness: The Mean value and the Std value of all the previous tables are the reflection of the robustness for each algorithm in solving engineering optimization problems. The smaller the value is, the higher the robustness. Compared with other algorithms, the Mean value and the Std value of the TOGPEAe are somewhat unsatisfactory. All in all, the robustness of the TOGPEAe is not competitive enough. According to the above analyses, two characteristics of the TOGPEAe can be observed. On the one hand, the TOG-PEAe is very competitive improved algorithm in solving global optimization problem. On the other hand, although the TOGPEAe's robustness needs to be improved, the overall performance of the TOGPEAe is excellent.
V. CONCLUSION
The GPEAe as a new and competitive evolutionary algorithm with simple code, few parameters and strong exploration capability, its overall performance can still be further improved. In this paper, a new strategy called topological opposition-based learning (TOBL) is first developed. It is then planted in front the selection operator of the basic GPEAe to form a improved algorithm: grey prediction evolution algorithm based on topological opposition-based learning (TOGPEAe). The TOBL determines offsprings by calculating the Manhattan distances between the current best individual and all the vertices of the hypercube inspired on the original OBL strategy. It guides individuals of the TOGPEAe to learn from the best individual of the current generation to enhance the local exploitation capability without increasing the computation overhead.
In order to demonstrate the performance of the TOGPEAe, we tested the TOGPEAe on CEC2005, CEC2014 benchmark functions and a test suite composed of six engineering design problems, and compared the experimental results of the TOG-PEAe with many state-of-the-art algorithms. The numerical results on both the benchmark functions and engineering design problems indicate that the proposed TOGPEAe is effective and promising for global optimization. Although the TOGPEAe obtains a good performance in our numerical experiments, we can still find that the standard deviation(Std) of the TOGPEAe is somewhat unsatisfactory on some complex benchmark functions. Our future works are to further research on the robustness of the TOGPEAe under the premise of ensuring the convergence and high precision.
VI. ENGINEERING DESIGN PROBLEMS
A.1. Three-bar truss design problem 
