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ABSTRACT
The mood of individuals in the workplace has been well-studied
due to its influence on task performance, and work engagement.
However, the effect of mood has not been studied in detail in the
context of microtask crowdsourcing. In this paper, we investigate
the influence of one’s mood, a fundamental psychosomatic dimen-
sion of a worker’s behaviour, on their interaction with tasks, task
performance and perceived engagement. To this end, we conducted
two comprehensive studies; (i) a survey exploring the perception of
crowd workers regarding the role of mood in shaping their work,
and (ii) an experimental study to measure and analyze the actual
impact of workers’ moods in information findings microtasks. We
found evidence of the impact of mood on a worker’s perceived
engagement through the feeling of reward or accomplishment, and
we argue as to why the same impact is not perceived in the evalua-
tion of task performance. Our findings have broad implications on
the design and workflow of crowdsourcing systems.
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1 INTRODUCTION
Crowdsourcing has been flourishing as a type of gig economy,
and has found wide use in both industry and academia, fostering
particular interest for conducting Web Science research [19]. The
motivation for using crowdsourcing has mostly focused on the
ease and cost-effective nature of acquiring human input; and a
considerable number of prior works have addressed challenges to
improve the effectiveness of this paradigm [8, 31].
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Theoretical and empirical research suggests that people’s moods
have an effect on lexical decision making [5], learning and train-
ing in the workplace [59], the perception, encoding, storage, and
retrieval of information [3, 56], and workplace outcomes, such as
productivity [57], behavior and engagement [1]. The popular no-
tion is that people with a positive mood perform better in their
work assignments and are more likely to have increased intrinsic
motivation. However, there have been diverging opinions among
researchers.
Early studies suggest the existence of an indirect causality link
between mood and work/task performance intermediated by a spec-
trum of psychosomatic states. Seibert and Ellis found that students
in non-neutral moods displayed greater propensity towards inef-
fectual thinking, which in turn produced a negative impact on the
outcome of tasks such as memory recall [54]. More recent work
has been focused on sociability [58] as the mediator between mood
and performance, in which they found that workers in positive
moods may perform better through interpersonal processes such as
helping and seeking help among co-workers. Apart from sociability,
non-neutral mood is found to increase vulnerability to distractions
[48], which might lead to unwanted behavior at work (e.g., long
response time). On the other hand, unpleasant mood states also
facilitate work withdrawal behavior due to the individual’s need
for mood repair [40].
An aspect that resonates throughout the aforementioned studies
is the importance of establishing clear links with actionable impli-
cations between an individual’s mood and its impact and efficacy
in the workplace. However, these links and their implications have
not previously been established within the context of microtask
crowdsourcing, a branch of online labor which is gaining increased
traction among the exponents of the current generation, and having
an outreaching impact upon human data driven research.
The key difference in the context of microtask crowdsourcing
stems from the nature of the work setting. It is both a form of
gig work – hence temporary, and on demand – but also remote,
which allows the workers to cater their workspace to their own
needs [18]. Moreover, the overarching rules and laws that govern
traditional workplace interactions fade in the online crowdsourcing
context where there is a flexibility in time, space and with respect
to organizational boundaries [15, 31]. To the best of our knowledge,
prior work has not comprehensively studied the role of worker
moods in shaping crowd work in microtask marketplaces.
In this paper, we aim to address this knowledge gap by presenting
two studies that aim to understand the role of crowd worker moods
in shaping their work outcomes. First, we explore how workers
think their moods affect the task outcomes such as worker perfor-
mance and engagement by using a survery addressing 100 workers.
Our findings from the survey further inform and direct the second
study, in which we collected data from 300 crowd workers complet-
ing information finding microtasks and analyzed how their moods
affect their interaction, performance and behavior. We build upon
the previously mentioned studies in order to inform and direct
discussion together with work design theory on task design, work-
flows and interventions in crowdsourcing marketplaces, thereby
improving the overall effectiveness of the paradigm and at the same
time serving the interest of the growing crowd workers community.
Original Contributions.Wemake the following contributions:
• We enhance and enrich the existing understanding of workers’
mental states within the context of microtask crowdsourcing, by
quantifying task outcomes and identifying work characteristics
in this novel setting in relation to worker moods.
• We find support for the hypothesis that there is an impact of
mood on a worker’s perceived reward, and shed light on contrary
evidence of its impact on performance.
• This work challenges the status quo, by pitting quantitative evi-
dence against the biased understanding of workers themselves
in how mood is perceived and how it impacts their engagement
and performance.
2 BACKGROUND AND RELATED
LITERATURE
2.1 Mood and Emotion
Although both mood and emotion are valenced affective responses,
prior work has elaborately discussed the difference between the
two [9]. Firstly, moods last longer than emotions [2, 60]. Secondly,
emotions are always targeted towards an event, person or object,
while moods are globally diffused [17]. Emotions are triggered by
explicit causes and monitor our environment, while moods have
combined causes and monitor our internal state [33, 44]. Further,
emotions are elicited by threats or opportunities [17], while moods
are responses to one’s overall position in general [49]. However,
note that moods and emotions are not entirely independent; they
interact with each other dynamically. Accumulated emotions can
lead to specificmoods, andmoods can lower the degree of emotional
arousal [7].
The concept of workplace mood has been traditionally associ-
ated with workplace quality (e.g., productivity [57], engagement
[1]). We build on the substantial prior works that have established
an understanding of moods to unearth the background role that
mood plays on workers within a microtask crowdsourcing environ-
ment. We investigate (a) themoods that crowd workers are typically
in, while contributing to piecework, and (b) how particular mood
dispositions affect task outcomes.
2.2 Exploiting ‘Mood’ in Microtask
Crowdsourcing
Recently, [55] proposed to leverage the relationship between
people’s mood and their productivity to operationalize a con-
cept from workforce management research known as ‘productive
laziness’[47]. The authors argue that crowd workers need to effi-
ciently schedule when to work and rest, to maximize their overall
productivity and sustain the long-term function of the crowdsourc-
ing system. The dynamic scheduling method introduced by the
authors jointly minimizes the effort exerted by crowd workers
while maximizing the overall throughput. In closely related work,
[43] explored the relationship between the mood of crowd workers
and their capacity for creative outcomes. The authors proposed two
approaches for enhancing worker performance in creative tasks; af-
fective priming, and affective pre-screening. Their findings suggest
that workers in a positive mood exhibit enhanced creativity. Other
empirical works have established that happiness makes individuals
more productive [34, 41].
In contrast to these prior works, we use a robust tool called
‘Pick-A-Mood’ (described later in Section 3), which only requires a
single click from the participants, to explicitly gather self-reports
of worker moods, and test their effect on task outcomes such as
worker performance and engagement.
2.3 Worker Engagement and Performance in
Crowdsourcing
Previous works have addressed the issue of boredom and fatigue in
crowdsourcing marketplaces resulting due to the repetitive nature
of long batches of tasks that workers often encounter. Thus, a va-
riety of means to retain and engage workers have been proposed.
[52] suggested introducing micro-breaks into workflows to refresh
workers, and showed that under certain conditions micro-breaks
aid in worker retention and improve their accuracy marginally. Sim-
ilarly, [6] proposed to intersperse diversions (small periods of enter-
tainment) to improve worker experience in lengthy, monotonous
microtasks and found that such micro-diversions can significantly
improve worker retention rate while maintaining worker perfor-
mance. Other works proposed the use of gamification to increase
worker retention and throughput [16, 50]. [36] studied worker en-
gagement, characterized how workers perceive tasks and proposed
to predict when workers would stop performing tasks. [12] intro-
duced pricing schemes to improve worker retention, and showed
that paying periodic bonuses according to pre-defined milestones
has the biggest impact on retention rate of workers. More recently,
[20] proposed the use of achievement priming to increase worker
retention in crowdsourcing microtasks.
In contrast to these prior works in microtask crowdsourcing
that measure worker engagement using the proxy of prolonged
retention, we measure worker engagement using a standardized
questionnaire [45], obtaining direct feedback from the workers.
The concept of work engagement has been discussed in the field
of work psychology [28], showing long term benefits on workers’
development and well being [4]. However, crowd workers are gig
economy workers who are fundamentally different from the work-
ers discussed in previous work engagemnt studies; they do not
have contracts or regular hours of work, and can pick and choose
what jobs they complete and when. To the best of our knowledge,
there is no engagement measurement developed specifically for
piecework and gig economy workers. Since engaged employees
experience a sense of reward and the presence of the necessary
supporting resources for the job [28], we propose to measure work
engagement of crowd workers using the concepts of usability and
reward [45].
3 STUDY I: PRELIMINARY SURVEY
In this first study, we survey 100 distinct crowd workers on Fig-
ureEight1 (a primary microtask crowdsourcing platform) to under-
stand the following:
(1) How do crowd workers feel during task completion?
(2) What is the perception of crowdworkers regarding the influence
of their moods on their task performance and engagement?
(3) To what extent do crowd workers perceive their moods to effect
their task performance and engagement?
We aim to reveal the distribution of worker moods, and juxtapose
the perceived impact of moods on engagement and performance.
3.1 Study Design
3.1.1 Measuring the Mood of Workers. To measure the mood of
crowd workers in an intuitive and easy manner, we use Pick-A-
Mood (PAM), a character-based pictorial scale for reporting moods
[9]. Compared to other measures, this is ideal for the microtask
crowdsourcing context where time is of the essence, since it was
specifically made to be suitable for design research applications in
which people have little time or motivation to report their moods.
The PAM is designed on two principal dimensions: arousal and
valence. In this study, we focus on the valence dimension. The
eight non-neutral moods measured by PAM, can be grouped into
two main mood groups [9]: pleasant (excited, cheerful, relaxed,
calm), and unpleasant (tense, irritated, bored, sad) [62]. The neutral
mood group stands on its own. The scale has been tested with a
general population (with people from 31 different nationalities in
the validation study)[9], revealing that the expressions presented
by the visual characters are correctly interpreted (see Figure 1). This
scale has also been used in other works [61]. In our study, workers
were asked to select the pictorial representation of the mood that
most closely resembled their current moods.
3.1.2 Survey Design. To achieve a comprehensive understanding
of workers perspective on the effect of mood, the survey questions
were developed to cover two broad areas (see examples of questions
in Figure 2): 1) general perception and reasons for the perceived
effect of mood on task performance, 2), perception and reasons for
perceived effect of mood on detailed aspects of performance and
engagement.
To begin with, the current mood of the workers was collected
using the Pick-A-Mood scale. Next, the survey presented workers
with questions regarding the demographics, educational and gen-
eral background of the workers. Then, questions related to worker
opinions on whether they believe their (current self-reported) mood
would influence their work performance and engagement, are pre-
sented. The rationale behind using the mood that workers just
self-reported is to enable the workers to associate the question to
their own feelings. After collecting the general opinion, a set of
statements related to their answer to the previous question (but div-
ing into further details) was presented, and a binary response (agree/
1http://www.figure-eight.com/
Figure 1: Pick-A-Mood scale to measure the self-reported
mood of crowd workers in different conditions.
disagree) was required for each statement. For the statements per-
taining to engagement, we adapted the three items belonging to Per-
ceived Usability (PU) and Reward (RW) from the User Engagement
Scale [45]. A detailed description of these two concepts is presented
in the section 4.1.1. We finally added statements corresponding
to each of task accuracy and completion speed which are the two
main performance related attributes. In total the survey spanned a
mixture of open-ended, multiple-choice, and Likert-type questions
designed to filter out malicious workers and motivate workers to
provide high quality responses; we collected the responses from
100 workers. In order to collect more specific answers, participants
were asked to provide reasons for each of their response.
3.1.3 Study Procedure. We deployed the survey on FigureEight.
To ensure high quality responses, we restricted the participation to
Level-3 workers2 on the platform. We presented workers with an
overview at the beginning of the survey including the purpose of
this study and the research impact, to motivate participants into
providing genuine and detailed responses.We explicitly encouraged
workers to report moods genuinely, assuring that it would have no
bearings on their payment. We also used attention check questions
to filter out untrustworthy workers [37]. In total, we collected
responses from 100 workers and 95 workers passed the attention
check. On average workers took ∼10 mins to complete the survey
and were compensated at a fixed hourly rate of 7.5 USD.
3.2 Results
Of the 95 workers after filtering, 34 were female and 61 were male.
This is typical of crowdsourcing platforms, given the demographics
of workers [11]. Most of the workers were found to be under 45
years old (N=83), of which 16 were between 18-25 years old. 61 of
the workers reported to have at least a Bachelor’s degree. Finally,
2Level-3 contributors on FigureEight comprise workers who completed over 100 test
questions across hundreds of different types of tasks, and have a near perfect overall
accuracy. They are workers of the highest quality.
Figure 2: Main survey questions used. (a) Reward, (b) Preceived usability, and (c) Performance.
nearly half of the workers (N=45) reported crowdsourcing to be
their primary source of income. The distribution of worker moods
as collected using the PAM scale is presented in Figure 3. 63 workers
reported pleasant moods, while 28 reported unpleasant moods.
Figure 3: Mood distribution of workers who completed the
survey in Study I.
Several important observations emerged from the responses
collected using the survey. First, the distribution of moods reported
by crowd workers is skewed towards pleasant, and very few people
reported to have a neutral mood (N=4, 4.2%). This may be caused
by the general conditions under which workers choose to complete
crowdsourcing tasks, i.e., on their own terms. As three workers
reported in their open-ended remarks, they typically do not feel
like working on crowdsourcing tasks when they are in unpleasant
moods. This stands in stark contrast to the typically rigid work
hours that employees are expected to comply with in traditional
workplaces.
Secondly, regarding the general perception of the effect of work-
ers’ moods, we found that workers’ opinions diverge. As shown in
Table 1, 33.68% workers (Pleasant: N= 22, Unpleasant: N= 7, Neutral:
N= 3) believed that their mood would not affect either their task
performance or work engagement, and 4 of them mentioned that
regardless of their mood, they always wanted to perform well in
their tasks. This zeal to constantly perform well is arguably due
to the existence of the reputation system on FigureEight, where
Table 1: No. of worker agreed on the effect option of mood
on their engagement and performance.
None Eng. Perf. Eng.&Perf.
Pleasant (N=63) 22 6 22 13
Neutral (N=4) 3 0 0 1
Unpleasant (N=28) 7 2 9 10
Total (N=95) 32 8 31 24
workers are awarded level badges based on their accuracy across
several tasks, and their level goes on to dictate their general ac-
cess to available tasks. Thus, workers often aim to maintain a high
accuracy and good reputation [18, 39]. 63 workers expressed that
their mood affects their engagement or performance. We found that
42 workers provided detailed reasons explaining their choice, or
suggested the particular aspects of engagement and performance
which are affected.
Table 2: The extent to which workers perceive their moods
to effect their engagement and performance on a 5-point
scale (Mean (SD), N= No. of responses).
Pleasant Unpleasant Ple.& Un.
Eng. 4.21 (0.63), N=19 4.08 (0.99), N=12 4.18 (0.78)
Perf. 4.17 (0.78), N=35 3.84 (1.01), N=19 4.07 (0.88)
Those workers who believe that their moods do have an effect
described attention as the mediator between mood and perfor-
mance (N=8, keywords in the feedback: "attention", "concentrate",
"focus" etc.). In line with our intuition, they mentioned that failing
to concentrate on the task instructions in the past, resulted in a
decrease in their performance. This is similar to the observation of
ineffectual thinking in memory recall tasks [54] in which students
with non-neutral mood exhibit more ineffectual thinking, which
in turn decreases their performance. Lasecki et al. recognized this
link as an upper bound on the memory capacity of an individual
in crowdsourcing, and suggested to distribute the cognitive load
required by the task among crowd workers [32]. Table 2 presents
the 63 workers who rated the extent to which their mood affects
their engagement and performance. Although fewer workers (no.
of responses =32) indicate that mood has an effect on their engage-
ment, the average value is larger than the average value of the effect
of mood on performance (no. of responses =55) in all three groups
(pleasant, unpleasant, and the combined non-neutral mood) with a
smaller standard deviation.
Regarding the statements, within the 32workers (Pleasant: N= 19,
Unpleasant: N= 12, Neutral: N= 1) who agreed that mood has effect
on engagement, 21 of them agreed on RW and 17 on PU. Only one
worker didn’t pick any of them and leave no more suggestions on
the aspects of engagement. Within the 55 workers (Pleasant: N= 35,
Unpleasant: N= 1, Neutral: N= 19) who agreed that mood has effect
on performance, 36 agreed on the statements we provided and the
rest of them did not provide details on the aspects of performance
which are influenced.
Overall, we note that a predominant prior belief exists among
crowdworkers as to how their mood influences their engagement
and performance. However, crowdsourcing is fundamentally dif-
ferent from other types of work as the workers are self-motivated.
These observations motivate our subsequent study, in which we
collect and analyze data which tests this belief as a null hypothesis.
4 STUDY II: ANALYZING THE IMPACT OF
MOOD
Given our findings in Study I, we hypothesize that the mood of
crowd workers has an effect on their work engagement and per-
formance. Thus, in Study II we aim to measure and analyze the
actual impact of worker moods and whether it is consistent with
worker beliefs. To this end, we designed a crowdsourcing task and
collected data from 300 crowd workers on FigureEight.
Since several workers (N=8) cited attention as a mediator in the
preliminary study, in Study II we gather and analyze workers’ low-
level behavioral traces (keypresses and mouse events) which have
been shown to serve as indicators of attention while interacting
with an interface [10, 53].
4.1 Study Design
4.1.1 Measuring Engagement. Psychometric scales were used to
capture the crowdworkers engagement; the User Engagement Scale
Short Form (UES-SF) [45], which contains four sub-scales with 12
items. Each item is presented as a statement using a 5 point scale
from “1: Strongly Disagree” to “5: Strongly Agree”. The reason we
chose the UES-SF is that it has been validated in other HCI contexts,
and to date, it is the most tested questionnaire that measures user
engagement. Each of the four dimensions only has three items,
which is practical in the microtask crowdsourcing context; in that
it is easy to motivate workers to respond. Note that it is valid to
sample sub-scales to fit the application [45].
To better measure engagement within the crowdsourcing con-
text, we extracted two sub-scales which align with the concept of
work engagement [28]: Perceived Usability (PU) and Reward (RW).
Perceived usability measures the challenges workers face when
performing the task, and whether the workers could conduct the
task using the system the way they wanted to. Reward measures
how well the experience with systems can satisfy worker needs,
measures whether workers perceived the interaction as being ‘suc-
cessful’, ‘rewarding’, and ‘worthwhile’.
4.1.2 Task Design – Information Finding. We consider information
finding tasks since prior work has shown a thriving market for
information finding tasks on the popular microtask crowdsourcing
platform, Amazon’s Mechanical Turk (AMT) [13, 22]. We adopt
the task of finding the middle-names of famous people, orchestrat-
ing the workflow of typical information finding microtasks where
workers are asked to find contact details, addresses, or names of
particular people, organizations or companies. Depending on the
information that is to be searched for, these tasks possess various
difficulties [63]. To account for varying levels of the inherent task
difficulty in our tasks , we model task difficulty objectively into
3 levels, wherein workers need to consider an additional aspect
in each progressively difficult level as shown in Figure 4. In level-
I, workers are presented with unique names of famous persons,
such that the middle-names can be found using a simple search on
Google3 orWikipedia4. In level-II workers are additionally provided
with the profession of the given person. We manually selected the
names such that there are at least two different individuals with
the given names in level-II, and the distinguishing factor that the
workers need to rely upon is their profession. In level-III workers
are presented names of persons, their profession, and a year dur-
ing which the persons were active in the given profession. There
are multiple distinct individuals with the given names, associated
with the same profession in level-III. The workers are required to
identify the accurate middle-name by relying on the year in which
the person was active in the given profession.
4.1.3 Study Procedure. In this study, we deployed 3 crowdsourc-
ing jobs on FigureEight corresponding to each of the 3 difficulty
levels of the information finding tasks. In each case, we first ad-
ministered the PAM scale, which was also used in our preliminary
survey, to gather self-reports of worker moods. Following this,
we asked participating workers to respond to a few general back-
ground questions regarding their age, gender, education, ethnicity,
marital status and income. Next, workers received a batch of 20
information finding tasks at random corresponding to a difficulty
level. The first 10 tasks in the batch were made mandatory, while
the remaining 10 tasks were made optional. We offered workers
a bonus of 5 USD cents for completing each of the optional tasks
accurately. On completion of the information finding tasks, we
administered the engagement questionnaire as described earlier. To
ensure high quality responses, we also restricted the participation
to level 3 workers on FigureEight. Enforcing reputation restrictions
is a typically method adapted by requesters to ensure reliability
[31]. We followed the guidelines laid down by prior work [24] and
used attention check questions to label untrustworthy workers [23].
We examined the responses of workers to further flag those with
an overall accuracy of 0% as being untrustworthy. We found 10, 18
and 27 untrustworthy workers in the difficulty levels I, II and III
respectively. All workers were paid at an hourly rate of 7.5 USD.
3http://www.google.com/
4http://www.wikipedia.org/
(a) Difficulty Level-I (b) Difficulty Level-II (c) Difficulty Level-III
Figure 4: Progressive difficulty-levels in the information finding task of finding the middle-names of famous persons.
We implemented mousetracking using Javascript and the JQuery
library, and logged user activity data ranging from mouse move-
ments to keypresses. We took measures to distinguish between
workers who use a mouse and those who use a touchpad. Apart
from this data, we use a Javascript implementation5 of browser
fingerprinting [14] in order to prevent workers from participating
in tasks multiple times (‘repeaters’) by virtue of using different
worker-ids. We take measures to avoid privacy intrusion of work-
ers, by storing only the final hashed fingerprints. Workers were
also given an opportunity to opt-out of the Javascript tracking. In
this way, we gathered worker activity data from each of the jobs
corresponding to the 3 difficulty levels deployed on FigureEight.
We recruited 300workers in total; 100 distinct workers for each of
the three difficulty levels. From the 300 workers, 55 workers (18.3%)
did not pass the attention check questions or had 0% accuracy. In
addition, some workers opted-out of our Javascript tracking and
we could not track their mouse and keypress events thereby. After
filtering out these workers, we were left with 216 reliable workers
whose behavior we were able to track across the three levels of
difficulty.
5 STUDY II RESULTS AND ANALYSIS
5.1 Demographics
Among the 216 workers after filtering, we observe a slightly un-
balanced gender distribution (N=142, 65.7% male), which is typical
of large crowdsourcing platforms depending on the country of ori-
gin of workers [11]. Most of the participants (N=191, 88.4%) are
under 46 years old (18-24 years old: N=67 ;26-35 years old: N=72,
; 36-45 years old: N=52, ). 119 of them have at least a Bachelor’s
degree. More than half (N=120, 55.5%) of the workers reported that
crowdsourcing is their secondary source of income, and 40.3% of
the workers (N=87) reported it is their primary source of income.
5.2 In What Mood Are You Today? Mood of
Workers
Previous work has established that moods act as an affective back-
ground canvas of our actions and behaviour [7]. By using Pick-A-
Mood (PAM) as described earlier, we obtained self-reported assess-
ments of mood fromworkers before they began the actual tasks. We
analyzed the responses of the 216 trustworthy workers and their
mood distribution. Our findings are presented in the Figure 5. We
found that on average across all conditions, most trustworthy work-
ers claimed to be either cheerful (28.38%), relaxed (17.25%), calm
(15.88%), or bored (12.5%). Relatively fewer workers were found to
be excited (7.88%), sad (6.41%), irritated (3.56%), or tense (2.85%). Just
5http://github.com/Valve/fingerprintjs
over 5% of the trustworthy workers reported to be in neutral moods
(see Figure 5).
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Figure 5: Mood distribution of workers who completed in-
formation findings tasks across the three different difficulty
conditions (level-I, level-II and level-III).
Of the 216 trustworthy workers, 150 reported pleasant moods,
13 reported a neutral mood and 53 workers reported unpleasant
moods.
5.3 Overview of Measures of Task Performance,
Work Engagement and workers’ behavior
In order to assess the task outcomes of workers in a comprehensive
manner, we analyze our results through the distinct lens of task
performance, work engagement, andworker behavior. We measured
the task performance of workers using their accuracy in the first 10
mandatory information finding tasks (Acc@10), overall task accu-
racy in all the information finding tasks that they completed (Acc),
and also time spent on completing the tasks (TCT ). On average,
we found that the workers achieved 75.6% Acc@10, 76.3% Acc , and
spent 19.58 minutes to complete the entire crowdsourcing job.
Apart from the task performance, work engagement was mea-
sured through a subset of the UES-SF questionnaire [45] that cov-
ered two dimensions, Perceived Usability (PU ) and Reward (RW ),
and number of tasks completed (No. Tasks). Workers completed
19.22 tasks by average, and 83.7% of them (N=181) completed all
20 tasks. PU measures whether workers think they complete the
task the way they want, and RW measures whether the workers
perceive the task as being successful and worthwhile. The Reliabil-
ity Analysis (Cronbach’s α = 0.83 (PU ), and 0.81 (RW )) indicates
good internal consistency for both measures. To assign scores for
the two sub-scales, we summed all the items within one sub-scale
and divided the sum by the number of items for this sub-scale as
recommended in [45]. The mean values of the two sub-scales were
above 3 (M = 3.8 (PU ), and 3.7 (RW )), signifying that on aver-
age crowd workers had a positive impression of the information
finding microtasks. The correlation between these two dimensions
(Spearman’s ρ = 0.324, p < .001) is low, suggesting that these two
dimensions do cover different aspects of engagement.
Previous works have shown that worker activity logs can be used
to profile and model workers based on their behavior [51, 53], and
their behavior is an indicator of attention [10]. We logged mouse
events such as mouse movements6, clicks, and the mouse entering
or leaving the screen in which the job is open. We analyzed worker
behavior, measured by Mouse Events, Scroll Events, Window Events
and Keypress Events, based on their activity logs (mousetracking
and keypresses). Mouse and Scroll events are the number of times
that a mouse event or scroll event is detected. Mouse events include
moving the mouse, and any clicks (right, left, middle). The scroll
events we logged include scrolling up or down. We also logged
window events such as the window blurring out of focus, or the
window coming back into focus based on the worker activity. Every
keypress executed by the workers was also logged.
To summarize, we have three measures for task performance
(Acc@10, Accuracy, and TCT (in mins)); three measures for work
engagement (PU, RW, andNo.Tasks); and four measures for workers’
behavior (Mouse Events, Scroll Events, Window Events and Keypress
Events).
5.4 Effect of Mood on Task Performance and
Work Engagement
We analyzed the mean values of crowd workers’ task performance
and user engagement with different moods, and compare the Pleas-
ant mood group against the Unpleasant mood group using a cor-
rected t-test. The rationale behind comparing only the two non-
neutral groups is based on the small sample size (N = 13) of the
Neutral mood group. Our analysis of statistical significance in this
paper is comprised of multiple t-tests. To control for Type-I error in-
flation in our multiple comparisons, we used the Holm-Bonferroni
correction for family-wise error rate (FWER) [26], at the signifi-
cance level of α < .05.
Table 3 summarizes the mean value for the 6 measures, namely
Acc@10, Accuracy, TCT, PU, RW, and No.Tasks, for three types of
mood (Pleasant, Neutral, and Unpleasant). With the unbalanced
sample size, crowd workers with neutral mood performed the best
with a mean Acc@10 of 80.7% ± 17.1% , and over all accuracy of
81.8% ± 18.6%. Crowd workers in pleasant moods performed better
(Acc@10: 75.7% ± 20.3%, Accuracy: 76.5% ± 20.7%) than those in
unpleasant ones (Acc@10: 74% ± 22.3%, Accuracy: 74.3% ± 23.6%),
without significant differences on the two accuracy measures. Al-
though workers in the neutral mood performed the best among the
three groups, this result may be a reflection of the small sample
size (N = 13). The mean value of Accuracy is higher than Acc@10
across all three groups, suggesting a well-known learning effect
in crowd work [12, 20]. Crowd workers in an unpleasant mood
spent less time on the task, completed fewer tasks and reported a
6Mouse movement events were logged at an interval of 500ms.
lower usability score than workers in a pleasant mood or those who
reported neutral moods, but all those differences are not significant.
Significant differences were observed between the Pleasant and
Unpleasant groups on RW (t=3.061, p < 0.01), in which pleasant
workers ((M=3.86)) felt that the tasks were more rewarding than
unpleasant workers ((M=3.45)). This aligns with previous findings
[28, 57] in traditional workplace settings, wherein workers in a
positive mood perceived their work to be rewarding and tended to
invest more in their role.
Table 3: Average values for the 10 task performance, work
engagement, and task behavior measures for each of the
threemood conditions (corrected t-test to compare the Pleas-
ant group against the Unpleasant group, significance level
(2-tailed): ** = α < 0.01.
Pleasant Neutral Unpleasant
N=150 N=13 N=53
Perf. Acc.@10 75.7% 80.7% 74%
Acc. 76.5% 81.8% 74.3%
TCT 19.68 19.61 19.28
Eng. PU 3.81 3.82 3.67
RW 3.86** 3.59 3.45**
No. Tasks 19.26 19.46 19.03
Beh. Mouse Eve. 666.53 616.85 637.87
Scroll Eve. 928.18 811.77 765.1
Window Eve. 87 75.92 89.23
Keypress Eve. 50.23 25.08 57.56
To analyze the effect of mood on the behavior of workers, we con-
ducted t-tests for each type of the events between two non-neutral
mood groups. For all four types of events, no significant differences
were observed between workers in pleasant moods when compared
to those in unpleasant moods. The workers in a pleasant mood
performed more mouse events (M=666.53, SD= 352.70) and scroll
events (M= 928.18, SD= 749.97 ) than the workers in unpleasant
moods (mouse events : M=637.86, SD= 312.03; scroll events : M= 765.1,
SD= 535.55). This trend was reversed on the frequency with which
workers left and re-entered the active window where the crowd-
sourcing job was open; here workers in pleasant moods (M=87,
SD=52.07) corresponded to fewer events than those in unpleasant
moods (M=89.23, SD=59.01). Similarly, workers in pleasant moods
(M=50.23, SD=48.61) performed fewer key presses than those in un-
pleasant moods (M=57.56, SD= 60.26). The large standard deviation
values of all behavior measures indicate that the data are spread
out over a wide range of values. With a close look at the log files,
we noticed that it is caused by workers’ different interaction habits.
For example, in order to check materials in the lower position of
the web page, some workers scrolled down, which count as scroll
events in the log, while others moved their mouse and clicked a
lower position on the scroll bar, which count as mouse events. Sim-
ilar in performing searching, instead of typing in the search box,
some workers copy-pasted the names to the box.
6 DISCUSSION, CAVEATS AND LIMITATIONS
Our analysis provides several complex insights into the role that the
mood of workers plays in relation to their performance, engagement
and outcomes in the microtask crowdsourcing context. We shape
our main arguments around the following job characteristics model
for crowdsourcing work. The Job Characteristics Model (JCM) [25],
a dominant and widely tested model from work psychology (see
detailed tests of JCM in [27]), identifies five core job characteristics:
skill variety, task identity, task significance, autonomy, and feed-
back. The first three characteristics are related to the skills required
for completing the task, task difficulty and task impact; thus, they
are intrinsically task-centered. Autonomy is the degree to which
the job provides substantial freedom, independence, and discretion
to the individual in scheduling the work and in determining the
procedures to be used in its performance, and is the only character-
istic positively linked to objectively measured work performance.
Feedback is the degree to which the individual obtains direct and
clear information about the effectiveness of his or her performance.
The five characteristics promote individual motivation, job satisfac-
tion, and performance through critical psychological states such as
experienced responsibility for the outcomes of the work.
6.1 Effects on Performance
No significant differences are observed between workers in a pleas-
ant mood and those in an unpleasant mood with respect to their
task performance, namely Acc@10, Accuracy, and TCT, although
55 out of 95 workers (57.9%) participating in the preliminary study
reported they believe otherwise. This lack of impact can potentially
be explained by the inherent characteristics of crowdsourcing. Con-
trary to traditional types of labour, gig work, including microtask
crowdsourcing, represents an on-demand work activity that ben-
efits from the worker’s self-directed decision to work. This is in
turn a multi-faceted act, comprising of several micro-choices on the
aspect of time, environment and content. Such a latitude of options
reflects the high autonomy of the subject in performing their tasks.
Furthermore, the choice of whether to work or not represents a
primer on the subject’s behaviour, which could potentially dampen
the effects of mood on the subject’s interaction with the system and
their task. Based on the tests performed on the JCM [27], we know
that autonomy is principally related to the objective task outcome,
and, in light of the previous discussion, it is likely that this compo-
nent accounts for the relative insensitivity of performance metrics
to the worker’s mood. Moreover, the differences between these find-
ings and prior work in affective computing, where authors found
people in happier moods tend to be more creative [34] might be due
to the fact that creativity is measured subjectively [34], and subjec-
tive performance is often influenced by a spectrum of psychological
factors. Another explanation can draw from the drive for compen-
sation among workers. It is well understood that crowd workers on
paid microtask crowdsourcing platforms primarily seek monetary
rewards, and platforms and requesters introduce various forms of
quality control and may subsequently refuse payment if the work
produced is suboptimal. Thus a worker’s desire to be compensated
will drive them to perform at least as well as necessary to achieve
this goal. It is also worth noting that our selection of workers (all
level 3 workers), motivated primarily by the need for high-quality
data renders the underlying performance distribution rather sharp.
Investigating unleveled crowdworkers from this perspective could
be the subject of future work.
6.2 Effects on Engagement
As reported, we found a significant difference between workers in
a pleasant mood in comparison to those in an unpleasant mood
with respect to their perceived reward (RW ). The perceived reward,
i.e. the inherent gratification obtained through the task completion,
irrespective of other material compensation interacts on a primal
level with the subject’s motivation for tasking (maximizing both
the personal and monetary gain). Experiencing meaningfulness is a
critical psychological state derived from the five job characteristics
and it is thus unsurprising that workers in a pleasant mood are
influenced more heavily (cf. [27]). This is furthermore inline with
our intuition, due to the reported results of the preliminary survey.
Apart from perceived reward, no significant difference is found
with respect to perceived usability (PU ) and No.Tasks. PU is funda-
mentally a characteristic of the system and task design. Although
surprising, it becomes apparent as an outcome of this study that
mood has very little influence on this dimension, a fact which could
be due to multiple factors. As the batch of tasks in Study II cor-
respond to information finding, an ordinary crowdsourcing task
[13], this may result in workers falling out of a meta-critical state
of mind. This in turn can explain the very low variance in this
dimension. The lack of variance in the No. Tasks can be accounted
for by the fact that most workers completed the entire batch of
tasks immaterial of the corresponding task difficulty (fewer than
17% failed to complete the entire batch). It is plausible that a larger
batch would result in more variance in No. Tasks, but considering
that workers spent almost 20 mins to complete 20 tasks on average,
it is a large enough batch for microtasks. Prior works have revealed
that paying workers well could help in worker retention [12], which
is also the likely explanation for our observation.
6.3 Effects on Behavior
The lack of significant difference between the worker’s low-level be-
haviour (comprising of Mouse Events, Scroll Events, Window Events
and Keypress Events) carries perhaps a more trivial explanation,
namely that multiple combinations of different actions can lead
to the same outcome within the interaction (two Keypress Events
can substitute for two Mouse Events and vice-versa). Analyzing be-
haviour at either higher or lower level (e.g., aggregating behaviour
patterns based on intent or goal achieved) could prove far more
fruitful. We defer this analysis to future studies.
6.4 Implications for Crowsdsourcing Systems
Our paper reflects on how different crowdsouring is from more
traditional work settings. The effects of mood have been studied in
order to capture this difference through its impact on performance
and engagement. But how different is crowdsourcing really, and
what are the commonalities it shares with all types of work? For
one, the psychological factors present in workers seem to coincide
at least at a macro-scale. Considering human factors in improving
the effectiveness of the crowdsourcing results is the object of many
studies such as [29–31]. But worker-centric studies of this nature
could highlight how these goals could be better achieved while
developing a system which is sensitive to the principles of work
psychology we have been relying on for decades. Several studies
have focused on improving the effectiveness of crowdsourcing re-
sults through matching eligible workers to the most appropriate
task [38, 46]. The main orientation of these tools is derived as an
extension of the task-setters’ goals and perspective, and consti-
tute a brute-force approach for harnessing more accurate results.
Self-assessment has also been proposed as an effective ingredi-
ent in crowd work [21], however, none of these artifacts focus on
the worker’s well-being. Understanding the nature of the crowd
worker’s environment, interactions, incentives and gratification
can serve to achieve the same goals but with a less heavy-handed,
more bottom-up philosophy.
Stimulating crowd workers to improve engagement, more than
accuracy, which we have already scoped as relatively constant
across worker experience levels, could be far more beneficial and
could be as easily achievable as providing new task designs focused
on enhancing perceived reward, or introducing a function which
serves as a source of constant positive reinforcement such as a
continuously updating performance dashboard.
To summarize, the results of such studies potentially carry keys
to providing major improvements to the lives, well-being and men-
tal health of crowdworkers, by recognizing their particular type
of work economy as fundamentally innovative and disjoint from
its more traditional counterparts. Worker-centric studies shift the
focus from the task requester’s goals by recognizing and identifying
the virtues behind the particular types of interactions of the worker
with their task. We show how maximizing task performance mea-
sures needn’t be a concern when it comes to crowdsourcing in as
much as it interacts with a worker’s mood, and we remark how im-
proving a worker’s feeling of reward can be far more beneficial with
an impact on the worker’s long term career development. Tailoring
tasks to this goal will also help create more quality crowdsouring
jobs in the future.
7 CONCLUSIONS AND FUTUREWORK
We have presented a study in which the effects of crowdworkers’
moods have been explored through the contrast between prior
beliefs of workers, with actual quantitative evidence stemming
from behavioral analysis of data gathered from exponents of the
very same marketplace. In summary, we take away how mood
provides a high impact on perceived reward or task gratification
and far less so on performance or perceived usability.
We emphasize how our findings are central to better understand-
ing this work sector, and encourage a shift in focus to worker-
centric studies that would take these findings into account to im-
prove the crowdsourcing system in a manner aligned with the
worker’s own interests, namely enhancing worker engagement
without the need for negative reinforcement. We identify task de-
sign and system design (e.g., using positively valenced music can
enhance the creative performance of workers on AMT [42]) as
prime opportunities in achieving this goal.
In the imminent future, we aim to carry out additional studies
across different types of crowdsourced tasks (for example, content
creation tasks, verification and validation tasks, interpretation and
analysis, etc.) to analyze how sensitive a type of task is to crowd
worker moods based on the task type. Additionally, we will con-
sider more worker types (e.g., unleveled workers, or workers with
different culture background [35]) while collecting mood for the
generalizability of the results. We will also explore methods that can
robustly induce positive moods to improve task related outcomes
in crowdsourced microtasks.
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