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nABSTRACT
This thesis is mainly concerned with the development and application of new 
techniques for both synthetic seismograms and quantitative inference of earth structures. 
The first chapter introduces the current state of both forward and inverse problems in 
reflection seismology and specifies the motivations for further study of these problems. 
Chapter 2 is concerned with the derivation of a 3D isochronal forward modelling 
technique related to the Kirchhoff method. This approach allows the calculation of 
theoretical seismograms of elastic waves (both P and S) reflected, or diffracted, from 
three-dimensional surfaces or thin scatterers. The construction of the seismograms 
involves the convolution of a derivative of the source time function with a weight function 
calculated by integrating along a path of constant time (an isochron). The illustration of 
numerical implementation procedure further provides useful insight into the nature of the 
reflection process and the three dimensionality of the problem. Chapter 3 is concerned 
with the application of the 3D isochronal modelling technique. By comparing 3D 
synthetic seismograms for different models with the observed seismic profiles, the 
modelling technique can be used to investigate the validity of some of the interpretations 
of seismic profiles. In particular, seismic data from Arunta Block and Amadeus Basin in 
central Australia are used for this study.
Chapter 4 is concerned with the development of inverse theory. Both advantages 
and disadvantages of inversions with varying and constant reference models are 
discussed and in general an inversion with a varying reference model would be preferred. 
In the last part of the chapter, nonlinear seismic inverse problem is discussed and it is 
suggested that an iterative multi-stage subspace method with a varying reference model, 
whenever it is convenient, should be used to handle large seismic inverse problems with 
many types of model parameters. This method can obtain successively shorter 
wavelength features of the solution in a manner consistent with statistical theory. The last 
chapter is concerned with the inversion of reflection seismic data. It begins with the
minversion of traveltime data. Three types of tomographic inversions are discussed and 
tradeoffs between model parameters, especially different types of model parameters 
which have compensatory effects on the data misfit, are clearly illustrated with the 2D 
inversion of traveltime data. Although these tradeoffs can be alleviated to some extents, 
they are intrinsic problems of inversions with insufficient data. Then, the inversion of 
waveform data for reflectivity with a known geometry of a reflector is discussed. 
Finally, two different inversion schemes, hybrid inversion and cascaded inversion, which 
handle both traveltime and waveform information, are proposed. The hybrid inversion 
scheme is also illustrated with a synthetic example.
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Chapter 1 
Introduction
The calculation of reflection seismograms from subsurface structures is a 
valuable tool for interpreting seismic reflection profiles for both industrial exploration 
and seismic probing of the lower crust and upper mantle. Such calculation is also a key 
ingredient in current attempts to develop iterative schemes for the inversion of seismic 
waveforms (see e.g. Mellman 1980, Mora 1987). As a result there have been many 
studies of the generation of synthetic seismograms in reflection with the object of 
achieving both high accuracy and high efficiency.
There are many techniques to simulate seismic wave fields; for a recent review, 
see e.g. Chin et al. (1984) and Wu and Aki (1988). For reflection seismologists, two 
contrasting techniques are frequently employed in such calculations. The first approach 
based on direct numerical solution of the elastodynamic wave equations, such as finite- 
difference or finite-element methods, can give accurate results for the full wave field, 
but with a high computational cost. Thus it is not always feasible to use direct 
numerical solution on a large scale, especially in a three-dimensional modelling and 
iterative waveform inversion. However, such modelling provides a reliable check for 
other approximate methods. The second approach is based on a ray theory and 
provides a high frequency approximation to the seismic wavefield. The models are 
restricted to limited numbers of discrete interfaces but can be three-dimensional. Ray 
caustics give rise to singularities in the response which can be tamed by suitable 
modifications to the theoretical development (e.g. Gaussian beams; terveny 1983). A 
major disadvantage of the ray approach is that there is in general no systematic 
treatment of diffractions and such waves have to be introduced on an ad hoc basis (see 
e.g. Pajchel et al. (1988) for 2D edge diffraction and Pedersen et al. (1989) for 3D edge 
diffraction).
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An alternative style of modelling can be developed as a hybrid of the above two 
methods. Such a modelling technique either combines different modelling concepts to 
create a new technique or treats different parts of a seismic model in different ways. 
The Gaussian beam method is a typical example of the first type of hybrid method. The 
Kirchhoff-Helmholtz (KH) integral is a typical example of the second type of hybrid 
methods (see e.g. Hilterman 1970; Frazer and Sen 1985; Frazer 1987 and Raynaud 
1988). Other examples can be found in van der Berg (1984), Emmerich (1989) and in 
Chapter 2.
Synthetic seismograms are mainly used in the following five areas:
1) to study the possibilities, limitations and pitfalls of seismic methods, e.g. what can be 
resolved and what sort of false interpretations may be obtained for a given geologic 
situation of interest;
2) to optimize acquisition parameters, e.g. we may compare synthetics with different 
choice of parameters and choose a suitable set of acquisition parameters for a geologic 
situation of interest;
3) to provide input data for the evaluation of processing software, e.g. by generating 
synthetics for various models with different noise levels and using these synthetic data 
as input to a given processing software and analyzing and comparing the output of 
processing with the starting model, we can assess the capability of the given software;
4) to verify seismic interpretations in space and time by generating synthetics for an 
interpreted model and comparing the synthetics with the observations. We can say that 
the interpreted model is likely to be a close representative of the real earth if the 
resemblance between the synthetics and the observations is strong.
5) to calculate the data misfit in an iterative waveform inversion.
Examples of applications 4) and 5) will be given in Chapters 3 and 5.
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In this chapter, a brief review of previous work on forward modelling of 
seismic reflection records is given in the first section and three basic forward modelling 
techniques (ray methods, finite methods and hybrid methods) are presented. Two areas 
of the application of forward modelling are highlighted in the second section. In the 
last section, the inverse problem in reflection seismology is discussed in general terms.
1.1 Overview of recent progress in the calculation of theoretical reflection 
seismograms
Whichever calculation method is used, the starting point is the same, i.e. the 
elastodynamic wave equations. Suppose that a spatial domain D with surface 3D is 
filled with a material of density distribution, p(x) and elastic modulus tensor 
distribution c(x)ijkl. At a chosen time t = x0 the displacement and velocity distributions 
are specified by the spatial functions U0(x,xs) and VQ(x,xs) respectively. After the time 
t = xQ, a volumetric source with time function f(x,t;xs) and a surface source with the 
stress time function T(x,t; x s) or displacement time function U(x,t; x s) on the boundary
3D generate an elastic wavefield inside the domain. Denoting the i-th component of the 
displacement field by Uj(x,t; x s). we can formulate the following elastodynamic wave
equations
i) equation of motion
(1.1) p(x)3ttUj(x,t; xs) - 3jc(x)ijkl31uk(x,t; xs) = fj(x,t; xs), t > t0, x e D,
ii) boundary conditions
(1.2) c(x)ijkl31uk(x,t; xs) = Tj(x,t;xs) or Uj(x,t; xs) = Uj(x,t; xs), t > x0, x e 3D,
iii) initial conditions
(1.3) Uj(x,xs) = U ^ x ^ )  and 3tui(x,x$) = V ^ x ^ ), t = xQ, x e 3D.
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Investigation of the solution of these wave equations has attracted much attention in 
seismology and I will briefly review three major methods of solving these elastic wave 
equations (or their somewhat simpler acoustic analogues).
1.1.1 Geometrical ray theory (GRT)
Geometrical Ray Theory (GRT) is a high frequency approximation of the seismic 
wavefields and it has been widely discussed in the literature and textbooks (Kline and 
Kay, 1965; Julian 1970; terveny and Ravindra, 1971; terveny et al., 1977, terveny 
and Hron, 1980). Here, we will briefly discuss the derivation of some basic equations 
of ray theory in an isotropic elastic medium, more details may be found in the 
references above.
At this stage, we are mainly concerned with wave propagation and therefore we 
do not have to worry about the boundary conditions and the initial conditions. If we 
exclude the source region, for an isotropic elastic medium, we may rewrite the equation 
of motion (1.1) as
(1.4) L(u) = (Vfp)V(V-u) + pV2 u + Vk(V-u) + Vpx(Vxu) + 2(Vp-V)u = p 3ttu
where X and p are the Lame parameters and L is a vector differential operator. The 
solution of the equation of motion (1.4) can then be represented as an asymptotic 
expansion in terms of hierarchy of time functions
oo
(1.5) u(x,t) = f(t) * X  A^(x)f<k)(t - x(x)), and = f ^ '1)
k=0
where f(t), f ^ ( t  - t(x)) stand for the source time function, expansion coefficients 
and a series of kernel functions respectively, the symbol * represents convolution in the 
time domain, and t(x) (called the phase function) denotes the travel time from the 
source to x. Each phase function value x(x) corresponds to a surface, which is termed
as a wavefront.
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The expression (1.5) may be transformed into the frequency domain and 
represented as a sum of terms with increasingly rapid decay with frequency
00 AWfx)(1.6) U(x, go)  = f(co) X ^  exp(icflx(x))).
k=0 (-iw)k
The most important features of this representation are the separation of the dependence 
on frequency co and the spatial coordinate x, and the linear frequency dependence of the 
phase. At high frequencies, only the leading term (k = 0) will normally be important 
and we then have a pulse f(t), travelling without distortion with a travel time, x(x) and 
an amplitude variation A ^(x), i.e. u(x,t) = f(t - t(x))A^°^(x). At finite frequencies, 
high-order terms make contributions which distort the shape of the pulse because of the 
variation of the amplitude coefficients, A ^  and the phase function x(x).
On substituting the expansion (1.5) into the equation of motion (1.4), we obtain
O O
(1.7) Y  {Li(AW)f<k)(t-c(x))+Mi(A(k))atf<k)(t-x(x))+Ni(AW)attf<kHt-c(x)) ) =0  
k=0
where is the i-th component of the differential operator in (1.4) and
M(AW) = - (X + |X)[V(A®- Vx) + Vx (V-A®) ]
- |i[2 (Vx-V)A(k) + (V2x) Aw ] - VX (Aw - Vx)
- V(i x (Vx x A ^ ) - 2 (Vfi-Vx) A ^ \
N(a 0O) = _ p A ^  + (X + }i) Vx (A^Vx) + [L (Vx)2 A^k)
Using the derivative relation for the f ^  (t - x(x)) and then equating the coefficients of 
successive f ^ ( t  - x(x)) to zero, we obtain
(1.8) L (A ^’2)) + M(A^k'^ ) + N(A®) = 0, (k = 0, 1, 2 ,...),
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with A^'1) = A<‘2> = 0. The recursive system (1.8) represents the basic system of 
equations for the ray method that can be used for the determination of all amplitude 
coefficients A ^ , k = 0, 1,2,... as well as the phase function x.
A high-frequency approximation for the wavefield is assumed for geometrical 
ray theory. As already pointed out in equation (1.6), only the leading term will be 
important at high frequencies. Therefore, we will look for solutions corresponding to 
the leading term. With k = 0 in equation (1.8), two possible solutions for the phase 
function x(x) can be obtained, i.e.
(1.9) A(°)(x)xVxp(x) = 0 and (Vxp(x))2 = ----- ----------  for P waves;
*  A,(x) + 2 ji(x)
(1.10) a (°)(x)-Vts(x) = 0 and (Vxs (x))2 = for S waves.
HÖ0
These are the well-known eikonal equations and they define two independent sets of 
wavefronts and corresponding orthogonal trajectories, rays, specified by the direction 
of Vt(x). Now setting k = 1 in equation (1.8), we obtain
(1.11) M(A<°>) + N(AW) = 0.
For P waves, taking the scalar product of Vx with (1.11) and noting that 
Vt-N(AW) = [ (X. + 2p) (Vx)2 - p] (Vx-A(1)) = 0
we find
(1.12) M(A<°>)-Vt = 0.
For S waves,
N(AW) =  (k  +  ji) (A^^-Vx) Vx,
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is directed along the ray, and therefore the transverse component of M(A (°)) must be 
equal to zero, i.e.
(1.13) M x (A(o)) = 0
The equations (1.9) to (1.13) are the differential forms of the geometrical ray 
theory (GRT) or asymptotic ray technique (ART). With some manipulations, the 
corresponding integral forms can be obtained, 
x
(1.14) T(x,x0) = J sd x
and
(1.15) A<°)(x) = A<0>(x0)
' P(x) v(x)2 dx ~ 
Po(xo)vo(xo) d x °
- 1/2
where s is the slowness vector whose magnitude is the inverse of velocity (P or S wave) 
and whose direction is parallel to the ray, A ^ ( x )  is the magnitude of A ^ .  The 
direction of displacement is parallel with the ray for P waves and perpendicular to the 
ray for S waves while 3x/9x0 represents the spreading factor for a ray tube (geometrical
spreading).
These differential and integral systems can be used to calculate synthetic 
seismograms which will give a very good representation for the observations in many 
cases. However, they may appear in a different format for a specific type of medium. 
For example, in a homogeneous acoustic medium, only P waves exist, the phase 
function is obtained by multiplying the slowness by the line distance and the amplitude 
is obtained by the initial value divided by the line distance.
Although GRT provides a convenient and successful tool to model seismic wave 
propagation in many circumstances, it is important to note that many non-geometrical
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effects caused by the presence of heterogeneous structures in the earth can not be 
accommodated (see e.g. Chapman 1985). For example, GRT cannot correctly handle 
situations such as caustic and singular regions, critical points, head waves, diffractions 
etc., and furthermore its numerical implementation may sometimes be jeopardized by 
the discontinuities of the spatial distribution of velocity or its derivatives. To broaden 
the applicability of the GRT, wave interactions with the whole structure and low 
frequency effects must be taken into consideration. For example, Chapman and 
Drummond (1982) proposed a rigorous but simple method for evaluating synthetic body 
wave seismograms based on the application of Maslov's asymptotic theory. A 
promising and general method, based on the simulation of high frequency wavefields by 
a system of Gaussian beams for evaluation of time-harmonic wavefields has recently 
been suggested (see e.g. terveny, 1983 and 1985). These modified ray methods can 
allow wave interactions within a certain region of the structure (the former assumes a 
beam with a infinite width and the latter with a controllable width) and can therefore 
give better descriptions of wave propagation than the simple GRT.
1.1.2 Numerical solution o f the wave equation: finite difference and finite element 
methods
With the development of powerful digital computers, it is now possible to 
accurately simulate the wavefield by solving the wave equations using direct numerical 
solutions. Currently there are two main classes of numerical techniques: finite 
difference and finite element, to handle the wave equations.
Finite Difference Method (FDM) simulates seismic wavefields by approximating 
derivatives in the wave equations with differences. The mathematical basis for the 
finite-difference approximations of the seismic wave equations was established by 
Boore (1972) and Alterman and Loewenthal (1972). A model is usually divided into 
regular grid cells. Combining these spatial cells with time sampling points, we obtain a 
spatial-temporal mesh. Derivatives in the wave equations are then approximated by
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differences between points. As a brief description, we assume a homogeneous model 
and write the equation of motion as
(1.16) (>.+|i)V(V-u) + IiV2 u = p 3ttu.
Obviously equation (1.16) can be decomposed into three scalar equations. By 
parameterising the model into rectangular cells, the first scalar equation of (1.16) can be 
directly expressed as
. uiQ +lj.kJ) ui(ijjc,l) u1(i-l,j,k,l)
' '  ^ Axj+1(Axj+1 + Axj) ’ Axj+1Axj Axj(Axj+1 + Axj) *
u^ij+rik,!) U!(i j,k,l) u^ij-Uk,!)
+ ^ Ayj+i(Ayj+i + Ayj) " Ayj+1Ayj + Ayj(Ayj+1 + Ayj)
+ u^ijJc+1,1) u^i^k,!) + u^ijJc-1,1)
+ ^ Azk+l(Azk+l +Azk) " Azk+lAzk + Azk(Azk+l + Azk)
+ 2 (X+p.) [ u2(i+l,j+ljc,l) - u2(i+l,j-l,k ,l), - u2(i-l,j+l,k,l)
+ u2(i-l,j-l,k ,l) ]/[(Axi+1 + Axj)(Ayj+1 + Ayp]
4- 2 (X.+JJ.) [ u3(i+l,j,k+l,l) - u3(i-l,j,k+l,l) - u3(i+l,j,k-l,l)
+ u3(i-1 ,j,k-1,1) ]/[(Axi+1 + Axi)(Azk+1 + Azk)]
= 2 [ui(U>k»1+1) - 2u1(i,j,k,l) + ujCijdcJ-l)],
where i, j, k and 1 are spatial grid indices and time point index respectively, Axj, 
Ayj, Azk and At are the length, width and height of cell i, j and k and the time interval of 
the 1-th time step respectively; and uj, u2 and u3 are the x, y and z components of the 
displacement. In (1.17) we have used the second-order forward difference operator to 
approximate spatial derivatives and the second-order central difference operator to 
approximate the temporal derivatives. The other two scalar equations have similar 
structure to (1.17). For brevity, we would not include them here. Under given 
boundary and initial conditions, we can obtain the displacement distribution throughout
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the model at time point 1+1 using the displacement distributions at time points 1 and 1-1. 
Thus we can progressively solve the wave propagation problem. In the above, we have 
used the simplest numerical technique to approximate the elastodynamic equations. 
The best current technique was devised by Virieux (1986) who simulated P-SV wave 
propagation in heterogeneous media using a staggered grid system for a decoupled first- 
order elastodynamic wave equation system.
The error associated with such a finite difference method is mainly determined 
by the spatial grid intervals Ax, Ay, Az and the time step interval At. An analytical 
exercise can usually demonstrate whether or not the choice would be adequate: This 
procedure assumes that a small disturbance starts at one point and then propagates 
through the medium. If the disturbance is amplified by the propagation, the choice for 
the approximation would be inadequate and the finite-difference approximation is 
inherently unstable. Otherwise, we say the choice is adequate and the approximation 
system is stable. Marfurt (1984) gave a detailed analysis of the accuracy associated 
with FD approximations.
Finite-difference methods have been used in many places because of their great 
capability and flexibility. For example, Virieux (1986) applied FDM to P-SV wave 
propagation in heterogeneous media and Korn (1987) applied FDM to wave 
propagation in random media. Mora (1987) and Snieder et al. (1989) used FDM to the 
forward modelling and the Frfechet derivative evaluations in their waveform inversions.
The main problems with the FDM are the requirements of large storage and 
prohibitively long computer time. For example, if the upper frequency is 50 Hz and the 
lowest velocity is 600 m/s, the grid size may not exceed 1.5 m. Taking a safety factor 
of 1.5, we would need 500 grid points in each direction for a 500 m x 500 m two- 
dimensional acoustic model. Five parameters are stored for each grid and the total 
storage would be 1,250,000 bytes. The simulation of the seismic wave propagation for 
this model would need several hours of CPU time using a second-order approximation
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in the space-time domain (Waters 1987, p 158). However, this problem can be 
substantially reduced by the recent development of high-order and/or Fourier methods 
(see e.g. Korn 1987, Fomberg 1987 and 1988, Daudt et al. 1989). Another problem 
may appear when a model is divided into an irregular grid adapted to the model 
geometry because it is difficult to approximate derivatives with values at irregular 
points. Such problems may be easily solved by the Finite Element Method.
Finite Element Method (FEM) approximates wave propagation by using piecewise 
polynomial functions defined on the cells or elements of grid to interpolate between 
grid points or nodal points (Strang and Fix, 1973). If a model is specified by N nodal 
points, the approximate wavefield u(x,t) may be expressed as 
N
(1.18) u(x,t) = ^  Ok(x)u(xk,t)
k=l
where u(xjc,t) is the wavefield at nodal point x^ and Ok(x) is the k-th column of a
matrix with its vector element comprising piecewise polynomial functions associated 
with the element containing point x. The unknown matrix O is determined using 
Galerkin's principle (Strang and Fix, 1973), which requires the residue of the 
differential equation to be perpendicular to the linear space spanned by the matrix, i.e.
(1.19) Ik = I  dVOk(x)((X+p)V(V-u)+p.V2 u - p 3ttu + s ) = 0
On the boundary of region V, a similar formulation to (1.19) can be obtained 
for traction. Thus, the equation of motion may be written in a compact form as follows
(1.20) M 3ttu + C 3tu + K u = F,
where M and K are called the stiffness and mass matrices respectively while C and F 
are called the damping and forcing terms respectively. The three matrices M, C and F 
are very large but very sparse and a very efficient condensation can be done (see e.g.
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Smith 1975). There are a number of ways in which numerical implementations are 
carried out, e.g. Abramowitz and Stegun (1970) for an explicit scheme and Newmark 
(1959) for an implicit scheme. The accuracy of the finite-element approximation is 
determined by the maximum size of elements, polynomial functions and the high cut­
off frequency.
Detailed accuracy analysis with comparison to FDM is given by Marfurt 
(1984). Many similar features exist between these two methods and FEM may be 
viewed as a particular class of generalized FDM. Smith (1975) applied the FEM to 
simulate body wave propagation and found that the FEM results were generally in 
agreement with results obtained with FDM.
1.1.3 Hybrid Methods
Hybrid Methods are of two types: The first type of hybrid methods combines
different modelling techniques to form a new scheme which treats a model in a uniform 
way, whereas the second type of hybrid methods treat different parts of a model in 
different ways . The Gaussian beam method and the Maslov approximation method are 
typical examples of the first kind. The Gaussian beam method is an extension of ray 
theory into the complex domain and can in fact be viewed as a projection onto a 
Cartesian geometry from a higher dimensional phase space. In the normal space, it 
evaluates the seismic wavefield at any point by superposing all the neighboring rays 
weighted by a set of predefined coefficients which decrease exponentially with the 
increasing square of distance from the point. Conceptually, it assumes that wave 
interference within a certain area like a Fresnel zone exists and this interference pattern 
is represented by a Gaussian function. Since the proposals by terveny et al. (1982) and 
Popov (1982), this method has attracted much attention in the geophysical community. 
Various aspects of the method were discussed in the literature by, e.g. terveny (1983),
Müller (1984), Nowack and Aki (1985) and White et al. (1987) among others. The 
Maslov approximation method works in a 6-dimensional phase space (px, py, pz, x, y, z)
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and applies standard ray-type expressions in a chosen 3-dimensional subspace to avoid 
caustic problems. In the normal space, it means that it considers wave interference 
throughout the model or is a beam method with an infinite width.
For the second type of hybrid methods, a model is usually divided into several 
regions and in each region a different modelling technique is applied. In most cases, a 
less accurate technique is applied to areas where seismic waves may only have very 
weak interaction with the structures of the model and a more accurate technique is 
applied to areas where seismic waves may have strong interactions with the structures 
of the model. The Kirchhoff-Helmholtz (KH) integral is a typical example of such 
hybrid methods. It has been extensively used for acoustic waves (see e.g. Hilterman 
1970 and 1975; Haddon and Buchen 1981; and Raynaud 1988) and more recently for 
elastic waves (Frazer and Sen 1985; Sen and Frazer 1985, 1987; and Frazer 1987). 
Reflection seismograms from the KH method can include both reflection and scattering 
phenomena from reflecting surfaces. In a similar development to the KH integral, we 
can use an isochronal approach to calculate 3D reflection responses in elastic media 
from both volumetric scatterers and curved interfaces, based on a first order 
approximation (see Chapter 2). In this case, the seismic reflection process is divided 
into three stages. At the first stage, a ray method is used to model the wave propagation 
from source to a region of interest. At the second stage, wave theory is used to 
calculate the wave interaction in the region and finally, a ray method is used again to 
continue the wave propagation from the region to seismic sensors. For more 
complicated media, we may use better methods such as the Gaussian beam method to 
approximate wave propagation in the first and last stages and FDM or FEM to calculate 
wave interactions in the region of interest (see e.g. Stephen (1984) for the combination 
of the FDM and Green's theorem in two dimensions; van den Berg (1984) for the 
combination of the FEM and Green's theorem and Emmerich (1989) for the 
combination of the FDM and wavefield extrapolation in the frequency domain).
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1.2 Application of synthetic seismograms
1.2.1 Verification o f interpretation of field datasets
The verification of the validity of interpretation of seismic sections is an 
important application of synthetic seismograms. Conventionally, field seismic datasets 
undergo three stages of representation: preparation of field datasets, data processing and 
conversion from the space-time domain to the space domain. After the conversion, we 
obtain a model in the space domain. However, the correctness of the model is not 
guaranteed because conventional data processing software is based on relatively simple 
hypotheses and the conversion to the space domain is often only effective for major 
events.
An easy way to verify the validity of a proposed model is to match the field 
datasets with synthetic datasets calculated from the model (see e.g. Chapter 3). If the 
resemblance between the two datasets is strong, we can say that the model which has 
been deduced is likely to be representative of the real earth. Otherwise, we need to 
modify the model and repeat the whole process. In this way, we hope to obtain a valid 
interpretation of the field datasets. Two problems are associated with this trial-and- 
error model verification. First, there is in general no systematic way to update the 
model between trials, and second there is no quantitative estimate of the uncertainty of 
the final model. An iterative inverse method would help to solve these problems.
1.2.2 Forward modelling in an iterative inverse method
Forward modelling is a key ingredient in an iterative inverse method. At each 
iteration of the iterative inverse process, the data misfit or the discrepancy between the 
observed and calculated datasets is evaluated and partial derivatives of the seismic 
wavefield or changes in the synthetic seismograms when the earth model is slightly 
perturbed are calculated. Based on the data misfit and derivatives, a quantitative 
modification to the previous model can be obtained to reduce the data misfit. In both
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evaluations of the data misfit and derivatives, the forward modelling plays an 
indispensable role.
1.3 Inverse problems in reflection seismology 
1.3.1 What is an inverse problem in reflection seismology?
"Reflection seismology,..., is the science and art of initiating elastic waves and 
making surface measurements to be interpreted later to give information on the attitudes 
of the relationships between rock layers with possible inclusion of lateral changes." 
(Waters, 1987, p2). Clearly, reflection seismology is a two-stage process, i.e. data 
collection and data interpretation. The data collection may be divided into three parts, 
i.e. the source excitation — initiation of elastic waves, the propagation process -- elastic 
waves travelling through earth structures and partially bouncing back to surface and the 
acquisition phase — the surface measurements of the reflections. Data collection in 
reflection seismology is only a tool to try to unravel the propagation process which is 
governed by the natural law of wave propagation (elastodynamic wave equations) and 
the earth structure, and probably the nature of the source excitation. The goal of data 
interpretation is to obtain information about the structure of regions of interest. 
Depending on how much information is available, we may formulate the data 
interpretation into various inverse problems. Inverse modelling in reflection 
seismology can be generally divided into three classes: using the reflected seismograms 
for a known source to determine the structure, using the reflected seismograms and a 
model of the structure to determine the source, and using the reflected seismograms to 
try to determine both the source and the structure. However, in this thesis I will restrict 
attention to the first case (recovering structure) because the source excitation and 
acquisition phase are assumed known in most cases, especially in reflection seismology.
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1.3.2 Inverse problems and optimizations
Inverse problems have occupied mathematicians through the ages, but the 
general importance of such problems was not fully recognized until the breakthrough of 
successful application to medical sciences earlier this century. Research and 
development of inverse theory have been conducted in many branches of natural 
science and this has led to an organized set of mathematical techniques for reducing 
data to obtain useful information about the nature of a system, on the basis of inferences 
drawn from the observations. A complete inverse process may be divided into three 
steps: collection of observations and preconditioning, forward modelling of the physical 
system (for example, in reflection seismology the seismic reflection responses can be 
simulated once a set of physical parameters for a seismic model is given) and estimation 
of model parameters with an error analysis.
The collection of observations and preconditioning include gathering of 
individual observations and editing and processing of these observations. In reflection 
seismology, an individual observation may be arranged into shot gathers or CMP 
gathers. Surface waves may be suppressed and noises may be filtered out. Reflections 
(including diffractions) from a target regions may thus be enhanced.
For a given model, forward modelling is carried out by using the physical law 
governing the system of interest. In reflection seismology, the physical law of the 
system is ideally described by the elastodynamic wave equations. As can be seen from 
section one of this chapter, the simulation may be done under various approximations. 
For a linear travel-time inversion, the simple ray method can give satisfactory results in 
most cases. For a nonlinear inversion, a better method than the simple ray method is 
needed. A general representation of forward modelling may be written as
(1.21) d = g(m)
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where d is the output of forward modelling or data, m is the model of earth structure 
and g governs the relationship between data and models.
Estimates of model parameters are the main goal of an inversion and the error 
analysis gives a confidence intervals of the estimates. The criterion for the judgement 
of correctness or goodness of the estimates is usually the value of a function F which 
depends on the data misfit function O(d0, g(m)) and regularization function T'rin 0, m),
i.e.
(1.22) S(m) = F{O(d0, g(m)), m)}
where F is a scalar function of two variables and its minimum or maximum point 
usually corresponds to the "best" estimates. The data misfit function O (d0, g(m)) 
measures the level of discrepancy between the observations d0 and the forward
simulations d = g(m) corresponding to the current model m. The choice of the function 
O depends on the nature of the problem, the error statistics of the data and numerical 
convenience. The regularization function ¥ (1 1 1 0, m) assesses the changes in character 
between the initial model m 0 and the current model m; the choice of this function 
depends on preconceptions of the character of the model and the probability for 
specified a priori character of the model. For numerical convenience, particularly for 
large problems (large number of data and model parameters), Gaussian statistics are 
often chosen to describe the data errors and the probability characteristics of the a priori 
character of the model. In this case, the data misfit function can be represented as
(1.23) <D(d0, d) = (d0 - d)TCd'(d0 - d)
where the data uncertainty is introduced by the data covariance matrix Cd. The 
regularization function can be expressed in a similar form
(1.24) >F(m0, m)= ( D ^ -  rn))TCm1(D(m0 - m))
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where D is an operator to measure the character (such as smoothness or roughness) of 
models and the uncertainty of the character of the a priori model is represented by C
In many cases, the scalar function (1.22) is simply the addition of the data misfit 
function (1.23) and the regularization function (1.24) (see e.g. Tarantola and Valette 
1982), i.e.
(1.25) F(m) = 0(do, d) + ^(nio, m)
The properties of expression (1.25) may vary considerably depending on the 
type of data being used. For example, the traveltime misfit function is generally much 
smoother than the waveform misfit function (see e.g. Cary and Chapman 1988, and 
Chapter 4). Different types of data contain different types of model information. For 
example, it is generally recognized that the traveltime data contain more information 
about long wavelength features of model parameters than short ones whereas the 
waveform data contains more information about short wavelength features of model 
parameters than long ones (see e.g. Shaw 1986, Mora 1988, Snieder et al. 1989 and 
Jannane et al. 1989). A careful decoupling of different data information to resolve 
different types of model parameters may sometimes become a prerequisite to the full 
success of an inversion to recover all the information contained in the data (Jannane et 
al. 1989).
Once an inverse problem is formulated into an expression like (1.25), the 
solution of an inversion is transformed into a problem of locating the minimum or 
maximum point and thus the estimating of model parameters becomes an optimization 
problem. There are many techniques to solve such optimization problems. 
Comprehensive surveys may be found in Nolet (1987), Tarantola (1987) and Vlaar et al. 
(1988).
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1.4 Scope of the thesis
The thesis can be generally divided into two parts: forward modelling of seismic 
reflections and inversion of seismic reflection data. In the first part, a detailed 
derivation and numerical implementation procedure of an isochronal modelling 
technique are given in Chapter 2. The isochronal modelling technique is derived from 
the Green's representation of the solution of elastodynamic wave equations. With ray 
approximations for wave propagation between source/receiver and reflecting regions, 
seismic reflection events can be represented as a convolution of a derivative of the 
source time function with a weight function. The weight function at a particular time 
can be evaluated by a contour integral along the isochronal curve for which the total 
traveltime from source to receiver via points along the curve on the reflecting surface or 
the median surface of a scatterer is equal to the specified time. The kernel of the 
integral contains local information about the scattering or reflection coefficient for the 
incident wave, the angular effects of the incoming and outgoing waves with respect to 
the surface normal and the speed of advance of the isochron on the surface. This 
modelling technique can calculate reflection seismograms from reflecting surfaces and 
thin scatterers in 3D elastic media. The implementation procedure is illustrated through 
the calculation of reflection seismograms from a reflecting anticlinal surface and 
volumetric scatterers. Application examples are given in Chapter 3 in which synthetic 
seismograms are calculated for the interpreted geological structures to match the 
observations in verifying the validity of the interpretations.
In the second part, inverse problems in reflection seismology are discussed. In 
Chapter 4, different formulation schemes of an inverse problem are compared first. 
Then the representation format of observed data is discussed and a multi-stage inversion 
in terms of data representation is proposed. In Section 4.3, the essence of an inverse 
problem is given in terms of linear inverse problems, i.e. to find a compromise model 
between the real model and an a priori model which gives predictions with a minimum
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distance from the given data (including the observations and the a priori data) under a 
chosen metric. In Section 4.4, nonlinear inverse problems of reflection seismology are 
addressed in terms of formulation, gradients of data misfit functional and regularisation. 
The subspace strategy is finally introduced to treat the multi-parameter inverse 
problems in reflection seismology. In Chapter 5, the proposed schemes in Chapter 4 are 
tested with simple examples. In Section 5.1, the proposed subspace inversion scheme 
with varying reference model is implemented with traveltime data. Three types of 
travel time inversions are investigated and the inversion results are in good agreement 
with the theoretical analysis in Chapter 4. In Section 5.2, the same scheme is 
successfully used to recover reflectivity from the waveform data. In Section 5.3, a 
hybrid inversion of traveltime and waveform data is successfully carried out.
Chapter 2
Reflection seismograms by an isochronal modelling technique
As discussed in Chapter 1, there are three types of modelling techniques to 
simulate reflection seismograms. In this chapter, we discuss an isochronal modelling 
technique of hybrid type which can calculate the reflection and diffraction of elastic waves 
by surfaces and scatterers in three dimensions. This approach is derived by using an 
integral formulation of the elastic wavefield together with ray approximations for wave 
propagation between source or receiver and reflecting surfaces or scatterers. For a 
scatterer, first order scattering is assumed, and at a reflecting surface, reflection and 
transmission effects are estimated using the assumption of a locally plane interface. With 
these approximations, the reflected seismic field can be represented as the convolution of 
an appropriate source function with a weight function for a particular source and receiver 
configuration. The weight function at a particular time may be evaluated by a contour 
integral along the isochronal curve for which the total time from source to receiver via 
points along the curve on the reflecting surface or on the median surface of the scatterer is 
equal to the specified time. The kernel of this integral contains information on the 
scattering or reflection coefficients for the incident wave, the angular effects of the 
incoming and outgoing waves with respect to the surface normal and the speed of 
advance of the isochron on the surface. By transferring temporal derivatives to the 
source function in the convolution, a very stable numerical scheme can be formulated for 
the generation of synthetic seismograms.
By introducing integral representation of seismic reflections with a first order 
approximation, two different types of scattering can be derived. For small scale 
heterogeneities, reflections can be calculated using a volume scatterer approximation 
where the scattering pattern for a point scatterer is controlled by the density and elastic 
modulus perturbations and the angle between the incident and scattering directions. For 
large scale heterogeneities, especially those with first-order discontinuities, a surface
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scatterer approximation is used to calculate reflection responses. The scattering pattern 
for a point surface scatterer is determined by the plane wave reflection coefficient, elastic 
moduli and angles between incident, scattering and surface normal directions. To a first 
order approximation, reflections from a model can be obtained by summing up all 
individual contributions from volume and surface scatterers.
This method is illustrated by the calculation of P-P reflections for a seismic line 
oblique to an anticline and for a variety of parameter contrasts for a simple scatterer 
model. Reflections from multilayered models can be generated for one surface at a time 
and the effect of a number of scatterers will be additive within the first order 
approximation employed.
2.1 Integral representation of seismic reflections
We consider a region D with density p(x) and elastic modulus tensor c(x) 
enclosed by a boundary 3D consisting of three portions El, usually a free surface, E2, a 
cylinder with a large radius and E3, a potential reflecting surface as shown in Fig. 2.1. 
We will consider the scattering effect of heterogeneity within D by changing the local 
medium properties and also the possibility of reflection from the lower surface E3. We 
assume that the boundary 3D is a solid-solid interface so that the traction on the surface 
varies with the local elastic modulus tensor and the local displacement wavefield. When a 
force with volumetric density f acts at xs, there will be a displacement field in D, 
u(x,t;xs) which is governed by the elastodynamic wave equations (see Section 1.1). 
For completeness, we rewrite the elastodynamic wave equations as follows:
The equation of motion
(2.1a) p(x)3ttui(x,t;xs) - 3jc(x)ijki3iuk(x,t;xs) = f* (x,t;xs), x e D ,  
the equation of stress
(2.1b) c(x)ijki3iuk(x,t;xs)nj(x) = Ti(x,t;xs), x e 3 D,
Figure 2.1 An elastic medium in the domain D enclosed by the boundary 3D consisting 
of the surface X], X2 and Z3. A seismic source located at S generates seismic waves
propagating through the medium. A seismic sensor located at R receives direct (including 
refracted) and reflected seismic signals built up by integration over isochronal curves.
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with associated initial conditions
(2.1c) ui(x,t;xs) = 0, t < 0, and 3tui(x,t;xs) = 0, t < 0.
Here p(x), c(x)ijki are the density and component of elastic modulus tensor at 
point x, ui(x,t;xs) is the i-th component of the displacement at point x and time t activated 
by a force fi (x,t;xs), the i-th component of the source located at xs, and nj(x) the j-th 
component of the unit normal at x on 3D.
Once we know the displacement field u(x,t;xs) corresponding to a particular 
situation, we can examine the effect of introducing perturbations in the structural 
parameter whilst maintaining the same source and initial conditions as before. With 
density pi(x) and elastic modulus tensor ci(x), the new displacement field, u^x^Xs), is 
governed by the equations:
(2.2) pi(x)3ttu1i(x,t;xs) - 3jCi(x)ijki3iu1k(x,t;xs) = fi (x,t;xs), x e D, 
ci(x)ijki3iu1k(x,t;xs)nj(x) =T}(x,t;xs) , x e 3D,
u1i(x,t;xs) = 0, t < 0, and 3tu1i(x,t;xs) = 0, t < 0.
If we denote the density perturbation (pi(x) -  p(x)) by 5p(x), the elastic modulus 
perturbation (ci(x) -c(x)) by 5c(x), the traction perturbation T}(x,t;xs) - Ti(x,t;xs) by 
5Ti(x,t;xs) and the displacement perturbation (u?(x,t;xs) - ui(x,t;xs)) by 8ui(x,t;xs) and
insert equations (2.1) in (2.2), the equations (2.2) may be rewritten as
(2.3) p(x)3tt5ui(x,t;xs) -3jc(x)ijki3i5uk(x,t;xs) =
- 8p(x)3tt[ui(x,t;xs)+5ui(x,t;xs)] + 3j5c(x)ijki3i[uk(x,t;xs)+5uk(x,t;xs)],
ATi(x,t;xs) = c(x)ijki3i5uk(x,t;xs)nj(x)
+ 5c(x)ijki3i[uk(x,t;xs)+5uk(x,t;xs)]nj(x),
Aui(x,t;xs) = 0, t < 0, 3t5ui(x,t;xs) = 0, t < 0.
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In reflection seismology, we are mainly interested in the perturbed field 8u(x,t;xs) which 
includes reflections from both scatterers and reflecting surfaces. Therefore, the problem 
now becomes to obtain a solution for equations (2.3).
2.1.1 The modified wavefield
By introducing Green's representation theorem (see e.g. Kennett, 1983), the 
solution of equations for the modified wavefield (2.3) can be written as
(2.4) 5up(x,t;xs) = JDdV(x') Gpi(x,t;x',0)*Afi (x ',t;xs)
+laDdS(x'){G pi(x,t;x\0)*A Ti(x,>t;xs) - 5ui(x',t;xs)*H pi(x ,t;x ',0)}
where a star denotes convolution in time. Gij(x,t;x',0) is the elastodynamic Green's 
tensor whose components are the displacement in the i-th direction at time t at x generated 
by an impulsive unit force applied at time t = 0 in the j-th direction at x’ with a boundary 
of solid-solid (welded) interface 3D or equivalently in an unbounded medium. Hy is the 
corresponding traction on 3D. The Green's tensor components in the frequency domain 
are given by Willis (1981) based on a plane wave decomposition of a delta function in an 
arbitrary anisotropy
where % = x' - x, and the u ^ (v )  are the normalized eigenvectors of the tensor elastic
of the medium do not depend on time, the Green's function is invariant under time 
translation, i.e.
G ij(x ,t;,x ',t’) = G y(x,t - t';,x',0).
The effective volume source Afi appearing in (2.4) due to the change in elastic
equation corresponding to wave slowness p ^ (v ). If the values of the elastic parameters
properties is
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Afi (x,t;xs) = - Sp(x)3tt[ui(x,t;xs) + 5ui(x,t;xs)]
+8j5c(x)ijkiai[uk(x,t;xs)+5uk(x,t;xs)]
and the traction imposed on 3D is
ATi(x,t;xs) = c(x)ijki3i8uk(x,t;xs)nj(x)
+ 8c(x)ijki3i[uk(x,t;xs)+Suk(x,t;xs)]nj(x)
Thus we can explicitly express the displacement perturbation as
(2.5) 8up(x,t;xs) = - JDdV(x,)Gpi(x,t;x,,0)*(Sp(x')3tt[ui(x',t;xs)+8ui(x,,t;xs)])
+ JDdV (x')Gpi(x,t;x\0)*3j {5c(x')ijki3i[uk(x\t;xs)+8uk(x',t;xs)]} 
+ JaDdS(x’)Gpi(x,t;x,,0)*{8c(x,)ijki3i[uk(x,,t;xs)+8uk(x,,t;xs)]}
+ JaDdS (x')Gpi(x,t;x',0)* {c(x,)ijki3i8uk(x,,t;xs)nj(x’) }
- faDdS(x')8ui(x,,t;xs)*c(x,)ijki3iGpk(x,t;x,,0)nj(x’)
In many cases the change in the displacement field is small compared to the 
original field i.e. Su(x,t;xs) «  u(x,t;xs), and then (2.5) can be simplified by making a 
first order approximation. Alternatively, if the heterogeneity is a small thin scatterer, we 
may convert the displacement perturbation Su(x,t;xs) into structural parameter 
perturbations 8Sp(x) and S8c(x) in the integrals (see e.g. Hudson 1977).
For completeness we merely repeat the formulae (of Hudson) here with some 
additions. Let the normal n at a given point of an interface, where the material parameters 
change from p(x), c(x) to pi(x), ci(x), be in the direction of the third axis. For near 
vertical incidence, according to ray theory (see e.g. Section 1.1.1), the displacement 
perturbation caused by a density jump Sp(x) = pi(x) -  po(x) may be represented by
(2.6) 8ui(x,t;xs) = - \ ui(x,t;xs)
-  Po(x)
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and alternatively
(2.7) 5p(x)0tt[ui(x,t;xs)+5ui(x,t;xs)] = [8p(x) + 88p(x)]3ttui(x,t;xs)
Thus, we get
(2.8) 8p(x) + 58p(x) = 5p(x)(l - 4 )
z Po(x)
For elastic constant tensors, the continuities of the displacements and three 
components of strain and traction across the interface are specified as follows:
(2.9a) [uk] = 0 ,k  = 1 ,2 ,3 .
(2.9b) [en] = [ei2] = [e22] = 0,
and
(2.9c) [T13] = [T23] = [^33] = 0. 
and alternatively
(2.10) 8c(x)ijki0i[uk(x,t;xs)+5uk(x,t;xs)] = [ Sc(x)ijki + 86c(x)ijki]diuk(x,t;xs) 
we obtain
(2.11) [ Sc(x)iin + 88c(x)iin ] = [ 5c(x)2222 + 58c(x)2222 ]
= (8X + 25m.) • (52c)2/(Xi + 2\xi)
[ 5c(x)3333 + 55c(x)3333 ] = (bX + 25|i)(^o + 2fio) KX1 + 2|li)
[ Sc(x)ii22 + 55c(x)ii22 ] = [ 5c(x)2211 + 55c(x)2211 ]
= + 2|ii)/(A.i + 2p.i)
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[ Sc(x)ii33 + 55c(x)ii33 ] = [ 8c(x)33ii + 55c(x)33ii ]
= [ 5c(x)2233 + 55c(x)2233 ] = [ Sc(x)3322 + 58c(x)3322 ]
= 5?l(Xo + 2\l0)/(ki + 2)li)
[ 8c(x)i3i3 + 85c(x)i3i3 ] = [ 5c(x)3!13 + 85c(x)3ii3 ]
= [ 5c(x)i33i + 85c(x)i33i ] = [ 8c(x)3i3i + 55c(x)313! ]
= Sjino/M-i = [ 5c(x)2323 + 55c(x)2323] . etc.
[ Sc(x)i2i2 + 55c(x)i2l2 ] = [ 8c(x)2112 + 58c(x)2112 ]
= [ 5c(x)i221 + 58c(x)i221 ] = [ 5c(x)2121 + 58c(x)2121 ] = 8|I.
All other components of 88c are zero.
To avoid the awkwardness of the above expressions, we will keep using Sp(x) 
for Sp(x) + SSp(x) and Sc(x) for 8c(x) + S8c(x) in what follows, except where 
otherwise indicated. Regardless of the choice above (first-order approximation and 
conversion of displacement perturbations into parameter perturbations), the equation
(2.5) can be simplified to
(2.12) Sup(x,t;xs) = - jDdV(x,)Gpi(x,t;x',0)*(8p(x')8ttUi(x',t;xs))
+ jDdV(x')Gpi(x,t;x,,0)*8j{Sc(x,)ijkiöiuk(x,,t;xs)}
+ J3DdS (x')Gpi(x,t;x',0)* {8c(x’)ijki8iuk(x’,t;xs) }
+ J3DdS(x,)Gpi(x,t;x',0)*{c(x')ijkl3l5uk(x,,t;xs)nj(x')} 
-J3DdS(x,)8ui(x,,t;xs)*c(x,)ijki3iGpk(x,t;x,,0)nj(x’)
where Sp and 8c are appropriate density and elastic modulus perturbations. Equation
(2.6) for the modified displacement field can be simplified by exploiting the derivative 
property of a temporal convolution
(2.13a) f(t)*atg(t) = atf(t)*g(t),
the generalized divergence theorem
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(2.13b) JDdV3iF = JgpdSmF,
and the chain rule of spatial derivatives
(2.13c) 3j(Gpi*5cijki3iuk) = Gpi*3j(Scijki3iuk) + 3jGpi*(8cijki3iuk).
Applying the above properties to (2.12), we obtain
(2.14) Sup(x,t;xs) = - JDdV(x')3tGpi(x,t;x',0)*(8p(x')3tui(x',t;xs))
- jDdV(x')ajGpi(x,t;x',0)*(5c(x,)ijki3iuk(x,,t;xs))
+ ^^ DdS(x')Gpi(x,t;x,,0):,c{c(x,)ijkl^l5uk(x,,t;xs)nj(x,)}
- JaDdS(x,)5ui(x’,t;xs)* {c(x,)ijki3iGkp(x,t;x’,0)nj(x’) }.
Clearly, the first two terms represent scattered waves from the localized heterogeneities 
within the domain D, and the last two terms denote reflections from elastic parameter 
contrasts across the boundary 3D.
In equation (2.14) there will be no contributions to the surface integral over 3D 
from the cylinder £2 since either there are no parameter changes across the surface or, 
equivalently, we assume that £2 is moved to an infinite distance from both source and 
receiver. In reflection modelling, we often neglect the effects of the free surface £1 and 
only consider a jump in the structural parameters, 8p and Sqjki, across the surface £3. 
In this case the surface integrals can be confined to the surface £3.
2.1.2 Further approximation for the scattered and reflected wavefield
When both sources and receivers lie well away from the volume and surface 
heterogeneities, we can approximate the form of the incident wave u(x,t;xs) and Green's 
tensor components in order to simplify the form of expression (2.14). We assume that 
the time dependence of the incidence wave u(x,t;xs) would be the same throughout the 
heterogeneous regions and the reflection surface, and that its amplitude varies only 
slowly, so that we may write for an incident P wave
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(2.15) u(x,t;xs) = n°(x)Ap(x,xs)f(t - T(x,xs))
where the unit vector n°(x) lies along the gradient of T(x,xs), i.e.
(2.16) VT(x,xs) = n°(x)/a(x)
where a(x) is the local P wave speed. This representation is equivalent to taking the first 
term in the ray expansion for u(x,t;xs) (see Eq. 1.5). Under a local plane wave 
approximation, the reflected wavefields on the boundary surface can be written as
(2.17) 5up(x,t;xs) = np(x)Rpp(x)Ap(x,xs)f(t - Tp(x,xs)), and
(2.18) Sus (x,t;xs) = h s (x)RSP(x)Ap(x,xs)f(t - Ts (x,xs))
where the unit vectors np(x) and hs (x) describe the reflected P and S wave vectors 
which are determined by the local normal n(x) and the local incident direction n°(x) via 
Snell's law, Rpp(x) and RSP(x) are local reflection coefficients for P-P and P-S waves, 
and Tp(x,xs) and Ts (x,xs) are the traveltime field for P-P and P-S reflections 
respectively.
In a similar way, we can apply ray theory to represent the Green’s tensor 
components from the volume or surface heterogeneities to the receiver as a sum of two 
contributions whose wavefronts move out at the P and S wavespeeds. By using the 
symmetry of the Green's tensor we may express Gpi(x,t;x',t') in terms of the properties 
at the point x
(2.18) Gpi(x,t;x',t') = gi(x',x)Bp(x',x)5(t - t' - Tp(x',x))
+ hi(x',x)Cp(x',x)5(t - 1' - Ts (x',x))
where g(x',x) and h(x',x) are unit vectors related to the gradients of the phase functions 
Tp(x',x) and Ts (x',x) by
(2.19) g(x',x) = a(x)V Tp(x',x), h(x’,x)-VTs (x',x) = 0, lß(x)VTs (x',x)l = 1
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and the vector g(x',x) is directed away from x to x'. B(x',x) and C(x',x) are the 
amplitude factors for P and S waves respectively, incorporating the variations due to the 
far-field radiation patterns and geometrical spreading.
Reflection responses of a volume scatterer
When we insert the approximate forms for the incident P wave (2.15) and the 
Green's tensor (2.18) into the representation of the volume integral for the diffraction 
terms in (2.14) and ignore higher order terms, we obtain
(2.20) Sud(x,t;xs) = J dx3ttf(t - x)[ Fp(x, x) + Fs(x, x) ] = 3ttf(t)*[ Fp(x, t) + Fs(x, t)]
for the scattered wave field from the heterogeneity within D as a sum of P and S wave 
contributions. This temporal convolution depends upon the second derivative of the time 
dependence of the incident wave and so tends to emphasize higher frequencies. This 
second derivative can clearly be seen in the two differentiations in time associated with 
density perturbations in (2.14) and also arises from simplifying the spatial derivatives 
with the elastic modulus change. The dependence on the shape and properties of the 
volume heterogeneities arises through weight functions Fp(x , t ) and Fs (x , t ) which 
take the forms
(2.21) Fp(x',tp ) = - jDdV(x){5p(x)n^(x)gi(x,x') + 5c(x)ijkin^(x)nf(x)gi(x,x')
gj(x,x')/a2(x)} Ap(x,xs)B(x,x’)5(tP - T(xs,x) - Tp(x,x'))
(2.22) Fs (x’,ts ) = - /DdV(x){5p(x)n^(x)hi(x,x') + 5c(x)ijkin£(x)n<j,(x)hi(x,x’)
gj(x,x')/a(x)ß(x))Ap(x,xs)C(x,x')5(ts - T(xs,x) - Ts (x,x'))
where tp = T(xs,x) + Tp(x,x') is the total traveltime from the source to the receiver via a 
point x within the heterogeneity for the scattered P wave and ts = T(xs,x) + Ts(x,x') the 
total traveltime from the source to the receiver via a point x within the heterogeneity for 
the S wave. Note that in (2.22) g(x,x') = ß(x)VTs (x',x).
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If the heterogeneous region is only a small thin body (scatterer), then the weight 
functions for the scattered P and S wavefields (2.21) and (2.22) can be reduced to 
surface integrals, i.e.
(2.23) Fp(x',tp ) = - j§dS(x)H(x) {8p(x)n°(x)gi(x,x') + 5c(x)ijkin^(x)nf(x)gi(x,x')
gj(x,x')/a2(x)} Ap(x,xs)B(x,x')5(tP - T(xs,x) - Tp(x,x’))
(2.24) Fs (x’,ts ) = - JsdS(x)H(x){8p(x)n^(x)hi(x,x') + Sc(x)ijkin£(x)n?(x)hi(x,x’)
gj(x,x')/a(x)ß(x)} Ap(x,xs)C(x,x')5(ts - T(xs,x) - Ts (x,x'))
where S is the median surface of the scatterer, H(x) the local thickness. The term tp = 
T(xs,x) + Tp(x,x') is the total traveltime from the source to the receiver via a point x on 
the median surface of the scatterer for the scattered P wave and ts = T(xs,x) + Ts(x,x'), 
the total traveltime from the source to the receiver via a point x on the median surface of 
the scatterer for the scattered S wave.
Reflection responses of a reflecting surface
For the surface integral in equation (2.14), we have to be able to estimate the 
change in the displacement field Sui(x',t;xs) on the surface S3 associated with the 
introduction of structural contrast across the boundary. A full solution would require 
solution of an integral equation but when the curvature of the surface S3 does not vary 
rapidly we can adopt a local tangential plane approximation for the generation of the 
reflected field. In other words, we treat the incident wave as plane and incident on a 
locally plane boundary in order to estimate the reflected field 8uj to appear in the surface 
integral in (2.14). This contribution can be separated into different wavefield 
components via the action of the appropriate reflection coefficients on the incident field. 
The reflected and diffracted wavefield generated by the action of an incident P wavefield 
on the surface S3 can then be represented as
(2.25) Sur(x,t;xs) = \ dx8tf(t - x)[ Qp(x, x) + Qs (x, x) ] = 3tf(t)*[ Qp(x, t) + Qs(x, t) ]
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where the first order derivative in time is associated with simplifying the single spatial 
derivative in the boundary integral in (2.14). The reflected P wavefield from the surface 
Z3 is determined by a weight function
(2.26) Qp(x',tp) = JZ3dS(x)nj(x)[n?(x)gi(x,x,)gk(x,x') - gi(x,x')nf(x)n£(x)]
c(x)ijkiAp(x,xs)Rpp(x)B(x,x')5(tP - T(xs,x) - Tp(x,x'))/a(x)
where Rpp is the reflection coefficient for P waves. The term tp = T(xs,x) + Tp(x,x') 
is the total traveltime from the source to the receiver via a point x on the reflecting surface 
for the reflected P wave. The corresponding reflected S wavefield for the incident P 
wave is determined by a weight function
(2.27) Qs(x',ts) =JZ3dS(x)nj(x)[hf(x)gi(x,x')hk(x,x') - gi(x,x')nf(x)h|(x)]
c(x)ijkiAp(x,xs)RSP(x) C(x,x')8(ts - T(xs,x) - Ts (x,x'))/ß(x)
where RSP is the reflection coefficient for S waves generated by a plane incident P 
waves. The term ts = T(xs,x) + Ts (x,x') is the total traveltime from the source to the 
receiver via a point x on the reflecting surface for the reflected S wave. Again, g(x,x’) = 
ß(x)VTs(x',x) is the same as in (2.22).
Although we have used a local approximation for 5ui(x',t;xs) in the surface 
integral, we must remember that the total representation for the reflected field involves 
contributions from the whole surface and therefore will be more accurate than the internal 
approximation.
2.2 Isochronal representation of seismic reflections
The expressions we have derived for the scattered field (2.20, 2.23, 2.24) and the 
reflected field (2.25, 2.26, 2.27) have a great deal in common. In each case the 
wavefield is to be constructed by the convolution of a time derivative of the source time 
function with a weight function which itself is a surface integral containing a delta 
function in time in its kernel. The delta function extracts from the surface integral only
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that portion which occurs at a time t. This reduces each surface integral to a line contour 
integral along a locus for which the total time of propagation from the source to a point 
and from that point to the receiver is equal to the time t, which we term an isochron.
As a result we can give a general representation of the reflected wavefields as a 
convolution of a wavelet related function g(t) with a line contour integral
(2.28) 8u = g(t)*JL(t) dl G S D
where D represents the incident wavefield, S the scattering (reflection) terms and G is the 
Green's tensor. The integration path L(t) is the isochron for the total travel time t, which 
may well consist of a number of distinct loops.
2.2.1 Seismic responses from a thin scatterer
For a thin scatterer, the seismic response can be calculated as a convolution of the 
second time derivative of source function with a weight function. The weight functions 
for P and S waves can be evaluated respectively by a line integral on the median surface 
of the thin scatterer
(2.29) Fp(x',tp ) = - JL(t) dl(x)H(x)(8p(x)n?(x)gi(x,x’) + 8c(x)jjkin°(x)n^(x)gi(x,x')
gj(x,x')/a2(x))Ap(x,xs)B(x,x')a(x)[ln^(x)+g<J(x,x')l]-1,
and
(2.30) Fs(x',ts ) = - iL(t) dl(x)H(x){5p(x)n°(x)hi(x,x')+5c(x)ijkin°(x)n°(x)hi(x,x’)
gj(x,x’)/a(x)ß(x)}Ap(x,xs)C(x,x')a(x)ß(x)
[lß(x)n° (x) + a(x)gG(x,x')l]-1,
where dl(x) is a length element of an isochron on the median surface of the scatterer, 
H(x) is the local thickness. The total travel time from the source to the receiver via points 
x’ on the median surface of the scatterer, t = T(xs,x’) + Tp(x,x’), specifies the
Isochronal Modelling Technique 2.14
isochronal line L(t). n° (x) and g (x,x') are the projections of n°(x) and g(x,x') on the 
tangential plane of the median surface at x.
2.2.2 Seismic responses from a surface
For a reflecting surface, the seismic responses can be calculated as a convolution 
of the first time derivative of source function with a weight function. The weight 
functions for P and S waves can be evaluated respectively by a line integral on the 
reflecting surface
(2.31) Qp(x’,tp) = JL(t) dl(x)nj(x)[nf(x)gi(x,x,)gk(x,x') - gi(x,x’)nf(x)n£(x)]
c(x)ijkiAp(x,xs)Rpp(x)B(x,x')[ln° (x)+ga (x,x')l]-1,
and
(2.32) Qs (x',ts) = JL(t) dl(x)nj(x)[hf(x)gi(x,x’)hk(x,x') - gi(x,x’)nf (x)h|(x)]
c(x)ijkiAp(x,xs)RSP(x)C(x,x')a(x)[lß(x)n°(x) + a(x)gCT(x,x')l]_1,
where dl(x) is a length element of an isochron on the reflecting surface. The total
traveltime from the source to the receiver via points x' on the reflecting surface, t = 
T(xs,x') + Tp(x,x'), specifies the isochronal line L(t). n^(x) and ga (x,x') are the
projections of n°(x) and g(x,x') on the tangential plane of the reflecting surface at x.
2.2.3 Nature of the approximations
In the isochronal representation, (2.28) may be viewed as an approximate 
construction for a reflection operator R (Kennett 1984) which when applied to the 
incident wavefield D generates the reflected field
(2.33) 8u = R [D] and R = g(t)* 1., .  dl G SL.(t)
a combined temporal and spatial operator.
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In order for the plane wave assumptions we have employed to be reasonable, the 
scatterers or reflecting surface should not be too close to the source; a distance of ten 
times the dominant wavelength will usually suffice. For a velocity of 3 km/s and a 30 Hz 
dominant frequency, the scatterers should be at least 1 km deep. For crystalline rocks 
with higher velocities (up to 6 km/s), the development should be satisfactory for 
source/scatterer separations greater than around 2 km. Such requirements are not very 
restrictive in practice. In addition, in order for the assumption of first order scattering to 
be appropriate for the localized heterogeneities, the product of the parameter contrast and 
the volume of the scatterer should not exceed the cube of the wavelength (Hudson and 
Heritage 1981). For a change of 5 percent in properties this requires scatterers with 
volume less than around 0.02 km , as for example a blob about 1 square km in 
horizontal extent and 20 m thick.
«
We remark that the validity of equations (2.20) and (2.25) rests on the assumption 
that the ray theory provides an adequate approximation for wave propagation from the 
source to heterogeneities (reflection interface or scatterer) and from the heterogeneities to 
receivers, respectively. It is not necessary that ray theory applies for wave propagation 
from the source to receivers via the heterogeneities. In many cases the domain containing 
the scatterers (reflectors) can be chosen so that the above assumptions are valid and also 
that the amplitude factors, A, B vary slowly through the scattering region. In this case A 
and B may, to a good approximation, be treated as constants so far as differentiation with 
respect to n° or g is concerned, an approximation corresponding to the usual Fresnel 
approximation for monochromatic waves. The radii of curvature at any point on the 
surface should be greater than the wavelength because only the primary field is taken into 
account.
2.3 Results for a homogeneous reference medium
In order to illustrate the results for reflected and scattered waves more clearly, we 
will simplify to the case of a homogeneous reference medium in D, and we assume an
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incident P wave and calculate the scattered and reflected P and S waves. For simplicity, 
we will consider the scattered and reflected waves separately in order to make the 
situation much easier to handle. For more complicated cases, we may just add the 
reflected and scattered waves together with the inclusion of wave-type conversions. For 
a homogeneous matrix, the elastic constant tensor may be described in terms of only the 
bulk modulus k and shear modulus Ji
(2.34) CjjkI = (k - 14)SySk| + jJ.(6ik5j, + 8uSjk)
= \8jj5y + H(5ilt8j, + Su8jk).
The velocities can be calculated in terms of the Lame moduli X ,  ji
(2.35) a  = [ (k + 1p)/p ]!/2 = [(X + 2p)/p ]!/2
for P wave velocity and for S wave velocity,
(2.36) ß = [p/p l1« .
The Green's tensor in the far field can be expressed as
(2.37) Gij(x,t,x',0) = gi(x\x)gj(x',x)8(t - R(x',x)/a)/(47tpR(x',x)a2)
+ (5ij - gi(x',x)gj(x',x))5(t - R(x',x)/ß)/(47tpR(x',x)ß2)
where
(2.38) R(x',x) = I x' - x I and g(x',x) = (x - x')/R(x',x).
For an incident P wave, if the source amplitude at a small distance r0 from the 
center of the source is A^, the displacement amplitude at a distance Rs from the source
will be
(2.39) Ap = Apr0/Rs, with Rs = I x - x'l .
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2.3.1. Reflections from a thin scatterer
For modelling reflections from a thin scatterer, we assume there are no structural 
parameter differences across the boundary S3 and restrict ourselves to considering the 
scattering from a single thin scatterer. Thus, the scattered P waves from the thin scatterer 
under the assumptions can be written as:
(2.40) 8u |(x,t;xs) = 3ttf(t)* Jdl(x')A £roH (x')Sdj\x\n0,g)
[47tpa3R(x',x)Rs(x',x)ln<Jy(x,)+gCT(x',x)l]‘1,
the scattered S waves can be expressed as
(2.41) 5u|(x,t;xs) = dttf(t)* Jdl(x’)Apr0H(x')S;)f(x\n'\g)
L(t) J
[47tpß2R(x,,x)Rs(x ,,x)lßn0a(x,)+aga(x',x)]-l,
where (x',n°,g) and S^Cx^n0^ ) are the j-th components of the local P-P and P-S 
scattering coefficients for a volume scatterer (see 2.3.3) and as before n^ and gCT are the
projections of n° and g on the tangential plane of the median surface of the scatterer.
The amplitudes of the diffracted waves depend on the interaction of the shape of 
the scatterer and the radiation patterns associated with the contrasts with the surrounding 
matrix. As time increases, the isochronal contour L(t) on the median surface enlarges. 
The speed of its advance for P-P waves is given by
(2.42) v(x')
____ 1_______________a_______
IV(T+TP)0I “ ln°c (x')+ga(x\x)f
Thus v is infinite at the geometrical reflection point where and ga are oppositely
directed, but will take lower values for the scattering regions at a later time. The speed of 
its advance for P-S waves is given by
aß
(2.43) v(x ) = --------------- --------------.
Ißn^(x’)+aga(x,,x)l
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Again, the speed v is infinite at the geometrical P-S reflection point where the divisor in
(2.43) is zero.
2.3.2 Reflections from a surface
We now turn our attention to the reflected and diffracted waves returned from a 
reflecting surface at depth. We assume that the material inside the domain D is 
homogeneous but that there is a jump in structural parameters across the interface 13. By 
considering (2.25), (2.31) and (2.32), the isochronal representations of the reflected P 
and S waves from 13 can be respectively expressed as
(2.44) 5up(x,t;xs) = g(t)*Qp(t) = 3tf( t) *Q^t)
= - atf(t )* Jdl(x') Apr0^[(x,n°,n,g)(47tpRRsa 2!n^(x,)+gCT(x,,x)l)-1,
and
(2.45) öu^.(x,t;xs) = g(t)*Q^t) = ötf( t) *Q^t)
= - 3tf(t )* Jdl(x') Apr0^f(x,no,n,g)a(47tpRRsß2lßn°+ agG(x’,x)l)-1 
L(t) J
where ^ p(x,n°,n,g) and S^ p(x,n°,n,g) are the j-th components of the local P-P and P-S 
scattering coefficients for a reflecting surface (see 2.3.3). n^(x') and ga (x',x) are the
projections of n° and g on the tangential plane of the surface 13.
The contour integral (2.44) will be zero until t is equal to TPPfi , the least
traveltimes from source to receiver via the surface 13 for P-P waves and (2.45) will be 
zero until t is equal to T^Pn , the least traveltimes from source to receiver via the surface
13 for P-S waves. These will be the ray paths defined by Fermat's principle and the 
apparent singularity because of the vanishing of n0CJ(x ')+ g (T(x ',x) or
ßn^(x')+ag(j(x,,x) is avoided because the corresponding isochron reduces to a point 
and by definition the integrals will be zero.
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At later times, the isochron moves across the surface with a speed v determined as 
in (2.42) for P-P waves and in (2.43) for P-S waves, and encloses progressively more of 
the surface 13. When multiple arrivals from the surface are possible the integrals have to 
be taken over a number of disconnected loops.
The reflected field for a delta function source will be the derivative of the 
isochronal integral as a function of time. In the ray theory approximation there will only 
be a contribution from each geometric ray path, but the integral forms (2.44) and (2.45)
include the non-geometrical phenomena such as diffraction. Within the integrals the 
incident angle on the surface has a strong effect on the surface scattering coefficients
Sjj (x ,n°,n ,g) and (x,n°,n,g): if the local angle goes beyond critical both 
(x,n°,n,g) and S ^ fo n 0,!!^) become complex (see 2.3.3) and it is then necessary to
treat (2.44) and (2.45) as representations for an analytic function of time with the real part 
convolved with the source wavelet and the imaginary part convolved with the Hüben 
transform of the wavelet.
2.3.3 Scattering kernels
Comparing weight functions for a volume scatterer and a reflecting surface, we 
find that there is a core term in each weight function, which controls reflected energy 
patterns. The j-th component for the P-P reflections from a volume scattering element 
can be expressed as
(2.46) S^[(x,no,g) = gj(x,x'){5p[n°(x)-g(x,x')]a2 + 5A. + [n°(x)-g(x,x’)]2}, 
whereas for the P-S reflections it is
(2.47) (x,n°,g) = [aß5p + 2S|i[n°(x)-g(x,x,)][n°(x) - [n°(x)-g(x,x’)]gj(x,x’)]
where n°(x) is the unit vector for the local incident direction and g(x,x') is the unit 
vector for the scattering direction. Fig. 2.2 shows the radiation patterns for a volume 
scattering element in three dimensions. In this representation, the density perturbation
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behaves like a single force source in the incident direction; in terms of Lame parameters, 
the perturbation b X  contributes an isotropic explosion-type source, while the perturbation 
5fi contributes a dipole source in the incident direction. From Fig. 2.2, we can clearly 
see the difference for scattered P and S energy patterns. The scattered P wave energy is 
always maximum along the incident direction whereas no scattered S wave energy 
propagates along the incident direction. For a zero offset seismic line, therefore, we will 
not record any scattered S energy. These results are also obtained by Hudson (1977), and 
Wu and Aki(1985).
The j-th component for the P-P and P-S reflections from a surface scattering 
element can be expressed respectively as
(2.48) ^ (x ,n ° ,n ,g ) = gj(x,x’){X[n(x)-np(x) - n(x)-g(x,x')]
+ 2p[np(x)-g(x,x’)][n(x)-g(x,x’) - n(x)-np(x)] }RPP
and
(2.49) $rP(x,n°,n,g)=p,{[n(x)-g(x,x’) - n(x)-ns (x)]h^x) + [hs (x)-g(x,x’)]nj(x)
- [hs (x)-n(x)]n^x) + [ns (x)*g(x,x’)][n(x)*hs (x)]gj(x,x’)
+ [n(x)-ns (x) - 2 n(x)-g(x,x’)][hs (x)-g(x,x')]gj(x,x’)}RSP
p swhere n(x) is the normal of the surface scattering element, n (x) and n (x) are unit 
vectors of local P and S reflections determined by Snell’s law, g(x,x’) is a unit vector 
describing the local scattering direction, and Rpp and RSP are the local plane reflection 
coefficients for P-P and P-S reflections respectively. Details about these coefficients may 
be found in Kennett et al. (1978) and Aki & Richards (1980). To a first order 
approximation, they can be written as
<2.501 R - - .  1<1
RSP = _E^L [(1 . 2ß2p2 + 2ß2 cosi cosi) 5p _ (4ß2p2. 4ß2 cosi cosi} Sßj, 
ZcosJ a  ß p a  ß ß
Figure 2.2 Energy radiation patterns from point volumetric scatterers in three 
dimensions, (a) 5p - density perturbation scatterer.
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Figure 2.2 (b) 5X - Lame parameter lambda perturbation scatterer.
Figure 2.2 (c) 5fi - Lame parameter mu perturbation scatterer.
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where i and j are the angles subtended by the local reflected P or S waves with the local 
normal of the interface, the local ray parameter p is given by p = sini/a = sinj/ß. For a 
given incident angle, the reflection coefficient would be a constant, the energy radiation 
patterns will only vary with the scattering direction g(x,x'). Fig. 2.3 shows the radiation 
patterns for a surface scattering element. The incident vector and the normal of the 
surface element are in the E(ast)-D(own) plane. The vectors for the reflected waves 
determined by Snell's law are coincident with the D axis and upwards. From Fig. 2.3, 
we can clearly see that most scattering energy propagates along the reflected directions 
and back scattering energy is zero for both P and S waves. In addition, the scattered S 
waves are controlled by the shear modulus and the S wave energy propagates dominantly 
along E-D plane. No S energy propagates along the N axis.
In a acoustic medium, the shear modulus is zero and therefore no scattered S 
waves exist. The scattering kernel is thus reduced to
(2.51) äj?(x,n°,ii,g) = gj(x,x'){A.[n(x)-np(x) - n(x)-g(x,x')]Rpp
= - gj(x,x'){^[ cos (j) + cos \\f] Rpp
where <J) is the incident angle and \\r the scattering angle. (2.51) is similar to the result 
obtained by Haddon and Buchen (1981) where they treated a transmission problem in an 
acoustic approximation.
2.4. Numerical implementations
In the last three sections, we have formulated the isochronal representation of 
reflections from a thin scatterer and a reflecting surface. In this section, we illustrate the 
numerical implementation procedure by computing P-P reflections for a seismic line 
oblique to an anticline and for a variety of parameter contrasts for a simple scatterer 
model.
Figure 2.3 Energy radiation patterns from point surface scatterers in three dimensions, 
(a) X - Lame parameter lambda of the medium.
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Figure 2.3 (b) j i  - Lame parameter mu o f the medium.
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2.4.1 Calculation of reflection seismograms from a reflecting surface
From equation (2.44), we have a representation for the P-P reflected displacement 
field as the convolution of the first derivative of a source wavelet with a weight function 
Q depending on the location of source and receiver. The value of the weight function Q 
at any time can be obtained by a line integral along the current isochron.
The isochronal curve needed corresponds to constant total travel time between 
source and receiver via the reflecting surface. The construction of isochrons is usually 
performed in two steps. Firstly, we calculate traveltimes from source to receiver via each 
gridpoint on the reflecting surface. For simple media, rays are traced from both source 
and receiver to regular gridpoints on the surface by an iterative ray-tracing method. At 
each gridpoint the travel times T$ (from the source) and TR (from the receiver) are added 
to give the tqtal traveltime. For more complex media, two point ray tracing can be 
avoided by shooting a spray of rays from either source or receiver so that each surface 
element contains at least one endpoint of a ray. The T$ and TR fields can then be 
interpolated from the irregular set of endpoints onto a regular grid. Secondly, we 
interpolate traveltimes between gridpoints to find discrete isochronal points. There are 
many schemes to do this interpolation. In our illustrations and subsequent calculations, 
we project the reflecting surface into a horizontal plane and divide the horizontal plane 
into rectangular cells like the one in Fig. 2.4. Isochronal segments in each cell are 
constructed separately. For a grid cell ABCD, we need to find points along AB, BC, 
CD and DA where the traveltimes are equal to the specific time for a current isochron. 
This is usually accomplished by a linear interpolation. Now, we have to consider six 
possibilities when constructing the isochronal segment in this cell:
i) There is no point where the traveltime is equal to the specific time for the 
isochron. This means that the isochron will not cross this cell.
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A
D
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Figure 2.4 Schematic diagram showing a grid cell of the horizontal projection of a 
reflecting surface.
ii) There is only one point where the traveltime is equal to the specific time. In
this case, the isochron only crosses one of the four comers A, B, C and D. Since’the
isochronal segment is only a point, the contribution to the weight function will be zero.
iii) There are two points where the traveltimes are equal to the specific time. In 
this case, the isochronal segment is assumed to be a straight line connecting these two 
points.
iv) There are three points where the traveltimes are equal to the specific time. In 
this case, we need identify the point which is a comer point of the cell and this point can 
be ignored because it corresponds to case (ii). The other remaining two points are similar 
to case (iii).
v) There are four points where the traveltimes are equal to the specific time. In
this case, there will be two isochronal segments in this one cell. Two choices are
possible when we connect two pairs of neighboring points to form the two isochronal 
segments. In practice, we always connect points on AB and BC to form the first segment 
and connect points on CD and DA to form the second segment.
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vi) Traveltimes on all four grids are equal to the specific time. In this case, vve 
assume that all four sides of the cell are the current isochronal segments.
One merit of the isochronal approach is that only one-way ray tracing to the 
reflecting surface is required. Once the one-way time field for a particular surface point 
has been calculated on the regular grid it can be stored and combined later with the one­
way times from another point to set up the isochrons. The situation is particularly simple 
for the case of coincident source and receiver when the total time field is just twice that 
for one way travel.
Once the isochrons have been constructed, the weight function is to be evaluated 
by integrating along the contour. For a finely sampled surface we can treat the integrand 
on the segment of the isochron in each surface element as uniform. For each element we 
need to construct the local reflection coefficient, the angular effect of the incoming and 
outgoing waves with respect to the local normal to the surface and the local speed of 
advance of the isochron across the surface.
Another advantage of the isochronal approach is that the precise form of surface 
interpolation becomes less critical than for the conventional Kirchhoff-Helmholtz (K-H) 
method. The isochronal method does not involve direct surface integral and the 
construction of the isochrons leads to a natural smoothing in evaluating contributionsffom 
surface segments. But the conventional K-H method has to interpolate contributionsffom 
surface segments to make smooth contribution transition? between surface segments, 
especially for large surface segments.
As an illustration of the numerical procedure, we have calculated a P-P synthetic 
seismogram section for a model of an anticline illustrated in Fig. 2.5. A horizontal 
surface lies at a depth of 15 km and the anticline has a maximum deviation of 150 m. We 
first consider the isochronal patterns for a specific source-receiver geometry (S, R in 
Fig.2.5) Fig. 2.6 shows the projection of the isochronal distribution onto a horizontal
^  4idea
Figure 2.5 An anticline model in three dimensions. A reflecting surface comprises 
three parts: two half planes separated by an anticline ridge. The planes are horizontally 
placed at a depth of 15.0 km with 0.15 km maximum perturbation for the ridge. A source 
is fired at (8, 14) and seismic waves are recorded at (16,6).
Figure 2.6 The projection of the isochronal distribution onto a horizontal surface for 
the case described in Fig. 2.5. The projections of the source and receiver are indicated by 
a star (S) and a triangle (R), respectively. The contour interval is 10 ms.
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plane with a time separation of 10 ms between contours. For this source/receiver 
geometry, the major feature is the reflection from the horizontal plane with/ circular 
isochrons about the geometric reflection point marked by a square. However, there is a 
slightly faster path by way of the anticline marked by the solid triangle. The isochrons in 
this region are elongated along the axis of the anticline and give rise to diffracted arrivals. 
About 40 ms after the main reflection, diffractions arrive from the transition zone between 
the ridge and the plane. In Fig. 2.5 this zone is indicated by the diamond and open 
triangle and corresponds to a saddle in the surface of total travel time.
The relative significance of the various arrivals can be roughly judged from the 
separation of the isochrons, since the weight function Q depends on the speed of advance 
of the isochrons. The actual contributions to Q depend on the surface reflectivity and the 
geometry.
Fig. 2.7 displays the synthetic seismograms generated from the isochronal pattem 
in Fig. 2.6. From left to right we display the source wavelet ( asymmetric Gaussian), its 
first derivative, the weight function Q3 for a P wave source at S received by a vertical 
component geophone at R in Fig. 2.5, and the final seismograms generated by the 
convolution of the weight function with the first derivative of the source wavelet. The 
features of the seismogram are annotated with the markers used to denote the features on 
the isochronal plot (Fig. 2.6). The primary reflection from the plane associated with the 
main step in the weight function (solid square) has the form of the original wavelet. The 
diffracted phases from the ridge indicated by the triangles and diamond arise from cuspate 
features in time on the weight function and so have waveforms close to the Hilbert 
transform of the source wavelet (Burridge 1963).
The need for three-dimensional modelling is clearly illustrated by this simple case. 
The source-receiver line is inclined at 45 degrees to the axis of the anticline. However, 
the isochronal features from the ridge (Fig. 2.6) follow closely the geometry of the basic
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Figure 2.7 The process of synthesizing seismograms for the model shown in Fig. 2.5. 
From the left to the right, the first curve is a Gaussian wavelet, the second one is the first- 
order derivative of the wavelet, the third one is the weight function and the last one is the 
synthetic seismograms, the convolution of the derivative with the weight function.
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model. Therefore, 2-D modelling which would assume that the reflection features follow 
the shot-receiver line would not give a correct result.
The weight function only varies rapidly around stationary points on the traveltime 
surface, and so fine steps in time are only needed in those stationary areas. Coarse steps 
can be taken in other areas, which saves a lot of computational effort. The accuracy of 
the synthetics depends mainly on the time sampling rate and the surface parameterization. 
To achieve high efficiency and high accuracy, the time sampling rate must be linked to the 
spatial sampling rate. A high spatial sampling rate gives an accurate representation of the 
isochronal distribution, and a high time sampling rate gives a fine sampling of the 
surface. The accuracy of the result will depend on the smaller sampling rate either in time 
or in space. For our model, we find that a spatial sampling of 0.2 km and a time 
sampling of 1 ms are a reasonably good choice.
The Fresnel zone, following Sheriff (1980), can be defined as an annular area 
bounded by two isochrons with a time difference of half the dominant period of the 
waveform. The first Fresnel zone is the area bounded by an isochron with a time 
difference of half a period from the centre of the isochron. The energy from a Fresnel 
zone will add constructively to produce reflections. For the above case, the first Fresnel 
zone is a square-like area on the ridge with a length of about 2.0 km and a width of about 
0.4 km. As can be seen, reflected energy does not necessarily come from only the first 
Fresnel zone. Significant contributions can come from the second and even higher order 
Fresnel zone (e.g. reflections from the northern part of the plane marked by a square in 
Fig. 2.6)
Fig. 2.8 illustrates a seismic reflection profile for vertical component geophones 
with coincident shots and receivers along a line extending between R and S. The first 
trace is for a shot point at R and trace 41 corresponds to a shot point at S. The main 
phases are indicated by symbols whose meanings match the usage of Fig. 2.6. The most 
prominent feature is the reflection from the horizontal surface to the north of the ridge
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Figure 2.8 Synthetic seismograms for the model shown in Fig. 2.5. Each source is 
coincident with its corresponding receiver. The First source/receiver pair is located at R 
(8, 14) and the last pair at S (16, 6). Other pairs are evenly distributed along the line 
between R and S.
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(marked by a solid square). The reflection is truncated at the ridge and grades 
horizontally into a diffraction marked by the solid diamond. A stronger diffraction of 
opposite polarity follows the reflections arising once again from the abrupt change of the 
reflecting surface at the ridge. The diffractions from the northern flank of the ridge are 
mirrored by equivalent arrivals from the southern flank marked by the open diamond. 
Over much of the section the first arrival comes from the crest of the anticline (which lies 
beneath shot point 6). This arrival approximates a diffraction curve for a line diffractor at 
the crest.
In illustrating the method we have assumed a single layer model. In reality, 
especially in exploration seismology, we need to be able to consider multiple reflecting 
surfaces. For a multi-layered model we are able to use the method directly for reflections 
from surfaces, for which the incident wave and Green's tensor can be adequately 
described by a ray approximation. Each reflected phase must be dealt with separately but 
both surface and internal multiples can be considered within this scheme. Even if the ray 
approximation for the incident wave or Green's tensor components breaks down it is 
usually possible to choose an intermediate control surface (Haddon and Buchen 1981, 
Frazer and Sen 1985) to alleviate the problem. However, before introducing any 
intermediate surfaces we must recall that the computation cost increases rapidly with the 
number of control surfaces. Thus, if a problem can be treated with a single isochronal 
surface, this will be the most efficient approach.
2.4.2 Calculation of reflection seismograms from a thin scatterer
Comparing (2.40) and (2.44), we find that the expressions for reflections from 
thin scatterers and subsurfaces have similar structures. Indeed, the numerical 
implementation procedure for each of them is essentially the same, i.e. line contour 
integrals along isochrons are first evaluated to give a weight function, and then the first 
derivative (for subsurfaces) or the second derivative (for scatterers) of a chosen wavelet 
is convolved with the weight function. The difference between the evaluations of the
Figure 2.9 An ellipsoidal thin scatterer model in three dimensions. The main axes of 
the scatterer are 0.050 (vertical), 0.200 (east-west) and 1.000 (north-south) km with its 
centre located at (1.0, 1.0, 15.0). A shot is fired at the origin and two receiver lines are 
laid out along lines A (north-south) and B (east-west) on the ground. The line A starts at 
(0.0, -1.0) with a receiver spacing of 0.2 km and the line B starts at (-1.0, 0.0) with a 
receiver spacing of 0.2 km as well. Both receiver spreads are 6.0 km long (Each line has 
31 receivers).
Isochronal Modelling Technique 2.28
weight function F for a scatterer and Q for a reflecting surface lies in the form of the 
integrand with heterogeneity terms replacing reflection terms.
Fig. 2.9 shows an ellipsoidal thin scatterer model in three dimensions. The three 
main axes of the scatterer are 0.050 (vertical), 0.200 (north-south) and 1.000 km (east- 
west) with its centre located at (1.0,1.0) underneath the ground with a depth of 15.0 km. 
A shot is fired at (0.0,0.0) on the ground and two lines of receivers are laid along the 
north-south (line A) and east-west (line B) axes on the ground, respectively. The 
receiver line A starts at (0.0,-1.0) and spacing is 0.2 km; the line B starts at (-1.0,0.0) 
and spacing is also 0.2 km. The total number of receivers on each line is 31 and the 
reflection seismograms are shown in Fig. 2.10. The upper three panels show reflections 
on the receiver line A while the bottom three panels show reflections on the receiver line 
B. From top to bottom, the first panel shows reflections from a scatterer of contrast in 
just the Lame modulus X, the second shows reflections from just the shear modulus p. 
and the third shows reflections from a pure density contrast. The parameter contrasts in 
each case represent a ten percent deviation in density and forty percent deviation in elastic 
modulus tensor from the surrounding matrix. The radiation patterns from the local 
scattering coefficients (described in 2.3.3) can not easily be observed but they can still be 
recognized by a careful examination of lines A and B. For example, it is found that 
amplitudes in a pure p. scatterer decrease more rapidly than those in a pure X  scatterer. 
The angular variations for scattering in all cases are fairly small. As can be seen, the 
radiation patterns on the line A for all scatterers are dominantly controlled by the shape of 
scatterers whereas the radiation patterns on the line B are much less influenced by the 
shape of scatterers. In the north-south direction, the scatterer is fairly long and so it 
behaves like a reflector. However, in the east-west direction, the size is small, especially 
in the area underneath the line and so it tends to behave like a point source.
From geometrical ray theory, there would be no reflections on the above two 
survey lines. 2-D modelling would not give any reflections from the scatterers. 
Therefore, a 3-D modelling approach must be taken to generate the scattered wavefield.
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Figure 2.10 Calculated seismograms reflected from the scatterer. Two-way times 
are shown on left of each seismic section. The top three sections are synthetic 
seismograms on receiver line A and the bottom three sections are synthetic seismograms 
on receiver line B. Each section shows reflections from different type of scatterers 
indicated on the top-right comer.
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For the generation of the scattered field we have used the assumption of single scattering 
via a Bom approximation. With a model consisting of a number of scattering centers, we 
would just add the contributions from each scatterer to the total synthetic seismograms. 
In this approximation, we neglect interaction between scatterers and also between 
scatterers and reflecting surfaces which would be most important when large parameter 
contrasts are involved.
Chapter 3
Modelling Seismic Reflections in 3-D Elastic Media
In Chapter 2, we have discussed the isochronal modelling technique and 
illustrated the numerical implementation procedure. In this chapter, we will first calculate 
theoretical seismograms for reflections from both a reflecting surface and a zone of 
scatterers to look at the nature of reflection from the crust-mantle boundary in three 
dimensions. Similar seismic responses are obtained for the P waves returned from an 
irregularly corrugated Moho surface and a model of the crust-mantle transition as a set of 
scatterers in the lowermost crust with mantle properties. However, the S waves 
converted by these two classes of models can be easily recognised from three component 
seismograms due to the difference between P-S scattering patterns for volume and 
surface scatterers. In particular, there will be no S energy returned for a zero offset 
acquisition system from a volume scatterer whefeas a surface scatterer would give rise to 
S energy except when waves are incident vertically on it. Unfortunately, the S wave 
energy is normally much weaker than P waves and is sometimes beyond the time 
window of the current recording system as well. Thus with current acquisition systems 
there will be inherent ambiguities in interpretations of the character of the crust mantle 
transition.
The isochronal modelling technique is used to investigate the validity of some
of the interpretations of a deep crustal reflection profile recorded to a two-way time of 20
s across the Arunta Block in central Australia. Two controversial interpretations are
examined. One is whether or not it is possible to detect reflections with a relatively short 
receiver
(4 km) spread from a deep crustal fault of moderate dip (38°). The other is how the 
crustal faults are terminated in the crustal mantle transition zone: cutting the Moho 
interface or soleing out onto the Moho interface.
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In last part of this chapter, we apply the isochronal modelling facility to study the 
validity of interpretations of several important features seen on the shallow part of deep 
seismic reflection profiles within the Amadeus Basin in central Australia.
3.1 Reflections from the crust-mantle transition
Deep seismic reflection surveys have been carried out in many parts of the world 
(see e.g. Matthews & Smith 1987) and many new problems have arisen from interpreting 
such reflection profiles which are not encountered in exploration seismology in 
sedimentary rocks. On those profiles extending to long enough reflection times to 
include reflections from the crust-mantle transition, there is often a band of reflections 
from 0.5 to 1 second long at the expected time for return from the crust-mantle boundary. 
Good examples of such features are shown in the summary by McGeary (1987) of the 
BIRPS surveys around British Isles. The individual reflections within the band are 
coherent over relatively short distances (a few km) even on stacked sections. Such short 
reflectors are difficult to reconcile with simple models of reflection from an interface. 
Strong variations in seismic parameters in the near surface zone may lead to a reduction in 
the coherence of individual reflections but cannot account for the duration of the "Moho" 
reflections.
In order to interpret such deep seismic reflections, a number of seismic modelling 
techniques have been used. The first class of techniques is based on a direct numerical 
solution of the elastodynamic wave equations which can give accurate results for the full 
wavefield but with expensive computations. Sandmeier and Wenzel (1986) have used 
the reflectivity method to generate theoretical seismograms for complex one-dimensional 
models in order to model deep reflections in Germany. This work has been extended by 
Sandmeier et al. (1987) to finite-difference studies of a two-dimensional model of 
discontinuous lamellar reflectors. However, present computational resources make it 
difficult to model reflections on a large scale by such an approach, especially in three 
dimensions. The second class of techniques based on a ray theory provides an
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asymptotic approximation to the seismic wavefield (see e.g. öerveny et al., 1977). It can 
handle three-dimensional models with a limited number of discrete interfaces. But it 
cannot in general include diffraction phenomena, and such wave propagation 
characteristics have to be introduced on an ad hoc basis (see e.g. Pajchel et al. (1988) for 
2D edge diffraction and Pedersen et al. (1989) for 3D edge diffraction).
A relatively successful approach to modelling reflections from depth is to use a 
Kirchhoff-Helmholtz approach in which the seismic wavefield is represented as an 
integral over a reflecting surface which includes diffraction effects (see e.g. Raynaud, 
1988). A different scheme in three dimensional elastic media is derived in Chapter 2. 
This new scheme uses a rather simple and efficient isochronal integral technique for a 3-D 
problem and can give an effective representation of seismic energy returned from a 
surface with a jump in seismic properties or from small thin scatterers. The seismograms 
are evaluated by convolving the time derivative of the source time function with a model 
weight function for a particular source-receiver pair. Each time point in the weight 
function is evaluated by performing a line integral around a contour of equal total travel 
time (an isochron).
In an attempt to explain the character of these reflections from the crust-mantle 
boundary, Blundell & Raynaud (1986) proposed a model consisting of a single reflecting 
surface which is periodic in the two horizontal coordinates (an 'eggbox' model — Fig. 
3.1). Theoretical seismograms were initially calculated using ray theory but subsequently 
Raynaud (1988) used a variant of the Kirchhoff method to include diffractions. The 
resulting seismograms show a substantial band of apparent reflections with a duration 
around 1 second (cf Fig. 3.5).
For comparison with later results, we illustrate the Blundell & Raynaud model in 
Fig. 3.1. The reflecting surface is two dimensionally periodic with wavelengths of 12 
km in the x-direction and 10 km in the y-direction varying about a mean depth of 26 km 
with a vertical amplitude of 1 km. The velocities above and below the reflecting surface
0Figure 3.1 The Blundell and Raynaud (1986) eggbox' model: A schematic diagram of 
two-dimensional sinusoidal reflecting surface with a mean depth of 26 km.
Figure 3.2 Horizontal projection of isochronal patterns on the reflecting surface for a 
coincident source-receiver at (20, 20). The shot-receiver location is indicated by a circle 
enclosing a star. The two-way times are schematically illustrated by the darkness of the 
isochrons. The isochrons become lighter as the two-way time increases.
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are 6.5 and 7.0 km/s respectively. The vertical-component synthetic seismograms for P- 
P reflections calculated with the isochronal method are in good agreement with those 
presented by Raynaud (1988). A merit of this procedure is that the isochrons themselves 
provide considerable insight into the nature of the reflection process. In Fig. 3.2 we 
show the projection of the isochronal pattern onto a horizontal surface with a contour 
interval of 25 ms for a coincident source-receiver at the position (20, 20) as indicated by a 
circle enclosing a star. The earliest reflection point is marked by a circle and is 
surrounded by secondary reflection points indicated by triangles which show the 
periodicity of the surface. Note that the first reflection point is well displaced from the 
source-receiver location. The seismogram at (20, 20) will include return from a 
substantial area of the reflecting surface. The enclosed contours will contribute direct 
reflections and the saddle points will give rise to diffractions. The contributions from the 
enclosed contours with an open triangle inside have 180° phase delays with comparison 
to the contributions from those with a solid triangle inside.
The character of the reflection seismograms for the eggbox model can be well 
illustrated by a record section of coincident shot-receiver pairs (simulating a CMP 
profile). In Fig. 3.5, we show a vertical component record section of P-P reflections, 
calculated using the isochronal technique, extending from (8, 32) to (32, 8) at an angle of 
45° to the x-axis with 1 km station spacing. The very complex seismograms extend over 
a band a second long, with quite rapid changes in the character of reflectors arising from 
the interference of many reflections from out of the plane of the section. Although the 
nature of the synthetics has similarities to the observed bands of reflections from the 
crust-mantle transition, it is very unlikely that such a regular periodicity would be 
sustained over any significant horizontal distance. However, the Blundell & Raynaud 
model does draw attention to the likely significance of reflections from out of the plane of 
the section.
In an attempt to construct a more realistic model for a single reflector at depth, we 
have constructed a smooth but irregular surface (Fig. 3.3). This surface was generated
0Figure 3.3 Schematic diagram for a Moho model of an irregular single smooth reflecting 
surface at a mean depth of 26 km.
Figure 3.4 Horizontal projection of isochrons - the symbols have the same meaning as in 
Fig. 3.2.
710 km
synthetic zero source receiver offset section
Figure 3.5 A with the isochronal modelling technique ranging from
(8, 32) to (32, 8) for the eggbox model.
10 km
synthetic zero source receiver offset section
Figure 3.6 A for the irregular reflecting surface model with the same
source-receiver geometry as in Fig. 3.5.
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by first constructing a 4 km mesh at a mean depth of 26 km and then applying random 
perturbations of up to 1 km at each mesh point. The smooth final configuration was then 
produced by interpolating between mesh points with bicubic splines. This process gives 
rise to a surface with a range of scales of variation. As a result, the isochronal pattem for 
coincident source and receiver at (20, 20) (Fig.3.4) shows features with a range of sizes 
rather than the regular character of Fig.3.2 for the periodic surface, with the same 
observation geometry.
In Fig. 3.6, we show a record section of vertical component synthetic 
seismograms for P-P reflections along a profile with the same geometry and 
configuration as Fig. 3.5. Now that the variation in the reflector relief is more subdued 
the structure of the seismogram section is simpler and individual events can be more 
clearly identified. The complexity of these seismograms can be increased quite 
dramatically if the underlying mesh is reduced to 2 km spacing since this generates 
steeper facets and enhances opportunities for out-of-plane scattering. This model of a 
smoothed random surface is rather versatile since the complexity varies roughly inversely 
with the size of the underlying mesh. In Section 3.2, a model of this type is shown to 
provide a good correspondence with real data from central Australia.
An alternative class of models for the lowermost crust is one in which the 
transition from crust to mantle arises from the interlamination of crustal and mantle 
materials. Sandmeier et al. (1987) have proposed both one- and two-dimensional models 
of this type with vertical scales of around 100 m and horizontal scales of hundreds of 
metres. With the scattering formulation of the isochronal approach, we are able to set up 
a three-dimensional model of a scattering zone with many scatterers distributed in a small 
interval in depth. To allow comparison with the irregular surface model we have 
constructed a model with an array of thin ellipsoidal scatterers whose depths are 
randomly perturbed from a mean level of 26 km by up to 1 km. Thirty scatterers are 
distributed horizontally within the model region on a distorted grid with up to 0.5 km 
random perturbation in the x and y directions. The scatterers are taken to be roughly
Figure 3.7 Schematic representation of scatterer model. The actual 
scatterers are ellipsoids with axes 2, 1 and 0.5 km distributed through a zone 
2 km thick with a mean depth of 26 km.
synthetic zero source receiver offset section
Figure 3.8 A section for the multi-scatterer model with the
same source-receiver geometry as in Figs 3.5 and 3.6.
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aligned with ±10° deviations in the orientations of the principal axes of the ellipsoids 
(Fig. 3.7).
The record section of vertical component P-P reflection synthetic seismograms for 
a profile along the same line as in Figs 3.5 and 3.6 is shown in Fig. 3.8. With the three 
principal axes of scatterers chosen as 2.0, 1.0 and 0.3 km, there is a very strong 
resemblance between the record section from the scatterers, which will comprise 
principally diffractions and the reflections from an irregular surface of comparable scale 
lengths. Multiple scattering effects which we have not included would tend to enhance 
the complexity of the later parts of the records.
Thus, it is difficult to resolve these two classes of three-dimensional models using 
only the vertical component of P wave reflections. To further investigate this problem, 
we have calculated three-component P-P and P-S synthetic seismograms for these two 
classes of models. The horizontal components of the P-P synthetic seismograms for the 
two classes of models show similar character to the vertical component. Therefore, the 
resolution between these two classes of models can not easily be achieved by using P-P 
reflections. However, P-S reflections from these two classes of models show substantial 
differences. For a zero-offset acquisition system, there will be no reflections at all for 
volume scatterer models but a certain amount of P-S energy is still returned from surface 
scatterer models (cf. Figs 3.9 and 3.10). In a shot-gather case, three-component 
reflections from the two classes of models can also be recognized because the P-S wave 
radiation patterns for a volume scatterer and a surface scatterer have great differences (see 
Section 2.3.3). For a zero offset source-receiver configuration, the P-S reflection 
coefficient is zero at specular reflection points, and therefore the weight function for P-S 
reflections would be a ramp function instead of a step function for P-P reflections. For a 
non-zero offset source-receiver configuration, the weight function for P-S reflections 
would be a step function plus a ramp function, and an obvious P-S reflection pulse can 
be observed at the expected two-way time of P-S reflections. This phenomenon is clearly 
demonstrated by the shot-gather synthetic seismograms for the irregular surface in Fig.
Figure 3.9 3-component shot-gather synthetic seismograms for the 
irregular surface model. A star (*) denotes the shot position and the 
receiver spacing is 1 km. (A) X-component; (B) Y-component and (C) 
Z-component.
Figure 3.10 3-component shot-gather synthetic seismograms for 
scatterer model. A star (*) denotes the shot position and the receiver 
spacing is 1 km. (A) X-component; (B) Y-component and (C) Z- 
component.
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3.9 [Note that z-component seismograms in Fig. 3.9C are amplified ten times compared 
with the other two component seismograms]. The amplitude of reflections near the 
source is close to zero and increases with the increase of separation between source and 
receiver. Fig. 3.10 shows a shot-gather section of synthetic seismograms for P-S 
reflections from the volume scatterer model in Fig. 3.7. The behaviour of the amplitude 
with offset is similar to P-S reflections from the irregular surface but the actual 
seismograms are quite different. Comparing y-component seismograms from these two 
classes of models, we can note that the earliest arrivals from the irregular surface are 
often smaller than later phases because initial energy is returned from the area very close 
to the source-receiver line and the transverse component of P-S radiation is very small (cf 
Fig. 2.3). But there is no such phenomenon in the reflection seismograms from the 
volume scatterer model.
Although the P-S reflections from the two classes of models (irregular surface 
model and volume scatterer model) behave quite differently, in practice, we may still not 
be able to resolve these two classes of models for two reasons. First, the P-S reflections 
are much weaker than the P-P reflections (normally 1-3 orders of magnitude with a 
spread of a few kilometres for deep seismic soundings). Therefore, it is difficult to 
recognise the P-S reflections. Furthermore, when the data is acquired at sea, any S wave 
reflections are only observed after multiple conversion. For example, the simplest path 
of wave propagation would involve two wave interactions at the ocean bottom, and 
reflection in the oceanic crust. Second, the P-S reflections from the Moho usually arrive 
several seconds later than the P-P reflections. If the Moho transition zone is deep 
enough, the P-S reflections may not be within the standard recording
time interval.
In conclusion, these two classes of three-dimensional models have very different 
character and petrological implications but cannot easily be resolved with conventional 
deep reflection techniques. In each case the major contributions arise from out of the 
plane of the record section and so even two-dimensional interpretation would give a
Modeling Seismic Reflections 3.8
highly misleading result. This problem may only be solved by a three-component and 
three-dimensional acquisition system.
3.2 Modelling reflections from the deep crust in central Australia 
3.2.1 Introduction
During the later half of 1985, the Bureau of Mineral Resources recorded some 
500 km of near-vertical incidence deep seismic reflection data in central Australia (Goleby 
et al., 1988) (Fig. 3.11). As can be expected, many problems were encountered during 
the interpretation process. In this section, we focus on some major interpretational 
problems across the Arunta Block in central Australia. This region consists of exposed 
Proterozoic crust that is mainly metamorphosed sedimentary and igneous rocks, and has 
been subdivided into three tectonic provinces (Northern, Central and Southern), each 
identified by its own history of deformation and metamorphism (Shaw et al., 1984). The 
Redbank Thrust Zone consists of a sequence of parallel crustal faults and each of them is 
a narrow easterly-trending region of an anastomozing mylonites that form a 1-2 km wide 
zone of complex deformation that dips northwards at about 38°. This zone separates the 
predominantly granulite facies terrane (lower crustal material) of the Central Arunta 
Province from the amphibolite facies Southern Arunta Province. The Redbank Thrust 
Zone is an ancient crustal suture that was formed in the Middle to Late Proterozoic by 
coalescing of microcontinental blocks not separated by oceanic crust and reactivated 
during the Alice Springs Orogeny (300-400 Ma). This reactivation resulted in the Arunta 
Block being thrust upwards and southwards towards the Late Proterozoic to Palaeozoic 
Amadeus Basin.
3.2.2. Modelling reflections from the Redbank Thrust Zone
Fig. 3.12 is a migrated line drawing representation of the deep seismic data from 
line LI across the Arunta Block. The migration procedure generates a depth section 
based on selected line segments from stacked sections. Superimposed on the apparent
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Figure 3.11 Location map of central Australia showing the position of the deep seismic 
reflection line (LI) in relation to the major geological features of the region.
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reflections is the interpretation proposed by Goleby et al. (1990), in which a number of 
major faults are traced from near the surface down to the neighbourhood of the inferred 
Moho. The most significant (indicated by RDZ in Fig. 3.12) correlates well with the 
surface outcrop of the Redbank Thrust Zone. Another major thrust fault, the Ormiston 
Nappe Thrust Zone (ONTZ, Fig. 3.12), can also be seen on the section. These and all 
the other crustal faults appear to be planar. In detail this zone is composed of a series of 
reflectors, dipping northward at about 38°, which extend down to at least 35 km depth.
An expanded seismic section over the Redbank Thrust Zone is shown in Fig 3.13 
down to 5 s two way time. This section is a CMP stack with some coherency 
enhancement and only spherical divergence correction; it therefore approximates a true 
amplitude section. We see the Redbank feature as the band of reflections extending from 
1.5 s at the left to 4.0 s at the right. The individual reflections in the assemblage vary 
considerably in strength and continuity across the section with a typical correlation 
distance of approximately 2 km. A similar character of reflection is seen for most of the 
other planar faults (Fig. 3.12).
The interpretation of these planar dipping reflections (Fig. 3.13) depends on 
whether they are true reflections from the Redbank Thrust Zone or they are some form of 
reflected-refractions. If they are reflections from the fault surface, we can then map the 
dip, depth and form of the fault. Therefore, we wish to know if it is possible to record 
reflections from a moderately dipping fault zone like the Redbank Thrust Zone with a 
relatively short 4 km field spread.
We have investigated the nature of the dipping reflectors with a sequence of dipping 
fault plane models. The first model (A) used for the Redbank Thrust Zone is a single 
reflecting surface with a northerly dip of 38°. The surface has a constant reflectivity of 
0.09 (constant elastic moduli) along the length of the fault surface. The reflectivity is 
generated by a 30% contrast in the elastic moduli and a 10% contrast in the density 
which are equivalent to a P wave velocity of 6.8 km/s for the upper medium of the fault
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Figure 3.13 Portions of unmigrated CMP stack on line LI. The series of prominent 
dipping reflectors from 1.5 s at the left of the section to 4.0 s at the right is interpreted as 
arising from the Redbank Deformed Zone. Location of this section is indicated by 
Redbank Deformed Zone in Fig. 3.12.
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(i.e. granulites of the Central Arunta Province) and 6.3 km/s for the lower medium (i.e. 
my Ionites of the Redbank Thrust Zone). However, as the observed reflections are not 
continuous, and the mylonites comprising the Redbank Thrust Zone at the surface are 
known to have variable physical properties, we have also considered an alternative model 
(B) in which the reflectivity of the fault surface varies with position due to varying elastic 
moduli. For simplicity, this new model consists of bands 2.5 km wide with the 
normal incidence reflection coefficients across the fault alternating between zero and 0.09 
depending on position on the fault plane.
At the surface along BMR line LI, the my Ionite zones are mostly within gneisses 
which may be of higher metamorphic grade to the north. The inference from the surface 
geology, therefore, is that at shallow depths the impedance contrasts between mylonites 
and surrounding rock types are very small. The justification for using higher impedance 
contrasts here is that more mafic material in the hanging wall of the fault zone is required 
to adequately explain the gravity anomalies (Goleby et al., 1989) and that the mafic 
granulites to the west of the seismic profile are more abundant at the surface from Mount 
Chappie east to Mount Hay. These mafic granulites are therefore believed to form much 
of the boundary region between the Southern and Central Arunta Provinces at 
considerable depths. The velocities used for granulites and mylonites are 6.8 and 6.3 
km/s respectively which were obtained from laboratory measurements by Shaw (1987).
Reflected wavefields were constructed for common-shot gathers with a split spread 
configuration (maximum offset 2 km) to match the field layout used in the central 
Australian seismic survey. Also, in order to simulate CMP stacked data, we have 
constructed sections with a profile of coincident shots and receivers both normal and 
oblique to the strike of the fault zone. The spreads were positioned at different 
orientations to the fault surface to investigate the possible changes of the seismic 
response with different apparent dips.
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The two panels of Fig. 3.14 show the calculated P-P reflection seismograms 
(vertical component) for a shot at 12 km from the surface outcrop of the fault plane 
recorded on a split spread profile with 100 m receiver spacing for the two different fault 
models. The upper panel (A) is for a fault plane with constant reflectivity of 0.09, and a 
dip of 38°. There is a clear reflection right across the spread with little normal moveout 
because of a substantial travel path in a 'high-velocity material (6.8 km/s). The amplitude 
decreases from left to right because of the effect of geometrical spreading on longer paths 
to the fault, the shallower angle of incidence on the surface at the outer receivers giving a 
smaller vertical component of motion, and the emergence angle changing from nearly 
vertical at the left half spread with some kind of up-dip focussing to a large angle to the 
vertical at the right half spread with some kind of down-dip defocussing. In the lower 
panel of Fig. 3.14, the single fault plane has been replaced by model (B) with alternating 
bands of reflectivity. There is still a significant reflection from the fault surface but there 
is a much larger amplitude change across the spread. At 0 km we have a true reflection 
from one of the reflective segments in this fault plane model. This reflection grades 
laterally into a diffraction that originates from the edge of the reflective segment. From 
the field data, this kind of reflection-diffraction transition can also be seen for the 
reflectors within the fault zone suggesting that the varying physical properties seen at the 
ground surface continue with depth. Over a number of such shot gathers, the correlation 
length of the main reflection energy was about 3 km, which is in general agreement with 
the observations.
Similar behaviour is found for calculations with coincident shots and receivers. In 
Fig. 3.15 we show the vertical component P-P reflection seismograms for a spread 
normal to the strike of the Redbank Thrust Zone starting 6 km from the outcrop, with a 
spacing between shots of 300 m. The upper panel shows reflections for model (A) with 
a single sheet fault with a dip of 38° and a constant reflectivity of 0.09. Once again, 
there is a strong reflection extending across the section: the decrease of amplitude from 
left to right is only due to geometrical spreading. In the lower panel of Fig. 3.15 the
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Figure 3.15 Simulated CMP profile normal to the strike of the Redbank fault model, 
the shots start 6 km from the outcrop with a spacing of 300 m. Two cases are illustrated. 
5A shows the model of a simple fault surface with a constant reflectivity of 0.09 whilst in 
5B the alternating reflective and non-reflective bands model is shown for comparison.
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single sheet is replaced by the model (B) with bands of reflectivity. The reflection 
amplitude is modulated by the reflectivity in the neighbourhood of the reflection point and 
the zones of reflection are extended by diffraction. Thus although the model has 
reflective and non-reflective bands of equal width (with a surface projection of 2 km) the 
reflective segments appear to be about 3.6 km long and the non-reflective zones about 
2.7 km long. For spreads which are not perpendicular to the strike of the fault plane, the 
general appearance of the seismograms is similar; the apparent velocity and the length of 
reflection segments increase as the line moves away from the normal to the fault.
From the above calculations, the first, and most important result of the modelling is 
that a fault surface with significant dip, such as the Redbank Thrust Zone, is able to 
produce reflected energy across a spread with a similar geometry to the field 
arrangement. The pattem of reflected energy decreases in apparent dip when the profile 
is oblique to the strike of the fault but retains its character. These results suggest that 
features in Fig. 3.12 which have been interpreted as arising from the Redbank Thrust 
Zone are probable fault-plane reflections. This conclusion can be supported by 
calculation for fault models which are truncated close to the surface (small impedance 
contrasts along the fault plane at shallow depths): In these cases, in addition to the true 
reflections, we get reflected-refracted phases from the edge with very slow apparent 
velocity and very different behaviour from the reflections.
We have also been able to begin to match the observed character of the Redbank 
Thrust Zone with our model of varying reflectivity along the fault zones. It would 
therefore appear that the variability of the mylonites seen at the surface extends in depth. 
The detailed behaviour of the reflections seen in Fig. 3.13 could be matched with a 
multiple sheet model for the fault zone. Thus, the Redbank Thrust Zone has been imaged 
down to 35 km, well into the lower crust, and is very close to planar. At the southern 
end the most satisfactory interpretation is that the Northern and Central Provinces of the 
Arunta Block have been upthrust along the Redbank Thrust Zone over the Southern 
Province (Goleby et al., 1989).
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3.2.3 Modelling reflections from the crust-mantle transition beneath the 
Northern Arunta Block
From the seismic section, at the expected time range from the Moho transition, we 
can see a band of short reflections beneath the Northern Arunta Province (Fig. 3.16). 
This band of reflections may suggest that the Moho is not a simple surface, but is seen as 
a complex interaction of reflections and diffractions. Above the Moho we have a 
sequence of nearly planar faults extending through much of the crust (Fig. 3.12), but the 
reflection section does not allow us to determine directly how these faults continue to the 
crust-mantle interface. One possibility is based on a domino-block model in which the 
faults extend right to the Moho and offset it to create a 'saw tooth* Moho surface. On the 
other hand, the faults may become listric in the last few kilometres above the Moho and 
create an undulating Moho surface.
In order to model the block fault situation we have constructed the line profile 
shown in Fig. 3.17A from the line drawings and then extended it out of the plane of the 
figure to create a three dimensional model. We have considered a synthetic profile 
oblique to the strike of the faults (75°) using coincident shots and receivers, and a 
spacing of 830 m in order to cover a number of faulted segments. The effect of the large 
facets is to give clear reflected segments with significant apparent dip and noticeable 
diffractions, but the correspondence with the observed data is not strong.
For the alternative model of the crustal situation, we would have a sequence of 
approximately parallel faults with uneven separations grading listrically into the crust- 
mantle transition and thereby creating irregular topography on the Moho. Thus, a band 
of reflectors can be generated by out-of-plane reflections from the Moho topography as 
discussed in section 3.1.
Considering reflection patterns in Fig. 3.16, we have constructed a reflecting 
surface by generating a 2 km grid in x and y; each grid point is then perturbed away from
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Figure 3.16 Unmigrated CMP stack section for the crust-mantle transition zone 
beneath the Northern Arunta Province. Location of this section is indicated by Crust- 
Mantle Transition in Fig. 3.12.
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Figure 3.17 The upper panel is a 2-D Moho model consistent with both a 'domino' 
blocks model and the migrated seismic data set. The lower panel shows the calculated 
reflection seismograms for an oblique profile at 75° to the strike of the faults.
/A 0  km 5 10 15 20
Moho Model B
Moho Model B
0 10 20 km
10.3
Synthetic Seismograms
Figure 3.18 The panel schematically shows a randomly perturbed Moho model which 
has a mean depth of 30.30 km and a perturbation of ± 250 m. The middle panel is a cross 
section through the model coincident with the spread. The lower panel shows the 
calculated reflection seismograms.
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a mean depth of 30.3 km with a random perturbation drawn from a unifomi distribution 
on (-250, 250)m. The resulting mesh is shown in Fig. 3.18A, and a smooth reflector 
surface was constructed by two-dimensional spline interpolation between the mesh 
points. Vertical component P-P reflection seismograms were then constructed along a 
profile at 20° to the x axis. The location of this profile is indicated in Fig. 3.18A (S-S'), 
and the cross section of the Moho surface along the seismic line is shown in Fig. 3.18B. 
The theoretical seismograms for the undulating Moho with coincident shots and receivers 
at a regular 270 m spacing are shown in Fig. 3.18C. These seismograms are complex 
with the majority of the features arising from 'side-swipe', reflections and diffractions 
coming from out of the vertical plane through the seismic line. The character of the 
calculated seismograms closely resembles that of the observed Moho feature in the 
Northern Arunta Province even though it has not been constructed to match any particular 
data set (cf. Fig. 3.16).
These results suggest that the Moho discontinuity under the Arunta Block is likely 
to be a complex three-dimensional surface with low relief rather than a 'saw-tooth' 
surface created by stacked fault blocks. The calculations therefore would support a 
model where the crustal faults sole out on the crust-mantle transition zone and influence 
its topography.
3.3 Modelling reflections from sedimentary basins in central Australia
In the section above, we have seen that the isochronal modelling technique proved 
to be a very suitable means of testing the validity of the interpretation of some of the deep 
structures seen on the seismic reflection data in central Australia. Now we employ the 
same technique to investigate the nature of reflected energy from particular fault 
geometries identified in the shallow seismic reflection profile collected within the 
Amadeus Basin and also to investigate possible structures to explain the seismic 
responses observed at the base of the Amadeus Basin sequence.
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3.3.1 Reflections from  basin faults
The seismic data indicate that faults identified on the seismic section fall into two 
classes, deep planar faults or shallow listric faults. The Redbank Thrust Zone (Fig. 
3.11) is an excellent example of a deep planar fault as discussed in last section, others 
include faults within the deformed region of the northern margin of the Amadeus and 
Ngalia Basin and within the southern region of the Amadeus Basin (Wright et al. 1990; 
Shaw et al. 1990). The second class of faults are restricted to the central and southern 
regions of the Amadeus Basin. The seismic reflection data from the Amadeus Basin have 
suggested that the Gardiner Fault (Fig. 3.11), a major fault within the central Amadeus 
Basin, is a shallow listric fault, soleing out at or near the base of the Amadeus Basin 
sediments (Wright et al. 1990). Surface mapping has shown that the Gardiner Fault is an 
almost vertical fault with over 3 km of throw. It has resulted in the upturning of the 
Amadeus Basin rocks and thrusting of these rocks against horizontal Amadeus Basin 
rocks to the north (Fig. 3.19). Here, we use the isochronal modelling technique to 
investigate the seismic response of a single unit of sediment thrust against a sequence of 
rapidly varying sediments and to verify the interpretation for the Gardiner Fault.
The most prominent feature of the seismic data is a series of continuous strong 
reflections from CMP 11900 to CMP 12100 at a two-way time of about 2.2 s which 
gradually disappear beyond CMP 12100. Shallow reflections show the sedimentary 
sequence beginning to curve upwards (CMP 12150 between 0.5 and 1.5 s). A thick 
sequence of subhorizontal reflections is observed between the northern end of the section 
and CMP 12270. A simplified interpretation is shown in Fig. 3.19, based on a 
knowledge of field geology. The prominent structural feature is the shape of the 
Gardiner Fault.
The model used for the Gardiner Fault is a single-sheet surface with position- 
dependent reflectivities which are consistent with the geological interpretation. The upper 
unit is hard sandstone and is assigned a velocity and density consistent with the lithology
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(Fig. 3.20a). The sequence of subhorizontal reflectors are also assigned realistic velocity 
and density values based on the changing lithology of the Amadeus Basin sequence (Fig. 
3.20a). The surface dips southerly from slightly less than 90° at the outcrop (marked as 
GF in Fig. 3.19) to horizontal at depth as shown in Fig. 3.20a. The shape of this fault 
was taken from the seismic section (Fig. 3.19). Fig. 3.20b shows the 3D seismic 
response from the interpreted model (Fig. 3.20a), simulating CMP stacked data, obtained 
using coincident shots and receivers normal to the strike of the fault with a spacing of 340 
m and a distance of 2.5 km between the outcrop and the right-most S/R position.
The 3D synthetic seismograms show that it is possible to image a listric fault over 
the entire shape of the fault. However, noticeable differences can also be observed 
between the field data and the calculated data, especially near the outcrop of the fault. 
There is no clear reflection on the observed section near the surface outcrop of the fault 
whereas strong reflections can be observed in the calculated section, despite the use of 
variable reflectivities (0.0 - 0.1) for this Dart o f  the fault surface. These differences can
produced
be explained as either errors in the modelAby incorrect estimation of reflectivities along the 
fault or geological reasons. The variation in reflectivity used is 0.00 to 0.10, a range 
consistent with our geological information (velocity range from 4.5 to 5.5 km/s, Wright 
et al. 1990). It is therefore more likely that the differences indicate that a simple listric 
surface for the Gardiner Fault is not correct. The fault may be a wider fractured zone and 
diffractions from many small fractured reflectors overshadow reflections from the fault 
surface, or the fault surface itself may be segmented into many small pieces and 
reflections from each segment interfere destructively. Furthermore, the reflections along 
the interpreted fault at depth also vary with position. This could be caused by variation of 
the impedance contrast along the fault. A more realistic model would be a listric fault 
zone with a variable reflectivity along the whole fault.
The modelling shows that reflections are capable of being recorded from the entire 
length of the fault surface over dips ranging from vertical to horizontal.
Gardiner Fault Model
(b)
Figure 3.20 (a) Gardiner Fault (GF) model; (b) Coincident shot/receiver synthetic
seismograms for the GF model.
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3.3.2 Reflections from base of Amadeus Basin sequence
Geological models for the formation of the Amadeus Basin (Shaw, 1987; Lindsay 
and Korsh, 1989) suggest that the basin began during a period of extension. However, 
there appears to be little direct geological evidence to support this extensional beginning. 
The geometry of the basin-basement contact may help to provide evidence as to the type 
of initial deformation. If an initial extensional phase is correct, extensional structures 
would be present at the base of the Amadeus Basin sequence and therefore may be 
evident on the seismic reflection section. Alternatively, if the seismic results are 
consistent with markedly different basement structures, this would necessitate a 
reevaluation of the mechanism of formation of the Amadeus Basin.
The seismic reflection profile across the Amadeus Basin as shown in Fig. 3.21 
shows a thick series of continuous reflections dipping to the north. The lowest unit of 
the Amadeus Basin clearly identified is the top of the Bitter Springs Formation (Fig. 
3.21), a formation containing salt. The Heavitree Quartzite is the basal unit of the 
Amadeus Basin, and immediately underlies the Bitter Springs Formation. The position 
of the base unit has been identified using estimated formation thickness. Below this is a 
band of complex reflections and diffractions between 3.5 s and 5.0 s two-way time, with 
little indication of original basement structure.
Two plausible end-member basement contact surfaces were modelled, one 
containing a series of small graben structures (Fig. 3.22a) appropriate for an uneroded 
extensional regime and the other as an irregular basement surface (see Fig. 3.23a) 
appropriate for either an eroded surface or non-extensional regime (compressional or 
thermal).
The small graben structures were generated by connecting the apexes of diffraction 
events identified in the observed seismic section with straight lines (cf Fig. 3.22a). This 
gives a total variation in surface topography of about 800 m, perhaps rather large but
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consistent with topography seen today. The 2D graben structure in Fig. 3.22a is 
extended into the third dimension. Fig 3.22b shows the vertical component synthetic 
seismograms calculated perpendicular to the strike of the graben structures. Although 
many diffraction and reflection branches can be easily identified in the simulated section 
with some similarity in character to the observed events, it is hard to believe that the 
geology supports such a regular graben model.
The irregular basement surface was produced by generating a 1.5 km grid in x and 
y. Each grid point is then perturbed away from a mean depth of 10 km with a random 
perturbation drawn from a uniform distribution on -200 m to 200 m (total variation of 
400 m), and a smooth reflector surface was constructed by two-dimensional spline 
interpolation between the mesh points (Fig. 3.23a). Vertical component reflection 
seismograms were then constructed along a line in the middle of the model parallel to the 
x axis. The 3D theoretical seismograms for this irregular basement contact with 
coincident shots and receivers at a regular 200 m spacing (Fig. 3.23b) are complex with 
the majority of the features arising from 'side-swipe', reflections and diffractions coming 
from out of the vertical plane through the seismic line.
The character of the calculated seismograms produced by an irregular reflecting 
surface better resembles that of the observed basal Amadeus Basin features. These 
results suggest that the basement surface beneath the Amadeus Basins is likely to be a 
complex three-dimensional surface rather than a simple graben structure.
These two models are end-members in a series of models. An extensional model 
cannot be ruled out as an episode of weathering would round the edges of the horsts and 
produce infill of the graben, creating a form of irregular surface.
This type of modelling is extremely important in being able to decifer basement- 
basin contacts, and in so doing provide valuable evidence on the possible basin forming 
mechanism. In central Australia, we can say that the basement structures are not pure 
horst-graben or pull-apart structures. Further modelling in conjunction with detailed
Graben Model
(a)
Synthetic Seismograms
(b)
Figure 3.22 (a) 2D model of graben structures interpreted directly from the seismic section 
in Fig. 3.21; (b) Coincident shot/receiver synthetic seismograms for the 2D model shown in 
Fig. 3.22a.
TW
TT
 (
s)
0 km 15
Synthetic Seismograms
Figure 3.23 (a) 3D irregular surface model; (b) Coincident shot/receiver synthetic
seismograms for the irregular surface.
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geological input may be able to distinguish between eroded structures and irregular 
surfaces.
Chapter 4
Inverse Problems in Reflection Seismology
The aim of a geophysical inverse problem is to find an optimal geophysical 
model, representing a portion of the real earth or a complete one, to reduce the data misfit 
(the discrepancy between observed data and predicted data) under certain constraints. In 
most cases, such constrained problems can be recast into unconstrained problems in a 
statistical sense by transforming the constraints into a penalty (regularization) term 
incorporated with the data misfit. But the problem of how to quantitatively incorporate 
different types of information still remains. Conventional methods assume that the 
relative importance of the observed data and the a priori information is known and 
represented by their individual covariance matrices. When the data misfit functional and 
the regularization functional have the same physical units, they are directly comparable 
and thus the relative importance may be easily determined by this simple conventional 
approach. When the physical units of the two functionals are different, direct comparison 
between them is often difficult and the relative importance becomes problematic, in 
particular when the a priori information is expressed in terms of model properties such as 
smoothness. Constable, Parker and Constable (1987, hereafter called CPC) attempted to 
solve this problem by a variant of the Lagrange method in which they allow the relative 
importance of the observed data and the a priori information to vary with iterations. As 
can be seen, however, this approach has the same basis as conventional methods and 
only changes the path along which the final solution is obtained from the starting model. 
To make full use of these two types of information, i.e. the observed information and the 
a priori information, a fundamental change in the way of combining them is needed and 
the obvious criterion is to make them directly comparable. This can be solved by 
representing all the information in normalized probability functions and finding the 
maximum of their joint likelihood function. By doing so, Akaike (1980) has been able to 
develop the Akaike Bayesian Information Criterion in which the relative importance is so 
determined that the a posteriori likelihood of the model estimation could be maximized.
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In the first section of this chapter, we try to review these three approaches and make a 
choice for later inversions.
Currently, seismic inversions can be categorized into two classes. The first uses 
the delay times of seismic phases to infer the structure of the earth. Seismic traveltime 
tomographic inversions (see e.g. Williamson 1986, Sambridge 1988) are typical 
representatives of this class of inversion. The second class of inversion employs the full 
seismic waveform data to extract the earth structure. Many examples are available in 
literature such as Woodhouse and Dziewonski (1984), Tarantola (1987) and Mora 
(1987). Generally, seismic inverse problems can be formulated in many ways depending 
on the type of observed data. The choice of observed data type determines the 
characteristics of the data misfit functional and in turn the characteristics of data misfit 
functional determine how much information can be recovered from the observed data. 
For example, Cary & Chapman (1988) have demonstrated that waveforms provide more 
information than traveltime alone by analyzing the characteristics of data misfits in 
synthetics and this problem will be further discussed in Section 4.2.
Seismic inverse problems, viewed as a class of optimization problems, can be 
handled in many ways depending on the characteristics of the objective functional. Most 
inverse problems are divided into many subproblems, which are linearizable, and solved 
by linear techniques. Therefore, a detailed study of linear inverse problem is a pre­
requisite for non-linear inversions. We include this well-known linear analysis for the 
sake of completeness; it has been treated with great care, for instance, in Tarantola (1987) 
and Menke (1989). The conventional implementation of optimization methods such as 
descent-type methods and Newton's methods, seems to be either inefficient or unpractical 
compared with recently developed strategies (e.g. row-action SIRT and CG subspace 
methods) when they are used to deal with a large-scale inverse problems. The descent- 
type algorithms search for the minimum only along one direction at each iteration whereas 
the Newton's method searches for the minimum along N (the dimension of discretized 
model) directions at each iteration. The descent-type algorithms are too conservative and
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so they are very inefficient. For an inversion with multi-class parameters, there is a 
tendency that the solution may have an in-built bias due to the choice of physical units of 
parameters. Newton's methods involve the inverse of a large scale matrix, i.e. the 
Hessian matrix, and such an inverse is firstly almost unpractical and secondly often non­
existent due to the ill-conditionedness of the Hessian. A natural compromise leads us to 
consider a subspace strategy, which was introduced into seismic inverse problems by 
Williamson (1986). Subsequent theoretical scrutinies of such a subspace strategy were 
carried out by Kennen &Williamson (1987) and Kennen et al. (1988). In the subspace 
strategy, one searches for the minimum of the objective function along several well- 
chosen directions. We will adopt this strategy to handle the large scale inversion of 
reflection waveform data and further discuss the principle of choosing the subspace 
directions for our particular problem.
4.1 Formulation of seismic inverse problem
In all geophysical inverse problems, we face almost the same situation: given a 
finite number of observations with some statistical errors and a complete or approximate 
knowledge about how a model may be related to observable data, we require to estimate 
the distribution of a finite number of model parameters, which may be a small portion of 
an infinite number of parameters, with some prejudices (a priori knowledge or 
constraints) on these parameters. Mathematically, this situation may be translated as 
follows. We have a set of observations dobs, which belong to a data space D as
including all possible datasets, with known statistical errors. We have a known operator 
f which can give a prediction dpre in the data space for an element from a model space M
as including all possible models, i.e.
(4.1) dpre = f(m).
We also have some ideas (prejudices) about the unknown real model mr. These
prejudices may take different forms for different problems. For example, we may have 
some knowledge about the model parameters itself in one problem and about the gradients
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of model parameters in another problem. In the first case, the prejudices are usually 
expressed as an a priori model mprior with a known (estimated) statistical distribution.
We are then asked to give a "best" (maximum likelihood, mean, etc) estimation of the true 
model, me and its confidence interval or covariance matrix Cm.
Backus (1970) pointed out that this kind of geophysical inverse problems could 
be solved by Bayesian methods. A rather thorough review of the philosophy and the 
theory of Bayesian estimation was given by Box and Tiao (1973). More recently, 
Jackson and Matsu'ura (1985) demonstrated how an a priori model with a known 
probabilistic distribution may provide valid information and this information (or 
prejudice, which may be converted to a bias in the model estimation) may be unavoidable. 
They also gave a simple algorithm for evaluating the asymptotic covariance matrix for the 
estimated model for both one-parameter and two-parameter nonlinear problems.
Bayes' rule gives us a convenient way to incorporate the a priori knowledge with
information from the observed data. If a number of experiments are carried out on a real 
"physical" model n^, a set of observations dobs can be obtained. The inverse problem is
to obtain an estimated model me as close to the true model mr as possible. Assuming 
observational errors are of Gaussian statistics, we can write the observational equation as
(4.2) dobs = f(mr) + ed, ed ~ N(0, c 2Ea)
where ed is the random error with a zero mean and a covariance matrix Cd= g2Ect. If the
number of independent observed data sets is greater than or equal to the number of model 
parameters, a unique estimation me can be obtained from the minimisation of a least
squares residual functional
(4.3) O(m) = (dobs - f(m))TCdl(dobs - f(m))
In practice, the number of independent observed data sets however, is often smaller than 
the number of model parameters. Therefore, no unique solution can be obtained from the 
minimisation of (4.3). This non-uniqueness is usually solved by adding an extra
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information, e.g. an a priori knowledge of the desired model itself or some kind of 
properties of the desired model. The extra information can be expressed in a general form
(4.4) q = Vmprior + eq, eq -  N(0, c A qEq)
where D is an operator measuring the property of a model, m^rz-or is the preconceptual 
model and Dmprior gives a quantitative description of the a priori model property through 
the operation on the preconceptual model, and eq is the error associated with the a priori
knowledge, which is often assumed to be of Gaussian statistics with a zero mean and a 
covariance matrix Cm = G2?tqEq. A least squares functional can then be constructed to
measure the character discrepancy between a given model and the a priori model, i.e.
(4.5) 'i'Aq.m) = [D(m - mflr,or)]TCm1 [D(m - mprior)]
Thus, the inverse problem becomes the process of finding a model which gives a 
small data discrepancy in (4.3) as well as a small character discrepancy in (4.5). If the 
observational errors are statistically independent of the errors associated with the a priori 
information, the estimation of the unknown model parameters is conventionally recast 
into the minimisation of a scalar functional:
(4.6) S(>.q, m) = d>(m) + m).
The straightforward and most commonly used approach is to assume that the parameter 
is a known constant (see e.g. Tarantola & Valette 1982, Kennett et al 1988). In this
approach, one assumes that the errors associated with both the observed data and the a 
priori information are precisely represented and the data discrepancy and the character
discrepancy are directly comparable near the true "physical" model. The final estimation 
of the model is located at the minimum of the objective functional S(Xq, m). The
disadvantage of this conventional approach is obviously that the final estimation would be 
biased toward the a priori model. From (4.6), we know that the larger the value of X ,^
the less biased the final estimation is. In other words, the solution is subjective and will 
vary with the individual choice or belief about the a priori information.
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A different approach was recently suggested by CPC (1987) and further 
investigated by Sambridge (1988). They used a modified Lagrange multiplier approach 
to formulate an objective functional similar to (4.6), i.e.
(4.7) S = (dobs - f(m))TCj*(dobs - f(m))
+ ~  [D(m - mpn0,.)]Ta '2Eq1 [D(m - mprior)\
\
where X^ is called the Lagrange multiplier. By minimizing the objective functional S, a 
solution is obtained
(4.8) m = [FTCd‘F + ).q10-2DTEq1D]-1[FTCd1(dobs - dcal) + X ^ D \ ^ V m prior]
where F is the first-order derivative of the operator f at the current model mc. Unlike the 
conventional Lagrange method, the multiplier X  ^in (4.8) varies with each inverse iteration
and the selection is based on the disagreement between the observed data and the
calculated data. In the CPC's example, they substituted (4.8) into (4.3) and varied the 
multiplier X^ until the data misfit is decreased to a pre-assigned value O* (For nonlinear
problems, it may take several iterations to decrease the data misfit to O*). Note that the 
pre-assigned value O* is the quantitative description of the termination criterion, which 
means whenever the data misfit is equal to or smaller than O*, we stop the inversion 
process. The actual value of O* should always be greater than the achievable minimum
of the data misfit functional. As mentioned by CPC (1987), there may exist more than 
one value for the Lagrange multiplier X which can render the the data misfit be equal to
or even smaller than O*. This may be simply illustrated by Fig. 4.1.
We consider a linear step for an iterative inverse process. The current model is 
represented by a point O. The true model is located at the minimum of the data misfit 
functional <X> which is denoted by a point A. The a priori model is located at the minimum 
of the regularization functional ¥  which is denoted by a point B. If the Lagrange 
multiplier is infinite or no regularization is imposed, the inverse step will be terminated at
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D. When the Lagrange multiplier decreases, the termination point will move towards the 
a priori model along the isoline O* through C to E as indicated by the arrow. It is 
obvious from the diagram that if the Lagrange multiplier is small enough or the 
regularization is imposed strongly enough, there would be no single point to meet the 
termination requirement. Different termination point would give a different update model. 
The closer the update model to the a priori model, the more reasonable the update model
is. Therefore, the best termination point would be E. In other words, there exists a 
threshold for the Lagrange multiplier \  . When Xq is smaller than the threshold, we will
never be able to find a model to yield an acceptable data misfit (which should be smaller 
than the current data misfit). When Xq is greater than the threshold, a solution is
guaranteed. However, a different choice of Ä,q may lead to a different solution. The
Lagrange multiplier therefore, is often chosen to be the value of the threshold. Thus the 
choice of the multiplier Xq depends on the chosen acceptable data misfit. So does the final
solution.
0
Figure 4.1 Schematic diagram for an inversion process. The initial model is located at 
O, the true model is located at A and the a priori model is located at B.
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However, it is almost impossible to locate the best termination point in practice. 
If no termination point can be found during the current iteration, we would update the 
current model from O to a new position within the triangle OEB. To give a better model 
update in the next iteration, either the Lagrange multiplier should be increased so that the 
new update could move more freely towards the true model, or a better reference (a 
priori) model, which is closer to the true model than that in the previous iteration, should 
be found so that the new triangle O'E'B' would be smaller and closer to the true model 
than that in the previous iteration, or both of them. Both the increase in the Lagrange 
multiplier and the decrease distance between the true model and the a priori model reduce 
the component in the model perturbation towards the reference (the current a priori) model 
and therefore the update direction is forced more towards the true model than the 
reference model. In other words, the relative importance of the true model is emphasized.
This approach could be adopted as an inverse strategy, i.e., at the initial few 
iterations, strong constraints are imposed via small Lagrange multipliers so that the 
desired model property could be built into the solution; at later iterations, constraints are 
gradually reduced via the increase of Lagrange multiplier so that the data misfit could be 
further reduced. The idea for this strategy is that we obtain the desired model property at 
the initial few iterations and then keep the model property while moving the model 
towards the true model at later iterations.
The key problem with the above two approaches is how to determine the relative 
importance coefficient Xq to balance between the observed information and the a priori
information. Although the Lagrange multiplier approach has a great potential to achieve 
an unbiased model estimation, there is in general no systematic way to change the 
Lagrange multiplier. A poor choice may lead to two non-comparable quantities O and T/.
To balance the relative importance objectively, a criterion must be established to choose 
the hyperparameter A.q. Good (1965) and Akaike (1980) suggested and developed an
objective Bayesian procedure which maximize the a posteriori likelihood or minimize the
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Akaike Bayesian Information Criterion (ABIC).
To illustrate the ABIC approach, we write the a posteriori likelihood function of 
model parameters as
(4.9) l(m,Xq) = const V^IEI^IEIq'^expt-U Cm yCa2)] 
with
(4.10) U(m) = (dobs - f(m))TE ^(d obs - f(m))
+ X'J [D(m - mpWor)]TE-q'[D(m - mprior)\
It is obvious that the a posteriori likelihood function only depends on two types of 
parameters, i.e. model parameters m and the hyperparameter \  . Akaike (1980)
proposed the determination of an optimal hyperparameter so that the ABIC becomes 
minimum: ABIC is defined by
(4.11) ABIC =-2 In L(kq)
where L(kq) is a marginal likelihood function
(4.12) L(kq) = "jT(m, A,q)dm.
-oo
Substituting equation (4.9) into (4.12), fixing the hyperparameter for the 
moment and expanding (4.10) into Taylor series at the "best" estimation model me for the
current hyperparameter, we obtain
(4.13) L(Xq) = const \qk2/2lElCT1/2lElq1/2 lFTE^F + ^D TE^D l-^expE-U Cng/^a2)] 
where
(4.14) U(me) = (dobs - g(me))TEa1(dobs - g(me))
+ Xq1 [D(me - m^nor)]TEq [D(me - mprior)]
On substituting (4.13) and (4.14) into (4.11), we obtain
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(4.15) ABIC = k2 ln \q + lnlFTE ^F  + + U(me)/a2 + const.
The inversion scheme for seeking the best solution is as follows. For various values of 
hyperparameter Xq, we obtain the least-squares solutions and calculate the values of ABIC 
using (4.15) to find the optimal value of Xq that leads to the minimum of ABIC. The 
least-squares solution for the optimal hyperparameter Xq is chosen as the optimal model.
In other words, the value of the Lagrange multiplier is so chosen that the differentiation of 
ABIC with respect to the Lagrange multiplier is equal to zero, i.e.
(4.16) k2Xq' - k2C\-J - Xq2[D(me - m ^ ) ] ^ 1 [D(me - m = 0, 
or
(A  17 \  \  [ D ( m e  ~  m p r i o r i  ~  m p r io r ^
(4.1/) Aq -  k2(l - C)
I A,"1DTE“1DI
where C = — — r-9------ - —-—-
IFtE ^ F  +
It is easy to see from (4.17) that the hyperparameter will increase when the model 
estimation moves away from the a priori model or the property difference between the a 
priori model and the estimated model increases. This trend is also obtained when we 
analyze the Lagrange multiplier method.
Although the relative importance between the observed data and the a priori 
information can be solved by the ABIC approach in principle, unfortunately, the statistical 
interpretation of varying the relative importance of the a priori information can not be 
justified. We must say that both the Lagrange multiplier method and the ABIC method 
are purely mathematical manipulations. In most cases, therefore, it is much more 
appropriate to decide the relative importance in advance, especially when we have a 
definite knowledge about the a priori information. We will discuss another way, in 
which the reference model is updated simultaneously with the current model, to achieve 
an unbiased model estimation in Section 4.3.
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4.2 Data representation
In Section 4.1, we have discussed the formulation of an inverse problem and 
assumed that the format of the data for the inversion is appropriate. However, the 
original data for an inversion are normally not in an appropriate format. Two problems 
may arise. One problem is that the chosen inversion may require a different data 
representation from the original form of the data. For example, formulate a traveltime 
inversion with a seismic reflection profile, the format of the original field data has to be 
changed from discrete amplitudes with regular time intervals to a format in which 
traveltimes are explicitly expressed.
The other problem is how to extract an optimal data representation among all 
possible types of data which might be used in a chosen inversion scheme. An inverse 
problem is normally recast into an optimization problem such as the minimisation of some 
kind of residual functions. Whether or not a global solution of the inverse problem can 
be obtained depends upon the realization of the optimization, which in turn is controlled 
by the data representation. Therefore, the type of data used will strongly influence the 
implementation of an inversion. By comparing the shape of the traveltime residual 
function and the shape of the waveform residual function, an inverse strategy, i.e. a 
hybrid inverse scheme, is proposed. The hybrid inverse scheme has the capability of 
combining the simple shape of a traveltime residual function with the complicated shape 
of a waveform residual function.
The field seismic recordings are normally digitized and made up of discrete 
amplitudes at regular time intervals. Therefore, it is necessary to edit this information to 
obtain the required form for the data, for example, delay times of a seismic phase 
reflected from a subsurface contrast.
In order to make comparisons, we may express a trace of seismic data as a
vector
Inverse Theory 4.12
(4.18) A — (Aj(tj), A2(t2), A-^t^), A-(tj), Ajs^ (tjsj)},
and we may reorganize the seismic data in the following way
(4.19) d j^) = D f{tj, Aidj)}
where D is an operator such as integration and differentiation etc., f is a function. The 
expression (4.19) is constructed from the original data but explicitly reveals that the 
digitized amplitude variation contains phase delay time and amplitude/frequency 
information. Different definitions of the operator D and the function f will formulate 
different classes of inversions.
source receiver
Figure 4.2a Schematic diagram for a layered model.
Fig. 4.2a is a stratified model with a source and receiver located at the surface 
and Fig. 4.2b shows reflection seismograms from the three interfaces. For simplicity, 
we wish to formulate a data misfit functional for the reflection phase from the bottom of 
the first layer with different choices of the operator D and the function f. First we assume 
that
(4.20) D = 1, and
f{t, A(t)} = t • GP(A(t)),
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Figure 4.2b Schematic diagram for reflection seismograms. The three phases 
corresponding to the three interfaces in Fig. 4.2a are clearly illustrated. Multiple 
reflections are assumed beyond the time window.
where GP stands for a pulse generator. The value of the GP function is normally zero 
and when a train of seismic wave approaches, if the amplitude A(t) is greater than some 
threshold value set in advance, the pulse generator produces a pulse. Thus we obtain the 
arrival times of seismic phases. By this choice, the conventional traveltime (temporal 
property of seismic wave) inversion scheme can be developed. From Fermat's principle, 
the traveltime data misfit functional is dominantly controlled by the macro-structure of the 
model, and has a fairly simple and smooth shape (see Fig. 4.3a). The only minimum of 
the data misfit functional is located at the true depth. The smooth feature gives an 
advantage of global convergence.
The second choice we make is corresponding to the conventional waveform 
inversion (Mora, 1987; Tarantola, 1987):
Residual Function Display
1000.0500.0
Depth
(a)
Residual Function Display
500.0 1000.0
Figure 4.3 Schematic diagrams showing residual functions against depth with different choices of 
operator D and function f. a) D = 1 and f(t, A(t)} = t»GP(A(t)), which corresponds to the conventional 
traveltime inversion; b) D= 1 and f{t, A(t)} = A(t), which corresponds to the conventional waveform 
inversion.
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(4.21) D = 1, and
f|t, A(t)} = A(t).
Clearly in the waveform inversion scheme, the traveltime information is also included 
because the amplitude implicitly contains this kind of information. However, the 
traveltime information only has a very weak influence on the data misfit functional (4.3). 
The dominant control of waveform on the data misfit functional leads to a complex shape 
of the data residual functional (see Fig. 4.3b) because the waveform has an oscillatory 
property and is dependent upon the minor structure of the model. In addition to a global 
minima, there obviously exist several local minima, which correspond to phase 
mismatches. The residual changes sharply against the depth variation with an oscillatory 
character, which imposes considerable difficulty on the numerical implementation of 
waveform inversions.
Fig. 4.4 shows data residual variations against depth with two different choices 
of operators. The operator choice for the upper panel is D = 1 and f(t, A(t)) = t A(t) and 
the one for the lower panel is D = 1 and f(t, A(t)) = t2 A(t). The residual curve in the 
upper panel varies mildly with an oscillatory property, which results from the equivalent 
compensation by the increase of traveltime for the amplitude decrease. The residual curve 
in the lower panel increases with the increase of depth with an oscillatory property, which 
results from the over-compensation by the increase of the square of traveltime for the 
amplitude decrease. The global valleys from these two choices are very steep, which may 
allow for a rapid convergence if the initial step lies in the correct valley.
Fig. 4.5 shows data residual variations against depth with another two different
r2
choices of operators. The operator choice for the upper panel is D = j dt and f(t, A(t)) =
tl
A(t) and the one for the lower panel is D = j dt and f(t, A(t)) = t A(t). The introduction
tl
of the integral operator is in the hope of smoothing the random noise. As can be seen, the
Residual Function Display
Residual Function Display
Figure 4.4 Schematic diagrams showing residual functions against depth with different choices of 
operator D and function f. a) D = 1 and f(t, A(t)} = t*A(t); and b) D = 1 and f(t, A(t)} = t2«A(t).
Residual Function Display
1000.0500.0
Residual Function Display
1000.0500.0
Figure 4.5 Schematic diagrams showing residual functions against depth with different choices of
operator D and function f. a) D = j dt and f {t, A (t)} = A(t); and b) D = j dt and f{ t, A (t)) = t*A(t).
' i  l i
Inverse Theory 4.15
integral operator seems to have no effects on the residuals for the perfect data. The 
oscillatory property still remains.
All the residual functions above except for the traveltime residual function have 
the oscillatory property which may cause many problems for locating their global minima. 
This problem may be relieved by imposing an envelope operator on the seismic 
waveform. However, this may slow down the convergence rate near the solution. To 
make a compromise, we may break an inversion into several stages. In the first stage, we 
wish to build a data misfit function with a smooth property so that we can roughly reach 
the global minimum with ease. In the last stage, we wish to build a data misfit function 
with a steep valley at the real model so that we can easily pinpoint the exact solution.
4.3 Linear inverse problem
Inverse problems are usually solved iteratively. At each iteration, a non-linear 
inverse problem is normally approximated by a locally linear inverse problem. Therefore, 
a detailed study of linear inverse problem is a pre-requisite for non-linear inversions. In 
order to describe a linear inverse problem quantitatively, we define a data space D as 
including all possible data sets, a model space M as including all possible models and a 
linear operator F mapping model elements in the model space into data elements in the 
data space. If we denote an element in the model space by m and its corresponding 
element in the data space by d, the linear relationship (noise free) can be explicitly 
expressed as
(4.22) d = F m.
If we denote the quadratic metric matrices in the data and model spaces by Cd and C m
respectively, the distance between two points in the data space and the model space can be 
represented as
(4.23) ld2 - djl = ( [d 2 - d x ] r Cj ‘[d2 - d ! ] ) 1/2,
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|nV  m i l = ( f m 2  ' n , i5T c rä1[m 2 - m 1] ) 1/2 •
Under such a choice o f metrics as in (4.23), the data d and model m are linked with then- 
dual elements d and m through
(4.24) d = C j1d, m = C rn1m
d = C d d, m = C mm
Usually, in a seismic inverse problem, we are only interested in data and model 
perturbations, i.e.
(4.25) 5m = m 2 - m T 5d = d2 - d j
From (4.22), it is easy to verify that the data perturbations are linearly related to the 
model perturbations, i.e.
(4.26) 5d = F 5m,
and from (4.24), duals o f the model and data perturbations 5m, 5d are linked with 5m, 
5d by
(4.27) 5d = C ^Sd, 5m =
5d = C j 5c, 5m = C m5m.
By definition, a perturbation in the dual o f data space is linked to a perturbation in the 
dual o f model space by the transpose of the linear operator F, i.e.
(4.28) 5m = Ft 5d,
From (4.26), (4.27) and (4.28), we can easily deduce an expression in which a data 
perturbation 5d is mapped into a model perturbation 5m and a similar expression in then- 
dual spaces,
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(4.29) 8m = F* 8d, F* = CmFT<tf;
8d = F a8ui, f a = Cd‘FCm.
Furthermore, from (4.26), (4.28) and (4.29) we can deduce relationships between the 
data covariance and the model covariance, i.e.
(4.30) C ^1 = FTCj'F , Cd = FCmFT.
When transforming a model with its covariance Cm into the data space, we will obtain a 
set of calculated data with its covariance Cd = FCmFT. Or when using an observed data 
dQbs with its covariance Cd, we can obtain a model with its covariance C^1 = FTCd1F.
Now, let's look at a real problem. Suppose that we have an a priori model 
mprior with its covariance Cm and an observed data set dobs with its covariance C d.
When we employ these two separate pieces of information to update our knowledge about 
the true model, we need first to transform the a priori model into the data space and 
combine the observed data with the a priori data [Note that the a priori model could be the 
a priori assumption or knowledge of some model characters such as smoothness and 
hence the a priori data do not necessarily have the same physical units as the observed 
data], i.e.
(4.31) dcom dobs 
_dprior.
where the observed data may be viewed as the transformation of the true model mt into 
the data space, i.e.
(4-32) dobs = F l mt
with an uncertainty described by Cd. The a priori data may be viewed as the 
transformation of the a priori model mprior into the data space with an uncertainty Cprior
(4.33) dprior -  F2 mprior> Cprior ~ F2^mF2 •
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The uncertainty of the combined data can be described by
( « 4 )  Ccom
■cd 0 -
. 0 Cprior .
The solution of this problem is to find a model estimate me from which the
calculated data are best matched to the combined data in a least squared sense or the 
distance between the observed data (combined) and the calculated data (combined)
(4-35) 5dcom ^ c o m  " ^ c a l
is the smallest one under the metric (4.34). This is equivalent to the minimisation of an 
objective functional
(4.36) S(m) = 2 (C^ obs ~ ^lm^^d^^obs" Fiml + (m " mpn0r)^Cm*(m - mprior)}-
In order to obtain the model estimate me, we need to update the current model. 
For the given current model m, the observed and the a priori data residuals can be 
calculated respectively as
(4.37) SdQks — dQks - m, 8d^r{ör — ^2^mprior “ — ^2^mprior
Thus, the distance between the observed data, consisting of the real observations and the 
a priori knowledge, and the calculated data for the current model can be expressed as
(4-38) SdCOm
J  J
acom " acal
o^bs rFii
_F2 m prior . _F2_
The perturbation to the current model can then be obtained using (4.29), i.e. 
(4.39) Smptb = CcomFTCco 4 5dcom
= C mptb(FTCd 5dobs + Cm 5mpnOT)
with the uncertainty of the model perturbation as
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(4 '4°) Cmptb = [ FIC i, F 1 + Cra']-l.
There are two approaches to proceed an inversion process. One approach 
assumes a fixed reference (or a priori) model (FR method) while the other assumes a 
varying reference model (VR method). It seems that the latter approach is more 
reasonable although both approaches have their own advantages. The FR method always 
gives a unique but a biased (towards the a priori model) estimate whereas the VR method 
could approach to the true solution and in theory no bias would be introduced in the 
absence of noise.
In the FR method, the starting model for the k-th iteration would be the 
estimation from the (k-l)-th iteration. From (4.39), we know that the model perturbation 
in the k-th iteration consists of two components which are obtained by transforming the 
model perturbations in dual spaces back into the model space. One component of the 
model perturbation is related to the distance between the true model and the current model 
whereas the other component is related to the distance between the a priori model and the 
current model. From (4.39) and (4.40), it is obvious that both components of the model 
perturbation are smaller than the original distances mentioned above. Therefore, the 
inversion process, as defined by (4.39), would gradually approach to the solution. 
Because the a priori model and the true model are fixed, the final solution would be a 
point between the true model and the a priori model, where the joint objective functional 
(4.6) of the data misfit functional and the regularization functional reaches its minimum. 
It can be proved that this approach gives a biased estimation of the true model and the 
covariance matrix for the estimated model is given by (4.40). In practice, it takes too 
much effort to locate the minimum and usually the inversion process is terminated when 
the data misfit reaches the pre-assigned value O*.
In the VR method, the reference model is updated simultaneously with the 
current model. After the first iteration, the reference model is built by using the original a 
priori model and the observations. Thus the a priori data converted from the reference
Inverse Theory 4.20
model is correlated with the observations. The combined data covariance matrix is no 
longer a four-block matrix like (4.35) with off-diagonal blocks filled with zero, rather a 
matrix with off-diagonal blocks filled with the covariance matrices of the observed data 
and the a priori data. However, the covariance matrix for the model space remains the 
same as expressed by (4.40).
From the analysis of Lagrange multiplier in section 4.1, we know that the 
Lagrange multiplier has to be increased in order to lower the influence level of the 
regularisation. As can be seen, however, this technique is not applicable here because the 
covariance matrix (metric) for the model space is fixed after the first iteration. When the 
observed data and the a priori data converted from the a priori model are combined 
together and treated as if they come from the same model (hypothetical true model) in a 
model space, the covariance matrix (metric) for this model space can be obtained. After 
the combination at the first iteration, no more new information is put into the inversion 
process, the model covariance matrix would therefore remain the same through all the 
iterations, i.e. the metric which measures the distance between two points in the model 
space remains the same.
To lower the influence level of the regularisation term, other techniques have to 
be employed. An obvious approach is to update the reference model simultaneously with 
the current model, e.g. reducing the distance (often zero) between the reference model 
and the current model. By doing so, the relative influence from the regularisation term 
can be kept at a lower level than that from the data misfit. To prevent the model from 
moving too far from the current starting model, a small model covariance matrix may be 
recommended. It can be proved that if the distance between the reference model and the 
current model keeps zero, the final estimation should theoretically be the true model, i.e. 
this technique yields an unbiased estimation. The covariance matrix for the final 
estimation is the same as the metric for the model space, i.e. (4.40).
In the above, inverse methods are analyzed in an error-free environment.
Inverse Theory 4.21
However, some or all quantities in the inversion may often be more or less contaminated 
by noises in practice. It is worthwhile to scrutinize the consequences associated with 
these noises. In order to understand the effect of errors in each individual quantity, a 
small perturbation is introduced for each quantity in turn.
Firstly, we assume that we have a perfect mapping operator F, the true 
covariance matrix Cd for observed data, and an estimated model covariance matrix for the
a priori model. For the first approach, the final model estimation is strongly influenced 
by the selection of the model covariance matrix, i.e., a small model covariance matrix will 
substantially bias the final estimation towards the a priori model and in contrast, a large 
model covariance matrix will presumably yield a better solution. However, it should be 
pointed out that many people use the model covariance matrix for the a priori model 
instead of the model covariance matrix for the perturbed model in (4.39). This misuse of 
model covariance matrix may sometimes cause problems, e.g. a very large model 
covariance matrix (a priori) will produce a very large model perturbation and may thus 
destablise the inverse process, especially when the current model is far away from the 
true model. This also explains why in the conventional inversion scheme, one sometimes 
uses a damping parameter to effectively decrease the model covariance. Another reason 
why the fixed model covariance in the conventional scheme does not jeopardize the 
inversion process is that the reference model remains the same throughout the whole 
process. This fixed reference model will contribute a small component in the model 
perturbation at the initial few iterations when the current model is close to the reference 
model and will gradually contribute more significant component in the model perturbation 
when the current model is further away from the reference model and thus damp the 
current model from moving further away from the reference model. The final estimation 
is biased towards the reference model. For the VR method, the initial guess for the model 
covariance matrix of the a priori model is the same as for the FR method. Because the 
VR method is an unbiased estimator, the initial model covariance matrix should not have 
much effect on the final estimation. However, it may be wise to choose a smaller
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covariance matrix for the a priori model so that a strong regularisation term can be built 
into the inversion process and used as a stablisation safeguard.
Secondly, we assume that we have an exact mapping operator and an exact model 
covariance for the a priori model. The situation for the inversion process is similar to that 
in the first case. To stablise the inversion process, a large data covariance matrix is 
recommended. The large data covariance matrix render the influence level of the data 
misfit smaller whereas the regularisation term plays a major rule. For the FR method, a 
biased estimation (towards the reference model) is obtained. However, an unbiased 
estimation can be obtained by the VR method with a smaller rate of convergence.
Thirdly, we assume that we only have an exact mapping operator. Both the data 
and model covariances are approximated by a rough estimation. This is a combination of 
case I and case II. The recommendation would be a small model covariance matrix with a 
large data covariance matrix. Thus, a strongly biased estimate is obtained with the FR 
method. But the VR method can still produce an unbiased estimate. In practice, we 
terminate an inversion process before it could reach its theoretical solution.
Fourthly, we assume that the data and model covariance matrices are correct and 
there is an error in the mapping operator such as F' = F + 8F. When this mapping 
operator is used to invert the observed data for a set of model parameters with some a 
priori knowledge, an error will be created, i.e.
(4.41) 5m’=C'mptb{[FT+ S F ^ S d ^  +
- Cmptb(FW S d 0bs + C ^ S m ^ )
where C’mptb = I IfF  5F]]Cd1[F1+ 6F,] +
Fig.4.6 shows that a linear inversion with a correct mapping operator F. The 
estimated model Me is a compromise between data fitting and regularisation and located 
between the true model and the a priori model. If the Lagrange multiplier increases with 
inversion iterations, the final model estimation would converge to the true model. Fig.
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4.7 illustrates a linear inversion step with a contaminated mapping operator F'. Mt’ is a 
model which gives the same response as the observations when the mapping operator F' 
is assumed. As can be seen, the estimated model Me is located between the a priori 
model and the quasi-true model, and the final model estimation would converge to the 
quasi-true model. This property may lead a nonlinear inversion to a complete failure 
because of divergence if the quasi-true model is further away from the true model than the 
reference model.
Model Space Data Space
Eata Misfit
Figure 4.6. Schematic diagram for a linear inversion process. The true model is 
represented by Mt, the initial model and the a priori model are located at the same place 
represented by Mp in model space. The observed data is represented by Do, the 
calculated data and the a priori model are located at the same place denoted by Dp. The 
linear inversion will be terminated when the data misfit reaches a pre-assigned value.
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Seismic inverse problems are rarely linear problems. As it is already proved in 
practical problems, however, to a good approximation, seismic inverse problems are 
linearizable in most circumstances. Therefore, the above results can be used as a guide 
for nonlinear seismic inversions and some formulae can be borrowed straightaway when 
a nonlinear problem is linearized.
Model Space
Data Space
Itegtilaroatlort
Of objective: \  \  • 
functional- ; \  \
Figure 4.7. Schematic diagram for a linear inversion step with a contaminated mapping 
operator. The projection of the true model Mt in data space is not coincident with the 
observations Do whereas the projection of model Mt', which is called quasi-true model, 
is coincident with the observations. Thus, an erroneous model estimation is obtained.
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4.4. Nonlinear inverse problems of reflection seismology
As we have learned from the three sections above, an unbiased estimation of 
model parameters in a linear inverse problem can be obtained by an inversion algorithm 
with a varying reference model. If a nonlinear inverse problem can be linearized, the 
linear inverse theory can be directly applied. Observable data and model parameters in 
reflection seismology are not normally related in a linear relationship. For nonlinear 
inverse problems such as seismic traveltime inversions and seismic waveform inversions, 
a local linearization can be employed and an unbiased estimation of the model parameters 
may be obtained iteratively. In this section, we will first formulate the seismic inverse 
problem by a Bayesian approach and generate a common formulation for seismic 
inversions, and then derive the Frechet derivative and gradient of elastic seismic inversion 
in a subspace fashion.
4.4.1 Formulation of nonlinear seismic inversion
Two types of observed data are currently used in seismic inverse problems. The 
first is seismic wave traveltimes and the second is seismic waveforms. Cary & Chapman 
(1988) have demonstrated that waveforms provide more information than traveltime alone 
in matching data with synthetics. However, a waveform misfit functional is a highly 
non-linear functional (Macdonald et al., 1987; see also section 4.2) and it is almost 
impossible to obtain an acceptable model in an economic way [The misfit functional is 
highly oscillatory due to the nature of seismic waves. If the starting model is very close 
to the true model, then we have a good chance to arrive at the global minimum. For real 
problems, this assumption can never be true. Furthermore if the starting model is already 
close enough to the true model, there would be no need to do an inversion.]. From the 
data residual analysis in section 4.2, we can make a best use of information contained in 
the seismic recordings by breaking an inversion into several stages through which the 
solution may gradually come to approach the true model instead of attempting to achieve 
an elegant solution in one big step. In each stage, the observed datasets may take
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different forms.
A new dataset generated by reorganizing seismic recordings may have different 
error statistical distributions from the original recordings. For example, if a stochastic 
variable has a Gaussian distribution, the square of the variable with its mean subtracted 
would have a y}  distribution with one degree of freedom. Therefore, the statistical 
characteristics of the observed data and the a priori model may be quite different in 
different stages. In each stage, the statistical errors associated with the observed data and 
the a priori model may also have different distributions. Furthermore, the error 
distribution for the new dataset may sometimes be difficult to be represented by a simple 
formula. In this case, a bold simplification is usually made, which causes the inversion 
formula to be quite different from what it should be and so make it difficult to be aware of 
use of Bayes' rule.
As a simple example, we may divide a seismic waveform inversion into two 
stages. In the first stage, the dataset is composed of the delay times of different seismic 
wave phases. In the second stage, the dataset consists of the delay times and the seismic 
waveforms. In this way, we hope to resolve the large scale structure in the first stage, 
and to achieve a better convergent rate and resolve smaller scale structure in the second 
stage. The statistical distribution of errors in the two stages are obviously different. We 
will see this later.
A seismic model may be sampled at finite spatial gridpoints (which will lose all 
the information above Nyquist wavenumber, cf Fourier Sampling Theory, e.g. 
Kanasewich (1981)) and discretely represented by a vector m of a 3-D function in a 
spatial domain T)
(4.42) m = [ m(x); x e *D],
where m(x) can represent various quantities such as density and elastic moduli, density 
and velocities or reflectivity. The seismic wavefield may be represented as
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(4.43) d = f(m),
where the operator f denotes the transformation from a model m to amplitude-time data d.
Although the error distributions in the two stages may be different, the Bayesian 
approach often gives the same general formulation, i.e. minimisation of a scalar 
functional F(d0bs, mpn0r, mest),
(4.44) F(d0bs> mprior> mest) = 2 [^(dobs» dpre) + ^(mprior» mest) ] 
where \ is introduced for later convenience.
4.4.2. The gradients of the data misfit functional &(m)
As stated in the section above, the data misfit functional depends on the 
probabilistic nature of the observed data set. For a two-stage inversion, the probabilistic 
characters of the observed data sets in the two stages are different. In the first stage, the 
observed data set is the traveltime of a seismic phase and errors associated with the 
picking of traveltimes are often considered as having Jeffreys' distribution. For the sake 
of numerical convenience, a Gaussian distribution is often assumed. In the second stage 
of inversion, the observed data set is the original field recordings. Gaussian statistics 
give a reasonable good description of the discrepancy between observed and synthetic 
seismograms due e.g. to noise.
With the assumption of Gaussian errors in the observed dataset, the data misfit 
may be transformed into its dual space by multiplying the inverse of the data covariance 
(see section 4.2),
(4.45) 8d(xr,t; xs) = C^(d(xr,t; xs)0bs - d(xr,t; xs)cai)
The dual of model perturbation can then be obtained by projecting the dual of data misfit 
into the dual space of model space using a local linearization, i.e.
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(4.46) 5m = FT5d.
where F is the Frechet derivative of the data misfit functional with respect to model 
parameters. Obviously, the Frechet derivative would be different at different stages as 
well as at different iterations. Explicitly, we can give expressions for perturbations in the 
dual spaces of density contrasts, elastic modulus contrasts, local depths, density and 
elastic modulus as follows,
t2
(4.47) pc(x) = ZZ Jdt Fp (x,t)Cj15d(xr,t; xs),
s r  ti
t2
*c(x)=  S S  J dt Fi (x.t)Ci15d(xr,t; xs). 
s r  ti c
t2
h(x)= I I  J dt Fh(x,t)C j ’5d(xr,t; xs), 
s r  tj
t2
P =  I I  jd t  F0(t)Cä15d(xr,t; xs), 
s r  ti K
t2
Ä. = Z I  j dt Fx(t)C^5d(xr,t; xs), 
s r  tj
By transforming the above expressions back into the model space, finally we obtain local 
gradients of misfit functional with respect to different model parameters as follows,
(4.48) Ypc(x) = CPcp0(x)
\ ( x )  = CXc Xc(x)
V x> = c h h(x)
"^p = cp p
h  = c x  Ä.-
Note that the model covariance matrices are not the same as the covariance matrices for
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the a priori model, instead they are the model covariance matrices for the updated model 
space as expressed in (4.40). We note that due to the nonlinearity between the data and 
model parameters, the model covariance will be updated along with the linear operator F.
4.4.3. Regularisation
In the last two sections, we have found the gradients of the data misfit functional 
with respect to different model parameter types and along these gradient directions or their 
modifications we may iteratively find a model to reduce the data misfit to an acceptable 
level. However, it is unknown whether or not the model is a mathematically unique one, 
and more importantly, it is unknown whether or not the model is a physically plausible 
model. Devaney (1986) has pointed out that the uniqueness of an inverse problem is 
governed by the so-called "Golden Rule", which says that the number of degrees of 
freedom in data space should always be greater or equal to the number of degrees of 
freedom in model space for a "well-posed" inverse problem. In a seismic inverse 
problem, the number of degrees of freedom in data space is often less than the number of 
degrees of freedom in model space and thus the inverse problem is ill-posed. In such 
case, the solution of the inverse problem is intrinsically non-unique. For example, 
Williamson (1986) tried to use traveltimes to reconstruct the velocity field and the 
topography of the reflector (the full problem in his traveltime inversion in reflection 
seismology) and found that the resolution between the velocity field and the topography 
of the reflector was very poor. Actually, this full problem is an ill-posed problem 
because the data space has two degrees of freedom (source and receiver can be 
independently moved along the 1-D surface) whereas the model space has three degrees 
of freedom (the velocity field can vary along both x and z axes, and the topography of the 
reflector can vary along z axis).
So far we have two tools to tackle this intrinsic non-uniqueness of inverse 
problems. One tool is to use hard constraints, i.e. to obtain additional data to increase the 
number of degrees of freedom in data space or to simplify the model (usually
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assumptions) to decrease the number of degrees of freedom in model space. The other is 
to use soft constraints, i.e. to use an a priori information to extrapolate the data and 
artificially to increase the number of degrees of freedom in data space or to use some a 
priori information to reduce the variability of the model parameters and to decrease the 
number of degrees of freedom in model space.
For an inverse problem in reflection seismology, it is very difficult to obtain 
additional data (in few cases three component data or VSP data are available) or artificially 
to extrapolate the data to increase the number of degrees of freedom in the data space. 
Therefore, we are left with either simplifying the model (e.g. using models with a 2-D or 
even a 1-D parameter variation instead of a 3-D parameter variation, or an acoustic model 
instead of an elastic model) or reducing the variability of the model parameters (e.g. the 
gradient of density in horizontal directions may be ignored in some sedimentary regions). 
In 3-D seismic explorations on land (which have been simulated in section 3.1), the 
vertical component of displacement is usually recorded with the result that the S wave is 
not directly usable (means to neglect S wave) and the sources and receivers are laid on a 
2-D ground surface. The data space theoretically has five degrees of freedom (source and 
receiver can move in two dimensions and the recording can be traced along time axis, 
however, these five degrees of freedom are never fully realized in practice due to 
practical limitations). The number of degrees of freedom in the model space depends 
heavily on the choice of what kind of model should be obtained. A natural choice gives 
nine degrees of freedom in the model space (Lame parameters X(x) and |i(x), and density 
p(x) each has three degrees of freedom). Therefore, this problem is a very ill-posed 
problem (If we want this problem to be a well-posed problem, we may record three 
component data in 3-D space, which gives the data space with nine degrees of freedom). 
For a specific problem, a simplification of the model may be necessary and help to 
improve the condition of the ill-posedness. For example, we may regard all reflections as 
coming from a 2-D model, which has six degrees of freedom. A reasonable and further 
simplification may be achieved by imposing a fixed relation between X(x) and j i ( x ) ,  and
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assuming density and elasticity as homogeneous in horizontal directions and this 
simplification leaves the model with two degrees of freedom (a good representation of a 
stable sedimentary basin without faults). The 2-D simplification of the model improves 
the condition of the ill-posedness but leaves the problem still being ill-posed whereas the 
further assumption of the fixed relation between X(x) and p.(x) and the homogeneity in 
horizontal directions transforms the ill-posed problem into a well-posed problem.
Once an inverse problem is posed, its condition may deteriorate further by the 
choices made in parameterising the data and model spaces, especially the partial 
realization of some degrees of freedom in the data space. For example, as we mentioned 
earlier, the sources and receivers are only laid out in a finite area on a 2-D surface and 
thus the two degrees of freedom for both the source and the receiver locations are partially 
realized. These partial realizations of some degrees of freedom in the data space usually 
leads to the so-called ill-conditionedness, i.e. some parts of the model may be better 
constrained (or resolved) by the data than others (In terms of singular value 
decomposition, the eigenvalues vary wildly). For example, Sambridge (1988) found that 
regions directly underneath seismic stations are better constrained than other regions in 
his 3D studies. Although the ill-conditionedness may arise from different causes, the 
effects of the ill-conditionedness are the same as those of the ill-posedness. The 
difficulties associated with the ill-conditionedness may be treated in the same way as 
those with the ill-posedness.
The most popular way to tackle the ill-posedness and the ill-conditionedness is to 
use a priori information to constrain the model, which is often called the regularization of 
the constructed model. By regularization, we mean that the constructed model should 
have some expected property as prescribed by the regularisation term. Simply, it is our a 
priori knowledge (or prejudice) about the model being constructed. This knowledge is 
often inconsistent with the observed data. By minimizing the sum of the regularisation 
functional and the data misfit functional, a desired property can be imposed on the 
constructed model. However, this property may be a bias to the true model. Jackson and
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Matsu'ura (1985) pointed out that this bias may not be necessarily to be avoided. From 
the above discussion, this bias is obviously necessary whenever the problem is ill-posed 
or ill-conditioned. This imposed property may take different forms. For example, 
Tarantola (1987) assumed that the constructed model should be as close to an a priori 
model as possible whereas Constable, Parker & Constable (1987) assumed that the 
gradient of the constructed model should be as close to an a priori value (zero) as 
possible. Although the formats are quite different when different properties are imposed 
on the constructed model, it seems that there is no difference between them and they are 
simply some a priori information imposed on the current constructed model. Broadly 
speaking, all kind of regularisations are based on the discrepancy between some 
properties of the current constructed model and the a priori model.
In our hybrid inversion of reflection data, a reasonable regularization would 
require us to discriminate between different types of model parameters. The density and 
elastic contrasts should be as small as possible while the reflecting surface should be as 
smooth as possible or equivalently the local depth should vary smoothly. The density 
and elasticity of the reference medium should always be positive, possibly close to some 
prescribed values with given confidence intervals.
By imposing a regularization, the direction in which we update the starting 
model would be modified from the gradient of the data misfit functional. The 
modification term would be different for different types of regularisations. For example, 
the modification simply is the difference between the a priori model and the current model 
if we prescribe an a priori model as the property of the constructed model.
4.5 Subspace algorithm for seismic inversion
There are many algorithms solving an inverse problem. Direct matrix inversions 
are used for small-scale inverse problems and are rarely performed for large-scale inverse 
problems because of both stability problems and computational resources. A large-scale 
inverse problem like the inversion of seismic waveform data has to be solved by
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algorithms which do not require any large scale matrix inversions. Currently, descent 
type algorithms are widely used for its simplicity. In this algorithm, a descent direction 
of current misfit functional is obtained from the gradient of the misfit functional and an 
improvement is made to a current model based on this, and perhaps previous descent 
directions.
Parameters in a large-scale inverse problem can often be grouped according to 
their physical meanings or their effects on the misfit functional. An efficient way to 
update the current model is to perturb the current model in separate subspaces of different 
type parameters. This kind of model perturbations was used in the traveltime inversion of 
reflection seismic data by Williamson (1986). Then, it was used in the location of 
earthquake hypocentres (Sambridge & Kennett, 1986) and simultaneous inversion for 
velocity structure and earthquake sources (Sambridge, 1988). The application to the 
inversion of seismic waveforms in reflection seismology was theoretically developed by 
Sambridge et al. (1989), however any real inversion of seismic waveforms with this 
algorithm has not yet been accomplished.
A thorough treatment of this subspace inversion algorithm may be found in 
Kennett & Williamson (1987). We will directly apply the theory to the inversion of 
seismic waveforms. As defined in last section, the gradients of the misfit functional with 
respect to different types of parameters have been obtained. An obvious separation can 
be made between reflectivity (density contrast, elasticity contrast and local depth) and 
parameters describing the reference medium (density and elasticity). Further separations 
may also be made within this two groups, for example density contrast, elasticity contrast 
and local depth being three different type of parameters in the reflectivity directory. Thus 
we may write the model parameters explicitly in terms of its components
(4.49) m = {Pc(x), kc(x), h(x), p, X ) .
In the subspace inverse algorithm, we update a current model along several well-
chosen directions, i.e.
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5
(4.50) 5m = £  oq a* = ATa  . 
i=l
Mathematically, the chosen directions should have the following features:
a) they should contain the gradient direction to enforce global convergence;
b) they should contain the Newton (or quasi-Newton) direction whenever the Hessian 
matrix H is positive definite;
c) they should contain at least one direction of negative curvature; and
d) they should contain the projection of gradient on the null space of H.
In our problem, for simplicity, we may just partition the gradient into component of 
model parameter types. Each component of the gradient ai is a column vector of the 
matrix A, i.e.
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The optimal coefficient can be obtained by setting corresponding partial derivative of the 
misfit functional to zero. In a vector form, the optimal coefficient vector can be 
represented as
(4.52) a  = - H_10
where the matrix H is called projected Hessian because it is the projection of the Hessian 
H by the matrix of the gradient components, aJ, of the misfit functional. In our case, the 
projected Hessian is a 5x5 matrix,
(4.53) Hij = < H a1, aJ > or H = ATHA
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and 9 is a five-dimensional vector
(4.54) 0i = < y, a1 > or 9 = A y
where y is the gradient of the misfit functional.
Although an accurate computation of the Hessian is plausible, the ratio of the 
actual benefit over the computational cost is not as great as expected (Santosa & Symes, 
1988). For simplicity, the Hessian matrix may be approximated by leaving out terms 
involving differentiation of F with respect to model parameters
(4.55) H = F'Cd^F + C V 1
and the projected Hessian can then be constructed by
(4.56) Hij = <Cd‘1bi, bi> h-  < Cm^a1, aJ> 
where b* = Fah
By using the subspace technique, the overall convergent rate of an inversion may 
be substantially increased and much faster than those based on simple descent type 
inversions because it gives a better direction at each iteration to the minimum of the misfit 
functional.
Chapter 5
Inversion of Seismic Reflection Data
As discussed in Chapter 4, the estimation of the properties of a seismic model 
can be formulated as an inverse problem. The choice of such a formulation is largely 
dependent upon the type of observed data, the model parameters and the relationships 
between the observed data and model parameters. In this chapter, we will start with 
simple inversions, e.g. inversion for single type of model parameters and then move on 
to more complicated simultaneous inversion of different types of model parameters.
The inversion algorithms are tested and examined using synthetic seismograms. 
We noted in Section 4.3 that an erroneous estimate of the model is obtained if the 
theoretical mapping operator differs from the one connecting the real model to the 
observed data. This problem does not occur in our examples because the "true" 
mapping operator for generating the observed data is the same as the forward modelling 
operator in the inversions. Thus the effect of the inversion algorithms can be examined 
directly.
5.1 Inversion of traveltime data for velocity and depth
The traveltimes of reflected phases are dependent upon the location of reflectors 
and the velocity distribution of the medium through which the seismic waves propagate. 
Therefore a careful analysis of reflection traveltimes may help us to obtain information 
about the velocity structure and reflectors. Chiu et al. (1986) were able to apply the 
traveltimes of reflections to define the velocity structure and reflector locations in a 
three-dimensional model with constant velocity layers but irregular interfaces. Bishop 
et al. (1985) and Williamson (1986, 1990) have theoretically analyzed and numerically 
tested the simultaneous recovery of both the velocity distribution and reflector locations 
in two dimensions. They found that there is a degree of indeterminacy between the 
velocity field and reflector locations. Williamson (1986, 1990) was able to propose and
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implement a multi-stage inverse strategy which solves for successively shorter 
wavelength features of the solution, and thereby increasing the likelihood of converging 
on a global rather than local minimum. Cao and Koketsu (1990) applied such a multi­
stage inversion strategy to a 3-D inversion of refraction traveltime data for the 
underground structure of the Yutian-Tangshan area and found that the solution is much 
less dependent upon the initial model or the a priori model than the result obtained with 
a single-stage inversion. Based on a singular value decomposition (SVD) analysis, 
Scales et al. (1990) were able to achieve a good resolution between the velocity field 
and the layer boundary in their refraction study of the earth's near-surface weathering 
layer by boosting small eigenvalues through a regularisation term. As discussed in 
Section 4.4.3, the regularisation term in an inverse problem is deliberately (subjectively) 
added to admit physically plausible solutions which fit the data in the simplest or most 
featureless way. A multi-stage inversion strategy has the advantage of objectivity 
compared with the subjective choices of the regularisation method.
The estimation of seismic model parameters can be formulated as an 
optimization problem of minimizing an objective functional. For traveltime data with
Gaussian errors, we can construct this objective functional by adding a weighted time 
residual functional O(tobs, tcal) and a regularisation functional T^m, mprior):
(5.1) St(m) = <D(tobs, tcal) + ^(m, mprior)
— ( o^bs ’ ^obs ~
+ [D(mprior - m)]TCm[D('mpnor ‘ m)]-
In the above expression, t obs is the traveltime data from a real observation system, tcai is
the traveltime data calculated from the current model m with the same source-receiver 
configuration as that in the real observation system. mprior is an a priori model and D is
an operator measuring the specific model character which one wants to regularise. The 
travel time along a ray path can be expressed as a line integral:
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(5.2) t = J s(x) dl
ray
where 1 is the arc length along the ray and s(x) is the slowness at x (reciprocal of 
velocity). This relation is non-linear because the ray path x(l) depends on the slowness 
and the location of the reflector. In order to obtain a better model of the medium, we 
have to perturb the current model in order to minimize the difference between the 
observed and calculated travel times. The current model is normally represented by 
specifying the slowness distribution sk(x) and the reflector depths hk(x). If we perturb
this current model,
(5.3) sk+1(x) = sk(x) + 8sk(x)
hk+l(x) = hk(x) + Shk(x)
where 8sk(x) is the slowness perturbation and 8hk(x) is the perturbation of reflector
depth, we may represent the corresponding travel time perturbation in a first-order 
approximation as follows:
(5.4) Atk =
slowness vectors of the incident ray and the reflected ray, respectively. From this 
equation, it is obvious that the traveltime perturbation caused by a slowness perturbation 
can be reproduced by a reflector depth perturbation.
In order to use relations (5.2) and (5.4), the rays between every source-receiver 
pair have to be traced before computing the travel times and their partial derivatives. 
For our examples, the ray tracing problem is substantially simplified because of the 
assumption of a model composed of homogeneous layers.
ray
where Xj is the coordinate of the reflection point and As = s 1 - s2, where s 1 and s2 are the
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As mentioned above, the traveltimes depend on two classes of model 
parameters, i.e. the seismic velocity and the reflector locations. Thus, three types of 
inversions can be formulated, i) inversion of traveltime data for the velocity field, ii) 
inversion of traveltime data for reflector locations and iii) inversion of traveltime data 
for both the velocity field and reflector locations. For clarity, we discuss them 
separately.
5.1.1 Inversion o f traveltime data for the velocity field: Tomography 1
In the inversion of traveltime data for the velocity field, the shape of the reflector 
is assumed to be known exactly and we call such an inversion as tomography I. In this 
case, the inversion is equivalent to a transmission problem because at each point of the 
reflector, the medium can be mirrored with respect to the tangential plane of the 
reflector so that the reflected ray can be traced like a transmitted ray. Therefore, results 
from the analysis of transmission tomography can be applied directly to this problem. 
Recently, Krajewski et al. (1989) have carried out a laboratory physical model study to 
investigate the resolution capability of some iterative tomographic methods for the 
reconstruction of the velocity field in a 2-D transmission problem. In this study, they 
used the Simultaneous Iterative Reconstruction Technique (SIRT) and both straight-ray 
and bending-ray forward modelling schemes to locate seismic low-velocity anomalies 
and found that the correct identification of the shape and the location of an anomaly is 
only possible if it is both bordered and crossed by sufficient raypaths. The optimal 
spatial resolution that can be achieved depends on the precision of the traveltime data 
and the velocity contrasts present in the investigated field. However, a significant 
disadvantage of a reflection problem over a transmission problem is that the range of 
illumination angles in the reflection problem is much smaller than that in the 
transmission problem. As a result, we should expect a worse resolution capability for 
reflection problems than for transmission problems.
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5.1.2 Inversion of traveltime data for reflector locations: Tomography II
In the inversion of traveltime data for reflector locations, the velocity field of a 
model is assumed to be known exactly and we term this inversion as tomography II. 
The inversion can be further classified into two classes. When the reflector shape varies 
slowly, the first arrivals are almost specular reflections and most diffractions arrive after 
the reflections. Tests with synthetic data in two dimensions (Williamson 1986) 
suggested that the inversion results are generally in good agreement with the original 
model.
However, if the reflector shape varies rapidly, the first arrivals are not 
necessarily specular reflections. For example, diffractions may arrive well ahead of 
specular reflections for a synclinal structure. In this case, the inversion of traveltime 
data from the first arrivals is not able to reconstruct the original model; because 
reflections from some areas of the reflector are shadowed by diffractions from other 
regions and thus no information about such areas is contained in the first arrival 
traveltime data. In order to obtain a realistic model, one needs to use all the information 
from both reflections and diffractions, which still is a very difficult task with current 
computational power and will not be discussed further in this thesis.
5.1.3 Inversion of traveltime data for both the velocity field and reflector locations: 
Tomography III
In seismic exploration, both the velocity field and reflector locations are 
unknown. An inaccurate reflector location may be obtained if one inverts the traveltime 
data with a poor estimate of the velocity field or an unrealistic velocity model may be 
obtained if one assumes a wrong reflector location. Therefore, it is desirable to be able 
to reconstruct the velocity field and the reflector location simultaneously.
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1-D Model
For a one-dimensional horizontal layered model, the interval velocities and layer 
thicknesses can be uniquely determined by both zero-offset and multi-offset traveltime 
data with infinite precision. Dix (1955) derived a relationship between the interval 
velocity and the two-way time from the source to the top and the bottom of a layer at 
zero offset distances, where rays are vertical and the ray parameters are zero, i.e.
(5.5) 2 V RMS. N rN ^ ) " V RMS. N -^N -l^)
* N ^ )  ‘  * N -i(0 )
where vN is the interval velocity for the N-th layer, tN(0) is the two-way zero-offset 
time from the bottom of the N-th layer, and VRM$ N is the effective velocity above the
N-th interface which is called the root mean squared (RMS) velocity and can be 
calculated as follows
<5-6) vLs.N = i | v> ;
where Atj is the two-way zero-offset time for the j-th layer.
For non-zero offset traveltime data, Diebold and Stoffa (1981), and Schultz 
(1982) transformed the travel time data from x - 1 space into x - p space where p = dt/dx 
is the ray parameter and x = t - px; x, t and x are the intercept time, the two-way travel 
time and the offset distance, respectively. In x - p space, they were able to derive 
another technique to calculate the interval velocities and layer thicknesses. In x - t 
space the travel time trajectory for a single layer is a hyperbola and those for a 
multilayered structure are pseudo-hyperbolae. In x - p space, traveltime trajectories 
change into an ellipse for a single layer and ellipses for multilayered structure. The 
properties of the traveltime trajectories in x - p space are exploited to derive methods of 
calculating interval velocities and layer thicknesses (Diebold and Stoffa, 1981; Schultz, 
1982). Dix's formula assumes x = p = 0 and predetermined root mean squared
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velocities but the new methods are valid at any offset and do not need predetermined 
RMS velocities.
Nowroozi (1990) was able to derive a technique to calculate interval velocities 
and layer thicknesses directly in t - x space. This technique is valid for any values of 
ray parameters and their associated travel times and offset distances. It requires 
recognition of the ray parameters, the offset distances and the travel times for the rays 
that have reflected from various interfaces. Let (X ,^ T^) and (Xj+1 v Tj+1 j) be a pair of
traveltime coordinates of the rays which have the same initial incidence angle a i at the 
source and ray parameter Pp where travel times are for reflected rays from the top and 
bottom of layer j as can be seen in Fig. 5.1. Now denoting
dTi+1: dT” sin oq
(5.7) AXji = Xj+1 i - Xji. ATjj = Tj+1, - Tjl> and P; = ^  ^
we can represent the velocity and the thickness for the j-th layer as follows
(5.8) v2
Pi
hj = 0.25 • [Vj ATjj)2 - (AXj,)2].
From (5.7) and (5.8), we know that interval velocities and layer thicknesses can be 
directly calculated from any pair of points on two neighboring reflection traveltime 
curves which have the same slope. If more than one pair of points are used, a set of 
inconsistent equations may be obtained due to noise in the data. In this case, a least 
squares method would be often applied to choose a solution which minimises the 
objective functional (5.1). It is worthwhile to point out that if all the data (say hand­
picked two-way traveltimes) are biased toward one side of their real values, an 
erroneous solution will be obtained. For example, if one uses a set of ray parameters 
which are smaller than the true values to calculate layer velocities, one will obtain a
n = j+1
n = m
Figure 5.1 Multi-layer model and reflection traveltime curves. The lower panel shows an m- 
layer model. The i-th ray with an incident angle of (Xj is reflected at the j- and j+l-th interfaces 
and detected at X-j and Xj+li respectively. The upper panel shows two traveltime curves for
reflections from the j- and j+l-th interfaces. The reflection traveltimes for the i-th ray at the j- 
and j+l-th interfaces are T -  and Tj+li. The i-th ray parameter can be denoted by the slopes of
the traveltime curves, i.e. Pj = sin [aJ/vj.
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greater velocity for each layer from (5.8) and subsequently obtain a greater thickness for 
the layer.
It is well known that the indeterminacy between the velocity field and reflector 
locations may sometimes lead to a failure in the inversion of traveltime data for both the 
velocity field and reflector locations. Velocity parameters and layer thickness 
parameters are two distinct types of seismic model parameters and their effects on 
traveltime data compensate each other, e.g. the effect of a decrease in velocity can be 
almost compensated by the effect of a decrease in layer thickness (see eq. (5.4)). Even 
if a small error is allowed in the minimisation of the objective functional, e.g. stopping 
within a small distance of the global minimum, significant errors in the estimates of 
velocity field and layer thickness may not be resolved.
To illustrate this, we consider the top layer of the multi-layered model in Fig. 5.1
t
and designate it as Model I, which also includes the following source-receiver 
arrangements. The thickness of the top layer is 250 m. All together 20 shot/receivers 
(SR) will be evenly placed on the surface with the first SR at 12.5 m and SR spacing of 
25 m. Rays are traced from each SR to every other and itself, yielding 210 distinct 
raypaths. Traveltimes from this model are taken to be the observed data for the 
inversion.
Table 5.1 Diagonal elements of data covariance matrix for different inversions
Columns Variance Standard Deviation
2 0.001 0.03
3 0.0001 0.01
4 0.00001 0.003
5 0.000001 0.001
6 0.0000001 0.0003
7 0.00000001 0.0001
310 -
300 -
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280
270
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Figure 5.2 (b) iterative recovery process of velocity.
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Figure 5.2 (c) iterative decrease of normalized weighted data residual.
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The subspace method with the current model as the reference model (varying 
reference model approach, cf. Section 4.5) is used to invert the traveltime data for the 
two types of model parameters: depth and velocity. The iterative inversion results are 
presented in Fig. 5.2 with a starting model chosen as the reflector at a depth of 300 m 
and the velocity at a value of 3.46 km/s. Fig. 5.2a shows that the reflector depth of a 
starting model is 300 m and the updated reflector gradually converges to the original 
position at a depth of 250 m. To see the effect of data covariance on inversion 
convergent rate, several inversions are carried out with different choices of data 
covariance matrices as shown in Table 5.1 and in Fig. 5.2. As can be seen, different 
convergent rates would be obtained if different data covariance matrices are chosen. 
The greater the covariance matrix, the smaller the convergent rate. Fig. 5.2b shows that 
the velocity of the starting model is 3.46 km/s and the updated velocity at successive 
iterations gradually converges to its true value 3 km/s. The effect on the convergent rate 
of the velocity with the choice of the data covariance matrix is similar to that for 
thickness. Fig. 5.2c shows that the normalized weighted data residual gradually 
decreases with iterations but at a different rate with a different choice of data 
covariance. The behaviour of the convergent rate with the choice of data covariance 
matrix reaffirms the result of the theoretical analysis in Section 4.2. It is obvious that 
we have to terminate an inversion process after a few iterations. A termination criterion 
is usually specified by the rate of data residual decrease or the number of iterations. A 
minimum rate of 1% may be considered a practical goal for most real problems. Thus, 
the resolution between the thickness and the velocity would depend on the precision of 
the observed data. The higher the precision of the data, the better the resolution.
2-D Model
The tradeoff between two or more types of compensatory model parameters can 
be made worse by allowing two- and three-dimensional variations of these quantities. 
Fig. 5.3 shows a 2D model with a curved reflector at the bottom and a homogeneous
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Figure 5.3 2D model of homogeneous layer with curved reflecting surface. The velocity is 3 
km/s and the horizontal part of the reflecting surface is at a depth of 250 m and the maximum 
upward perturbation is 20 m.
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medium between the surface and reflector (an anticline model) and is denoted as Model 
II. The maximum depth of the model is 250 m and the maximum upward perturbation 
is 20 m. The horizontal length is 750 m and the velocity for the layer is 3 km/s. 30 
shot/receiver (SR) points are evenly distributed on the surface at 25 m intervals with the 
first SR at 12.5 m, from which rays are traced from each SR point to every other and 
itself, yielding 465 distinct raypathes. To demonstrate the troublesome tradeoffs 
between the velocity field and reflecting interface, we allow both the velocity field and 
reflecting interface to vary in two dimensions. To invert the "observed" traveltime data 
for the velocity field and reflector locations, we use a starting model with a horizontal 
reflecting bottom at a depth of 250 m and a homogeneous medium between the surface 
and the reflecting bottom. Three separate inversions are carried out with starting 
slownesses: 0.333 s/km, 0.33333333 s/km and 0.3336 s/km, which stand for a greater 
starting velocity, an exact starting velocity and a smaller starting velocity.
The subspace method is used to try to reconstruct the velocity structure and 
reflector locations. The inversion result presented in Fig. 5.4 is obtained with the 
starting slowness of 0.333 and the rectangular cellsize of 25 m. As can be seen, the 
inversion completely failed to recover the basic structures of the model. An extremely 
high-velocity anomaly in the lower middle part of the model is obtained, which severely 
pushes the anticline structure down to a syncline structure. The other two trials yield 
similar results.
Various strategies were proposed recently to minimise the tradeoffs. For 
example, Williamson (1986, 1990) proposed a multi-stage inversion strategy which 
solves for successively shorter wavelength features of the solution. To apply this multi­
stage inversion strategy to the above problem, we may first parameterise the starting 
model as a single block model and we obtain two model parameters, i.e. velocity and 
thickness. In the first stage, we hope to resolve the average velocity and thickness. In 
the successive stages, we parameterise the model with a block size smaller than the
E o  o
LO
o  CM
Figure 5.4 Results of a 2D single-stage traveltime inversion. The original model is shown in 
Fig. 5.3 and the starting model is a horizontal reflecting surface at a depth of 250 m with a 
slowness of 0.333 between the ground surface and the reflector.
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previous one. Thus, we hope to recover maximum information from the observed data 
and achieve a better resolution.
Fig. 5.5 shows results obtained with a five-stage inversion for the same datasets 
as in Fig. 5.3 [Note that the plotting scale for the slowness field in Fig. 5.4 is different 
from the one in Fig. 5.5]. As can be seen, the basic structures of the model are 
recovered in all the trials and great improvements are achieved over the single stage 
inversions. However, we can clearly see that the variation of the reflecting bottom is 
partially compensated for the variation of the velocity field in the reconstructed models. 
From the three inversion results, a common feature is that a high velocity anomaly is 
located above the top region of the anticline, a low velocity anomaly above each slope 
of the anticline and a high velocity anomaly near each end of the anticline structure. 
These velocity anomalies render the reconstructed reflector smoother than the original: 
The high velocity anomaly above the anticline pushes down the reflector, the low 
velocity anomaly above the slopes pushes up the reflector, and the high velocity 
anomalies at the ends of the anticline push down the corresponding section of the 
reflector. In addition, on comparing the three inversions, it seems that a lower starting 
velocity yields a better result.' This may be explained by the fact that the starting depth 
of the reflector is deeper than the average depth of the original and a lower starting 
velocity generates a larger traveltime misfit than a greater starting velocity and thus the 
lower starting velocity helps to speed up the inversion process and to give a better 
result. Improvements over the single-stage inversion may be summarised as follows:
Firstly, the multi-stage inversion scheme solves for successively shorter 
wavelength features of the solution, thereby increasing the likelihood of converging on 
a global rather than local minimum. This point can be clearly demonstrated by 
comparing the single-stage results (Fig. 5.4) to the multi-stage results (Fig. 5.5). The 
complete failure of the single-stage inversion (Fig. 5.4) is caused by the notorious 
tradeoff between the two types of compensatory model parameters: velocity and depth.
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Fig. 5.3 and the starting model is a single horizontal reflecting surface at a depth of 250 m. (a) 
starting slowness is 0.3333 s/km.which is smaller than the true value.
Figure 5.5 (b) starting slowness is 0.333333 s/km which is assumed to be the same as the 
true value.
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To match the observed traveltime data with the calculated traveltime data, the high- 
velocity anomaly in the middle of the model pushes down the reflector. Thus, the 
features of the original model are completely changed. The satisfactory inversion result 
from the multi-stage scheme shows that the multi-stage method has a better chance to 
achieve a global convergence than the single-stage approach.
Secondly, the result from a multi-stage inversion scheme is much less dependent 
upon the starting model than that obtained with a single-stage inversion scheme. Such a 
problem can arise when the observed data are unevenly distributed because areas with 
lower ray density will be updated more slowly. For our examples, the leftmost and 
rightmost lower parts of the model are not crossed by any rays and hence will not be 
affected at all for a single-stage inversion. If the starting model is far away from an 
average model, there will be a large parameter contrast between well-constrained areas 
and areas with less or no data constraints. This problem may slightly be relieved by 
imposing a strong regularisation on model smoothness. However, this smooth 
regularisation may render well-constrained areas smoother than they should be. 
Therefore, the multi-stage scheme can produce a solution which is less dependent upon 
the starting model and is also characterised by its natural smoothness.
In this section, we discussed three different styles of tomographic inversions. 
The first two types of inversions involve a single type of model parameters and the last 
one involves two types of model parameters. Tomography I, inversion for the velocity 
field, can be viewed as a transmission problem and in a perfect condition it can be 
solved exactly. Tomography II, inversion for reflector location, can not be solved 
exactly if the reflecting interface varies rapidly and only first arrivals are used. 
Tomography III, inversion for both velocity and reflector shape, is difficult to solve and 
special strategies may have to be invoked to relieve some of the tradeoffs between the 
two different types of model parameters. In summary, we can say that tomography I is 
the most robust inversion among them. The stabilities and resolution reliabilities of the
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three types of tomographic inversions are in a decreasing order. Therefore, whenever 
possible, we should try to avoid the latter two types of inversions by transforming 
practical problems into Tomography I. When a large multi-parameter type of inversion 
has to be solved, it is advisable to employ multi-stage subspace inversion strategy to 
successively resolve small wavelength features of earth structures.
5.2 Inversion of waveform data for reflectivity
Sometimes the velocity field and the reflecting interface are known and the 
reflectivity variation along the interface is needed to define the property of the interface. 
For example, after a tomographic inversion, the velocity field and the locations of 
reflecting interface may be recovered, but the information about the reflectivity 
variations along the interface is needed to assess the property change along the 
interface. In non-destructive testing, the results of welding can be checked by the 
reflectivity variations along the welding interface. In oil exploration, a gas contact can 
be distinguished from an oil contact or a water contact by its reflectivity values. The 
estimate of reflectivity model parameters can be carried out in one, two and three 
dimensions. The formulae derived below will be equally applicable to all three cases. 
However, for simplicity, we use a one-dimensional model to illustrate the inversion 
procedure.
5.2.1 Formulation of the inversion
In the inversion of waveform data for reflectivity, we assume that we have exact 
knowledge of the locations of a reflecting interface and the velocity field above the 
reflecting interface. The problem is to find an optimal reflectivity model which gives a 
good fit between the observed seismograms and the calculated seismograms based on 
the estimated reflectivity model. The criterion for choosing the optimal reflectivity 
model is taken as the minimum of an objective functional which is normally the 
addition of a waveform misfit functional and a regularisation functional, i.e.
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(5.9) Sw(m) = (uobs - ucal(m))TCy'(uobs - uca](m))
+ [D(m - n ip ri^ fC ^ tD dn  - mprior)],
where u obs and ucal(m) are the observed displacement data and the calculated 
displacement data respectively, D(m) and D(mprior) are the quantitative measurements
of some prescribed model properties of the current model and the a priori model 
respectively, Cu and are the covariance matrices of the observed displacement data
and the prescribed properties of the a priori model.
5.2.2 Forward modelling
For a given model, the p-th component of the displacement field of reflection 
can be represented as (cf. Section 2.1.1),
(5.10) Sup(x,t;xs) = - jDdV(x,)3tGpi(x,t;x,,0)*(Ap(x')3tUi(x,,t;xs))
-JDdV(x’)3jGpi(x,t;x,,0)*(Ac(xl)ijk]3iuk(x',t;xs))
+ j3DdS(x,)Gpi(x,t;x,,0)*{c(x,)ijid3iAuk(x,,t;xs)nj(x’)}
- f0DdS(x’)Aui(x’,t;xs)*{c(x,)ijkl3iGkp(x,t;x,,0)nj(x')},
where Gpi(x,t; x',0) is Green's tensor representing the p-th component of the 
displacement at time t at x generated by an impulsive unit force applied at time t = 0 in 
the i-th direction at x', ui(x',t; xs) is the i-th component of the incident wave at time t at 
x' excited by a source at xs, p(x') and c(x')jjki are density and elastic modulus at x' and 
Ap(x') and Ac(x')jjki are density and elastic modulus perturbations. Aui(x',t;xs) is the i-th 
component of the displacement perturbation at the boundary. As pointed out in Section 
2.1.1, the first two terms represent reflections from volumetric scatterers whereas the 
third and fourth terms represent reflections from reflecting surfaces.
The reflections from a volumetric scatterer can be decomposed into PP and PS 
components. Both the PP and PS components can be represented in a similar format: a 
convolution of the second derivative of source time function and a weight function
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whose value at a given time is evaluated by a line contour integral along an isochron (cf. 
Sections 2.1 and 2.2), i.e.
(5.11) 5u(x,t;xs) = 3tts(t)*[ Fp(x,t) + Fs(x,t) ]
where s(t) is the source time function, and
(5.12) Fp(x', tp) = - JL(t) dl(x)H(x){5p(x)n°(x)gi(x,x')
+ 5c(x)ijkin° (x)n°(x)gi(x,x’)gj(x,x')/a2(x)} 
Ap(x,xs)B(x,x')a(x)[ln^(x)+gCT(x,x')l]-1,
and
(5.13) Fs(x',ts ) = - lL(t) dl(x)H(x) (8p(x)n°(x)hi(x,x')
+ 5c(x)ijkin° (x)n°(x)hi(x,x')gj(x,x')/a(x)ß(x)} 
Ap(x,xs)C(x,x')a(x)ß(x)[lß(x)n^(x) + a(x)ga(x,x,)l]-1,
where dl(x) is a length element of an isochron on the median surface of the scatterer, 
H(x) is the local thickness. The total traveltime from the source to the receiver via
points x' on the median surface of the scatterer, t = T(xs,x') + Tp(x,x'), specifies the 
isochronal line L(t). n°a(x) and ga (x,x') are the projections of n°(x) and g(x,x') on the
tangential plane of the median surface at x.
The reflections from a reflecting surface can also be broken up into PP and PS 
components which can be represented as a convolution of the first derivative of source 
time function and a weight function whose value at a given time is evaluated by a line 
contour integral along an isochron (cf. Section 2.2), i.e.
(5.14) 5u(x,t;xs) = 3ts(t)*[ Qp(x,t) + Qs(x,t) ] 
where
(5.15) QjP(x,t) = JL(t) dl(x’) Apr0^.j>(x,n°,n,g)(47tpRRsa 2ln^(x')+ga(x',x)l)’1
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(5.16) Q?(x,t) = JL(t) dl(x,)APr04 j>(x,n°,n,g)a(47rpRRsß2lßn0a+aga(x,,x)l)’1,
where Ap is the source strength of the incident P wave. Rs and R (or R(xs,x') and
R(xr,x')) are the distances from the source to the point of interaction and from that point
pp SPto the receiver, respectively. (x,n°,n,g) and S ^ (x,n°,n,g) are the scattering kernels
for an elementary surface scatterer. They can be represented as
(5.17) S^P(x,n°,n,g) = gj(x,x'){?i[n(x>np(x) - n(x)-g(x,x’)]
+ 2|i[np(x)-g(x,x')][n(x)-g(x,x') - n(x)-np(x)] }Rpp(x)
and
(5.18) SJ*jP(x,n°,n,g) = M.{[n(x)-g(x,x') - n(x)-ns(x)]hS(x)
+ [hs(x)-g(x,x')]nj(x) - [hs(x)-n(x)]n?(x)
+ [ns (x)- g(x,x')] [n(x) • hs (x)] gj (x,x')
+ [n(x)-ns(x) - 2 n(x)-g(x,x’)][hs(x)-g(x,x,)]gj(x,x’)}Rsp(x)
where p, a , ß are the density, P-wave velocity and S-wave velocity, respectively. X  and 
\x are the Lame parameters. For P waves, g(x,x') = VTp(x,x') and for S waves, g(x,x’)
= VTs(x,x'). np(x') is the local propagation direction vector of the reflected P waves, 
ns(x') is the local propagation direction vector for the reflected S waves (conversion) 
and h s(x') is the displacement vector of the reflected S waves, n(x') is the local normal 
to the reflecting surface. Rpp and Rsp are reflection coefficients for PP and PS 
reflections, respectively. To a first order approximation, they can be written (cf. eq. 
2.50) as
(5.19) Rpp i a . - L
2 2cos2i> * +
+ (----- 7T  - 2sin2i)
p 4cos2i X+2p 2cos2i
Sji
\+2[i
rSP= S (1 - 4sin2j + 4 ( u 5 i i ) 1/2cosi cosj}^
- (2sin2j - 2( ^ ) 1/2cosi cosj)— ],
M"
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where i and j are the angles subtended by the local reflected P or S waves with the local 
normal of the interface, p is the density, X  and \ i  are the Lame parameters.
As can be seen from equations (5.11-13) and (5.14-18), reflections from 
scatterers and reflecting surfaces can be represented separately. If a record section 
consists of reflections from both scatterers and reflecting surfaces, the complexity of an 
inversion would be substantially increased because of cross-coupling between different 
types of model parameters. Theoretically, all the parameters can be resolved by 
potentially observable data. However, due to practical limitations, we only record a 
small portion of all observable data, which may lead to considerable cross-coupling 
between the estimates for different parameters. Fortunately, scatterers and reflecting 
surfaces are usually well separated spatially. Therefore, we may concentrate on either 
scatterers or reflecting surfaces in a given region. For example, in sedimentary regions, 
it is reasonable to assume that all reflections originate from reflecting surfaces. 
Tarantola (1987) and Mora (1987) both considered the case in which reflections are 
estimated with a volumetric scatterer approximation. We will consider the case in 
which reflections may be treated with a surface scatterer approximation.
The expressions (5.14-5.19) show the relation of the dependence between the 
reflection response and the various structural parameters of a reflecting surface model, 
under the ray approximation for incident wave propagation from the seismic source to a 
reflecting surface and from the reflecting surface to the receivers, and also first-order 
approximations for wave interactions across the reflecting surface. All three parameter 
contrasts, Ap(x'), A^(x'), Ap.(x'), across the reflecting interface contribute to PP 
reflections and only two of them, Ap(x'), Aji(x'), contribute to PS reflections. 
Theoretically, observations of the PP reflection can resolve all the three parameter 
contrasts because they have different spatial contribution patterns. In practice, however, 
tradeoffs between the three parameters may be very strong because they can compensate 
each other, i.e. the effect on the reflections from one parameter can be approximately
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generated by other two parameters, and angular variations in the observational geometry 
are limited. Simultaneous use of the PP and PS reflections would substantially decrease 
these tradeoffs.
However, in seismic reflection exploration, we usually record the vertical 
component of the wave motion. In such a vertical recording system, PS reflections are 
severely suppressed, especially for a short offset system, and are almost unrecognizable 
with a normal level of background noise. Therefore, we should not expect much help 
from PS waves except in some special cases. We will only consider PP reflections and 
examine how much information can be independently extracted.
Most exploration problems are concerned with sedimentary rocks and 
interpretations are often confined to the definition of subsurface structures. Therefore 
we may focus on P-wave reflections from reflecting surfaces. By assuming a 
homogeneous reference medium, we may rewrite the vertical component for PP 
reflection from a reflecting surface as the convolution of a wavelet w(t) with a weight 
function Q3(t) [The subscript 3 is for the third (vertical) component]
(5.20) 0U3(x,t;xs) = w(t)*Q3(x,t;xs)
= - 3ts(t) * JL(t) dl(x') Apr0 g3(x,x')(Mn(x>np(x) - n(x)-g(x,x’)]
+ 2|i[np(x>g(x,x')][n(x>g(x,x’) - n(x)-np(x)]}Rpp(xs,x’,x) 
(47tpRRsa 2ln°(x’)+g0(x,,x)l)-1.
This representation of the reflected field states that changes in reflectivities can lead to 
variations of the intensity of the reflection events and to the possible generation of 
diffractions. We note that, at each time t, the amplitude of seismic reflection is the 
convolution of the first derivative of the source time function and the weight function, 
which is a line contour integral along an isochron on the reflecting surface. Thus, the 
amplitude of seismic reflection is determined by a zone on the reflecting surface for 
which the travel times from the source to the receiver via the zone are bounded between
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t and t + AT, where AT is the duration of the wavelet. Clearly, if an impulsive wavelet 
is assumed, the surface zone would be reduced to a set of curves. It is worthwhile to 
point out that the bandlimited seismic waves are an inevitable consequence of the data 
acquisition procedure. We cannot see the true earth from the bandlimited seismic data
a
and the earth model derived from the data would beAblurred and bandlimited version of 
the true model.
Furthermore, the loss of PS wave information will lead to an ambiguity between 
contributions from 8X and 5|i, which can only be resolved by a priori assumptions. 
For simplicity, we assume that 8X and Sp. are linearly related, i.e.
(5.21) Ap. = aAX or Ap = (—  - 1)AA.
2a
where the coefficient a could range from negative infinite to positive infinite (Love 
1927) (for rocks, a will be positive, some examples: the metal lead 0.25, fluid 0.0 and 
granite 1.0) and a  (Poisson's ratio) ranges from slightly negative to 0.5.
The resolution between density and velocity (or the Lame parameter X) is very 
poor when only reflection data are used (see e.g. Pan et al. 1988 and Pan and Phinney 
1989) although it can be improved by using more data, especially those with large 
offsets. To further simplify the inversion, we will neglect the density perturbation or 
assume a linear relation of the form p = pj + p2X. Thus, we are left with only one 
model parameter: the perturbation of the Lamb parameter X. The PP reflection 
coefficient becomes
(5.22) R W - C - L r  = . a S s i n ^
4cos2i (l+2a) X 4cos2i (l+2a)
where 8X is the perturbation ratio of Lame parameter X.
From (5.20), a reduction in the data misfit d>(d0bs, dpre) can achieved by 
introducing an appropriate reflection segment at some point along the known reflector
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in the reference medium (the starting model). While the data misfit is reduced, a new 
model is created, which may be physically unacceptable (e.g. the absolute value of the 
reflectivity must be smaller than or equal to one). Therefore, we have to impose some 
rules according to which a model may be updated. These rules can be quantitatively 
introduced by adding a priori knowledge to the inversion process, i.e. a regularisation 
term vf'(mprior, mest)-
Mathematically, there are a number of ways to minimize a functional like (5.9) 
such as Monte Carlo method, gradient method, etc. However, the most commonly used 
methods involve finding the Frechet derivative F of the forward modelling operator at 
any point m within the model space M.
5.2.3. The Frechet derivative
By definition, the Frechet derivative at a model point m can be written as
(5.23) F(m) d(m+5m)-d(m) or5d = F5m
5m
To represent the Frechet derivatives explicitly, we can differentiate (5.20) with 
respect to the perturbation ratio 5X of Lame parameter X. For simplicity, we consider a 
ID model, i.e.
(5.24) F53l(x,t;xs) = 35u3(x,t;xs)
d8X
= - 3ts(t) • JL(t) dl(x’) Apr0 g3(x,x')Wn(x)-np(x) - n(x)-g(x,x')] 
+ 2|i[np(x)-g(x,x')][n(x)-g(x,x') - n(x)-np(x)]} ( 
(4jtpRRsa 2ln°(x')+g0(x’,x)l)-1.
5.2.4 Inversion scheme
It is obvious from (5.24) that there is a linear relationship between the 
seismograms and the Lame parameter perturbation 8X if the reflectivity model is
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restricted to a one-dimensional model. Thus, the linear inverse theory described in 4.3 
can be applied to the inversion of seismic waveform data for reflectivity.
Specifically, we may prescribe a zero-reflectivity model as an a priori 
reflectivity model. For a given starting model 5Aq, the waveform data residuals can be
calculated as
(5.24) 5uobs(x,t; xs) = F5JL(x,t; *s)'5 \0 - uobs(x,t; xs)
and the model residuals can be calculated as
(5.25) S n y ^  = 5 ^ .
Under a local linearization, the desired model perturbation, which is required to reduce 
the waveform data misfit, can then be obtained from the combined information 
consisting of the data residuals and model residuals, i.e.
l l T
(5.26) 5m b = C b{ Jdt Fa (x,t; xs)C^Suobs(x,t; xs) + C ^ S n y ^ ,}
k )
with the uncertainty of the estimate of the model perturbation as 
[1 T
(5-27) Cmptb = [ Jdt F^(x,t; xs)C j FgjJx.t; xs) + 
k)
5.2.5 Synthetic examples
Based on the inversion scheme proposed above, a ID synthetic example is 
given. The observed data are synthetic seismograms calculated from Model I. The 
Lame parameter for the medium above the reflector is X = 6.00 x 1012 g m '1 s'2 and the 
perturbation across the reflector is 5A, = 0.070267 x 1012 g m '1 s'2 (note 1012 g m '1 s'2 
is the standard unit for the Lame parameter and will be discarded for later discussion). 
We start the inversion of the seismic waveform data for the reflectivity from an initial
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model of the same geometry as the simple one-layer model with zero-reflectivity across 
the reflector. The data covariance matrix is a diagonal matrix with the square root of 
each of the diagonal elements is about one tenth of the absolute maximum value of 
seismic traces. Fig. 5.6a and b show that the parameter contrast across the interface is 
recovered and the waveform misfit is almost reduced to zero after a few iterations. In 
Fig. 5.6a, the reflectivity represents the Lame parameter contrast across the interface 
and has been amplified 100 times regardless of its unit. The first iteration almost 
recover 95% of the contrast and subsequent iterations gradually recover the rest of the 
contrast. Thus the reflectivity can be accurately reconstructed with a varying reference 
model.
This method can also be extended to multi-layer models by a layer-stripping 
technique. This technique solves the inverse problem stage by stage from the top layer 
to the bottom layer. Once the model parameters for a current layer are obtained, the 
values for these model parameters will be fixed. The model parameters for the layer 
below the current layer will be inverted in the next stage. However, errors with upper 
layers will affect lower layers and from top to bottom, errors will have an accumulating 
effect. Thus, the stripping technique should only be applied to a reasonable number of 
layers.
Furthermore, the Frechet derivatives (5.24) are expressed in general terms as 
well as the subsequent model perturbation formula (5.26). Thus, the extension of this 
scheme to 2- and 3-D problems is straightforward. However, the computational cost 
will be dramatically increased, which explains why a ID model is chosen here to 
illustrate the scheme.
Another interesting thing to note is that when this approach is applied to 2- and 
3-D models, it performs a variant of migration. If a varying reference model approach 
is adopted and the reference model and the current model are the same, the inversion of
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Figure 5.6 Result of ID waveform inversion of ’noise-free’ data, (a) Reflectivity 
recovered from a starting value of zero.
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Figure 5.6 (b) waveform data misfit is reduced to a level of less than 0.00001 of the initial 
misfit.
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waveform data for reflectivity is equivalent to migration with a specified weight 
function. This will be further discussed in Section 5.4.
We have seen that the reflectivity of a reflector can be reconstructed from the 
waveform data if the shape of the reflector and the background velocity are known. If 
either the shape of the reflector or the background velocity or both are unknown, the 
reconstruction has to be reformulated. Three different problems may arise: i) inversion 
of seismic data for the reflectivity and background velocity with a known shape of a 
reflector (Inversion I); ii) inversion for the reflectivity and reflector's shape with a 
known velocity field (Inversion II) and iii) simultaneous inversion for the reflectivity, 
reflector's shape and velocity field (Inversion III). The first two problems will only 
arise in some particular situations and the last problem is quite general.
There are three ways to approach the inversion III. The first and straightforward 
approach would be to minimize a misfit function like (5.9) consisting of a waveform 
misfit function and a regularisation function. My experience with attempts to perform 
2D inversion of reflection data indicates that the success of such an inversion depends 
largely on the distance between the starting model and the true model. If the distance is 
so small that the major reflection events from both the calculated data for the starting 
model and the observed data are within half cycle of the events, it is very likely that 
such a minimisation would converge to the true solution. Otherwise, an iterative 
minimisation of the misfit function would often lead to a zero-reflectivity solution 
because the value of the misfit function for zero-reflectivity model is smaller than that 
for the starting model.
The second way is to try to either reconstruct the shape of the reflector and the 
velocity field first and then reconstruct the reflectivity or the other way round or 
simultaneously. This will be further discussed in Section 5.3 with a hybrid inversion
scheme.
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The third way to treat such an inverse problem is to transform the inverse 
problem into several subproblems which can be solved in a robust way. In Section 5.4, 
we will use an iterative migration-tomography method to illustrate such an approach.
5.3 Hybrid inversion of traveltime and waveform data
As discussed in Section 4.2, seismic recordings contain both traveltime and 
amplitude information. In Sections 5.1 and 5.2, we discussed separately the inversion 
of traveltime data and waveform data. In order to make efficient use of these 
information, a hybrid inversion scheme is proposed to simultaneously perform the 
inversion of both traveltime and waveform data.
Shaw (1986) proposed a scheme which extended the linear regime of the 
waveform inversion in a refraction problem. In his scheme, he aligned the observed 
seismograms with the calculated seismograms by an appropriate time shift. However, 
as he pointed out in a more recent paper (Shaw 1988), there is a null space in the 
proposed scheme, e.g. infinitely many pairs of model perturbations and time shifts can 
make the calculated seismograms match the observed seismograms. The problem with 
this approach is that the time shifts are not used in the inversion. By analogy with the 
inversion of traveltime data, we know that these time shifts can also be related to 
seismic model parameters. In our hybrid inversion of seismic reflection data, we will 
simultaneously use traveltime data and waveform data to reconstruct the earth model.
Recently, Jannane et al. (1989) compared synthetic seismograms for a given 
model with those for a model comprising the given model with a model perturbation 
and found that only short and long wavelength features of earth structures could be 
resolved from seismic reflection data. With the explicit partition of traveltime 
information and amplitude information, it is obvious that the traveltime information is 
responsible for the long wavelength features of the proposed earth structures and the 
amplitude information is responsible for the short wavelength features. The ultra-short
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and middle wavelength features of the actual structure are unresolvable because all the 
observed seismic data are bandlimited and they do not generally contain low and high 
frequency information. The gap in the resolution of middle wavelength features can be 
narrowed either by increasing the source-receiver offset range to push the upper limit of 
the gap lower or by increasing the low-frequency response of the source-receiver system 
to push the lower limit of the gap higher.
5.3.1 Formulation o f simultaneous inversion o f traveltime and waveform data
The simultaneous inversion of traveltime and waveform data requires the 
recognition of traveltime information and waveform information from the seismic 
observations. The traveltime information can be often obtained by semblance analysis. 
Once the traveltime differences between the observed data and the calculated data are 
obtained, we can align a reflection phase of interest in the observed data and the 
calculated data by delaying or advancing this reflection phase of either the observed 
data or the calculated data. The aim of our simultaneous inversion of traveltime and 
waveform data is to obtain the "best" earth model which is defined as the one producing 
seismograms that best match those recorded (usually under a least-squares criterion). 
This definition can be directly translated as that the combined data misfit of traveltime 
and waveform reaches its minimum. As can be imagined, there are many different
combinations of the forms of the traveltime misfit and the waveform misfit. We choose 
a simple combination, i.e. the addition of traveltime misfit St(m), adjusted waveform 
misfit Sw(m) and a regularisation term xF(D(nL)rior - m)),
(5.28) S(m) = St(m) + S* (m) + 'F(D(mprior - m))
— ^obs " *cal<mo^ ^obs"
+ [«obsW • ucal(t+8t- ‘ uca|(t+5t’ mo>]
+ PXmprior ‘ m)]TC^[D(niprior ‘ m)l-
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where 5t is an appropriate time adjustment which aligns the reflection phases for the 
observed and calculated data. Thus, the simultaneous inversion of traveltime and 
waveform data becomes the minimisation of functional (5.28).
5.3.2 Inversion scheme
In the simultaneous inversion of traveltime and waveform data, we have three 
types of model parameters, i.e. the layer velocity, the layer thickness and the reflectivity 
of the reflecting surface. The minimisation of (5.28) can be implemented by the 
subspace method discussed in Section 4.5 with a varying reference model. The model 
space in this case may be divided into velocity (or slowness), depth and reflectivity 
subspaces. Thus, the projection matrix A can be constructed from the components of 
the gradient 7 of the misfit functional (5.28), i.e.
(5.29) A
\  0 0 
0 \  0 
0 0
where we have, a) gradients of traveltime misfit function
5St(m)3S.(m)
(5-30a) V f  = ^ T - Y, = —
and b) gradients of the adjusted waveform misfit function
(5.30b) \ x 3S
d b X
9S*(m)
d8X
Note that in (5.30) we have ignored the variation in waveform caused by the variations 
in the depth h and Lame parameter X .  In other words, Y h and Y ^  operate only on the
traveltime misfit function and Y5^  operates only on the waveform misfit function.
The projected Hessian matrix H can be written as
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(5.31) H = At H A
where H is the Hessian of the misfit functional (5.28), which may be represented as
- Hhh HhX Hh5X
(5.32) H = H*h H u
- « a , , H su H5XS)l -
Recalling that the macro-structure of a model is responsible for traveltime misfit and
micro-structure is responsible for waveform misfit, we may represent each component 
of the Hessian as
32St(m) 
hh= 3h2 ’
32St(m)
3h3A,
Hh5X 0 ,
52St(m)
dX2
0,
a2st(m)
H m x  =  - ^ 2 “
The desired model perturbation can then be constructed as
(5.34) 5m = At • a
where a  = - H '1 A Y-
For complicated models, other strategies such as multi-stage parameterization 
and layer-stripping, may be employed to partially solve the indeterminacy, which may 
result from an insufficient ratio of the number of the observed data N to the number of 
model parameters M, poor forward modelling scheme (not present in our synthetic 
examples) and perhaps ineffective inversion algorithm.
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5.3.3 Synthetic examples
In order to demonstrate the hybrid inversion scheme, Model I is used again. The 
starting model consists of a non-reflective (zero-reflectivity) surface at a depth of 300 m 
and the velocity above the surface is 3.46 km/s (cf. Figs 5.7a, b and c). The hybrid 
inversion scheme outlined in Section 5.3.2 is employed to try to simultaneously 
reconstruct the three different types of model parameters: depth, velocity and 
reflectivity. Fig. 5.7 shows the results of an inversion with a set of well-chosen initial 
parameters. Fig. 5.7a shows that the starting depth at 300 m gradually converges to the 
depth of the true reflector at 250 m. As can be seen, after 3 iterations, the depth is 
almost recovered. Fig. 5.7b shows that the starting velocity at 3.46 km/s gradually 
converges to the true value of 3.0 km/s. Like the reconstruction of depth, velocity is 
almost recovered after 3 iterations. In Fig. 5.7c, the reflectivity is the Lame parameter 
contrast with 100 times amplification. As can be seen, the reflectivity varies rapidly in 
the first few iterations, especially in the third iteration. After the fifth iteration, the 
reflectivity gradually converges to its true value 7.0267. Fig. 5.7d shows the iterative 
reduction of three different types of data misfit. Column 2 shows the traveltime misfit, 
column 3 the waveform misfit and column 4 the combined (addition) misfit. At the 
starting point, the traveltime misfit dominates the combined misfit because the 
calculated seismograms are zero and the waveform misfit is only the observed data. 
Therefore, in the first few iterations, the inversion process tries to reconstruct the depth 
and velocity to reduce the traveltime misfit. After the first iteration, the waveform 
misfit increases because the reflectivity is no longer zero and the reflection events can 
not be precisely aligned. At the third iteration, the traveltime misfit is substantially 
reduced and the waveform misfit dominates the combined misfit. As can be expected, 
the inversion process tries to reconstruct the reflectivity to reduce the waveform misfit. 
At the fifth iteration, the traveltime misfit exceeds the waveform misfit again. From the 
above, we know that the inversion process will try to find an appropriate model to
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suppress the larger component of the combined misfit. Although the individual 
component of the combined misfit may increase during the inversion process, the 
combined misfit will always decrease.
However, experience indicates that a poor choice of initial parameters, 
especially the relative magnitude of standard deviations for traveltimes and amplitudes, 
may lead to failure of a hybrid inversion. Both experience and theoretical analysis 
suggest that small standard deviations for traveltimes and large standard deviations for 
amplitudes are required to make an hybrid inversion successful. This is consistent with 
the proposal in Section 4.2 that an inversion may be broken into several stages. At the 
beginning of a hybrid inversion, small standard deviations for traveltime data effectively 
raise the importance of those parameter responsible for the traveltimes, thus traveltime- 
related model parameters will be recovered first. When the traveltime misfit is reduced 
to a level comparable to the waveform misfit, all model parameters will be updated. 
Therefore, a hybrid inversion of this kind is equivalent to a two-stage inversion in terms 
of data representation: a traveltime inversion in the first stage and a waveform inversion 
in the second stage.
5.4 Approach to cascaded inversion: Migration + Tomography
In Section 5.3, we discussed the hybrid inversion of both traveltime and 
waveform data and used a ID model to illustrate the scheme. Main problems associated 
with the hybrid inversion include the recognition of an appropriate time window for the 
correct extraction of time information and the choice of traveltime and waveform data 
covariance matrices. We noticed that even for ID model, we may still fail to 
reconstruct the desired model parameters. Further analysis shows that although we have 
attributed the information about the long wavelength features of earth structures (the 
background velocity and reflector locations) to the traveltime data, we cannot ignore 
that the waveform misfit (even the adjusted waveform misfit) function is strongly 
nonlinearly related to such features.
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In this section, we propose a different scheme, a cascaded inversion scheme, 
which can transform the inverse problem into two subproblems, to overcome the 
problems associated with the hybrid inversion. The cascaded inversion is a two-stage 
inversion which consists of an isochronal migration and a tomography I. It is well- 
known that these two subproblems can be easily solved in a robust manner. Fig. 5.8 
illustrates a cascaded inversion. Fig. 5.8a represents a 3D data volume. A diffraction 
event appears as a hyperboloid. Fig. 5.8b represents two time slices of the 3D data 
volume at times Tj and Tn. The diffraction event appears as circles on the time slices.
Fig. 5.8c represents the migration results of the two circular events in Fig. 5.8b by a 3D 
isochronal migration scheme with a given velocity model. As can be seen, circles in the 
time slices are collapsed into points. Fig. 5.8d represents a 3D model in the space 
domain migrated from the 3D data volume. If events in different time slices are 
migrated to the same depth, they will be summed together. Fig. 5.8c represents a check 
point where we compare the observed data with the calculated data from the derived 3D 
model. If the discrepancy between the observed data and the calculated data is smaller 
than a prescribed value, we stop at this step and accept the derived model as the final 
solution. If not, we can find the time differences for the same event between the 
observed data and the calculated data by coherency analysis. These time differences 
can then be used to obtain a new velocity model by tomography I. Next iteration is 
ready to start from step (c), i.e. migration.
In the scheme outlined above, the reflectivities and the shapes of reflectors are 
clearly combined into one type of model parameters and are obtained by an isochronal 
migration. If the velocity model is wrong, the reflectivities and shapes of reflectors 
obtained by the migration would be misleading. However, reflectors can certainly be 
obtained. The manner in which the reflectivities and shapes of reflectors are updated is 
different from that in a conventional inversion because reflectivities and shapes of 
reflectors are non-parametric.
Acceptable ?
Figure 5.8 Schematic diagram of a cascaded inversion process, (a) 3D data 
volume; (b) two time slices at Ti and Tn; (c) circular events in the time slices are 
migrated to the space domain with a specified velocity model; (d) 3D model in the 
space domain is obtained after the summation of all the migration results at the same 
depth; (e) check whether the 3D model is acceptable based on the observed data and 
calculated data for the 3D model. If yes, stop here; and (f) if not, new 3D velocity 
model is obtained by a tomography I and repeat from (c).
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There are a number of migration schemes available (see e.g. Wapenaar and 
Berkhout 1989) to migrate the reflection events to obtain the reflectivities and shapes of 
reflectors. Recalling the forward modelling scheme in Chapter 2, we may derive a 3D 
isochronal migration formula. From Chapter 2, we know that the seismic reflection 
response at the ground surface can be obtained by extrapolating the wavefield on a 
reflecting subsurface. By analogue to the forward modelling, we can interpolate the 
reflection events recorded at the surface down to the reflectors which generate these 
reflection events. Recalling (5.20) and (5.22), we can represent the 3D isochronal 
migration formula as follows
(5.35) $k(x) = - 5) L(t) [ 5u3(x,,t;xs)*p(t)](47TpRRsa 2ln°(x)+ga(x',x)l)
{>v[n(x)-np(x) - n(x)-g(x,x’)] + 2p[RP(x>g(x,x')][n(x)=g(x,x') - n(x>np(x)]}- 
r a P / ,w 1 a2sin2i x , ,
(A“M 5 (x ’x ) ( r f ' W
where
(5.36) p(t) = F_l[S'l (co)] and S(co) = F[3ts(t)].
F and F '1 denote the forward and inverse Fourier transforms respectively. The 
summation is carried out along an isochron L(t), which is defined as a locus on the 
recording surface with an equal total travel time consisting of traveltimes from the 
source to the scattering point x and from the scattering point x to receivers x'. Nr is the 
total number of receivers along the current isochron L(t).
For a scattering point in a constant-velocity background, the reflection event in a 
3D datum volume appears as a hyperboloid. A time-slice of the 3D datum volume at a 
given time becomes a circle. With the 3D isochronal migration, the circle at each time- 
slice would be migrated to the scattering point if a correct velocity model is used. 
However, if an incorrect velocity model is used, a smiling effect will be created. 
Therefore, if an interactive graphic device is used, we can judge the correctness of the 
velocity model by monitoring the migration. The isochronal migration can also be
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efficiently carried out in the Fourier domain: frequency-wavenumber domain (see e.g. 
Karrenbach 1990).
The migration formulation (5.35) is derived from the forward modelling results 
for noise-free data. In order to achieve the best possible results from such a migration in 
practice it may be necessary to introduce further weighting along the stacking trajectory. 
The choice of optimal weight in the presence of noise will require further study.
After the 3D isochronal migration, we can obtain a bandlimited version of a 
seismic model in space domain. A better model can be obtained by deconvolving this 
model with the seismic wavelet. This model can be then used to generate synthetic 
seismograms by the 3D isochronal modelling technique described in Chapter 2.
If the velocity model for the migration is incorrect , the 3D model obtained by 
migration would be also incorrect. However, a criterion can be set to check the amount 
of discrepancy between the observed and calculated data. If the discrepancy is smaller 
than a prescribed value, the 3D model would be accepted as the solution. If not, the 
time discrepancy between the observed and calculated data can be obtained by a 
coherency analysis.
After obtaining the time information, a tomography I inversion for the velocity 
field can be carried out because the shapes of reflectors are assumed known. Therefore, 
a new velocity model, hopefully better than the old one, can be derived. This new 
velocity model can then be used to migration and the whole process is repeated again 
until some prescribed criteria is met.
On comparing the hybrid inversion with the cascaded inversion, an important 
similarity can be observed. The reconstructions of reflectivity parameters and velocity 
parameters in a cascaded inversion proceed alternatively, i.e. a recovery step for 
reflectivity parameters of reflectors is always followed by a recovery step for velocity 
parameters. Although the reconstructions of reflectivity parameters and velocity
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parameters are formulated in the manner of simultaneous recovery, experience shows 
that at each iteration of a hybrid inversion, the relative magnitude of the two types of 
data misfit values determines which type of model parameters is more important and 
such type of model parameters will be consequently concentrated by the current 
inversion step. This can be clearly observed in Fig. 5.7d where the traveltime misfit 
curve and the waveform misfit curve cross over many times although the total misfit 
curve is always decreasing. The cascaded inversion explicitly breaks up the two-phase 
reconstruction process into two subproblems. The major advantage of the cascaded 
inversion over the hybrid and other conventional inversions is that the whole inversion 
process is very stable.
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