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1 Introduction 
The retina is one of the 1nost intensely studied neural 
structures, because of its accessibility and because of 
its relative simplicity. In the past two decades signifi-
cant advances have been n1ade in our understanding 
of the biochemical and neural processes underlying 
retinal function. However, a functional understand-
ing of retinal processing is still lacking. 
The retina is responsible for the initial transduction 
of light into neural signals. While the structure of ex-
traretinal nuclei varies across species, the retina itself 
exhibits a ren1arkable degree of regularity across all 
vertebrates. This stability reflects the importance of 
the retina in an organis1n's ability to process light. 
The 1nost ilnportant function that the retina n1ust 
perform is not simply the transduction of light into 
neural signals, but rather the transduction of several 
orders of magnitude of light intensity into the very 
narrow dynamic range of neurons. This reduction 
in dynamic range requires some fonn of adaptation, 
whereby the sensitivity of retinal ele1nents is adjust-
ed autmnatically in response to fluctuations in mn-
bient ilh.nnination. What is most remarkable-and 
least understood-about the adaptation process, is 
how the retina is able to carry out this process with-
out introducing unwanted distortions that n1ay arise 
frmn the static and dynamic nonlinearities on which 
the adaptation process is based. 
There is increasing evidence that a significant 
mnount of adaptation takes place at the level of indi-
vidual photoreceptors. Accordingly, our efforts are 
focused on an understanding of photoreceptor func-
tion. In 1981, Carpenter and Grossberg developed a 
photoreceptor model with which they were able to 
silnulate physiological data frmn turtle cones report-
ed by Baylor, Hodgkin, and Lamb (1974a, 1974b), in-
cluding responses to single and double flashes, and 
to current injection. A simplified version of their 
n1odel was used in a spatioten1poral n1odel of reti-
nal processing knmvn as the push-pull shunting mod-
el (Gaudiano, 1992a, 1992b, 1994). Howeve1~ that 
1nodel was primarily concerned with the responses 
of ganglion cells, and did not look closely at pho-
toreceptor adaptation. In this article we extend the 
Carpenter-Grossberg model to include several recen-
t findings on photoreceptor adaptation n1echanis1ns, 
and we use the extended tnodel to sin1ulate smne 






Figure 1: Spatial (top) and temporal (bottom) relationship 
between probe, flash, and background stimuli. 
The next section of this paper gives an overview of 
the psychophysical data that we are trying to model. 
This is followed by a brief description of the photore-
ceptor n1odel, and a section showing our sin1tllation 
results. 
2 Human light adaptation 
Numerous psychophysical experiments have been 
developed in an attetnpt to understand light adap-
tation and its tilne course using what is referred to 
as the aperiodic investigation tradition (Adelson, 1982; 
Geisler, 1981; Graham & Hood, 1992). These cxper-
in1ents study visual sensitivity through the usc of 
aperiodic stimuli such as probes of light presented 
at different titncs after the onset or offset of back-
grounds of various light intensities. 
The most c01nmon experitnental setup used in psy-
chophysical studies of light adnptation consists of a 
group of shutters, filters, n1irrors, and light sources 
which form what is known as an optical Maxwellian 
view system, which ensures the stitnulation of only 
one kind of photoreceptor (rods or cones) by direct-
ing light beams to sn1all regions of the fovea, where 
cones are predominant, or to the periphery of the 
retina, where rods are more abundant. 
In a typical experiment the observer, with his or 
her head stabilized through a bite bar, is presented 
with various stitnuli and is asked to either produce a 
response to each stilnulus, or to adjust the intensity 
of the stimulus in order to accomplish a predefined 
task, such as the detection of a small light spot. 
A common spatial configuration of aperiodic stim-
uli is illustrated in Fig. 1. A spot of light, the probe, is 
usually presented upon a larger hmnogeneous patch 
of light the flash. Both probe and flash are sometimes 
presented on top of another homogeneous field, the 
adapting background. The probe is generally present-
ed to a predetermined area of the retina with the 
use of a fixation point. Two main variants of this 
paradigm have been utilized: 
(1) In a steady condition experiment, a background 
of a give~t intensity is presented to an observer for a 
long time to ensure steady light adaptation. A smal-
l probing flash of short duration is then presented 
on top of the background. The observer's task is 
to adjust the intensity of the probe until the value 
for which the probe is just detectable over the back-
ground is reached. The intensity at which the probe 
is detected on at least 50% of the trials is called the 
detection threshold value. 
(2) In an important variation of this paradig1n, 
known as the flash-probe or probe-on-flash paradigm 
(Hood, llves, Mauer; Wandell, & Buckingham, 1978), 
a probe of light is superimposed on a flashed light, af-
ter the observer has adapted to a steady background 
intensity (Fig. 1 ). The detection threshold value of 
the probe intensity is then measured under different 
background and flash conditions: by varying the s-
timulus onset asynchrony (SOA) between flash and 
probe it becomes possible to study the evolution of 
light adaptation over time. 
Two special conditions are normally used in this 
paradigm, which differ in the delay between onset of 
the flash and probe stimuli (SOA). When the probe 
is turned on a long tinte after the onset of the flash 
(SOA........J. ex:), adaptation has enough time to reach 
steady state after flash onset, reducing this to a con-
dition sintilar to the steady condition (1) above, with 
the effective adapting intensity equal to the sunt of 
background and flash intensities. In this case, thresh-
olds are approxintately constant at low intensities, 
and then rise with a slope of 1.0 at high intensities 
(cross symbols in Fig. 2). 'TI1e unit slope in log coordi-
nates means that the intensity of the probe required 
for detection is proportional to the adapting inten-
sity. This is a well-known adaptation phenomenon 
known as Weber's law. When instead the flash and 
probe are turned on simultaneously (SOA=O, dia-
ntonds in Fig. 2), the flash intensity seents to saturate 
the photoreceptor system, and it becomes very hard 
to detect the probe. Threshold values in this case arc 
high and the corresponding TV! curve has a slope 
close to 2.0. This is known as the background-onset 
effect (BOE), which is thought to result from a tran-
sient saturation of the photoreceptors. Weber's law 
and the BOE reveal some of the mechanisms of light 
adaptation. By varying the adapting intensity and 
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Figure 2: Psychophysical data (symbols) and comput-
er simulations (lines) showing human sensitivity to small 
probes of light superimposed on a flash and adapting back-
ground. 
the SOA, it is possible to study adaptation under a 
variety of conditions, probing both the temporal and 
spatial characteristics of adaptation. 
Some recent studies lend support to the hypothesis 
that much of the kind of adaptation measured psy-
chophysically is of receptoral origin. Psychophysi-
cally changes in the spatial processing characteristics 
during dark adaptation (the slow change in sensitiv-
ity that occurs after the offset of a bright adapting 
field) de1nonstrate that adaptation must operate on a 
very local spatial scale, contntensurate with the size 
of individual photoreceptors (Hahn & Geisler; 1995). 
Furtherntore, physiological data reveal that individ-
ual photoreceptors can adjust their dynamic range 
over several orders of n1agnitude of light intensity in 
accordance with Weber's law (Burkhardt, 1994). As 
described in the next section, our own 1nodeling re-
sults support these findings. In fact, the solid lines in 
Fig. 2 were generated by our photoreceptor model. 
3 The photoreceptor model 
Our photoreceptor ntodel, which is based on an ear-
lier model published by Carpenter and Grossberg 
(1981), mimics the main stages of phototransduction: 
light is first captured by a photosensitive molecule, 
which in rods is called rhodopsin. A series of chem-
ical reactions initiated by activation of a rhodopsin 
molecule eventually leads to a decrease in concentra-
tion of intracellular cGMP, a substance that norntally 
maintains open the photoreceptor's sodium (Na+) 
channels. In the absence of lighC large quantities 
of cGMP lead to maximal opening of Na+ channel-
s, which maintains the photoreceptor depolarized 
(positive membrane potential). Light then acts to 
hyperpolarize the photoreceptor by causing reduc-
tion of cGMP and subsequent closing of the Na+ 
channels. 
The first stage of the model is defined as a six-
stage llltear chain reaction, which captures the initial 
transfonnations of rhodopsin: 
dy, 






where I(t) is the fluctuating input (light), Yr-YN are 
the various chain reaction stages (N = 6), and "/ is 
the time constant of the chain reaction. 
The next stage, which we associate with the acti-
vation of the molecule POE (phosphodiesterase), is 
described by a gain control systetn: 
dp . ' 
-1 = A(13- p)- C.YNP ct




The model just described can be used to simulate 
psychophysical data by making some very simple 
assmnptions. Given the maximum possible range of 
ntembrane potentials, we select a criterion response, 
usually a fraction of the photoreceptor's full range, 
which we take to correspond to a threshold (that is, 
just noticeable) response. Given this assuntption, we 
proceed to present to the model a sequence of inputs 
like those of Fig. 1. Note that because we are look-
lltg at individual photoreceptors, there is no spatial 
component: each photoreceptor is simply subjected 
to a tetnporal sequence of increments or decrenwnts 
in input intensity. 
The key to modeling psychophysical data is to 
compare the response of the photoreceptor under 
two conditions: one when the probe is present; the 
other when the probe is absent. Titis correspond-
s to the assumption that the visual system detects 
the probe by comparing the output of two (or more) 
photoreceptors; if the responses differ by at least the 
threshold criterion, then the model is said to have 
"seen" the probe. Hence we can repeat the exper-
iment, varying the probe intensity until the differ-
ence reaches the threshold criterion for a given back-
ground intensity, and then for other background in-
tensities. This is how the solid curves of Fig. 2 were 
generated. As can be seen in the figures, the mod-
el does a good job of capturing the two main phe-
non1ena described above, nantely, Weber's law for 
SOA~ oo, and a steeper TV! function for SOA= 0. 
Further results will be included in a future publica-
tion. 
where A, B, and Care constants that detennine the 
amplitude and time constant of POE concentration. 
Here we assun1e that the final stage of the chain reac-
tion (IJN) modulates POE concentration at a rate pro-
portional to the amount of FOE itself [p(t), Eq. (3)]. 
The dynamics of FOE [Eq. (2)] are such that gain is 
gradually reduced as inputs are increased, and vice 
versa. It can be shown that the gain control systetn 
(2)- (3) possesses a nuntber of important features, in-
cluding the ability to adjust gain in response to input 4 
changes, in a way similar to that of photoreceptors. 
Conclusions 
Next, FOE controls the amount of cGMP. Specifi-
cally, cGMF concentration [g(t)] is decreased by ac-
tivation of FOE: 
dg • . Xi= D(Jc -g) -l•ys ( 4) 
where again D, E, and Fare constants. 
Finally, the concentration of cGMF directly con-
trols the depolarizing (Na+) conductance of the pho-
toreceptor: 
dV 
- = (V+ - V)g + (V- -· V)g-
dt 
(5) 
where y+ andy- are the 1TiaXil11UlTI and 1ninimun1 
potentials that can be reached by the tnetnbrane, and 
g···· is a hyperpolarizing conductance, which appears 
to be constant in the photoreceptor membrane. 
A more detailed description of this model will be 
given in a longer manuscript. 
3 
We have introduced a ntodel of photoreceptor func-
tion that is able to capture some key psychophysical 
data on hlunan light adaptation. This work pro-
vides a good link between the biochemical and neu-
ral processes of phototransduction and the resulting 
phenmnena of visual perception. In addition to the 
results shown here, we have been able to silnulate 
other aspects of the dynamics of light and dark adap-
tation, both in tern1s ofhtnnan psychophysics and in 
terms of individual photoreceptor responses. Ad-
ditional results and analyses will be provided in a 
longer publication. 
Aside from its value as a system to study biological 
and psychophysical processes, the model proposed 
here has the potential for applications in artificial vi-
sion systetns. The human visual system, as detnon-
strated for exmnple in the data of Fig. 2, exhibits a 
ren1arkable capacity for adjusting its dynmnic range 
i11 spite of the narrow dynamic range of its elen1ents. 
Currently there is no artificial visual system that is 
able to adjust its sensitivity over a range nearly as 
broad as that of human vision. In 1nany cases, con-
trolling environmental light fluctuations is required 
to maintain the input within the range of the light-
sensitive apparatus. However, in n1any cases this is 
impractical or unfeasible. The model presented here 
could be useful in the design of a software or hard-
ware vision interface that automatically con1pensates 
for changes in illmnination. 
One type of artificial vision system in which these 
problems are particularly important is the Infra-Red 
Focal Plane Array (IRFPA). Currently available IRF-
PA technology suffers from limitations arising from 
the broad dynamic range and non-unifon11ity of in-
frared sensors. One way to in1prove the irregularities 
of IRFPA sensors is to cryogenically cool the IRFPA, 
which however is a costly solution. Algorithmic so-
lutions can also alleviate smne of these problen1s. 
For instance, one- or two-factor cmnpensations can 
be done off-line before the IRFPA is to be deployed. 
Howeve1~ these algorithms cannot respond to unex-
pected changes during operation. Other researchers 
(Scribner~ Sarkady, Kruer, & Caulfield, 1993; Scr·ibn-
er, Kruer~ & Killiany, 1991) have been involved with 
the development and implementation of retinally in-
spired neural networks for preprocessing of IRFPA 
iinage sequences. Likewise, we are in the process 
of applying a 2-D array of simulated photoreceptors 
to the processing of IRFPA in1ages. Because each 
photoreceptor adapts individually, variations in the 
intrinsic properties of the receptors should becon1e 
largely irrelevant. Furthermore, as we have shown 
here, the receptors should be able to n1aintain sensi-
tivity over a broad range of input intensities. 
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