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i 
AllS..IRA.C.T 
Target Centring Algorithms were investigated for use in the Near-
Real-Time-Photogrammetry NRTP system: PHOENICS. PHOENICS, a 
Photogrammetric Engineering and Industrial digital Camera System, 
has been developed over the past three years in the Surveying 
Department of UCT to provide a semi-automatic system to determine 
three dimensional co-ordinates of surfaces and objects using a 
photogrammetric method. 
Targets are attached to an object in order to facilitate 
measurement of the shape, size and orientation of the object. 
The centre of the target uniquely defines the target co-ordinate. 
Target centres (from images of the same object) are used in 
photogrammetric models to locate the three dimensional (3-D) co-
ordinates of the target. The accuracy of the target 3-D location 
is dependent on the accuracy of the target centring algorithm. 
A series of sub-algorithms were employed to arrive at a single 
target centring algorithm. Various combinations of these sub~ 
algorithms were compared in order to obtain the optimal target 
centring algorithm. 
Three images were used to test various aspects of the target 
centring algorithms: 
their potential accuracy was tested on an image having 
symmetric synthetic targets 
their robustness was tested on an image having targets with 
artificial blemishes 
their performance in a real (noisy) environment was tested on 
an image with real targets on a control frame, captured by 
PHOENICS. 
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ii 
When the target centring algorithms were run on the three images, 
target location with an accuracy of from 1/10 ~f a pixel for real 
images, to 1/1000 of a pixel for ideal synthetic targets was 
obtained. 
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1 
.1...JL.J.N.T.R.ODJJ.c.T..IQN 
A project to investigate aspects of Near-Real-Time-
Photogrammetric (NRTP) systems has been initiated in the 
Surveying Department at the University of Cape Town, Rilther 
and Parkyn (1990). The project, which started in 1987, is 
ongoing and has involved the development of a Photogrammetric 
Engineering and Industrial digital Camera System (PHOENICS), 
a low cost PC-based Near-Real-Time-Photogrammetric system. 
PHOENTCS provides a semi-automatic system to determine three 
dimensional co-ordinates of surf aces and objects using a 
photogrammetric method. 
Central to the real time photogrammetric determination of 
object points is the determination of target centres. The 
objective of this thesis is to investigate this aspect of 
PHOENICS, namely to develop and compare the precision of a 
number of alternate algorithms, which calculate the centr~ of 
circular targets within a NRTP system. 
The process of algorithms calculating target centres in NRTP 
systems can be compared with that of an archer finding the 
centre of a target. 
In the same manner as an archer tries to shoot an arrow at 
the centre of a target, where the closeness of the arrow to 
the centre of the target is indicative of the accuracy of the 
shot, target centring algorithms within a photogrammetric 
digital image processing system are used to determine, as 
accurately as possible, the centre co-ordinates of targets as 
viewed by the imaging system, see Figure 1.1 . 
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Object with 
targets 
• 
CCD video 
camera Interface D 
Figure 1.1 A~Qher and photogrammetriQ system 
' 
Image 
from 
video 
camera 
Table 1.1 Similarities between an archer and a NRTP sys:t...e.m 
PROCESS 
1 Environmental 
factors 
FACTORS AFFECTING 
ARCHER 
FACTORS AFFECTING 
NRTP SYSTEM 
- Contrast between - Contrast between 
target & back- target & object 
ground, is a 
function of: 
o texture, 
o ability to 
or background, a 
function of: 
o texture, 
o ability to 
reflect reflect 
incident incident 
light light 
- Lighting inten- - Lighting inten-
sity & direction sity & direction 
- Focus - Focus 
2 
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3 
2 Image acquisition - Eye and brain 
- CCD camera and 
frame grabber 
' 3 Preprocessing 
4 Recognition 
5 Positioning 
- Account for wind - Account for lens 
distortion 
and distance - Threshold level to 
find target 
- Search field for - Search image for 
target target 
- Determine centre - Use algorithm to 
of target determine centre 
- Aim and release 
- A measure of how - A measure of the 
close the arrow 
landed to target 
centre 
algorithm's centre 
relative to the 
known target 
·,, 
centre 
More formally, a general overview of the tasks involved with 
digital photogrammetry include , Gruen (1987) : 
i) PreparatiQn Qf enyjrQnm.e.n.tAl factQrs. This involves the 
light source and the target reflecting the light. The 
'background' object should be considered when evaluating 
the surface of the target being used, to ensure good 
contrast. 
ii) Image acguisitiQn. A two dimensional representation of 
the target is formed and stored as a matrix of grey 
values. The hardware includes the lens, video camera 
and 'frame grabber' to acquire the image and store it in 
memory. 
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iii ) ~p_r...Q_~_s_s_in.g. This may involve enhancing the image by 
removing noise or a step to support the recognition of 
targets. Target recognition is achieved by selecting a 
threshold level, determined interactively. A binary 
image of the targets is formed at this threshold level, 
with targets at one level and background represented by 
another level. Incorrectly identified targets may be 
eliminated at this stage. 
4 
iv) R~~~f the target_s. This may be achieved by 
finding the extent of connected points (constituting a 
target) on a digital binary image. A window surrounding 
the target perimeter is determined and the target window 
is transferred to an algorithm to find the centre of the 
target. 
v) Eositicming. This usually involves determining the three 
dimensional locations of targets in space using 
photogrammetric methods on corresponding (conjugate) 
target locations from two images of the same object 
taken from different positions. 
" 
Note For this thesis, step (iv) involves determining each 
target centre using an assortment of algorithms and step 
(v) evaluates the accuracies of all the (target 
centring) algorithms by relating the location of the 
target in the object space to the expected target centre 
location determined previously using non-photogrammetric 
survey methods. The Ehotogrammetric Restitution Erogram 
(PREP) (Rfither) , provides a calibration routine, based 
on control frame points with known 3-D co-ordinates. 
The variance 002, derived as part of this process, 
provides a measure of the overall- accuracy of the image 
point position. 
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Traditionally, photogrammetry involves manually measuring 
conjugate identifiable features of an object from two 
photographs (a stereo-pair) of the object taken from 
different positions, in order to determine the third 
dimension of the feature. A grid of the object obtained in 
this manner maps and defines the contours of the object in 
three dimensions. In NRTP, features of an object in space 
are often automatically identified by attaching thereto a 
number of clearly recognisable/ contrasting circular flat 
disks (referred to as targets) , and measuring the resulting 
location of the target in the image taken by the video 
camera. 
5 
Since the image is digitised for evaluation by the computer, 
the target is represented by a spatially uniform array of 
weighted points (pixels), see Figure 1.2 . The centre of the 
target defines the target co-ordinate uniquely . .I.b_e pre~io...n 
.tl~~i~m Qf :the third_dimen~ip..n_Qf :the ob.iect targe,t 
iJ:i ~~l..a.t..e.d to tbe.....p..J:e.~isiQn Qf locat.i.ng :the target centre. 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 
80 , _ .. Target 
. -~-o-······· 
~~.., 
·· ·-8~·-·····Intermediate ~-=-<-1 
80 blurring 
80 
80·-········Background 
80 
80 
80 
where - 1 255' defines the target 
1 80' defines the background level 
all other values indicate the blurring 
between target and background level 
Figure 1 . 2 il.l..u.s..t..x:a..t..i.ruLa_t.a.:tJI~.:t--1tl.:t.h.in... a · d ~it a Li.m.ag_e 
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Existing algorithms have been implemented, adapted and 
investigated to compare their ability to accurately locate 
target centres in a digital image. 
6 
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.2,_._Q_O.Y.EBYIE.W. 
32 target centring techniques, consisting of combinations of 
ten algorithms, are implemented for evaluation. Three types 
of images are formed to test various aspects of the 
algorithms. The images are: 
Image # 
Image 1 
Image 2 
Image 3 
Description of 
Targets 
Perfect Symmetrical 
Synthetic Target 
Synthetic Target 
with an Artificial 
Blemish 
(Real) Image 
Captured by 
PH OEN I CS 
Reason for 
Image 
. 
Evaluate Potential 
Accuracy of 
Algorithm 
Observe Effect of 
Partial Occlusion 
on the Algorithm 
Test Accuracy of 
Algorithms on Real 
Image 
The thesis can be subdivided into four parts illustrated by 
overlays 1 .. 4 (These are further translated into the 
following chapters ): 
7 
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9 
pyerlay 1 Overview of necessary steps to capture and 
interpret a digital image of a control frame, using 
a video camera interfaced to a computer. 
~J:--3. introduces the terms and approach to solve 
the photogrammetric problem for engineers with no 
surveying background . 
.C.h.rurt&r-1. presents an explanation of the process of 
capturing a digital image and includes a 
description of th~ video camera and frame-grabber 
(interface) to the computer • 
.Qhap..:ter 5. deals with a description of Near-Real-Time-
Photogrammetric systems, and in particular PHOENICS 
Qhapt~r 6 embodies the fabric tion and surveying of a 
control frame, followed by capturing a digital 
image of it .. The image is stored for further 
processing. 
Oyerlav 2 
~ deals with the generation of two digital 
images, each containing a number of synthetic 
targets. One image contains symmetric-synthetic 
targets and the other contains targets with an 
artificially introduced blemish. The two images 
are stored for further processing. 
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10 
~ .. r.l~x_B . 
.C.h.a.I?..t .. e.i.:_8. describes the target detection program 
Oyerlav 4 
followed by an explanation of the target centring 
algorithms which are implemented. The three images 
( 1 image from overlay #1 and 2 images from 
overlay #2 ) are viewed by the program to locate 
the centres of each target. For each image, all the 
algorithms are tested and the target centres for 
each algorithm are stored for further processing. 
.c.h.ap~_e..z:_.9. determines the accuracies of the target 
centring algorithms: 
.E..o~. a comparison is made between 
the target centres obtained by using each 
algorithm and the expected target centres in 
the parameter listing. 
For im~ 3 the target centres are fed back into 
the photogrammetric component of PHOENICS 
(PREP) and correlated with the three 
dimensional control frame co-ordinates to 
obtain a measure of fit by each algorithm. 
For each image, a graph and an analysis compare the 
accuracy of each algorithm . 
.c.h.a~ter lQ concludes the thesis with recommendations 
regarding the implementation of target centring algorithms. 
Superimposing all the overlays illustrates the fact that the 
target detection and centring algorithm (SEARCH), used by the 
PHOENICS system, is by-passed and the detection and centring 
algorithms program developed in this thesis is used in its 
place. 
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11 
J.O EH.QIQ.G.R.AMM.ETB.Y 
~ .1 DEElHIIlQlLA.ND DISCUSSI..O~G.RAMHE.TI:U.Q TERMS 
The word photogrammetry is derived from the Greek: 'photo' = 
light, 'gram.ma' = something drawn or written, and 'metron' = 
measurement. Thus the task described by photogrammetry is 
'measuring graphically using light'. The American Society for 
Photogrammetry's (1980) definition of photogrammetry is : 
"Photogrammetry is the art, science and technology of 
obtaining reliable quantitative information about 
physical objects and the environment through the process 
of recording, measuring and interpreting photographic 
images and patterns of radiant imagery derived from 
sensor systems." 
' ' Sine~ its inception, over a century ago, the primary use for 
photogrammetry has been the compilation of ·topographic maps. 
The art of photogrammetry has developed over the years to 
become an efficient, economical and convenient mapping tool, 
giving precise and reliable measurements of the earth's 
surface. Applications outside the ambit of topographic 
mapping are encompassed by the term non-topographic or close 
range photogrammetry. In close range photogrammetry, the 
object to be measured is limited to a maximum size of 300m. 
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12 
.3 ... _2_ ___ Jll.S..C.U..S.S.I.O.N._.QF_.£H.QT_QG.RAMHE.IRIC T.E.BM.S 
Traditionally cameras used in the photogrammetric process are 
specially designed for this purpose. These cameras are known 
as metric cameras, because the photographs produced with them 
can serve to derive quantitative (metric) information. 
Metric cameras are characterised by their high mechanical 
stability. They are calibrated by the manufacturer and the 
principal point position and principal distances are known 
accurately to within a few micrometres and generally remain 
unchanged unless exposed to extreme conditions. Metric 
cameras are equipped ~ith high quality lenses designed to 
minimise lens distortion. 
Non-metric cameras used in photogrammetric applications are 
typically high quality amateur cameras with preference given 
to large format cameras. With few exceptions, non-metric 
.cameras lack the mechanical stability of metric cameras. As 
a rule one can not rely on the calibration values for 
principal distance or principal point to remain constant for 
any length of time, therefore the cameras are often 
calibrated 'on the job'. Non-metric cameras are notorious 
for their large lens distortions. 
The use of non-metric cameras in close range photogrammetry 
has increased substantially in recent years as a result of 
the development of special photogrammetric algorithms and 
powerful computing facilities at PC level. 
CCD cameras belong with few exceptions, to the family of 
lower quality non-metric cameras. It appears that video 
camera lenses have not yet attained the quality of top-of-
the-range conventional cameras. 
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The space in front of the lens (outside the camera) contains 
the object to be measured and is known as 'object space'. 
13 
The area inside the camera contains the image and is referred 
to as 'image space'. 
The principal point (PP) is the point where a ray entering 
the lens system through the centre of the external (entrance) 
pupil at a right angle to the image plane intersects this 
plane. This point is the reference point for image co-
ordinates, i.e. the origin of the image co-ordinate system, 
see Figure 3.1 • 
Image ----....-
plane 
o--~(Xc, Ye, Zc) Perspective centre 
-Image point 
(Xi , Yi ) 
-~=------.:~----_:_!-Principal point 
position (xp,yp) 
The perspective centre, or the centre of projection, is the 
point in space where all connecting lines between object 
points and associated image point intersect. When 
transferring this concept to the reality of the lens system 
of a camera, this definition no longer holds. Here the 
perspective centre is represented by two points, the internal 
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14 
and external node of the lens system. The perspective centre 
position as used in photogrammetric models is the position of 
the external node in terms of object space co-ordinates 
(Xe , Y c , Zc ) , 
Points on the image are measured in image co-ordinates 
(x1 ,y1 ), counted from the principal point as the co-ordinate 
origin. The positive x axis extends from the principal point 
to the right (as seen 6n the positive image} and the positive 
y axis to the top. The direction of the x axis is 
approximately parallel to the horizontal image frame borders 
and the y axis is at a right angle to the x axis. 
All measured' image co-ordinates must be expressed in this co-
ordinate system in order to satisfy the standard mathematical 
formulations of photogram.metric problems. 
; 
[Image co-ordinates are measured by means of a 
comparator, or in the case of CCD cameras, by software 
on the 'pseudo chip' image of a frame grabber.] 
Control points are points in object space for which 3-
dimens ional co-ordinates in the object space co-ordinate 
system are known. 
Object points are points on the imaged object for which no 
co-ordinates are known in object space. It is normally the 
objective of photograrnmetric procedures to determine these 
co-ordinates. 
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15 
..3....._2 ..• ~..s..e..u.ds:>.::-.c.hi.P._a.nd__E.s_e..u.d.9.=..Pix.e.l 
The video signal output from a CCD camera represents a video 
image of 1 lines and c columns generated by the camera's CCD 
chip. This signal is analog. In order to process the image 
in a PC it is necessary to convert the signal into digital 
form, capture it and store it. This can be done by means of 
a so-called frame grabber card which can be slotted into ~ pq 
type computer. In the PHOENICS system this card is a MATROX 
PIP 512 image processing board with a 512 by 512 pixel 
format. The format of the camera chip will generally differ 
from that of the frame grabber board in which case a one to 
one chip-to-board pixel transformation can not be achieved. 
The analog image coming from the camera chip must be 
resampled and subdivided into new pixel units before it can 
be captured on the frame grabber. (Part of the image is lost 
if the camera chip has more pixel rows than the frame 
grabber.) Once captured, the image no longer exists in terms 
of chip-pixels. It is now fully converted into the frame 
'· grabber format, which can be seen as' a 'pseudo-chip' of 512 
by 512 'pseudo-pixels'. All measurements on the image are 
therefore in units of 'pseudo-pixels'. 
To describe the characteristics of a camera and the position 
of a camera arrangement in space, the following concepts are 
used in photogrammetry : 
Interior or inner orientation 
Relative and absolute orientation 
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16 
Interior orientation defines the geometric characteristics of 
a camera. The three elements of interior orientation are: 
Principal distance {in equations this is 
represented by the symbol f ) 
Principal point position {two co-ordinate values:xp,y~) 
.3 • 3 • 2 R.e.la.t.iy_e_an.d__Ahs_Q..J...uL..e_Q:r: i ent.a:t i Q.Jl ... 
The elements of absolute orientation serve to position and 
orient a camera in space. They are : 
Position of perspective centre in object space 
{Xe, Ye, Ze) 
Rotation angles between the camera axes and the axes of 
the object space co-ordinate system. 
Rotations are defined as Omega, Phi and Kappa for 
the x, y and z axes respectively. 
The elements of absolute orientation form part of the set of 
unknowns evaluated in the camera calibration method used 
here. 
The differences between the absolute orientation parameters 
of two cameras are known as 'relative orientation'. 
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.3..!...4-... MA.THEMATI.CAL_M.O.D.E.L.S_...IN_C_L.O.S.E......RAN.GE_..EHQ.T.O_GBAMME.T.RY 
Photogrammetry makes it possible to determine three-
dimensional co-ordinates of points on an object by means of 
photographic images of the object taken from a number of 
camera stations distributed in space around the object. 
This problem can be seen as consisting of two stages 
the restitution of the position and orientation of the 
cameras in space (relative and absolute orientation) 
the determination of points on the object. 
If non-metric cameras are used then a third stage must 
precede these photogrammetric procedures 
17 
the determination of principal point position, principal 
distance and (often) lens distortion parameters 
'-(interior orientation). 
In modern photogrammetry these three stages are often 
combined into a single mathematical model. 
The most frequently used models for the analytical solution 
of the photogrammetric problem in close range applications of 
non-metric cameras are 
Direct Linear Transformation (DLT) or 11-Parameter 
Transformation 
Modified 11-Parameter Transformation 
Bundle Solution 
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Nomenclature 
The following nomenclature is used in the equations 
formulating these models : 
X1, Y1, Z1 =object space co-ordinates of object or control 
point Pi 
18 
Xe, Ye, Ze =object space co-ordinates of perspective centre 
(position of external pupil in camera lens) 
Xi , Yi = image co-ordinates corresponding to object space 
point Pi (observations a priori) 
Xp, YP =principal point position 
Xi -Xp, 
Yi-yp 
f 
b11 •• b3 3 
m11 •• m3 3 
-, image co-ordinates Xi, Yi transformed to 
~ the principal point 
= principal distance (calibrated focal length) 
= parameters of the 11-parameter transformation 
= elements of a rotation matrix R 
The bundle solution is derived in Appendix A using the 
'collinearity' condition. The solution is: 
IDll (X1-Xc) + m12 (Yi-Ye) + m13 (Zi-Zc) 
= f 
m31 (Xi-Xe)+ ID32 (Yi-Ye)+ m33 (Zi-Ze) 
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m21 (Xi-Xe} + m22 (Yi-Ye} + m23 (Zi-Ze} 
(Yi -yp } = f 
m31 (Xi-Xe}+ m32 (Yi-Ye}+ m33 (Zi-Ze} 
This formulation directly links image point Xi ,y1 and object 
point Xi , Yi,, Zi • 
In order to account for imperfections in the lens system, 
additional parameters (APs} are used to describe lens 
distortion correction and other imperfections. 
To compensate for incorrect image point locations, due to 
'imperfect target centring algorithms or noise in the images 
(after taking into account the lens distortion}, a least 
squares solution is executed which adds residual corrections 
Vxi ,Vyi to the image points, giving: 
' 
m11 (Xi-Xe}+ m12 (Y1-Ye) + m13 (Z1-Ze} 
ID31 (Xi-Xe}+ ID32 (Yi-Ye)+ m33 (Zi-Ze} 
m2 1 (Xi - Xe } + m2 2 · (Yi -Ye } + m2 3 ( Zi - Ze ) 
m3 1 (Xi - Xe ) + m3 2 (Yi -Ye ) + m3 3 ( Zi - Ze ) 
where: 
dx,dy lens distortion effects 
19 
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Vx i 1 Vy i residuals. These are corrections required to 
allow the image ray to pass through the 
object point, perspective centre and 
image point. 
variance from the least squares solution 
where: '· 
002 : yT, p V 
n-m 
may be derived, This value is a measure 
of the variations of all image points. 
20 
Given the collinearity condition equations: multiplying out 
the parenthesis and defining, new constants, enables the 
Bundle solution to be rewritten as the DLT or 11-Parameter 
transformation : 
b11 Xi + b12 Yi + b13 Zi + b14 
(x1-xp) + Vxi + dx = 
b31 Xi + b32 Yi + b33 Zi + 1 
b21 Xi + b22 Yi + b23 Zi + b24 
(y1-yp) + Vyi + dy = 
b31 Xi + b32 Yi + b33 Zi + 1 
-3_._A_....3.__M~di!i~d 11-E.a:came.ter Transformation or Projec.t.i..Y.e. 
.Trns. f o rma.t.iQ.n.... 
Of the eleven unknowns in this solution only nine are 
independent. Relationships between the nine independent and 
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21 
the two dependent parameters can be introduced as restraints 
into the adjustment. The standard adjustment case of the so-
called 'parametric adjtistment' must then be modified to 
include the condition equations between the parameters. The 
modified 11-para~eter solution is an approximation of the 
mathematically rigorous approach. This method is sometimes 
referred to as the projective transformation. 
Lens distortion has been the object of numerous scientific 
publications. The most widely used model is the D. Brown 
formulation in the form : 
dxi = (Xi -xp ) ( k1 r 2 + k2 r 4 + k3 r 6 + •• ) + p1 ( r2 + 2 (Xi -xp ) 2 ) + 
+ 2p2 (Xi -Xp ) (Yi -yp ) 
dyi = (Yi -yp ) ( k1 r 2 + k2 r 4 + ka r 6 + •• ) + 2p1 (Xi -xp ) (Yi -yp ) + 
+ P2 ( r 2 + 2 (Yi -yp ) 2 ) 
The polynomial terms k1 model the radial lens distortion 
while the p1-terms describe the decentring distortion. 
Decentring is caused by inaccuracies in the mechanical 
alignment of the lenses which make up the camera's lens 
system. 
It has been shown that in close range applications the higher 
order polynomial terms k2 ,ka etc. contribute little to the 
distortion model and evaluations are often restricted to k1 , 
·Pl and p2. 
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22 
In our application, only the first polynomial term k1 is used 
to model radial distortion. 
3 I 6 S.lT.MMARY 
In this chapter a photogrammetric solution to the task of 
correlating object target c6-ordinates with image target 
centre co-ordinates has been discussed. The Brown model has 
been added to compensate for radial lens distortion. 
In the case of a real image, the evaluation of the 
photogrammetric model includes a measure of accuracy for the 
target centring algorithm, namely the residuals Vzi and Vyi 
(to correct for the image target centre location: Xi ,y1 ). 
The variance 002, derived from the residuals, is a means to 
compare the precision of one algorithm with another. 
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23 
A..LtL.-1.MA.G.E....A.QQ..U.I.S.II.I.O..N 
Cameras form the principal tool of any photogrammetric 
measurement. Photographic film is not used in modern NRTP 
systems because of the time taken to process the film and 
difficulties involved with digitising the film f~r 
interpretation. Instead, solid state digital video cameras 
are normally used to capture an image and an interface (frame 
grabber) board is used to transfer the image from the camera 
to the computer for analysis. 
To correctly interpret the image, it is essential to 
understand the primary components in, and the process of, 
image acquisition. 
Solid state sensors use semiconductors to transform incident 
light into an electrical signal. The popularity of the 
charge coupled device as an imaging array, has led to the 
terms 'CCD' and 'solid state camera' being synonymous. The 
CCD camera is, however, only one class of the solid state 
sensors. 
The three main types of solid state sensors are 
Photodiode 
Charge Injection Device (CID) 
Charge Coupled Device (CCD) - with interline transfer 
- with frame transfer 
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24 
A..J_._L_T.h.e......P.ho_t.Q.d.i..o_d.e 
The p..h.Q..:t...o...di..Qd.e. was the first of the solid state sensors to be 
' developed. It was developed two decades ago in response to 
aerospace requirements. They are typically addressed with a 
MOSFET (Metal Qxide Silicon Eield Effect ~ransistor) gate 
connected at each crossing point. 
The s;ili.arge inj~_c..t.i.QJL..d~c..e. (CID) has 'nearly' continuous 
photo sites in both directions and has been used extensively 
in astronomy. The advantage of the system is the inherent 
noise reduction capability, since the signal can be 
transferred to the read capacitor and back to the integrating 
element without affecting the integration. This non-
destructive read is unique to.the CID, where the charge is 
injected into the substrate after each integration period, 
Real (1986). 
The ~~Y..P.led d~Qe (CCD) belongs to a more general 
class of charge trans~erring sampled analogue devices. Its 
most promising use has been in imaging systems. The 
photodetectors of the CCD imaging chip have a MOS (Metal 
Qxide Semiconductor) structure. They consist of a 'doped' 
semiconductor, an insulator (glass) and a metal electrode. A 
large number of photodetectors are arranged next to one 
another to form a sensor row. 
Applying a positive charge t~ the metal electrode will lead 
to a negative charge build up on the other side of the 
insulator. The extent of the charge build up is dependent on 
the incident light on the detector. The more light, the more 
free electrons there are, the larger the charge. 
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25 
The accumulated charges of the complete row of adjacent 
sensors are moved along the row with little loss, driven by 
an appropriately phased sequence of potential shifts from the 
clocking system. 
A number of sensor rows placed next to one another make up a 
sensor array. 
The CCD sensors can be categorised according to the 
distribution of active cells and passive storage cells. The 
two methods in which this is achieved are by interline 
transfer or· frame transfer. 
:4. 1. 3 .1 In.tetline Tx:a.nsfex: 
The image area of the interline design consists of alternate 
columns of photosensitive sensors and opaque drift registers, 
see Figure 4.1 • 
Transfer gate 
- - -l ! l CCD ~ 
- -
transport 
Light sensitive carriers 
- - -pixels ! ! 1 
-
... 
-
Output 
Readout register 
Figure 4 . 1 .I.n.:t.e.tii.n.~.h.atte~ 
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26 
During the integration time, charge is accumulated at the 
photosensors and passed to the shift registers for storage. 
The charges are shifted vertically down the register to the 
horizontal readout register during the following integration 
time. In this manner, an image in the form of a string of 
pixel grey values is transferred out of the CCD chip to be 
processed further by the camera, to give an output compatible 
with the CCIR (European black and white video standard) 
format. Since every second column in the CCD chip is a 
shielded readout register, only half of the chip area is 
photosensitive. 
The rows of light sensitive cells are placed next to one 
another, in frame transfer CCD sensors, making a continuous 
imaging plane, see Figure 4~2 • 
Vertical 
transport 
channels 
CCD cells 
l 
------
I 
Figure 4 . 2 F...r.am.e_t.r.a.n.s.f..e..I: 
;;J~eparators 
I 
Imaging area 
(photosensitive) 
Storage area 
Output 
Half of the chip area is optically sensitive, accumulating a 
charge during the integration time. From here, the charges 
are transferred to the opaque region of the CCD surf ace where 
they are stored and read out with a horizontal shift register 
in the following integration period. 
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.4. .... L_.1_..s.2.ur..c_e..s._._9_f __ ..I.na.CJ:<.U.r..a.c..ie..fL..Q~_C..C.D_C.hiP. 
Errors inherent in the silicon structure of the CCD solid 
state sensor include the following: 
.lil.9_o...ming: The solid state sensor may find stray paths 
for charges due to excess light in a particular sensor 
cell. The excess charges may migrat~ into neighbouring 
cells. With additional structures, the additional 
charges can be drained off, Flory (1985), 
~~~.ci.ng: In frame transfer devices, the 
illumination duririg transfer time between the imaging 
and storage sections results in vertical streaks for 
very bright objects. One way around this problem is by 
removing illumination with a shutter during transfer 
time, with little effect on the sensitivity. 
27 
~e..c..:t..irul.s: These occur on the surface of the sensor 
as well as o'n boundaries between different materials due 
to the different refractive indices of silicon dioxide 
and silicon, thus reducing the pixel grey value. 
~..n: Absorption of charges by gates made of 
aluminium or polycrystalline silicon degrades the 
sensitivity of the sensor cells . 
.Qh.ang~ in gre~ va.l.u.e.: The charges acquired from the 
readout register of the sensor are amplified and used to 
form a time discrete analogue signal. The slew rate of 
the amplifier (limiting the rate at which the output of 
an amplifier can vary) results in a change in the grey 
values. 
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' Some systematic errors relatini to the position of the 
imaging plane to the optical axis have been modelled by 
photogrammetrists for calibration and correction ~f the 
resulting image. These include, Gruen and Beyer (1987): 
28 
The sensor is mounted on a ceramic carrier and protected 
by a glass plate. The parallel aligning of the glass 
plate with the sensor.is a source of errors. 
The sensor assembly is mounted in the camera housing by 
soldering it in place or by pressing the housing on a 
special surface of the camera body. The sensor is thus 
not necessarily orthogonal with the optical axis. 
The CCD camera with frame transfer readout is currently the 
most promising imaging device for real time photogrammetry. 
The primary features of the CCD camera include the high 
geometric accuracy of the sensors, the stability over time of 
the geometry and the sensors' sensitivity, surpassing the 
'· 
characteristics of other video cameras avaitable. 
The output of the CCD camera is a dampened composite 
synchronous video signal. The video signal is converted to a 
discrete digital signal, which can be interpreted and 
manipulated by a computer, using a frame grabber (interface) 
card. One significant source of errors is the conversion of 
the discrete pixel values to a video signal and reconverting 
the video signal to an array of grey values on the frame 
grabber board. 
The European video standards (PAL for colour and CCIR for 
black and white) define images of 625 lines at 25 Hz. The 
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images are made up of two sub-images, consisting of 
alternate lines scanned at 50 Hz, which are interleaved to 
form the complete image. Only 575 lines are displayed, 
since a number of lines are required for the vertical 
retrace at the end of each line. Thus for 25 ~.l.e..t..~ 
frames of 625 lines per second,.with a theoretical 625 
picture elements (pixels) per line, there are 
625x625x25=9.77x106 pixels per second,which requires a 
bandwidth of half of this, namely 4.88 MHz. 
[The image width to image height ratio is approximately 
4:3 , increasing the resolution of the image by a 
factor 4 /3. The increase is, however, almost cancelled 
out by the 'Kerr factor' where the scanning pattern, 
that has a slight downward slope, does not align 
perfectly with a 'checker-board' pattern, therefore 
reducing the resolution by a factor of 0.7], Lathi 
(1983). 
The image from the CCD sensors is transferred on the video 
signal, limiting the array size of the CCD to a maximum of 
575 rows. The nu~ber of columns of the CCD chip are 
apparently unlimited because the row information in a video 
signal is a sampled data continuous analogue signal, 
allowing all the pixels in a row of a CCD chip to be 
transferred using one row of a video signal. Slewing will 
however limit the resolution of the CCD rows. The frame 
grabbing board interprets the data from the video signal 
using a sample and hold device followed by an analogue to 
digital (A/D) converter. If the pixel rate of the frame 
grabber differs from that of the CCD camera, a scaling error 
in the image pixel is introduced. 
the ratio of the two pixel rates. 
This is proportional to 
The number of lines read 
in from the video image is limited to the size of the frame 
grabber's image buffer which, in current systems, is often 
512x512 pixels. 
29 
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The use of television signals can be the source of many 
errors. One solution is to convert the data from analogue 
to digital directly after it is read from the sensor and to 
use a data bus to transfer the digital image directly to an 
image processing system. The implementation of this 
solution would be limited by the data transfer rates 
required for real time image acquisition. 
All imaging systems have a limited resolution. The 
resolution is a mea~ure of the 'granularity' or 'continuity' 
of a curve. In photographic systems, resolution is measured 
as the number of discrete lines distinguishable (on the 
medium) per millimetre e.g. for slides, the resolution is 
approximately 100 lines per mm. 
'· 
The resolution of a digital imaging system is limited by the 
number of rows and columns of the combined video camera and 
frame grabber system. 
The output of the frame grabber, which limits the final 
system resolution, is an array of 512x512 pJ..c.ture ~iements 
(pixels). Each pixel has a grey scale range of eight bits, 
equivalent to 256 levels of grey, from black (with a grey 
level of 'O'), to white (with a grey level of '255'), 
see Figure 4.3a . 
30 
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512 columns 
512 
rows 
Figure 4 . 3 a D Ls~a::e..:tJL.r...o.H.s~ns in iL.d.iJti.:tal im.a,g,e 
~ !'\..' " ~ "' ~ i-;;;.,' 
' "'' >.<: ~ ~ N 
~ N 
~'' 
' 
• 
~ 
"" ~ ~ ~ ~ ~ 
~ 0 (\ ~ 
"' " 
~ ~ ~ t'-..." ~ 
Figure 4 . 3 b · .F.in.i..:t.fL R~.e.!11 .e.i.f..e..c..L..P..n_a_c_i.z:.c.l.e__and....s..t r: a i g ht 
li.n.e. 
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The effect of the limited resolution of the imaging system 
causes continuous lines to have jagged edges as illustrated 
in Figure 4.3b. The distortion of the image is particularly 
noticeable on smaller objects, such as the targets used in 
this thesis, which form an average image size of lOxlO 
pixels. 
32 
The initial target centring algorithms which were used for 
photogrammetric purposes in digital systems, evaluated target 
centres to the nearest pixel precision. With improved target 
centring algorithms, target co-ordinates are being evaluated 
to sub-pixel accuracies. 
' 
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.C.H.A.E..T.E.IL.J~ . ......... _ ..... ___ ,,_, __ ,, 
_5 __ ,_Q_...THE_D.EY..EL.QEME.N.T __ O..F_A_NRT.E._.S_Y.STE.M..;_Ell.QEN.I..C.S 
PHOENICS (£hotogrammetric Engineering and ~ndustrial digital 
~amera System) has been designed as a low cost, PC based, 
NRTP system, Rilther and Parkyn (1990). The system is 
operational but is still at prototype level. 
It is currently being applied to test object surface 
measurements and algorithms such as: 
target detection 
target centre location. 
Those algorithms which are found to improve the 
characteristics of PHOENICS are implemented to further 
enhance the system. The system has been used to generate 
contours of sculptured surf aces and to measure a number of 
control frames. 
" The' present hardware configuration of PHOENICS, 
see Figure 5.1 , comprises: 
a personal computer, the IBM PS/2 model 30 
two video frame grabber boards, the Matrox PIP-512 
and PIP-1024 
two Siemens K211 CCD cameras 
two external monitors, Phillips R6BCM 8833 and 
one Parallon 8088 compatible parallel processor. 
CCD 
Siemens 
K211 
SOO·x 582 
17x11µm 
Matrox PIP-512 
A-D Converter 
Frameg rabber/store 
Matrox PIP-1024 
A-D Convener 
Frameg rabber/sto re 
Parallel 
Pro-
cessor 
33 
Image 
Display Philips RGB Monitors 
0 0 
Figure 5.1 
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34 
_5_._L._TH.E__HA.R.IIB.AR.E.._C..OM.E.ONEN.T..S.._Q.F_THE._.S.YST..E.M 
The system specification has been centred around low cost and 
flexibility, with a tradeoff of slow processing time. The 
objective of PHOENICS is to provide a platform for 
photogrammetric three dimensional co-ordinate location. With 
higher efficiency algorithms, image correlation algorithms 
and the incorporation of the parallel processing card, 
PHOENICS will be upgraded from an experimental digital 
photogrammetric workstation to a NRTP system. A more 
detailed description of the hardware components follow: 
1L .. l ... ...l.___T.h.e.....Q.a..m.e..z.:a.s. 
The cameras used in the system are two solid state Siemens 
K211 cameras with the Sony XC-57 CE solid state CCD chip. 
The cameras have the European black and white CCIR video 
standard of 625 lines at a frequency of 25 Hz. 
The dimension of the CCD chip measures 8.8mm .x 6.6mm 
(horizontally and vertically respectively) with a sensor 
resolution of 500 x 582 pixels. The resulting pixel size of 
each sensor element is l7µm x llµm. However, only 468 x 568 
pixels of the sensor array are active. 
A Matrox PIP-1024 board is the primary image acquisition and 
processing card, used by PHOENICS. It provides for 
simultaneous stereo imaging and storage facilities in quick 
succession. Images of size 512 x 512 (rows and columns) with 
8 bits (256 levels of grey), are acquired from each camera, 
providing a different format image to that obtained from the 
CCD camera. The pixel size on the Matrox card of an image 
obtained using a Siemens K211 CCD camera (with an active 
pixel array size of 468 x 568 pixels) is 15mm to llmm, as 
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compared to the camera pixel size of l7µm x llµm. 
Approximately 15% of the camera image is lost due to the 
lower line count of the Matrox card in relation to that of 
the camera. 
Simple image processing tasks can be accomplished on board 
the Matrox card using a combination of inbuilt hardwired 
operations and a macro command based software package called 
' ' 
PIP. A further level of sophistication is achieved by the 
capability of standard programming languages, such as 
'Microsoft C' and 'True Basic', manipulating data on the 
Matrox card using a macro command set. 
35 
The Matrox PIP board allows for transfer of the image array 
in memory resident on the Matrox card to the system's memory, 
via direct memory access (DMA). The transfer of the image or 
image segments to the system's memory becomes necessary for 
complex image algorithm execution . 
... 
• 5. .1. 3 ~.L:.~ 
The criteria for the choice of a computer were : 
( Rllther et al. 
low cost, off the shelf 
(1990)) 
high resolution graphics allowing a large range of grey 
scales to be displayed 
compatibility with parallel processing hardware and 
frame grabber boards 
system portability. 
The IBM PS/2 Model 30 with a high resolution monochrome 
screen satisfies the above criteria. The model 30 is 
equipped with an Intel 8086 microprocessor running at 8 MHz, 
a 16 bit internal bus and a 8087 maths co-processor. It is 
the only model in the PS/2 range which accepts standard PC 
cards. 
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.5. .... ..2.... __ S.OllJlARE_D..EYE.L.0£.MEN..T_..F..O.lL.P.H.O..EN.I..C.S 
The process of obtaining three dimensional co-ordinates of a 
target, or the evaluation of lens distortion characteristics 
for a digital image in relation to a precalibrated control 
frame, is achieved in a two stage process: 
_5__._2.......L_.!l.s_i~Tu.r.g.e.t_l)_e..t.e..c..:tilULA.nd 
.Q.e.nt.tl.ng--EJ::.~..EA.R.cH 
36 
The function of this program is to search a digital image to 
locate targets and find their centres. Before the program is 
run, a number of preliminary steps must be carried out to 
ensure that the targets are easily recognisable on the image. 
Targets of suitable contrast to the object being 
measured are placed on the object. 
! - The lighting is set so as to highlight the target while 
ensuring minimal reflection from the object. 
An image is snapped with the image processing card. The 
threshold level that highlights targets is found 
interactively. 
A binary image is formed where all objects below the 
threshold level (background) are eliminated i.e. 
their pixel values are set to zero, and the pixel 
values of all objects above the threshold (targets) 
are set to 255. 
Both the binary and the full grey level image are 
stored. 
Firstly a program to determine the centre location of all 
targets on an image is run. The thresholded image is used to 
determine all target windows by finding the extent of all 
connected pixels with a grey level 255. A number is given to 
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37 
each target corresponding to the order in which the target is 
located. A target centring routine using the 'weighted 
centre of gravity' is used to determine each target's centre, 
using the full grey level image. 
Next, the full grey image is formed and displayed on an RGB 
(colour) monitor. On this image, the targets found are 
indicated by circles with their corresponding associated 
number. The image is viewed and all partially obscured 
targets or incorrectly identified targets, such as bright 
areas, are eliminated from the target list. 
The target co-ordinates of control and object points are 
.manually matched and then used in the PREP program to 
determine their object space co-ordinates. 
The software package has been developed for use in close 
'-
range photogrammetry applications, Rilther (1989). It gives a 
choice of two well established photogrammet~ic models: 
11-parameter 
bundle adjustment 
The acronym DLT (Direct Linear Transformation) is a widely 
used technique in close range photogrammetry. The method was 
developed by Abdel-Aziz and Karam in 1971. The solution is 
based on the concept of a direct transformation from 
comparator co-ordinates into object space co-ordinates, 
eliminating the traditional intermediate step of transforming 
image co-ordinates from a comparator system to a photo co-
ordinate system. Therefore the system makes no use of 
fiducial marks. Further enhancements of DLT have allowed for 
lens distortion using various models. DLT has the advantage 
of not requiring initial approximations for the unknowns, 
Rllther and Adams (1984). 
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The input data that is required by the program is 
.Q.hj_e_c..:t_s.12.a.cJ.L.C9.-P.J:din.a.:t..e..s__Q f co n:tr.9.1 Po int s. 
The X,Y,Z co-ordinates of a number of the surveyed 
positions of targets are read into the program from a 
file. 
At least six control points are required with the 
condition that the points may be neither coplanar nor 
near coplanar. 
l..m.ag.e EQints 
The image co-ordinates of control and object points are 
required for the determination of ·3-D co-ordinates of 
object points. 
38 
The PHOENICS system achieves precise 3-D co-ordinate 
determination. It lacks the speed and automation necessary 
to be classed as a NRTP system, but provides a feasible 
testbed for the development of NRTP algorithms. The two 
procedures that are necessary to convert the system to a near 
automatic 3-D co-ordinate detector are to fully automatically 
detect targets and to correlate the targets obtained from one 
image with corresponding targets of a stereo image. 
Fully automated target detection on individual images can be 
simply implemented under laboratory condition~i where the 
lighting level can be controlled and a consistent threshold 
level can be preset for the centring procedure. This 
eliminates the need for targets to be manually thresholded. 
Automatic target correlation or identification can be 
achieved by placing a unique code next to each target, Wong 
et al. (1988). In a simple application, a priori knbwledge 
of approximately where the targets on the image are to be 
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found, can be used to identify the precise location of a 
known target. 
PHOENICS is used to snap digital images of the control frame 
containing an array of accurately surveyed targets. The 
fabrication of the control frame is described in chapter 6. 
The image target centre co-ordinates are evaluated using a 
number of different target centring algorithms. The 
accuracies of each algorithm are given by the variance 002, 
obtained by correlating all image target co-ordinates of the 
algorithm with the control frame target co-ordinates, using 
PREP. The variance of each algorithm is used to compare the 
accuracy of all the target centring algorithms. 
' 
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.CHAP..IEIL6 
.. 6 . ....0. CQNTRO.L_F.RA.ME 
Control frames consist of a distribution of targets. They 
are used to calibrate camera stations. 
The 3-D co-ordinates of control frame targets may be 
obtained using accurate traditional surveying methods, such 
as a theodolite. In NRTP systems, a digital image of the 
control frame is snapped and the image point co-ordinates 
are evaluated using one of a number of target centring 
algorithms. The control frame image and object co-ordinates 
are run through ·one of the photogrammetric models in the 
PHOENICS:PREP system to evaluate the camera station 
characteristics including camera orientation, lens 
distortion and a measure of the accuracy of the target 
centring algorithms. 
This chapter describes the design criteria involved in 
constructing two control frames and briefly describes the 
surveying accuracies and capturing an image of the control 
frame. 
fi....J. DE.SIGH QO.N.S .. ID.E.RAT.I.QN.S_J!.Q.lL.T.H.E_F...I.R.s..T_J;..QNI.R.O..L_ERAHE 
The control frame is designed to have a distribution of 
targets in three planes at distances of 0.70m, 0.85m and 
1.00m from the camera. It is tested using an 8mm focal 
length video camera. The field of view of the video camera 
is illustrated in Figure 6.1 . 
40 
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' 
Outer perimeter· 
of control frame 
Field of view 
of an 8mm camera 
Figure 6.1 Eield Qf view of the cQntrol frame by the 
~.h..Jln 8mm focal length lens 
The majority of the control frame is visible in the video 
camera image. 
Targets are positioned on the three planes of the control" 
frame to evenly cover the image plane . 
.6..a.1...2 Target Conside~ations 
.fL..L2....J Targe~s_used in Different NRTP Systems 
Different shaped targets have been fabricated for various 
algorithms and applications in NRTP systems. 
Some of the different means to find 3-D co-ordinates of 
locations on an object include: 
projecting a grid onto an object and locating 
intersections, Wildschek (1989) 
locating a small black disk surrounded by a white ring, 
surrounded by another black ring attached to the 
object, Gruen (1987). 
41 
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Targets may be of: 
an active nature, i.e. light-emitting-diodes, which can 
be viewed in a dark environment, Bayer (1988) 
a passive nature as in the case of disks pasted onto 
the object. The targets may be 
o a white disk 
o a black disk, El-Hakim (1986), Wong (1986) 
o a black hole target, Rilther and Parkyn (1990). 
An illustration of the different target shapes are given in 
Figure 6.2 together ~ith examples of profiles through two 
targets. 
Target consisting of White disk target 
alternating white and with black background. 
black rings, 
!M-.,._--~~--black 
-+---,------white 
A black hole target 
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In this thesis a solid white circular (disk) target was 
chosen to test the assorted algorithms. 
Black painted targets were found to be unsuitable since no 
paint or material could be found to be light absorbing 
enough to provide a contrast to ensure reliable 
thresholding. A black hole target consisting of a hollow 
closed cylinder, painted black inside, with a lid coloured 
white having a hole punched through it, was fabricated to 
overcome this problem, Rilther and Parkyn (1990). Although 
this form of target provides a good contrast, it is 
difficult to attach this target to the object. 
The targets investigated for photogrammetric applications 
are fabricated in a variety of ways including targets 
punched from white paper, low-grade retro-reflective 
material and higher grade retro-reflective material, all 
pasted on a contrasting dark background. The targets are 
mounted on a control frame and viewed by video cameras to 
determine their contrast with the background object. 
For the PHOENICS system, the aperture and lighting of the 
system are set to drive the targets towards saturation level 
(white). Targets close to saturation level are desirable 
because this allows for the greatest contrast between the 
target and its background. A further advantage is that the 
targets can be reliably and quickly found using 
thresh~lding. White paper and retro-reflective targets with 
black backgrounds both gave grey scale (target) levels of 
'255' (corresponding to white saturation), after selecting 
an appropriate aperture setting to drive the target into 
saturation. 
43 
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'· 
_6_._l_,...2_._3_S..i.z_e.. .. _o_f.-1'..a.r..Ke .. t..s .. _a.n.d_J?..i.x.e..J..s. 
The targets are designed to give an equal image size of 
approximately 8 pixels on the pseudo chip for all three 
planes (at 0.7m, 0.85m and 1.0m from the centre). The target 
size on the image is controlled by the physical size of the 
target and the distance of the target from the lens. 
To design the physical size of the targets to an 8 pixel 
image size specification, it is necessary to evaluate the 
area in an object space which is covered by a single pixel 
at the three distances. The previously mentioned 
complication of line loss and image distortion due to the 
transfer of the image from the chip to the pseudo chip 
(section 4.2) becomes relevant in this context. Unless 
detailed information on the chip design, i.e. the area of 
the chip that is usable for imaging is available, a 
simplified geometric consideration is acceptable to 
determine approximate pseudo pixel sizes and suitable target 
sizes. 
One approach to estimate the pixel size is: 
An image of a rectangular area with well defined black 
borders is taken. This area must be located 
perpendicular to the optical axis of the camera. The 
dimensions of the area are measured in units of pixels 
on the frame grabber image, i.e. the pseudo chip. The 
pixel counts (hp and vp for horizontal and vertical 
object dimensions respect~vely) are then related 
through the principal distance (f) and the distance of 
the lens-to-object (d) to the actual size of the object 
horizontally (th) and vertically (tv), see Figure 6.3 . 
44 
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horizontal pixel length 
vertical pixel length 
Ph = f • th I ( d • hp ) 
pv = f • tv / ( d • Vp ) 
Figure 6 . 3 .Th..e_dli..t.a.n.c._e.s_an~rnefils in im.a.u__an.ct 
.o ... h.J.e_c..t_s~ 
The chip and pseudo chip are related to each other by 
assumptions concerning the chip design that eitimates 
the active imaging area. In the horizontal direction 
only a few pixels are lost. It can be assumed that 500 
pseudo pixels are equivalent to approximately 8.6mm. 
In the vertical direction, a number of chip rows are 
lost (approximately 20%) due to the transfer from the 
640 line camera to the 512 line pseudo chip and some 
500 pixels are equivalent to 5.6mm. From this, values 
of 17 and 11 micrometres can be estimated for pixel 
width (Ph) and pixel height (pv) respectively. 
This in turn leads to the following horizontal and 
vertical target sizes (th and tv) for 8 pixel target 
images and 8mm focal length cameras: 
th = 8x0.017xd/f 
tv = 8x0.0llxd/f 
Target sizes for the various planes are listed in table 6.1 
........ 
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target distance 'd' between camera and plane 
size 
lm 0.85m 0. 7m 
th 17 mm 14.5 mm 12 mm 
tv 11 mm 9.5 mm 8 mm 
Table 6. 1 .I:ru!..~___s~_s_f.Q..r:....:th..e~JJ,s pla.n.e..s. 
i:..~ting in a. targ_et im.ag,,e Qf 8 pix~ls 
It was found that these theo~etical values did not lead to 
the required 8 pixel target sizes due to the difficulty in 
controlling the light source, chip sensitivity and target 
reflectivity. 
A pragmatic approach of imaging targets of different sizes 
under close to ideal conditions and selecting the most 
suitable one on the image, proved more efficient. 
The three materials investigated as targets were white 
paper, high intensity and engineering grade retro-reflective 
tapes, It was found that the higher grade tapes were highly 
reflective in all directions and only the engineering grade 
material appeared to be retro-reflective. Engineering grade 
tape is not sufficiently retro-reflective at low angles of 
incident light and the periphery targets do not reflect 
sufficient light back into the camera to generate good 
images. Image target quality degenerates with distance from 
the image centre. 
The best target~ for the control frame applications were 
found to be white circular disks punched from cardboard. 
These targets produce a better and more uniform target image 
than the retro-reflective targets. In practical tests it 
was found that due to the strong lightin~ and revolving 
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spread of light off the targets (Gaussian spread function) a 
circular target with diameter 12mm, 8mm and 6mm for the 
frames at distances of lm, 0.85m and 0.7m respectively (from 
the camera) would give the image target sizes of 
approximately 8 pixels. The practical targets implemented 
were thus smaller than anticipated in theory. 
The outer frames (supporting the target arrays) at lm, 0.85m 
and 0.7m from the camera frame, together with the extension 
to hold the camera and frame stiffeners are made of hollow, 
square, cross-sectional tubing. For purposes of 
transportability they are bolted together. 
The targets on the back frame are evenly distributed in a 
row/column configuration. They are attached to intersecting 
horizontal and vertical fine wires secured to the tubing 
frame. The innermost square of targets is mounted on a 
square sheet of board.fixed to the wire mesh. 
The outer targets in the middle frame are supported by a 
similar wire mesh and the two inner target squares are made 
of a thicker gauge wire which support the targets. 
The targets in the frame closest to the camera are all fixed 
to thicker gauge wire. All wires and frames are painted 
black and a black backdrop is added to contrast with the 
targets, see Figure 6.4. 
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The frame is surveyed using a stereo pair of photographs 
taken by two Zeiss UMKlO Jena precision cameras. The 3-D 
co-ordinates of the targets are obtained using the Zeiss 
(AUSJENA) Jena stereo comparator. 
The target locations are determined to a precision of 0.3mm. 
This relates to an image target of positional accuracy of 
approximately l/3 of a pixel. 
Difficulties experienced with this control frame includes: 
i) Fine wires supporting the targets in the front and the 
middle rows bisected targets in the image, leading to 
double targets being detected in the searched image. 
ii) Insufficient contrast between targets and background 
make it occasionally difficult to automatically 
distinguish between them. 
iii) Light reflection off parts of the black wires simulates 
targets. 
iv) Targets having a finite (approximately 0.5mm) thickness 
appear distorted when viewed as perimeter targets. The 
edge of the target appears as part of the circular 
shape and target centres are displaced towards the 
image centre, see Figure 6.5 
v) Inaccuracy in fabricating the targets by punching out 
cardboard targets result in slightly asymmetrical 
targets. 
vi) The tube/wire construction proved unstable. 
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Valid target 
Since the algorithms were designed to find centres to a sub-
pixel accuracy, the control frame fabrication was found to 
be not rigid enough for the level of precision required. 
A second control frame was designed to overcome some of the 
drawbacks of the first design with a particular view to 
producing a highly rigid frame with targets of constant 
relative positions. Target design considerations had a 
,, 
major role in this second frame design. 0 These priorities 
were defined after it was established in working with the 
first frame that the determination of target positions on 
the frame by survey techniques was cost- and time intensive. 
The control frame consists of three grids placed at 0.7m, 
0.85m and 1.0m from the camera. Each grid consists of three 
square frames, placed one within the other. The sequence of 
frames as viewed by the video camera is: 
Starting from the middle of the grid and moving out to 
the grid perimeter: front- mid- back- front- mid- back-
front- mid- back- plane, beginning with the central 
front plane and ending with the outermost back plane, 
Figure 6.6a and Figure 6.6b. These figures show the 
distribution of the square frames: 
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The dimensions of each square frame can be calculated from 
the geometry of the above diagram. They are tabulated in 
Table 6.2 below: 
front plane mid plane back plane 
outer square .544 m .755 m 1.000 m 
mid square. .310 m .471 m .666 m 
inner square .077 m .188 m .332 m 
The entire control frame is built from angle-iron, with the 
squares of each plane attached to an outer square support 
frame with radially placed supports. The planes are 
. '· 
connected to one another with eight short lengths, tw6 on 
each side and one through the centre of each frame. This 
structure proved to be rigid. 
The camera mount was attached to the frame with a removable 
extension to facilitate portability. 
Accurate targets were designed using a photographic process 
to print a high resolution plot of the target on an 
aluminium surface. The targets are in the natural aluminium 
and the background is anodised matt black. At the centre of 
each target is a point of 0.5mm diameter to facilitate 
accurate and simple sighting of the target when surveying it 
with a theodolite. The points were kept to a minimum size, 
i.e. just visible in the theodolite, in order not to disturb 
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the homogeneous appearance of the target for the automatic 
target search. Targets were produced to specifications 
which required the target diameter to be consistent to 
O.lmm, and having a centre point accuracy, with respect to 
circumference, of the same magnitude. 
Based on the experiments with target sizes in the previous 
trials, described in [6.2], the sizes of the targets chosen 
were: 
back plane (lm) mid plane (.85m) front plane (.7m) 
12mm lOmm 8mm 
Table 6.3 T.a.I:g,e.:t.__siz..e~ on ea~h plane 
There are twenty targets on each square except for the 
central front square, which is limited to sixteen targets 
because of space constraints. The distr~bution of the 
targets are illustrated in Figure 6.7. 
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Target numbers with a reflective value lower than that of 
the targets are added to facilitate target identification. 
(These numbers can be thresholded out of the image when 
searching for the targets.) 
It was found that this target design: 
satisfies the requirements for ~ccurate surveying 
avoids 'thickness of target' distortion 
satisfies the requirements of high target symmetry for 
automatic target centre detection 
The control frame was measured using a theodolite in order 
to achi~ve 0 a higher accuracy than was obtained using a 
photogrammetric approach. 
The initial precision of the 3-D target location, using all 
the target co-ordinates surveyed with the PHOENICS:PREP 
program (using the bundle adjustment method), was 
approximately 0.5mm. A subset of the poorly surveyed 
targets were removed from the target list and only the 
accurately surveyed targets were used in the bundle 
adjustment to obtain their 3-D target co-ordinates. The 
precision of these accurately surveyed targets was 
approximately .2mm. The 3-D co-ordinates of the balance of 
the targets were then evaluated. The resulting target co-
ordinate accuracy (not including the front central targets} 
is: 
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The precision of the 3-D target co-ordinate location is ± 
.2mm on the control frame, converting to an accuracy of 
l/lOth of a pixel accuracy on the trame grabber image. 
Lighting of the frame proved to be of great importance in 
achieving an even and clean set of imaged targets. The best 
results were achieved using strip neon lights. To capture an 
image, the frame was placed on its back on the floor 
directly 3.5m below a single standard light source 
consisting of 3 neon tubes attached to th~ ceiling. 
Thus the steps involved in using the control frame to 
determine the precision with which target centres are 
located using a NRTP system .can be summarised as: 
fabricate a control .frame with targets 
survey the control frame 
arrange lighting 
captu~e an image of the control frame 
]Chapter 6 
locate target centres in the image J Chapter 8 
using each of th  target centring algorithms 
Evaluate the variance for each algorithm by 
correlating the algorithm's target centres 
with the 3-D surveyed target co-ordinates, 
using least squares to evaluate one of the 
photogrammetric models 
Compare the target centring algorithm 
performances by plotting a graph of the 
variances of each algorithm 
Chapter 9 
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IMAGE 
. . 
1 2 3 4 . . 
surveyed 
3-D 
control <===> . 
frame . 
coo rd-
inates 
variance: oo 2 [ 1 , 2 , 3 , 4 , 
corresponding with the algorithm. 
. 
. 32 Algorithm # 
1 
2 'n' image 
3 co-ordinates 
. . for each 
algorithm 
n 
' 32 1 
Figure 6.8 Steps to eyalua.:te the accuracy of tar_g.e..:t 
.Q..e.n:t.ring al.g_Qrithms-.QD im.ag_e..s_Qf real targets 
The procedure to use the control frame is outlined in 
Appendix G. An example to determine the centring accuracy 
for one algorithm on an image of the control frame is 
outlined in Appendix C. The method outlined is used with 
all the algorithms. The Brown model, as provided in the 
PHOENICS:PREP software, is used to correct radial lens 
distortion. 
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The accuracy of target centring algorithms may be evaluated 
on an image consisting of ideal synthetically fabricated 
targets. Synthetic targets are modelled to resemble real 
targets. 
Images consisting of synthetic targets are used to test 
target centring algorithm sensitivities, Trinder (1989), 
Zhou (1986), but to the author's knowledge, no complete 
description of the automatic fabrication of elliptical 
targets ii available. 
A program was written to generate synthetic elliptical 
targets in a digital image.· Elliptical targets were chosen 
since although circular targets are used on the control 
frame, the P-I:.D..i~ of a circular target which is not on 
axis with the camera, i.s._a.n_e.llips_e. The inputs required ,by 
the program are: the number of ellipses per image, the 
parameters appropriate to each ellipse including ellipse 
size, ellipse !:en.t:c:.e_c_Q.=..Qr.di.n.a.:t..e.s. and the 'falloff' 
function. 
The 'falloff' is the smoothing function from the ellipse 
plateau to the background level, see Figure 7.1. The falloff 
functions which have been implemented and will be described 
later are: 
Direct falloff 
Gaussian-Convolved-with-a-Wall falloff 
Gaussian falloff 
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ialloff func..:t.i..o..n 
Two digital images consisting of synthetic elliptical 
targets were generated to test target centring algorithms. 
The one image consists of synthetic (symmetrical) ellipses 
with a 'Gaussian-convolved-with-wall' falloff (see section 
7.2.3.2). The second image was formed using the same 
ellipses with simulated partial occlusion (where a blemish 
was added to the perimeter of each of the targets to 
represent obscuring of the target by another target, or a 
shadow cast on the target), further discussed in [7.4]. 
The purpose of testing the target centring algorithms on the 
image consisting of: 
p_e.r_f_e_c..t.....s.xn.:t.h.e.:t..i..c_s_yDun.e..:t..I:.i.c. targets , i s to e valuate the 
ltQ.tJm.:t .. i..a.1-a..c .. C_\U:a..c . .Y of the target centring algorithms . 
.s.Y.n.th.e..t.i.c_t_a.r.g_e..t_~L..F-.i.:t.h-.b.l.e.m.ilili.e.s. , i s to evaluate the 
.e..f..f..e...ct._Q.LP.ar_t..i..al._Q..c .. c..l_u.s .. i . .o...n_Qll.......t.h.e_a..c . .c...u.r..a..c.Y. of the 
target centring algorithms and therefore the algorithms 
robustness to flawed target images. 
A description for generating ellipses follows: 
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_7_~ .. l.-...... MAN.UAL.L.Y~ .. D.I.G.I.T.l.S.I.N.CLAN....E.L.L.I.P..SE ( WI TH DIRECT FALLOFF ) 
The first method that was used to manually generate a 
precise ellipse was to plot an ellipse perimeter on graph 
paper. Each block (pixel) on the graph paper consisted of 
50x50 lmm square sub-blocks. Pixel values appropriate to a 
digitised ellipse are evaluated by consider~ng pixels within 
the perimeter of the ellipse and pixels entirely outside of 
the ellipse. 
Pixels entirely within the ellipse perimeter are set to 
a grey level of 255 equivalent to a white 'saturation' 
level and 
Pixels entirely outside of the ellipse perimeter are 
set to a grey $Cale of 'background'. 
Those pixels through which the perimeter passes, have a 
digitised grey scale value between 'background' level 
and a level of 255, proportional to the area covered by 
the ellipse within the pixel, see Figure 7.2 
......... 
.... 
..... Pixel block with 
grey value at 
'saturation' = 255 
. . ........ ............... . . . l----l.~~ ......... ~.....-4::..........,~~~u.+.--I '. •••••••• •·••• • P J.Xe 1 bl 0 Ck W J. th 
perimeter passing 
through inter-
mediate grey value 
~ixel block with a 
grey value of 'background' 
Figure 7 . 2 Man.u.allY._d.ig.i.tis .. ing_an_e.l.li.p_s_e. 
The ellipse generated using this method is considered to 
have direct falloff since the area within the ellipse 
perimeter is at 'saturation' level and the area beyond the 
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ellipse is at 'background' level. There is a direct step 
from saturation level to the background level at the ellipse 
perimeter. This target model is equivalent to that found in 
a digital image formed of a real target, sharply contrasting 
with the background. 
i) 'Time to evaluate ellipse pixel grey value~ ( ± 4 hours 
per ellipse). 
ii) Inaccuracy of the digitization process which limited 
the centre determination to 1/100 of a pixel. 
iii) Each ellipse digitised with a unique size, orientation, 
or centre location, must be completely re-evaluated. 
iv) There is no facility to automatically add a falloff 
function to the ellipse. 
The problems involved with manually digitising an ellipse 
can be avoided by automatically digitising pixel grey 
levels, using a program. The parameters taken int6 account 
in the pro~ram are the ellipse coefficients (including the 
ellipse centre co~ordinates) and the type of falloff 
function i.e. the function to smooth the ellipse from 
saturation to background levels. 
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b2 
= 
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" semi-minor 
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1 
an angle of rotation 
axis 
axis 
offset-of the ellipse 
" vertical off set of the ellipse 
a counter-clockwise rotation of the 
ellipse around its centre point (xo,yo} 
= e 
The effect of the ellipse parameters on the shape and 
orientation of the ellipse are illustrated in Figure 7.3. 
~+x 
i+y 
Figure 7 . 3 .The e..1.1.iI>~..az:.am..e.:t..e.z:.s. 
The simplest ellipse generated was an ellipse with direct 
falloff, hereafter referred to as Ellipseo , see Figure 7.4. 
The domains within the window are defined as in the case of 
the manually digitised ellipse: the area within the ellipse 
perimeter is set to 'saturation' and the rest of the ellipse 
target window is set to 'background' level. 
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Figure 7 . 4 P...r_Q..f.il.e_t.b.I:Q..u.gh_Ell.ip..s_e..1L.ilLu.s..:t..I:a.t..i.ng di..r..e...c.:t . 
.f .a.l.1.9.li 
Parameters are chosen for the ellipse equation and the 
ellipse is projected onto a pixel array within a window. 
Each pixel is subdivided into 'nxn' sub-pixels, where 'n' is 
an integer multiple of 10. 
For a single pixel, the pixel grey value is determined by 
considering the ~e.l grey values within the pixel: 
If the centre of the sub-pixel is within the 
ellipse/target perimeter, the sub-pixel value is set to 
the 'saturation' level {grey value= '255'), 
otherwise it is set to the 'background' level. 
The sub-pixel grey values for one pixel are summed together 
and divided by 'nxn' {the total number of sub-pixels within 
a pixel), to give the grey scale for the particular pixel, 
see Figure 7.5 . 
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.El.l.i_p..s..e.o. 
The grey values of all the pixels within the ellipse window 
are evaluated, starting at the top left pixel and scanning 
row by row ending with the bottom right pixel. 
The number of sub-pixels ('nxn') within the ~ixel is a 
measure of the fineness of the digitisation which relates to 
the accuracy of the grey level determination. 
An option to digitise an ellipse with a gradual falloff 
function from the ellipse perimeter to the background level 
is included within the program. 
The falloff function models a real ellipse viewed by a 
camera which is not perfectly focussed or· where there is an 
abundance of incident light on the target, resulting in an 
edge which appears blurred. 
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The method generally used to generate falloff functions on a 
digital image consisting of Ellipseo targets, is to convolve 
the entire image with a discrete Gaussian curve (Point-
spread-function o~ PSF) as described in Appendix D. 
Trinder (1989), describes a method to create a circular 
target with falloff by placing a one dimensional wall 
symmetrically about a pixel and then convolving this wall 
with a continuous Gaussian curve. The resulting wall 
with falloff is rotated about the centrepoint. The grey 
value assigned to the pixel relates to the volume enclosed 
within the particular pixel profile under consideration, see 
Figure 7.6. This approach is extended and adapted to 
perform on elliptical targets. 
* 
Step 1: Convolving a PSF with a wall 
Step 2: Rotating the 'wall-convolved-with-a-PSF' and 
evaluating the pixel grey values. 
65 
-- .... 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
7 . 2 . 3 . 2 M..o_.d..e.ll.ing_ . ....a_G_:t:a.d.u.a.L_F..a.ll.oLf_E..un_c.ti.o.nJ..z:.Qm_t.b..e . 
. P_e_r._im.e.t_e_r_.Qf._.:t.h_e_ .. E.l.li.P-.s..e. 
The secondary objective of the program is to generate a 
synthetic falloff from the ellipse. The method which was 
used, allows for a variety of falloff functions to be 
'added' to the ellipse to model different conditions with a 
high level of grey scale accuracy and symmetry. 
The meth6d used to approximate the falloff function from the 
ellipse to background is an extension of Trinder's (1989) 
method of fabricating a target. Trinder's method works on 
the principle that a one dimension falloff function radiates 
out (continuously) perperidicularly to the circular target 
perimeter. 
As in the case of Ellipseo, the .SJ.W.=.P..ixe..J..s. within the 
ellipse perimeter are set to saturation level. The falloff 
principle involved is that the noise function radiates, 
perpendicularly to the tangent on the perimeter of the 
ellipse, to the 'background' level at suitable distance from 
the ellipse perimeter, see Figure 7.7. The falloff is 
determined by considering the .dis.:tance between a point (sub-
pixel) beyond the ellipse perimeter and its closest point on 
the perimeter of the ellipse. The distance relates to the 
'amount' of falloff from the saturation level. 
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block 
Perpendicular distance between 
tangent and sub-pixel 
Figure 7 • 7 E.a.l.l.9..f.f..-9~0 .. i.fte~..IL.P...e.J:l?...e.n.d.icJJ..l.A.x.:.....t .. Q 
.:tM.....:t.a~t_p~r..i.m.e..:t...e..I: 
The method used to evaluate the perimeter point closest to 
the sub-pixel point under consideration is a variation of 
the 'hill climbing' technique: 
A point on the perimeter of the ellipse is chosen in 
line between the ellipse centre and the sub-pixel. It 
is evaluated and a new.point is chosen on the perimeter 
at an angular distance from the original perimeter 
point of +e degrees. Again the distance between the 
new perimeter point and sub-pixel point under 
consideration is evaluated. If the new distance is 
less than the old distance then a new perimeter point 
is chosen at an angle of +e from the most recent 
perimeter point. If not, (if the new distance is 
greater than the old distance) the new point is chosen 
at an angle of -0/2 from the most recent perimeter 
location. This procedure is repeated until the 
difference between the new and old distances between 
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the sub-pixel and perimeter is considered 
insignificant, see Figure 7.8 , 
Figure 7. 8 lls.ing 'hill climbing' to d.e..:termine tbe shor...t.-e.s..:t. 
.d.i.s..t..an~_t..H_i;;t.e..n_a_s.u.b..::.J2.ixe.LQQ int and t ru;,. 
clliJ?.J:lfLP_e.r.i.J.n.e..:t_e_x: 
Summary of falloff functions and reasons for their 
implementation: 
i) .Ellipse with d.i.J:::.ect fall9...f.f, renamed 'Ellipseo', 
represents an ellipse with even li~hting and with a 
clear contrast with the background grey level, viewed 
with a focussed camera, ensuring a sharp transition 
from saturation level at the perimeter of the ellipse 
to the background level (beyond the ellipse perimeter). 
ii) E.l.l.iJ?....s~s..s..i.an-~onvolyeA-with-an-edg_~, 
hereafter referred to as 'Ellipse1 ', is suggested by 
the standard convolution of a wall with a PSF in one 
dimension. The generation of the one dimensional curve 
is illustrated in Appendix D. It is evaluated 
beforehand and stored in memory and is added onto the 
perimeter of the ellipse, thus adding a distortion 
similar to that of a traditionally convolved ellipse, 
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The falloff of 'A' is added to the wall 'B' resulting in 'C' 
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The falloff of 'C' is added to the wall 'D' resulting in 'E' 
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Figure 7 . 9 A.d.di.n.g__f.al.l.c>_f.f f unc..tll.n!L..:t..Q..-A...,.P.ro f i le E 11.iP...a.e..o.. 
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whilst maintaining symmetry about the midpoint. It 
represents a blurred target or a target having 
insufficient contrast with the background. 
iii ) Ell.ilUl e wi.t..l:L.G.a.u.s..s.ia~ , renamed ' E 11 i p s e2 ' , 
which falls off from the ellipse perimeter with the 
Gaussian curve. This function is implemented to 
represent an over illuminated ellipse. 
(see Figure 7.9) 
The method to evaluate the sub-pix~l grey value is: 
The grey value (height) of each sub-pixel is determined 
by the value of the falloff at the centre of the sub-
pixel. For a given pixel, the sub-pixel grey values 
are added together and divided by the number of sub-
pixels per pixel to give the grey value for the pixel. 
70 
Typical profiles through a symmetrical synthetic Ellipse1 
together with their pixel grey values are illustrated in 
Figure -·7 .10. 
300~~~~~~~~~~~~~~~~~~~~~~~~~ 
250 
200 
GREY VALUE 
150 
100 
50 ···································································································································· 
O'--~~--'-~~~'--~~--'-~~~'--~~--'-~~~.__~~--' 
ROWS OF PIXELS o 2 4 6 8 10 12 14 
Figure 7 . 1 0 a T_~li;_a.l._p.J::Q_f.i.l..ft:L .. ilu::.Q.uglLs.xm.m..e.:t.r..i~n.:t.h.e..t..li;. 
E.l.l.iP..lilil. 
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Example of a Synthetic Ellipse with a Falloff Function of Type Ellipse I 
.................................................................................................................................................... 
4 6 8 9 10 11 12 13 14 
80 80 80 80 80 80 81 81 81 80 80 80 80 80 
80 80 80 80 83 97 123 137 129 103 85 80 80 80 
80 BO BO 87 139 214 246 252 249 227 159 93 BO 80 
4 80 80 83 143 242 255 255 255 255 255 249 167 87 80 
5 80 80 101 221 255 255 255 255 255 255 255 236 113 80 
6 80 BO 126 24B 255 255 255 255 . 255 255 255 252 140 BO 
7 BO Bl 12B 249 255 255 255 255 255 255 255 251 138 Bl 
B 80 Bl 105 229 255 255 255 255 255 255 255 231 108 81 
9 80 80 85 157 247 255 253. 248 253 255 246 155 85 80 
10 80 80 80 90 153 224 203 141 203 221 148 89 80 80 
11 80 80 80 80 B4 102 129 80 127 JOO 83 80 80 80 
\2 80 80 80 80 80 80 81 81 81 80 80 80 80 80 
Figure 7 . 1 Ob PJ.x..e..l_g.r_~-~al.u.e..s __ o..f_t.h.e--S..Y...llWle..t.ti...c.a.L.E.1.1.i.Rs..e.i.. 
s:<.Qr..z:.e..s.p_o...n.di.ng__t_o 7, 10...a 
An image is formed consisting of 9 synthetic ellipses of 
type Ellipse1 and is stored as .I.MA.G.E.-1 for further 
processing by the target centring algorithms. 
Tests were undertaken to investigate the performance of the 
synthetic target algorithm. 
A number of images were created with 18 consistently sized 
.t..a.r.g,e..t.s_p_f :trne. E.11.i.Qs..e..a.. (with direct falloff} having 
differing orientations and centre locations. For each image: 
the target sizes are either ± 8x6 pixels, 10x8 pixels 
or 13x10 pixels 
the sampling for each pixel is either lOxlO, 20x20, 
30x30 or 40x40 sub-pixel per pixel. 
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Two additional images with 18 .:t .. a.r,gll..s_Qf j;ype._El.l.i.P-s.e.1 .. each 
are generated with a sampling of lOxlO and 20x20 sub-pixels 
per pixel respectively. 
One of the target centring algorithms, .:t~e weighted centr~ 
9~.i.:t~ alg9..z.:.ithm (described in [8.3]) is used to 
evaluate the effects of increasing the size and sampling 
rate of the synthetic elliptical targets to ensure the 
correct working of the program to generate ellipses. 
All the ellipse target pixel grey values are evaluated as 
real numbers in the range of 0 to 255. The centre of 
gravity algorithm is used to evaluate the error in target 
centre for both pixels with a real grey value and the 
equivalent pixels with an integer grey value. The results 
for all the images produced are illustrated in Table 7.1. 
[window used was 17 x 17 pixels] Target centring accuracy as obtained 
us Ing Centre of Gravity .. [11.u..-.o. o. ~ ........ ~ o. p; ... I J 
72 
Average Target Size 
• 8 x 6 pixels • '100%' n•IO•lO n·20•2.0 n-30·~ n·40•lpD J 
Number of 
Sub-Pixels 
per Pixel 
rea 1 int real 
Sea le • 100% Std Dev 1/338 1/340 1/504 
Sea le • 130% Std Dev 1/406 1/379 1/554 
Sea le • 160% Std Dev 1/485 1/466 1/791 
largets with Gauss (rSF) 
convolved with wall fal lofr 
Scale· 100% Std Dev /4092 1/1317 1/4134 
Int rea I int 
1/488 1/424 1/406 
1/528 n/a n/a 
1/778 1/921 1/843 
1/1173 n/a n/a 
real 
1/482 
1/555 
n/a 
int 
1/425 
1/507 
n/a 
Targets wit.h 
Direct Falloff 
- Ellipseo 
] 
Targets with 
Gauss (PSrl 
Convo 1 veo ,.,, th 
a Wall Falloff 
- Elliose1 
Tab 1 e 7 . 1 .ll.l.u.s..t..r..a.:t.i.ng......:t.h.fL_.e.il.eJ::..:t .. _o..i_.in_cr_e_a.s..e..d......t..ar_g.e~n.d 
.s.a,.m.p.J...i.ng__o..n__.e.l.l.i.J2.s .. fL.0'. .. e.L..Y..a.l.u.fLA.C_CJll'.A.cr • 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
Table 7.1 indicates that the weighted centre of gravity 
algorithm is able to locate the centre of real valued 
targets to a higher precision than that of integer valued 
targets. 
A trend line graph for the Ellipseo targets illustrates the 
effect of increasing: 
i) The number of sub-pixels evalua-r.ed per pixel 
ii) The size of the target 
100% = normal 8x6 pixel target 
130% = target magnified by 1. 3x 
160% = II II by 1. 6x 
on the accuracy of the target centre see Figure 7.11 
Accuracy 
rPixell 10000 
30 ······································································································································ 
········································································· 
'i 
15 
10 
5 ······································································································································ 
O'--~~~~~~~-'-~~~~~~~-'-~~~~~~~~ 
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10 x 10 20 x 20 30 x 30 40 x 40 
NUMBER OF SUB-PIXELS EVALUATED PER PIXEL 
Targets size - SCALE• 100% --+-SCALE• 130% ~SCALE• 160% 
Figure 7 . 11 .'.I'.J:.e..nd.:s.__o f ma,gn if y.i.ng__t._b.fL..t..a.r_g_~.in.g 
.in.c.z:.e..a.s..inLru.1..mb.e.l:._Q_:L.sJ.tb.::1'l.ix.e..l.s per pixel 
The trend graphs indicate that the accuracy of the centre 
determination increases with: 
increasing the number of sub-pixels per pixel 
increasing the size of the ellipse targets. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
The results detailed above indicate that the program works 
as expected when generating synthetic targets. With larger 
targets, the resolution improve~ because the target centring 
algorithm has a larger target array to pinpoint the centre. 
When using a larger number of sub-pixels, there is a finer 
resolution of sub-pixels to define the perimeter, for pixels 
with the edge passing through them. 
The accuracy of all target centring algorithms is primarily 
a function of the number and precision of perimeter pixels 
(those pixels with a grey level between saturation and 
background)~ 
Increasing the target size results in more pixels (and 
sub-pixels) defining the target and thus a higher 
precision target centre is expected. 
Increasing the number of sub-pixels evaluated per pixel 
implies a more accurate perimeter pixel grey value from 
which a higher precision target centre is expected. 
A second graph was plotted to indicate the accuracy of 
centre determination between real and integer valued 
Ellipse1 targets. R al valued targets vs. integer valued 
targets have an accuracy ratio (for Ellipse1 targets) of the 
order of 3:1 (as opposed to the accuracy ratio of 1.2:1 for 
real and integer valued Ellipseo targets). Thus the process 
to convert from real to integer grey values adds a high 
level of uncertainty on an otherwise accurately defined real 
pixel valued ellipse centre. There is no appreciable gain 
in accuracy for the step from lOxlO to 20x20 sub-pixels 
evaluated per pixel, for Ellipse1. 
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• 
STD. DEV. IN REAL & INTEGER ELLIPSE 
WITH DIRECT FALLOFF : Ellipseo 
STD.DEVIATION FROM TARGET CENTRE 
35.-----------------------~----------~------, 
30 
0 
10 x 10 20 x 20 30 x 30 40 x 40 
NUMBER OF SUB-PIXELS IN EACH PIXEL 
- REAL GREY VALUES 0 INTEGER GREY VALUES 
SCALE ON Y-AXIS (MULTIPLIED BY 1110(!00} 
STD. DEV. IN REAL & INTEGER ELLIPSE 
WITH NOISY FALLOFF : Ellipse1 
STD. DEVIATION FROM TARGET CENTRE 
100.--------------------------------------------, 
80 .................................................................................................. . 
60 
40 
20 
0 
10 x 10 20 x 20 
NUMBER OF SUB-PIXELS IN EACH PIXEL 
- REAL GREY VALUES ~INTEGER GREY VALUES 
SCALE ON Y-AXIS (MULTIPLIED BY 11100000} 
Figure 7 . 12 .Q.z::.alili_Q f in~_al_e..l.l.i_p..s..e.__:t..a.x:g_e.:t 
.Q..e.n.:t..r.ing a~Q u..r:.a.c,y_f_o..t:_Ellip..s...e..o_..an.d E 11 i.R.s..ei. 
.:t.ru:ge.t.s. 
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.1'..9_.sJJ.m.m.".r:i.s..e. : 
Using the weighted centre of gravity algorithm, the centring 
accuracy of the ellipse targets improves with: 
increasing the number of sub-pixels evaluated per pixel 
increasing the size of the ellipse 
using real pixel grey values rather than integer valued 
pixels. 
The algorithm appears to operate as intuitively expected. 
1-.,..L.J..ABB.I.c.AT.INQ....S..YNTIIET.I.C l'.AB..G.E.TS W.llli BLEMISHES 
An image consisting of a target with blemishes has been 
formed to check the robustness of the algorithms to non-
symmetric targets. Obscuring of targets is typically caused 
by a shadow falling on the target or partial obscuring of 
the target by another object. · 
The blemish is added to the target by forming a point spread 
function with a falloff at the same rate as that of the 
target. The point spread function is to act as a shadow on 
the edge of the target. As a result the shadow PSF is 
inverted and subtracted from the pixel grey value. The 
concept is outlined below in Figure 7.13. 
The procedure whereby the new grey values of the obscured 
target are calculated is: 
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If original target [i,j] > shadow [i,j] 
then obscured target [i,j] = shadow [i,j] 
else obscured target [i,j] = original target 
{region 1} 
[ i , j ] . . . 
{region 2} 
I 
I 
Region 1 
1 
·1 
Jlegion 2 
.Q.r.iginal target profile 
Profile of a PSF depicting 
a .s.ha.d..Ql:l 
Qbscured target profile 
indicating area subtracted 
· from pixel values in a row 
of pixels 
Figure 7.13 ~  effec~ of a shadow on the pI:.Qfil~ 
.Qf symmetrical ellipse original el1ips~ 
The point spread function of the shadow is subtracted from 
different edge locations of all targets in the synthetic 
image. A profile through a typically obscured ellipse is 
illustrated below, see Figure 7.14. 
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78 
Example of a Synthetic Ellipse with a Blemish Falloff function of type Ellipse 1 
.. ---·----------·-----··-----··-·-·----·-- ..................................................................................... 
4 5 8 10 11 lZ 13 14 
80 80 80 80 80 80 81 81 81 80 BO 80 80 80 
BO 80 80 BO B3 97 123 137 129 103 B5 BO 80 80 
80 80 BO 87 139 214 246 252 249 227 159 93 80 80 
BO 80 83 143 242 255 . 255 255 255 255 249 167 B7 80 
80 80 101 221 255 255 255 255 255 255 255 236 113 BO 
6 80 80 126 Z48 255 255 255 255 255 255 255 252 140 80 
80 Bl 128 249 255 255 255 255 255 255 255 251 138 81 
8 BO Bl 105 229 255 255 255 255 255 255 255 231 108 81 
9 BO BO 85 157 247 255 255 255 255 255 246 155 85 BO 
10 BO 80 80 90 153 224 248 252 248 221 148 B9 BO 80 
II 80 80 80 BO 84 102 129 140 127 100 83 80 80 80 
12 80 80 80 80 80 80 81 Bl 81 80 80 80 80 80 
£.ix.el values Q f_a~u.I:..e.Le.J..li.p...s..e 
GREY VALUE 300 
250 ............... 
200 ······················· 
50 ................................................................................................................................... . 
oL-~~~'--~~~'--~~--'~~~_...~~~-'-~~~-'-~~~-' 
0 2 4 e s 10 12 14 
ROWS OF PIXELS 
A second image was formed of nine synthetic ellipses of type 
Ellipse1 each with a blemish on its perimeter and stored as 
·lMAGE-2. for further processing of the accuracy of target 
centring algorithms. 
All algorithms are run on the 'partially obscured ellipse' 
image. 
15 
80 
80 
80 
BO 
80 
BO 
80 
BO 
80 
80 
80 
80 
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_7_i_.5 .. _S.UMMA.RY 
A program was written to generate digital images of 
synthetic targets which resemble real targets. The number 
of ellipses and the parameters for each ellipse are entered 
into the program and the program then.automatically 
generates an image containing the synthetic targets. 
Two images: 
of 9 symmetric synthetic ellipses (IMAGE 1) 
of 9 synthetic ellipses with blemishes (IMAGE 2) 
were formed. 
The advantages of using a program to generate images 
consisting of synthetic ellipses are: 
the ellipse centres are known to a high precision from 
the parameter listing, allowing for a simple comparison 
of the accuracy of target co-ordinates obtained using 
the centring algorithms 
there is no expense involved in testing algorithm 
accuracies (as there is in the case of the control 
frame). 
The only disadvantage is that the program execution time can 
be lengthy depending on the number of ellipses, the 
complexity of the falloff function and the precision to 
which the grey scale accuracy is required. 
The steps involved in comparing target cen.tring accuracies 
on images of synthetic targets are: 
enter parameters of the ellipses 
J form image of synthetic ellipses Chapter 7 form image of synthetic ellipses with blemishes 
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locate target centres in the image 
using the targ~t centring algorithms 
compare the target centres from 
each algorithm with the target 
centres in the program 
parameter listing 
see Figure 7.15 
IMAGE 
. . 
1 2 3 4 . . 
2-D . 
para-
. 
. 
J Chapter 8 
J Chapter 9 
32 Algorithm # 
1 
2 'n' image 
meter <===> 3 co-ordinates 
centre . . . for each 
co-ord- algorithm 
'· inates n 
std dev of [ 1 ' 2 ' 3 ' 4 ' ' 32 ] 
accuracy 
Figure 7.15 Q..b.:t&.in.ing_an_d comparing target ~entring 
a.lgQ;r;:ithms on synthetic imag_e.s 
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.B ... JLJAR.G.E.T.. ... C.E.N.T.R.IN.G......A.L.G.O.R.I.THM.S_.I.M.P.LEMEN.IED 
_8_ • ..J..._QY...ERYIE.W_.Q_F ___ THE .. ...RJJNN.IN.G_QF~ARGE.L.C.EN.T.B.IliJl_ffi.O.J.iRAl.f' 
A flow chart indicating the input options (IMAGES 1, 2 & 3 ) 
to the target centring program, in addition to the possible 
combinations of algorithms to form one target centring 
algorithm is illustrated in Figure 8.1 . 
. 8..L.L._l---1m.ag.e..s__us_e..d __ by __ th.e.....£.x.:.Qgr.am_t.o_Tu.s..t.....I.a.r.g.e_LC.~.D..t.ting 
Alg_o..ti.thm.s. 
Three images were formed to test aspects of the target 
centring algorithm: 
IMAGE 1 
IMAGE 2 
. IMAGE 3 
of symmetric synthetic targets. 
of synthetic targets, each with a blemish. 
of real targets on a control frame . 
Locating the targets was facilitated by forming secondary 
binary images of IMAGES 1,2 and 3. 
81 
Targets on an image of a control frame are identified by 
creating a binary image of the original, where all pixels 
with a grey value above an arbitrary threshold level 
(representing targets) are set to '255' and all other pixels 
(representing background) are set to 'O'. A threshold level 
is interactively chos.en to identify the targets optimally, 
with a minimum of the background object being visible. 
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Iaac• or 
•Tllthetlc 
.,._trlc 
tars•t.• 
IltAOI l 
!ull 1r•T 
acal• 
[T.%.3) 
laac• or I•••• of 
•T11th•tlc real control 
tars•t• •Ith fra•• tart et·• 
bl••l•h•• 
IMAOI 2 IMAOI 3 
!ull fr•T tull 1r•T 
acale acaJ.e 
(1.41 (11 J 
ht l • l 
llnltlall•• tar1•t counter) 
Find tar1et ( l I 
NO 
locate tart•t extent 
(U•• chain code on blnar7 l•asel 
and fora target wlndov 
AREA Based 
Tari el 
Centrln1t 
Alrorith .. 
(1.3) 
weichted 
Centre of 
Cravit7 
(1.3) 
PERIMETER Ba•ed 
Tar11et 
Centring 
Alioritha• 
[1.4 I 
Find •de• b7 
Thre•holdinc 
(1.4.1.ll 
rind edg .. b7 
Interpol a ti on 
(8.4.1.%) 
Intera•ct-
lnl 
01 ... tera 
[1.4.Z.I) 
L.S. 
Beatfil 
ell lpse 
8.4.2.2 
L.S. 
Beatrit 
c 1 rcle 
8.4.2.3 
1 • 1 • I 
flncr~•~nt target counter) 
Figure 8.1 
FlQ:wchar::t of 
.t.h.e imases 
.:tJu:ge:t c,efil.l:i.n.g 
OPTIONS 
QUIT 
Find •die udn1 
Ho•ent 
Preae rv• t 1 on 
[8.4.J.3) 
L.S. 
Be•tfit 
elllpae 
with 
Hoditied 
Houch 
Tranafor• 
[1.4.3.Z) 
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-
' 
• 
-
.8 ...... .l_ .• .J. ..• _2 __ 1un.a.z:y _ __r.m.as.e_o..f_S.Y.n.t.h.fLt . .i..c .. J.a.r.£.e...t.s _ _Ll.MA.GE.S .. _L.L.2...l 
A target on a syntheticalli created image is located by 
choosing a threshold level which is higher than the 
background grey level selected for the image (in the 
synthetic eilipse program). A binary image is created of the 
synthetic image using the same method outlined for IMAGE 3. 
Targets are located on the binary image by searching the 
binary image row by row, for all pixels at a grey level of 
'255'. The first pixel which is located at the level '255', 
is the top left hand pixel of a target. The target extent 
is found (8.1.2.2] and the procedure is repeated to locate 
the following targets. 
The target consists of a cluster of connected pixels at 
level '255' . In order to determine the target extent, cll.a.i.n 
&9..di.nS is used. Chain coding was developed by Freeman in 
1974 and described in an application by Thapa (1988) to 
define the edge and shape of a body. The perimeter of a 
connected body can be found and mapped using the chain code. 
The pixels surrounding the first edge pixel are searched in 
the sequence described by the chain code (see Figure 8.2) 
until the next pixel at level '255' is located. This pixel 
becomes the current edge pixel. The following edge pixel is 
located by searching all the pixels surrounding the new edge 
pix e 1 , .s . .:t..a.r..t.ing_fil.th_t.h~_.c.h.a.in __ c;,.o..d.e . ....d.i.l:.e..c_t..i..o..lL.lii.:t.h._~.i-c.h .. _..t.h.e. 
.J..a.s . .t___c_\.lr..r..e.n.t_.e_dg_e . ..J?.i.A.eJ........Ra.sJ_p_und . This ensures that the 
perimeter is found in a clockwise manner and the body of the 
target always remains to the right of the direction of the 
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chain of edge points. All the edge pixels are located in 
the same manner and the procedure ends when the first edge 
pixel is found again. A more complete description of the 
chain code algorithm is given in a flow chart form in 
Appendix E. The target extent is determined from the minimum 
and maximum 'x' and 'y' values of all the edge pixels found. 
7 0 
6 JL T 
5 4 
1 
2 
3 
't': location of the 
cu~rent edge pixel 
0 .• 7: the sequence to search 
for the next edge 
pixel 
Figure 8.2 .The Freeman Qbain cQde 
lL..L..2...t-.3 Two Alternative Methods tQ L~c.ate Targets 
84 
i) A method to locate targets and edges automatically, in 
an image where there is less contrast between target 
and object, is to 'convolve' the image with a mask of a 
high-pass filter, locating all edges. 
Convolution, described in Appendix D, may be used as a 
tool to locate features of an image which closely 
resemble the characteristics or shape of a window of 
pixels (mask). It is implemented by passing the mask 
over every location of the image, overlaying the mask 
on the sub-image, multiplying the corresponding mask 
and image pixels together, adding them together and 
storing the (scaled) result in a location of a second 
image matching the location of the convolution mask on 
the primary image. The second image represents the 
goodness of correlation (fit) of the mask with 
corresponding locations of the original image. Target 
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perimeters could be identified by searching the 
resulting image for pixels exceeding a preset threshold 
level. 
ii) A method whereby targets may be almost exclusively 
identified within an image is to 'convolve' the image 
with a mask of a typical target found in the image. 
All objects resembling the target mask will be 
highlighted in the second (convolved) image. 
Incorrectly identified targets which are too large or too 
small to be ciassif ied as a real target are automatically 
rejected. False targets are often a consequence of incident 
light being reflected off wires, supports or the background 
object, or may be caused by a single target being split into 
two by a thin support wire obscuring the target. 
Windows are selected about targets allowing for a border of 
'n' (typically n ~ 2) pixels surrounding the perimeter of 
the target at a preset threshold level determined for the 
image, see Figure 8.3 below. 
saturation level 
threshold level 
- background level 
window width (extending two pixels beyond threshold) 
Figure 8 . 3 a .C.r_o_s_s _ _.s_~_ti.QD_O_f_a__:t_aue_:t. 
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86 
Target Window 
Target 
Background 
Figure 8.3b ·El.an view of target window with bord.e.I:s 
.s.urrQJ.J.Il.ding th~ target 
All targets that are assessed are white in colour with a 
grey level above 'threshold', having a black background with 
grey levels below 'threshold'. For each target window 
•, 
located, all the centring algorithms are tested 'against the 
target and the results are stored in a file. 
The two general techniques which were used to compute target 
centres were based on area and edge (perimeter) evaluation. 
Thirty two target centring algorithms were used. Each target 
centring algorithm consists of a combination of sub-
algorithms: 
i) The target window may be magnified by either '1', 2 
or 4 
ii) The target window may be evaluated using area- or edge 
based algorithms: 
AREA BASED ALGORITHM 
Evaluated using the weighted centre of gravity 
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EDGE BASED ALGORITHM 
Evaluated by firstly finding the edge using: 
Thresholding 
Interpolation 
Preservation of moments 
and then using a bestfitting centring algorithm 
Intersecting diameters 
Bestfitting ellipse 
Bestfitting circle 
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Bestfitting ellipse with gross error 
detection 
The modified Hough transform 
The bestfitting ellipse with gross error detection and 
modified Hough transform were implemented to find target 
centres of partially obscured or distorted targets. 
From the evaluation of synthetic targets (7.3], it was 
found that larger target windows led to improved target 
centring accuracy. The concept was extended to magnifying 
the target windows by interRolat..ing between pixels in the 
original target window and evaluating the intermediate pixel 
values. 
The image window may be magnified two fold or four fold. A 
four fold magnif~cation of an image window of size 12x12 
pixels would form a new window of size 48x48 pixels. The 
magnification algorithm was designed to be implemented for 
use by both the area and edge based algorithms. 
The order of procedures is to first magnify the window 
containing the target. For the purpose of the comparison of 
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algorithms the window size was doubled. This was followed 
by using the centre of gravity algorithm as w~ll as all 
combinations of th~ edge detection algorithms with 
bestfitting curve algorithms. For the discussion that 
follows, an iru>...u.t._...P-ix..el. refers to a pixel from the .Qti..g.in.a.l 
.:t..ru:g..e_'LliJ.n.d.Q..W. and an .o_u.t.RU.t . .....P.ix..e.l refers to a .s..u.b.::.P.ix..e..l 
lV.i.t.h.in_t.b.e_m.a,gni.f..ie..d.Jdn.d.P...h'. •. 
One method to achieve more accurate and reliable results, 
with the same data and algorithms, is to resample the target 
improving the resolution of the window. Some of the methods 
available include: 
i) The nearest neighbour or zero order approach: this uses 
the grey seal~ value of a pixel closest to the 
interpolated sub-pixel. This can introduce shifts of 
up to {2 of a pixel in the sub area that is being 
analysed. 
ii) Bilinear interpolation: this is where the sub-pixel 
takes on a grey scale of the average of its closest 
neighbours. This is equivalent to passing a low-pass 
filter over the image, resulting in a blurred image. 
iii) Cubic Convolution: .with an increase in computing 
complexity, sixteen input pixels are weighted by a 
function 'f' to determine the intensity of the output 
sub-pixel. The function f has as its primary 
parameter, the distance between the input and output 
pixels, Atkinson (1985). The algorithm was tested 
using synthetic targets, Saleh (1988). 
iv) Multi-temporal data merging: this is where multiple 
images of the same object, taken at different times, 
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'· 
are overlaid. Some areas may occur in both images 
where pixels in one image are offset from those in 
another image by up to l/2 of a pixel. These areas are 
radiometrically balanced and then interleaved, 
effecting an improvement in resolution by doubling the 
sampling rate, Dye (1989). 
The above methods have applications primarily in recovering 
data from satellite imagery. 
One method which was implemented, is similar in concept to 
cubic convolution. It involves Gonsidering a 3x3 array of 
input pixels surrounding the output pixel. The grey scale 
values of the input pixels are weighted by the reciprocal of 
the distance separating the output pixel with the input 
pixel under consideration, see Figure 8.4 • 
Figure 8 . 4 P..ix.e..L.g.z:e y val u.e_~_iwLJUL.lLf.un.c..:t.i..o...o of the . 
.. d.is_t.a.~.-b..e..:t..w_e .. e.I.LP.ix.eLa.n..d_s_u.b.-.P..ix.e.l 
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The resolution enhancing algorithm.is: 
where 
3 3 
l: l: gij x (l/dij) 
i=l J=l 
g 'pq = 
~ ~- (1/dij) 
the array of input pixels (g1j) surround the 
output pixel (g'pq) 
diJ is the distance between the output pixel 
(g'pq) and input pixel (gij) 
The implementation of this system failed to improve target 
centring accuracy. The likely reason for this is that the 
effect of the algorithm was similar to a low-pass filter, 
thus blurring the image . 
.B ... 2..a 2 Re.s.Qlu.:tirm Enh.annement using a Poin:t in :the. Plane. 
The method used in this algorithm is to form a plane using 
the grey scale values of three pixels surrounding the sub-
pixel. The sub-pixel grey scale is evaluated by considering 
the grey scale value of the plane at the sub-pixel location. 
Given four points (the sub-pixel and three surrounding 
pixels), the determinant with the co-ordinates of these 
points is a measure of the volume formed by them. A zero 
determinant implies a zero volume between the four points, 
thus indicating that all the points are in the same plane. 
(For the following evaluation, a pixel and sub-pixel will be 
considered to be points in 3-D space where the grey value 
contributes the third dimension, i.e. the Z axis.) 
---
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The area occupied by the original pixel (M1) becomes the 
area for the four sub-pixels (Ps1, Ps2, Ps3 and Ps4 ), see 
Figure 8.5 
pent 
M3 M3 of 
M2 M1 M4 
Ps 1 Ps2. .. 
M2 
.... ······· 
M4 
Ps3 Ps4 
.. 
Ms 
r 
+x Ms 
+y 
re 
Figure 8. 5 .S.ub-pi:xel evaluation in ~.l.a.:ti.Q.lL..tJL.t..h~i!ti.n.al 
p~o-ordinate axes 
For the origin~l pixel M1 at location (xi, Yi, Zi ), the sub-
pixel # Psl with co-ordinates ( - 1/4, - 1/4, Zil ) relative 
to the centre of M1 , falls in the plane formed by points 
M1,M2 and MJ. Similarly: 
Sub pixel at location falls in plane formed by 
#Ps2 + 1 I4 , - l /4 ' Zi2 M1 , M3 and M4 
#Ps3 - 1 I4 , + 1 I4 , Zi3 M1 , M4 and Ms 
#Ps4 + 1 I4 , + 1 I4 , Zi4 M1 , Ms and M2 
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For all the sub-pixels of pixel M1, the value of Zni is 
evaluated for n = 1 .. 4. The results are then stored in an 
enlarged image window for the sub-pixel grey values. All the 
sub-pixels grey values for the new image window pixels are 
similarly evaluated and stored. 
The algorithm was developed to evaluate larger sub-~ixel 
arrays, resolving the target window to a higher resolution. 
As an example, the new array may magnify the original pixel 
to 4x4 sub~pixels, see Figure 8.6 . 
Qsl Qs2 Qss Qs6 
Qs3 Qs4 Qs7 Qss 
Qs9 Qso Qsc Qsd 
Qsa Qsb Qse Qsf 
Figure 8.6 ~ ........ ~...-..---""""--""'--"-' .......... _.........,.,.  ::J?..ix~~..n.._:t_o__the 
.~u::.i.s!.ina.l-I?..ixe..l 
In a similar manner to the 2x2 pixel resolution enhancement, 
the 4x4 sub-pixel array is evaluated using: 
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sub-pixel at location falls in plane 
formed by 
Xi Yi Zi 
Qsl - 3 /s - 3 /s Zl Mi M2 M3 
Qs2 - 1 /s - 3 /s Z2 II 
Qs3 - 3 /s - 1 /s Z3 II 
Qs4 - 1 /s - 1 /s' Z4 II 
Qss 1 /s - 3 /s ZS Mi M3 M4 
Qs6 3 /s - 3 /s Z6 II 
etc 
I I 
The magnified target window is passed to the centring 
algorithms for further evaluation of the algorithms' 
centring ability. 
lL_3...__ABEA_BASED ALGO.RITIIM 
.IHE.JLE.I..GHTE.D CENTRE O.F_GRAVITY ALOOBITHM 
The weighted ce tre of gravity algorithm is an area based 
method traditionally used to evaluate the centre of a 
target. As from here, the weighted centre of gravity 
algorithm will be referenced as the centre of gravity or 
C.G. algorithm. 
The source of the centre of gravity equation is commonly 
available, e.g. Humphrey (1971). The traditional equation 
is: 
94 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
M = 
x = 
y = 
where 
:E :E ( ei j } 
i j 
1 
:E :E ( ei J ) x i 
M i j 
1 
:E :E · ( e1 J ) x j 
M i j 
e1j is the grey scale intensity of a pixel 
located in row i, column j of the image. 
The above formula is successful in determining the centre of 
a target with a background grey level of 'zero', but fails 
to give an accurate centre determination for targets in a 
window with a finite background level. A digital video 
camera denotes a black background as finite noise signal and 
thus as a finite grey level. 
To avoid the influence of a finite background grey level on 
non-symmetrically placed targets within a target window, the 
formula was modified by Wong (1986) to: 
M = :E :E ( f i j } 
i j 
1 
x = :E :E ( f i j ) x i 
M i j 
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1 
y = ~ ~ ( f i j ) 'X j 
M i j 
where eij is the pixel grey scale value 
fij = 1 for .eu <= :t hi: e s h!tl.d 
fi j = 0 for eij > threshold 
The threshold level, determined for the particular target 
window, was set to threshold= integer ( 1 /2(mean +minim.um)) 
for a system with .:la.r:g_e...:t..s. being b~ in colour, and the 
background being white. For all targets, especially those 
smaller than 20x20 pixels, the perimeter grey scale pixels 
denoting the falloff from saturation level to the threshold 
level has a large effect on the accuracy as demonstrated in 
[7.3]. The falloff pixels are accounted for by Trinder 
(1989) with the equations: 
M = 
x = 
y = 
where 
'· i j~ 
1 
~ ~ ( gi j ) * i 
M i j 
1 
~ ~ ( gi j ) * j 
M i j 
eij - Threshold for eij >= Threshold 
otherwise. 
In this formulation, eij is the pixel grey value within the 
target window. This method results in a translation of the 
threshold level to zero whilst maintaining the profile of 
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the target. Further assessment of the importance of 
choosing the correct threshold level is given in [9.2.1] 
.8.....A__EEB.IME.T.ER..BAS.ED_AL.G.QRITHH.S 
In addition to the area based centring algorithm, target 
centres may be determined using perimeter based algorithms. 
The perimeter based algorithms are two stage processes: 
the image window is first sent to one of a number of 
edge detection algorithm 
the resulting edge is then passed to one of the 
bestfitting curve algorithms to find the target centre. 
Chain coding is a simple method to find the edge of an 
object. It is described in (8.1.2.2] and Appendix E: 
flowchart 3a. The drawback of this method is that the edge 
is only found to the closest pixel approximation. 
The majority of edge detection algorithms investigated, 
including those implemented, scanned the target window 
firstly row by row, then column by column, searching for the 
edges to the target. 
i) In the ~u~_e..s.s.i.Y..e._dif.f..e..r_e.n..c..e.JLJll.e..:t.h.Q..d, a secondary curve 
is formed from the difference between the current and 
former pixel's grey scale value on a row. The edge of 
the row is defined to lie at the point of maximum .s.J..9.J?_e 
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I 
I· 
~ Original edge 
First 
difference 
Second 
difference 
Figure 8. 7 .I..l..lu.s.:t.~cQ.lld_di f fe;r::.enQ.e 
.e d.g,e d e..:t..e~ ti on 
....---
I I I 
' 
~ Original edge 
Gaussian 
curve fitted 
to First 
difference 
Figure 8 • 8 .E.i..t.:t..ing_a__O_a_u.sil~_t.2_.L~e_s sJ.ye 
.d.i.if..rnc..e..s Q f an edge 
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of the row, which lies at the m~xi.m..um of the curve of 
successive differences. Because of the difficulty in 
defining the sub-pixel maximum to a sampled set of 
data, the second d~fference may be evaluated indicating 
the edge at the zero crossing (which is easier to 
locate) of the resulting second difference curve. 
The first and second difference curves are illustrated 
in Figure 8.7 . The problem of the first and second 
difference edge detection methods are the sensitivity 
of the curves to noise, in particular the second 
difference method which may exhibit multiple zero 
crossings in the presence of noise. 
ii) To overcome the problem of a poorly defined peak in the 
.f.iJ:.~...I:e.Jl~__me:t.hQ..d, Seitz (1988), a Gaussian 
curve is fitted to the sampled differences, using a 
form of hill climbing to find the peak of the curve, 
see Figure 8.8. 
iii) Another method which is used is the s:<.O..ll.Y.C>..l..u.tion of the 
.im.rute.....J:ii: .lLa....L~~' described by 
Huertus (1986). The edges are defined by zero 
crossings of the resulting curves. Drawbacks of the 
approach include the difficulty of chosing an 
appropriate width for the curve to obtain zero 
crossings and a heavy demand on computing time. The 
concept is illustrated in Figure 8.9. A similar form 
of edge detection has been implemented by El-Hakim 
(1989). 
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{\ 
"-.J . C7 
Laplacian-of-
Gaussian (LOG) 
Original 
edge 
LOG convolved 
with edge 
Centre of edge 
Many other edge detection methods exist. The criteria for 
the edge detection algorithms chosen include their accuracy, 
simplicity of implementation and speed of operation. 
The methods that were implemented are: 
thresholding 
interpolation 
moment preservation 
'· 
8.4.l.,1 ThreshQlding the Ima~~_Ey..a.J...u:a.te the Target Edges 
This algorithm is the simplest to implement. The image 
window is scanned first row by row, with two pointers for 
each row indicating firstly the pixel b~fQre whic..b the one 
dimensional curve passes up through the threshold level and 
then indicating the pixel after whicll the profile passed 
down through the threshold level. The resulting array is 
one of the row values in relation to an integer column-up-
pixel and integer column-down-pixel as the profile passes up 
and down through the threshold level respectively. A 
similar array is obtained for all columns, using a column by 
column scan of the image. Figure 8.lOa and Figure 8.lOb 
illustrates an example of a target window together with the 
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associated row and column arrays for a threshold level of 45 
in the target window. 
1 2 3 4 5 
1 5 6 7 4 2 
2 10 50 42 40 11 
3 9 100 200 40 8 
'4 7 40 190 50 9 
5 6 7 4 9 10 
Figure 8. 1 Oa An exa.II1P.le of a :t.rn..t~.i.t.h a.._:tb:r:esh.9..ld 
level = 45. 
row column up column down 
1 0 0 
2 1 3 
3 1 4 
4 2 5 
5 0 0 
column row up row down 
1 0 0 
2 1 4 
3 2 5 
4 3 5 
5 0 0 
101 
Figure 8 . 1 Ob T.hiLr.O~.l..umn--1Ju:.e..s.h..o.ld_a.x:x:axs. a.S..S.Q..Ci.a.t.e..d 
.H.i:tlL.t.h.e.......tJ~.u~..t_'l:i.i.n.d..QH ( in Figure 8 . 1 0 a ) 
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The thresholding algorithm is a crude approximation to the 
edge of the target since an integer edge is specified 
surrounding the target with a possible error of up to one 
pixel. Nevertheless it is useful as a 'worst case' edge 
detection algorithm, with which,to compare the other edge 
detection algorithms. 
The implementation of the interpolation function is similar 
to that of the threshold edge detection algorithm. 
The image is again scanned row by row, searching for the 
pixel which passes up through the threshold level. That 
pixel and the pixel before it are used to evaluate at what 
point the profile passes through the threshold level, by 
interpolating between both pixels' grey scales, 
see Figure 8.11 . 
Threshold level 
pixel j pixel j+l 
location of the edge 
Figure 8.11 Ed.g.e_d_e..:te~minaI..iP.ll_by inteD?...oiJU...i.9_n 
If the grey scale of column #(j) is given by 'pixel(j)' and 
that of column #(j + 1) given by 'pixel(j + 1)', the 
'column' location at which the threshold passes up through 
the threshold level is given by: 
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interpolated edge location = (j) + 
Threshold - pixel(j) 
pixel(j + 1) - pixel(j) 
Similarly, the pixel before which the grey scale passes down 
through the threshold level and the following pixel are used 
to evaluate the second sub-pixel edge location of that 
column. 
Two arrays are obtained in a similar manner to the threshold 
edge detection algorithm, indicating row by row and column 
by column, the .s...u.b=...P.i.x.eLe..dg.e. location both before and after 
the target . 
.8 .... d_....L.....3-1Ls.n.LM..Q.m~n.t Er~ s_1~.r.Y.ing_t_o_Iruii_c_a.t_e__t . h..~.d.g_e_Q_n_a 
.T.lu:g_e..t 
In order to determine the edge to a set of data points, 
moment preserving (referred to as the 'Mikhail' method) is 
used as a criterion of best fit, Mikhail (1984). A 
simplified system is initially considered, where the data is 
modelled to an ideal edge, see Figure 8.12 . 
x 
h2 
/.,;-----actual edge 
moment approximation 
to the edge 
Figure 8 • 1 2 DJ;1,.t.a._!.i.t.t..e_d __ t_9_a.n_i.d.e . a~d.g.e. 
The three unknowns are the base level h1 , the location of 
the step X, and the level of the step h2 . Rather than 
solving for the step location X, the edge location is 
defined as k + 0.5, where k is the number of samples below 
the edge. The first three moments fill ' m2 and m3 are 
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evaluated to solve for the 3 unknowns (h1, h2 and X) with 
reference to the ideal edge. 
The above equations may be solved using: 
where 
n 
mj = l /n ~ li j 
i=l 
n· [ k = 1 -
2 
c = 3 m1 mz .,.... 
c 
J -------
.{(4+c2 ) 
ID.3 2( m1 )3 
o-3 
11 represents the row of pixel grey values 
c represents the skewness of the data 
o-2 = mz - m1 2 
The algorithm has been extended to cope with rising and 
falling edges of a row. The new formulation requires the 
evaluation of four moments (m1, mz, m3 and m12) to find the 
four unknowns ( h1, hz, X1, and Xz), see Figure 8.13 • 
h1 
X1 
Figure 8 . 13 .Ei.t_t..in.g~a-CJ.u::.Y..e--1:..o_alL..id.e..a.l_r..i.sing_s..t...e.1>-.... and 
.f.alling......s..t..e...R 
Regions of poor edge detection are governed by the type and 
rate of falloff, For most of the edges of targets evaluated 
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in this thesis, especially the edge to the central rows and 
columns of a target, the edges rise from background to 
saturation level within 2 to 3 pixels, see Figure 8.14 and 
are accurately evaluated by moment preservation methods. 
The edges ori the side of the target are not so well defined 
and the edge location is consequently not as certain. 
Regions of good 
fitting of edges 
Region of poor 
fitting edges 
Figure 8.14 Regions Qf goo..d_an.d._.ha.d_e_d.ge de..t.eQ..tiQll 
The first and last rows and columns are removed to obtain .a 
more accurate resolution for edge detection around the 
perimeter of the target. Similar elimination of edge points 
for interpolation and threshold edge detection is motivated 
for the same reason. 
Zhou (1986) proposed an algorithm where, given the edge 
location of all rows of an ellipsoidal target, the centre 
point between edge points of all these rows form a line 
passing through the centre of the target. Similarly the 
centrepoint between edges of all columns form a line passing 
through the target centre. The two lines (forming the 
diameters), intersect at the centre of the target. The 
principle is illustrated in Figure 8.15 . 
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---
-- .. .....__ 
/ ----
... ---------Ellipse centre 
: 
Figure 8.15 .In..~e..x:s...e..c..t.i..Q.n of lines_p_a..s_sing thr.o..u.gh_th~ 
middle Qf ~Q.liS-.An~ colu.mn.s of an elli.P...s~ 
The form of the ellipse equation is: 
ax2 + 2bxy + cy2 + dx + ey + 1 = 0 , 
an equation with five unknown parameters (a,b,c,d,e) and two 
observables (x,y). 
The equation is solved using least squares to evaluate the 
unknown parameters. The parameters are updated with the 
residual correction. The least squares adjustment is 
repeated until all the residual vector corrections are 
reduced to below a suitable level. 
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The centre location of the ellipse is given by: 
b*d e 
2*a 2 
y = 
c - b2/a 
- e/2 c*y 
x = 
b 
.8 • 4 • 2 • 3 ll s i ng Le..a.s...L.S.sJ.wu:e..s_j;._o _ _s_Q.1..y!L.f..o.i:_a.....B.e..s.:t..f..i.:t..t .. i.ng 
.CiJ::~l~ 
The circle was implemented as a target shape because of the 
similarity of the circle to an ellipse. Circles are 
symmetrical and a 'first order approximation' to an ellipse, 
thus the bestfitting circle on an elliptical target should 
have the same centre as that of the ellipse, see Figure 8.16 
--- ./------- Common centre 
for ellipse 
and circle 
The formulation for the circle is: 
where 
(xi - Xo) 2 +(Yi - Yo ) 2 - ro 2 = 0 
xo, yo is the circle centre 
ro is the circle radius 
Xi, y1 are the edge observations. 
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_8 ..... A..J_.F.it..:t.iwL_C..UI:Y.e..s_t.Q_E.dg_eJoin.t..s __ t.Q_Re_c..QJmi.s..e-E.a.r_t.i..a.lly 
.O.~c.l.ud!:..d_I.ar_g.t:.t.s 
Targets seldom form perfectly symmetric ellipses in the 
image. 
Some of the influences resulting in targets appearing non-
sym.metrical within the image are: 
i) shadows projected by other targets or framework on the 
target 
ii) uneven low intensity lighting 
iii) poorly fabricated targets 
iv) wites supporting other targets between the target and 
the camera may obscure the target. 
A wire could have the effect of cutting a target in half. 
The 'two' targets could conceivably be rejected on the basis 
that they are too close to one another. A more difficult 
task is to either identify and then reject the partially 
obscured target, or have an algorithm that determines the 
target centre, rejecting the effect of those pixels which 
are distorted from their expected values. 
A method whereby an object is found from a conglomeration of 
parts has been researched by Turney (1985), where the 
position of best-match between a template of the expected 
object and the real image is obtained. Use is made of the 
Hough Transform which has been modified from traditionally 
identifying collinear subsets of points to this application, 
where it is used to identify arbitrary sets of points. 
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A validity check was performed by Wong (1986) on all control 
points in the image, u~ing the criteria of shape, size and 
position of the points. Since the control targets are 
circular in shape, the ratio of the second moments about the 
two principal axes is expected to be '1'. Shapes with a 
ratio greater than two were rejected as control points. 
Two methods have been implemented to reduce the error on 
partially occluded targets. The first method uses least 
squares to fit the ellipse and then uses gross error 
detection to reduce the effect of those edge points which 
have the largest associated residuals. Another method 
implemented is a variation on the Hough Transform where 
lines are found to pass through the target centre. 
An image with synthetic targets was made, where the targets 
each had a Gaussian chunk taken out of their side to 
resemble partial occlusion (see Figure 7.14). All the 
algorithms were run through the image to check their ability 
to find the correct centres of tSe partially occiuded 
objects and to determine whether the two algorithms designed 
to compensate for partial occlusion worked as expected . 
. 8....d..-3_._l__G.r_o~:r:i:.~c...t.i..o.n~s ll.sed on-1..e.a.s.t-5.m.uu:.e..s 
.B~.ll.i.P..s...e. 
In order to remove or reduce the effect of the gross errors 
in edge determination from the image, a data cleaning 
process may be applied, since undetected errors will 
distort the solution. The undetected gross errors would 
distort the solution vector x, leading to a 
misrepresentation of the target location. 
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are used to trigger a reduction in weighting of the 
observation. The effect of the modified weighting is to 
reduce the contributions of their associated observations to 
have less influence on the adjustment result, .Ih.e--1lan.is.h 
m~t..h.Q.d is implemented, Rilther (Surveying Course Notes). 
In the Danish method, those residuals y which exceed a given 
threshold value 'c' have their influence on the adjustment 
reduced by mutiplying the observation's weight by a reducing 
factor .E. 
The reducing factor F1 for each observation is found as 
Fi = 
where 
1 if IV1 lxP1/oo < c 
exp(-jV1jxP1/(ooc) 
i.e. an uncontaminated 
observation 
for all other 
cases 
'c' is a constant chosen to fall between 2 and 3. 
The weighting for the observations are then altered by: 
Pi = Pi x Fi 
The least square~ adjustment, followed by residual 
assessment and the adjustment, is repeated until there is no 
longer any significant change in all the residual values. 
The Hough Transform was developed and patented by Hough in 
1962 and popularised by Duda (1977). It deals with 
recognising specific structural relationships between pixels 
in an image. The Hough Transform solves curve fitting by 
considering the parameters of the curve in parameter space 
instead of the traditional use of the x-y plane. The 
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principle of the Hough Transform, in an application to 
detect·straight lines, is outlined in Appendix F. 
Solving the ellipse equation using the Hough transform can 
be accomplished by using a 5 dimensional parameters space, 
with an 'accumulator' of the form A(i, j, k, 1, m), 
corresponding to the ellipse centre (Xo ,yo) , major and 
minor ellipse radii and the ellipse orientation. The 
procedure is to increment four of the parameter values, 
solving for fifth parameter and then updating the 
accumulator corresponding to the 5 parameters c1 ,c2 ,c3 ,c4 ,0. 
There are two primary drawbacks to the Hough transform 
method, limiting the usefulness of the method: 
i) The accuracy of the transform is limited to the 
quantization k of the parameter plane. The method is 
dependent on finding the pixel in the parameter plane 
of the highest value i.e. that with the majority of 
lines (in the z parameter plane) thus automatically 
placing a top limit on the maximum levei ·of · 
quantization, since it is a prerequisite that many of 
the valid lines must pass through the centre pixel. 
ii) The complexity increases with an increasing number of 
para•eters, placing a large demand on computer storage 
and the time necessary to perform the Hough transform. 
Ballard (1981) recommends the additional use of the slope at 
the point selected on the edge to reduce the number of free 
parameters and thus computing time, where the slope is the 
tangent to the curve at the point chosen. 
A different approach is used by Muammar (1989), involving a 
three stage extraction of the ellipse parameters of a 
partially occluded ellipse. The first stage involves 
finding the centre of the ellipse. The second stage 
involves evaluating the ellipse orientation and in the 
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third stage, the major and minor ellipse radii are found. 
For our purposes, the first stage of finding the ellipse 
centre is sufficient. (The second and third stages may 
however prove useful to evaluate the appropriateness/ 
validity of the target as a target ellipse.) 
To solve the first stage, two points P1(x1 ,y1) and P2 (x2 ,y2) 
lying on the perimeter of the ellipse are considered. The 
tangents to the points P1 and P2 intersect at point T(tx,ty) 
and the midpoint of the line joining P1 and P2 is M(mx,my). 
A line passing through the points T and M, passes through 
the centre of the ellipse, see Figure 8.17 • 
Figure 8 . 1 7 An._e_lli.P..s..e.__s.fil>..lY.i n g t.filL.i.ll.t.e.I:.S...e_c.t.i.ruL..t..ru.e.n.:t 
.I>...tin.t.L.an.d__m.i..d.P...o...in.:Lm 
The equation for the line intersecting with the ellipse 
centre (TMO) is given by y = ex + d, 
ty - my 
where c = 
tx - mx 
d = my - cmx 
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For point T: 
Yl - y2 - gzx2 
tx = 
gz - gi 
Yl gz - Y2 gi + gz gi (x2 - Xl) 
ty = 
gz - gi 
and for point M: 
mx = 
where 
Xl + X2 Yl + Y2 
my = 
2 2 
gi and gz are the slopes for points P1 and P2 
respectively. 
Lines formed from all pairs of points on the same ellipse 
will intersect at the point O(xo,yo). Instead of placing 
., 
the lines going through the ellipse centre into a space 
array, as.originally done by Hough (this time an array in 
the x-y co-ordinate space), intersections of lines with all 
other lines are placed in an array and the ~ean of these 
intersections relates to the ellipse centre. Once an 
initial estimate is obtained, the poor intersections are 
eliminated, and the target centre is re-evaluated. Points 
P1 and Pz are chosen at an angular spread of approximately 
90° apart for the angle formed by P1-0-P2 and intersections 
are also obtained from diameter lines perpendicular to one 
another. 
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.8. .. 6._Q_.S.JJ.MM.ARY 
The algorithms implemented are li~ted in table 8.1 . 
The program described in this chapter involves reading in 
three images sequentially. For each image, 32 target 
centring algorithms are used to find all the target centres 
within the image. The target centres for each algorithm 
(and each image) are' stored to file. 
The image target centres are to be compared with their 
actual.centres in Chapter 9 to evaluate algorithm precision. 
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A L G 0 R I T ~ M N u M B E R 
I 2 3 4 5 6 7 0 9 10 .11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 3?. 
,_ 
- ---
Area 
Based --- C.G. 0 0 0 
Algorithm 
. . .. 
-- - ···-
threshold 0 0 0 0 0 0 0 0 0 
---
Find Edge Points Interpolation 0 0 0 0 0 0 0 0 0 
--- -·-·· 
Mikhai 1 0 0 0 0 0 0 0 0 0 0 0 
Line Intersect 0 0 0 0 0 0 0 0 0 
Bestfit Ellipse 0 0 0 0 0 0 0 0 0 
Perimeter Fit Curve 
Edge Based to Bestfit. Circle 0 0 0 0 0 0 0 0 0 
Algorithm Edge Points --
Gross Error 0 
Modified Hough 0 
--
x I 0 0 0 0 0 0 0 0 0 0 0 0 0 
Magnification 
of x2 0 0 0 0 0 0 0 0 0 0 
Target Window 
x3 0 0 0 0 0 0 0 0 0 
~gti~ >-3 Pl O"' iOk+aa I-' h' ii» Cb 
._;. ~·. Q 
00 ~~ b . ~ 
m ~ 
~ 
~ 
()l 
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.9.......0__RE.Sl1.LT.S.......O..E.......THE .. ..£BE.C..l.S.IQN._Q.E__.C.ENTB.IN.G_.AL.oo.R.I.THM.S 
.9......l.__BJ!NN.IH.GJ.HE--AL.GQR.ITlU:f.5-Q:tL.THE_y..AR.IQJJ.S_IMAGE.S 
The target centring algorithms that were implemented were 
each tested ori three i~ages, having targets with known· 
centre co-ordinates: 
IMAGE 1 
IMAGE 2 
IMAGE 3 
An image with nine synthetic targets 
An image with nine synthetic targets - each 
target having a blemish 
A real image of a control frame snapped with 
the PHOENICS system. 
For each image, the deviation of all the targets of each 
target centring algorithm from the known centre is used as a 
measure of the precision of the algorithm. The results of 
the centre determination for each image are given below, 
followed by a general assessment of th~ features of selected 
algorithms. 
The purpose of the synthetic target images is to test the 
algorithms on as perfect a digitised ellipse as possible, to 
evaluate the shortcomings of the algorithms and to determine 
their maximal possible accuracy. The accuracy of each 
algorithm together with the time taken by the algorithm are 
illustrated in Figure 9.1 . 
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From the graph of algorithm accuracy 
.. ~.J .... .L...L_E_o.r_...AL.L....A.l.K.o..ti..t.h.m.s. 
i) The m.o...s..:t_a:C .. CJ.u:.a.t...e. centre determination is achieved 
using the ~.r..e.of gr..a.Yi.ty__a.j_gQr.J...thm, where the 
threshold level subtracted from pixel grey values is 
set precisely at the continuous background level, see 
Figure 9.1:. Region M, hereafter referred to as [M]. 
ii) The 1 .. e .. a.s..:t .. .....P..:r:.e .. c..i.s..e algorithm for centre determination is 
the. .Q_~n.:t.r..e __ o_f_g.I:.a...v...i..t.x._alg.Q..r..i.t.hm , where n..o. thr es ho 1 d 
level is subtracted from the pixel grey values [O]. 
iii) ( The .J.11.MD.ili..c..a..t.i.Qn of the target window has n.o. 
in.f.l.u..e~ on the precision of the centre of gravity 
algorithm [M]. ) 
.9. .. .....L. 1 I 2 F..Q_r.......:t.h!iL.E..d!t.~ .. a.s.e..d....AkQ.ti.t.hm.s._fil.:thml.:L.D.is..:t..o..I.:.t...i.9..n 
.c_rnc..t..i.o.lL.iA.w..r..i:thms U... .......... .Jt.2..7...)_ 
REGIONS J,K,L 
REGIONS A,D,G 
REGIONS 
B,E,H 
C,F,I 
x 
y 
z 
refer to magnification of the target window 
by txl', x2, and x4 respectively 
refer to the intersection algorithm (worst 
method, used as a benchmark) 
refer to the bestfitting ellipse algorithm 
refer to the bestfitting circle algorithm 
use edge detection by thresholding (worst 
method, used as a benchmark) 
use edge detection by interpolation 
use edge detection by moment preservation 
(Mikhail) 
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i) Using the data from Figure 9.1, a comparison of the 
effect of magnification by 'xl', x2 and x4 can be 
obtained by overlaying all combinations of edge 
detection and standard bestfitting algorithms at 
different magnifications, see Figure 9.2 
algorithms 1 .. 9 have a magnification of 'xl' 
algorithms 10 .. 18 are algorithms 1 .• 9 with 
magnificaiion of x2 respectively 
algorithms 19 .. 27 are algorithms 1 .• 9 with -
magriification of x4 respectively 
Figure 9.2 indicates that m.a,gn.if.y_ing the target window 
hY....x.2. gives the most precise result over all edge based 
algorithms [Algorithm 14). 
Magnification has an overall effect of enhancing the 
accuracy of the edge detection algorithms using 
thresholding [X] and interpolation [Y], and degrading 
the performance of moment preservation [Z]. 
There is little benefit to the implementation of the 
magnification by x4 algorithm (except for the 
improvement of centre determination for the threshold 
edge based algorithm, which has poor centring ability 
because of its inherent simplicity). In addition, the 
magnification by x4 algorithm made large demands on 
computing time and memory. 
ii) Figure 9.1 indicates that with a magnification of xl, 
the best centre results are obtained using the 
interpolation and Mikhail edge detection algorithms, 
which both perform with the same degree of accuracy. 
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Figure 9.2 Effect of Magnification 
on Edge Based Algorithms · 
Accuracy [fraction of pixel! 
0.14 .-----------------------------. 
0.12 
0.1 
0.08 
0.06 
0.04 
0.02 
0 
I iO l'I l i!lo 312. ll 4 i3 21 S' 141'?> f, iS .~ 116 lS 'a \1 2..0 9 \S 21 
Algorithm Number 
•'Magnification' x1 t\\\\\\l Magnification x2 f:::::/:j Magnification x4 
· Accuracy measured In fraction of a pixel 
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When magnified by x2 however, the interpolation [Y] 
algorithm gives enhanced results and the Mikhail [Z] 
edge detection algorithm gives worse results. 
iii) The most accurate results for b~stfitting algorithms 
are obtained using the bestfitting ellipse and 
bestfitting circle. These algorithms work well with 
both interpolation [Y] ~nd Mikhail [Z] at a 
magnification of 'xl', but at a magnification of x2 
only interpolation produces improved results. 
iv) Overall, the best centring ability is obtained using 
the bestfitting ellipse and bestfitting circle 
algorithms with an interpolation [Y] edge detection 
function and a magnification of x2 • 
.9...,1.1 1 3 Edge Based Algorith.m~i..th Cor.keGtiQ.n_f_o.l:.....T.al:.:~ 
OQ c 1 :u.ai.Q.n 
These edge based algorithms were implemented only with a 
magnification of 'xl' window. 
121 
Both the Hough and bestf itting ellipse with gross erro~ 
detection [N] give results approximating those obtained with 
a bestfitting ellipse and bestfitting circle at a 
magnification of 'xl'. 
~~J........2 Ime.ge of ~thetic Ellips~s-.:w..i:th-1U~mishe~ 
.Lshad9.JLS1 
This image was included in the test to check the robustness 
of the algorithms to blemishes on the target, in particular, 
the Hough transform and the bestfitting ellipse with gross 
error detection, see Figure 9.3 . 
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Fig 9. 3 Accuracy of Algorithms on an Image 
of Synthetic Targets with a Blemish 
Centre Determination Accuracy lpixelJ 
o.a~------------------. 
0.6 -r---- ·------'----·--------------1\\ll 
0,4 ;-------------------i\\11 
1 · S . 6 7. B 11 1S 16 17 18 21 2S 26 27 28 31 
ALGORITHM NO. 
Fig 9.4 Accuracy of Algorithms on an Image 
of Real Targets 
Centre Determination Accuracy [mmJ 
0.01.---------------------. 
o.ooa...,.-___ _...;;_ ___________ 
1 
o.ooei--------------------1 
0.004 i------- ----------------·--i 
o.002~-----•-------------1 
NOT APf /CABLE 
0 
. 1 3 6 . 7 9 11 13 16 17 19 21 23 26 27 29 31 
ALGORITHM NO. 
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For all algorithms, the results indicate that: 
The .b..e~~ centre determination is achieved using the 
.b.e~~1ittiog ellipse with gross error det~J.QD. 
The liQ...I:.S..t. accuracy is obtained using the Hough 
transform. 
Magnification of the target window does not improve the 
results. 
The best e.dge de:teQ:tion algorithm is in:terpol.a.t.i.<2.D, 
followed by thresholding. 
The worst edge detection algorithm is .M.i.kh.ai.l. 
Of the standard bestfitting algorithms, the .b.estfitting 
~.ll~~ gave the IU.Q.St aQcurate result~. 
The majority of algorithms locate target.centres to 
within 1/10 of a pixel from the target centre co-
ordinate specified by the parameter listing. 
An image was taken of real targets. The purpose of 
measuring the accuracy of the algorithms on these targets is 
to investigate the accuracy of the centring algorithms in 
the presence of noise. The results, illustrated in Figure 
9.4 , indicate that: 
The best edge detection algorithm is interpolation. 
The least accurate algorithms are the Hough transform 
and bestfitting ellipse with gross error detection. 
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That magnification of the target window does not 
improve centring accuracy. 
The majority of the algorithms give centre co-ordinates 
with a common standard deviation.of 
17P•/1,7pm [pixel width/pixel accuracy] = 1 /10 of a 
pixel. They are the: 
o area based algorithm: 
C.G. with threshold subtracted from grey 
values 
o edge based algorithm (using interpolation for edge 
detection, with a 
magnification of 'xl' or x2): 
bestfitting line-intersection 
bestfitting ellipse 
be~tf itting circle 
Note The control frame was surveyed to an equivalent 
precision of approximately 1/10 pixel in the image 
plane, [6.3]. This is the same order of precision with 
which the target centres are evaluated, using the 
target centring algorithms. The precision of the 
target centres in the image (as found by target 
centring algorithms) is measured by correlating them 
with the known (surveyed) target 3-D co-ordinates. It 
is thus not certain whether the precision of the target 
centring algorithms is limited by noisy targets or the 
accuracy with which the control frame target co-
ordinates were surveyed. In both cases however, there 
is sufficient difference in the results in Figure 9.4 
to allow for comparative assessment of the algorithm 
components. 
The accuracy of the various algorithms are summarised in 
table 9.1 
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ALGORITHM 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1 1 
12 
13 
14 
15 
16 
17 
18 
1 9 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
Tab 1 e 9 • 1 .S..UJJlJJl.a.r...Y_Q f Al gsu:.i.:t.h.m.._.c..c_ur..a.c.x_o..n_t~ 
three tes~_im~. 
NUMBER ACCURACY ACCURACY ACCURACY ACCURACY 
[Pi,xel] [pixel] [mm] (121xe1] 
IMAGE 1 IMAGE 2 IMAGE 3 IMAGE 3 
.. 
0. 12500 0. 12500 0.00160 0.09412 
0.07800 0.11000 0.00120 0.07059 
0.08100 0.13800 0.00200 0.11765 
0.08300 0.09400 0.00160. 0.09412 
0.01400 0.06300 0.00120 0.07059 
0.01300 0.09300 0.00140 0.08235 
0.08400 0.09900 0.00160 0.09412 
0.01700 0.06800 0.00130 0.07647 
0.01400 0.10600. 0.00140 0.08235 
0.05000 0. 11400 0.00590 0.34706 
0.04900 0.11900 0.00120 0.07059 
0.05500 0.10700 0.00160 0.09412 
0.02300 0.06900 
'·· 
0.00130 0.07647 
0.00800 0.06500 0.00120 0.07059 
0.02500 0.09500 0.00140 0.08235 
0.02300 0.07000 0.00130 0.07647 
0.00900 0.06900 0.00120 0.07059 
0.02700 0.10200 . 0. 00140 0.08235 
0.08900 
0.09500 
0.06100 
0.01700 
0.01400 
0.02100 
0.01800 
0.01400 
0.01900 
0.13900 0.12800 0.00180 0. 1 0588 
0.00087 0.07500 0.00130 0.07647 
0.00087 0.07500 0.00130 0.07647 
0.01300 0.05300 0.00470 0.27647 
0.01700 0.07700 0.00860 0.50588 
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.9.. • ...2__.A.S.s.E.S.S.IN.G_.SELE.C.T.ED_AL.OORII.HM.S 
..9 ..... 2 ...... 1-..R.~.l.t..s_Q.L.the_C.en.t.r.e. of Gmi ty Al gori:th.m 
The effects of the variation of the threshold level 
(subtracted from pixel grey values) detailed above 
[9.1.1.1], is best illustrated with a curve indicating the 
accuracy of the centre of gravity algorithm versus the 
entire range of threshold levels subtracted from the pixel 
grey scale value of synthetic symmetric targets, see Figure 
9.5a . (In the case of the threshold level being greater 
than the grey level,. the new grey level is set to zero.) 
From Figure 9.5a, the following observations may be made. 
The centre determination: 
i) is J2.Q.Q..l: (accuracy of ± 1 ho pixel) for threshold levels 
chosen beloH the background grey level 
ii) is best for the threshold in a band above the 
background level (accuracy of centre between 1 /1000 and 
1/200 of a pixel) 
iii) gets progressively worse as the threshold level 
approaches a grey level of saturation (l/1so to 1 /1s of 
a pixel centring accuracy) 
Thus the choice of a threshold level of 'just above' the 
background level in a target window is essential for 
accurate performance of the centre of gravity algorithm, see 
Figure 9.5b . 
The interpolation algorithm works better than moment 
preservation edge detection in most of the test cases. The 
falloff from saturation to background for most targets in 
the images considered, occurred within two to three pixels, 
resulting in a 'smoothed' falloff, 
126 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
Accuracy of C.G. Algorithm 
versus Threshold level subtracted 
Accuracy [pixel! 0.3------------------------. 
........... 
'·""' 0. 2 5 ... ·--·----~-----····-······-··---··------··-----····----··---------·-----·-·------·--···-···-·········--··--··--··-····--······---·····-········-····--············ 
'\ 
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Figure 9.5a ayitY Y~~.s.....t.h.e. 
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0 
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The interpolation edge detection algorithms work best with 
images with a gradual falloff, (since it approximates/ 
follows the slope of the falloff from saturation to 
background level) and does not work well for targets with a 
fast falloff, see Figure 9.6 . 
Better edge detection Worse edge detection 
Figure 9. 6 :Using io..t.erpolat.i.Qn to follow curves 
In the moment preservation algorithm, the edge is obtained 
by fi.tting_a steR to the curve. Best results are expected 
for images with a 'sharp' falloff from saturation to 
background levels, see Figure 9.7 • The moment preservation 
algorithm is the more robust of the two edge detection 
algorithms since it does not require choosing a threshold 
level. 
Worse edge detection Better edge detection 
Figure 9. 7 lls.in.!LM.Q.m.e.nt.....p..r.e..s.em.:tiQn tQ fs:illQ.hT~.z:..Y...e..s. 
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It is thus best to hav~ a priori knowledge of the imaging 
system (the expected sharpness of falloff) when selecting 
the edge detection algorithm to implement. 
The method detailed requires the intersection of lines to 
define the centre of the ellipse. The method works best for 
circles and ellipses with major and minor axes parallel to 
the x and y axes, where the intersecting lines are 
perpendicular to one another. 
The intersecting lines become more and more acute as the 
ellipse is rotated from 0° to 45°, see Figure 9.8 • 
,. 
I 
' 
.. 
I 
. 
. 
I 
Figure 9.8 EL~t Qf rQt.a:tio.ll Qf the elli.J?~ 
intersecting~.c...c~racy 
Thus, the ellipses may be seen to have 'more precise' 
regions of rotation for major and minor radii as indicated 
in Figure 9.9 below. 
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region of rotation 
Figure 9. 9 .Regi9.n~Q.t.a.t~ ellipse for th.e. 
.in.t_e.z:s..e .. Q.t.ing~ntrelin.e..s._a.l.g_Qrithm 
The size of the ellipse is also a critical factor to the 
accuracy of the algorithm, Zhou (1988), where best results 
are obtained for ellipses in the range of 20x20 to lOOxlOO 
pixels, and specifically a minimum of lOxlO pixels. The 
average size of synthetic and real target is around lOxlO 
pixels in size, thus corresponding to lowest performance 
ability o·,f this algorithm • 
Difficulty experienced with the modified Hough transform 
lies in the inaccuracy of its centring ability, since the 
'diameter' lines generated by the algorithm do not pass 
through the centre, leading to a cluster/spread of diameter 
line intersecting points. 
Removing the intersecting points furthest from the cluster 
centre, as (conceptually) recommended by Hough, has the 
tendency of worsening the results, since the cluster loses 
its symmetry. One of the reasons attributed to the wide 
spread of intersections results from a poor estimation of 
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the slope of the perimeter. Three methods were investigated 
to approximate the slope of the perimeter at points aiong 
the boundary, see Figure 9.10 . They are: 
i) A bestfitting straight line through the point and 
perimeter points either side of the point under 
consideration, using least squares. A variety of 
weightings were used, including: giving the centre 
point a higher weighting than the two side points; 
giving the side points higher weighting than the centre 
point; and giving all three points equal weighting. 
ii) A bestfitting circle through the point under 
consideration and four perimeter points, two on either 
side of the perimeter point under con.sideration. The 
tangent of the circle in line with the perimeter point 
is chosen as the tangent to the ellipse. 
iii) A line passing through points on either side of the 
point under consideration. 
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( i ) bestfitting (ii) bestfitting (iii) line through 
straight line circle two neighbouring 
points 
Figure 9.10 Dif fer.:ent JWa..e..nt. 
.tQ t h.e.__t_a.z.:g_e t pex:imetei:: poJ.n.t.s. 
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For all the above methods, the tangent to the ellipse, 
associated with the point under consideration was shifted so 
as to pass through that point. All three methods produce a 
-
similar (wide) spread of. intersection points (centres). 
It was found that using least squares to fit a circle to 
five consecutive perimeter points, produced (circle) 
centrepoints to a higher precision than the those 
centrepoints obtained using the Hough transform. This 
indicates the inherent shortcoming of the Muammar approach 
to the Hough transform i.e. that the method is dependent on 
the precision of placing/locating the tangent on the 
perimeter, which influences the sensitivity of the resulting 
solution. The influence of slight variations of perimeter 
approximations on the 'ability' of the diameter to pass 
through the target centre is demonstrated in Figure 9.11. 
-imprecise per'imeter approximation 
to deviation of diameter "--... 
from the actual ~" 
centre 
- . 
ideal (precise) 
perimeter and diameter 
Figure 9.11 Effee,t of sligh~ons Qf the perimtl.e.r. 
APPX:QX ima.:t..i.Qn, on the ab i l i tY. of the M:u.aJJl.ID.a.I'. 
APPrQa~h tQ ge.n..e..i::.ate a diameter: line pa.s..s..ing 
.:t.hl:P_ug.h __ t.h.e._c~.:t.J:iL.Q.f _ _a_ . ..t..a.z:g.e.t ... _ 
[ The third method (which was the simplest to 
implement) was chosen to evaluate the tangent for the 
analysis of the Muammar approach to the Hough 
Transform. ] 
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.lJLJ>._C_QN.C..L..U.S-1.QN.S_..AN.JL.R.E.C..O.MMENDATI.QNS 
From the test results obtained in the previous chapter, the 
following conclusions may ·be drawn: 
i) The primary objective of the thesis was to investigate 
existing target centring algorithms in order to assess 
their relative accuracies. The comparison of 
algorithms was~successfully ~ccomplished using three 
types of images to test different aspects of the 
algorithms. Two target centring algorithms were found 
to work reliably on all three images. 
ii) A program to develop synthetic targets was written to 
test the target centring algorithms. The program 
produced synthetic symmetrical targets with a choice of 
the falloff functions (blurring on the target 
perimeter). The program to develop synthetic targets, 
achieved accuracies of up to 1/1000 of a pixel (as 
measured using the centre of gravity algorithm) on 
targets of approximately lOxlO pixels. 
iii) Experience was obtained in the design, fabrication and 
surveying procedures of a precise control frame. 
Different target materials were considered with 
criteria of accurate fabrication and sharp contrast 
with the background. Target distortion due to the 
thickness of targets was also considered. The best 
target was found to be a natural anodised aluminium 
circular target with a black anodised surround (on the 
same sheet). 
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The target centring algorithms were also tested on 
targets in a real image. The accuracies obtained were 
generally in the order of l/10 of a pixel. This is 
comparable to results reported by researchers using 
NRTP systems. 
iv) There is a large difference between accuracies obtained 
using synthetic and real targets. 
v) Because target centres are found to a high accuracy in 
synthetic targets, .it implies that the grey values 
(obtained by the program to generate synthetic targets 
in an image) of the pixels are determined precisely. 
Therefore synthetic targets can be used to model noise 
interference and blemishes (as found in images of real 
targets), in a controlled manner, so as to assess the 
effect of noise on target centring algorithms. 
vi) The modified Hough transform was impl0emented as an 
approach to compensate for slight imperfections/ 
blemishes on the digitised target due to the effects of 
noise, partial occlusion or shadows on the target. 
This method was found to give accurate centre 
determination (as good as that obtained using the 
bestfitting ellipse), on the ideal synthetic targets in 
IMAGE 1. However, this method produces the poorest 
centring accuracy on targets with an added blemish 
(IMAGE 2) and on real targets (IMAGE 3). This must be 
attributed to the fact that: 
The poor approximations in the cluster of 'centre 
points', are DQt removed when averaging to 
evaluate the cluster centre point since, in this 
approach, it was found that this reduced the 
centring accuracy. In the original Hough 
transform, the precision of partially occluded 
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Thus, 
targets was obtained by ignoring the effect of the 
poor approximations. 
The Hough transform inherently has a poor centring 
ability due to the quantisation of the parameter 
space, limiting the size of the quantisation 
blocks (see Appendix F) to that through which a 
number of intersecting diameters are .bQ.un..d to 
pass. Since the influence of noise (from real 
targets) degrades the evaluation of the ta~gent to 
the perimeter, leading to a deviation of the 
diameter from passing through the actual target 
centre, larger quantisation blocks are necessary 
to ensure that a number of diameters pass through 
a single quantisation block. This leads to a 
degradation of the centring ability, since the 
centring accuracy, when using the quantisation 
blocks specified by Hough (in the parameter space) 
and modified by Muammar (to the co-ordinate 
space), is simply: 
1 /(the . qua n tis at ion 1eve1] 
For this reason, the approach to find the centre 
of a cluster of points was adopted to improve on 
the accuracy obtained using the quantisation 
blocks. 
Although the original Hough transform is good in 
concept i.e. it ignores the influence of outlying 
centre points in the paramet~r space by only 
considering the quantisation block with the 
majority of lines passing through it, it is 
limited by a large parameter space, 5 Dimensional 
for the practical implementation of finding the 
ellipse parameters. 
Although the Muammar approach uses the 
intersecting perimeter points (considering the co-
ordinate space as an alternative to the parameter 
135 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
space, thus quantising the co-ordinate space and 
consider~ng the quantisation block with the 
majority of diameter points passing through it), 
its shortcoming is the inaccuracy to which the 
tangent can be evaluated. 
In attempting to circumvent the problem of limited 
precision, due to discrete quantisation as 
introduced by Hough, a method to consider the 
centre of a cluster of ~Q~ from the 
intersection of diameter~ (representing target 
centres) was developed to improve on the 
quantisation approach. However this method failed 
in that the elimination of poor intersections was 
found to degrade the centring ability of the 
algorithm. 
vii) The target centring algorithms which were implemented 
consisted of a series of combinations of 'sub'-
algorithms. 
The best combinations were found to be: 
o The centre of gravity algorithm implemented 
without magnification (since magnification does 
not affect precision of the centre of gravity 
algorithm at all). 
o The bestfitting ellipse (the target is elliptical 
in shape), using interpolation as an edge 
detection algorithm (best able to follow a gradual 
falloff), on target windows magnified by two 
(improving the target resolution). 
The centre of gravity algorithm is capable of defining 
the centre accuracies to a high precision in images of 
ideal targets. However its precision is dependent on 
choosing an appropriate threshold level for the image. 
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The use of an arbitrary threshold level can cause a 
serious degradation of the target centring ability. The 
level of the threshold was investigated on an image of 
ideal synthetic targets. The analysis suggests that the 
threshold level should be set to the background level. 
With the introduction of noisy targets (such as images 
of real targets), the accuracy of the centre of gravity 
algorithm' diminishes drastically. 
Another 'fault' with the centre of gravity algorithm is 
its inability to compensate for or recognise the 
presence of blemishes (caused by uneven lighting, a 
shadow or partial obscuring) on the target, 
The bestfitting ellipse has a reasonable target 
centring potential on images of synthetic targets 
(± l/1so of a pixel accuracy) 
Using the standard formulation of least squares 
adjustment to evaluate the target centres in an image 
containing targets with a blemish, it locates targets 
to a marginally better precision than the centre of 
gravity algorithm. However, with the addition of gross 
error detection·(where points with a poor fit to the 
ellipse perimeter are rejected), there is a 
considerable improvement in target centring ability 
over the centre of gravity algorithm. 
For an image of real (noisy) targets, the bestfitting 
ellipse has the same order accuracy as the C.G. 
algorithm, however, the performance of bestfitting 
ellipse with gross error detection degrades 
considerably. This is probably due to the contribution 
of noise causing random rejection of perimeter points. 
Thus the bestfitting ellipse with gross error detection 
cannot be viably implemented in a real image, without 
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either some form of noise removal, or an improvement of 
the rejection criteria. 
= The use of the centre of gravity algorithm has been 
shown to have the greatest target centring ability (on 
ideal synthetic targets) and has the added advantage 
over all edge based algorithms of being easy to 
implement and fast in execution (at least twenty times 
faster than the quickest viable best fitting perimeter 
based algorithms). 
= The bestfitting ellipse has been shown to be robust in 
the presence of noise, with the possibility of 
compensating .for blemishes in an otherwise noise free 
environment. 
On the basis of the findings and conclusions of this thesis, 
the following recommendations are made: 
i) Further investigation should be undertaken to m.ak..~ 
of the advantages of the variations of the Hough 
transform (outlined in (10.1) section 1 v'), to form a 
robust target centring algorithm which is able to 
combine the advantages of the various components. 
ii) The centre of gravity algorithm with threshold 
subtraction must be seen as the first choice to be 
implemented as a target centring algorithm, however the 
level of the threshold needs to be further investigated 
using images of real targets to optimise·successful 
implementation. 
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iii) As an alternative to the centre of gravity algorithm, 
the best fitting ellipse (using interpolation as edge 
detection and magnification of two) may be considered. 
The best fitting ellipse algorithm evaluates target 
centres to the same order of accuracy as the centre of 
gravity algorithm in images of real and distorted 
targets. The running time of this procedure must be 
drastically reduced to be viable for implementation in 
NRTP systems (since it is 40x slower than' the centre of 
gravity algorithm in execution). 
iv) For further studies, the program to generate accurate 
synthetic targets could be extended to form synthetic 
targets with an additional predeter~ined quantity of 
noise, so as to resemble real targets. These degraded 
targets may be used to further investigate the 
selection of an appropriate threshold level for the 
centre of gravity algorithm. 
t 
PHOENICS is an ongoing project anft modules are being 
developed to enhance the existing system. Some aspects of 
PHOENICS which are currently being researched and developed 
include: 
The introduction of parallel processors to speed up the 
operation of the.entire system. 
Developing and improving the photogrammetric software. 
In the near future, PHOENICS will be a fully automated PC 
based, NRTP system with a wide range of applications. 
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Al 
A:eEEN:OIX A 
The mathematical formulation of the collinearity condition 
takes into account the following physical characteristics: 
that the object point, perspective centre and image point 
all lie in a straight line. A .description of the components 
involved in the system is given below, together with a 
mathematical model expressing the relationships between 
them, see Figure Al. 
The image vector is defined by: 
~ = 
Where 
Xi - Xp 
Yi - YP 
f 
..•• 1 
Xp, YP are the principal point co-ordinates in 
the image plane 
f is the principal distance of the lens 
Xi, Yi are the co-ordinates of image point Pi 
The vector from the point in object space to the perspective 
centre is defined by: 
A = 
Xi - Xe 
Yi - Ye 
Zi - Ze 
••• 2 
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where Xi, Yi , Zi are the co-ordinates of the 
object point Pi 
Xe, Ye, Ze are the co-ordinates of the 
perspective centre 
The angular relationship between image and object space is 
described by a 3x3 orthogonal rotation matrix. One of the 
common methods to determine the rotation matrix is to 
sequentially rotate about: 
the x axis with rotation 'w' Omega, 
y axis with rotation 1 ~' Phi, 
and z axis with rotation 'K' Kappa, see Figure A2. 
The rotation about the x ~xis is defined by the rotation 
angle 'w', which is taken as positive, when the +y axis 
rotates towards the +z axis, giving: 
1 0 0 
Mx = 0 cos w sin w 
0 -sin w cos w 
Similarly the rotation about the y and z axis are given as 
cos ~ 
0 
sin q> 
0 
1 
0 
-sin ~ 
0 
cos q> 
and 
A3 
' 
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,Mz = 
cos K 
-sin K 
0 
sin K 
cos K 
0 
0 
0 
1 
The net rotation matrix between the object and image co-
ordinate system is given by: 
.M = .Mx ,My .Mz 
The collinearity condition requires that the vectors of A 
and A, when converted to a common co-ordinate system, are 
equal, with the exception of· scale factor 'k', thus 
or 
Xi - Xp 
Yi - YP 
f 
Xi - Xp 
Yi - YP 
f 
= k 
expanding by multiplying 
= k .M 
mi1 
m21 
. mJ 1 
out the 
Xi - Xe 
Yi Ye 
Zi - Ze 
mi2 miJ 
m22 ID23 
ffi32 ID33 
matrix 
••• 3 
Xi - Xe 
Yi - Ye 
Zi - Ze 
A4 
Xi - Xp = k [ m11 (Xi -Xe) + m12 (Yi-Ye) + m13 ( Zi -Ze ) ] ••• 4 
Yi - YP = k [m2 1 (Xi -Xe ) + m22 (Yi-Ye) + ID23 ( Zi -Ze ) ] • • • 5 
f = k ( ID31 (Xi -Xe) + ID32 (Yi -Ye) + ID33 ( Zi -Ze ) ] ••• 6 
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A5 
and dividing eqn. [4] by eqn. [6], and similarly eqn. [5] by 
eqn. [ 6] 
[m11 (Xi -'Xe) + mi2 (Yi-Ye) + mis (Zi-Ze)] 
Xi-Xp = f * ••• 7 
[ms 1 (X1 -Xe) + ms2 (Yi-Ye) + mss ( Zi -Ze ) ] 
[ rn2 1 (Xi -Xe) + m22 (Yi-Ye) + m2S ( Z1 -Ze ) ] 
y1-yp = f * ••• 8 
[ms 1 (Xi -Xe ) + ms 2 (Yi-Ye) + mss ( Zi -Ze ) ] 
which define the image points x1,y1 in terms of the object 
points Xi ,Y1,Zi. 
The least squares formulation may be used to evaluate the 
parameters of equations [7] and [8], requiring as inputs, a 
list of target co-ordinates for the image and the 
corresponding object points. 
/ 
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.T.HE.....TAR..GE.T_C..Q-0.B.D.INA.I.E.S_Q..E..._THE._SJJRY:EYED CONTllQL__EBAM.E 
A template indicating the distribution of targets on a 
control frame, together with their associated target number, 
is given in Figure Bl. 
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Figure Bl .I.a.z:.g.e_t_lQ_~Q~een frQm__:the_c_a~~itiQD 
A complete listing of the target X,Y,Z co-ordinates within 
the control frame follows. The majority of the targets were 
surveyed to a positional accuracy of .lmm . Those targets 
with a poor fixing (± .3mm) are indicated with a '*' 
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B2 
Target locations: 
Target no x [mm] Y [mm] z [mm] 
1 2160.93 1800.32 2766.78 
2 2272.18 1800.08 2759.22 
3 2378.52 1800.01 2751.83 
4 2488.04 1799.54 2744.26 
* 
5 2595.73 1799.02 2736.55 
6 2705.55 1796.98 2729.87 
7 2159.78 168~.91 2769.76 
8 2706.62 1689.02 2733.79 
9 2160 1581.6 2771.64 
10 2705.87 1580.05 2737.52 
11 2159.78 1472.9 2774.88 
12 2705.27 1477.13 2740.83 
13 2159.04 1363.51 2778.22 
14 2705.77 1362.91 2744.56 
15 2160.59 1258.46 2781.08 
16 2269.91 1256.61 2774.23 
17 2379.14 1256.08 2767.63 
18 2485.85 1255.88 2760.91 
19 2594.56 1255.1 2754.5 
20 2703.86 1254.55 2747.93 
21 2278.82 1680.07 2762.11 
22 2336.73 1680.24 2757.92 
23 2400.51 1681.28 2753.19 
24 2462.6 1681. 31 2748.65 
25 2526.13 1681.65 2744.15 
26 2589.81 1679.3 2739.82 
27 2278.43 1614.64 2763.74 
* 
28 '2589.78 1618.19 2742.49 
29 2278.3 1552.5 2765.31 
30 2589.44 1554.74 2745.16 
31 2277.45 1489.26 2766.83 
32 2588.68 1492.97 2747.67 
33 2278.39 1427.16 2768.42 
34 2588.69 1429.3 2750.21 
35 2276.86 1364.55 2770.06 
36 2337.85 1363.13 2766.06 
37 2401.61 1364.61 2762.25 
38 2462.75 1365.43 2758.81 
39 2527.66 1364.76 2755.26 
* 
40 2587.47 1365.28 2752.58 
* 
41 2388.82 1567.7 2776.33 
* 
42 2408.95 1567.85 2775.35 
* 
43 2428.63 1567.43 2773.81 
* 
44 2448.34 1567.76 2772.33 
* 
45 2469.07 1567.34 2770.86 
* 
46 2388.2 1546.97 2777.19 
* 
47 2468.61 1546.35 2771.7 
* 
48 2387.49 1527.02 2778 
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B3 
* 
49 2469.13 1526.66 2772.32 
* 
50 2387.56 1506.91 2778.91 
* 
51 2468.46 1505.27 2773.29 
* 
52 2387.84 1486.18 2779.5 
* 
53 2408.49 1487.07 2778.3 
* 
54 2428.34 1486.18 2776.89 
* 
55 2448.78 1485.7 2775.58 
* 
56 2468.8 1485.59 2774.05 
There are !!.Q targets 
in the range 57 •. 60 
61 2063.42 1907.34 2917.25 
62 2214.12 1907.66 2907.09 
63 2365.8 1906.82 2896.58 
64 2515.68 1906.65 2886.52 
65 2666.09 1906.15 2876.32 
66 2818.5 1906.49 2865.84 
67 2061. 99 1755.26 2920.79 
68 2820.81 1757.42 2869.62 
69 2061. 25 1604.f?2 2924.29 
70 2821.41 1605 .• 3 2873.77 
71 2062.05 1453.2 2927.92 
72 2821.65 1454.96 2878.17 
73 2062.47 1301.24 2932.69 
74 2821.97 1304.07 2882.99 
75 2065.65 1152.43 2936.67 
76 2221. 03 1150.6 2927.25 
77 2370.85 1151.27 2917.14 
78 2522.14 1151.03 2906.73 
79 2671.87 1151.47 2896.59 
80 2822.23 1152.09 2886.69 
81 2204.2 1765.11 2913.18 
82 2297.05 1766.35 2906.82 
83 2392.1 1765.98 2900.27 
84 2485.39 1766.44 2893.52 
85 2579.22 1767.15 2886.96 
86 2671.24 1767.51 2880.72 
* 
87 2203.36 1667.25 2915.59 
88 2672.32 1671.13 2883.25 
89 2203.19 1574.68 2918.05 
90 2672.11 1576.07 2886.02 
91 2203.02 1479.31 2920.41 
92 2672.15 1481. 84 2888.84 
93 2203.21 1386.56 2922.63 
94 2671.92 1387.93 2891. 94 
95 2205.63 1291.96 2923.97 
96 2298.81 1290.24 2918 
97 2392.68 1291.15 2912.17 
98 2485.41 1291. 56 2906.21 
99 2581.45 1291.3 2900.15 
100 2673.61 1293.58 2894.78 
101 2344.24 1624.41 2909.21 
102 2382.24 1625.75 2906.16 
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B4 
103 2420.03 1625.45 2903.16 
104 2461.4 1625.52 2899.91 
105 2499.69 1625.32 2896.89 
106 2536.83 1624.11 2894.47 
107 2344.9 1586.19 2909.67 
108 2537.53 1585.02 2895.5 
109 2343.68 1546.71 2910.23 
110 2537.85 1545.13 2896.45 
111 2343.75 1507.84 2910.6 
112 2538.3 1505.72 2897.39 
113 2344.27 1469.45 2910.83 
114 2539.1 1466.79 2898.8 
115 2345.1 1429.27 2911.13 
* 
116 2382.29 1429.06 2909.27 
117 2422.47 1428.83 2906.74 
118 2460.69 1429.04 2904.42 
119 2499.52 1429.41 2901. 84 
120 2538.65 1429.61 2899.26 
121 1952.47 2028.11 3064.68 
122 2154.79 2028.81 3051.67 
123 2355.28 2028.56 3038.29 
124 2553.14 2027.6 3025.11 
125 2753.08 2026.92 3011.44 
126 2954.93 2026.82 2996.82 
127 1953.56 1826.34 3071.19 
128 2955.92 1828.53 3003.21 
* 
129 1953.9 1625.64 3077.59 
130 2956.22 1629.04 3009 
131 1953.52 1425.28 3084.98 
132 2956.27 1429.31 3015.12 
* 
133 1953.36 1226.39 3092.39 
134 2956.09 1229.82 3021.98 
135 1953.87 1027.86 3099.36 
136 2158.4 1029.75 3085.68 
137 2357.17 1029.79 3072.2 
138 2556.66 1030.52 3058.69 
* 
139 2755.27 1030.03 3045.28 
140 2955.63 1029.43 3028.36 
141 2119.63 1864.21 3061. 09 
142 2252.95 1863.96 3051.91 
143 2386.55 1865.16 3042.49 
144 2520.41 1865.58 3033.41 
* 145 2654.86 1865.89 3023.36 
146 2787.22 1866.87 3014.86 
147 2117.86 1729.76 3065.9 
148 2785.5 1735.78 3019.48 
149 2117.16 1596.92 3070.44 
150 2784.08 1602.35 3023.84 
152 2.782.97 1468.5 3028.13 
153 2114.39 1328.52 3078.9 
154 2782.56 1334.17 3032.25 
155 2113.6 1199.31 3082.26 
156 2247.57 1198.68 3073.4 
* 
157 2382.27 1198.82 3063.26 
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B5 
158 2514.45 1199.95 3054.52 
159 2648.58 1199.69 3044.94 
160 2781.51 1202.3 3035.41 
161 2282.58 1694.97 3057.65 
162 2351.29 1695.64 3052.93 
163 2417.6 1695.82 3048.05 
164 2482.79 1695.97 3043.08 
165 2548.45 1696.16 3038.2 
166 2616.83 1696.05 3032.72 
167 2283.34 1629.11 3060.01 
168 2616.55 1632.3 3035.06 
169 2282.63 1563.18 3061.78 
170 2616.18 1563.56 3038.32 
171 2281.74 1497.47 3063.63 
172 2615.84 1497.32 3041.04 
173 2282.77 1431.01 3065.67 
174 2615.28 1431.8 3043.6 
175 2282.36 1365.86 3068.23 
176 2347.83 1366.16 3063.59 
177 [ This target was not surveyed ] 
178 2478.61 1366.44 3054.64 
179 2544.61 1366.68 3049.89 
180 2614.7 1366.81 3045.04 
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Target centres on a control frame were located on an image 
using the PHOENICS program SEARCH. The targets found by the 
program are displayed in l.i.s . ting_l below, in the order that 
they were located by the· program. A co-ordinate of 0,0 
indicates a target was located but the centre was not found. 
An image containing the targets, together with a number 
corresponding to the order in which each target was located, 
is illustrated in Figure Cl. 
Thereafter, the image (Figure Cl) was compared to the 
control frame to correlate the number code of the targets 
located on the image with the numbering scheme of the 
control frame, see Figure C2. The renumbered image target 
listing is displayed in listing 2 .. 
The renumbered target co-ordinates were correlated with the 
control frame co-ordinate list using the PHOENICS program 
PREP, to determine the accuracy of the target centring 
algorithm. In order to determine the accuracy of the target 
centring procedure compensating for the effects of lens 
distortion, an option in the program to invoke a lens 
distortion correction was applied. The results of the 
targeting accuracy are listed in .listing 3. 
Listing 1: Targets located by the centrin~ program 
target # 
1 
2 
3 
X [pixels] 
0 
243.98 
314.56 
Y [pixels] 
0 
22.48 
21.14 
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C2 
4 383.98 22.95 
5 175 23.85 
6 306.74 60.91 
7 364.33 60.82 
8 247.7 61. 29 
9 423.8 61. 88 
10 191.36 62.41 
11 30.05 63.13 
12 30.01 64.99 
13 191. 39 67.72 
14 247.79 66.7 
15 307.57 66.15 
. 16 364.31 66.24 
17 423.8 67.08 
18 134.92 70.12 
19 509.72 76.05 
20 53.87 87.54 
21 480.32 105.77 
22 82.04 107.45 
23 250.02 109.1 
24 297.44 109.01 
25 343.75 108.97 
26 393.55 109.33 
27 157.34 110.33 
28 203.39 111. l 
29 108.33 123 
30 454.86 123.67 
31 261.82 143.4 
32 296.84 144.1 '· 
33 331.85 143.81 
I 34 226.79 145.07 
35 426.57 144.43 
36 366.87 144.73 
37 133.46 149.04 
38 393.85 171.07 
39 156.49 174.59 
40 266.62 184.97 
41 290.51 185.07 
42 242.56 185.39 
43 314.93 185.33 
44 338.96 185.61 
45 217.55 187.06 
46 367.21 191.27 
47 191. 3 192.63 
48 192.42 196.26 
49 367.94 197.18 
50 27.83 204.46 
51 509.39 205.37 
52 53.32 213.02 
53 481. 88 215.88 
54 80.86 219.51 
55 340.47 219.47 
56 107.77 220.54 
57 456.27 221. 82 
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C3 
58 216.53 220.88 
59 426.31 228.05 
60 134.02 230.01 
61 247.52 230.88 
62 262.99 231.06 
63 278.71 230.45 
64 293.61 230.81 
65 308.98 232.08 
66 395.4 238.97 
67 157.29 241. 46 
68 193.53 241.47 
69 367.75 244.94 
70 339.94 251. 92 
71 247.9 252.89 
72 308.78 253.48 
73 216.67 254.23 
74 216.88 259.83 
75 247.41 273.71 
76 308.98 275.13 
77 260.9 280 .13 
78 216.46 289.19 
79 339.75 289.04 
80 193.2 290.89 
81 367.64 293.89 
82 246.74 295.83 
83 308.76 296.19 
84 159.03 306.11 
85 395.33 305.46 
86 134.26 310 
87 426.83 310.1 
88 261. 9 316.83 
89 292.88 317.52 
90 109.51 317.54 
91 246.69 318.32 
92 277.83 317.89 
93 309 318.03 
94 457.02 319.65 
95 218.03 320.18 
96 339.78 320.13 
97 217.1 326.48 
98 339.83 326.35 
99 456.12 325.81 
100 81. 94 329 
101 481. 3 331. 5 
102 509.58 335.49 
103 193.83 340.02 
104 54.28 340.5 
105 368.47 344.22 
106 30.06 345.99 
107 290.05 355.8 
108 314.23 355.9 
109 240.79 357 
110 264.69 357.18 
111 338.47 356.46 
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C4 
112 219.01 357.44 
113 395.39 372.88 
114 158.72 373.51 
115 195.04 3.92. 03 
116 426.21 391. 5 
117 135.31 392.66 
118 228.44 392.27 
119 334.5 394.56 
120 262.98 394.75 
121 297.95 395.24 
122 367.9 395.02 
123 110.26 414.64 
124 455.32 421.62 
125 160.29 434.51 
126 206.12 437.74 
127 253.15 437.93 
128 83.95 438.27 
129 299.87 439.52 
130 347.29 440.03 
131 392.91 439.36 
132 479.39 442.31 
133 507.54 462.29 
134 57.98 463.85 
135 139.01 469.65 
136 194.42 470.03 
137 426.1 469.34 
138 251. 52 471.44 
139· 367.46 471.32 
140 309.62 472.69 '· 
141 0 0 
142 0 0 
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.L.i.s..:t.ing __ 2 __ ;__Th.e.......r_e.n.um.b_e.r..e_<Lim_ag.e ___ t..a..I.:ru!..t listing 
target # X [pixels} y [pixels] 
149 314.56 21.14 
147 383.98 22.95 
153 175 23.85 
95 134.92 70.12 
76 53.87 87.54 
2 480.32 105.77 
16 82.04 107.45 
31 250.02 109.1 
29 297.44 109.01 
27 343.75 108.97 
21 393.55 109.33 
35 157.34 110.33 
33 203.39 111.1 
156 108.33 123 
142 454.86 123.67 
171 261.82 143.4 
169 296.84 144.1 
167 331.85 143.81 
173 226.79 145.07 
82 426.57 144.43 
161 366.87 144.73 
96 133.46 149.04 
22 393.85 171.07 
36 156.49 174.59 
111 266.62 184.97 
109 290.51 185.07 
113 242.56 185.39 
107 314.93 185.33 
101 338.96 185.61 
115 217.55 187.06 
137 27.83 204.46 
77 53.32 213.02 
3 481.88 215.88 
17 80.86 219.51 
157 107.77 220.54 
143 456.27 221.82 
83 426.31 228.05 
97 134.02 230.01 
52 247.52 230.88 
50 262.99 231.06 
48 278.71 230.45 
46 293.61 230.81 
41 308.98 232.08 
23 395.4 238.97 
37 157.29 241.46 
163 367.75 244.94 
103 339.94 251.92 
53 247.9 252.89 
42 308.78 253.48 
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54 247.41 273.71 
43 308.98 275.13 
118 216.46 289.19 
104 339.75 289.04 
178 193.2 290.89 
164 367.64 293.89 
55 246.74 / 295.83 44 308.76 296.19 
38 159.03 306.ll 
24 395.33 305.46 
98 134.26 310 
84 426.83 310.1 
51 261. 9 s16.83 
47 292 .. 88 317.52 
158 109.51 317.54 
56 246.69 318.32 
49 277.83 317.89 
45 309 318.03 
18 81 ~·94 329 
4 481.3 ·331. 5 
179 193.83 340.02 
78 54.28 340.5 
165 368.47 344.22 
138 30.06 345.99 
110 290.05 355.8 
108 314.23 355.9 
114 240.79 357 
112 264.69 357.18 
25 
'· 
395.39 372.88 
39 158.72 373.51 
180 195.04 392.03 
85 426.21 391. 5 
99 135.31 392.66 
174 228.44 392.27 
168 334.5 394.56 
172 262.98 394.75 
170 297.95 395.24 
166 367.9 395.02 
159 110.26 414.64 
145 455.32 421.62 
40 160.29 434.51 
34 206.12 437.74 
32 253.15 437.93 
19 83.95 438.27 
30 299.87 439.52 
28 347.29 440.03 
26 392.91 439.36 
5 479.39 442.31 
79 57.98 463.85 
100 139.01 469.65 
94 194.42 470.03 
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86 
92 
88 
90 
426.1 
251.52 
367.46 
309.62 
469.34 
471.44 
471.32 
472.69 
C9 
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L.i.s_t..i.ng_3.._;_Th.e __ :r:.e..s..ul..t.s..._Q.L . .c_QI..r:.tl.a.t.iJlg :t h.e. i m ag.e--1il.th_t.h.e. 
.c.Q.n.t.:r::9..l. .. ..f.r_am.e. 
PHOTOGRAMMTRIC POINT DETERMINATION 
copyright : H. Ruther - 1988 
Final Results 
-------------
Project : hdrreduc.rec 
CASE 1 : Separate PDx and PDy evaluation with uniform scale 
I M A G E 1 
RESULT FOR IMAGE 1 AFTER 12 ITERATIONS 
Transformation parameters (and lens dist. coeff.) 
with·their standard deviations 
Bll '. B12 Bl3 B14 
-0.000028 -0. ff03 767 -0.000146 6.110235 
0.000001 0.000011 0.000002 0.018311 
B21 B22 B23 B24 
0.003697 -0.000015 -0.000197 -8.366897 
0.000011 0.000001 0.000002 0.024439 
B31 B32 B33 
-0.000042 0.000002 -0.000439 
0.000001 0.000000 0.000001 
Lens distortion : D.Brown Model 
Kl K2 K3 Pl P2 
-.27749e-02 
Standard Deviation of Weight Unit = .005 mm 
Principal Distance X = 8.540 mm 
Y = 8.385 mm Mean = 8.463 mm 
Ratio = 1.01851 
Principal Point Position : X = 0.301 mm Y = -0.346 mm 
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Perspective Centre Position 
x = 2379.051 mm Y = 1524.501 mm Z = 2057.965 mm 
Omega = -5.4105 Phi = -89.7572 Kappa = 0.2086 
Observed control point image coords, corrections & lens 
distortion 
Observations a posteriori :Xap = X+vx-dx and Yap = Y+vy-dy 
No x vx y vy dx dy 
mm mm mm mm mm mm 
2 3.612 -0.007 1.683 -0.013 -0.139 -0.085 
3 3.637 -0.003 0.449 -0.003 -0.109 -0.026 
4 3.627 -0.009 -0.846 -0.005 -0.104 0.016 
5 3.597 -0.002 -2.087 0.007 -0.127 0.067 
16 -2.801 0.006 1. 664 -0.002 0.118 -0.076 
17 -2.820 0.003 0.409 0.005 0.089 -0.022 
18 -2.802 -0.005 -0.818 -o.ooo 0.085 0.013 
19 -2.770 -0.004 -2.041 0.007 0.105 0.058 
21 2.215 0.000 1. 643 0.002 -0.040 -0.042 
22 2.219 0.010 0.951 0.000 -0.029 -0.019 
23 2.244 -0.005 0.191 -0.007 -0.022 -0.006 
24 2.243 0.003 -0.554 -0.004 -0.021 0.002 
25 2.244 0.000 -1.309 0.006 -0.025 0.013 
26 2.204 0.000 -2.054 0.000 -0.035 0.031 
27 1.413 0.001 1. 647 0.006 -0.016 -0.029 
28 1. 470 0.004 -2·. 061 -0.000 -0.014 0.020 
29 0.667 0.002 1. 646 0.004 -0.004 -0.023 
30 0.706 0.003 -2.055 -0.004 -0.003 0.015 
31 -0.096 0.003 1. 645 0.003 0.005 -0.023 
32 --o. 046 -0.006 -2.038 -0.003 0.003 0.014 
33 -0.847 0.002 1. 623 0.011 0.017 -0.028 
34 -0.803 -0.005 -2.035 0.003 0.012 0.019 
35 -1.588 0.004 1. 632 0.000 0.039 -0.041 
36 -1.602 -0.004 0.912 0.004 0.027 -0.018 
37 -1.589 -0.008 0.163 -0.001 0.020 -0.005 
38 -1.561 -0.001 -0.561 0.002 0.018 0.002 
39 -1.566 -0.006 -1.316 -0.004 0.023 0.012 
40 -1.541 0.003 -1.999 -0.006 0.031 0.028 
76 -3.254 -0.000 1. 887 0.004 0 .174 -0.109 
77 -3.263 -0.006 0.481 0.003 0.132 -0.031 
78 -3.248 0.004 -0.946 -0. 008. 0.128 0.022 
79 -3.188 0.004 -2.328 0.000 0.156 0.089 
82 2.746 -0.002 1.250 -0.007 -0.058 -0.038 
83 2.742 0.001 0.313 0.003 -0.043 -0.012 
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84 2.750 0.002 -0.606 -0.004 -0.041 0.004 
85 2.740 0.005 -1.518 -0.005 -0.050 0.024 
86 2.739 0.006 -2.389 0.002 -0.068 0.057 
88 1. 795 -0.006 -2.412 0.002 -0.027 0.037 
90 0.863 -0 • .. 003 -2.427 -0.002 -0.007 0.027 
92 -0.072 0 . ."0-03 -2.413 0.001 0.005 0.025 
94 -0.991 0;·004 -2.397 -0.002 0.021 0.033 
95 -1. 949 -0.001 2.082 -0.004 0.068 -0.074 
96 -1. 973 0.016 1.198 0.007 0.048 -0.032 
97 -1.964 0.004 0.291 0.002 0.035 -0.010 
98 -1.960 0.006 -0.605 -0.004 0.032 0.004 
. 99 
-1. 943 0.008 -1.531 -0.004 0.040 0.021 
100 -1. 884 -0.008 -2.393 0.005 0.054 0.051 
101 1. 336 -0.000 0.788 -0.001 -0.007 -0.007 
103 1. 351 0.003 0.046 -0.001 -0.004 -0.001 
104 1.348 0.002 -0.370 . 0. 003 -0.003 o.ooo 
107 0.949 -0.007 0.792 -0.001 -0.003 -0.005 
108 0.938 -0.002 -1.119 -0.001 -0.002 0.002 
109 0.556 -0.002 0.794 -0.002 -0.001 -0.004 
110 0.548 0.003 -1.118 -0.003 -0.000 0.001 
111 0 .171 0.004 0.796 -0.002 o.ooo -0.004 
112 0.140 -0.005 -1.133 0.007 0.000 0.001 
113 -0.216 -0.007 0.791 -0.007 0.002 -0.005 
114 -0.245 -0.003 -1.131 -0.006 0.001 0.002 
115 -0.619 0.008 0.772 -0.002 0.005 . -0.007 
118 -0.637 0.006 -0.372 -0.003 0.002 o.ooo 
137 -3.674 0.010 0.577 0.005 0 .184 -0.043 
138 .-3.638 -0.003 -1. 008 -0.001 0.174 0.029 
142 3.202 0.004 1.482 0.002 -0.095 -0.060 
143 3.224 -0.007 0.383 0.002 -0.074 -0.018 
145 3.209 0.008 -1. 855 0.000 -0.087 0.045 
147 2.060 0.003 2.610 0.004 -0.058 -0.097 
149 0.943 -0.001 2.630 -0.005 -0.017 -0.077 
153 -1. 304 -0.005 2.600 0.000 0.050 -0.092 
156 -2.377 -0.004 1. 490 0.014 0.078 -0.054 
157 -2.387 -0.003 0.397 0.013 0.058 -0.016 
158 -2.358 -0.000 -0.689 0.005 0.053 0.007 
159 -2.346 0.005 -1.777 -0.001 0.067 0.036 
161 1. 785 0.004 1. 246 0.003 -0.020 -0.021 
163 1. 799 0.004 0.124 0.001 -0.010 -0.003 
164 1. 797 0.011 -0.424 0.008 -0.009 0.000 
165 1.811 0.010 -0.988 -0.001 -0.011 0.005 
166 1.802 -0.002 -1.557 -0.006 -0.015 0.012 
167 1. 221 -0.001 1. 257 0.002 -0.009 -0.015 
168 1.264 -0.000 -1.552 0.002 -0.006 0.008 
169 0.658 -0.003 1. 253 -0.003 -0.003 -0.012 
170 0.675 -0.007 -1.559 -0.011 -0.002 0.005 
171 0.094 0.000 1.261 -0.006 0.002 -0.012 
172 0.112 -0.007 -1. 554 0.003 0.001 0.005 
173 -0.470 -0.003 1.242 -0.001 0.007 -0.014 
174 -0.444 -0.009 -1.526 -0.005 0.004 0.006 
178 -1.011 -0.006 -0.391 -0.003 0.006 0.000 
179 -1. 001 -0.002 -0.941 -0.008 0.007 0.003 
180 -0.981 -0.010 -1. 524 0.006 0.011 0.010 
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AEP...END.IX._D 
.C..O.NY..O..L.V..T..lQN 
l ) Th!L.C..o.nY.0..1.u.t..i..o.n.._P._r: i o c..i.J?.le 
Convolution is a mathematical tool to evaluate the effect of 
one item/equation/image on another. In the case of image 
processing, convolution m'asks are often used to 
identify features represented by the mask 
further process the image. 
Some common convolution masks are: 
Low-pass filters for smoothing sharp edges [7.2.3] 
High-pass filters to locate edges on an image [8.1] 
'Feature detection' masks to identify features on 
the image in common with the mask 
[ 8. 1] 
Jn the description that follows, a convolution mask which 
has the effect of 'low-pass filtering' of the image is 
described. Low-pass filtering may be achieved using the 
Gaussian noise function, otherwise known as the point spread 
function (PSF) with an equation in one dimension of 
I 
-(a/x)2 
H( x) = ke 
where the curve is bell shaped and a refers to the 
'spread' of the bell, see Figure Dl. 
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k 
:-(O/x)2 
H ( x) = ke 
x 
The result of convolving the image with the PSF is to 
smooth out the sharp edges on an image (acting like a low-
pass filter). Convolution of an image with a PSF is a two 
dimensional application. The method of convolution is 
illustrated in a 1 dimensional application in Figur~ D2, 
where a PSF is convolved with a wall (edge). 
D2 
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0 
moving the PSF 
across the wall 
i i+l i+2 n 
D3 
result of convolu-
ti n: rounded edge 
Figure D 2 1 .. ll.u.s-t..r..a.t ing th~ncept Q f c..rnl.u.t..i..<2n 
With reference to Figure D2, the steps involved in the 
convolution are: 
i) set the line position-counter L to 0 i.e. to the 
beginning of the line 
ii) position the PSF at location L of the wall 
iii) multiply the entire bell shaped curve with the wall 
iv) store the result at position L of the resulting 
curve/array 
v) increment L by the amount appropriate to the 
fineness/closeness of the resolution required 
vi) repeat steps (ii) to (v) until the PSF reaches the end 
of the line 
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The resulting curve is also illustrated in Figure D2. Note 
that: 
D4 
i) the width of the falloff function is slightly less wide 
than the PSF 
ii) the edge on the resulting image occurs at half the 
original height of the wall and at the point of maximum 
slope of the resulting convolved image 
iii) the resulting curve is symmetrical 
Extending the convolution to two dimensions: 
Convolving Ellipseo (an ideal ellipse with direct falloff) 
with a two dimensional PSF results in a curve illustrated in 
Figure D3. 
convolved with 
results in: 
Figure D3 ~.i.m.en.sJ..9...o.a.1-.c.o.Jl.Y..o..l.uti..Qo pf E~ 
.P...s..E 
Convolution of targets in digital images with a PSF results 
in a discrete approximation to the continuous convolution of 
the ellipse. An example of a discrete convolution in one 
dimension is given in Figure D4. Again, the effect of 
convolution using a gross approximation to the PSF can be 
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seen to have the effect of a 'smoothing function', removing 
sharp edges. 
a wall 
11 11 11111 
convolved with 
111 1 1 1 1 1 110 0 0 0 0 0 
Resulting curve 
4 4 4 4 4 4 3 1 0 0 0 0 0 
1 2 1 
-Point Spread 
Function 
Approximation 
Figure D4 .Q.Q..n..~oJ...ut.io.n of a di scret~.h_ru:i. 
APProxiI11AtiQn t9 a P...s.E 
Problems with convolution using a digitised signal include: 
i) The centring accuracy of the originally fabricated 
ellipse-with-direct-falloff cannot be improved. 
DS 
ii) For an ellipse with a falloff from saturation to 
background level within three pixels, the point spread 
function cannot exceed three pixels, i.e. it would look 
like the case illustrated in Figure D4, which is a poor 
depiction/approximation to the point spread functi6n. 
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One method of obviating the problem of poor PSF definition 
would be to : 
i) fabricate the ellipse with direct falloff at, for 
example, twice the intended size 
ii) convolve it with a point spread function of.also twice 
the original size 
iii) reduce the resulting ellipse .to half of the exparided 
size. 
D6 
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.EL.ID.l.C.HART.S OF THEJAB.GE.'.LD..E.T.Ec.T.I.QJLE.RQCEDJ.lBE 
The· 'target detection' aspect of the Target detection and 
centring algorithm, which is briefly described in Chapter 
8.1 , is explained in this Appendix using a series of flow 
charts: 
Flowchart (1) gives an overview of the entire target 
detection and centring program 
El 
Flowchart (2) illustrates locating targets on the image 
Flowchart (3) describes finding target extents on an image: 
(3a) the Freeman chain code is described 
(3b) the flow chart to find target extents 
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GENERAL OVERVIEW JF THE PROGRAM 
FiND AHD· L!Si THE 
EXTENT OF iHE IMAGE 
T 
REMOVE ILLEGAL TARGETS FROM THE IMGE 
FIHD THE UIHDQU SIZE OF iHE TARGET POIHT GIVEH A THRESHOLD LEVEL 
FOR ALL LEGAL TARGETS 
TAXING A LARGER UIHDOU 
ADD A BORDER ROUHD THIS 
U!HDOU 
,, 
READ THE 
FIRST TARGET UIHDOU IHTO 
AH ARRAY 
USE ALL THE CEHTRIHG ALGORITHMS OH THE TARGET AHD STORE DATA IH AH ARRAY . 
STORE ALL DATA TO DISX 
i) ALL TARGETS. IH THE.ORDER 
FROM L .. n 2> FOR EACH TARGET 1 THE CENTRE CO-ORDIHHTE AS FOUND BY EACH ALGORITHM 
Flowchart (1) 
READ HE~T 
YES TARGET UIHDOU INTO 
AH ARRAY 
E2 
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HO 
HO 
Flowchart (2) 
FINDING THE TARGETS OF AN IMAGE 
READ ~H BUFFER OF !MAGE MEMORY 
. HO 
LET PIXEL POSITION: (P~SS,iGT,0l-1 
HO 
<IHCREMEHT TARGET HUMBERl 
FIND THE EXTENT OF THE TARGET 
STORE THE TARGET EXTENTS , 
READJUST THE iARGET EXTENT 
I 
' X : K - 1 THERE IS OHE LESS TARGET THAH UE EXPECTED 
LET PIXEL POSITION: POSCBUFS,TGTS,0l-1 
E3 
!H!REMEHT BUFFER CENTRE 
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Flowchart (3a) 
FIND THE TARGET EXTENTS 
HEXT ROTATIOH RIHG 
CVR RENT 
ROTATIOH HUMBER AND ORIEHTATIOH 
!Ro TAT I ON RI NG! 
OOLANATIOH or THE ROTATION RING: IT GWES 
1. THE DIRECTION ASSOCIATED WITH A ROTATION HUMBER 
.2. THE DIRECTION or THE NEXT PIXEL TO SEARCH IF THE CURRENT ONE POINTED TO IS HOT A UALID PERIMETER POINT. , . 
<THIS IS FOUND BY IHCRIMOOING 'RoTRTIOH 8T l 
3. THE DIRECTION TO START LOOKING IH1 IF THE PIXEL LAST POINTQ TO B¥ ' ROTATION' WAS A URLID PERIMETER PIXEL. (THE N~ UALUE OF ROTATION GNEN BY 'NEXT ROTATION RING') 
[ 
FOR EXAMPLE: 
IF THE PIXEL POINTED TO MITH A ROTATION AT 1 WAS A PERIMETER PIXELJ..,THEH THE FIRST DIRECTION TO LOOK MHEH UI~IHG FROM THE HLH PERIMETER POINT IS MITH A ROTATION OF 8. 
E4 
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HO 
Flowchart (3b) 
FIND THE TARGET EXTENTS 
LET ROTATION : 1 
I LET FIRST PIXEL : PIXEL! 
I 
' LET SECOHD PIXEL : -1 
8--HO ------
• LET FIRST ROTATION : ROT 
' FIND THE NEXT PIXEL ROIHTED IT' I H THE BUFFER BY ... 
ROTATION 
CHANGE THE 
~TARGET 
YES ! LinITS 
HO 
EVALUATE THE HEU ROT TO START MITH UHEH VIEUIHG AROUND THE HEU PIXEL US!HG 
THE ROT RING 
LET ROT : ROT + 1 
FI HD THE HEX! PIXEL POINTED IT' BY ROT 
YES 
---1LET ROT 
. : 1 
.,.__YE_S-8 8 
CTHIS IS A SINGLE PIXEL> CUE HAVE TRAVERSED THE 
ENT IRE TARGET> 
LET ZHD PIXEL : -1 
E5 
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:W..QB.K.E.IL.EXAM.P.LE-1..L.L.U.S.TRAT. I NG TH.E._llQU..GlL.TRANfil'JIBM 
The principle of the Hough transform can be explained using 
the following example: 
Given n points on an image, find the subs~t of those 
points that lie on a straight line. One method to achieve 
this would be to, find all lines determined by every pair of 
points and then to find all points which are close to the 
line. The method outlined above is computationally 
prohibitive in all except the simplest of images since it 
involves finding n(n-1)/2 - n2 lines and then performing 
n(n(n-1))/2 - n 3 comparisons of each point to each line. 
Fl 
The problem may be viewed in a different way using the Hough 
transform, Gonzalez (1987). 
Given a point (XI ,yI) and the equation of the slope 
intercept form: YI = axI + b, there are an infinite number 
of lines passing through YI = axI + b, for different values 
of a and b. When the formulation is changed about, giving: 
b = -axI +YI, considering the a-b plane (parameter space) 
there is only a single line for the co-ordinates (XI ,yI ). 
The co-ordinates (x2,y2) similarly form a second line 
intersecting with the first line at (a',b') giving the 
parameters of the line passing through the points (xI,YI) 
and (x2,y2 ). The concept is illustrated in Figure Fl below. 
Un
ive
rsi
ty 
of 
Ca
pe
 To
wn
 
F2 
b' 
x b 
•... ( Xl , Yl ) 
.......... ••' -"' 
y a 
x-y plane parameter space 
Figure Fl The x-y pl~~ 
The paramet·er space is quantized into a matrix, called the 
accumulator matrix, sub-dividing the parameters a and b each 
by k increments, between limits (a.min,a.max) and (bmin,bmax). 
For each point (xh, Yh) the line intersecting the relevant 
pixels in the parameter space matrix increments the 
particular matrix location by (say) 1, so fork increments 
in the matrix, given one point (xh, Yb), there will be k 
parameter matrix locations incremented, see Figure F2. 
bmin bmax 
am in ~ 
~ 
~ ~ 
" ~ ~ 
curve 
b = -ax1 +y1 
~ 
~ ~ 
~ 
am ax 
Figure F 2 .Q.u.an.t.i.z..a.ti.Q n Q f t.h.e_p...ru:.am..e,.t_e..I:__l?..l.a.n.e. 
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Subdividing the a axis into k segments: for every point 
( ) k 1 Of 'b' bt . d Xi 1 Yi , va ues are o aine , relating to the k 
possible values of 'a'. Given n image points, there are nk 
computations to fill the parameter space. The process is 
therefore linear in n. 
F3 
Although the description relates only to straight lines, the 
Hough Transform applies to any curve f(x,a) = 0 with 
parameter vector 'a' and co-ordinate vector 'x'. 
Thus for the ellipse 
x - c1 2 y - C3 2 
+ = 1 
C2 C4 
with the ellipse being rotated by an angle cs , graphically 
illustrated in Figure F3, there is a 5 dimensional parameter 
space, with an accumulator of the form A(i,j,k,l~m). 
y 
·· . .. 
.... 
... cs 
x 
'"··(Cl 1 C3 ) 
Th~ procedure is to increment four of the parameter values, 
solving for the fifth parameter and then update the 
accumulator corresponding to the 5 parameters c1 ,c2 ,c3,c4 ,0. 
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F4 
The traditional implementation of the Hough Transform to 
solve for five dimensional parameter space is expensive with 
respect to CPU usage and storage space. Therefore, 
variations of this approach have been developed. 
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.iJ_._STEPS ll.S.ED~ THE AC:C:Cl.BAC'.Y OF THE S.EAIWH. IARGE.I 
.Q.EN.T.R.I.lliLAL..GQRUHM (i.e. o..n.l.y__th.e_C...._G. algorit.hm._b..u.il.t 
i.n.t..Q___t.h~_EH.Q.EN.I..Q.S_sy_s..t_e.m.LAN.lLTli.E_EEE..C.L..Q F LENS 
.D..I.S..T.Q.BITQN....IDLA._REAL_l.M.A.GE 
1. Set up lighting of the objects, camera aperture and 
focusing. 
Gl 
2. Use Matrox cards and PIP software to read the image into 
the computer. 
3. Store the image to disk. 
4. Use 'scaling' on the Matrox card to select a suitable 
threshold value for the particular image, to view the 
targets without the object. 
5. Store the thresholded image to disk. 
6. Use Target Centring Program SEARCH to scan the image: 
Eliminates bad, partially obscured and incorrect 
targets from the target list. 
Automatically numbers the targets in the order they 
are found (from left to right, top to bottom) , 
providing an initial estimate for the target 
centres. 
The .targets and associated numbers are superimposed 
on the image and displayed on the video screen. 
The list of target numbers and appropriate target 
centres are stored to disk. 
7. (Convert the record file of the SEARCH target numbers 
and centres, to a text file.) 
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G2 
8. Refer to the image of target centres with associated 
target numbers. Compare the image to the surveyed 
control frame. Renumber the SEARCH numbering of target 
centres with the numbers given to the targets in the 
original surveyed control frame analysis and store to a 
(text) file. 
9. (Convert the text file of target centres with modified 
associated target numbers, renumbered in [i.8] above, 
to a record file.) 
10. Run data of the image target centres through the PREP 
program to deteimine the accuracy and standard 
deviation from the mean of: 
the targets as viewed by the imaging system in 
relation to the target locations obtained from the 
surveyed control frame 
the target centres obtained by the imaging system, 
connected by one of a number of lens distortion 
models, compared to the target locations obtained 
from the surveyed control frame 
the options available are: 
choose the correlation process: 
least s~uares fit or bundle adjustment 
number of iterations 
lens distortion model chosen including: 
o no lens distortion 
o Brown model 
o El-Hakim's model. 
The output of the PREP program i~ a measure of the 
accuracy of the C.G. algorithm as used within the 
PHOENICS system. 
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G3 
A by-product of the least squares adjustment 
giving the accuracy of targets in relation to the 
surveyed control frame, is the availability of the 
ratio of pixel width to pixel height. 
Initially, an estimate of the ratio is input to 
the program and one of the output parameters to 
the adjustment ii a correction to the pixel ratio~ 
When the pixel ratio approximation is multiplied 
by its correction, a more accurate approximation 
to the pixel height-to-width ratio is obtained. 
The pixel ratio is of great importance when 
obtaining/using information directly off the 
imaging system, so as to correctly scale the 
object viewed. ) 
Steps 7 to. 9 are necessary for the implementation of this 
system because of the addition of the human interface to 
renumber the target sequence. 
li.) ON A.S.S.E.S..S.I.N..<L.TH.lL.QQMEARA.T I.YE A.Q.Q!.T.EACY OF A.LL TJIE.J'.AB.a.EI 
.J 
JJ..E1:!.I.B.I.NJLAL.GO..B.I..IHJ1.s. AS. 12EY..E.L.Q.:eEJLI.1L..TJI.I..S-1:HE.SJ..S__s:m_nEAL 
.lli.A.GE.S 
In evaluating the effectiveness of the various target 
centring algorithms, the steps outlined in the previous 
section were used and the target centring routine was 
slotted in. 
The sequence of steps used to compare the various target 
centring algorithms are: 
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1. Set up lighting of the objects, camera aperture and 
focusing. 
2. Use the Matrox card and PIP software to read the image 
into the computer. 
3. Store the image to disk. 
4. Use 'scaling' on the Matrox card to select a suitable 
threshold value for the particular image, to view the 
targets without the object. 
5. Store the thresholded image to disk. 
6. Use the SEARCH Program to scan the image 
Eliminate bad, partially obscured and incorrect 
targets from the target list. 
The program automatically numbers the targets in 
the order they are found (from left to right, top 
to bottom) and provides an initial estimate for 
the target centres. 
The targets and associated numbers are superimposed 
on the image and displayed on the video screen. 
The list of target numbers and appropriate target 
centres are stored to disk. 
7. (Convert the Record file of the SEARCH target numbers 
and centres, to a text file.) 
G4 
8. Refer to the image of target centres with associated 
target numbers. Compare the image to the surveyed 
control frame. Renumber the SEARCH numbering of target 
centres with the numbers given to the targets in the 
original surveyed control frame analysis and store to a 
(text) file. 
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9a. Run the program to evaluate the different target 
centring algorithms: 
G5 
(- Choose a threshold level for the Edge Detection and 
Centre of Gravity algorithm.) 
The program output is ordered in terms of the targets 
found. The ordering is from left to right, top to 
bottom. For each target, the centres as determined by 
each algorithm is sequentially stored. 
9b. Use the conversion program to convert the target number 
associated with each target location (as found using 
each of the target centring algorithms in [ii.9a]), to 
the target numbering scheme as defined by the control 
frame numbering scheme. This is achieved by finding 
the 'best fit' between target centres found in [ii.9a] 
with those found in [ii.8] and swapping the 
corresponding associated target numbers of [ii.9a] for 
those of [ii.8]. 
A unique/ separate (record) file is used to store· all 
the target centres together with their associated 
target numbers (now corresponding to the control frame 
numbering scheme), for each target centring algorithm. 
10. All the target centres for each target centring 
algorithm are passed through the PREP program to assess 
the precision of each algorithm with respect to the 
surveyed control frame. (In order to determine 
centring accuracy of the algorithms alone, ignoring 
lens distortion, a lens distortion model is used to 
compensate for video imaging errors.) The precision of 
each target centring algorithm is stored. 
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G6 
11. The accuracy of each algorithm is compared, to determine 
which algorithm has the best centring capability on 
real targets . 
.iiiJ-.S.TEES___llS ED TQ_AS..S.E.S..S COMEARAT I YE As:;_C...U.J3.ACL(£_.A,L.LJ.H.E 
.T.AR.G.E:LC.EN..1'..B.I.11..G.__ALJl.QIU.T.H.tm. DE..J!E.L..O..P.E])_LN_T.H.I..SJHE.S.IS, QN 
.S..YN.IH.E.I..I.C......:I.ARGET.s. 
1. Synthetic elliptical images are fabricated: 
the number of targets is selected 
2 • The 
the orientation, size, shape and .cen.t~ loQa.tinn 
within the image for each target is.....d..e.fi.n~L 
smte:red 
the type of falloff function and the steepness of 
the falloff from saturation to background level is 
chosen for all ellipses 
program to evaluate the centring ability of various 
algorithms is run on the synthetic image. The output 
is ordered in the order of the targets located 
(starting in the top left hand corner, searching the 
image row by row). For each target, the centres as 
determined by each algorithm, are placed sequentially . 
3. A program then compares (all) the target centres for 
each algorithm to a list of ellipse centres as 
specified by the synthetic target manufacturing 
algorithm [iii.1], outputting the accuracy of each 
algorithm. 
4. The accuracy of each algorithm is compared, to determine 
which algorithm has the best potential target centring 
capability. 
