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1. hTR00uc~10N 
In recent years there has been a large amount of interest in extending the 
relational model of a database to capture more of the structure of the data, e.g., 
[HY82, JS82, KV84, OY85, RR83, SP82, SS77]. Most of this work has focused on 
two issues: How to model the physical structure of the data, and how to define 
query languages on structures that are more general than flat relations. One 
popular model has been non-first normal form (non-lNF), or nested, relations. 
These are relations in which the components of tuples may be sets of objects rather 
than simple, atomic, objects. 
Another important direction of database research has been in using logic 
programming languages, such as Prolog, as database query languages [BMSU86, 
GM78, HN84, Kow79, Nai83, Rei78, UllSS]. Such languages provide a very 
natural way to express queries on a relational database. Furthermore, by allowing 
recursion, we get a language that is more powerful than the relational algebra of 
Codd [ AU79]. 
There has been very little work, so far, on combining these two approaches 
[BK86, TZ86, BNR*87, SN87]. By this we mean both extending the data model 
to capture more of the semantics of the data, while at the same time using a logic 
programming language as the query language. In order to do this, we need to have 
some way to deal with complex objects in logic programs. Some types of data 
structures can be easily represented by Prolog structures. Others, in particular 
aggregation, i.e., forming sets of objects, cannot. Therefore, if we are to use a logic 
programming language as a query language for nested relations, the language has 
to be extended to handle sets of objects. The subject of this paper is how to extend 
logic programming to handle aggregation. -We regard such an extension as an 
essential prerequisite to extending logic programming to non-1NF databases. 
Furthermore, the extension we propose may also be useful in other applications of 
logic programming besides database query languages. 
To illustrate our approach, let us see how a programmer would normally deal 
with a set of objects in Prolog. Usually a set would be represented as a list. 
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Predicates involving sets would then be defined by iteration on the elements of the 
list. For example, the membership predicate could be defined as follows. 
member(x, [x 1 L]) :- . 
member(x, [y 1 L]) :- member(x, L). 
When a predicate involves more than one set, the rules can become quite 
complicated and unintuitive. For example, one way to define a predicate that holds 
when two sets are disjoint is as follows: 
disj(l, 0) :- 
disj(0, L) :-. 
Even if we replaced these rules by a more efficient definition, such an approach 
would still be contrary to the general philosophy of logic programming. Whenever 
possible, the programmer should not have to deal with the control structures in the 
program. In examples such as these, the logical definitions of the predicates are 
fairly simple. Despite this, the programmer has to specify a lot of details about the 
implementation, such as how to iterate over the sets. 
We propose an extension to logic programming called LPS (Logic Programming 
with Sets). The LPS language has two types of objects: individual objects, and sets 
whose elements are individual objects. We first consider only one level of set nesting 
in order to concentrate on the key problems that arise, in as simple a framework 
as possible. The rules in the LPS language are fairly similar to the Horn clauses of 
logic programming. The main difference between LPS rules and Horn clauses is 
that the right-hand side of an LPS rule may be preceded by restricted universal 
quantifiers. This means that an LPS rule has the form 
A :- (Vx, E A-,). . . (Vx, E X,)(B, A ‘.’ A B,). 
This is a fairly conservative extension of Horn clause logic, since whenever the sets 
X,, . . . . X,, have known values, the body can be reduced to a normal Horn clause, 
i.e., the conjunction of the body (without the quantifiers) over all the elements of 
the sets. We shall see that our extension of Horn clause logic, unlike extensions that 
allow arbitrary quantification on the right-hand side [LT84, BNR*87], preserves 
the semantics of Horn clause logic. 
EXAMPLE 1. The disj predicate could be defined by the rule 
disj(X, Y) :- (Vx E X)(Vy E Y)(x # y) 
(x # y could be defined as 1 (x = y); negation will be discussed later on.) 
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EXAMPLE 2. LPS contains the membership predicate as a primitive. Using this 
predicate, we can define the subset relationship by the rule 
subset(X, Y) :- (Vx E X)(x E Y). 
EXAMPLE 3. The predicate union(X, Y, Z) means that Z is the union of X and 
Y. It is defined by the rule 
union(X, Y, Z) :- subset(X, Z) A subset( Y, Z) A (Vz E Z)(z E X v z E Y). 
(Note that because this rule uses disjunction it is not really an LPS rule as 
defined above. In Section 4 we show how to convert this a rule into an equivalent 
set of LPS rules.) 
EXAMPLE 4. Let R(x, Y) be a non-first normal-form relation. The unnest opera- 
tion of [JS82] can be defined by the rule 
S(x, y) :-R(x, Y) A YE Y. 
EXAMPLE 5. Suppose that X is a set of numbers, and that we want to compute 
their sum. Let disj-union(X, Y, Z) mean that Z is the disjoint union of X and Y, 
i.e., 
disj-union(X, Y, Z) :- union(X, Y, Z) A disj(X, Y). 
Then sum(Z, k) can be defined by the recursive rule 
sum(Z, k) :- disj-union(X, Y, Z) A sum(X, m) A sum( Y, n) A m + n = k 
with the base case 
sum(X, n) :-X= {H}. 
EXAMPLE 6. Let parts(x, Y) be a non-1NF relation that means that object x is 
built from the component parts in set Y. Let cost(x, n) be a relation that gives the 
costs of the component parts. Then the cost of object x can be computed by the 
rules: 
obj-cost(x, n) :- parts(x, Y) A sum-costs( Y, n) 
sum-costs(Z, n) :- disj-union(X, Y, Z) A sum-costs(X, m) 
A SUITI-COStS(Y,n) A m+n=k 
sum-costs(X, n) :-X= {p} A cost(p, n). 
In the next section we define the LPS language formally. In Section 3 we discuss 
the formal semantics of LPS and show that the language has model-theoretic and 
fixed-point semantics to those of [vEK76]. In Section 4 we investigate the 
expressive power of the LPS language. We show that we can allow disjunction on 
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the right-hand side of an LPS rule without increasing the power of the language, 
but, on the other hand, LPS is not powerful enough to construct the set of all 
objects that satisfy a given predicate. In Section 5 we show how to extend the LPS 
language to arbitrary finite sets, and finally, in Section 6 we compare our approach 
to other ways of adding sets to logic programming, such as that of [BNR*87]. 
2. THE LPS LANGUAGE 
2.1. The Underlying Logic 
The LPS language is based on a two-sorted logic. The two sorts, which be 
denoted by a and s, correspond to atomic objects and sets of atoms. The language 
contains function symbols, which, with one exception are from sort a to sort a.’ 
This exception is for building sets, for which we have terms such as {xi, x2, x,}, 
where the variables x1, x2 and xj are of sort a. These terms are defined using 
special function symbols (,, where { ,Jxr, . . . . x,) represents the set {x1, . . . . x,>. 
DEFINITION 1. An LPS language L consists of: 
1. Predicate symbols py, i = 1, . . . . n,, where ai is a string of a’s and s’s of 
length 20 that specifies the sort of the predicate. L also contains three special 
“built-in” binary predicate symbols: =“, ==, and ~~~~ 
2. Function symbols fy: i= 1, . . . . n,. fy’ is from sort am’ to sort a. L also 
contains the special function symbols {n for all n > 0. {n is from sort an to sort s. 
3. Constants cf, i= 1, . . . . n3, all of sort a. 
4. Variables xp, i= 1, . . . . n4. .x? is of sort /Ii, 
In practice, the sorts of the functions and predicates will often be clear from the 
context, and then we do not mention the sort explicitly. In particular, we do not 
usually distinguish between the two types of equality. We use the convention that 
lower case letters near the end of the alphabet (x, y, z) represent variables of sort 
a, upper case letters (X, Y, Z) represent variables of sort s, and we often assume 
that predicate symbols are written with all the variables of sort a preceding those 
of sort s. Normally, when we refer to predicate or function symbols in a language, 
we include the special “built-in” ones, unless we explicitly state otherwise. 
DEFINITION 2. A term t over an LPS language L is one of: 
1. A constant c,. The sort of such a term is a. 
2. A variable xi. The sort of such a term is the sort of the variable. 
3. f(t1, . . . . tk), where f is a function symbol, and each tj is of sort a. The sort 
of the term is s if f is one of the {*‘s, and is a otherwise. 
’ In Example 8 we explain why uninterpreted function symbols with other sorts are not allowed, 
571/41/i-4 
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We write {t,, . . . . tn} for the term {,Jfl, . . . . t,), and @ for the term (,,. We then 
define atomic formulas and well-formed formulas in the usual way. 
An LPS model is a first-order model of the logic that satisfies several additional 
constraints. These constraints require that the model interpret sort s as sets of 
elements of sort a and that it interpret the special function and predicate symbols 
correctly. In other words, the equality and membership predicates are interpreted 
as identity and membership over the corresponding domains, and the function 
symbol {n is interpreted as a set constructor. 
DEFINITION 3. Let L be an LPS language. An LPS model M of an LPS 
language L consists of 
1. Two sets D and D*. D is the interpretation of sort a, and D* is the inter- 
pretation of sort s. Because sort s corresponds to sets of objects of sort a, we require 
that D* be a subset of B”“(D). 
2. Interpretations of the predicate symbols. 
k I 
-- 
(a) If ~4~ is a non-special predicate symbol of sort ai = a . .. a s .. . s, then 
M(py) is a subset of 
k / 
-v 
Dx ... xDxD*x ..‘xD* 
(b) M( =“) is the equality relation on D x D 
(c) M( =“) is the equality relation on D* x D* 
(d) M( E ) is the membership relationship between elements of D and D*. 
3. Interpretations of the function symbols. 
(a) Iffy is a n-ary function symbol other than (,, then M(fi) is a function n 
from m to D 
(b) M( { ,J is defined as M( {,)(d,, . . . . d,) = {d,, . . . . d,}, for all elements 
d 1, . . . . d, of D. 
4. An interpretation M(ci) ED of each constant. 
Interpretations of terms and formulas are defined as usual. Note that the inter- 
pretations of quantifiers (Vx) and (VX) are over D and D*, respectively. Free 
variables, closed formulas, validity, the symbol :-, etc., are also defined as usual. 
2.2. LPS Programs 
DEFINITION 4. A restricted universal quantifier is a quantifier of the form 
(Vx E X). 
The formula (VXE X)$ is an abbreviation for (Vx)(xeX* 4). Note that 
(Vx E X)4 is true whenever X is the empty set. 
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DEFINITION 5. An LPS clause over L is a formula of the form 
A :- (Vx, E X,) . . . (Vx, E X,)(B, A . . . A II,), 
where each Bi is an atomic formula, each Xi is a variable of sort a, each Xi is a 
variable of sort s, and A is a non-special atomic formula.* The case n = 0 is allowed, 
in which case the clause is an ordinary Horn clause. 
This clause in an abbreviation for the closure of the formula 
(VX,EX,)...(VX,EX,)(B, A ... A &)*A. 
A has to be a non-special atomic formula, since otherwise we could write a clause 
that redefines equality or membership, and this could cause problems later on. 
Goals, empty clauses, substitutions, etc., are defined in the usual way. 
DEFINITION 6. An LPS Program P is a finite set of LPS clauses. 
3. SEMANTICS 
3.1. Minimal Model Semantics 
We first extend the notion of a Herbrand model to the LPS language. 
DEFINITION 7. The Herbrand universe has two components: 
1. U;, consisting of 
(a) all constants ci. 
(b) all termsfiu, . ..u., where ul, . . . . u, are in Ut. 
2. Us=@“, i.e., all finite sets of elements of UP,. 
A significant difference between our definition and the standard definition of a 
Herbrand model is that terms of the form {,,(x,, . . . . x,) are interpreted as finite sets 
of elements of UP,, rather than by the term that we would get by concatenating the 
function symbol {n to its arguments. We do this to ensure that a Herbrand model 
is also an LPS model. 
DEFINITION 8. The Herbrand base is the set of all atomic formulas of the form 
k I 
1. pF(u,, . . . . uk, UT, . . . . u,?), where a,=GX 
2. 241 ==u* 
3. u:=su: 
4. U,EU1*, 
where ul, . . . . uk are in UP, and UT, . . . . 24: are in US,. 
’ I.e., it is one whose predicate symbol is not an equality or membership predicate, 
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DEFINITION 9. A Herbrand model of L is an LPS model of L that satisfies 
1. The domains of the sorts a and s are UL and US,, respectively. 
2. The interpretation of a constant is the constant itself. 
3. The interpretation of a non-special function symbol is the function that 
consists of concatenating the function symbol to its arguments. 
LEMMA 1. Let M, and M, be Her-brand models of L, and let 9 be a ground 
substitution for the formula (x E X). Then 
44, k (xEX)eoM* k (XEX)& 
Proof The substitution 0 replaces x by some ground term u in US,, and 
replaces X by some U in U;. By the definition of US,, U is a finite set {ui, . . . . u,} 
of ground terms of sort a. But then, for any Herbrand model M (in fact, any LPS 
model), M satisfies (XE X)0 iff u is equal to one of the terms ui, . . . . u,. 1 
A key property of Horn clauses is that any set of Horn clauses that has a model 
must have a Herbrand model. This result also holds for LPS clauses. 
LEMMA 2. Let P be a set of LPS clauses, and let M be an LPS model of P. Then 
P has a Herbrand model M*. 
ProojY In order to define M*, we have to define the interpretations of the non- 
special predicate symbols. M*(py) is defined as the set of all tuples (u,, . . . . uk, 
UT, . ..) u,?) such that each ui is in UP,, each u,+ is in US,, and such that 
(Wu,), . . . . M(Q), M(4’7, . . . . M(G)) E Wp:). 
Whenever A8 is a ground instance of an atomic formula, we have 
We claim that any LPS clause that is satisfied by M is also satisfied by M*. To 
show this, assume that the clause 
A :-(Vx,EX~)~~~(vx,EX,)(B* A ... A B,) 
is not satisfied by M*. Then there is a ground substitution 0 for which M* t# A8 
but 
M* k ((VXI E A-,). . * (Vx, E X,)(B, A . . . A B,))e. 
Since M k AB, we will complete the proof by showing that 
M + ((v~Ex1)‘..(v~,Ex,)(B~ A . . . A &))o. 
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Let di, . . . . d, be in the interpretation of sort a in M with the property that 
M I= (xi ~xi) Q{x,P,, . . . . x,/d,} for all i from 1 to n. We have to show that 
M k (B, A ... A B,)B{x,/dl, . . . . x,/d,}. 
Let u* be the term that 8 substitutes for the variable Xi. Since UT is ground, it must 
be of the form {u,!, . . . . u?}, and therefore M(uT) is equal to {M(u!), . . . . M(uF)}. 
But then M k {xieXi) &x,/d,, . . . . x,/d,} holds iff dj is equal to M(uj’) for some 
j,. This implies that 
M* k {xi EX~) B(x,/u~, . . . . x,&i} 
holds for all i, which in turn implies 
M* k (B, A . . . A B,) 6(x&$, . . . . x,/u;}. 
Therefore, since di is equal to M(ut), 
M t= (BI A *.. A &) e{.q/d,, . . . . x,/d,}. 1 
EXAMPLE 7. It is well known that first-order formulas may have first-order 
models but not have Herbrand models. An example of this is the formula 
p(a) A (3x) 1 p(x) in a language with the single individual constant a. Since 
(3x) 1 p(x) is the same as the Horn clause :- (Vx) p(x), we might think that the 
LPS clauses p(a) and :- (VXE X) p(x) would have LPS models but not Herbrand 
models, contradicting the lemma. The reason this does not happen is that 
:- (VXE X) p(x) has no LPS models. :- (Vx E X) p(x) is equivalent to the closed 
formula (VX)(~XEX) 1 p(x), and (AXE X) 1 p(x) is always false when X= f21. 
EXAMPLE 8. The requirement that the non-special function symbols always be 
of sort a is essential, for if we were to allow function symbols from sort a to sort 
s and if f were such a function symbol, then the clauses 
( :- A(f(a)), A(X) :- (Vx E X) B(x)} 
would have an LPS model, since we could interpret f(u) by the set {u} and that 
would make B(u) false. However, these clauses do not have a Herbrand model, 
since x~f(u) is false in every Herbrand model, forcing A(f(a)) to be true in such 
a model. 
DEFINITION 10. Let P be a set of LPS clauses. The least Herbrand model of P 
is defined as the intersection M, of all the Herbrand models of P. 
The next theorem can be proved in the same way as for Horn clauses. Lemma 2 
is the key result that makes use of the fact that our clauses are of a more general 
form. 
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THEOREM 3. 1. M, is a Herbrand model of P. 
2. M, consists of those formulas in the Herbrand base that are logical conse- 
quences of P. 1 
3.2. Fixpoint Semantics 
LEMMA 4. Every ground instance of an LPS clause is logically equivalent to a 
ground instance of some Horn clause. 
Proof Let 8 be a ground substitution for the LPS clause 
A :-(VX,EX,)...(VX,EX,)(B, A ... A B,). 
The ground term that 8 substitutes for Xi must be of the form {ui, . . . . u$}. Since 
xj E (ui’, . ..) u?} is logically equivalent to xi = ZJ~ v . . . v xi = u$, it follows that the 
ground instance of this LPS clause is logically equivalent to the Horn clause 
A :- A (B, A . . . A B,)e{xl/u:l, . . . . XJ~:>. i 
(kl....,k,) 
1 < k, < j, 
DEFINITION 11. Let P be an LPS program. We define a mapping Tp from 
Herbrand interpretations to Herbrand interpretations as follows. T,(M) is the set 
of all formulas A in the Herbrand base for which there is a ground instance 
A:-B, A ... A&,, 
of a clause in P, with the property that all the Bls are in M. 
Using Lemma 4, we can modify the standard proof to show. 
THEOREM 5. Let P be an LPS program. Then M, = lfp( Tp) = T, t w. 1 
The standard procedural semantics can also be extended to LPS. However, to do 
so, we have to use arbitrary unifiers, rather than the most specific one. For this 
reason, it is no longer a practical decision procedure. 
4. THE EXPRESSIVE POWER OF THE LANGUAGE 
4.1. Using Disjunction in LPS Rules 
Some of the examples in the introduction to this paper use clauses that do not 
fit the formal definition of LPS. For example, we defined union by the clause 
union(X, Y, Z) :- (Vx E X)(x E Z) A (Vy E Y)( y E Z) 
A (t/ZEZ)(ZEXV ZE Y). 
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This is not an LPS rule since the clause contains disjunction, and universal quan- 
tifiers were allowed only in front of the entire right-hand side. 
The second point might not seem to make a difference-after all, the formula 
(Vx)(A A B) is equivalent to A A (Vx)B whenever x does not appear free in A. With 
restricted quantifiers, however, (Vx E X)(A A B) is not, in general, equivalent to 
A A (Vx E X)B, since when X is the empty set, the first formula is always true, while 
the second is equivalent to A. 
Ignoring this problem for a moment and considering only disjunction, we might 
try to handle it in a similar way to Horn clauses. The Horn clause A :-B v C is 
equivalent to the pair of clauses A :-B and A :- C. If we try the same thing with 
the union predicate, we get (using XC Y as an abbreviation for (VXE X)(XE Y)) 
union(X, Y, 2) :-XcZ A YEZ A (VzEZ)(zEX) 
union(X, Y,Z):-XGZ A YcZ A (VzeZ)(zE Y). 
But this is equivalent to 
which is not what we wanted. However, if we allow the use of additional, auxiliary 
predicates, we can then express the union predicate in LPS by the clauses, 
union(X, Y, Z) :- f3(X, Z) A f3( Y, Z) A t,(X, Y, Z) 
t,(X, Y, Z) :- (Vz E Z) t*(X, Y, z) 
t&r, Y, z) :-z E x 
t&f, Y, z) :-ZE Y 
t3(X, Y) :- (Vx E X)(x E Y). 
We now show that this construction generalizes to any positive formula. 
DEFINITION 12. Positive formulas are defined by induction as follows: 
1. An atomic formula. 
2. I$ v $ and $ A $, where 4 and $ are positive formulas. 
3. (Vx E X)4 and (3x E X)4 where 4 is a positive formula, and x and X are 
variables of sorts a and s, respectively. 
THEOREM 6. Let P be a set of clauses of the form Ai Z-B;, where each Ai is an 
atomic formula and each Bi is a positive formula over L. Then there is an extension 
L* of L and a program P* over L* such that for every formula q4 over L, 
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Proof We assume that P consists of the single clause A :-B, as the construc- 
tion can easily be extended to programs with more than one clause. We define the 
program P* =f(A :- B) by induction on the size of B as follows: 
1. B is an atomic formula. Then f(A :- B) consists of the clause A :-B. 
2. B is C, A C2. Let x,, . . . . x, and y,, . . . . y, be the free variables in C, and 
C,, respectively. Let N, (n-ary) and N, (m-ary) be new predicates, 
f(A :-B)=f(N,(x,, . . . . x,) :- C,)uf(Nz(~,, . . . . Y,) :-Cd 
u {A :-N,(x,, . . . . x,1 A NAY,, . . . . Y,,}. 
3. B is C, v C2. Let x1, . . . . x, and y,, . . . . y, be the free variables in C, and 
CZ, respectively. Let N, (n-ary) and N, (m-ary) be new predicates, 
f(A :- B) =f(N,(x,, . . . . x,) :- Cl) uf(Nz(y,, . . . . Y,) :- Cd 
u {A :-N,(x,, . . . . xn,} u {A :-NAY,, . ..> Y,,}. 
4. B is (3x~X)c. Let x1, . . . . x,, x be the free variables in C. Let N be a new 
(n + 1 )-ary predicate, 
f(A :-B) =f(N(x,, . . . . x,) :- C) 
u {A :-N(x,, . . . . x,,x) A XEX). 
5. B is (Vx E X) C. Let x, , . . . . x,, x be the free variables in C. Let N be a new 
(n + 1 )-ary predicate, 
f(A :-B) =f(N(x,, . . . . x,) :- C) 
u {A :- (Vx E X) N(x, , . . . . x,, x) 1. 
Obviousfy, P* is an LPS program. By induction on the size of B, we show that 
A :-B is equivalent to the program f(A :- B). The base case of the induction is 
when B is atomic, in which case f(A :- B) consists of the single clause A :- B. For 
the general case, we show how to deal with the case A :- C1 v C,. The other cases 
are similar. 
The definition of f( A :- C, v C,) is 
fW,(x, 3 . . . . x,) :-C,)u.f(~,LY,, ...? Yd Z-C,) 
u {A :- N,(x,, . . . . x,,> u (A :-NAY,, ...T Y,)). 
By the inductive hypothesis, the programf(N,(x,, . . . . x,) :- C,) is equivalent to the 
rule N,(x,, . . . . x,) :- C,, and similarly for N2 and C2. Since all the new predicates 
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that were introduced by our construction are distinct, it follows that any formula 
4 over L does not contain any of the Nils, and hence that 4 is a consequence of 
{A:-&,A:-N,,N,:-C,,N,:-C,} 
if and only if q5 is a consequence of A :- C, v C,. 1 
EXAMPLE 9. The definition of union in LPS that we gave above is somewhat 
simpler that the definition that we get from the general construction in the proof. 
The proof gives us the program 
union(X, Y, Z) :- N,(X, Z) A N2(X, Y, Z) 
N,(X, Z) :- (Vx E X) N,(x, Z) 
N*(X y, Z) :- NAY, .a A N,(X K Z) 
N,(x, Z) :-XEZ 
N4( K -a :- WY E Y) N,(Y, Z) 
N,(X, Y, Z) :- (Vz E Z) N7(X, Y, z) 
N,(Y, -a :-YEZ 
N,(X y, z) :- N,(z, -a 
NAX K z) :- N,(z, Y) 
N,(z, Z) :-ZEZ 
N,(z, Y) :-z E Y. 
It turns out that auxiliary predicates are essential to the proof of this theorem, since 
the union predicate cannot be defined without them. 
THEOREM 7. Let L be a language whose only non-special predicate is a ternary 
predicate p. There is no LPS program P with the property that for all sets A, B, and 
C in US,, 
M,kp(A,B,C)oAuB=C. 
ProoJ See Appendix A. 1 
4.2. Construction of Sets 
Suppose we are given a predicate A(x) and we want to construct the set S= 
(x 1 A(x)}, i.e., th e set of all those x’s that satisfy the predicate A(x). Since LPS is 
a nonprocedural, language, we have no mechanism to actually construct such a set, 
but could instead ask whether we can define a predicate B(X) that is satisfied 
exactly when X= S. If we try to define B(X) by the clause 
B(X) :- (Vx E X) A(x), 
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B(S) would indeed hold, but B(X) would also hold for all subsets X of S. We now 
show that such a predicate B(X) cannot be defined in LPS. The statement of the 
proof is rather complicated, since we have to be careful not to allow the definition 
of B(X) to redefine A(x), or vice versa. The proof shows that such a predicate 
cannot be defined in any language with minimal model semantics like LPS. 
THEOREM 8. Let A(x) be a unary predicate and let P be a program that does not 
contain the predicate B(X). There does not exist an LPS program P* such that 
M p v p* k B(U) if and only if U is equal to the set of all elements u in the Herbrand 
universe for which M, + A(u). 
ProoJ: Assume that such a program P* exists. Let c1 and c2 be two constants 
in L, let P, be the program {A(c,)}, and let P, be the program {A(c,), A(c2)}. 
Then M,, b A(x) iff x = ci , and therefore M,, v P. should satisfy B( { ci } ) but 
should not satisfy B(X) for any other set X. On the other hand, M,, k A(x) when- 
ever x = ci or c2, and therefore MPzu p* should satisfy B( { c,, cz)) but should not 
satisfy B(X) for any other set X. In particular, MPZv p* /# B( { cl }). Since every 
model of P, is a model of PI and since MPZvPe is a Herbrand model of P, and of 
P*, it follows that M,, p * is a Herbrand model of P, u P*. But then B( {cl }) is not 
satisfied in at least one Herbrand model of P, u P*, and hence is not satisfied in 
the least Herbrand model M,, v p., a contradiction. 1 
In order to construct the set {xl A(x)} we have to know, for each x, whether or 
not A(x) is true. This is closely related to making the closed world assumption, 
since we need negative information (which x’s) do not satisfy A(x)) as well as 
positive information (which x’s do). Since LPS is similar to Horn clause logic it 
only provides positive information and not the negative information needed for set 
construction. 
The relation between set construction and negation is very close. We can add 
negation to LPS in a straightforward way, losing of course the minimal model 
semantics. Extending the notion of a stratified program [ABW86] to LPS is also 
straightforward. We could then define the predicate B(X) by the clauses 
C(X) :-Xc Y A (Vye Y) A(y) 
B(X) :- (VXE X) A(x) A 1 C(X), 
where Xc Y is defined by 
XcY:-(vxEX)(xEY)AzEYAlzEx 
Informally, C(X) says that there is some set Y that is larger than X, all of whose 
elements satisfy A(x). B(X) says that all of X’s elements satisfy A but that there is 
no larger set with this property, which is equivalent to saying that X= {x I A(x)}. 
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5. EXTENDING LPS TO ARBITRARY SETS 
We outline how LPS can be extended to arbitrary finite sets, i.e., how to allow 
more than one level of set nesting. There are two ways we could do this. One way 
is to use a fully typed language, i.e., to have a type n for all sets of nesting depth 
n. The other way is to use an untyped language. We choose the second approach, 
primarily to facilitate comparing our results to those of LDL in the next section. In 
an untyped language we must still be careful to avoid letting the values of function 
symbols contain any elements, since then the minimal model semantics would no 
longer hold. We therefore use a model of set theory that has atoms as well as sets. 
We call the new language ELPS (extended LPS). An ELPS language L is an 
untyped first-order logic with equality, with special function symbols {n and E. An 
ELPS model M is a model of L over a domain D that interprets {n and E as the 
corresponding set-theoretic constructors and relations. We require that iffis a func- 
tion symbol in L, the range of M(f) must consist entirely of atoms, i.e., objects in 
D that themselves have no elements. Similarly, constants must also be interpreted 
as atoms. 
DEFINITION 13. The Herbrand universe U, for L is the smallest set that contains 
1. all the constants ci in L; 
2. all terms of the form fiul ... u,, where fi is a function symbol in L, and 
ul, . . . . u, are in U,; and 
3. all finite subsets of U,. 
The Herbrand base and Herbrand models are defined in the same way as before. 
Our previous results then hold in ELPS. 
THEOREM 9. Let P be an ELPS program. 
1. There exists a minimal model M, that is a Herbrand model of P, and 
consists of those formulas in the Herbrand base that are logical consequences of P. 
2. MP=lfp(Tp)= T,to. 
Theorems 6 and 8 can also be generalized to ELPS. 
6. COMPARISON WITH OTHER WAYS OF ADDING SETS TO LOGIC PROGRAMMING 
We compare our approach to other ways of adding sets to logic programs, 
specifically that of LDL [BNR*87]. The LDL language has several type of clauses, 
and built-in predicates, but for our purposes an LDL program will consist of Horn 
clauses and grouping rules (defined below). Other LDL primitives, such as scans, 
will be treated separately. We assume that all the languages contain the special 
predicates of ELPS. 
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DEFINITION 14. An LDL grouping clause [BNR*87] over L is a formula of the 
form 
A(x,, . ..) x,, (x)) :-B, A “. A B,. 
The meaning of this clause is that the left-hand side is satisfied by a tuple 
Cd r, . . . . d,, d) iff d is equal to the set of those values of x for which the body of the 
clause holds. 
DEFINITION 15. Let L be a first-order logic. 
1. L + union consists of L with the additional predicate union(x, y, z). Every 
model Munion of L + union is required to satisfy 
Munion b union(d,, dZ, d3) G d, = dl u d2. 
2. L + scans consists of L with the additional predicate scons(x, y, z). Every 
model Mscons of L + scans is required to satisfy 
M xons I= Cd,, dz,4)-=-4 =4 u %I. 
We always assume that the union and scans predicates are not predicates of L. 
Our SCOWS predicate is essentially the same as the scans operation of [BNR*87], 
but for technical reasons we prefer to define it as a predicate rather than as a 
function symbol. We further require that clauses never have the predicates union or 
scans in the head. 
There are obvious mappings between models of any one of these languages to 
models of any other, and we can use these mappings to define equivalences between 
theories over L and over L + union or L+scons. We shall assume that each 
language also has some auxiliary predicates not shared by the other language. 
Equivalence will be relative only to the predicates that the languages have in 
common. 
DEFINITION 16. An LDL program over L is a finite set of Horn and LDL 
grouping clauses over L. 
6.1. Languages without Negation 
We first look at languages without negation, introduced either directly or 
indirectly (e.g., via a grouping operation). All of these languages have minimal 
model and least tixpoint semantics similar to ELPS. 
THEOREM 10. The following are equivalent: 
1. ELPS programs over L 
2. Horn programs over L + union 
3. Horn programs over L + scans. 
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Proof: 1. Any Horn clause over L + union can be converted into a set of ELPS 
clauses over L by replacing all occurrences of the union predicate by a new 
predicate p(x, y, z) that does not occur in the original program, and adding the 
clause 
p(x,y,z):-(VWEZ)(WEXV wey) 
A (VWEX)(WEZ) A (VWEY)(WEZ). 
Note that we have to use Theorem 6 to eliminate the disjunction, and this construc- 
tion introduces additional auxiliary predicates. 
2. A Horn clause over L + scans can be converted into a set of ELPS clauses 
by replacing SCOWS by a new predicate r(x, y, z), and adding the clause 
r(x,y,z):-(Vwex)(wez)~ ~~zA(VW~Z)(W~XV w=y) 
3. Let 
fd :-(vX,Eyl)...(tlX,Ey,)(B1 A ... A &) 
be an ELPS clause over L. This rule is equivalent to the rule 
with the “base case” 
A :-X1= {yl} A (v X2 E JQ). . (VX, E y&B, A . . A &). 
Repeating this construction n times converts the original rule into a set of Horn 
clauses over L + union. 
4. The same technique converts this clause into a set of Horn clauses over 
L + scans, i.e., 
A :--cons(yi, xl, Y,) A A{.Y,/.Y;} 
A (VXEy2)...(vX,EYn)(BI A ... A B,) 
with the base case 
x‘i :-SCOIlS(@, X,, y,) A (VX,Ey2)...(vX,Ey,)(B1 A ... A B,). 
6.2. Languages with Negation 
We first look at unstratified negation. Since such programs do not have unique 
minimal, or even preferred, models, equivalence will be with respect to the class of 
all the models of the program. 
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THEOREM 11. The following are equivalent: 
1. ELPS programs with unstratgied negation over L 
2. Horn programs with unstratified negation over L + union 
3. Horn programs with unstratified negation over L + scans 
4. LDL programs over L. 
Proof The equivalences 1-3 follow easily from the proof of Theorem 10. We 
can convert a Horn program over L+union into an LDL program over L by 
replacing the union predicate by a new predicate q(x, y, z) defined by: 
dx, Y, (z>) :-P(x, Y, z) 
p(x, y, z) :-ZEX 
P(& y, z) 1-z E y. 
The resulting program may still use negation, but we can use the construction in 
[BNR*87] to express the negation in terms of grouping.3 
Finally, we can convert an LDL program into an ELPS program by converting 
the LDL grouping clause 
A(x,, . ..) x,, (x)) :-B, A ... A B, 
into the ELPS clauses with negation, 
q(x, y):-(VZEX)(ZEY) A WEy A 1 WEX 
Pb, 3 . . . . x,, y) :- q( y, Z) A (VX E Z)(B, A . . . A B,) 
and 
4x, 7 .‘., X,, J’) :- (tlXE J’)(B, A ... A &,) A 1 p(X,, . . . . X,, y). 
This is essentially the same technique used to construct sets at the end of 
Section 4.2. q(x, y) holds when x is a proper subset of y, p(xI, . . . . x,, y) holds when 
there is some proper superset of y all of whose elements satisfy the right-hand side 
of the original rule. Finally the last rule says that all of y’s elements satisfy the 
right-hand side of the original rule, and that there is no larger set with the same 
property. 1 
Most of these equivalences also hold for stratified programs, since the corre- 
sponding proofs map stratified programs into stratified ones. 
3 We could have used instead the proof of [BNR*87] to convert an ELPS program into an LDL 
program. However, the proof we have given is much simpler and does not depend on the existence of 
suitable function symbols. 
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THEOREM 12. The following are equivalent: 
1. Strattfied ELPS programs with negation over L. 
2. Stratified Horn programs with negation over L + union. 
3. Stratified Horn programs with negation over L + scans. 
Furthermore, all these languages are at least as powerful as stratified LDL programs 
over L. 
The question whether every stratified ELPS program is equivalent to some 
stratified LDL program remains open. 
APPENDIX: PROOF OF THEOREM 7 
THEOREM 7. Let L be a language whose only non-special predicate is a ternary 
predicate p. There is no LPS program P with the property that for all sets A, B, and 
C in US,, 
M,+p(A,B,C)oAuB=C. 
Proof Assume that such a program P exists. We lirst show that whenever the 
head of a rule in P is of the form p(t,, tZ, Z), where t, and t, are terms of sort s 
that are different from the variable Z, we may assume that the rule contains no 
quantifiers in the body. 
1. If the body contains a quantifier of the form (VWE IV), and the variable 
does not appear in the head, then the body is always true for IV= 0, and therefore 
the head is always true. This clause is therefore equivalent to the quantifier-free 
clause 
union(t,, t,, Z). 
In the remaining cases, we assume that the sets over which quantifiers in the body 
range, actually appear in the head. 
2. t, and t, are of the form {xi, . . . . x,} and {y,, . . . . y,}. We can then replace 
the clause by 
P({X,, ..‘> x,), {Yl, ‘-.> Y,>, (Xl, “‘9 x,, Yl, ...? Y,),. 
Here we use the fact that P is assumed to define a union predicate. Therefore, if our 
clause implies anything not covered by the fact above, our assumption is false. If, 
on the other hand, it does not imply all these facts, some other clause in P must 
imply them and adding them here as well does no harm. 
3. t, = {Xl, . . . . x,} and t,= Y (or t,=Xand t,= (y,,..., y,}). If a quantifier 
in the body of the clause ranges over the elements of Z, then p( { x,, . . . . x,}, Y, 0) 
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must hold for all Y, a contradiction. If a quantifier in the body ranges over the 
elements of Y then p( {x,, . . . . x,}, @, Z) must f or all Z, once more a contradiction. 
4. r, =X and t, = Y. If a quantifier in the body ranges over the elements of 
Z, then p(X, Y, Qr) must hold for all X and Y, a contradiction. If a quantifier in the 
body ranges over the elements of X (or Y), then p(@, Y, Z) must for all Y (or 
union(X, 0, Z) for all X) and Z, once more a contradiction. 
5. t, = t, =X. If a quantifier in the body ranges over the elements of 2, then 
p(X, X, 0) must hold for all X. If a quantifier in the body ranges over the elements 
of X, then ~(0, 0, Z) must hold for all Z, in both cases a contradiction. 
Now, let A, B, and C be three sets in US, that satisfy 
1. AvB=C, A#C, and B#C 
2. C has more than 2N elements, where N is the largest number for which the 
function symbol {N is used in the program P. 
3. There exists a derivation of p(A, B, C) from P, and there exists no sets A’, 
B’ and C’ satisfying 1 and 2, such that p(A’, B’, C’) has a shorter derivation from P. 
Let a be an element of Ut that is not a member of C. We shall show that 
M, k p(A, B, Cu {IX}). Since A u B # C u {cc}, this will contradict the definition of 
P and complete the proof. 
The last step of the derivation of union(A, B, C) has to use a ground instance of 
the rule 
p(t,, t,, Z) I-B, A ‘.. A B, 
to derive p(A, B, C), after having already derived the ground instances of B, , . . . . B,. 
The last step must use such a rule for the following reason. Since C has more than 
N elements, the third argument of p must be a variable. Since A # C and B # C, 
neither t, nor t, can be equal to the variable Z. As shown above, we may therefore 
assume that the rule has no quantifiers in the body. 
Let the free variables in this rule be 
w 1 ? . . . . w,, w,, . . . . Wm. 
The last step of the derivation of p(A, B, C) from P uses this rule to derive 
p(A, B, C), having already derived (B, A . . . A B,)O, where the substitution 19 is of 
the form 
e= (Whl, . . . . W,I%, WlIU1, . . . . W,lU,>. 
For any set U in Ut, let U* be Uu {a} whenever C E U, and let U* be U 
otherwise. We claim that (B, A . . . A Bk)8* can also be derived from P, where 
e* = {24,/u,, . ..) WJU,, w,/u:, . ..) WJU:). 
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This implies that p(A*, B*, C*) can be derived from P. Since A and B are both 
proper substs of C, A * = A, B* = B, and C* = C u (a}, completing the proof. 
We therefore have to show that each Bie* can be derived from P. We do this by 
enumeration of the possible forms of Bi: 
1. wi E W,. (wi E W,)d is equal to ui E U,, U, is always a subset of UT, and 
therefore ui E Uj*, i.e. (w, E W,)e*. 
2. wi = wj. In this case (wi = wj)8 is identical to (wi = w,)O*. 
3. Wi = W,. Since Ui = U, always implies U* = Uj*, ( Wi = W,)e implies 
( wi = w,)e*. 
4. p(tl, t,, t3). There are six cases to consider. 
(4 t,, t,, and t, are the variables W,, W,, and Wk. Since the derivation 
of p( Ui, U,, U,) is part of the derivation of p(A, B, C), it must be shorter. But then, 
Ui, Uj, and U, cannot satisfy both conditions 1 and 2 in the definition of A, B, and 
C. Since P satisfies p( Ui, Uj, U,), Ui v U, must be equal to Uk, and condition 1 can 
be violated only if Ui = Uk (or if Uj = U,). But iJj = Uk implies UF = U,*, and since 
ui v u, = Uk, we have UT v Uj* = U,*, which implies that P must imply 
p( UT, Uj*, U,*). If condition 2 is violated, then Uk must have < 2N elements. Since 
C has more that 2N elements, C cannot be a subset of Uk, and therefore UF = Ui, 
U;” = U,, and U,* = U,. 
(b) t, is the term (wi,, . . . . w;,}, t2 is the variable W,, and t, is the variable 
Wk. Then p( { ui,, . . . . ui,}, Uj, U,) must have a shorter derivation than p(A, B, C). 
As before, one of conditions 1 and 2 must be violated. If {u,, , . . . . u;,} = U,, then C 
is too large to be a subset of U,, and therefore U, = U,* which implies the result. 
If U, = U,, or if Uk has d 2N elements, the same argument as in case (a) applies. 
(cl t3 is the term { wk,, . . . . wk, }, t, is the variable Wi and tj is the variable 
Wj. In this case the sets {U k,, . . . . uk,.} and hence Ui and Uj have <N elements and 
therefore U,* = Ui and UT = U,. 
(d) t, is the term { wi,, . . . . wi,}, t, is the term {w,,, . . . . wj,}, and t, is the 
variable Wk. In this case Uk has < 2N elements, and therefore U,* = Uk. 
(e) f1 is the term {wi,, . . . . wi,}, t, is the term {wk,, . . . . wk,}, and t, is the 
variable U,. In this case U, has < N elements, and therefore Uj* = U,. 
(f) t, is the term (wi,, . . . . w;,>, t, the term { wj,, . . . . wjb}, t, is the term 
rW \ k, > . ..t wk,}. In this case there are no set variables to replace. 1 
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