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ABSTRACT 
Within the context of the imminent implementation of the Pb-free soldering in 
Europe in 2006, this thesis addresses the gap in understanding that has emerged in the 
fundamental materials issues between well-understood and mature lead-containing 
solders and a plethora of new, Pb-free solders for which there are neither long term 
reliability data nor understanding of the materials behaviour and how these might be 
influenced by manufacture and in-service conditions. In addition, this thesis also 
addresses the question as to whether the solder joint size and geometry could become 
a reliability issue and therefore affect the implementation of the Pb-free solders in 
ultrafine micro joints. 
Thermodynamic calculations using MTDATA (developed by the National 
Physical Laboratory, NPL, UK) together with a thermodynamic database for solders 
under either equilibrium or Scheil conditions, have shown their usefulness in Pb-free 
solder desigo and processing, generating a wealth of information in respect of the 
temperature dependence of phase formation and composition. The predictions from 
MTDATA on a number of selected systems is generally in good agreement with the 
results from experimental work, and has assisted in the understanding of the 
microstructure and mechanical properties of the Pb-free solders and the implications 
of their interactions with a tin-lead solder. However, further critical assessment and 
the addition of new elements into the solder database, such as Ni and P, are required 
to make MTDA TA a more effective computational tool to assist the optimization of 
processing parameters and cost-effective production in using Pb-free solders. 
Molten solder can interact with the under bump metallizations (UBM) and/or 
board level metallizations on either side of the solder bump to form intermetallic 
compounds (IMes) during solder reflow. In the modelling of the kinetics of the 
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dissolution process of UBM into the liquid solder, the commonly used Nernst-
Brunner (N-B) equation is found to have poor validity for these calculations for micro 
joints at 100 /lm in diameter or less. Three bumping techniques, i.e. solder dipping 
(SD), solder paste stencil printing followed by reflow (SPR) and electroplating of 
solders and subsequent reflow (EPR), are used to investigate the interfacial 
interactions of molten SnlSn-rich solders, i.e. pure Sn, Sn-3.5Ag, and Sn-3.8Ag-
O.7Cu, on electroless nickel immersion gold (ENIG) and copper pads at 240°C. The 
resultant bulk and interfacial microstructures from a variety of pad sizes, ranging from 
I mm down to 25 /-lm, suggest that in general the small bumps contain smaller f3-Sn 
dendrites and Ag)Sn IMC particles, nevertheless the interfacial IMC is thicker in the 
smalI bumps than in the large bumps. In addition, one and two-dimensional 
combined thermodynamic and kinetic models have been developed to assist the 
understanding of the kinetics of interdiffusion and the formation of interfacial 
intermetalIic compounds during reflow. Both the experimental results and theoretical 
predictions suggest that the solder bump size and geometry can influence the as-
soldered microstructure, and therefore this factor should be taken into consideration 
for the design of future reliable ultrafine Ph-free solder joints. 
Key words: Solders, intermetaIIic compounds, thermodynamic and kinetic modelling, 
solder joint size and geometry, microstructure, mechanical properties 
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Chapter 1 
CHAPTER! 
INTRODUCTION 
This thesis addresses the gap in understanding that has emerged in the 
fundamental materials issues between well-understood and mature lead-containing 
solders and a plethora of new, Pb-free solders for which there are neither long term 
reliability data nor understanding of the materials behaviour and how it might be 
influenced by manufacture and in-service conditions. Another important aspect of 
this work is to investigate whether the continuously shrinking solder joints, resulting 
from the increasing functional density requirements for the next generation electronic 
products, could influence the materials behaviour and therefore become a reliability 
issue. Extensive computer modelling, i.e. thermodynamic modelling, combined 
thermodynamic-kinetic modelling, and Finite Element Method (FEM) mass diffusion 
modelling, combined with carefully designed experimental work are the main features 
of this thesis. 
1.1 General Backgronnd and Research Objectives 
Microelectronics Packaging is the science and art of providing a suitable 
environment for the electronic product, as a whole, to perform reliably over a period 
of time [1]. Historically, it has been driven mainly by the needs of the high-
performance computing industry. However, with the advent of portable consumer 
electronics as the major application driver, the requirements for microelectronics 
packaging have been rapidly diversifying [2]. Nowadays, even in high performance 
computing facilities, interconnects and packaging are reaching a critical point wherein 
interconnects, assembly, and packaging have all become a significant factor in 
determining the cost and overall system performance of the device or module. 
1 
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With the increasing demand for smaller, lighter, faster and more functionality, 
portable electronic devices such as cellular phones, personal digital assistants (PDAs), 
laptop computers and etc., the electronics manufacturing industries are confronted 
with the challenge of continuously bringing more and more functions to their products 
without increasing the physical dimensions and cost. This calls for an increased 
miniaturization in all levels of electronic packaging and as such the solder joints are 
becoming accordingly smaller. Solder bumps as small as 100 JlI1l in diameter are now 
in use and some future designs envision joints as small as 10 )lm [3]. From a 
materials science perspective, all the joining and bonding operations for assembling 
the electronic components onto the substrates, circuit boards or carriers are composed 
of mUlticomponent and multiphase materials. The interactions of the materials and 
diffusion at the interfaces during either the manufacturing processes or service 
conditions can cause problems for manufacturing process design, and in the worst 
situation impose reliability issues for the final electronic products [272]. This is 
especially the case in modem fine-pitch flip chip soldering where the feature size of 
all the interconnection elements has now shrunk to a critical value. For example, 
either by diffusing, dissolving into and/or by reacting with the liquid solder, one or 
more of the metallization layers can be entirely consumed even during such a short 
time interval of contact between the molten solder and the conducting metals. On the 
other hand, the ability of the joint to retain its electrical and mechanical performance 
for long time service conditions, especially at elevated temperatures as high as lS0°C, 
or even higher in harsh automotive and avionics application environments, is 
markedly endangered by the growth of typically hard and brittle intermetallic 
compounds (IMCs) at the solderlUBM or solderlsubstrate interface. This situation is 
further exacerbated by the shift in the electronics industry towards Pb-free 
components and assemblies due to the impending EU legislation 
There are, however, no extensive research activities addressing the 
aforementioned important materials issues for Pb-free solders in the existing literature 
compared to conventional SnPb solders, i.e., microstructure, microstructural evolution 
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and microstructure-property/reliability performance relationship in the modem state-
of-art layered electronics joining materials. This is surprising because the behavior 
and thermal-mechanical lifetime prediction for the whole product is of enormous 
importance for practical usage in industry. However, with the rapid advancement of 
modem microelectronics reaching both material and technological limits, it will 
demonstrate that the material studies, although perceived as a traditional subject, will 
become the foundation of modem microelectronics, playing a central role to enable 
further progress in this modem technology. 
The objective of this thesis is therefore to employ a combined thermodynamic 
and kinetic modelling approach, coupled with detailed experimental microstructure 
and mechanical analysis to contribute to the current knowledge of the materials issues 
in Pb-free soldering and micro solder joints. 
1.2 Thesis Structure 
This thesis contains eight chapters. Chapter I serves as a general overview of 
the features, background, objectives, and the structure of the thesis. In Chapter 2, the 
scientific context for the work, includes a brief survey of the latest literature on Pb-
free solders and soldering, manufacturing issues, IMC formations and modelling, 
solder joint size effect and thermodynamic and kinetic modelling is introduced. A 
novel computational interface between MTDATA, MATLAB, and FEMLAB for 
implementing combined thermodynamic and kinetic modelling is introduced in 
Chapter 3. Chapter 4 presents the thermodynamic modelling results on the 
microstructure of several Pb-free solder systems, which is compared with the latest 
experimental results in the literature and has assisted in the understanding of those 
systems. In addition, Chapter 4 also presents a kinetic model for the dissolution of Au 
into liquid solder, which introduces an important solder bump size and geometry 
effect in this thesis. Chapter 5 discusses an inevitable technical issue during the 
process of implementing Pb-free solders, i.e. Pb contamination. Thorough 
thermodynamic modelling of the microstructure, as well as the experimental 
3 
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characterizataion of the microstructure and mechanical properties, including electron 
back-scattered diffraction (EBSD) and nanoindentation techniques, on the Pb 
contamination of several Pb-free systems are presented. Following the theoretical 
finding presented in Chapter 4 on the solder bump size and geometry effect on Au 
diffusion, Chapter 6 presents an experimental study on the microstructure of the 
solder bumps formed by solder dipping in Sn-3.5 Ag using a printed circuit board 
(PCB) with two sizes of electroless nickel immersion gold (ENIG) bond pads. Both 
the experimental and further combined thermodynamic and kinetic modelling in 
Chapter 6 suggest that the solder bump size and geometry can influence the 
microstructure within the solder bumps. Chapter 7 systematically studies the solder 
bump size and geometry effect on the microstructure formation of several Pb-free 
solders on a copper substrate at 240°C by three different bumping techniques. The 
experimental and modelling results in this chapter further reaveal that the solder bump 
size and geometry can influence the as-soldered microstructure, and therefore may 
become a reliability issue which should be taken into consideration for the design of 
future reliable ultrafine Pb-free solder joints. Finally, in Chapter 8, the conclusions of 
this thesis are presented, and the suggestions for future work are discussed. 
4 
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Chapter 2 
This chapter serves as an overview of existing literature on Pb-free solders and 
soldering. The manufacturing processes involved in this thesis are briefly introduced. 
The implications of the miniaturization of the solder joint on its microstructure and 
properties are discussed. Microstructural modelling techniques that could be 
potentially used in the study of the relationships between process, microstructure, and 
reliability of the ultrafme micro solder joints are covered in this chapter. The 
formation of IMCs at Pb-free solderlsubstrate interface and the modelling activities 
addressing the growth kinetics of the interfacial IMCs are also reviewed. 
2.1 Lead-Free Solders and Soldering 
The infrastructure for electronics assembly has, from its infancy, been based 
on tin-lead solder (SnPb), a mixture of tin and lead in the ratio of approximately 63:37 
(by weight) having a melting temperature of 183°C [4]. Such solders are inexpensive, 
perform reliably under a variety of operating conditions, and possess unique 
characteristics (e.g. low melting point, high strength ductility and fatigue resistance, 
high thermal cycling and joint integrity) that are well suited for electronics 
applications [5]. However, such materials are now coming under close scrutiny 
following concerns over lead ending up in landfill and contaminating land and water 
supplies, and concerns over lead contamination from recycling operations [5]. In 
Europe the WEEE Directive dictates that by 1 st July 2006, Pb will be eliminated from 
most soldering processes. 
There has been substantial discussion of Pb-free solders and soldering 
worldwide that dates back to early 1990s. These recent years have brought about a 
5 
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general acknowledgement that whilst Pb-free soldering is technologically possible, 
effective transition to the new technology requires key implementation issues to be 
addressed within the industry. There is no 'drop-in' replacement for SnPb, but when 
considering melting point, toxicity, cost, availability and chemical resistance, the 
SnAgCu system has emerged as the most acceptable compromise, both for 
solderability and reliability [6]. SnAgCu solders are tin-rich alloys with 3.0 to 4.0% 
silver and 0.5 to 0.6% copper. Compositions of specific alloys are expressed in 
weight percent. The leading alloy compositions are Sn3.0AgO.5Cu (JEITA, Japan 
Electronics and Information Technology Industries Association), Sn3.8AgO.7Cu, 
(E3/Soldertec, the top three European semiconductor manufacturers: Infineon, 
Philips, STMicroelectronics) and Sn3.9AgO.6Cu (iNEMI, International Electronics 
Manufacturing Initiative) [6]. From an assembly point of view, alloys within the full 
composition range from Sn3.0AgO.5Cu and Sn3.9AgO.6Cu are similar: the solders all 
consist of greater than 99% liquid above 220°C, as described by Rae and Handwerker 
[7]. 
There are pros and cons for all the other Pb-free solder alternatives 
investigated. Sn-In-containing binary, ternary, or quaternary alloy [6,8-12] systems 
are more promising in terms of solder and soldering performance, although the price 
of In may be a concern. Bi-Sn systems doped with other elements [13-17] are 
particularly interesting, and may have a niche in the low temperature soldering field. 
However, supplies of both bismuth and indium are limited, making them costly; 
indium, in particular, may be subject to cracking in the solder joints [6,18]. Eutectic 
Sn-Ag solder doped with Zn [19-21], Cu [22-35], or Sb [36-38] exhibits good 
mechanical strength and creep resistance, due to a refined microstructure. However, 
the melting range is about 30 to 40°C higher than eutectic Sn-Pb. Eutectic Sn-Cu 
[39,40] has potential due to its good fatigue resistance, although the melting point 
may be slightly too high. Additionally, eutectic Sn-Zn [41-45] systems modified with 
In [44,46-49] andlor Ag [19-21] may be promising in respect of mechanical 
properties. However, excessive drossing and high reactivity towards flux may be a 
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concern because zinc oxidizes too rapidly during processing. The relatively high 
melting point and high strength of Sn-Sb [50-52] makes it suitable for high 
temperature applications. However, the wetting performance of this alloy is 
questionable and also the toxicity of antimony has raised concerns. Finding a Pb-free 
alternative for high temperature solders, such as 95Pb-5Sn, with a melting 
temperature around or higher than 300°C presents the biggest challenge to the 
industry. So far, only Au-Sn, Bi-Sb, and Sn-Cu systems are the closest in terms of 
melting temperature range [5,8]. 
Extensive testing has proven SnAgCu to be at least as reliable as the SnPb 
eutectic. Several industry groups have recommended the SnAgCu alloys, including 
iNEMI, IPC's Solder Products Value Council, High-Density Packaging User Group, 
E3, the IDEALS program in Europe (Improved Design Life and Environmentally 
Aware Manufacture of Electronics Assemblies by Pb-free Soldering), Soldertec at 
ITRI (Europe), the Printed Circuit Interconnection Federation (a UK trade 
organization) and the JEITA [6]. 
Since the EU's Restriction of Hazardous Substances (RoHS) Directive 
contains certain product exemptions to the requirement for Pb-free solder alloys in 
electronics, these products will, for some time, continue to be built with SnPb solder 
and assembly processes. Questions are emerging regarding manufacturing and 
reliability when SnPb and SnAgCu materials and processes are mixed. This is known 
as the Pb contamination issue, which is discussed in Chapter 4. These questions have 
arisen because of the 34°C difference between the eutectic temperature in the SnAgCu 
system of 217°C and the eutectic temperature of SnPb of 183°C. Undoubtedly, 
additional issues and questions will arise as new materials and processes are 
introduced. As in the past with development of SnPb technologies, materials and 
processes may have to be refined to make them work in a particular application. This 
indicates the need to study the compatibility of SnAgCu alloys with materials and 
processes in more detail. Understanding and resolving these types of materials and 
processing related phenomena will permit the industry to manufacture Pb-free 
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assemblies with greater reproducibility and, hence, with greater confidence. 
Furthermore, identifying the sources of problems as they arise will require careful 
analysis of the full set of variables, not just changes to the alloy composition. 
Another perceived concern in embracing Pb-free soldering is that the visual 
appearance of joints is significantly different from that using conventional SnPb 
solder [5,53,54], i.e. Pb-free solders typically yield a grainy, dull surface texture 
instead of a shiny, smooth one. Such changes are not covered in existing visual 
inspection guidelines. Material and process issues may have to be analyzed and 
modified quickly to el iminate barriers to rapid conversion to Pb-free solders and to 
ensure good solder joints with mixed alloys. 
Whatever the implementation and awareness issues, the inevitable conclusion 
is that the transition to Pb-free soldering is underway and will acce lerate over the next 
few years, driven by legislative considerations. To keep abreast of these changes 
industry wi ll have to react more positively than it did to the elimination of CFCs 
(chlorofluorocarbon) a decade ago. 
2.2 Manufacturing Issues 
On the road to the implementation ofPb-free, extensive materials research and 
process qualification are required for flip-chip and wafer-level packaging, SMT and 
wave soldering in particular. Numerous interconnection technologies have been 
developed within the electronics manufacturing industry in order to provide flip chip 
interconnection solutions [55] , such as electroplating, evaporation, solder jetting, stud 
bumping, adhesive dispensing and stencil printing. Each technique demonstrates 
favorable attributes in terms of technological capabili ty, yield and processing costs. 
In this section, only the issues related to the fundamental solder bumping processes 
involved in this thesis will be reviewed. 
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2.2.1 Solder Dipping 
Solder dipping is also known as meniscus soldering [56] or immersion solder 
bumping [57]. The principle behind dipping is that surface tension will hold more 
solder on a large copper area than on a small one [58]. Hence, pads will have a 
thicker mound of solder than narrow lines. The process of solder dipping is relatively 
simple, as shown in Figure 2- 1. The patterned substrate is first dipped into a liquid 
flux bath and then dipped into a liquid solder bath. The liquid bath is normally heated 
to a temperature above the melting point of the solder to ensure good wetting 
properties. When the solder is hot enough, there will be uniform wetting of the metal 
pattern (metallization), but no adhesion to the substrate. There are maybe occasional 
small solder balls visible on the substrate, but they are easily removed. The dipping 
speed is also an important parameter for solder dipping, for example, if the dip is too 
fast, uniform wetting will not be achieved. Figure 2-2 shows Sn-3.5Ag solder bumps 
formed on 100 ).!11l copper pads after solder dipping at 240 °C for 5 seconds. 
1 1 i\ .. . ---
Axial direction : 
: 
Figure 2-1 Schematic diagram of the solder dipping process [courtesy of B. Pah) and Dr. T. 
Loeher of Fraunhofer IZM BerJi n, Germany1. 
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Figure 2-2 Sn-3.5Ag Solder bumps formed on 100 Ilm circular copper pads after solder dipping 
at 240 'C for 5 seco nds. 
2.2.2 Solder Paste Stencil PJ"inting 
Using stencil printing has been proven to be the most economical solution for 
flip chip interconnection [59,60]. The solder paste printing process involves a series 
of interrelated variables, and the printer is crucial in the achievement of the desired 
quality of print. Figure 2-3 shows an optical microscopy (OM) image of a laser cut 
stencil. In manual or semiautomatic printers, solder paste is placed manually on the 
stencil/screen with the print squeegee at one end of the stencil. In automatic printers, 
paste is dispensed automatically. During the printing process, the print squeegee 
presses down on the stencil to the extent that the bottom touches the top surface of the 
board. The solder paste is printed on the lands through the openings in the 
stencil/screen when the squeegee traverses the entire length of the image area etched 
in the metal mask. Figure 2-4 shows the location of paste, screen, squeegee, substrate 
and the snap-off distance [61]. After the paste has been deposited, the screen peels 
away or snaps off immediately behind the squeegee and returns to its original 
position. This gap or snap-off distance is a function of the equipment design and is 
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about 0.020 to 0.040". Thus, the snap-off distance and squeegee pressure are two 
important equipment-dependent variables for good quality printing [61 ,62]. If there is 
no snap-off, the operation is called on-contact printing. This is used when an all-
metal stencil or metal squeegee blade is used. If there is a snap-off, the process is 
called off-contact printing. Off-contact printing is used with flexibl e metal masks and 
screens [61 ,62]. Figure 2-5 shows Type 5 Sn-3.5Ag solder paste deposited by stencil 
printing on a PCB. 
Squeegee wear, pressure and hardness determine print quality and shou ld be 
monitored carefull y. For acceptable print quali ty, the squeegee edges shou ld be sharp 
and straight. A low squeegee pressure results in skips and ragged edges. A high 
squeegee pressure or a soft squeegee will cause smeared prints and may even damage 
the squeegee, stencil Or screen. Excessive pressure also tends to scoop out solder 
paste from wide apertures, causing insufficient solder fill ets. Two squeegee types are 
commonly used, i.e., rubber or polyurethane and metal [61,62]. 
An important variable in print quality is the accuracy and smoothness of the 
side walls of the stencil aperture. It is important to maintain a proper aspect ratio 
between the stencil width and thickness. An aspect ratio (aperture width divided by 
stencil thickness) of 1: l.5 is recommended for a stenciL This is important in 
preventing clogging of the stenciL Solder paste will tend to remain in the opening if 
the aspect ratio is less than I: 1.5. The process in which the aperture is made controls 
both the smoothness and the accuracy of aperture walls. There are three common 
processes for making stencil s: chemica l etching, laser cutting and the additive 
process, electroforming [61 ,62]. 
When printing for fine-pitch devices, it becomes important to control aperture 
smoothness and dimensions in the stenciL This means that laser cut stencil use should 
be considered seriously. Fine-pitch printing also requires different so lder paste. 
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Figure 2-3 OM image of a laser cut stencil (300x300 ~m aperture, 75 ~m thickness). 
Squeegee travel 
• 
Solder paste 
Aperture 
Substrate holder 
Substrate Paste deposit 
Figure 2-4 Schematic illustration of the solder paste printing process (after Prasad 2001 161 J). 
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Deposited Type 4 So-3.5Ag solder paste 
500 IUD 
Figure 2-5 Type 5 Sn-3.SAg solder paste deposited by stencil printing on a pe R. 
2.2.3 Electroplating 
The process sequence to fabricate Cu or CuJSn bumped integrated circuits 
(lCs) can be subdivided into five or six fundamental stages as illustrated in Figure 2-
6. After an incoming inspection of the wafers and, if necessary, an initial cleaning 
step, an Under Bump Metalli zation (UBM) of TiIW fCu layers is sputtered on the 
whole wafer area to serve as a plating base. A photoresist is then coated and 
patterned by ultraviolet (UV) lithography to define the bump pads. An additional 
layer of Cu is then electroplated. Figures 2-7, 2-8 illustrate the typical surface 
morphology of the electroplated Cu by scanning electron microscopy (SEM) and 
atomic force microscopy (AFM) respectively. The total Cu pad thickness is 
controlled at around 5 )lm. Pure Sn is then deposited onto the Cu pad 
electrochemically from a solution based on methane sulfonic acid. The Sn plating in 
thi s work was controlled to the thickness of 20 )lm. Etching of the non-plated thin 
film layers follOWS the resist removal. Figure 2-9 shows an overview of the wafer 
after the remova l of resist and etching the plating base . The Sn deposited on the 
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wafer is retlowed in a tank containing glycerol at a speci fied temperature, fo llowed by 
a cleaning step. Figure 2-10 shows an overview of the Sn bumps on the wafer after 
retlow. If necessary a plasma-assisted desmearing step has to be done before 
electroplating and differential etching. The bumping process used in thi s thesis was 
developed at Technical University of Berlin and is well established (63]. 
l. Chip Pad ... ·ith Passi.-alion 
J. Spin Coalinll; IUld 
Structunnll of Phl)lon:silil 
$. Kcs6i StnpPIng and Wet I:ldIlflll 
Mlhc SplIlund M~I Fi lll\$ 
2. Spuucring oflM 
Undt"f" Bump ~CUl1i 1.aIJon 
4. Elt'(:tropillling ofCu ud So. 
Figu re 2-6 Process flow orcu and Cu/So bump fabrication On chip 1I0s using electroplating. 
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Figure 2-7 SEM surface morphology of electroplated Cu. 
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Figure 2-8 AFM surface morphology of electroplated Cu. 
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Figure 2-9 An overv iew of the wafer after removal of the photoresist and plating base. 
Figure 2-10 An overview of the So bumps on the wafer after renow in glycerol. 
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2.2.4 Reflow Profile 
The reflow profi le, also known as the therma l profile, is one of the key 
variables in the manufacturing process that significantly impacts upon the product 
yield [62,64]. It is defined as the relationship between temperature and time required 
to bring a PCB assembly to the so lder liquidus and then back to below the melting 
point of solder. 
Figure 2-11 shows a typical reflow profile for Sn-3.5Ag solder paste. The first 
step in the profile is a preheat period that brings the assembly from room temperature 
to a preheat temperature and evaporates the solvents from the solder paste. The 
second step in the process is to bring the assembly up to a temperature at wh ich the 
flux in the paste turns from a soli d to a liquid and becomes active. In order for the 
flux to do its job well, it must remain within a temperature window for a certain 
peri od of time. This is referred to as "soak time" [65]. During this lime, board 
temperatures also have an opportuni ty to equalize. Caution must be taken not to 
extend the soak time too long or achieve too high a temperature or the flu x can be 
used up prematurely. The third step in the process is to melt the solder. The most 
common solder alloy is of a eutectic composition, which abruptly turns from a solid to 
a liquid at the eutectic temperature. At the end of the soak time, the assembly must 
remain above the melting point of the solder for a period, typically between 30 - 90 
seconds [65]. Caution must be taken not to exceed maximum temperatures and 
heating rates of any temperature sensitive components on the board. Throughout the 
process, "slopes" (rate of temperature change) must be observed with an eye toward 
component specifications as well. A maximum slope in the range of 2-4°C per 
second seems to be a common rule of thumb [65]. The final step in the reflow process 
is cooling, which is an often-neglected phase of the process, however, the cooling rate 
of the solder joint after reflow is also important. The faster the cooling rate, the 
smaller the grain size of the solder, and therefore the higher the fatigue resistance of 
the solder joint. Therefore, the cooling rate should be as fast as possible [64]. 
However, if the cooling rate is too high, thermal shock within the packages can be 
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significant. In general, deformation of a solder joint is negligible at a cooling rate of 
no faster than 4°C/s [66] . 
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Figure 2-11 A reflow profile for Sn-3.5Ag solder paste. 
Many older-style ovens were prone to heating different parts of an assembly at 
varying rates, often depending upon the col or and texture of the parts and substrates 
being reflowed. Thus, some areas of an assembly could reach much higher 
temperatures than other areas. Thi s variation of temperature is referred to as the t. T 
(Delta T) of an assembly [67]. Most newer-style reflow ovens, of a forced convection 
type, provide heat by blowing warmed air on and around assemblies. This type of 
oven is able to provide heat to an assembly gradually and uniformly. Although the 
absorption of the heat may vary slightly due to the varying thickness and component 
population of an assembly, newer style ovens generally provide heat in such a manner 
that the t.T is not significant. In addition, the maximum temperature and heating and 
cooling rates of a given profile can be strictly controlled with these ovens. They offer 
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greater zone-to-zone stability, which provides the operators with a more precisely 
controlled reflow process [67]. 
The sole intention of the soak zone is to reduce/eliminate a large Ll T. The 
soak is intended to bring the temperature of all parts of the assembly to equ ilibrium 
before it reaches the reflow temperature of the solder so that all parts of the assembly 
will be reflowed simultaneously. However, because many assemblies in a more 
efficient oven are often at a virtual equilibrium of temperature throughout the reflow 
process, the soak zone can become an unnecessary step. Therefore, the profi le may 
be altered into a linear Ramp-To-Spike (RTS) profile as shown in Figure 2- 12. The 
soak zone is generally not needed to activate the flux chemistry of solder paste. This 
is a common misconception in the industry. Most solder paste chemistries used today 
show adequate wetting activity using a linear RTS profile. In fact, a RTS profi le 
general ly improves wetting [67]. 
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Figure 2-12 Ramp-Ta-Spike (RTS) reflow profiles. 
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Some reflow ovens also provide an inert atmosphere during the refl ow 
process, i.e. nitrogen. The benefits of using nitrogen in the reflow process, are often 
discussed and depends on many factors, e.g. the PCB solder pad surface, solder paste 
flux type and etc. The nitrogen is used to drive out the oxygen from the soldering 
chamber and thereby prevent further ox idation of the solder paste particles and the 
component terminal s. Some of the advantages when using nitrogen during soldering 
are [68-70): 
(I) The higher surface tension and less reoxidation of the IC term inals will 
increase the wetted surface area of the terminal s by up to 30%, which 
increases the solder joint strength . 
(2) The higher surface tension minimizes solder balling when using fine pitch 
solder paste containing smaller particles that have a large surface area. The 
particles melt together more easily. 
(3) The visual appearance of the so lder joint surface will be smoother and in some 
cases shinier. 
However, it should be borne in mind that using nitrogen may also sometimes cause 
problems [68,69]. Some more advanced rellow ovens, e.g. the Planner T_TRACK™ 
rellow oven, provide a liquid nitrogen delivery system, which is used to ensure fast 
and controlled cooling of the system and also allow inert gas refl ow. 
A recent study of the Sn-Ag-Cu reflow profile indicates that the largest 
contributing factor to produce thin intermetallic (IMC) and fine microstructure is the 
peak temperature [71]. The results suggested the peak temperature for the Sn-Ag-Cu 
solder should be 230°C. The recommended time above liquidus (217°C) is 40 
seconds for a conventional reflow profi le and 50- 70 seconds for the ramp-to-spike 
reflow profile. 
Other recent studies have shown that cooling rate can influence the formation 
of joint microstructure and consequently joint quality [72-75] . For some applications 
a faster cooling rate is required. The benefits for increased cooling rates include 
decreased exit temperatures, minimized exposure of the board, board fini sh, heat 
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sensitive components, flux/paste to excessive temperatures, and possible reduced 
formation of IMCs. However, slower cooling rates minimizes the internal stresses 
arising from differences in materials' CTE or thermal capacity [76]. 
2.2.5 Impact of Lead-Free Solders on Rellow Profiling 
The currently avai lable Pb-tree solders usually have higher me lting point 
temperatures as compared to that of the eutectic tinflead alloy (Sn63IPb37). 
Implementing Pb-free assembly is challenging because the process windows will 
shrink dramatically [77]. The most difficult issue is achieving consistent joint quali ty 
across a printed circuit board (PCB) whi le avoiding damage to thermally sensitive 
components. For example, if a component has a maximum allowable temperature of 
235°C, then the process window for the maximum rellow temperature shrinks from 
47°C (230°C - 183°C) with the SnPb alloy to only 13°C, which is a cut of 65% with a 
tin-sil ver-copper (Sn-Ag-Cu) alloy having a melting point of 217°C. Given that few 
assemblers want to get with in 5°C of their control limit, the true process window with 
Sn-Ag-Cu alloys will be approximately 8°C unless component limits are extended 
[70,77]. Therefore, accurate rellow process control is essential to cope with the 
extremely narrow profile window when using the Pb-free solders. 
2.3 Solder-Substrate Interactions and IMCs Formation 
Figure 2-13 shows the micrograph of a cross section of a Plastic Ball Grid 
Array (PBGA) Ilip chip joint (Sn-3.8Ag-O.7Cu) as well as typical materials present in 
each layer. The wafer level and board level metallizations in this case are electroless 
nickel and copper respectively. The solder reaction with metallizations at the chip 
and substrate side in flip chip technology presents a dilemma. On one hand, a rapid 
solder reaction is required in order to achieve the joining of thousands of 
interconnections simultaneously. On the other hand, it is also desirable that the solder 
reactions stop immediately after joining since the thin film UBM is too thin to allow a 
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prolonged reaction. However, the manufacturing of a device usually requires these 
solder joints to endure several rellows, in which the total period of a solder bump in 
the molten state can be several minutes [78). Hence, the solder-thin film reaction is 
the most critical issue in electronic manufacturing. As a result of the interactions 
between the solder and chiplboard level metallizations, some intermeta llic compounds 
(IMCs) form during the manufacturing processes and in service conditions, e.g. 
(Cu,Ni)6Sn5 and CU6Sn5 IMCs at the electroless nickel-solder and copper-solder 
interfaces respectively. 
7~ 
Copper 
Zoomed view n 
Figure 2-13 A micrograph showing a cross section of Plastic Ball Crid Array (PBCA) flip chip 
joint (Sn-3.8Ag-O.7Cu) as well as typical materials present in each layer [courtesy of Dr. R.M. 
Horsley of Celesticaj. 
22 
Chapter 2 
2.4 Solder Joint Miniaturization and Size Effect 
The miniaturization of microelectronic products reqUIres the use of 
increasingly dense arrays of interconnects with increasingly fine solder joints. The 
miniaturization of the solder joints raises several issues that need to be addressed to 
design a reliable packaging. 
First, when the solder joint is very small the microstructura l fea tures that 
govern its mechanical behaviour (e.g. gra in size) may be large with respect to the size 
of the joint [3,79] . Henderson et af [80] reported that, typically, as solidifi ed BGA 
solder joints, approximately 900 flm in diameter, are comprised of only one to twelve 
independent f3-Sn grains. The average was estimated to be approximately eight 
grams. Figure 2-14 presents a cross-po larized optical micrograph of a typical 
microstructure observed in a Sn-3.8Ag-0.7Cu BGA joint formed between an OSP Cu 
pad [81], in which there are only fi ve f3-Sn grains. Hence, it is expected that there are 
even fewer f3-Sn grains in ultrafine solder joints, i.e. with diameters less than 100 >lm, 
that are used in modem high-density packaging. If the solder joint contains onl y a 
few grains, although the principles of property relationships with size are well 
understood in materials sc ience, it is still difficult to determine how mechanical 
properties are practically influenced. 
Second, when the thickness of the joint becomes small, its composition can be 
changed significantly by diffusion from the substrates to which it is bonded. This is 
particularly likely when the substrate is Cu or Au, which diffuses fairly quickly into 
the Sn-rich Pb-free solders [79]. 
Third, micro pores may form at the bonded interface of ul trafi ne solder joints 
[3] . Porosity is common in solder joints. The more rapid the solidification, the 
greater the tendency for such voids to be small and attached to the interface or sited in 
its immediate vicinity. Given the relative ly rapid solidification of small joints, micro 
pores are likely to be trapped in arrays along the interface. 
Finally, some research in the ex isting literature has reported that the 
microstructure and mechanica l behaviour of the solder alloys in bulk form can differ 
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from that in solder joints or thin layers of solders [82-84] . As an example, the very 
small solder vol umes like bumps with a diameter of 100 J.!m expect a 55 times higher 
creep with regard to a tested vo lume of 785 mm3 [84]. 
Figure 2- 14 A cross-polarized optical micrograph of a typical microstructure observed in a Su-
3.8Ag-0.7Cu BeA joint formed between an OSP Cu pad on a laminate (bottom) and a Au/Ni pad 
on a ceramic modu le (top) (courtesy of Kang l!l al 200S [81]) 
2.5 Microstructural MOdelling 
As the world 's largest and fastest growing manufacturing sector, the 
electronics industry is facing increasing global competition. The rapid times to 
market of the new electronic products do not leave room for time-consuming tria l and 
error approaches. Therefore computer modelling has now become the preferred 
choice for a rapid solution for numerous 'what-if studies [85]. Currently, the 
common modelling activity in the electronics manufacturing sector is Finite Element 
(FE) based thermal-mechanical solder joint fatigue life prediction. In these FE 
models, the solders are treated as homogeneous materials. However, in reality solders 
are complex systems containing multicomponents and multiphases. During so ldering 
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and in servIce, the solders are in direct contact with the UBM and board level 
metallizations. This situation makes the microstructure inside the solder joint liable to 
change. With further miniaturization of solder joints and at the same time the 
adoption of Pb-free solders, the stability of solder microstructure will become a 
dominant factor in controlling the long term reliability of solder joints. 
With the drive for Pb-free solders, more and more experimental work has been 
conducted in recent years to study both the microstructure and microstructural 
evolution of solders. However, in temlS of microstructure modelling of solders, little 
work has been presented in the literature. The earliest work trying to consider 
microstructure within FE models belongs to Winter et al [86,87]. Frear et al [88] 
have attempted to take the microstructure coarsening effect into consideration in FE 
solder joint thermal fatigue life prediction. Dreyer and MUller [89,90) modelled 
mi crostructure coarsening in SnPb solders under thermal mechanica l effects. Despite 
the obvious increasing demands for microstructure modelling to address problems 
such as the effects of Pb-free solders and solder joint geometry shrinkage on the 
reliabi li ty of micro solder joints, apparently little modelling work has been published 
in this field in recent years. 
Looking at the microstructure modelling activities in the area of materia ls 
research in general, during the past few decades phase field modelling has emerged as 
one of most powerful methods for modelling many types of microstructure evolution 
process. Phase field applications cover solidification, solid-state phase 
transformation , coarsening and grain growth [9 1,92]. In Europe, ACCESS conducts 
active research in phase field modelling and has developed the software MICRESS 
[93] , which is based on the phase-fie ld method and is capable of simulating 
solidification and solid state phase transformations in multiphase alloys in 2-D and 3-
D. Phase field modelling requires profound knowledge of physics, mathematics and 
materials. Even with the assistance of computer software packages, microstructure 
modelling is not an easy task. Due to the lack of information, such as thermodynamic 
and kinetic data for the material system, even creating a first input file to the software 
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will require a lot of work when initializ ing a new calculation. In addition, some 
material data such as interfacial energy and mobilities are hard or even impossible to 
measure or find in existing literature. 
Scientists strive to develop and understand materials and the processes 
undertaken to manufacture them by associating properties with a material 's 
microstructure (94). FE modelling is a promising approach to establish such a link. 
The National Institute of Standards and Technology (NIST) in the United States has 
developed such a software, known as OOF (94), to understand the microstructure-
property relationships, once the microstructure of the materials is available. However, 
at the current stage, OOF can only predict the elastic behaviour of material s. 
The thermodynamic mode ll ing and combined thermodynamic-kinetic 
modell ing are also useful tools in the investigation of Pb-free solders, which are 
di scussed in the following sections. 
2.6 Thermodynamic Modelling 
Computational thermodynamics is based on computer modelling of classical 
thermodynamics. In this approach, a large number of experimental data are used to 
extract parameters describing the alloy energetics, which are then used in ca lculations 
of thermodynamics properties, phase equilibria, phase diagrams, and phase 
transformations through the minimization of free energy and the calculation of 
thermodynamic driving forces. This approach has been developed primarily through 
the efforts of the CALPHAD (CALculation of PHAse Diagrams) community and has 
reached the stage of being able to produce reliable phase diagrams and stability maps 
for complicated multicomponent commercial alloys [95,96]. Thermodynamic 
modelling begins with the evaluation of thermodynamic descriptions of unary and 
binary systems. By combining assessed constitutive binary systems and ternary 
experimental data, ternary interactions and the Gibbs energy of terna ry phases are 
obtained. Therefore, thermodynamics data bases can cover the whole composition and 
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temperature ranges, including experimentally uninvestigated reglOns. Figure 2-1 5 
shows the scheme of the CALPHAD method [97]. 
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Figure 2-15 Scheme or CA LPHAD method (.fter Ohoum. et al1 999 197)). 
2.6.1 Thermodynamic Modelling Software 
A variety of software packages can be used for the calculation of phase 
diagrams. The early versions of software to calculate mUlticomponent phase 
equilibria, Solgasmix by Eriksson, and to calculate (ma inly binary) phase diagrams, 
the Lukas programs, were given away free as source code, which substantially 
fostered the development of the fie ld [98] . More general mathematical relations to 
ca lculate phase diagrams were laid out by Hillert [99], which were eventually 
programmed in Thermoca1c [100]. Currently a number of software packages, some of 
which are combined with thermodynamic databases, are commercially ava ilable. 
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Frequently used are ChemSage and Fact, recently merged to become FactSage [10 I J, 
MTDATA [102], Thermo-calc, and a second generation of software, Pandat [103], 
aiming at an automatic calculation of multi component phase diagrams without the 
need to provide user knowledge of the system. 
Although all of these software packages can be used for the ca lculation of 
phase equilibria, their features and user interfaces differ. Another important feature of 
these software packages is the availability of a module for the optimization of the 
Gibbs energy functions. The development of increasingly user-friend ly computer 
interfaces makes phase diagram information more accessible for the non-expert user. 
For these applications, the user needs only to supply a bulk composition and 
temperature limits for the calcu lation, and the programs generate the remaining 
conditions that are needed for the calculation . 
2.6.2 Thermodynamic Databases 
In order to use the CALPHAD approach as a tool in aJloy design, a high 
qual ity thermodynamic database for aJloys is needed. Development of a re liable 
thermodynamic database for multicomponent alloys requires a combination of 
experiments and computational thermo-chemistry with feedback of data from aJloy 
applications [98]. Numerous binary and temalY subsystems have to be treated and 
validated with key experiments before multicomponent aJloys can be ca lculated 
reliably, and therefore thi s development is a long-term project. Fortunately, the 
efforts in the development of thermodynamic descriptions for systems that are 
relevant to solders have resulted in several thermodynamic databases that are either 
avai lable in the public domain [104,105] or commercially [97]. These databases are 
usually built from the assessed descriptions of all binary constituents systems but not 
necessarily all ternary systems. The database described by Lee and Lee [104] 
includes seven elements (Sn, Ag, Bi , Cu, In, Sb, Zn) and the assessments of all 
constituent binary systems and selected ternary systems. The database described by 
Ohnuma et al [97] includes assessed descriptions for all binary and ternary systems 
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including elements Sn, Ag, Bi, Cu, Pb, Sb, Zn and selected systems containing In. 
The description of the Sn-Pb systems includes also the pressure dependence of the 
Gibbs energy of the phases. Another database under development [105) currently 
includes assessed descriptions of all binary systems and selected ternary systems for 
the elements Sn, Ag, Bi, Cu, Pb. The MTSOLDERS database in MTDATA is 
designed for use in the calculation of phase equilibria involving solders and other low 
melting alloy systems [106). Alloys containing the following elements may be 
considered: Ag, AI, Au, Bi, Cu, Ge, In, Pb, Sb, Si, Sn, Zn. The database contains 
critically assessed thermodynamic data for the 12 elements, all except one (Au-Zn) of 
the 66 binary systems and fi ve ternary systems (Ag-Cu-Pb, AI- Cu-Si, AI-Sn-Zn, Au-
In-Pb and Bi-In-Pb). The database may be used to make predictions of liquidus 
temperatures and phase equilibria in systems containing these elements, however, the 
reliability of extraction to higher order systems should be assessed critically. The 
database is valid for temperatures between 50°C and 1000°C. 
2.7MTDATA 
The MTDA TA software, developed and maintained by the National Physical 
Laboratory (NPL), provides a facility for retrieving thermodynamic data from 
databases, compiling data sets fo r the elements of interest, and assessing these data; 
calculating binary and ternary equilibrium phase diagrams, as well as equilibria in 
higher order multicomponent, multiphase systems; and also a facility for linking the 
minimization algorithms to external software or user code [107, I 08) enabling, among 
others, the investigation of non-equilibrium processes. A number of modules are 
incorporated for manipUlating and retrieving the data, for making various types of 
calculation, and plotting binary, ternary, multicomponent, and predominance area 
diagrams [102). 
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2.7.1 ACCESS Module 
The ACCESS module is designed as a tool for the preparation of data for the 
calculation modules by retrieving data for multicomponent systems from one or more 
databases. The database used can be from a variety of sources provided that the 
format is compatible. Data for a wide variety of system types can be handled and 
systems can be specified by elemental or compound components and preference can 
be given to data arising from a particular model. A data file of system data is created 
which can then be used by the other MTDA TA modules for thermodynamic 
ca lcu lations. The types of substance and phase/model for which data can be stored 
and retrieved include stoichiometric compounds, gases, aqueous species, and phases 
with so lution on fixed or variable sublanices. It is important to note that MTDA TA 
cannot predict the existence of an ' unknown' spec ies or a phase for which it has no 
themlOdynamic data. 
2.7.2 MULTIPHASE Module 
The MULTIPHASE module of MTDATA is used for making calculations of 
chemical equilibria in multi component, multiphase systems. Calculations can be 
made individually or as a function of a single variable, and the results can be ploned 
in a variety of ways. MULTIPHASE also acts as a service to most of the other 
calcu lation modes. The command protocol of MULTIPHASE allows composition, 
temperature, pressure or volume, partial pressures and activities to be set and one 
variable stepped. Amounts can be specified in terms of mass or moles and depending 
on the nature of the problem, either or both of the two calculation stages [106] can be 
used. It is possible to make the calculations more efficient by using resu lts or the 
program variables from previous ca lculations as a starting point for the next 
ca lculation . The calculation of equilibria in a system of many components generates 
an enormous quantity of information that can rarely be displayed on a single graph 
and would be difficult to assimilate in tabular form. For this reason MULTIPHASE 
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incorporates flexible procedures to control what is to be plotted from the graph files 
calculated previously. Amounts of phases or substances, component distribution 
between phases or within a phase, component and compound acti vities, partial 
pressure, and Gibbs energy can all be plotted. The axis scales can be varied and made 
logarithmic, and amounts can be expressed in moles or mass terms irrespecti ve of the 
way the problem was formu lated. Moreover, the abscissa of the graph can be changed 
from the originally stepped variable to one of the calculated variables. Alternatively, 
the data can be saved in tabulated format for post-processing in a spreadsheet. 
2.7.3 APPLICATION Module 
The APPLICATION interface takes the form of a senes of FORTRAN 
functions and subroutines with a number of 'built-in ' applications supplied with 
MTDA T A [109]. It is designed to allow users to write software of their own for 
particular applications, wh ich make use of the existing functionality of MTDA TA. 1t 
also a llows users to link MTDATA with third party software, such as kinetics, fluid 
flow or plant simulation and management packages. A relationship between 
MTDATA and a user' s own appli cation software can be created in one of two ways. 
Either MTDATA can act as the executing process hosting the user application 
(MASTER or Level I mode) or MTDATA can be ca lled upon by the user application 
which is itself part of another main program (SLAVE or Level 2 mode) [109]. All of 
the built-in applications of MTDATA, such as SCHEIL, TSCHEIL, TRANSAN_T, 
are run through the APPLICATION module, where MTDATA acts as the MASTER. 
2.8 Combined Thermodynamic and Kinetic Modelling 
Micro solder joints are complex multi-layered material systems. With the 
ever-increasing higher microelectronic packaging densities to meet the needs for 
miniaturization of electronics devices, the effects of dissolution processes, 
intermetallic formation, and phase transformations should be thoroughly understood 
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and controlled, especially when the solder volume decreases into the range of 10" -
10-5 mmJ Hence, one of the most important reliability-controlling factors to be taken 
into account in designing and manufacturing future electronics is the physical and 
chemical compatibility of the materials [1 10]. 
The thermodynamics of material s provide fundamental informa tion on the 
stability of phases (and microstructures) and on the driving forces for chemical 
reactions and di ffus ion processes, which are of great importance for developing 
electronic material s and interconnection technologies, especially in microelectronics, 
where a multitude of dissimilar materials is used in diminutive amounts [11 1] . 
Even though the conditions for phase equilibria are hardly ever met III 
microelec tron ics applications, interfacial eq uilibrium (l12] or local equilibrium at 
phase interfaces [113] can usually be assumed. This assumes that every two 
neighbouring phases (planar layers) are in equilibrium, which is represented by either 
a two-phase equilibrium region in a binary phase diagram or by a tie line in an 
isothermal section ofa ternary phase diagram at the temperature of interest [114]. 
When combined with kinetic models, phase diagrams provide an efficient 
method for designing reliable interconnection materials and processes. Following thi s 
principle, Ki vi lahti and his research group have done some work to this end 
[110, 115,116]. However, due to the lack ofa useful thermodynamic so lder database, 
their work only addressed some specific solder systems, e.g. Sn-Bi. A general 
program (or software) is needed for solder alloy design to provide guidelines for 
electronics manufacturing industries. In addition, the different interaction 
mechani sms between the solder and metallizations in liquid and solid state should be 
taken into account. With the further miniaturization of the electronic devices, the 
solder joint size and geometry can be an influential factor and should also be taken 
into consideration. 
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2.9 Modelling of IMC Growth Kinetics 
The formation and growth of an lMC is a critical issue for the mechanical 
properties of the solder joints and therefore the integrity of entire electronic products. 
A high fidelity analytical tool, which is capable of describing the entire growth hi story 
of the IMC layers, is needed to accurately predict the relationship between the 
manufacturing process, long-term reliabi li ty and the lMC layer thickness. The 
methods for modelling the growth kinetics of the IMC phase in the soldering system 
are briefl y introduced in this section. 
2.9.1 Curve-Fitting Method 
The curve-fitting method is commonly used in the existing li terature [e.g. 117-
120]. This method uses IMC growth kinetics data obtained from a series of 
experiments to fit the following equation: 
W = kl" + A (2-1) 
where W is the thickness of lMC layer, k the growth rate constant, n the time 
exponent, t the reaction time and A the layer thickness at t=0. The fitted growth rate 
constant k is then used to calculate the growth activation energy of the IMCs, which 
can be used to compare the diffusion mechanisms in different solderlsubstrate 
systems. This method is not sufficiently comprehensive to account for the underlying 
mechanisms of the !MC formation in detail. 
2.9.2 One and Two Dimensional Analytical Models 
There are one dimensional (I-D) and two dimensional (2-D) analytical 
model s, which are based on the Fick's diffusion equations and normally assume that: 
(I) The growing !MC interface is planar; 
(2) The intrinsic diffusion coeffici ents are constants within each individual phase; 
(3) The volume change on the formation of the IMCs is negligible; 
(4) Thermodynamic equilibrium is maintained at the growing !MC interfaces. 
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The moving interface positions can then be tracked using the mass balance equation at 
the interface .;: 
(2-2) 
where v~ is the moving velocity of the interface, er, e,<P are the concentrations of 
elements i in a and 13 phases respective ly, J,'", Jr are the corresponding flu xes. 
The 1-0 ana lytica l model is exemplified by Mei el al [121], Erickson et al [122] , Oh 
[123], Lee et al [124], and Huh et al [125]. A study by Erickson et al [126] used a 2-
o implicit boundary tracking method to model the solid-state !MC formation between 
a Sn-Pb solder and a porous substrate coating. Figure 2-16 shows one of the 2-D 
modelling results by Eri ckson et al [126], in which the growth of an IMC is clearly 
visible with increasing time at the isothermal temperature. To date, this model has not 
been extended to consider the solder joint size effect. 
2.9.3 Energetics Method 
If the growth of the IMC is controlled by bulk diffusion only, the growth 
kinetics of the [MC can be described by: 
dt k ' 
- = -
dl 2x 
(2-3) 
where x is the thickness of the growing IMC and tl is the temperature dependent 
reaction constant. For the case of 1-0 growth of an [MC layer in a planar geometry, 
the heat flow, dHldt, is directly proportional to the reaction rate, dxldt: 
dH Aptili, dx 
clt M cll 
(2-4) 
where M, p, and &, are the molar mass, density and the heat of reaction respectively, 
A is the interfacial area which is calculated from measurements of layer thickness. 
Integrating Equations (2-3) and (2-4), gives: 
k' = ( M )' H ' 
Aptili, I 
(2-5) 
It is possible to measure the heat flow clHldt of the interfacial reaction by using 
differential scanning calorimetry (~SC). Thus, by first integrating the measurement 
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of the heat fl ow as a function of time to obtain the integrated heat flow, H, and 
plotting H2 versus time, the reaction constant, k!, may be calculated [127-129]. This 
method is experimentally intensive, i.e. experiments must be carried out for every 
new solder-substrate system, and as such it is not efficient during the product design 
stage. 
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2.9.4 Dual-Phase-Lag Model 
The dual-phase-Iag diffusion (DPLD) model was first developed for predicting 
the growth of the interfacial phase compound in metal matrix composites (MMC) 
[130] and thin films [1 31]' In view of the simi lari ty between the kinetics of interfac ial 
phase growth in MMC and solder joints, Chen et at [132] also applied the DPLO to 
modelling the IMC growth in solder j oints, e.g. IMC growth in a 100SnJCu system at 
170 °C. Li et at [133] further applied the OPLD model to predict the growth of the 
interfacial IMC for the Sn-3.5AglCu and Sn-3.5Ag-0.7Cu/Cu systems during re flow. 
This model can be used to expla in some of the phenomena of the [MC growth in 
solder joints, however, it is a one·dimensiona l model in nature. 
2.9.5 Combined T hermodynamic and Ki netic Modelling 
Combined thermodynamic and kineti c modelling provides usefu l in fo rmation 
on the stab ilities of phases, driving fo rces fo r chemical reactions, and growth rates of 
reaction products occurring in interconnections or thin-film structures during 
processing, testing, and in long-term use of electron ic devices [110]. Rtinkii et at 
[l IS] assumed that interfacial [MC growth is diffusion controlled and proposed a 1-0 
combined thermodynamic-kinetic model based on the fo llowing three relationships: 
( I) The relationship between the integrated diffus ion coefficient and the IMC 
layer thickness; 
(2) The relationship between the integrated and tracer diffusion coeffi cients; 
(3) The relationship between the tracer diffusion coefficient and the driving fo rce 
for [MC formation. 
As an example, Figure 2-17 shows the growth kinetics of a Sn-42Bi solder on Cu at 
220 °C predicted by Ronka's model. This is a general model that can be equally 
applied to other solder-substrate systems, as long as the thermodynamic data for the 
system are available. Chapter 7 of this thesis will apply this model to the Sn-
3.5AglCu and Sn-3.8Ag-0.7Cu/Cu systems and also extend it to a 2-D scenario. 
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Figure 2- 17 G.-owth of the 11 and E phases, th e local nominal composilion LNc (copper co ntent 
with fi xed ratio of tin and bismuth), and the tin content of the liquid so ld er, NSII1 as a fun ction of 
time in the eutectic Sn43 Bi solder/Copper substrate system at 220 °C (co urtesy of Ronka et al 
1998 [1 151). 
2.9.6 Phase Field Models 
Huh et ai [134) used the phase field modelling technique to study the 2-D IMC 
growth during soldering reactions. The governing equations of the 2-D phase field 
model were solved numerically using an explicit finite difference method. Figures 2-
18 and 2-I 9 present a schematic representation of the model setup and one of the 
modelling results of the !MC microstructure predicted by the phase fie ld mode llin g. 
The effects of grain boundary diffusion, solder/!MC interface energy as well as the 
solder composition on the IMC growth can be incorporated into the phase fi eld model. 
The solder bump size and geometry were not considered in the 2-D phase field model 
presented by Huh et ai [134), however, numerically solving the phase fie ld equations 
for complex geometries presents challenges. 
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Figure 2-18 Schematic representation of the computational cell of 184 h x 90 h, where h is the 
grid spacing (courtesy of Hub el al2004 /134)). 
figure 2-19 Microstructural evolution of the ,,-I MC layer for the case of the fast GB diffusion for 
nondimensional t imes (a) <=1,000, (b) <=10,000, (c) <=20,000, and (d) <=30,000 (courtesy of Huh 
el aI2004 /1341). 
38 
Chapter 2 
2.10 Summary 
This chapter has introduced the scientific context of the work of this thesis. 
Both the experimental and microstructual modelling issues related to the Pb· free 
solders and soldering have been reviewed. The known implications of solder joint 
miniaturization on the microstructure and mechanical property of the micro so lder 
joints have been introduced. The advantages and disadvantages of different methods 
of modelling the growth kinetics of the interfacial IMCs have been discussed. 
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CHAPTER 3 
A NOVEL COMPUTATIONAL INTERFACE BETWEEN MTDA T A AA']) 
MATLAB (FEMLAB) 
In many different kinds of materials processing simulations, it is necessary to 
obtain thermodynamic data fo r a system at equilibrium or in a metastable state 
(115,135]. Therefore, being able to freely access the functions of thermodynamic 
calculation software is of practical importance. This is especially the case in the fie ld 
of combined thermodynamic-kinetic modelling. Tanaka et at (136], for example, 
used a static linking to ChemApp (137] to ca lculate the surface tension of Sn-Bi 
a lloys. In the latest literature, there is increasing interest in incorporating 
thermodynamic calculations into phase field microstructure modelling techniques 
(J 38-1 43]. Strandlund et at (1 44-147] developed an interface between Thermo-Cale 
and MATLAB by the MEX (MATLAB Executable) file mechanism, in which mixed 
computer language programming is involved. This chapter introduces a nove l 
computational interface between MTDA TA and MA TLAB using a Dynamic Link 
Library (DLL), which results in several advantages, e.g. short program length, 
efficient usage of computer memory and an increased linking speed. 
3.1 A Scientific Computing Tool-MA TLAB 
MATLAB is a high-performance language for technical computing (148]. It 
integrates computation, visualizati on, and programming in an easy-to use 
environment where problems and solutions are expressed in familiar mathematical 
notation. Typical uses include mathematics and computation; algorithm development; 
data acquisition; modelling, simulation, and prototyping; data analysis, exploration, 
and visualization; scientific and engineering graphics; and application development, 
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including graphical user interface bu ilding [148]. More detailed information about 
MA TLAB IS available on the website of The Mathworks Company 
(http: //www.mathworks.com). The MATLAB language is particularly well suited to 
designing predictive mathematical models and developing application-specific 
a lgorithms [149]. It provides easy access to a range of both elementary and advanced 
algorithms for numeric computing. These algorithms include operations for linear 
algebra, matrix manipulation, differential equation solving, basic statistics, linear data 
fitting, data reduction, and Fourier analysis. MATLAB Toolboxes are add-ons that 
extend MATLAB with specialized functions and easy-to-use graphical user interfaces. 
Toolboxes are accessible directly from the MA TLAB interactive programming 
environment. The built-in mathematic algori thms, optimized for matrix and vector 
calculations, allow increased efficiency in two areas: more productive programming 
and optimized code performance. The re sulting time savings offers fast development 
cyc les as well as execution speeds from within the MA TLAB environment that are 
comparable to compiled code. 
3.2 MA TLAB Interface to Generic DLLs 
A shared library contains a set of object files that implement func tions and 
subroutines that can be linked with other obj ect files to produce a complete executable 
program. In Windows, as in other modem operating systems, libraries may be either 
static or dynamic. The referenced object files from a static library are linked into the 
executable when it is built, but the routines in a dynamic library are not loaded until 
runtime. In Windows, static library file s have the SUbscript " .lib", whereas dynamic 
libraries use the subscript ".dll". Executables that reference dynamic libraries are 
typica lly smaller than those that reference static libraries because the object file s from 
the dynam ic library are not present, but are loaded into memory at runtime directly 
from the DLL file . 
The MATLAB Interface to Generic DLLs enables the interaction with 
functions in dynamic link libraries directly from MA TLAB [150]. This is the basis on 
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which the novel interface between MTOA TA and MA TLAB in this chapter is bui lt. 
Usi ng MATLAB 6.5.1 (RI3SPI ) and later versions, it is possible to access fu nctions 
defined in Windows standard dynamic link libraries (.dll) through the MA TLAB 
command line using the LOAOLIBRAR Y function. This feature is available for 
Windows platforms only for releases RI3SP I through RI4SPI, however, from release 
RI4SP2, LOADLIBRARY is supported on both Windows and Linux. 
3.3 A Novel Interface between MTDATA and MATLAB 
Using the MA TLAB interface to generic OLLs makes it possible to build an 
interface between MTOATA and MATLAB using the OVF version of MTOATA 
containing a OLL, i.e. "mtdata.dll". The OYF version of MTOA TA is a kit for the 
high performance command line MTOA TA plus programming support in terms of 
OLL and variable/function declarations for Fortran ("dirusrap.for") and Visual Basic 
("mtdata.bas"). To use the MATLAB LOAOLIBRARY function, a header fi le which 
contains the declarations of an the functions and subroutines included in the 
"mtdata.d ll" needs to be constructed first. It is worth noting that the OLL for 
MTOA TA is programmed in Fortran and there are a lot of differences in data types in 
Fortran and MA TLAB languages. Therefore, the header file needs to be carefully 
constructed with reference to the MTOA TA Handbook Application Interface 
Programming Guide [151], considering the differences of data types in the Fortran 
and MA TLAB languages. Table 3-1 presents several examples of the di fferences in 
function declarations between the Fortran and MATLAB languages. A fun list of the 
header files containing an the functi ons and subroutines used in this thesis can be 
found in Appendix A. 
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Table 3· 1 Declaration of subroutines and funclions in Forlan and MATLAB 
Fortran declaration 
DOUBLE PR ECISION FUNCTION GAS_CONSTANTO 
DOUBLE PRECISION FUNCnON 
MOLES_OF _COMPONENTS_IN_PHA SE(N PHA, IFLAG) 
INTEGER NPI-IA,IFLAG 
I 'TEGER FUNC n ON ACT]J-i ASE_NO(PNAM) 
CHARACTER PNAM 
INTEGER FUNCTION EQUIL_PI-IASE_NO(PNAM) 
CHARACTER PNAM 
CHARACTER'(') FUNCTION 
ACT_COMPONENT_NA ME(NCOM) 
INTEGER NCOM 
SUB ROUNTINE OPEN_MPIJ ILE(CHINP,CHOUT,NERR) 
CHARACTER CHI NP,CI-IOUT 
INTEGER NERR 
MATLA 11 declaralion 
double GAS_ CONSTA NTO 
int ACT_PHASE_NO(char ',i nt) 
int EQUIL_PH ASE_NO(char ' ,int) 
void ACT_COMI'ONENT_NAME(char ' ,int ,int ') 
void OPEN_MPIJILE(char ' ,inl,char ' ,int,int ') 
------------------------------------------------------------------------------- ------
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The MTDATA DLL, i.e. "mtdata.dll", can be loaded into memory and made 
accessible to all applications by issuing the following command in MA TLAB after the 
header file has been properly constructed: 
Joadlibrary mtdata.dll mtdata.h alias mt 
where "mtdata .h" is the header file for "mtdata .dll". It is noted that the library has 
been assigned an alias, i. e. "mt", which must be lIsed in all further references to the 
li brary. The functions and subroutines included in the library can then be viewed 
after the successful loading of the DLL by the following command: 
libfunctionsview('mt') 
where ' mt' is the alias of the DLL "mtdata.dll". Figure 3-1 shows a snapshot of the 
window during runtime after issuing the ' Iibfunctionsview' function. 
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Figure 3-1 A snapshot of the window after issuing the 'libfunctionsview' function. 
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The procedures described up to this point are the preparation work, after 
which all of the functions and subroutines in the "mtdata.dll" DLL are accessible 
directly in the MA TLAB environment. The "calllib" function shou ld be used to ca ll 
any of the functions from the library, for example, the following line calls the 
'GAS CONSTANT' functio n in the DLL. 
call1ib('mt' , 'GAS_CONSTANT') 
Figures 3-2 to 3-6 present a series of snapshots during runtime of the program 
"scheil.m" in Appendix C. For example, Figure 3-2 allows the user to select an input 
data fi le. 
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Figure 3-2 A snapshot during the runtimc of program 'scheil.m': Select MPI file. 
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Figure 3-4 A snapshot during the runtime of program 'scheil.m' : Co mposition input. 
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Figure 3-6 A snapshot during the runtime of program 'scheil.m' : Output figure. 
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It is important to note the precision of the inputs in MA TLAB when using the 
MTDATA-MATLAB interface. For example, when conducting a thermodynamic 
equilibrium calculation of a Sn-Ag-Cu-Pb quaternary system, if the inputs of the mass 
of Sn, Ag, Cu and Pb are "100-2.85-0.475-1.85", "2.85", "0.475", " 1.85" 
respectively, some unexpected extra phases may occur in the phase formation plot as 
shown in Figure 3-7a. This is because "format long", which means the output format 
is a scaled fixed point format with 15 digits, was used in the program, and as such the 
expression "100-2.85-0.475-1.85" in MA TLAB is "94.82500000000002" instead of 
"94.825". It is now evident that the two extra phases in Figure 3-7a are due to the 
incorrect composition input of Sn in the system. The reason why MA TLAB evaluates 
"100-2.85-0.475-1.85" as "94.82500000000002" is related to the way MATLAB 
performs calculations, i. e. using floating point arithmetic. This means the result is not 
exact, but a numerical approximation, which can give rise to "roundoff errors". 
Therefore, it is not recommended to use expressions in the inputs when conducting 
thermodynamic calculations in the MA TLAB environment with the MTDA T A-
MATLAB interface enabled. For example, the previous problem in Figure 3-7a can 
be corrected as shown in Figure 3-7b, when "94.825" is directly input as the 
composition of Sn in the Sn-Ag-Cu-Pb" quatemary system. 
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figure 3-7 Phase formation plot of the Sn-Ag-Cu-Pb quaternary system in MATLAB using the 
MTDATA-MATLAB interface (a) input the Sn composition as an expression " 100-2.85-0.475-
1.85", and (b) directly input the Sn composition as the value "94.825". 
49 
Chapter 3 
3.4 Interface between MTDATA and FEMLAB 
FEMLAB is a powerful interactive environment for multiphysics modelling 
and solving all kinds of scientific and engineering problems based on partial 
differential equations (PDEs) [152]. FEMLAB has been developed from the 
PDETOOL toolbox in MA TLAB, but it has now become an independent software 
package and offers substantial capabi lities that the PDETOOL does not possess, e.g. 
access to the boundary conditions at internal domain borders, and 3D modelling. It 
solves systems of coupled PDEs (up to 32 independent variables). The specified 
PDEs may be non-linear and time dependent and act on a ID, 2D or 3D geometry. 
The PDEs and boundary values can be represented by three forms. The coefficient 
form is as follows [153]: 
Du d - - V'·(cV'u+au - y) + (JVu + au = / inn 
" at 
!!·(c'Vu +au-y) + qu =g-l on an 
hu = r on an 
(3- l a) 
(3-lb) 
(3 - lc) 
The first equation (3 -1 a) is satisfied inside the domain .Q and the second (3 -
I b) (generalized Neumann boundary) and third (3 -1 c) (Dirichlet boundary) equations 
are both satisfied on the boundary of the doma in .Q. !l is the outward unit normal and 
is ca lcu lated internally. A is an unknown vector-valued function called the Lagrange 
multiplier. This multiplier is al so calculated internally and is only used in the case of 
mixed boundary conditions. The coefficients da, C, cr, p, y, a, f, g, q and r are sca lars, 
vectors, matrices or tensors. Their components can be functions of the space, time 
and the so lution u. For a stationary sys tem in coeffi cient form da = O. Often c is 
ca lled the diffusion coefficient, Cl and p are convection coeffi cients, a is the absorption 
coefficient and y and/are source terms. 
The second form of the PDEs and boundary conditions is the general form 
[ 153]: 
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Du (3-2a) d - + V · f=F ill 0. 
, al 
-!!.f = G + A. 011 80 (3-2b) 
R=O on ao. (3 -2c) 
The coefficients rand F can be functions of the space, time, the so lution u and 
its gradient. The components of G and R can be functions of the space, time, and the 
solution u. 
An initial finite element mesh is automatically generated by triangulation of 
the domain from the geometry data provided. The mesh is used for discretisation of 
the POE problem and can be modified to improve accuracy. The geometry, POEs and 
boundary conditions are defined by a set of fie lds similar to the structure in the 
programming language C. A graphical user interface is used to simpli fy the input of 
these data. For solving purposes FEMLAB conta ins specific so lvers (e.g. static, 
dynamic, linear, non-linear solvers) for spec ific POE problems. The third form, Weak 
form, is for models with POEs on boundaries, edges, or points, or for models using 
terms with mixed space and time derivatives [153]. 
Since its introduction, FEMLAB has been fully integrated with MA TLAB 
[154]. In addition, any FEMLAB model (". fl" fi le) can also be saved as a MATLAB 
m file (".m" file) and subsequently can run in the MATLAB environment once the 
link between FEMLAB and MA TLAB is enabled during the installation stage. 
Furthermore, the FEMLAB programming language is exactly the same as that in 
MA TLAB, and is also implemented in MATLAB. Therefore, the novel interface 
established between MTOATA and MATLAB can be applied to FEMLAB as well. 
However, it shou ld be noted that the "mtdata.dll" OLL should only be loaded once in 
any FEMLAB model. For example, if the OLL has already been loaded into the 
memory in the main program of a FEMLAB model, the functions and subroutines in 
the OLL can be called directly in any of the functions of that FEMLAB model and 
any attempt to load the OLL again in the functions will result in linking errors. Figure 
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3-8 shows a schematic diagram of the linking of the three software packages 
MTDA T A, MA TLAB and FEMLAB. Figures 3-9 to 3-17 present a series of 
snapshots of the windows during the runtime of a FEMLAB model "testl.m", which 
can also be found in Appendix D. 
MATLAB/FEMLAB 
I Reads and Runs Aeelication I 
+- MTDATA 
I Thermod:tnamic Calculations I 
FEMLAB 
-+ 
I Performs Diffusion FEA I 
MATLAB/FEMLAB 
I Presents Results I 
.... lnterface between MATLAB and MTDATA 
Figure 3-8 A schematic diagram showing the mechanisms of the linking fo r the three software 
packages MTDATA, MATLAB and FEMLAB. 
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Figure 3-12 A snapshot during the runtime of program ' testl .m': Geometry plot. 
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Figure 3-1 5 A snapshot du r ing the runriOle of program ' tes tl.m ' : Solution progress. 
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Figure 3-1 6 A snapshot du ring the runtime of program ' testl.m' : Solution progress finished. 
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Figure 3-17 A snapshot during the runtime of program ' test1.m' : Output fi gure. 
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3.5 Summary 
This chapter has described a novel computational interface between 
MTDA T A and MA TLAB, which has been developed in this work. Further work that 
extends the interface to FEMLAB has also been di scussed. The capabi lities of the 
thermodynamic calculation software MTDA TA are greatly extended with such an 
interface with MA TLAB and FEMLAB. The routine calculations in MTDA TA can 
now be conducted within the MA TLAB and FEMLAB environments, respectively. 
Therefore, this interface greatly facilitates combined thermodynamic and kinetic 
modelling, e.g. direct calls to the thermodynamic software MTDA TA are possible 
within both MA TLAB and FEMLAB during runtime if any thermodynamic 
parameters are needed in the kinetic models. The interface between MTDA TA and 
MA TLAB utilizing the DLL mechanism offers several advantages compared to static 
linking. In addition, the extension of the interface to FEMLAB makes 3D combined 
thermodynamic-kinetic modelling possible. 
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CHAPTER 4 
MODELLING THE INTERDEPENDENCE OF PROCESSING AND ALLOY 
COMPOSITION ON THE MJCROSTRUCTURE OF LEAD-FREE SOLDERS 
This chapter discusses the relationship between processing and all oy 
composition on the microstructure of Pb-free solders, focusing on two specific 
scenarios. The first is a microstructure sensitivity study of Pb-free solders to the 
solder compositions, manufacturing process (simulated by different cooling rates), 
and service conditions (simulated by agmg at diffe rent temperatures). 
Thermodynamic calcu lations, implemented in MTDA TA (version 4.73), together with 
a database containing critica lly assessed thermodynamic data appropriate for solder 
materials, are used to predict the stable phases and their compositions when the alloy 
systems are both under equilibrium and a Scheil cooling state. The second topic 
concerns a preliminary study of the di ssolution kinetics of a thin layer of gold 
(typically less than I Jlm) on top of the component or board level metallization, into 
liquid solder bumps. 
4.1 Thermodynamic and Kinetic Modelling Methodology 
MTDA T A [107] and a recently updated database containing critically assessed 
thermodynamic data for a solder system allowing for 12 components (Ag-AI-Au-Bi-
Cu-Ge-In-Pb-Sb-Si-Sn-Zn) [106] were employed to systematically study the 
microstructure of Sn-Zn, Sn-Ag-Sb, Sn-Cu-Au, and Sn-Cu-Ag systems. The software 
MTDA TA performs a minimization of Gibbs energy based on models for the energies 
of the phases as a function of composition and temperature contained within the 
thermodynamic database. For example, the Redlich-Kister model is used for 
solutions where the interactions between components are small, whereas the sub-
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lattice model is generally used for solid solutions where the interactions between 
components are large, or where some ordering exists within the phase. The 
compositions of the solder alloys were altered by varying the relative amounts of the 
components in the system, with the Sn content making up the balance. Table 4-1 
presents the detailed compositions of the systems investigated. The total mass of the 
selected system was a nominal 100 kg. To examine the sensitivity of the solder alloys 
to cooling rates in the rellow process, two different types of solidification simulation 
were undertaken. Equilibrium ca lcu lations are representative of very slow cooling, 
which assume that complete diffusion occurs in both liquid and solid and therefore all 
phases are in thermodynamic equilibrium at each temperature [155]; Scheil 
calculations assume local equilibrium at the liquid/solid interface in which there is 
complete diffusion in the liquid and no diffusion at all in the solid [155), which 
simulates the worst case of micro segregation with the lowest possible final freezing 
temperature during cooling [156), and therefore are representative of a faster cooling 
rate. All of the solder compositions are designed with reference to current literature, 
which allows direct comparison of the theoretical predictions with published 
experimental work. 
Modelling of the dissolution kinetics of the surface finish metal Au into liquid 
solder was programmed and implemented in MA TLAB R 13 [157) using the built-in 
PDETOOL toolbox (version LOA). To examine how the solder bump sizes (or 
geometries), which represent different so lder volumes, can influence the dissolution 
kinetics of Au into liquid so lder, three different sets of pad size and stenci l parameters 
were selected. To make the modelling more representative of the real manufacturing 
process, the necessary parameters were selected from the stencil design stage, as 
shown in Table 4-3. There are two popular methods used to predict the solder bump 
shape, namely the purely geometrically based truncated sphere method [158, 159), 
which associates the parameters of the shape of a solder bump with its volume, and an 
energy based method such as Surface Evolver [160), which starts with a particular 
surface geometry and evolves toward a minimal energy condition by a gradient 
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descent method. For ease of incorporation into the MA TLAB program, the truncated 
sphere method is used. Both methods have been shown to predict the same results, 
especially for ultrafme micro solder joints [158, 159]. 
4.2 Microstructure Sensitivity Study of Lead-Fr ee Solders 
Table 4-1 lists all the compositions of the Pb-free so lders that have been 
investigated. It is well known that a prerequisite for a solder alloy is that its 
composition should be eutectic or near eutectic. A large temperature gap between the 
solidus and liquidus is usually avoided for a solder alloy, as it is desirable that solder 
melts or solidifies at a certain temperature, otherwise partial melting or solidification 
may occur [161]. The Scheil calculation checks the amount of the liquid and solid 
phases at every temperature step, and once all the liquid has transformed into solid 
phases, the calculation stops. For a so lder alloy, above its eutectic temperanlre, the 
system is in the full y liquid state, but just below this temperature, all the phases in the 
system are in solid state. With respect to some near eutectic solders, there may be 
several degrees difference between liquidus and solidus, and a Scheil ca lculation can 
prove that, because the freezing range is small, there is not much potential for 
segregation during solidification. However, as will be shown in the rest of this 
secti on, the results from the equilibrium calculation alone can predict the phases 
within the microstructure of the solder alloy systems very wel l. Nevertheless, the 
Scheil calculation is a useful tool in the stage of design and selection of appropriate 
Pb-free solders. 
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Table 4-1 Compositions of the different solder alloy systems investigated 
Solder systems Composition (% by mass) 
S. Cu Au Ag Sb Zn 
3.0 
Sn-Zn Bal. 0.0 0.0 0.0 0.0 6.0 
9.0 
2.58 0.0 
Sn-Ag-Sb Bal. 0.0 0.0 2.82 1.75 0.0 2.87 4.75 
2.70 8.78 
0.0 
0.1 
0.3 
Sn-Cu-Au Bal. 0.7 0.5 0.0 0.0 0.0 
1.0 
2.0 
3.0 
0.1 
0.3 
Sn-Cu-Ag Bal. 0.7 0.0 0.5 0.0 0.0 
1.0 
3.5 
4.2.1 Sn-Zn System 
Figures 4-1 to 4-3 present phase fonnation plots with respect to temperature 
predicted by MTDATA. In the Sn-3Zn system, for example, above the liquidus 
temperature -491 K, the system is in a single liqu id phase state. Once the 
temperature of the system cools below 491 K, the fonnation ofa new phase BCT_AS 
takes place. BCT _AS is J3-Sn and as indicated by its name assigned by MTDA TA, 
has a body centered tetragonal crystal structure. Generally speaking, the phase name 
given by MTDATA is structure based and all the other phase names in the rest of this 
thesis will fo llow the same rule. As temperature continues to decrease, the content of 
the primary J3-Sn phase will increase. It is noted that the ordinate is plotted on a 
logarithmic scale. When the system temperature drops to -471 K, the eutectic 
temperature of the Sn-Zn solder alloy, the fo ll owing binary eutectic reaction takes 
place: 
(4-1 ) 
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HCP _ZN is basically a pure Zn phase. One thing to be noted is that just above 
the eutectic temperature, for example at around 472 K, the amount of the pure Sn 
phase BeT_AS has reached 64.3 wt.%. This means that in the final microstructure of 
the solidified Sn-3Zn solder alloy, the pure Sn primary phase is the major phase. On 
the other hand, the eutectic mixture of BCT _AS and He p _ZN phases only accounts 
for about 35.7 wt.% of the total microstructure. This is qualitatively confirmed by the 
experimental work conducted by Suganuma et af (162) in Figure 4-4 (a), in which the 
large white areas are the primary Sn phase (or BeT_AS). 
Figure 4-2 shows the thermodynamic predictions when the Zn content in the 
Sn-Zn system is increased to 6 wt.%. Before the eutectic reaction takes place, the 
primary Sn phase in the system is about 24.2 wt.%, which is substantially decreased 
compared to 64.3 wt.% in the Sn-3Zn system. Although there is sti ll a primary J3-Sn 
phase present in the final alloys, the eutectic microstructure should dominate in this 
system. The prediction matches with the microstructure presented in Figure 4-4(b). 
Sn-9Zn is normally supposed to be the eutectic composition of Sn-Zn system. 
[n Figure 4-3, it is shown that the solidification process is different from the other two 
alloys. At --482 K, a pure Zn phase He p _ZN rather than J3-Sn phase fo rms fi rst and 
this persists to the eutectic temperature. It should be noted, however, that the total 
amount of the pure Zn phase formed before the eutectic reaction is only about 1.1 
wt.%. Therefore, in the Sn-9Zn system, the eutectic of J3-Sn and pure Zn should 
dominate the final microstructure. It is interesting to find that in the picture shown in 
Figure 4-4(c), although the eutectic microstructure is dominant, some scattered 
primary J3-Sn phases still exist. The thermodynamic modelling alone is unable to 
explain this phenomenon, which may also be a result of particles present in the melt 
which can facilitate the nucleation of J3-Sn. The formation of a classical eutectic 
structure, a microstructure consisting of a fine mixture of phases by solidification, 
requires coupled growth. However, some eutectic alloys exhibit an asymmetric 
coupled zone, i.e. the range of composition that would have a eutectic structure is 
shifted asymmetrically away from the thermodynamic eutectic [163,164). This is also 
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the case for the microstructure of near eutectic Sn-Ag-Cu alloys, which are discussed 
la ter in section 7.4.l. 
As mentioned previously, due to the narrow solidification temperature range 
of the solder alloys, there is not much di fference between the equilibrium calculations 
and Scheil calculations in Sn-Zn alloy system. 
Another encouraging result is that thermodynamic calculations can prec isely 
predict the phase formation temperatures in the so lder alloy system. Usually, this 
kind of information is only available when conducting Differential Thermal Analysis 
(DTA) or Di fferential Scanning Calorimetry (DSC) thermal analysis, which is a time 
consuming and costly experimental method. However, this can be performed in 
MTDATA without much effort. In MTDATA the enthalpy H or heat capacity Gp 
versus temperature of the solder alloy system can be plotted. It is known that any 
physicaUchemical change of the system at a certain temperature, e.g. phase 
tTansfomlation, involves an energy change and this will be reflected in the enthalpy or 
heat capac ity curve of the system (more details in section 4.2 .2). Using this principle, 
Figure 4-5 plots the heat capac ity Gp of the Sn-Zn system versus temperature and it is 
clearly indicated that every peak temperature of the Gp curve closely matches the 
experimental data in Figure 4-6, which is further shown in Table 4-2 . 
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Figure 4-1 Phase formation plot of Sn-3Zn under (a) equilibrium, (b) Scheil conditions. 
65 
Chapter 4 
2 
IIUQUID 
1.8 
1.6 
.. 
" 
" 
1.4 
~ 
~ 
~ 
'E 1.2 
~ 
0 
ff 
0.8 HCP-ZN 
0.6 
SCT- A5 
0.4 
250 )oo )50 4OO 450 5OO 550 
T. K 
(a) 
2 
LIQU ID 
1.5 
" 
" g 
... 
'E o HCP-ZN 
~ 
" 
" 
0.5 0 
~-
0 
BCT-A5 
-0.5 
471 472 47) 474 475 476 477 478 479 
T." 
(b) 
figure 4-2 Phase formation plot of Sn-6Zn under (a) equi librium, (b) Scheil conditions. 
66 
2 
0 
.. 
:; 
* 
-I 
-a 
'0 
- 2 
~ 
" 0 -3 ff 
-4 
-5 
-6 
250 300 
2 0 
BCT-A5 
1.5 
.. 
:; 
~ 
~ 
~ 0.5 ~ 
0 
~ 
" 0 0 i 
-0.5 
-I 
-1.5 
470 472 
350 
474 
400 
T. K 
<a) 
476 
T. K 
(b) 
450 
478 
Chapter 4 
LIQUID 
HCP-ZN 
BCf-A5 
500 550 
LIQUID 
HCP-ZN 
480 482 
Figure 4-3 Phase formation plot of Sn-9Zn under (a) eq uilibrium, (b) Scheil conditions. 
67 
.. '. \ 
" ~ '''C .'. ~ -: " 
". ~ ... . : ~ 
,-
", .:" 
. . 
. 
.... , 
"a.. "'-_ 
• 
Chapler 4 
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Table 4-2 MTDATA predicted I)eak tempcratUl'cs (OC) and the experimcntal endolhennic 
temperatllres (0C) (after SlIganllrn. et al1998 (l62f) 
l lit peak 2/1d )leak Liquidus 
MTDATA Experimental MTDATA Experimental MTDATA Experimental 
198.7 198.5 2 17.7 2 18.1 217.7 217 
198.7 198.6 205.5 208.8 205.5 206 
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4.2.2 Sn-O.7Cu-Au System 
Figures 4-7a and 4-7b present phase stability plots of mass vs temperature 
obta ined using MTDA TA for solidification of Sn-O. 7Cu-1 Au under equilibrium and 
Scheil conditions respectively. It can be clearly seen from Figure 4-7a that [3-Sn 
(BCT _AS), which is essentially a tin-rich solid solution, can form to an amount of 
about 20 wt.% when the system cools down from liquid to approximately 499 K . 
From 498 K to 495 K it shows a typical regime of intermetallic CU6SnS (CU6SNS) 
fornlation. The mass of CU6SnS is estimated to be - I wt. % whereas [3-Sn has 
increased from 20 wt.% to 56 wt.%. In the subsequent temperature range from 495 to 
486.6 K, the amount of [3-Sn and CU6SnS phases gradually grow to 80 wt.% and 1.6 
wt.%, respectively. However, at -486.6 K, the following ternary eutectic reaction 
takes place. 
Liquid (l)---+ [3-Sn (s) + AuSn4 (s) + CU6SnS (s) (4-2) 
Below 486.6 K, the amount of each phase present in the system remains 
unchanged and the final microstructure of the Sn-0.7Cu-I Au system is composed of 
approximately 94.8 wt.% [3-Sn, 3.4 wt.% AuSn4 and 1.8 wt.% CU6SnS. This shows an 
agreement with the experimenta l results by Huh et at [165], which reported a typica l 
Sn-based microstructure in which the primary [3-Sn formed before the eutectic 
reaction, approximately 80% mass fraction dominated the dendrites with the 
incorporation of an interdendritic eutectic formed from the eutectic reaction. The 
Scheil simulation of the system (in Figure 4-7b) shows little difference compared to 
the equilibrium process, and therefore indicates that each of the elements tends to 
partition to specific stoichiometric phases. 
By altering the Au content from 0.0 wt.% to 3.0 wt.% in Sn-0.7Cu-Au system, 
thermodynamic calculations allow a detailed study of the possible phase formation. It 
is found that the increased Au content does not lead to the formation of new phases. 
However, the mass fraction of AuSn. and Sn phases change with Au content, whereas 
the mass fraction of the CU6SnS phase is fo und to remain at - 1.8%. This indicates that 
the increased Au in the system has solely reacted with the [3-Sn to form the AuSn. 
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phase and that Au stabilizes the AuS14 phase, which is the only one it is predicted to 
'dissolve' into. Figure 4-8 presents the mass fraction of the AuS14 intermetallic as a 
function of Au content after equilibrium solidi fication. It can be seen that the mass 
fraction of AuS14 increases linearly with the Au content. From Figures 4-7a and 4-7b 
it is seen that the AuS14 forms through the eutectic reaction and therefore it is 
predicted that the fracti on of AuS14 in the eutectic area increases linearly with the Au 
content, as observed in Figure 4-9. 
Thermal analysis by Huh et al [ 165] using di ffe rential thermal calorimetry 
(DSC) also showed that a variation in Au content can affect the phase formation 
temperatures as shown in Figure 4-10. It is possible to predicr these using 
thermodynamic calculations, without a need for any experimental work, by simply 
plotting the heat capacity Cp as a function of the temperature T during the 
solidi fication process. Cp is the first derivative of the enthalpy (H) of a system with 
respect ro remperature under constant pressure. 
Cp = [oHloT]p=po (4-3) 
When a phase transition takes place, the abrupt change of enthalpy in a small 
temperature range of the system is reflected by the Cp. Therefore, some sharp peaks 
are observed in the Cp vs. T curve, as clearly observed in Figure 4-1 1 a and 4-11 b for 
Sn-0.7Cu-Au system at equilibrium. The three peaks in each graph represent the 
three steps of solidification at di fferent temperatures. Wirh reference to Figure 4-7, it 
can be seen that the peak no. I corresponds to the temperature range where the 
primary p-Sn forms, peak no. 2 to the formation of CU6SnS and peak no. 3 to the 
eutectic (Liquid -) p-Sn + AuS14 + CU6SnS), respectively. As the Au content 
increases peaks I and 2 shift rowards lower temperatures, whereas peak 3, the 
eutectic, remains at a fixed remperature. Every 0.5% mass increase of Au content in 
the system lowers the transition temperatures for peak I and 2 by about I K. These 
results reflect how the Au content can influence the liquidus and solidus temperature 
of Sn-O. 7Cu-xAu systems, as shown in Figure 4-1 2. 
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4.2 .3 So-0.7Cu-Ag System 
Figures 4-13a and 4-13b are the phase formation plots of mass vs temperature, 
predicted using MTDATA for the Sn-0.7Cu-Ag system under equilibrium and Scheil 
conditions, respectively. These show a similar trend to the Sn-O.7Cu-Au system and 
are in agreement with the experimental results by Huh et al [166] . The Ag)Sn 
intermetallic phase (AGSB_ORTHO) is observed to form from the last liquid to 
solidify at - 489 K, after the formation of the Sn-rich matrix and the CU6SnS phase. 
However, the mass fraction of Ag)Sn in the Sn-0.7Cu-Ag system is significantly 
lower than that of AuSI14 in the Sn-0.7Cu-Au system. Increasing the Ag content in 
the Sn-0.7Cu-Ag system will result in more of the precipitated A!\JSn intermetallic. 
Figure 4-14 shows the effect of Ag content in the system on the phase formation 
temperature. When the Ag content in the system increases from 0.5 to 1.0 wt.%, the 
peaks no. I and no. 2 that correspond to the formation of primary ~-Sn , and CU6SnS 
respec tively, shift to a temperature - 1.8 K lower; the peak no. 3, corresponding to the 
eutectic, remains unchanged, although it is approximately 2 K higher than in the Sn-
O.7Cu-Au system. All these predictions by MTDATA calculations are in agreement 
with the experimental work conducted by Huh et al [166] . 
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4.2.4 Sn-Ag-Sb System 
Figures 4-15a and 4-15b show the thermodynamic calculation results for a Sn-
2.87Ag-4.75Sb alloy under equilibrium and Scheil conditions, respectively. I3-Sn 
forms the major constituent of the system, together with the SbSn and Ag)(Sb,Sn) 
intermetallic phases as reported by Lee et al [167]. The Ag)(Sb,Sn) phase 
(AGSB _ ORTHO) is formed by substituting a certain number of Sn atoms for Sb ones 
in the Ag)Sn compound. However, unlike the Sn-O.7Cu-Au and Sn-O.7Cu-Ag 
systems, the mass fraction of the phases alters slightly from 298 K to 473 K. This 
indicates that the as-solidified microstructure of a Sn-Ag-Sb solder may be more 
liable to change during the subsequent ageing process compared to Sn-O.7Cu-Au and 
Sn-O.7Cu-Ag solder alloys. Figures 4-16a and 4-16b show the element distribution in 
the Ag)(Sb,Sn) and SbSn phases in a Sn-2.87Ag-4.75Sb alloy from 298 K to 473 K 
under equi li brium conditions. It can be seen that the composition of SbSn and 
Ag)(Sb,Sn) varies with the temperature, for instance, in Ag)(Sb,Sn), the mole fraction 
of Ag decreases while the Sb fraction increases with increase in temperature, with the 
amount of Sn remaining unchanged. This did not apply to the Sn-O.7Cu-Au and Sn-
O.7Cu-Ag systems because of the stoichiometry of the intermetallics CU6Sn5 and 
AuSn., i.e. the phase composition remaining constant as a function of temperature. 
It can be clearly seen (Figure 4-15) that the selected Sn-2.87 Ag-4 . 75Sb system 
is very close to the eutectic composition, with little solidification of a primary I3-Sn 
phase compared to the systems discussed above. This explains the very narrow 
temperature range of solidification, which is a maximum of 3 degrees from Figure 4-
15b, and represents the worst case of micro segregation possible. Therefore, the 
microstructure in this Sn-Ag-Sb alloy is expected to vary significantly compared to 
the Sn-Cu-Ag/ Au systems, due io the very narrow solidification range: - 2 °C, 
compared to nearly 10 °C for the other two systems. Such features are likely to be 
critical in terms of the reliability of the formed joints, and may require a careful 
design of the processing route for each chosen alloy system. 
81 
Chapter 4 
2 ~ 
BCT-AS LIQ UID 
1.5 
'" 
1< 
~ SBISNI ~ 
~ 
'0 
---~ 
E 
~ 
E 0.5 
AGSB-ORTH O 
0 
30B 350 40B 450 500 
T. K 
(a) 
2 
LIQUID 
1.5 
o SBISNI 
.. 
.. 0.5 
* 
~ 
~ 0 
'0 
~ 
-0.5 E 
~ 
E 
-\ SO-AS 
-1.5 
-2 AGSB-ORTHO 
482 482.5 483 483.5 484 484.5 485 485.5 
T. K 
(b) 
Figure 4-\5 Phase formation plot (mass vs T) during (a) equilibrium, (h) Scbeil conditions in Sn-
2.87Ag-4.75Sb 
82 
Chapter 4 
0 .8r--r--r--~-~-~-~-~-~-_---' 
0.7 
Ag 
0.6 
Sn 
0.2 
0.1 Sb 
oL-~--~--~--~--~--~--~--~-~~ 
_ D m ~ _ m a m ~ _ _ 
T.K 
(a) 
Sn 
0.5 
Sb 
0.4 
B 
0 
8. § 0.3 u 
'0 
§ 
'0 0.2 
.E 
0 
" ::; 0.1 
Ag 
0 
-0. 1 '--- ~-~-~-~-~-~~-~-~-~---' 
_ D m ~ _ m a m ~ _ _ 
T.K 
(b) 
Figure 4-16 Dependence of element composition on temperature in (a) Ag,(Sb,Sn), (b) SbSn from 
298 to 473 K 
83 
Chapter 4 
Lee et al [167] experimentally investigated the influence of Sb addition on the 
microstructural evolution of Sn-Ag solder. The authors concluded that the size of the 
primary j3-Sn phases in a Sn-2.7Ag-8.78Sb (high Sb) alloy is smaller than that in a 
Sn-2.82Ag-1.75Sb (low Sb) alloy and hence the high Sb alloy solidifies faster than 
the one with lower Sb content. Figure 4-17 and Figure 4-1 8 show the phase formation 
plot and the solid fraction versus temperature plot during the solidification of the two 
alloys, respectively. From Figures 4-17a and 4- 17b, the first phase to solid ify from 
the liquid in the low Sb alloy is indeed I3-Sn, however, in the hi gh Sb a lloy the first 
phase to solidify from the liquid is not I3-Sn, but an SbSn intermetallic instead. In 
addi tion, all the j3-Sn phases in the low Sb alloy are formed through the following 
eutectic reaction. 
LIQUID (l) ~ j3-Sn (s) + Ag3(Sb,Sn) (s) + SbSn (s) (4-4) 
The refore, the j3-Sn phases in Sn-2. 7 Ag-8. 78Sb are no longer primary j3-Sn 
but part of the ternary eutectic and the size is therefore smaller than the primary i3-Sn 
in Sn-2 .82Ag-1.75Sb. Figures 4-1 8a and 4-1 8b further confirm the above 
conclusions. In the low Sb alloy, from - 492.6 K to point A, the solid is only primary 
I3-Sn. Starting from point A, the results of the equilibrium and Scheil model begin to 
diverge: in equilibrium cooling the mixture of i3-Sn (BCT-AS) and Ag3(Sb,Sn) 
(AGSB-ORTHO) forms along the line AC, and the line AB for Scheil model. For the 
low Sb alloy, the two models predict the same eutectic temperature - 482.3 K, but in 
Scheil cooling the amount of the final eutectic is about 20 wt.%, whereas the 
equilibrium calculation predicts less than S wt.% eutectic, which indicates that the 
microstructure of this alloy is sensitive to cool ing rate. However, in the high Sb alloy, 
when cooling from high temperature to point A, only the SbSn phase forms. At point 
A, the same eutectic point as in the low Sb alloy, all the remaining liquid in the high 
Sb a lloy transforms into the ternary eutectic. Furthermore, the microstructure in the 
high Sb a lloy seems less sensitive to cooling rate than the low Sb alloy because both 
equilibrium and Scheil calculations predict the same results, as indicated by Figure 4-
18b. These conclusions agree with Lee's experimental result [1 67]. 
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Figure 4- ' 7 Phase formation plot for Sn .. Ag-Sb systems by eq uilibrium calculation (3) Sn-2.8Ag-
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Figure 4·18 Solid fract ion versus temperature of Sn-Ag-Sb systems (a) Sn-2.8Ag-1.75Sb, and (b) 
Sn-2.7Ag-8.78Sb. 
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4.3 Dissolution Kinetics of Au into Liquid Solder 
The top layer of an electroless nickel immersion gold (ENIG) meta llization on 
a substrate is Au, which is less than I Ilm in thickness. This layer performs two 
functions during reflow soldering. Firstly, the Au layer has a good surface quality and 
as such it can improve wettability; secondly, it protects the underlying metal, i.e. 
nickel, from oxidation. However, the notorious 'go ld embrittlement' is associated 
with the reaction of Au with Sn to form IMCs. In current literature, there is 
increasing interest in the thickness ofIMCs formed either during the soldering process 
or in the subsequent service period [168,122, 169-1 73, 115,174-1 85,10,186-193). The 
formation kinetics of IMCs can be used to optimize the thickness of the metallization 
on the substrate as well as the integrity of the solder joints. Dissolution is the first 
step in the interactions between the metallization and the liquid solder during reflow, 
and as such understanding the kinetics of this process are of importance for accurately 
predicting the solder-pad interactions, and hence the thickness of IMCs. 
The rate of dissolution of any solid in the liquid phase can be described by the 
equation [194]: 
de S 
-=k-(e, -e) 
efl v 
(4-5) 
where e is the concentration (kg/m3 or mol/m3) of the dissolved substance in the bulk 
of the liquid phase at time I , CS is the saturation concentration (kg/m3 or mol/m3) at a 
given temperature, k is the dissolution-rate constant, S is the surface area of the so lid 
in contact with the liquid, and v is the volume of the liquid. Integration of eq uation 
(4-5) with the initial condition e = 0 at I = 0 yields, 
e=e,[l -exp(- k~/ )] (4-6) 
or alternatively, 
(4-7) 
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In tenns of the variation of linear dimensions of a solid, equation (4-5) can be 
transfonned into [194] 
dxd = c,k exp( - kSt ) 
dt p v 
(4-8) 
considering c = pSxd / v and equation (4-6), where Xd is the thickness of the dissolved 
part of the solid. 
In some papers, e.g. Chada et of [175,176], equation (4-7) is called the Nem st-
Brunner equation, and wi ll be referred to as the N-B equation hereinafter. In thi s 
work the dissolution of Au into the liquid solder was treated as a 2-D diffusion 
process and the boundary conditions (BCs) are illustrated in Figure 4-19. The 
boundary conditions and the data needed for the FE modelling are described below. 
Neumann BC 
Dirichlet BC 
Figure 4-19 Boundary conditions of the diffusion analysis. 
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A Neumann BC [1 95] describes the mass transfer with the environment at the 
boundary. During the soldering process, no mass transfer between the solder bump 
and the environment occurs. A Dirichlet BC [1 95] is assigned at the bottom of the 
solder bump, which assumes that the concentration at the bottom remains constant. In 
this case, the saturation concentration of Au in the liquid solder a t the reflow 
temperature is assumed at 4 at% [196], i. e. 0.478 g/cm3 There are some data in the 
existing literature on the Au saturation concentrations in liquid SnPb solder, e.g. Zribi 
et al [196] and Kim et at [1 97]. In addition, by using thermodynamic ca lculation with 
a comprehensive solder database, the saturation concentration of Au or other elements 
in the liquid solder is also predictable, for either SnPb or Pb-free solders. The 
remaining issue is the availabili ty of diffusion data. Theoretically, the diffusion 
coefficient is dependent on composition and a Matano-Boltzmann analysis [ 198,199] 
can be used to deri ve the composition-dependent di ffusion coeffic ient once the 
concentration-space relationship is established by experimental work. In the present 
study, however, a constant di ffusion coeffi cient c = 1 x 10-5 cm2/s is assumed with 
reference to Tu et al [200]. The solder volume V is calculated from the stencil 
parameters (aperture and stencil thickness in Table 4-3) assuming 50% paste volume 
shrinkage after rellow [159]. The basic equations of the truncated sphere methods 
used can be found in Reference 159. 
Table 4-3 Selected pad size and stencil parameters 
Set 1 
Set 2·· 
Set 3 
Pitch • 
N/A 
635 (25) 
N/A 
· In ~m (mils) 
Pad Size' 
38 1 
381 (IS) 
80 
Aperture; 
600 
304.8 (1 2) 
80 
" Data set from Johnson .10/2002 [20 1) 
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Stencil Thickness· 
300 
152.4 (6) 
50 
Aspect Ratio 
2.0 
2.0 
1.6 
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The time-dependent Au concentrations inside the solder bumps at I s are 
shown in Figure 4-20 for the three sets of stenci l parameters given in Table 4-3 . With 
the time-dependent Au composition inside the solder bumps, further information on 
the dissolution rate and the consumed Au thickness at different times can be 
calculated, as shown in Figure 4-21 Ca), 4-21 (b). It is possible to compare the results 
from the FE calcu lations with experimental data published in literature. Normally the 
Au layer can be totally consumed within one second on first contact with the molten 
solder [197,66]. The FE modelling results indicate that, depending on the solder 
bump shape, the thickness of Au consumed within one second ranges from --D.8 to - I 
Ilm, which matches the published data very well. 
It is worth noting that the dissolution kinetics are predicted to be dependent on 
the solder bump geometry. The N-B equation has to date been used to describe the 
di ssolution process in the prediction of the thickness of the intermetalli cs fo rmed 
during the reflow or subsequent aging processes [171 , I 75, 176, 181]' Strictly 
speaking, the N-B equation does not ignore all the geometry parameters and it does 
take the ratio of the contact area to the solder volume into consideration, but in the 
modern ultra-fine micro solder joint, thi s ratio alone is not sufficient to characteri ze 
the solder bump geometry. Figure 4-21 Cc) also shows the predicted dissolution 
kinetics using the N-B equation. In contrast to the FE modelling results, the N-B 
equation predicts that data set I , which has the largest solder volume 4.2x 10-2 mm3, 
always has the fa stest dissolution kinetics, whereas the FE model predicts it to be the 
slowest in the first 0.5 s. However, the N-B equation was originally used to describe 
the dissolution process of a solid dissolving into a large quantity of liquid. In today's 
modern fine pitch electronics manufacturing, the solder volumes have shrunk to a 
microscopic level, typically 10-4_ 10-5 mm3 [202, II 0], and therefore it can be 
reasonably expected that the geometry factor will play a critical role, which is 
confirmed by the present FE modelling. 
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Figure 4-20 Au concentrations at 1 s in (a) data set 1 bump, (b) data set 2 bump, (c) data set 3 
bump. 
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4.4 Summary 
Through the use of thermodynamic modelling, this chapter has investigated 
the inter-dependence of processing and alloy composition on the microstructure and 
microstructural evolution in Sn-Zn, Sn-Cu-Au, Sn-Cu-Ag, Sn-Ag-Sb Pb-free systems. 
This chapter demonstrates a novel toolset to explore and expand on the existing 
knowledge of Pb-free soldering. This approach enables more in-depth understanding 
of the materia ls phenomena, optimization of alloy compositions and the determination 
of suitable manufacturing process windows for Pb-free soldering applications. 
Computer simulations under either equilibrium or Scheil conditions have 
shown their usefulness in Pb-free solder design and processing, generating a wealth of 
information in respect of the temperature dependence of phase formation , and their 
compositions. The modelling results for the chosen systems have shown an 
agreement with experimental results in recent literature. This confirms that 
thermodynamic calculations can be an effective tool in Pb-free so lder material s 
selection and process design. 
In the study of the dissolution kinetics of surface finish metal into liquid solder 
during reflow, the commonly used emst-Brunner equation is found to have poor 
validity for the calculations in micro joints at or below I 00 ~m in size. Further 
experimental and modelling work addressing thi s possible solder joint size and 
geometry effect will be presented in the following chapters. 
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CHAPTERS 
MICROSTRUCTURE AND MECHANICAL PROPERTIES OF LEAD 
CONTAMINATED LEAD-FREE SOLDERS 
Due to the imminent wide-spread introduction of Pb-free so lders, materials 
properties, manufacturing and reliability of solder joints are currently being 
investigated in the electronics packaging comm unity. The interactions of new Pb-free 
alloys with other materials are of particular concern in order to understand and 
thereby enable the optimization and control of the processes for reliable products. In 
the transition period from Sn-Pb to Pb-free soldering, existing Sn-Pb products that 
remain in the market, or with customers, will be an issue when they have to be 
repaired wi th Pb-free solders. The complete elimination of Pb from the products that 
are specified in the legislation will have to account for Pb contamination that is 
inevitable in rework, repair or technology upgrades. As such, a number of technica l 
problems in connection with mixing Sn-Pb with Pb-free alloys exist, including: 
(I) Uncertainty of the resu lting microstructure and its properties; 
(2) The effect of unknown compositions and structures on reliability; 
(3) Critical or tolerable levels of some elements that can be permitted In 
app lications; 
(4) The relative content of the elements and the formation and morphology of 
intermetallic phases. 
In th is chapter thermodynamic calculations are presented for multicomponent 
material behaviour during reactions between Sn-Pb and three Pb-free solder alloys, 
i.e. Sn-Ag, Sn-Sb and Sn-Ag-Cu. In particular, two Sn-Ag-Cu alloys that are relevant 
to current industrial interests, namely Sn-3 .9Ag-0 .6Cu (known as '405 alloy' in 
Europe and North America), and Sn-3 .0Ag-0.5Cu (known as '305' alloy in Asia), 
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were selected to react with different contamination levels of eutectic Sn-37Pb solder. 
This chapter also presents experimental work that has characterized the intermetallics 
and mechanical behaviour following reaction of the Pb-free alloys with eutectic SnPb 
solder. The microstructure and phase identification was studied by Optical 
Microscopy (OM) and Field Emission Gun Scanning Electron Microscopy 
(FEGSEM), with the latter featuring the Electron BackScatter Diffraction (EBSD) 
technique that offers details of phase morphology and orientation at nanoscales. 
Nanoindentation, which is suitable for ultra-fine and complex microstructures in sma ll 
volumes, was also used to investigate the mechanical properties, including hardness, 
elastic modulus and creep, at both ambient and elevated temperatures. 
5.1 Introduction 
It is imperative to gain a detailed insight into the interactions of new alloys 
with other materials, so as to enable the optimization and control of the processes for 
reliable products. To date, both experimental work [51 ,203,204] and modelling 
[205,156,206] have been carried out to address these issues. Predictions using 
computational methods are important for generating gu idelines prior to practical 
work. Thermodynamic modelling allows the prediction of the possible stable phases 
and their proportions as a function of changes in the composition of the alloys. In 
addition, such questions as "how much Pb" is acceptable for a specific solder alloy, 
and "how significant" any Pb-rich phase would be for the in-service reliability of the 
solder joint, are still the major concerns from both the academic and industrial areas. 
In recent years, depth-sensing indentation as exemplified by nanoindentation 
(207] has been gradually used to characterize the micromechanical properties of the 
different phases, i.e. A!\3Sn, CU6SnS, CUlSn intermetallics and the Sn matrix that are 
present in the Pb-free solder materials [208-2 15]. The maturity of the automated 
EBSD technique [216], particularly the use of it with a Field Emission Gun Scanning 
Electron Microscopy (FEGSEM), has provided the opportunity to characterize the 
material microstructures and crystallographic features (e.g. texture) at the grain and 
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subgrain scale without the need to prepare thin fo il samples for transmission electron 
microscopy. In this chapter, thermodynamic modelling is used to study the 
microstrUcture of Pb contaminated Sn-Sb binary and Sn-Ag-Cu ternary systems. In 
addition, the two aforementioned experimental methods are adopted to provide a 
quantitative evaluation of the different levels of Pb in Sn-Ag-Cu alloys and their 
influence on microstructure fo m1ation and the micromechanical properties of the 
alloys. 
5.2 Experimental Details 
5.2.1 Thermodynamic Modelling 
MTDA TA and a database containing cri tically assessed thermodynamic data 
fo r solder systems (details in Chapter 4) were employed to systematically study the 
microstnlcture of Sn-Ag, Sn-Sb and Sn·Ag·Cu alloys and the corresponding systems 
contaminated with Pb. Pb-contamination in the solder was simulated by adding the 
eutectic Sn-37wt. % Pb solder alloy into the Pb-free solders [21 7]. The compositions 
of the solder alloys were altered by varyi ng the relati ve amount of the components 
(Pb-free or Sn-Pb alloys) in the system, with the Sn content always making up the 
balance. The total mass of the chosen system was a nominal 100 kg, unless otherwise 
specified. Table 5-1 presents the chemical compositions of the systems investigated 
using the thermodynamic calculations in this chapter. Thermodynamic calculations 
were performed under both "equilibrium" (representative of a slow cool) and "Scheil" 
conditions. The Scheil calculation does not allow for any diffusion in the solid, and 
assumes complete diffusion in the liquid, corresponding to the worst case of 
segregation during cooling, and is therefore more representative of fast cooling of the 
solders. 
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Table 5-1 Composition of the solder alloys obtained from mixing of Pb-free and eutectic So-Pb 
alloys 
Solders Com~osition (wt. %} 
Pb-free Alloy Pb-free wt.% SnPb WI.% Sn Ag Cu Sb Pb 
Sn-3.5Ag 100 0 bal. 3.5 0.0 0.0 0.0 
Sn-3.5Ag 95 5 bal. 3.325 0.0 0.0 1.85 
Sn-3.5Ag 90 10 bal. 3. 15 0.0 0.0 3.70 
Sn-3.5Ag 80 20 ba l. 2.80 0.0 0.0 7.40 
Sn-5Sb 100 0 bal. 0.0 0.0 5.0 0.0 
Sn-5Sb 95 5 bal. 0.0 0.0 4.75 1.85 
Sn-5Sb 90 10 bal. 0.0 0.0 4.5 3.70 
Sn-5Sb 80 20 bal. 0.0 0.0 4.0 7.40 
405 95 5 bal. 3.705 0.57 0.0 1.85 
405 90 10 bal. 3.51 0.54 0.0 3.70 
405 85 15 bal. 3.315 0.51 0.0 5.55 
405 80 20 bal. 3.12 0.48 0.0 7.40 
305 95 5 bal. 2.85 0.475 0.0 1.85 
305 90 10 ba l. 2.70 0.45 0.0 3.70 
305 85 15 bal. 2.55 0.425 0.0 5.55 
305 80 20 bal. 2.40 0.40 0.0 7.40 
5.2.2 Experimental Procedure 
This chapter has al so experimentally investigated the phases present when a 
Sn-Ag-Cu (SAC) solder alloy was melted and reacted with a eutectic Sn-Pb all oy and 
so lidified to ambient conditions from the liquid state. A Sn-3.8Ag-0.7Cu solder alloy 
was reacted with a eutectic Sn-37Pb alloy in a ceramic crucible (ensuring that there 
was no reaction between the crucible and solders). Time was allowed for the mix.ing 
and reaction between the two alloys, and then the mixture of molten solder was 
transferred onto a ceramic plate for cooling to room temperature. The samples were 
then ground using SiC paper to 1200 grit and poli shed using diamond paste to a I ).lm 
fini sh. In order to obtain a better surface quality for subsequent microstructure 
analysis, an extended polishing with 0.02 ).lm colloidal sil ica was used. Finally, the 
microstructure and morphology of the samples were observed by optica l and scanning 
electron microscopy (SEM), and characterized by Energy Dispersive X-ray analysis 
(EDX) using a Leo 1530 VP FEGSEM and an EDAX Pegasus analysis system, 
comprising of both EDX and EBSD. The samples that have been analyzed contained 
5 wt.% and 20 wt.% eutectic Sn-Pb solder respectively. Table 5-2 lists all the sample 
designations with respect to their chemical compositions and test conditions. 
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Table 5-2 Sample designations with respect to their chemical compositions aDd tes t conditio ns 
Solders 
SACwt.% 
95 
80 
SnPb wt.% 
5 
20 
25'C 
Pb5 
Pb20 
Test temperatures 
120'C 25'C (aged @ 120'C, 8 days) 
HPb5 HAPb5 
HPb20 HAPb20 
Nanoindentation was carried out with a three-sided Berkovich diamond 
indenter mounted in a NanoTest 600 system (MicroMaterials Ltd. , Wrexham, UK) . 
The indentations were conducted using the load contro l mode, i. e., a loading process 
was completed and reversed when it reached the preset peak load. The maximum 
load used in this test was 2 mN, and the loading and unloading rate was set at 0.1 
mN/s. Dwell times (i.e. the peak load holding period) of 20 and 60 seconds were 
applied to the tests at the room temperature (RT) and high temperature (HT), 1200 e, 
respectively. For the nanoindentation at HT, the indenter was pre-contacted with the 
sample for 5-10 minutes to warm up the indenter, which ensured that during the 
subsequent tests the indenter remained at almost the same temperature as the sample. 
The indentations were typically made in a 20x20 (15x 15 at HT) matrix pattern. The 
spacing between adjacent indentations was 10 Ilm ( 15 Ilm at HT) . The creep 
properties of the solder matrix at RT and HT were also studied by a constant rate of 
loading/unloading of 0.2 mNls typically to a maximum 5 mN, and then the load was 
held for 1800 seconds. The penetration depth versus time data recorded by the 
machine during the dwell period were then used to calculate the creep stress exponent 
assuming that the creep behaviour of the solder matrix obeys a power law description. 
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5.3 Predicted Microstructure of Sn-Ag-Pb and Sn-Sb-Pb Systems 
Zhu et al [51] presented experimental results on the effect ofPb contamination 
on the shear strength of Sn-3.5Ag and Sn-5Sb solders at both room temperature (25 
0c) and a higher temperature (125°C). Kattner et al [156] and Zeng et al [206] 
studied the microstructure of the Sn-Ag-Pb system by thermodynamic modelling. 
Following on from these two types of studies, this section will establi sh a relationship 
between the microstructure and shear strength of the Pb-contaminated solders and 
also explain the difference in shear strength between the Sn-Ag-Pb and Sn-Sb-Pb 
systems, based on the microstructure predicted from thermodynamic modelling. 
Table 5-3 lists the predicted constituent phases of the two alloy systems from 
equilibrium thermodynamic calculations at 298 K and 398 K respectively. The phase 
formation plot of Sn-4Sb-7.4Pb alloy is given in Figure 5-1. The first phase to 
solidi fy from the liquid is j3-Sn (BCT-AS) solid solution at approximately 485 K, 
which forms a considerable amount within a very short temperature range. By 477 K, 
the formation temperature of the SbSn (SB 1 SNI) intermetallic, the weight percent of 
j3-Sn has already reached 31 % in the system. Further cooling of the system leads to 
the precipitation of SbSn, accompanying the continuous solidification of j3-Sn until 
the ternary eutectic temperature of the Sn-Sb-Pb system is reached around 446.1 K. 
Prior to the eutectic reaction, the weight percent of the constituent phases are 79.3% 
(j3-Sn), 7.3% SbSn and 13.4% liquid. At the eutectic point, the remaining liquid fully 
transforms into three sol id phases through the following ternary eutectic reaction. 
Liquid (I) -+ (j3-Sn) (s) + (Pb) (s) + SbSn (s) (5-1) 
Therefore the final microstructure should be predominantly primary (j3-Sn) with small 
amounts of SbSn !MC and the temary eutectic ((j3-Sn) + (Pb) + SbSn). No high 
magnification images of the microstructure of the bulk solder were given in Zhu's 
experimental work [51], however for Sn-Cu-Ag [166] and Sn-Cu-Au [165] systems, 
the primary (j3-Sn) has been observed to solidify in a dendritic manner with the 
eutectic in the interdendritic regions. 
99 
Chaplet' 5 
Table 5-3 Predicted constituent phases of solder alloys at 298 K and 398 K 
Temperature 
Alloy Composition Constituent phases 
(% by mass) (% by mass) (K) 
(Snf -Sn Ag Sb Pb (Pb) A~Sn SbSn 
Bal. 3.15 0.0 3.7 92.2 3.55 4.3 0.0 
298 Bal. 2.8 0.0 7.4 88.9 7.31 3.82 0.0 Bal. 0.0 4.5 3.7 87.1 3.56 0.0 9.34 
Bal. 0.0 4.0 7.4 84.4 7.32 0.0 8.3 
Bal. 3.15 0.0 3.7 93.4 2.3 4.26 0.0 
398 Bal. 2.8 0.0 7.4 89.9 6.36 3.78 0.0 Bal. 0.0 4.5 3.7 87.9 2.4 0.0 9.74 
Bal. 0.0 4.0 7.4 84.9 6.45 0.0 8.65 
·(Sn) is the tin-rich solid solution and (Pb) is the lead-rich solid solution 
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figure 5-1 Phase formation plot for Sn-4Sb-7.4Pb alloy by equilibrium calculation. 
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Pb contamination has been reported [205,156] to increase the freezing range 
(or pasty range) ofPb-free solders, which also increases the possibility of porosity and 
may cause manufacturing problems. Figure 5-2 presents the solid fraction as a 
fu nction of temperature of a Sn-5Sb alloy both with and without Pb contamination. In 
Figure 5-2 the curves labelled as "No contamination" represent an Sn-5Sb alloy 
solidi fy ing under equilibrium conditions. It is clearly shown in Figure 5-2b and 5-2c 
that the Pb contamination lowers the eutectic temperature from point E to El (or E2), 
the gap between which is about 45 K. When the Pb level in the system is 3.7 wt.% or 
7.4 wt.%, both the equilibrium and the Scheil model predict the same final eutectic 
temperature, --446 K. However, when Pb content in the system is very small, e.g. 
1.85 wt.% as shown in Figure 5-2a, the Scheil model predicts the same final eutectic 
temperature as in the previous two systems, however, the equilibrium calculation 
indicates an increase of final solidi fication temperature over 20 K higher. 
Equilibrium and Scheil cooling are two idea l extremities and the actual solidification 
process during reflow is likely to lie between them. In addition, the fact that there is a 
difference of more than 20 K between the predictions of the equilibrium and Schei l 
calculations indicates that the low Pb alloy is more sensitive to the cooling rate: the 
fa ster the cool ing rate, the lower the final freezing temperature. The reason why there 
is about 20 K temperature gap between Scheil and equilibrium cooling models in Sn-
4.75Sb-1.85Pb alloy can be interpreted as follows: this alloy initially contains very 
small amount of Pb, but as Scheil solidification progresses, the relative Pb content in 
the liquid gradually increases. Therefore the time for decreasing the system 
temperature by 20 K is in fact the accumulation time for Pb in the liquid to reach its 
eutectic composition. 
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Figure 5-2 Solid fraction vs. temperature of Sn-Sb-Pb systems (a) Sn-4.75Sb-1.85Pb, (b) Sn-
4.5Sb-3.7Pb, (c) Sn-4Sb-7.4Pb. 
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The final freezing temperature is also the lowest melting point of the alloy. 
Due to the low temperature eutectic, Pb contami nation of a Sn-5Sb alloy, even in very 
small amounts, leads to the degradation of the mechanical properties at high 
temperature. The shear force for a solder joint without Pb contamination has been 
reported to be - IS percent higher than for those containing some Pb at 398 K [S I]. 
One possible reason to account for thi s degradation is that the low temperature 
eutectic becomes soft at this temperature. Figure 5-3 plots the distribution of Pb in 
the phases ofSn-4Sb-7.4Pb from 298 K to 398 K. At room temperature, almost all Pb 
resides in the Pb-rich phase FCC-A 1, but as the temperature increases, the solubili ty 
of Pb in I3-Sn (BCT _AS) increases, therefore the Pb in the Pb-rich phase may 
gradually diffuse into the I3-Sn phase. Fina lly at 398 K there is - 20 wt.% Pb in the 13-
Sn. This difference in solubilities and the resulting diffusion is another factor that 
contributes to the degradation in shear strength at high temperature, as reported by EI-
Sayed [2 18] and EI-Salam [219]: the directional movements of atoms give ri se to 
dynamic recovery, which leads to an increased density of mobile di slocations and 
hence a decrease in strength. 
The experiment conducted by Zhu [51] indicated that although there was a 
decrease in shear strength at high temperature after Pb contamination in both Sn-SSb 
and Sn-3 .SAg alloys, the Sn-SSb maintained a higher shear strength. Careful 
examination of Table 5-3 shows that Sn-Sb-Pb alloys contain twice as much of the 
high temperature intermetallic phase SbSn than Ag3Sn in Sn-Ag-Pb alloys, at both 
298 K and 398 K. The intermetallic phases are typically hard and brittle with a high 
melting point and increased stability at high temperature compared with the matrix 
solder materials. Although it exhibits lower hardness than Cu-Sn intermetallics, 
A~Sn has an appreciably higher hardness (2 .9±0.2 GPa) than that of the Sn-Ag-Cu 
solder itself, (0.16±0.06 GPa) as observed by Chromik [2 10] using a nanoindentation 
method to investigate the mechanical properties of Pb-free solders and Sn-based 
intermetallics. Similarly Lee et al [1 67,38] found that the micro-hardness of a Sn-
2.S8Ag solder was increased from 13.2 HV to 17.1HV, 22.2HV and 2S.4 HV for Sb 
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additions of 1.75% Sb, 4.75% Sb and 8.78% Sb, respectively. Therefore, the strength 
of Sn-Sb-Pb alloys at high temperature can probably be attributed to the high content 
(- 10 wt.%) of the SbSn intermeta llic phase. 
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5.4 Predicted Microstructure of Sn-Ag-Cu-Pb Systems 
Thermodynamic modelling is a useful tool for predicting the microstructure 
for a given composition of multicomponent solder alloy to assist with the 
identification of the possible phases formed on solidification. Figures 5-4a and S-4b 
present the results of equilibrium calculations for the 40S alloy after reaction with 
Swt.% and 20wt.% Sn-37Pb solder, respectively; their compositions are given in 
Table S- 1. 
By adding 5wt.% Sn-37Pb to the 405 alloy, under equilibrium conditions, the 
liquid mixture will begin to solidi fY at -490 K (2 17 °C), with solidification completed 
within a narrow mushy range of - 15 K. The final microstructure is predicted under 
equilibrium conditions to consist predominantly of the J3-Sn matrix with precipita tes 
of CU6Sn5 and Ag3Sn. Pb is predicted to be so luble in the J3-Sn phase at high 
temperature, however, once the temperature reaches about 408 K, it can start to 
precipitate in the solid state to form a Pb-rich phase. 
For the 405 alloy containing 20wt. % Sn-37Pb additions, the liquid starts to 
solidifY at 480 K; 10 K below that of the 40S + 5wt.% Sn-3 7Pb system. The freezing 
range is also widened significantly to - 30 K, and final solidifi cation now occurs in a 
eutectic reaction at -450 K, showing excellent agreement with the resul ts reported by 
Zeng [206]. A significant amount of a Pb-rich solid solution phase fo rms during the 
eutectic reaction from the last liquid to solidifY, and will therefore be distributed in 
the interdendritic regions. This compares with the 405+ Swt. % Sn-3 7Pb system in 
which precipitation of Pb was only possible in the solid state at much lower 
temperature. Similar phenomena can be found for the 305 systems, which have a 
lower Ag content than 405 systems. Figures 5-5a and 5-5b present the equilibrium 
calculations from the 305 alloy after reaction with Swt .% and 20wt.% Sn-37Pb, 
respectively. 
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Figure 5-4 Eq uil ibrium thermodynamic ca lculations for the 405 alloy with add itions of (a) 5wt.% 
and Cb) 20wt.% eutectic Sn-Pb solder. 
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Figure 5-5 Equilibrium thermodynamic calculations for the 305 alloy with additions of (a) 5\\'t.% 
(total mass oftbe system is assu med to be 1000 kg) and (b) 20wt.% eutectic Sn-Pb solder. 
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In comparison with 405 systems, the characteristic temperatures associated 
with solidification are very simi lar, although the 305 alloy containing 20 wt% Sn-
37Pb starts to solidify about 5 degrees above the corresponding 405 alloy. However, 
the amount of the intermetallic phases, Ag3Sn and CU6SnS, only varies slightly as a 
function of alloy content. For both 405 or 305 with 5 and 20 wt.% Sn-37Pb alloy 
systems, thermodynamic calculations show that the transformation from the 
disordered CU6SnS phase (high temperature) to the ordered CU6SnS-P phase (low 
temperature) occurs at -460K (- 187°C). Figures 5-6a and 5-6b illustrate the 
distribution of the Pb between the phases at temperatures from 25°C to 150°C for the 
405 + 20wt.%Sn-37Pb and the 305 + 20wt.%Sn-37Pb systems respectively. As 
shown in Figures 5-4b and 5-5b, Pb exists as a solid solution phase below the eutectic 
temperature in both of these alloys, with the solubility of Pb in the Sn-rich sol id 
solution increasing as temperature increases. It is therefore possible that thermal 
ageing would result in some homogenization of the Sn-rich phase. There is no 
solubility of Pb predicted in either of the intermetallic phases, Ag3Sn or CU6SnS. The 
presence of the low melting point Pb-rich phase is important for the reliability of such 
a mixture of solder joints in terms of the degradation of the mechanical integrity 
[206] . This is of particular importance for applications with a high service 
temperature (e.g. the automotive industry). 
Figures 5-7a and 5-7b present the calculations using equilibrium and 'Scheil' 
models to predict the dependence of solid fraction on temperature for the 405 alloy 
with additions of 5wt.% and 20wt.% Sn-37Pb respectively. The 405 alloy without 
Sn-37Pb, marked as ' no contamination', was calculated under equilibrium conditions. 
It can be seen that the addition of Pb significantly reduces the temperature at which 
the last liquid can exist. Only in the case of the alloys with 5 wt.% Sn-37Pb under 
equilibrium conditions does solidification occur above the eutectic temperature, 
whereas in all other cases the last liquid solidifies at the quaternary eutectic 
temperature of 176 °C. Therefore, a 20 K gap exists between the final solidification 
temperature calculated under equilibrium and Scheil conditions for the lower Pb (5 
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wt.%) content system. This indicates that the microstructure will be sensitive to the 
cooling rate, which is particularly important for lower levels of Pb contamination 
[221]. It is clear that an addition of less than 5 wt.% of the Sn-37Pb solder alloy is 
needed to ensure that no Pb-rich phase can be present as a result of non-equilibrium 
segregation during faster cooling. It is also possible that the increased freezing range 
(or mushy range) of these systems will increase the tendency to form porosity in the 
final microstructure. 
Figures 5-8a and 5-Sb illustrate the mass fraction of the components in the 
liquid phase under equilibrium and Scheil conditions. It can be clearly seen that 
Scheil conditions result in a steady increase in the Pb content of the liquid as 
partitioning occurs during continuing solidification and the corresponding extension 
of the freezing range. 
Figure 5-9 illustrates the phase stability in the Sn-Ag-Cu-Pb quaternary 
systems by an isopleth plot created by consideration of the 405 alloy composition 
with increasing additions of Sn-37Pb solder. The ordering reaction for CU6SnS is 
clearly visible, as is the quaternary eutectic reaction. The diagram shows that an 
addition of less than - Swt.% Sn-37Pb could be expected to avoid the formation of the 
Pb-rich phase through the quaternary eutectic reaction under equilibrium conditions, 
although as stated above, much less than this is required to guarantee its absence 
under more rapid cooling conditions. 
Figures 5-1 Oa and 5-1 Ob show the corresponding calculations for the 305 alloy 
with 5wt.% and 20wt.% Sn-37Pb respectively. Due to the lower Ag content, the 
initial solidification temperature of the 305 alloy is slightly higher than the 405 alloy, 
although final solidification occurs through the same quaternary reaction at - 176 °C, 
with no significant effect on the extent of the mushy range. 
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Figure 5-6 Pb dist ribution in phases from 25 ·C to 150 · C of (a) 405 with 20wt.% Sn-37 Pb alloy 
system and (b) 305 with 20wt.% Sn-37Pb alloy system. 
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5.5 SEM and EBSD Microstructure Characterization 
To validate the thennodynamic modelling results, cross-sections of the Pb5 
and Pb20 samples were investigated using SEM and the phase composition was 
con finned by EDX analysis. The resul ts agree with the predicted microstructures. 
Four phases were present in both samples; the predominant matrix phase ~-Sn 
(here inafter will be referred as (Sn) to d istingu ish it from the pure e lement symbol 
Sn), two intenneta IJic phases Ag)Sn and CU6SnS, and a Pb-rich phase (hereinafter will 
be referred as (Pb) to distinguish it fro m the pure e lement symbol Pb). In addition, as 
predicted, the Pb20 samples were fo und to have substantially more of the (Pb) phase, 
the white phase as shown in the SEM backscatter e lectron images in Figure 5-11 a and 
F igure 5-1 2a. Typical SEM images and the co rresponding EDX element mappi ngs 
presented in Figure 5-11 and 5-1 2 also show the morphologies and the distribution of 
these phases. It is noted that in Figure 5- I 2a, the Pb-rich phase thickens and becomes 
virtually continuous as the Pb content increases. 
Figure 5-1 3 presents the results of automated EBSD mapping for a cross-
section sample at 90° to those used for mapping in Figures 5- 11 and 5-1 2. The 
d imension of the scan area is 19.18 x 36.25 ).lm in X and Y respective ly. The scan 
step is 0.1 4 ).lm and therefore there are 41250 da ta points incl uded in the maps 
presented. The overall average confidence index (Cl) for this scan is 0.43, which 
mea ns that -99% of the collected data are correctly indexed accord ing to the user 
specified database. Figure 5- 13a, the image quali ty (IQ) map, revea ls whether the 
scan is correctly perfonned, or whether the sample surface is free of contamination or 
scratches. The IQ image is very similar to a normal SEM secondary electron image, 
however, the sample was inclined by 70° from the horizontal and therefore results in a 
much weaker contrast. Figure 5-13b is the phase map with 50% IQ. It is clearly 
shown that the microstructure is dominated by the (Sn) phase. Combining the 
microstructure of Figure 5-11 a and Figure 5-1 3b, one can easily elaborate how the 
microstructure is assembled in a three-dimensional scenario. It should be noted that 
the Pb-rich phase is softer than the other constituents (see next section) and presents 
\ \ 5 
Chapler 5 
difficulties in polishing, thus making it hard to obtain electron diffraction patterns. 
Figure 5-13c shows the inverse pole figure (IPF) map, i.e. every point in this map 
represents the crystallographic orientation according to the col or-coded stereographic 
triangle shown on the right side of Figure 5-1 3c. For example, the (Sn) phase that is 
composed of crystals with their 110 axis nonnal to the surface plane of the sample is 
shaded with blue. According to this rule, the orientation of the ~-Sn grains in the 
middle of Figure 5-13c are similar, whereas some differences in orientation are 
observed towards the top and bottom. 
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(a) 
(b) (c) 
(d) (e) 
Figure 5-11 (a) SEM backscattered electron image and [OX element mapping of the low Pb SAC for 
(b) So, (c) Ag, (d) Cu, (e) Pb. 
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Figure 5-12 Ca) SEM back,cattered electron image and EOX element mapping of the high Pb 
SAC for (b) Sn, (c) Ag, (d) Cu, (e) Pb. 
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Figure 5-13 Automated EBSD maps (a) Image quality (IQ) map, (b) Phase map with 50% IQ, (c) 
Inverse pole figure (IPF) map ror Pb5. 
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5.6 Micromechanical Properties 
Hardness and elastic modulus results were obtained by mechanically probing 
the individual microstructural constituents using nanoindentation. Through one cycle 
of loading/unloading (load versus di splacement) curve, as shown in Figure 5-14, the 
hardness and reduced modulus value of the individual phases can be calcul ated. The 
loading profile shown in Figure 5-1 4 can be thought of as an index of the hardness, 
i.e. a higher hardness value is represented by a steeper loading slope. Therefore, fro m 
left to right, the load-displacement curve represents CU6SnS, Ag)Sn, (Sn) and (Pb) 
phases respectively. Examining the unloading curve can also give some clues as to 
the deformation mechanisms of different phases during nanoindentation, for example, 
the unloading curves of (Sn) and (Pb) are virtually vertical, which means that the 
deformation within these two phases is mainly plastic. The unloadi ng curves of 
CU6SnS and Ag)Sn phases, however, exhibit an appreciable amount of e lasti c recovery 
after unloading. Nanoindentation can also be used to map the mechanical properties 
of the individual phases in particular regions of microstructure, which is useful for the 
correlation of microstructure and mechanical properties. Using data obta ined from 
nanoindentation (Figure 5-15a), the mechanical property mapping of an HPb5 sample 
is constructed as shown in Figure 5-15b and Figure 5- l5c . It can be seen that the 
mechanical property mappings match the microstructure quite well, considering the 
"resolution" for the mappings is IS flm . However, it should be noted that the spacing 
of adjacent indentations should be at least 10 times the maximum width of the 
indentations [222] (or at least 20- 30 times the maximum penetration depth [223]) to 
ensure that the deformed region surrounding one indentation will not interfere with 
the formation of the next indentation. 
Table 5-4 presents the hardness and modulus of the constituent phases in the 
bulk solder materials investigated. As there are no consistent Poisson's ratios for aIJ 
the phases involved in the present study, i.e. (Sn), AgJSn, CU6SnS and (Pb), all the 
modulus data shown in Table 5-4 are the reduced modulus of the phases rather than a 
Young' s modulus. The hardness and modulus values for (Sn) (referred to as "solder" 
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in other studies) at RT are -0.2 GPa and -40 GPa respectively, which are very close 
to the va lues from previous studies [210,2 I I]. No signi fi cant differences in the 
hardness and modulus values for (Sn) were found for the SAC solder with di fferent 
levels of Pb. To date, there are apparently no micromechanical property data of the 
Pb-rich phase in the existing literature. It is found in thi s chapter that the Pb-rich 
phase has a slightly lower hardness and modulus than the (Sn) phase at RT. At 
120°C, a decrease in both hardness and modulus were found fo r the (Sn) phase. Due 
to its low melting point, the (Pb) phase exhibits a low hardness, - 0.09 GPa, and 
modulus, - 16.24 GPa at J20°C. After aging at J20°C for 8 days, the hardness and 
modulus of (Sn) slightly increase while those of intermetallics decrease for Pb5 
samples. For the Pb20 samples, although (Sn) and Ag3Sn show similar trends as in 
the Pb5 samples, the hardness of CU6SnS apparently increased slightly. The highest 
hardness va lues for CU6SnS and Ag3Sn phases are 4 .67±0.58 GPa and I .37±0. I 9 GPa, 
respectively. Chromik et af [21 0] found the hardness of CU6SnS and Ag3Sn phases, 
which are present in solder joints rather than bulk solder materials, to be 6.5±0.3 GPa 
and 2.9±0.2 GPa respectively. The microstructure within the tested samples could be 
one of the factors that result in different micromechanical properties. In addition, the 
indentation size effect (ISE) [2 I I], which is known as a trend of decreasing hardness 
with increasing indenter penetration depth, can also influence the resul ts, for example, 
although a same maximum 2 mN load was used in Chromik 's work, a penetra tion 
depth of - 100 nrn and - 140 nrn resulted for Ag3Sn and CU6SnS phases respectively, 
whereas the corresponding penetration depths are - 130 nrn and - 270 nm respectively 
in the present study. 
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Figure 5-14 Nanoindentation load versus displacement curve. 
Figure 5-15 Nanoindentat ion micromechanical properties mapping of HPbS sample. (a) SEM 
backscattered electron image showing the indentation matrix, (b) Hardness mapping, (c) 
Reduced modulus mapping. 
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Figure 5- 15 Nanoindentation micromechanical properties mapping of HPb5 sample. (a) SEM 
backscattered electron image showing the indentation matrix, (b) Hardness mapping, (c) 
Reduced modulus mapping. 
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Table 5-4 Micromechanical properties oftbe individual phases at RT, HT and after aging. 
Pb5 Pb20 
H, GP. En GP. H, GP. EnG Pa 
(Sn) 02±O.O2 40.28±5.64 O.21±O.O3 44.52±7.77 
Ag,Sn 0.89±0.06 46.78±S.93 1.37±0.19 50. 71 ±3 .23 
Cu6Sns 4.67±0.S8 88.94± I 0.38 3.22±0.57 8S.5S±6.22 
(Pb) N/A N/A 0.20±0.02 40.90+4.24 
HPbS HPb20 
H,GP. En GP. H,GP. E~G P. 
(Sn) 0.16±0.02 31.04±6.S0 0.18±0.OS 28.33±5.97 
Ag,Sn 0.70±O.1l 25.06±2.49 1.15±0.0 49.34±0.0 
Cu,Sn, 2.58±0.O 63.59±0.0 1.20±0.25 46.15±5.16 
(Pb) N/A N/A 0.09±0.04 16.24± 1.75 
HAPbS HAPb20 
H,GP. E~ GP. H,GP. Ec GP• 
(Sn) 0.29±0.04 44.40±5.91 0.30±0.03 42.32±6.13 
Ag,Sn 0.67±0.16 49.8S±7.75 1.05±0.38 54.28± IU6 
CU6SnS 3.81±0.49 84.9 1±4.33 4.62±0.79 84.31±16.31 
~Pbl N/A N/A 0.21+0.05 42.46+9.61 
Although both IMCs have higher hardness than the Sn matrix, CU6SnS shows a 
much higher hardness and more brimle character than A!l3Sn. The phenomenon of 
the cracking of the CU6Sn; phase during nanoindentation was consistently observed 
across Pb5 and Pb20 samples. As an example, Figure 5-16a shows one of the cracked 
CU6SnS phases. Furthennore, the cracking of the CU6SnS phase can also be found in 
the samples after 120°C nanoindentation (Figure 5-16b). However, no evidence 
showing the cracking of the Ag]Sn phase was fo und in this work. Therefore, more 
attention should be paid to the amount and morphology of the CU6SnS phase because 
cracks originated in this phase could affect the mechanical integrity of the solder 
joints. This result agrees with Chromik's previous work [210,21 1]. 
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Figure 5-16 Cracking ofCu6Sns phase during (a) RT and (b) HT nanoindentation test. 
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5.7 Creep Behaviour 
The creep behaviour of the I3-Sn can be analyzed usmg the data for 
nanoindenter penetration depth (h) versus time (I), as shown in Figure 5-17a and 5-
17b, available during the 1800 seconds dwell period under constant load (P), i.e. 2 
mN or 5 rnN. First, the indentation strain rate, dcldt=(1 /h)x(dh/dl) (223), and stress 
cr=P/(24.5xh2) (207) were calculated, and then the creep exponent, n, was determined 
from the slope of a log-log plot of strain rate against stress. It should be noted that h, 
which is used to calculate the strain rate, should be the contact depth (or plastic depth) 
rather than the penetration depth. However, it was assumed that the deformation of 
the (Sn) phase is essentially plastic and therefore the penetration depth was used 
directly in thi s study, which should not resu lt in any significant errors. Following this 
procedure, the stress exponents for the (Sn) at differe nt test conditions were calculated 
with one example shown in Figure 5-18. However, the stress exponent was found to 
vary significantly depending on which part of the curve was analyzed. Figure 5-19 
plots the strain rate versus time of the Pb20 sample, which was typica l of all samples, 
and it is clearly shown that the strain rate exhibits a high value initially and drops 
quickly to a low value at - 200 s, which is maintained to the end of the dwell period. 
Figure 5-19 is representative and all the other data obtained in present study show 
similar characteristics. It can be argued that at long times, the " thennal drift" of the 
equipment will influence the result. In this case, however, after 200 s the strain rate is 
so slow that it is not possible to distinguish the thermal displacement from the time-
dependent deformation in the specimen, which is especially the case during the high 
temperature creep test. Therefore, Hay et al (222) suggested that under such 
circumstances, a thermal drift correction should not be used. It is possible to ignore 
the longer time data, however, the first few data points after starting the dwell are 
probably not good either because all creep experiments that involve a sudden change 
in stress or strain rate typically involve a transient period right after the change. Table 
5-5 lists the stress exponent of the (Sn) phase at different test conditions calculated 
through di fferent parts of the dwell data for 100- 500 s. However, the stress exponent 
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for the HPb5 sample during this period is a negative va lue. Therefore, it would 
appear that using this method to ca lculate the creep stress exponent of (Sn) may be 
not reliable. Mayo et al [224] suggested a constant rate of loading (CRL) test, which 
is essentially the same procedure as used in present study, but instead of a single 
identation at one fixed loading rate, a set of experiments should be carried out with 
different loading rates, and then finally the stress and strain rate measured for each 
indentation at the same depth. However, this is beyond the scope of the present work, 
which was intended only to identify differences in mechanical properties between the 
predicted phases present. 
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Figure 5-17 Dwell data of (a) Pb5 and (b) Pb20 samples during the creep test at RT, HT and after 
aging. 
128 
0.0015 
0.001 
0.0007 
,. 
~ 0.0005 
or 
i! 
.§ 
;; 0.0003 
0.0002 
o 
o 
0.0001 ...... 
..... '. 
0.09 0.095 0.1 0. 11 
0 0 0 
· 0 · 
0 
0.12 
Stress, GPa 
0 
. .. , 
0.13 
Chapter j 
0.14 0.15 0.16 
Figure S- IS log- log plot of the stress versus strain rate of Pb20 samples during 100--S00 s. 
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Table 5-5 Stress exponents of the solders inves tigated. 
Time Pb5 HPbS HAPb5 
200-10005 5.01 7.44 negative 
100-S00s 5.B4 2.19 negative 
100-5005 5.14 negat ive 7.62 
Time Pb20 HPb20 HAPb20 
200-10005 1.12 2.14 3. 19 
100-BOOs 1.44 3.0 1 3.39 
100-5005 1.66 0.90 6.76 
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5.8 Summary 
The resulting alloys from the reaction between Sn-Ag, Sn-Sb, Sn-Ag-Cu and 
eutectic Sn-Pb alloys respectively were studied using thermodynamic calculations, 
which has been shown to be a useful tool to assist with the identification of the 
possible phases formed on solidification for mUlticomponent Pb-contaminated Pb-free 
solder alloys. The Pb contamination of Pb-free solders increases the freezing range of 
the alloys, and the alloys with a lower contamination level of Pb are more sensitive to 
cooling rate during solidification. The low melting temperature eutectic and the 
directional diffusion of the Pb element from the Pb-rich phase !O the j3-Sn resulting 
from the Pb contamination are the two factors that could degrade the mechanical 
properties of the Pb-free solders. EBSD, combined with conventional SEM and EDX 
techniques, can be used !O validate the modelled microstructure and characterize the 
phase morphologies, distribution and orientation in much more detail. In addition, 
nanoindentation can provide the mechanical properties that can be correlated with the 
microstructure featured with various IMCs. From this chapter, no obvious difference 
in micromechanical properties of the constituent phases was found for the SAC alloys 
with different levels of Pb by nanoindentation. The Pb-rich phase was found to have 
a slightly lower hardness and modulus than the j3-Sn at RT and an extremely low 
hardness, -0.09 GPa, and modulus, - 16 GPa at 120°C. Cracking of the CU6Sn5 [MC 
was clearly observed in the SEM images for the samples after both RT and HT 
nanoindentation, however, no cracking of the Ag3Sn [MC was found in this study. 
The creep stress exponents of different solder alloys under different test conditions 
were found to be strongly dependent on the h versus t data chosen from the dwell 
period. 
The combination of experimental and modelling techniques has been shown to 
provide an insight into the possible service behaviour of several Pb-contaminated Pb-
free solder alloys. 
131 
Chapter 6 
CHAPTER 6 
MICROSTRUCTURE OF SOLDER BUMPS FORMED BETWEEN Sn-3.5Ag 
AND DIFFERENT SIZES OF ENIG PADS BY SOLDER DIPPING 
Continuous miniaturization of solder joints in high-density packaging makes it 
important to study how the joint size and geometry cou ld affect the solder 
microstructure and thereby the subsequent in-service reliability. This chapter 
investigates the effect of solder bump size and geometry on the microstructure of Sn-
3. SAg wt. % solder on Electroless Nickel Immersion Gold (ENIG) during solder 
dipping. 
6.1 Introduction 
The concurrent developments in emerging technologies to realize increasingly 
miniaturized electronic products with multi-functional capabilities have driven 
electronic packaging to a high-density, with the solder joints constantly shrinking 
towards much smaller scales. In conventional Surface Mount Technology (SMT), the 
solder volume per interconnection is around 0.01- 1 mm] However, modem fine 
pitch assembly has brought this value down to 10""- 10-5 mm3 [110]. Solder bumps as 
small as 1 00 ~m in diameter are now in use and some future designs envision j oints as 
small as 10 Ilm [3]. As solder joint geometries shrink towards such a microscopic 
level, the microstructural features, e.g. grain size and phases present, including 
different intermetallic compounds (IMCs), which govern the electrical and 
mechanical performance, can become equivalent in scale to the size of the joint 
[3,79]. Thi s means that processing variables may have a substantial effect on solder-
substrate interactions, the resultant joint microstructure, and thus the reliability of the 
electronic products. Despite the possible significance of this size effect, however, 
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there are apparently very few studies in the existing literature. Schaefer et af [22S], 
Chada et af [I7S,176] and Ma et af [181] have used the so-called Nemst-Brunner 
equation to investigate the kinetics of the dissolution of substrate metal s into molten 
solders and the subsequent formation of IMCs. In this case the ratio of the contact 
area A of the liquid with the solute source, to the solder volume, V, is the geometry 
factor considered. Similarly, Choi et af [226] and Sharif et al [227] experimentally 
studied the so lder volume effect on the interfacial IMC formation. In chapter 4, 
however, it was found that using only the solder volume or the geometric ratio AlV is 
not sufficient to characterize the geometry effect on the dissolution kinetics, 
especially when the solder joints become - 100 Ilm or less in size. Although Song et 
af [79] studied the evolution of IMCs in ultrafine eutectic Au-Sn solder joints (the 
smallest being 60 Ilm in diameter and 25 Ilm in height) on Cu after long-term aging, 
the influence of the joint size on microstructure was not discussed in detail. Salam et 
af [74] studied the effect of solder volume (and solder joint size) on the thickness of 
IMCs formed by reflowing a Sn-4.0Ag-0.5Cu solder on different sizes (diameter 2 
mm - 5 mm and bump height 0.8 mm - 0.9 mm) of Cu pads on a substrate. 
However, they concluded that increasing the solder volume (and solder joint s ize) did 
not significantly affect the growth of the intermetaUic layer thickness in their case. 
This chapter aims to further investigate the solder bump size and geometry 
effect on the microstructure and IMC thickness formed when dipping a printed circuit 
board (PC B) with electroless nickel immersion gold (ENIG, i.e. Ni-P/Au) over Cu 
pads of representative sizes, i.e. - 80 Ilm and - ISOO Ilm in diameter respectively, into 
a Sn-3.SAg solder. Thermodynamic and combined thermodynamic-kinetic modelling 
techniques are also used to assist the understanding of the resultant microstructure and 
the diffusion kinetics in different sizes of solder bumps. 
6.2 Experimental and Modelling Techniques 
A peB [FR2, 25xlSx0.3mm (lengtbxwidthxthickness), without solder mask] 
with Cu(l6 Ilm)/Ni-P(5 1lO1)/Au(-Q.Illm) pads of size, -80 and - ISOO Ilm (- 1.5 mm) 
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diameter, is illustrated in Figure 6-1. Solder dipping was conducted using a Robotic 
Process RPS 6-SIGMA wetting balance tester (Liberty Lake, W A). This machine 
incorporates a high degree of automation, thereby improving the consistency of the 
test method. Following a fluxing operation (using Multicore ACTIEC 5 flux, Hemel, 
Hempstead, UK) on the board, the sample was held for a pre-programmed time (hang 
time) at a small distance (hang distance) above a Sn-3 .5Ag solder bath (liquid solder 
volume 1.75x l04 mm)) maintained at 240°C, to allow some pre-heating and 
activation of the flux. The solder bath and sample were protected by a nitrogen 
atmosphere, with the oxygen concentration controlled below 200 ppm. The test 
samples were immersed to a depth of IS mm into the solder and held for a specified 
time (dwell time) before being extracted. The temperature profiles of the board at 
both the small and large pads during the experiment were measured by thermocouples 
and it was found that the two were entirely consistent, as illustrated in Figure 6-2. 
The detailed solder dipping parameters fo r the different samples are listed in Table 6-
I . 
After solder dipping, the solder bump geometries were characterized by a 
Rodenstock RM 600 system laser profiler (Munich, Germany), and the samples were 
cross-sectioned as indicated in Figure 6-1 , cold mounted and then ground using SiC 
paper to 1200 grit and polished using diamond paste to a I f1m fmish. In order to 
obtain a better surface quality of the cross-section for subsequent analysis in the 
scanning electron microscopy (SEM), an extended polishing with 0.02 flm non-
crysta lli zing colloidal silica suspension BUEHLER MASTER 2 (IL, USA) was used. 
Finally, the microstructure of the samples were observed by optical microscopy and 
SEM, and characterized by energy dispersive X-ray analysis (EDX) using a Leo 1530 
VP FEGSEM equipped with an EDAX Pegasus analysis system incorporating an 
ultra-thin window (Oberkochen, Germany). Statistical analysis of the sizes of the 
A~Sn particles in the SEM images for a ll of the samples was performed using an 
image processing and analysis program Image-Pro Plus (version 4.5, Media 
Cybemetics, Inc ., Silver Spring, MO). In each case, a minimum number of 
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approximately 30 particles were analyzed, however, several hundred particles were 
typically analyzed per sample over an area, which was a significant fraction of the 
joint size. 
Thermodynamic modelling was implemented using MTDATA and a Pb-free 
solder database. The interface between MTDA TA and MA TLAB, as described in 
Chapter 3, was used to conduct the combined thermodynamic-kinetic modelling. 
Cross-section plane 
-,.,~--.. ...... ---.---.--. -.-.--.. ------------.----- ---.-- -- --- --)0-
3OOlJ.m 
-
Figure 6-1 An illustration of the di ffe rent sizes of bumps fo rmed after so lder dipping. 
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Figure 6-2 Temperature profiles of the board near a large pad (solid line) and a small pad (dotted 
line) at different steps of the solder dipping experiment 
Table 6- 1 Solder dipping pa rameters for different samples 
Insert/Extract speed Insert Hang Hang time Dwell time Sample . depth distance (mm.s') (mm) (mm) (s) (s) 
SDI 3.0 15 I 40 5 
S02 3.0 15 1 40 10 
S03 3.0 15 I 40 20 
S04 25.4 15 1 40 30 
SOS 25.4 15 40 60 
S06 25.4 15 40 90 
·S or L following the sample number refers to the small or large bump in that sample, e.g. SD IS slands for the 
small bump in sample SO I. 
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6.3 Solder Bump Geometries 
Figure 6-1 illustrates a representative image of the boards after solder dipping. 
It can be seen that well-defined solder bumps (i.e. there is neither bump bridging nor 
the formation of extraneous small nodules attached to the solder bumps or substrate) 
are fo rmed after solder dipping, even on the smaller pads (-80 flm in diameter). The 
standoff he ights of the solder bumps measured by the laser scan system on the 80 flm 
diameter and 1500 flm diameter pads are - 20 flm and - 200 flm respectively. Figure 
6-3 shows an example of the solder bump profiles measured by the laser scan system. 
Unit: JlITI 
50 100 150 200 250 
Figure 6-3 An illustration of the so lder bump profiles by a laser scan system-, 
• This figure was generated in MA TLA B 6.5 based on data obtained by the laser scan system. 
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6.4 Microstructure of the Solder Bump 
A typical microstructure inside one of the solder bumps is shown in Figure 6-
4. Although ENIG was used as the surface fini sh, no IMC containing Au was found 
either at the interface or inside the solder bumps. The estimated Au contents in the 
small and large bumps from the point of view of mass conservation are - 2.4 wt.% and 
- 0.3 wt.% respectively. Thermodynamic calculations indicate that the solubili ty of 
Au in Sn-3.5Ag at the experimental temperature (240°C) is - 12.6 wt.% (or - 8 
mol.%), and therefore it is likely that all the Au resides in the I3-Sn phase. 
Figure 6-5 presents the phase formation plot for the Sn-3.5Ag system at 
equilibrium by thermodynamic calculation, which shows that Sn-3.5wt.%Ag is of the 
eutectic composition for Sn-Ag binary system. However, a considerable amount of 
primary I3-Sn phase was observed to form in addition to the I3-Sn and Ag)Sn eutectic 
as shown in Figure 6-4. It was also observed that the Ag)Sn phase typically formed 
small partic les. It has been reported that the microstructure inside solder bumps is 
highl y sensiti ve to the cooling rates during processing [228,28). For a very slow 
cooling rate, which allows sufficient atom diffusion, the system is likely to be closer 
to thermodynamic equilibrium. In the present study, however, it should be noted that 
there is a very limited amount of solder material contained in the solder bumps, and 
therefore even natural air-cooling can cause the microstructure to deviate significantly 
from its equilibrium state. Other possib le explanations for the formation of I3-Sn 
dendrites in the eutectic Sn-3.5Ag system are discussed in section 7.4.l. 
An apparent difference of the Ag)Sn particle size can also be observed In 
Figure 6-7 at higher magnification, where the small bumps appear to have much finer 
A~Sn particles. A more deta iled statistical analysis of the diameters of Ag)Sn 
particles in the SEM images for the twelve different samples is presented in Table 6-
2. The software used for this image processing and analysis is Image-Pro Plus. 
Figures 6-6a and b present an example of an original SEM image and the same image 
after analysis in Image-Pro Plus respectively, which clearly shows that the Ag)Sn 
particles in the image are satisfactorily identified, as highlighted by the red contours. 
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The data in Table 6-2 show that there is a wide and continuous range of A~Sn 
particle shapes and sizes in both smalI and large bumps, as indicated by the large 
deviation in the statistical data. However, the largest sizes of the Ag)Sn particles, i.e. 
diameter (max), diameter (m in) and diameter (mean) in Table 6-2, in the smalI bumps 
are generalIy (except for two data points in samples SD4 and SD5) much smaller than 
in the large bumps, although it is to be noted that there is an overlap of the smalIest 
sizes of the Ag)Sn particles formed in the small and large bumps. 
Morris [3] suggested that once the solder joints have shrunk to below 
milIimetre size, natural air-cooling is sufficient to produce a fine-grained 
microstructure, which ordinarily becomes increasingly fine as the joint becomes 
smaller and the cooling rate faster. The small bumps in this work are - 80 Ilm in 
diameter and - 20 !lffi in height, which should have a faster cooling rate than the large 
bumps and therefore finer Ag)Sn particles may be expected. It should also be noted 
that this alIoy system undergoes large undercooling before nucleation of the Sn phase, 
with final solidification occurring very rapidly [28,229,27] . The extraction of the 
latent heat of fusion into the surrounding structures may therefore be an important 
factor. In the case of smaller solder joints, the heat sinking effects of the surrounding 
material will be greater than for larger joints. Thus, the thermal gradients and heat 
extraction rates are likely to be higher, resulting in finer Ag)Sn particles in the smalI 
bumps. 
139 
~ 
o 
Figure 6-4 Microstructure inside the so lder bump of SD3L. 
2 "" . . " 
. . . . (13-5n) 
- Liquid 
. _ . Ag35n 
10 j.Lm 
300 320 340 360 380 400 420 440 460 480 500 
Temperature, K 
Chapter 6 
Figure 6-5 Phase formation plot fo r Sn-3.5Ag under equilibrium cooling showing that 3.5wt.% 
Ag is of the eutectic composition of Ag-Sn binary system. 
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Table 6-2 Statistical analysis of the diameters of A&3Sn part icles in different samples · 
SDIS SDIL SD2S SD2L SD3S SD3L 
Diameter O.15±O.11 OAO±OAO O.21±O.14 O.44±O. 25 O.19±O.13 O.5 1±O.33 (max) 
Diameter O.O7±O.O5 O.15±O.10 O.10±O.O6 O.22±O.O7 O.OS±O.05 O.25±O.OS (min) 
Diameter O.IO±O.OS O.2S±O.23 O.I5±O.09 O.33±O.13 O. 13±O.OS O.37±O. 19 (mean) 
SD4S SD4L SDSS SDSL SD6S SD6L 
Diameter O.20±O.11 O.29±O.23 O.25±O.15 O.31±O.21 O.23±20 O.56±O.41 (max) 
Diameter O.11±O.O7 O.16±O.10 O. 13±O.O6 O.15±O.O6 O.O9±O.O7 O.25±O.OS (min) 
Diameter O.15±O.OS O.22±O.16 O. 19±O.O9 O.23±O. 13 O. 16±O.13 OAO±O.21 (mcanl 
"The values in the table are statistica l mean values in }J.m for the chosen measurements. Diameter (max) is the 
length of the longeslline joining two points of object's outl ine and passing through the centroid; Diameter (min) is 
the length of shortest line joining two points of object's outline and passing through the centroid; Diameter (mean) 
is the average length of diameters measured at 2 degree intervals and passing through object's centroid. 
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Figure 6-6 An illustration of the A~Sn particle size analysis in Image-Pro Plus (a) original SEM 
image, and (b) tbe same image after analysis (the red contours highlight the A~Sn particles). 
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6.S Interfacial IMCs 
Figure 6-7 shows the interfacial microstructure of the sma ll (a) and large (b) 
bumps at the same magnification [back-scattered electron (BSE) images]. Three 
different layers can be observed at the interface of the small bumps: L2, L3, and L4. 
The top layer L4, - 1.3 ~m thick, is continuous although not totally flat and much 
brighter than the other two layers. EDX analysis indicated that this layer contained Ni 
and Sn with an atomic ratio, 44:56. Figure 6-8 presents an isopleth of the Sn-3.5Ag 
system with increasing Ni content at 513 K (240°C) by thermodynamic calculation, 
which indicates the first equilibrium phase to form is a Ni)Sll4 phase. Therefore, it is 
likely that the top layer is i)Sll4 (corresponding to an atomic ratio of 43:57), 
consistent with previous studies [230-244,188,189,245,246]. However, it can be seen 
that the Ni)Sll4 layer in the small bumps is thicker than in the large bumps (- 0.9 flm). 
This resu lt is significant because the small and large bumps were sectioned in the 
same cross-section plane and experienced identica l experimental conditions, i.e. the 
same materials are involved and the same reaction time (-12 s) during so lder dipping, 
the only difference being the bump sizes. In addition, this difference was observed 
after only - 12 s reaction between the Sn-3.SAg solder and the EN1G; it will be shown 
in the following section that a longer reaction time will result in a more pronounced 
difference . 
Two further layers can be observed in Figure 6-7 (a), which are different from 
the Ni)Sll4 phase, one of which (L2) is very dark and the blightness of the other (L3) 
being inbetween that of the Ni]Sll4 phase and the dark phase. Previous studies 
[230,233-240,243,244,188, 189,245] found that such a dark layer was composed of 
Ni)P phases that are formed due to Ni (in EN1G) diffusion into the solder producing a 
P-rich Ni layer. The other layer was found to be of a ternary Ni-Sn-P composition 
and probably resulted from the reaction between the P-rich Ni layer and the diffusing 
Sn atoms. Jeon et a/ [238] found that the Ni-Sn-P layer was composed of 35-46 at% 
Ni, 32-47 at% Sn, and 18- 23 at% P and its composition was very close to the NhPSn 
phase as others have observed under transmission electron microscopy (TEM) 
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investigations [241 ,242,247,248). These two layers are extremely fine (-0.1 - 0.2)lm 
in thickness) as shown in Figure 6-7, and therefore detailed EDX analysis could not 
be carried out due to beam overlap between different phases. However, in the longer 
reaction time samples, e.g. SD6 samples, the thicknesses of Ni-Sn-P and P-rich Ni 
layers grow to - I )lffi or more, which makes the detailed composition analysis 
possible, as shown in Figure 6-9. The compositions across different layers in Figure 
6-9 (composition line scan figures) have been plotted in at.%, however, it is worth 
pointing out that the sampling size of EDX is - I )lm, which is comparable to the 
thickness of the !MC layers presented at the interface and therefore the quantitative 
values should be treated with caution, nevertheless the systematic variation in 
composition shown is reliable. The Ni-S n-P and the P-rich layers are clearly shown 
in the line scan figures and, as confi rmed by quantified EDX analysis, the Ni-Sn-P 
layer was found to contain 41 at% Ni, 44 at% Sn, and 16 at% P. Chemica l analysis 
shows that the P content in the electroless Ni layer is 5.5 ± 1.3wt.%, which is 
consistent with levels typically found after such plating processes [249]. It is very 
interesting that in the SD6 samples, the Ni-Sn-P layer in the small bumps (- 1.6 )lm) is 
four times as thick as that observed in the large bumps (-0.4 )lm). In contrast, the P-
rich Ni layer (L2) in the large bumps is thicker than in the small bumps, which is not 
unexpected because more Ni is needed for the large bump to get saturated before any 
IMC can form, thereby a much thicker P-rich Ni layer results. 
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<a) 
(b) 
Figure 6-7 Microstructure formed in SDI (symbols Lt to L4 stand for layer 1, layer 2, .. . , and 
layer 4, respectively). (a) SOIS: L2 is P-rich; L3 is of Ni-Sn-P ternary composition. (b) SDI L: L2 
is P-rich whereas the Ni-Sn-P layer is not apparent. 
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Figure 6-9 EOX line-scan composition analysis across d ifferent layers of SD6 (the horizonta l 
dotted lines on the left hand side fig ures, and the venical dotted lines on the right hand side 
figures mark the corresponding phase boundaries), (a) SD6S: symbol LI to L6 stands for layer 1, 
layer 2, .. " and layer 6, respectively, (b) SD6L: symbol LI to L4 stands for layer 1, layer 2, .. " 
and layer 4, respectively. 
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6.6 Time Dependent Microstructure within the Solder Bump 
Figure 6-10 shows the microstructure of small and large bumps respectively 
after solder dipping for times between 17 sand 90 s. Figure 6-7 has already shown 
the microstructure after - 12 s solder dipping when both small and large bumps form a 
continuous Ni)Sl14 layer, although the small bumps had a thicker and more concave 
Ni)SI14 layer and an additiona l very thin Ni-Sn-P layer, with no obvious difference 
between the P-rich Ni layers. After - 17 s of interaction, most of the Ni)Sl14 phases at 
the small bump interface dissociate with the interface and large NhSl14 plates can be 
found inside the small solder bumps (a) . The disappearance of the Ni)Sl14 barrier 
layer facilitates the interaction between diffusing Sn and the P-rich Ni layer and thus 
increases the thickness of the Ni -Sn-P layer. At the large bump interface (b), 
however, the Ni)Sl14 layer is continuous, despite becoming more concave, and the N i-
Sn-P layer starts to appear. After 10 more seconds of interaction, the Ni-Sn-P layer in 
both sizes of bumps continues to grow and the difference between the thickness of the 
P-rich layers in small (c) and large (d) bumps become apprec iable. 
After - 60 s interaction, large Ni)Sl14 plates are sti ll visible in the small bumps 
(e). For the large bumps (f), most of the Ni)Sl14 phases dissociate with the interface 
whereas only very fine Ni)Sl14 particles, rather than large Ni)Sl14 plates, can be 
occasionally found within the bulk solder. Compared with the small bump, the 
thickness of the Ni-Sn-P layer at the interface of large bump is still at a much smaller 
scale, even without the Ni)Sl14 barrier layer, wh ich indicates that the growth kinetics 
of the Ni-Sn-P layer in the large bumps is also much slower than in the small bumps. 
Finally, after - 90 s of solder dipping, the Ni-Sn-P layer in the small bump (g) grows 
as thick as - 1.6 ~m, with yet another new ...Q.9 ~ thick layer formed. This new 
layer (layer 5) contains more Sn than layer 4, i.e. the Ni-Sn-P layer, and its 
composition can be found in Figure 6-9 (a). In the large bumps (b), it can be observed 
that some very fine Ni)Sl14 scallops sti ll remain at the interface and the Ni-Sn-P layer 
has grown to - 0. 7 ~ thick, which is substantially less than the thickness of the Ni-
Sn-P layer in the small bumps. 
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Another interesting phenomenon observed in the present study concerns the 
IMCs formed at the interface near the edge of the solder bumps. It seems that the 
[MC formation, or the pad metal di ffusion kinetics, is faster near the edge of the 
solder bump than at the other places, as exemplified in Figure 6-11. Figure 6-11 (a) 
shows the interfacial microstructure near the edge of SD I S sample. It can be seen 
that some of the Ni3S14 phase has already separated from the interface and a very 
large elongated Ni3S14 plate can be found near the edge of the bump. Referring to 
Figure 6-5 (a), however, the interfacial Ni3S14 phase in the middle of this sample at 
thi s time appears to be a continuous layer. Furthermore, Figure 6- 11 Cb) shows the 
interfacial microstructure near the bump edge of the SD4S sample. An EDX analysis 
indicates the NhS14 particles near the interface of this sample already contain Cu, 
although the electroless Ni layer has not been totally consumed. However, an EDX 
line scan in the middle of the sample cannot detect any trace ofCu. All of these facts 
indicate that the diffusion and [MC formation kinetics at the solder bump edge are 
fa ster than in the middle. 
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(a) - 17 s small bump 
P-rich 
(b) - 17 s large bump 
Figure 6-10 Microstructure evolution in small and large solder bumps from 17 s - 90 s. 
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(c) - 27 s small bu mp 
(d) - 27 s large bump 
figure 6-10 Microstructure evolution in small and large solder bumps from ] 7 s - 90 s. 
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Figure 6-10 Microstructure evolution in small and large solder bumps from 17 s - 90 s. 
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(g) - 90 s small bu mp 
(h) -90 s large bump 
Figure 6-10 Microstructure evolution in small and large solder bumps from 17 s ..... 90 s. 
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Ca) 
Cb) 
Figure 6-11 IMCS formed near the edge of the solder bumps. Ca) SDI S: la rge Ni,Sn. plate. Cb) 
SD4S: Ni3Sn .. plates containing Cu. 
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6.7 Discussion 
The microstructure evolution both at the Sn-3.5Ag solderfENIG interface and 
inside the solder bumps in the present study strongly suggests that the solder bump 
geometries play an important role in determining the microstructural features 
following solder dipping. Small bumps experience much faster IMCs formation 
kinetics, especially at the interface near the bump edge. However, Salam et at [74] 
also studied the effect of joint size on the IMCs formation but did not observe a 
significant difference between the bumps of different sizes. To further explore this 
issue, the stencil parameters published in reference [74] were first used to calculate 
the solder bump geometries (assuming 50% solder paste volume shrinkage after 
reflow) by a truncated sphere formula [159] as shown in Table 6-3 . A combined 
thermodynamic-kinetic modelling approach was then used to investigate the diffusion 
process during the molten solder-pad interactions. To simplify the model whilst 
demonstrating the essential effects of the geometries, only Ni (or Cu) diffusion into 
the molten solder and on ly the diffusion process before the solder bumps became 
saturated with the diffusing element Ni (or Cu) was considered. Convection that may 
be caused by a concentration gradient or temperature gradient was not considered in 
this study. A more complex model considering the physics of multicomponent 
diffusion and the subsequent IMCs formation, as well as addressing the geometry 
effects, is the subject of future development. 
Figure 6-12 presents the modelling results using the materials and solder bump 
geometries published in Salam's work (a) and the present work (b) respectively. It is 
clearly shown that there is indeed not much difference in the Cu dissolution (into Sn-
4.0Ag-0.5Cu solder) kinetics among the three bump geometries chosen in Salam's 
work. However, the Ni dissolution kinetics (into Sn-3.5Ag) for the two bump 
geometries in the present study show significant differences. According to Figure 6-
12 (b), Ni diffusion for only --0.6 s will saturate the small bumps. It should be noted 
that under practical conditions, not only Ni diffuses into the solder but also the Sn in 
the solder diffuses, therefore the actual time needed to saturate the whole of the small 
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bump could be even lower. However, it can be seen that it takes a longer time for the 
la rge bump to become saturated with N i. This difference in the dissol ution kinetics 
will of course influence the kinetics of the subsequent formation of IMCs as 
exemplified by the present experimental results. Figure 6-13 also illustrates the Ni 
concentration and the concentration contour in the small (a) and large (b) bump after 
0 .5 s Ni diffusion into molten Sn-3.5Ag solder respectively. As expected, the small 
bumps are virtually saturated with Ni at 0.5 s, whereas the N i flux only reaches the 
bottom part of the large bump. In addition, the concentration contours in both fi gures 
clearly indicate that there are higher concentrations at the bump edge than in the 
middle. In fact, the phenomena are evidenced at the small bump edge, i.e. the large 
elongated Ni]S14 plate at the interface in SDI S sample and the Ni]S14 particles 
containing Cu near the bump edge in SD4S sample. It should be noted that the 'edge 
effect' is only va lid when the standoff height is less than the radius of the bump (if the 
geometry of a solder bump is considered by a truncated sphere formula) as in the case 
of solder bumps typically formed after a solder dipping process. The scenario that the 
standoff height is larger than the radius o f the solder bump is not the focus of this 
study, however, it is worth noting that, as illustrated in Figure 6-14, the edge above 
the equatorial plane has a higher concentration than in the middle, whereas the 
situation at the edge below the equatorial plane is the opposite. 
Table 6-3 Calculated bump geometries by a truncated sphere formula 
Small 
Medium 
Large 
Stencil parameters 
Aperture 
(mm) 
2.4 
3.0 
4 
Thickness 
(mm) 
0.7 
0.7 
0.7 
Calculated bump 
Pad diameter _ -=-c-_-,g",eo",m",,,,et,,,ri,,,es,,....,-,-_ 
(mm) Diameter Height 
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2 
2.5 
3.6 
(mm) (mm) 
2.04 0.82 
2.67 0.87 
4.81 0.81 
0.35 r-~-~-~-~-r-~-~-~-~--, 
0.3 . . ... ~ . . .. . . 
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figure 6-]2 Surface finish metal dissolution kinetics. 
(a) Geometries in Salam's work, (b) Geometries in present work. 
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Concentration distribution atO.5second(s) 
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Unit: glee 
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(b) 
Figure 6-13 Concentration of N i inside the solder bump at O.S s. 
(b) Small bump, (b) Large bump_ 
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Figure 6- 14 Concentration contour when standoff height is larger than the bump radius. 
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6.8 Summary 
This study of the solder bump geometry effect on the microstructure of a Sn-
3.SAg solder on EN1G by solder dipping experiments and a combined 
thermodynamic-kinetic modelling technique in this chapter leads to the fo llowing 
conclusions: 
(I) Due to the size effect on the solidification process, there is a trend that the 
sizes of Ag)Sn particles forming in small bumps are generally smaller than in 
the large bumps. 
(2) A continuous interfacial, Ni)S14, IMC layer forms for both large and small 
bumps after a short time (- 12 s) of sold et dipping, however, the small bumps 
have a significantly thicker Ni)S14 layer and an additional Ni-Sn-P layer. 
(3) Most of the interfacial i)S14 IMCs in the small bumps di ssociate from the 
interface and migrate into the bu lk solder after 17- 27 s of solder dipping, 
which facilitates the growth of the Ni-Sn-P layer and, at the same time, in the 
large bumps the interfacial Ni)S14 IMCs layer only becomes more concave 
and a Ni-Sn-P layer can be observed to form. 
(4) Longer time interactions allow the Ni-Sn-P layer to grow as thick as - 1.6 ).tm, 
with yet another new layer that mainly contains Sn formed (- 90 s) in the small 
bumps. In the large bumps, most of the Ni)S14 IMCs dissociate from the 
interface after - 60 s solder dipping, however the growth kinetics of the ternary 
Ni-Sn-P phase are much slower tban in the small bumps. 
(5) Both experimental and modelling results indicate that the di ssolution kinetics 
of the pad metal into the molten solder in the small bumps, especia lly at the 
small bump edge, is much faster than in the large bumps and this is the reason 
that the small bumps appear to have thicker IMCs. 
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CHAPTER 7 
A RELIABILITY ISSUE ARISING FROM LEAD-FREE SOLDER JOINT 
MINIATURIZATION 
In Chapter 6, it was found that the solder bump size and geometry can 
influence both the interfacial and bulk microstructure when dipping a board with 
ENlG surface finish into liquid Sn-3.5Ag solder. This chapter aims to systematically 
investigate further the solder bump size and geometry effect on the microstructure and 
interfacial IMC formation when molten Sn-3.5Ag, Sn-3.8Ag-0.7Cu, and pure Sn 
solders are in contact with a Cu pad at 240°C. Three different bumping techniques, 
i.e. solder dipping, stencil printing fo llowed by so lder re flow, and electrop lating of 
solders and subsequent rellow, were used. The resultant interfacial microstructures 
from a variety of Cu pad sizes, ranging from I mm down to 25 Ilm, and representing 
different solder bump geometries have been investigated. In addition, a two-
dimensional C2-D) thermodynamic-kinetic model has been deve loped to assist in the 
understanding of the kinetics of interdiffusion and the formation of interfacial 
intermetallic compounds. 
7.1 Sn-Cu Binary IntermetalIic Compounds 
Sn-Cu IMCs are the most thoroughly studied intermetallics that form when 
either Sn-Pb or Pb-free solders wet a Cu substrate. Therefore, the Sn-Cu 
intermetall ics are ideal for the present study to examine the solder bump size and 
geometry effect on the interfac ial microstructure during soldering. Figure 7-1 
presents the Sn-Cu binary phase diagram calculated by MTDA TA, which gives an 
indication of the possible stable phases in the system, and therefore is indicative of the 
IMCs which may form when a Sn-rich solder interacts wi th a Cu substrate. Layers of 
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the CU6SnS (TJ-phase), which fonns preferentially in an excess of Sn, and CU3Sn (E-
phase), which fonns preferentially when there is an excess of Cu, are observed 
between tin and copper. The CU3Sn layer, immediately adjacent to the copper 
substrate is usually very thin compared to the CU6SnS layer [250,124]. Although the 
formation of the IMC layer is desirable for good wetting and bonding, an excessively 
thick interfacial IMC layer is hannful because of its brittle nature that can make it 
prone to mechanical failures even at low loads [251]. It has al so been reported (hat an 
excessively thick IMC layer results in a joint with heterogeneous, non-unifonn 
physical and electtical properties [250]. In addition, in high Sn content Pb-free 
solders, it has been demonstrated that the copper can be consumed very quickly. 
Therefore, the rate of copper consumption and the fonnation of the resulting IMC 
layer are of particular importance to the integrity of the solder joints and thus to the 
reliability of the electronic devices [252]. 
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Figure 7-1 MTDATA calcu lated Cu-Sn binary phase diagram. 
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7.2 Experimental and Modelling Techniques 
7.2.1 Experimental Procedures 
Three different bumping processes, i.e. solder dipping (SO), stencil printing 
followed by reflow (SPR), and elec troplating of Sn followed by reflow (EPR) were 
used in thi s study to investigate the solder bump size and geometry effect on the 
interfacial lMC formation when a liquid solder is in contact wi th a Cu pad. The 
detail s are provided in Table 7-1. Four sizes of circular Cu pads, i.e. 1000 ~m, 500 
~m, 2S0 ~m and 100 ~m diameters respectively, were fabricated on a PCB (FR4, 100 
mm x lOO mm of I mm thickness) by Multi PCB GmbH (Aying, Germany). In the SO 
process, test samples cut from the PCB were immersed in a tank (240mm x 22 mm x 
500 mm, I x w x il) of liquid solder (Sn-3.SAg or Sn-3.8Ag-0.7Cu) with a layer of 
glycerol fl oating on the solder surface. The glycerol protects the liquid so lder from 
contamination, as well as heating up the samples before they are immersed into the 
liquid solder. The glycerol a lso serves as a so ft fluxing agent. Ouring the SO 
process, the immersion/extraction speeds of the samples were controlled to 25.4 mmls 
in a machine that incorporates a high degree of automation, thereby improving the 
consistency of the test method. For the SPR process, laser-cut stencils (details are 
provided in Table 7-2) and a commercially avai lable printing machine were used for 
the solder paste printing. A Type 4 Sn-3.5Ag solder paste was used for the printing, 
except for the I 00 ~m pad, for which a Type 6 Sn-3. SAg solder paste was used. 
Reflow at 240 °C (re flow profile in Figure 7-2) was carried out immediately after the 
solder paste was printed onto the PCB. After a specified time of reflow at 240 °C, a 
fast cooling (cooling rate - 8 °C/s) was achieved by putting the PCB directly onto a 
pre-chilled Cu block to minimize the IMC formation during the cooling stage. 
Cleaning of flux residues was performed in VIGON solution at 65 °C for I hour. The 
solder bump heights were measured with a Cyberscan Vantage 30 System (Cyber 
Technologies, Ingolstadt, Germany) using a ORS-300 sensor with a vertical resolution 
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of 0.125 )lm. For the electroplating process, a UBM of TifWfCu layers was sputtered 
uniformly over the entire 4-inch size wafer surface, followed by a lithography process 
to define the bump pads. An additional layer of Cu was then electroplated. The total 
Cu pad thickness was controlled at -5 )lm. Pure Sn was then deposited onto the Cu 
pad electrochemically from a solution based on methane sulfonic acid. After 
stripping the plating mask, the TiIW fCu UBM was removed by an etching process. 
The Sn deposited on the wafer was finally reflowed in a tank containing glycerol at 
240 °C, followed by a cleaning step. 
A Reichert Jung MeF3 optical microscopy (OM) with DIC (Differential 
Interference Contrast) microscopy, scanning electron microscopy (SEM), and energy 
dispersive X-ray analysis (EDX) were used to examine the cross-sectional 
microstructure and composition of the IMC layer at the interface between the solder 
and Cu pad . For the EPR samples, which contained so lder bumps at a much smaller 
sca le, a LEO 1540 Cross Beam XB SEMlFIB (Focused Ion Beam) was used to 
investigate the interfacial microstructure. This allowed real-time scanning electron 
microscopic imaging of the FlB milling process at ultrahigh resolution (to I nm), 
which was essentia l in order to accurately section the very fine solder joints, and 
simultaneous use of different types of image detectors. 
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Table 7- 1 Details for pads, solder materials, and the bumping pl'occsses 
Dwell time 
Pad size/thickness 
Solders rJrocesses (s) (lUll) 
SO SPR EI'R 
1000/9 Sn-3.8Ag-0.7Cu SD 5, 10& 15 
500/9 Sn-3.8Ag-O.7Cu SD 5, 10& 15 
250/9 Sn-3.8Ag-0.7Cu SD 5, 10& 15 
1000/9 Sn-3.5Ag SD & SPR 5, 10& 15 10,30, 60 & 90 
'" v, 500/9 Sn-3.5Ag SD & SPR 5, 10& 15 10, 30, 60 & 90 
250/9 Sn-3.5Ag SD & SPR 5, 10& 15 10,30, 60 & 90 
100/9 Sn-3.5Ag SrR 10,30, 60 & 90 
100/5 Pure Sn ErR 10,30,60 & 90 
75/5 Pure Sn ErR 10,30, 60 & 90 
50/5 Pure Sn EPR 10, 30,60 & 90 
37/5 Pure Sn EI' R 10,30,60 & 90 
25/5 Pure SI1 ErR 10,30, 60 & 90 9 
~ ;;; 
~ 
.... 
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Table 7-2 Details for pads, stencils, and predicted solder bump geo metry after reno\\' 
Pad size 
(~m) 
1000 
500 
250 
100 
~ 
~ 
= e 
!L 
5 
f-
Pitch 
(~m) 
2000 
1000 
500 
400 
150 
100 
50 
Stencil thickness 
300 
200 
120 
75 
' " . 
Aperture dimension 
1500 x 1500 
750 x 750 
380 x 380 
300 x 300 
-a- 10 sec 
-e- 30 sec 
....... 60 sec 
-+- 90 sec 
Bump geometry 
Diameter Height 
(~m) (~m) 
1013 588 
528 348 
275 185 
187 173 
OL-----~------~------~------~----~ 
o 50 100 150 200 250 
Time,s 
Figure 7-2 Sn-3.SAg solder paste rellow profiles. 
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7.2.2 Modelling Techniques 
Thermodynamic modelling was implemented using MTDA TA and the NPL 
solder database. Combined thermodynamic-kinetic modelling was programmed and 
implemented in MATLAB, with interfacing to both FEMLAB (COMSOL, Inc.) and 
MTDA TA. Details of the thermodynamic and combined thermodynamic and kinetic 
modelling techniques have been provided in Chapter 3 and Chapter 4. 
7.3 Dissolution of Copper during Solder Dipping 
Dissolution is the first step in the interactions between the Cu metallization 
and the liquid Sn-based solders, and as such understanding the kinetics of this process 
is of importance for accurate prediction of the so lder-pad interactions, and hence the 
growth kinetics of the Sn-Cu IMCs. Figures 7-3a and 7-3b present the predicted 
dissolution kinetics of two sizes of Cu pads, with diameters 0.1 111111 and I mm 
respectively, into liquid Sn, Sn-3.5Ag, and Sn-3.8Ag-0.7Cu solders (liqu id solder 
volume is - 1.32x I 06 mm) at 240°C during the solder dipping process. The Cu pads 
in this study were circular with a thickness of - 9 ~m, and therefore the dissolution 
modelling has to be conducted on both the radial and axia l directions of the Cu pads. 
The configuration of the solder dipping experiment can be found in Figure 2-1. 
The curves in Figure 7-3a and Figure 7-3b show similar trends, however, the 
Cu consumption in the radial direction is greater than the axial direction. Both figures 
indicate that the Cu dissolution in the Sn-3 .5Ag solder is more than twice as fast as 
that in the Sn-3.8Ag-0.7Cu solder. Indeed, some recent studies [253-255] have found 
that adding Cu into the Sn-3 .5Ag solder alloy can substantially retard the dissolution 
of Cu from the substrate. In addition, both figures suggest that the di ssolution of Cu 
is even faster in Sn-3.5Ag than in pure Sn. There are few experimental data on the 
direct comparison of the dissolution of Cu into pure Sn and Sn-3.5Ag. However, in a 
study by Takaku et al [256], it was shown that the formation of CU6SnS IMC in a Sn-
3.5AglCu couple is faster than in a pure SnlCu couple at 250 °C in region [ (shown in 
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Figure 7-4, shorter reaction time, e.g. less than 400 seconds). The experimental 
results from Takaku et af [256] are presented in Figure 7-4. To further examine this 
issue, MTDA TA and the so lder database were used to calculate the liquidus contours 
close to pure Sn corner of the Sn-Ag-Cu ternary system as shown in Figure 7-5. 
Figure 7-5 clearly shows that for the compositions where CU6S nS is the primary phase 
on solidi fication, the phase boundary does increase in Cu levels as Ag is added. This 
further confirms the accuracy of the pred ictions in Figure 7-3a and 7-3b. Data from 
National Institute of Standards and Technology (NIST) [e.g. 23,257,29,105] agrees 
well wi th the calculation in Figure 7-5. 
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Figure 7·3 Dissolution of Cu pad into liquid solder at 240 ·C (a) radial d irection, (b) axial 
direction. 
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Figure 7-4 Growth kinetics of the TJ (Cu6SnS) and&(Cu)Sn) compounds in Sn-X solder/Cu couples 
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Figure 7-5 MTDATA calculated liquidus contours close to pure So corner of the Sn-Ag-Cu 
ternary system 
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It is also interesting to note that the dissolution of the small pad (0.1 mm in 
diameter) is much faster than the large pad (1 mm in diameter) in all the pure Sn, Sn-
3. 5Ag, and Sn-3 .8Ag-0.7Cu solders, e.g. after a 10 seconds interaction between the 
Cu pad and the liquid solder, the consumption of the Cu pad in Sn-3.5Ag solder for 
the small and large pads is -4.5 >tm and - 2.5 >tm in the radial direction, and - 2 >tm 
and - 1.3 >tm in the axial direction, respectively. It should be noted that any 
convection that may be caused by a concentration gradient or temperature gradient 
was not considered in the dissolution modell ing, and therefore the thickness of Cu 
consumed in the real situation could be even greater than the values presented here. 
The consumed Cu thickness presented in Figures 7-3a and 7-3b is the average 
thickness reduction along the Cu pads. However, due to the geometry configuration 
of the solder dipping, the diffusive Cu flux along the Cu/liquid solder interface is not 
necessarily the same. Figure 7-6 shows a magnified view, i.e. a small area close to 
the Cu pad, of the diffusive Cu flux distribution in the liquid solder bath during solder 
dipping. It is clear that the maximum Cu flu x occurs at the edge of the Cu pad, which 
suggests that the edge of the Cu pad experiences the fa stest dissolution and hence the 
greatest Cu reduction rate. Figure 7-7 plots the diffusive Cu flu x along the interface, 
which clearly shows that the Cu flux in the Y direction increases abruptly at the edge 
and the flux in the X direction only exists at the edge of the Cu pads. 
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Time= IO sec, Surface: Diffusive Cu flux, x I 0-6g/(mm2.s) 
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Figure 7-6 A magnified view of the diffusive e u flux distribution in the liquid solder bath during 
soldcr dipping in a Sn-3.5Ag solder at 240 ·C (Cu pad diameter O. J mm). 
Time=O.S sec, Cu flux diffusing through the pad/liquid solder inlerface 
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Figure 7-7 e u flux diffusing through the pad/liquid solder interface after solder d ipping in So-
3.5Ag for 0.5 s (Cu pad diameter O. J mm). 
172 
Chapter 7 
7.4 Bulk Microstructure of the Solder Bump 
7.4.1 I3-Sn Dendrites 
The bulk microstructure of the solder bumps presents useful information on 
the solidification mechanisms of the so lder alloys. To obtain a general impression of 
the as-solidified microstructure across the cross-section of a solder bump, optical 
micrographs with differential interference contrast (DIe) is a good choice. The 
phases present in an Sn-Ag-Cu ternary alloy can be easily discriminated through their 
general appearances when examining the as-solidified microstructure under an optical 
microscope. Figure 7-8 presents the optical micrographs with DIC contrast on the 
bulk microstructure of a I mm diameter Sn-3.5Ag on Cu (Sn-3.5Ag/Cu) bump. In 
Figure 7-8a, the Sn-dendrites and the fine Sn-Ag binary eutectics (I3-So + fine A!;:JSn 
particulates) compose the majority of the microstructure. In addition, larger Ag3Sn 
rods and one blocky CU6Sn5 particle are also visible in the microstructure. It is worth 
noting that the composition of the Sn-Ag alloy used in this study is of the eutectic 
composition of the binary Sn-Ag system, i.e. Sn-3.5Ag, however, substantial amounts 
of Sn dendrites are present in the as-solidified microstructure of the solder bump. It is 
recalled that in Chapter 6, the same eutectic Sn-3.5Ag alloy was used for solder 
dipping, except that the substrate in that case was ENIG, and similar Sn dendrites 
were observed. One possible explanation is that the fa st cooling rate may cause the 
microstructure to deviate from the thermodynamic equilibria as suggested in Chapter 
6. However, the interpretation of the microstructure of an alloy with near-eutectic 
composition is not always a straightforward task. This is due to a phenomenon 
termed a "skewed coupled zone" in eutectic systems [257]. The presence of a 
dendri tic phase in a eutectic alloy, called an asymmetric coupled growth zone, is 
common for some eutectics [164]. The microstructure of the Sn-Ag-Cu ternary 
system is composed of a mix of non-facetted (Sn) and facetted phases (Cu6SnS and 
A~Sn). The non-facetted phases typically grow faster than the facetted phases or the 
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coupled growth of a combination. This is because of the following two reasons. 
First, coup led growth of a facettedlnon-facetted eutectic has spacing adjustment 
problems that lead to slower growth compared to eutectics not involving a facetted 
phase. Second, primary growth of blades and plates involve only two-dimensional 
diffusion at the growth tip, leading to slower growth compared to primary growth of a 
dendritic that has three-dimensional diffusion at the tip of a dendrite. The most recent 
research investigating this issue has been conducted by Moon et al [29), Katmer 
[257) , Lewis et al [26), Snugovsky et al [34,35), Esaka et al [258-260), and Puttlitz 
[261) . The fundamental issues with respect to the coupled zone in eutectic alloys can 
be found in Kurtz & Fisher [164,262), and Biloni & Boertinger [163). The dendritic 
patterns of the non-facetted ~-Sn phase are more obvious in a lower magnification 
DIC optical micrograph, as shown in Figure 7-8b. The bright areas in the picture 
highlight the presence of Ag]Sn and CU6SnS intermetallics. 
Figure 7-9 presents the whole cross-section of a SPR I mm pad diameter Sn-
3.5AglCu solder bump reflowed at 240 °C for 90 seconds. The ~-Sn dendrite arms 
can be clearly observed inside the solder bump. According to standard theory, the 
width of the dendrite arms depends upon a number of factors, including the degree of 
undercooling [263,264). It has been reported that the nucleation of the ~-Sn phase 
requires a large undercooling, e.g. 15 °C to 30 °C undercooling, to nucleate in typical 
solder joints [27,80). The solidification of the ~-Sn phase is rapid because of the 
significant undercooling and the intrinsically rapid growth kinetics of Sn [80,265). 
Therefore, the heat flow is slower than the solidification front movement because the 
latent heat from the rapid solidification heats up the surrounding materials above the 
initial undercooling temperature. This, according to standard theory, slows the rate of 
growth of the dendrite arms and allows thicker dendrite arms to form. [t has been 
mentioned in 7.2.1 that the PCB was put directly onto a pre-chilled copper block for 
cooling after reflow, and therefore Figure 7-9 reveals clear evidence of a increasing of 
dendrite arm size with increasing distance from the copper pad. 
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Figure 7-\0 shows the optical micrographs of the cross-sectional 
microstructure of SD Sn-3.5Ag-0.7Cu solder bump at 240 °C for 15 seconds on I mm 
and 0.1 mm diameter pads respectively. It is clearly shown that solder bump sizes can 
also influence the dendrite arm size. In Figure 7-\0, the large bump contains 
significantly larger dendrite arms than in the small bump. 
(a) 
(b) 
Figure 7-8 Optical micrographs with Die contrast of the as-solidified bulk microstructure of a 1 
mm diameter pad SPR Sn-3.5AglCu solder bump renowed at 240 ·C for 90 seco nds (a) higher 
magnification, and (b) lower magnification. 
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Figure 7·9 Optical micrographs of the cross-sectional micros tructure of a I mm diameter pad 
SPR Sn-3.5AglCu solder bump reflowed at 240 °C for 90 seconds showing increasing dendrite 
size from the bottom to the top. 
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(a) 
(b) 
figure 7· 10 Optical micrographs oftbe cross·sectional microstructure of SD Sn·3.5Ag.O.7Cu 
solder bump at 240·C for 15 seconds (a) I mm diameter pad, and (b) 0.1 mm diameter pad. 
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7.4.2 Large A~SD Plates 
The fonnation of large AlllS n plates in near-ternary-eutectic alloys has been 
reported by Frear et al [39], Kim et al [73], Henderson et al [27] and Kang et at 
[28,229,81 ]. In particular, Kang et al [28] suggested that a number of factors may 
influence the fonnation of large Ag3Sn plates, i. e. cooling rate during solidification, 
and the silver and copper content in the alloy. In the present study, large Ag3Sn plates 
were observed in the SO and SPR process respectively as shown in Figure 7-11. It is 
worth noting that all the large AlllSn plates were identified in the smallest size bumps 
in the SO and SPR processes respectively, i.e. the bumps fonned on a 0.25 mm pad 
for the SO process, and on a 0.1 mm pad for the SPR process. In addition, the large 
AlllSn plates were frequently observed in the SO in Sn-3.5Ag bumps even with the 
process time as short as 5 or 10 seconds. In Figures 7-1 Ic and 7-l ld, large Ag3Sn 
plates stemming from the interface grow large enough to reach the top edge of the 
solder bump. Lehman et at [32] reported that in the near eutectic compositions of 
SnAgCu so lder, Ag3Sn crystallites can nucleate and grow to millimeter lengrh scales 
upon cooling from the melt at rates of 0.3 to 10C/s before the so lidification of Sn. 
This is because AlllSn is able to nucleate much easier than Sn, which requires a large 
undercooling [27,80]. Figure 7-12 illustrates the three-dimensional (3-0) liquidus 
surface of the phases in the tin-rich corner of the ternary Sn-Ag-Cu ternary system. It 
clearly reveals that the Ag3Sn has a long time to grow before the solidification of [3-
Sn phase even if the [3-Sn phase experiences no difficulty in nucleation . The large 
Ag3Sn plates can nucleate and grow from both the interface (Figures 2-1 I a, 2- I I c, 2-
I Id, and 2-11 e) and the bump edge (Figure 2-11 b) . 
178 
Chapler 7 
Large A~So plate 
\,. 
.. 
I 
C. u p~d :!~ 
(a) (b) 
...... II ............ ·~-'-Ag-,S-n-p-,'-" .... • 
,/ 
(c) (d) 
Large A~Sn plate 
'" 
(e) 
Figure 7-11 Formation of large Ag,Sn plates in (a) SO of 0.25 mm diameter pad in Sn-3.5Ag at 
240·C for 5 s, (b) SO of 0.25 mm diameter pad in Sn-3.5Ag at 240 · C for 5 s, (c) SO of 0.25 mm 
d iameter pad in Sn-3.5Ag at 240·C for 10 s, (d) SO of 0.25 mm diameter pad in Sn-3.8Ag-0.7Cu 
at 240·C for IS s, and (e) SPR Sn-3.5Ag on 0. 1 mm diameter pad at 240·C for 60 s. 
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Figure 7-12 3-D liquid us surface of the Sn-rich corner of the Sn-Ag-Cu ternary system in Ca) 
ternary coordinate system, and Cb) orthogonal coordinate system. 
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7.5 Interfacial Microstructure of tbe Solder Bump 
7.5.1 Solder Dipping (SD) 
The cross-sectional microstructure of the small, i.e. Cu pads of 0.25 mm 
diameter, and large, i.e. Cu pads of Imm in diameter, solder bumps fo rmed after 5 
seconds of solder dipping in Sn-3.5Ag (SA) and Sn-3.8Ag-0.7Cu (SAC) solders are 
presented in Figures 7-13 and 7-14 respectively. Even after 5 seconds of interaction, 
CU6Snj scallops, rather than a fl at CU6Snj layer, are present at the interface of all 
samples. It is clear that the average thickness of the interfacial CU6Snj IMC of the 
samples dipped in the SA solder is larger than that of the samples dipped in the SAC 
solder. This phenomenon can also be found in the samples dipped in liquid solder for 
15 seconds. Therefore, adding Cu into the Sn-Ag solder can also decrease the growth 
of the interfacial Sn-Cu IMCs when in contact with a Cu substrate. Thi s finding is 
consistent with the research conducted by Bath [255] . However, the average 
thi ckness of the CU6Snj JMC along the interface is relatively uniform and the effect of 
the solder bump edge on the interfacial JMC formati on, i.e. that a thicker IMC forms 
at the solder bump edge, as fo und in Chapter 6 is not obvious for the Sn-Cu system. 
There are a number of reasons that can explain this difference. Firstly, the longest 
reaction time between Cu and the liquid solder is limited to 15 seconds in the present 
study because of the fast dissolution of Cu into the liquid solder, which is much 
shorter than the dwell time of ENlG in molten solder in the previous study. Secondly, 
the volume of the liquid solder employed for solder dipping in thi s study is much 
greater than that used in our previous study. Compared with the dimensions of the Cu 
pads, the volume of the liquid solders employed for solder dipping can effectively be 
treated as infi nite, which precludes an edge effect on the Cu diffusion in the present 
investiga tion. The material of the substrate or metallization used is also relevant. A 
much simpler substrate, pure copper, is used in the present study, however, CufNi-
P/A u (ENlG) was used in the previous study. The ENlG metallization results in a 
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much more complex interfacial microstructure after solder dipping in the Sn-3 .SAg 
solder, i.e. a P-rich i-Sn-P i)Sll4 layered structure versus a single CU6SnS layer in 
the present study. The ternary Ni-Sn-P phase under the Ni)Sll4 layer can alter the 
diffusion processes in that system and therefore influence the growth kinetics of the 
Ni)Sll4 intermetallics. 
(a) 
(b) 
Figure 7-13 SEM cross-sectional microstructure of (a) SD of 1 mm diameter eu pad in Sn-3.SAg 
at 240 'C for 5 seconds, and (b) SO of 0.25 mm diameter Cu pad in Sn-3.5Ag at 240 'C for 5 
seconds. 
182 
Sn-Ag eutecticS'o 
/ 
2 . r' 
, 
. . .. ' " 
Int~ifa.dal.Gu4Sns ' • " 
Ca> 
(b) 
/ . 
~-Sn , . 
I ~ 
Chapter 7 
IV. 4 
.. 
, . 
~ , 
Figure 7-14 SEM cross-sectional microstructure of (a) SO of I mm diameter Cu pad in Sn-3.8Ag-
0.7Cu at 240 'C for 5 seconds, and (b) SD of 0.25 mm diameter Cu pad in Sn-3.8Ag-O.7Cu at 240 
QC for 5 seconds. 
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7.5.2 Stencil Printing & Reflow (SPR) 
In tenns of the interfacial reaction between the molten solder and the substrate 
during reflow, the most important difference between the SD and the SPR processes 
lies in the fact that the substrate metal in the fonner process interacts with an infinite 
volume of solder, whereas the interactions in the latter process involve only a much 
smaller fixed so lder vo lume. Figure 7-1 5 shows the cross-sectional microstructure of 
the solder bumps fonned on the small (0.1 mm in diameter) and large ( I mm in 
diameter) Cu pads by the SPR process after 90 seconds of reflow (profile given in 
Figure 7-2). In contrast to the SD process, the average thickness of the CU6SnS 
scallops in the small bump is twice as thick as that in the large bump. In addition, in 
the sma ll bump the CU6SnS intennetallic at the bump edge is thicker. However, in the 
large bump, this edge effect is not as evident. A 2-D combined thermodynamic-
kinetic model will be employed to further examine thi s solder bump geometry effect 
on the interfacial IMC formation in the modelling section 7.6.2. 
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Figure 7-15 SEM cross-sectional microstructure ofSPR Sn-3.SAg on (a) 1 mm diameter Cu pad 
at 240 ·C for 90 seconds, and (b) 0.1 mm diameter Cu pad at 240·C for 90 seconds. 
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7.5.3 Electroplating & Retlow (EPR) 
The interfacial reactions during reflow for the EPR process are similar to the 
SPR process in that the solder volume is finite and fixed , whether the solder is in a 
molten or solidified state. However, the Cu pad sizes for the EPR process are much 
smaller, i.e. normally the pad diameter is below I 00 ~m, and accordingly the solder 
bumps formed after rellow are also smaller. Therefore, if the solder bump 
size/geometry effect does exist, it shou ld be clearly visible in the solder bumps whose 
sizes are within this range. 
For solder bumps below 50 fim in diameter, cross-sectioning by hand is very 
difficult and therefore a FIB was employed in the present study to cut and polish the 
samples. Figure 7-16 shows an overview of the so lder bumps on a wafer after FIB 
cutting of a small bump on a 37 ~m diameter Cu pad. Figures 7-1 7a, 7-1 7b present 
the back scattered electron eBSE) images of the cross-sectional microstructure of the 
EPR bumps after 90 seconds refl ow at 240°C on the 100 fim and 37 fim Cu pads 
respectively. Two layers of IMCs are Clearly visible above the Cu pad in the BSE 
image of the 37 ~m bump. The top layer has a scallop shape, and is much thicker and 
slightly brighter in contrast than the second layer. In addition, the second layer is 
continuous and relatively uniform in thickness along the Cu pad. It is likely, based on 
extensive literature data on the Sn-Cu [MCs in the solder/Cu systems, that the top and 
second layer above the Cu pad are the CU6SnS phase and Cu)Sn phase respectively, 
although additional characterization is required for confirmation. In contrast, only 
one, much thinner, interfacial [MC layer is present in the 100 flm bump, and the 
second possible Cu)Sn layer is not discernihle. It is known that during the Sn 
electroplating process, the Sn deposition is controlled to the same 20 fim thickness for 
all the Cu pad sizes. Therefore, the I 00 ~m bump has a solder (pure Sn in this case) 
volume about 6.3 times larger than that of the 37 ~m bump. During the reflow 
process, Cu atoms from the Cu pad gradually diffuse into the liquid solder and fonn 
the interfac ial IMCs. After a certain time of diffusion, the local nominal composition 
[113] in the 37 flm bump is much greater than that in the 100 ~ bump because of the 
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solder volume difference between the two sizes of bumps. In other words, it takes a 
much shorter time for the interface of the 37 mm bump to enrich in C u, which is a 
prerequisite for the formation of the CU1Sn phase. This explains why the CU1Sn phase 
can only be observed in the smallest bump. In a study of the solder volume effect on 
the interfacial reaction of Sn-plated Cu balls, Choi et al [226] also reported that the 
Cu)Sn phase formed first in the Cu balls plated with smallest volume of Sn. In 
addition, it is interesting to observe that the average thickness of the interfacial 
CU6Sn5 sca llops near the 37 I1m bump edge is indeed much thicker than that in the 
centre of the bump. In the 100 I1m bump, however, the interfacial CU6Sn5 scallop 
with the largest thickness appears in the middle of the bump. It is noticeable in Table 
7-3 that both the dimensions and solder bump geometries of the two bumps are 
different, i.e. for the 37 I1m bump, the standoff height of the bump is larger than the 
bump radius, whereas for the 100 I1m bump, the standoff height of the bump is 
smaller than the bump radiu s. The modelling results in 7.6.2 explain how the bump 
geometry can influence the interfacial IMC formation. 
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Figure 7-1 6 Solder bumps on a wafer after FIB cutting a small bump on a 37 J,lm diameter eu 
pad. 
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(a) 
(b) 
Figure 7-1 7 Back scattered electron (BSE) images of the cross-sectional microstructure of the 
EPR bumps reflowed at 240 'C for 90 seconds on (a) 100 ~m Cu pad, (b) 37 ~m Cu pad. 
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Table 7-3 Bumping processes and the resultant solder bump geometries 
Pad size Bum~ geomet~ 
(I'm) Pad shape Processes Diameter Heigbt Schematic bump profile ( f!m) (f!m) 
1000 Round SD 2600 lOO 
------- -------
500 Round SD 1300 50 
----
-------
250 Round SD 650 25 
------
------
1000 Round SPR 1013 588 c=J 
500 Round SPR 528 348 0 
250 Round SPR 275 195 
lOO Round SPR 187 173 
lOO Square EP R 125 35 ~ 
80 Square EPR 94 34 f\ 
50 Square EPR 56 29 (\ 
37 Square EPR 43 26 0 
25 Square EPR 31 22 
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7.6 Modelling of the Interfacial IMC Growth 
7.6.1 One-Dimensional (I-D) Model 
Riinkii et af [lIS] assumed that interfacial {MC growth is diffusion controlled 
and proposed a I-D combined thermodynamic-kinetic model based on the following 
three relationships: 
(I) The relationship between the integrated diffusion coefficient and the IMC 
layer thickness; 
(2) The relationship between the integrated and tracer diffusion coefficients; 
(3) The relationship between the tracer diffusion coefficient and the driving force 
for IMC formation . 
This model is general in nature and can be applied to the current SPR Sn-3.5Ag and 
the EPR SnlCu systems. The results presented in this paper are calculated following 
Riinkii 's model , with the following modification to the mass balance equation: 
o 
..!. 6.xc + 2. /).x . ) = N 0 _ N /).xliq 
(4 Vc II V . ( s" Sn ) V Ii. 
m m m 
(7-1) 
where the /).xc ' /).x. and "'X~q are the interfac ial CU3Sn, CU6SnS phases and the 
original liquid solder thickness respectively; V,,~, V:: and V~iq are the molar volume 
of CU3Sn, CU6SnS and liquid solder phases respective ly; N Sn is the tin content of the 
liquid solder and N~n is the tin content of the original liquid solder. The model was 
programmed and implemented in MA TLAB. The thermodynamic data required for 
the model are directly calcu lated in MA TLAB through a novel interface with 
MTDATA (deta ils in Chapter 3). Figures 7-1 8a and 7-18b present an example of the 
predicted growth kinetics of the IMCs at the EPR SnlCu interface during reflow at 
240°C and the standard molar Gibbs energy of reaction of rMC phases. The parabolic 
growth constants, which are needed in the model for the calculation of the integrated 
diffusion coefficient [266] , of the CU3Sn phases, kG (1.05 x I 0.2 Iilll/s 112), follows Lee 
et af [124] and the parabolic growth constant of the CU6SnS. k. (I. 7x I 0. 1 !imlsll2), are 
optimized to match the experimental results in thi s study. 
191 
Chaprer 7 
The thickness of the solder is the only geometrical factor considered in the I -
D model. However, different solder thickness inputs result in only small differences 
in the final predicted interfacial !MC thickness, which do not appear to match the 
current experimental results. By its nature, a l -D model can only predict an average 
interfacial [MC thickness, and therefore cannot account for the [MC thickness 
variation along the interface, and in particu lar, the variation in position of the 
interfacial CU6SnS scallops between the bump edge and centre. Hence, a 2-D model 
has been developed with the aim of providing an explanation for these phenomena. 
192 
1.8 
1.6 ~ -e- W; 
lA 
1.2 
§. 
~ 
c 
~ 
u 
£ 
u 
0.8 
;§ 
0.6 
0.' 
0.2 
0 
'0 -2000 
~ 
.§ 
~ -4000 
"0 
r; 
g -6000 
u 
:§ 
~ -8000 
~ 
'E i -10000 
" 
-12000 
2 
2 3 • 
3 4 
5 
(Time. $)0.5 
(a) 
5 6 
(lime. s)0.5 
( b) 
Chapler 7 
6 7 8 9 10 
7 8 9 10 
Figure 7-18 Modelling results from the I-D combined thermodynamk-kinetic model on EPR 
Sn/Cu at 240 · C (a) (MC growth kinetics (Wstands for thickness), and (b) stand ard molar Gibbs 
energy of reaction of the IMC phases. 
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7.6.2 Two-Dimensional (2-D) Model 
The 2-0 model was also programmed and implemented in MATLAB. 
However, an interface was developed with both MTOATA and FEMLAB. 
MTOATA plays the same role as in the 1-0 model, i.e. performs thermodynamic 
calculations to provide necessary thermodynamic data, whereas FEMLAB conducts a 
2-0 finite e lement (FE) diffusion analysis. 
Figure 7- 19 plots the diffusive Sn flux inside the solder bump for the SPR Sn-
3.5AglCu system at 240 °C with pad sizes of I mm (a) and 0.1 mm (b) in diameter 
respectively. It is worth noting that the standoff heights of these two bumps are both 
larger than their bump radii . The modelling results clearly show that the diffusive Sn 
flux along the solder/Cu interface is not homogenous and the Sn flux at the bottom 
right corner of the bump is higher. However, the contour of the diffusive Sn flux 
suggests that this 'edge effect' is not strong in the I mm bump, but does exist in the 
0.1 mm bump. Furthermore, the highest diffu sive Sn flu x in the 0.1 mm bump, 
5.04x I 0. 12 gI(I.m?S), is much greater than that in the I mm bump, 0.82 x I 0. 12 
gI(~m2s) . The diffusive Sn flux is closely related to the migration speed (v,.,, ) of the 
liquid solder/Cu interface. Considering the flux balance of the Sn element at the 
liquid solder/Cu interface, the following equation holds [267]: 
v _ J~n - J%n 
s, - CL _ CS 
SII Sn 
(7-2) 
where vs, is the moving velocity of the interface or the interfac ial [MC growth speed, 
J;" JJ, are the diffusive fluxes of Sn at the liquid solder and the Cu pad sides of the 
interface respectively, C;" C;, are the concentrations of Sn at the liquid and the Cu 
pad sides of the interface respectively. In a particular solder/Cu system, the solder 
bump size/geometry cannot influence the values of C;, and CJ, . In addition, since 
there is negligible solubility of Sn in the solid Cu pad and the diffusion coefficient of 
Sn in solid Cu is much smaller than the diffusion coefficient of Sn in the liquid solder, 
JJ, « J;. If .c..C ~ C;, -CJ" then Equation (7-2) can be transformed to: 
(7-3) 
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which means that the interfacial IMC growth rate is proportional to the interfacial 
diffusive Sn flux at the liquid so lder side in one particular solder/Cu system. Based 
on the interfacial diffusive Sn flux at the liquid solder/Cu interface presented in 
Figure 7-19, it is now possible to understand why there is a thickness variation of the 
interfac ial IMC along the Cu pad in one bump, and why the smaller bump generally 
contains thicker interfacial IMCs. Figure 7-20 presents the diffusive Sn flu x inside a 
bump when its standoff height is smaller than the radius. For this case, the maximum 
diffusive Sn flux occurs at the centre of the interface. This explai ns why thicker 
CU6SnS scallops can sometimes appear at the centre of the interface, i.e. the case 
shown in Figure 7-17b. 
For di fferent solder/Cu systems, SPR Sn-3.5AglCu and EPR Sn/Cu for 
example, although the size/geometry are of the same order of magnitude, after a given 
time of interaction, it is found that there can be different thicknesses of the interfacial 
IMCs. It is known that the interfacial IMC thickness of the SPR Sn-3.5AglCu system 
(100 >tm Cu pad) after 90 seconds of reflow at 240 QC is - 7 >tm, however, in the EPR 
Sn/Cu (100 mm Cu pad) system after same time of reflow at 240 QC, the interfacial 
IMC thickness is less than 2 >tm. In addi tion to the difference in geometry of the 
solder bump, the Ag content in the Sn-3.5Ag solder may also play a role in 
accelerating the kinetics of the Sn-Cu IMC formation . It has also been suggested 
[255,268,269] that the addition of Ag to Sn can increase the interfacial IMC thickness 
of Sn/Cu system after reflow. 
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Figure 7-19 The d iffusive Sn n ux and nux contour inside the solder bumps for SPR Sn-3.5AglCu 
system at 240 °C with pad sizes of(a) I mm, and Cb) 0.1 mm. 
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Figure 7-20 The diffusive Sn flu x and flux contour inside a bump when its standoff height smaller 
than the radius. 
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7.7 Summary 
This Chapter has investigated the solder bump size and geometry effect on the 
microsnucture formation of pure Sn, Sn-3 .5Ag, and Sn-3.8Ag-0 .7Cu Pb-free solders 
on a copper pad at 240 °C by different bumping techniques, i.e. solder dipping, solder 
stencil printing, and electroplating of solder and re llow. The following specific 
conclusions can be summarized from thi s Chapter: 
I. The dissolution of Cu in molten solder during solder dipping at 240 °C 
follows the follo wing order: pure Sn > Sn-3.5Ag > Sn-3 .8Ag-0.7Cu. 
Furthermore, the modelling results suggest that the edge of the Cu pad 
experiences even fa ster dissolution than the centre. 
2. Substantial amounts of I3-Sn dendrites were observed in both the eutectic Sn-
3.5Ag and Sn-3.8Ag-0.7Cu solders due to a phenomenon tem1ed a "skewed 
coupled zone" in these systems. In addition, the I3-Sn dendrite arm size in 
the small bump appears to be smaller than that in the large bump. 
3. Large Ag)Sn plates were frequently observed in the SD 0.25 mm diameter 
copper pad in Sn-3.5Ag solder. These large A~Sn plates were a lso 
identified in the SD 0.25 mm diameter copper pad in Sn-3.8Ag-0.7Cu solder 
and the SPR Sn-3.5Ag solder on 0.1 mm copper pad systems. 
4. The CU6SnS [MC present at the Sn-3.5Ag/Cu interface is much thicker than 
that at the Sn-3 .8Ag-0. 7CU/Cu interface after solder dipping at 240°C for 5 s, 
10 sand 15 s, although an effect of solder bump size and geometry on the 
interfacial [MC formation is not evident in both systems. 
5. The interfac ial CU6Sn5 !MC present in the SPR samples clearly shows the 
solder bump size and geometry effect, i.e. the interfacial CU6Sn5 in the small 
pad bump is much thicker than that in the large bump and the CU6Sn5 
scallops at the edge of the small bump are thicker. 
6. The solder bump size and geometry effect is clearly observed in the EPR 
samples, i.e. thicker !MCs are formed in the smaller bumps, and especially at 
the small bump edge. In addition, the Cu)Sn phase is exclusively found at 
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the interface of the 37 ~m bump. Thicker CU6SnS scallops present at the 
centre of the 1 00 ~m bump interface are probably due to the geometry of the 
bump, i.e. the standoff height of the bump is smaller than the radius of the 
bump. 
7. Both the experimental results and theoretical predictions on the solder bump 
size/geometry effect on the interfacial TMC formation in molten Sn-3.5Ag, 
Sn-3.8Ag-0.7Cu, and electroplated pure Sn solders in contact with a Cu pad 
at 240°C suggest that the solder bump size and geometry can influence the 
as-soldered microstructure. This factor should therefore be taken into 
consideration for the design of future reliable ultra fine Pb-free solder joints. 
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CHAPTERS 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK 
S.l Originality of the Research 
This research has been carried out in the context of a world-wide effort to 
implement Pb-free soldering in the microelectronics industries. The nove lti es and 
contributions of the work can be summarized as follows: 
• Intensive computation (thermodynamic modelling, themlOdynamic-kinetic 
modelling, and FEM) in parallel with advanced experimental techniques 
(FEGSEM, EBSD, FIB, and nanoindentation) have been used to investigate 
the material s issues in the transition to Pb-free solders and joint 
miniaturization with an emphasis on the microstructural evolution, particularly 
in the light of reliabili ty issues associated with ultrafine solder j oints. 
• A computational interface between a thermodynamic calculation software 
package, MTDA TA, and a high-level scientific computing software 
MATLAB (applicable to FEMLAB), has been developed, which greatly 
extends the capabilities of both MTDA TA and MA TLAB and provides a 
powerful methodology for combined thermodynamic and kinetic modelling. 
• The effect of both the size and geometry of solder bumps on the resulting 
microstructure has been investigated using both modelling and experimental 
techniques. This is significa nt and has highlighted a potential reliabili ty issue 
in that IMCs can form which are a significant fraction of the size of the joint. 
This may be an important issue for the increasingly miniaturized solder joints 
that are now being widely used in modem microe lectronics. 
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• A 2-D combined thermodynamic and kinetic model, which is capable of 
predicting the dissolution kinetics of the surface finish metals into liquid 
solder, and qualitatively describing the thickness of the interfacial IMCs of as-
soldered bumps taking into account the size and geometry effect has been 
developed. This can readily be applied to broad areas such as the design of 
ultrafine solder interconnections, optimization of the refl ow profi le for 
soldering, and design of the surface finish meta llizations at pe B and wafer 
level. 
8.2 Thesis Conclusions 
8.2.1 Sensitivity Studies of tbe Microstructure of Lead-Free Solders 
The use of thermodynamic modelling to carry out sensitivity studies of the 
interdependence of processing and all oy composition On the evo lu tion of the 
microstructure in severa l Pb-free solder systems in this research has led to the 
following conclusions: 
• Computer simulations under either equilibrium or Scheil conditions have 
shown their usefulness in Pb-free solder design and processing, generating a 
wealth of information in respect of the temperature dependence of phase 
formation, and the type and composition of the poss ible phases. 
• The modelling results for four selected systems, Sn-Zn, Sn-0.7Cu-Au, Sn-
0.7Cu-Ag, and Sn-Ag-Sb, in general have shown agreement with 
experimental results in the literature, and enabled a more in-depth 
understanding of the materials phenomena. This confirms that 
thermodynamic calculations can be an effective tool to provide gu idelines for 
Pb-free solder materials selection and process design. 
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8.2.2 Lead Contaminated Lead-Free Solders 
A study of the microstructure and mechanical properties of three Pb 
contaminated Pb-free solder systems, i.e. Sn-Ag-Pb, Sn-Sb-Pb, and Sn-Ag-Cu-Pb, has 
been carried out: 
• Thermodynamic calcu lations have been shown as a usefu l tool to assist with 
the identification of the possible phases formed on solidification for 
multicomponent Pb contaminated Pb-free solder alloys. 
• EBSO, combined with conventional SEM and EOX techniques, can be used to 
validate the modelled microstructure and characterize phase morphologies, 
and their distribution and orientation in much more detail. In addition, 
nanoindentation is able to provide the mechanical property infomlation that 
can be correlated with the appearance of specific phases within the 
microstructure. 
• No obvious difference in the micromechanical properties of the constituent 
phases was found for the SAC alloys with different levels ofPb contamination 
by nanoindentation . The Pb-rich phase was found to have a slightly lower 
hardness and modulus than the ~-Sn at RT and an extremely low hardness, 
-0.09 GPa, and modulus, - 16 GPa at 120°C. The creep stress exponents of 
different solder alloys under different test conditions were found to be 
strongly dependent on the penetration depth (h) versus time (t) data chosen 
from dwell period. 
8.2.3 A Reliability Issue from Joint Size Miniaturization 
The combined modelling and experimental study on the solder bump size and 
geometry effect on the dissolution of metallization metal into liquid solder, and the 
microstructure of as-soldered bumps in this research has led to the following 
conclusions: 
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• In the modelling of the dissolution kinetics of surface fi nish meta l (Au) into 
liquid solder during reflow, the commonly used Nemst-Brunner equation is 
found to have poor va lidity for the calculations in micro solder bumps at 100 
)lm in diameter or less. 
• The solder bump size can influence the bulk microstructure of as-soldered 
bumps during solder dipping. In particul ar, the sizes of the Ag3Sn particles, 
and the ~-Sn dendrite arms forming in small bumps are generally smaller than 
in the large bumps. 
• The dissolution of the conductor metal into the liquid solder is dependent on 
the solder bump size and geometry. In the scenario that the standoff height is 
smaller than the solder bump rad ius, the conductor metal dissolves faster in 
the smaller bumps, an effect whi ch is parti cularly pronounced at the edge of 
the small bumps. 
• As a result of its effect on the diffusion process of the conductor metal, and 
the major constituent being Sn in the so lders, the solder bump size and 
geometry can influence the structure of the IMCs present at the 
solder/conductor metal interface. In general, the interfacial IMC present at the 
small bump interface is thicker than in the large bump. 
• The solder bump size and geometry should be considered as a re liab ility issue 
for the design of future reliable ul trafine Pb-free solder joints. 
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8.3 Suggestions for Future Work· 
The research carried out in this thesis has given rise to a number of ideas for 
future work: 
• Considering the complexity of the microstructure of the near eutectic Sn-Ag-
Cu solder alloys [257], and the findings in this research concerning the solder 
bump size and geometry effect, further complementary studies on the 
solidification behaviour, bu lk and interfac ial microstructure of the near 
eutectic Sn-Ag-Cu alloys are necessary. These might include, for example, 
the skewed coupled zone of the e utectic system [164,262,1 63], microstructure 
analysis by a cross-polarized optical microscopy [32], microstructure ana lysis 
of the ultra fine solder j oints by FIB [8 1], and the microstructure of Sn-Ag-Cu 
solders when in contact with ENIG surface fini shes. Other advanced 
analytical techniques, such as transmission electron microscopy (TEM) in 
association with sample preparation using a FIB, particularly for very fine 
scale features , and X-ray diffraction (XRD) may also be useful. 
• The interfacial IMC formation mechanism, which is essential for the effective 
modelling of its growth kinetics, needs further extensive stud ies, as there is 
not yet agreement on the dominant diffus ion species for the formation of the 
IMC even at liquid solder/copper couples [270-272]. The latest experimental 
advancements, such as synchrotron X-ray diffraction [273], and ultrafast X-
ray microtomography [274], may offer opportunities for in-si tu studies of the 
interfacial structure at the solder/substrate interface. 
• Other factors that could possibly influence the structure of the interfac ial 
IMCs present at the Pb-free solder/conductor metal interface should be 
• The reFerences cited in this section may be not directly related to Pb-free solders, however, the author 
believe that the methods or techniques in the references are applicable to similar situati ons in the 
studies of Pb-free solders. 
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investigated, e.g. the particle size of the solder paste, the surface roughness 
[275], grain size [276] and any impurities within the substrate metal [272]. 
• Phase fi eld modelling of the interfacial IMC growth at the liquid solder/solid 
substrate system conducted by Huh et al [134] may be a promisi ng way to 
address the IMC growth during soldering reactions. In a phase field model, 
the physics of the [MC fo mlation can be modelled in detail, e.g. bu lk 
diffusion, grain boundary diffusion, and li quid solderlIMC interfacia l energy. 
In addi tion to the !MC growth kinetics, the greatest advantage of the phase 
field model is its capabil ity to predict the [MC morphology, however, there 
may be a lack of the necessary parameters needed for successfu l phase fie ld 
modelling, e.g. surface energies of all spec ies, and therefore additional 
experimentation may also be required. 
• The currently available thermodynamic database for Pb-free solders wou ld 
benefit from the add ition of other elements. A thermodynamic description of 
the Sn-Ag-Cu-Ni-P system is in great demand. Fortunately, an European 
consortium program COST Action 53 1 [277], currently coordinates pan-
european nationally funded efforts to complement and extend the current 
thermodynamic database for Pb-free solders. In addition, a mobility database 
[278] for kinetic modelling in the Pb-free solder applications would be very 
usefu l. 
• Kirkendall voids [279] resulting from interdiffusion between the so lder and 
copper [280,281] or ENIG substrates [237,245] require more systematic 
studies. In addition, any implicati ons of the Kirkendal1 voids on the reliability 
of Pb-free solder joints need to be investigated. 
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HEADER FILE FOR MTDATA DLL* 
double ACT_COMPONENT_MOLES(int *); 
double COMPONENLFRACTlON_IN]HASE(int *,int *,int *); 
double COMPONENLMASS_IN]HASE(int *,int *,int *); 
double COMPONENT _ W _OF _PHASE(int *,int *,int *); 
double COMPONENT-.lCOF ]HASE(int ',int *,int *); 
double GAS_CONSTANTO; 
double GIBBS_ENERGY_OF ]HASE(int *); 
double lNIT_COMPONENT_MASS(int *); 
double INILCOMPONENT_MOLES(int *); 
double MASS_IN]HASE(int *,int *); 
double MASS_OF _SYSTEMO; 
double MOLAR_MASS(int *); 
double MOLE]RACTlON(char *,int); 
double MOLES_OF _SPEClES_IN]HASE(int *,int *); 
double MOLES_OF _COMPONENTS_IN_PHASE(int *,int *); 
double PARTIAL_SYSTEM_GIBBS_ENERGY(int *); 
double PHASE_BOUNDARY3EMPERA TURE(int *); 
double PRESSUREO; 
double SUM_OF _COMPONENT_MASS(); 
double SUM_OF _COMPONENT_AMOUNTO; 
double SYSTEM_ENTHALPYO; 
double SYSTEM_ENTROPYO; 
double SYSTEM_GIBBS_ENERGYO; 
double SYSTEM30LUMEO; 
double TEMPERATUREO; 
double VOLUME_OF _PHASE(int *); 
int ACT_NO_OF _COMPONENTSO; 
int ACT_NO_OF ]HASESO; 
int ACT]HASE_NO(char *,int); 
int ACT]HASE_CLASS(int *); 
int BOUNDARY _NO_OF ]HASES(int *); 
int BOUNDARY]HASE_NO(int *,int *); 
int EQUIL_NO_OF_PHASESO; 
int EQUIL]HASE_NO(char *,int); 
int IMISCACT]HASE(int *); 
int INlT_COMPONENT_NO(char *,int); 
int INIT_NO_OF _COMPONENTS(); 
int INIT_NO_OF ]HASESO; 
int INlT]HASE_CLASS(int *); 
• This header file only contains the functions and subrountines that are relevant to this thesis. 
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int INIT]HASE_NO(char *,int); 
int NO_OF ]HASE_FIELDS(); 
int NORMAL_INlT ]HASE(int *); 
int NUMBER_OF _ERRORS(); 
int PHASE_PRESENLAT_EQUILIBRIUM(int *); 
void ACT_COMPONENT_NAME(char *,int,int *); 
void ACT_PHASE_NAME(char *,int,int *); 
void COMPUTE_BOUNDARY3EMPERATURE(double *,double *, ... 
double "',int "',int "',double "',double "',double "',int "',int *); 
void COMPUTE_EQUILIBRIUMO; 
void EQUIL]HASE_NAME(char *,int,int *); 
void INIT_COMPONENT_NAME(char *,int,int *); 
void INIT_PHASE_NAME(char *,in!,int *); 
void INlTIALISE_MTDATA_DLL(int *); 
void MTOPTN(int *,char *,int); 
void OPEN_MPCFILE(char *,in!,char *,int,in! *);. 
void SET_INIT_COMPONENT_AMOUNT(in! *,double *); 
void SET_INIT_COMPONENT_CLASS(int *,int *); 
void SET_INlT_COMPONENT_MASS(int *,double *); 
void SET_INIT_PHASE_CLASS(in! *,in! *); 
void SET_INIT]HASE_CLASS(int *,in! *); 
void SET]RESSURE(double *); 
void SET_TEMPERATURE(double *); 
void WRITE_ERRORO; 
224 
Appendix A 
AppendixB 
APPENDIXB 
PROGRAM FOR CONDUCTING THERMODYNAMIC EQUILIBRIUM 
CALCULATIONS IN MATLAB USING MTDATA DLL 
1 % equilibrium.m 
2 % Conducting thermodynamic equilibrium 
3 % calculations in MA TLAB 
4 % Started on 31/07/2003 
5 % Last modified 03/06/2005 
6 % Zhiheng Huang 
7 
8 % Close all figures, clear all variables in 
9 % the workspace, and clear screen 
10 close all, dear all, de 
11 
12 % Change current work directory to d:\MT473DVF 
13 % default work directory C: \MA TLAB6p5\ work 
14 cd ('c:\MT473DVP') 
15 
16 % Set output format 
17 % Scaled fixed point format with 15 digits 
18 format long 
19 
20 % Variables definitions 
21 masstol=0.01; % mass tolerance 
22 ftcontrol=10; % font size control 
23 imode=O; 
24 pres=101325.00; % pressure 
25 ostrl='SYSTEM_RESIZE=1000'; % open MP! string 1 
26 ostr2='STAGE_l=NEW'; % open MPI string 2 
27 mpmame='def.mpr'; % MPR file name 
28 errfIag=O; % error flag 
29 numerr=O; % number of errors 
30 comname=' '; % predefined component name (2 spaces) 
31 actcomname=' '; % predefined active component name (2 spaces) 
32 % predefined phase name (40 spaces) 
33 pname=' '; 
34 
35 % Predefined constant variables 
36 INITIAL=1; 
37 ACTNE=2; 
38 ABSENT=O; 
39 NORMAL=l; 
40 
41 % Print on screen 
42 fprint£('\n*********** Equilibrium Cooling Calculation ***********\n'); 
43 fprintf(' This application is programmed by Zhiheng Huang \n'); 
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44 fprintf(' Wolfson School of Mech, & Manul. Eng. \n'); 
45 fprintf(' Loughborough University \n'); 
46 fprintf(' Z.Huang@lboro.ac.uk \n'); 
47 fprintf('*********************************************************** \n \n '); 
48 
49 % CUI dialogue for selecting files 
50 [mpiname mpipathJ=uigetfile(".mpi','Select your MPI file'); 
51 
52 fprintf('Oata loading and processing, please wait:-\n'); 
53 
54 % Test length of the "mpiname" string 
55 lenmpi=length(mpiname); 
56 
57 % Load mtdata.dlllibrary through 
58 % the MA TLAB generic OLL interface 
59 loadlibrary mtdata.dll mtdata.h alias mt; 
60 
61 % Call function "INITIALISE_MTDATA_OLL" 
62 % in the OLL to initialise MTOATA 
63 call1ib('mt','INITlALISE_MTDATA_OLL',imode); 
64 
65 call1ib('mt','MTOPTN',imode,ostr1,18); 
66 call1ib('mt';MTOPTN',imode,ostr2,1l); 
67 
68 % Call function "OPEN_MPI]ILE" 
69 % in the OLL to open the selected MPI file 
70 call1ib(,mt','OPEN_MPCFILE',mpiname,lenmpi,mprname,7,errfiag); 
71 
72 % Set pressure for thermodynamic calculations 
73 call1ib('mt';SET]RESSURE',pres) 
74 
75 if errfiag==O % if the MPI file is loaded successfully 
76 fprintf('\nLoaded datafile %s ok !\n',mpiname); 
77 fprintf('Press any key to continue:-\n \n'); 
78 pause % wait for user interaction 
79 
80 % Check the number of intial components and phases in the MPI file 
81 numcomps=calllib('mt';INIT_NO_OF _COMPONENTS'); 
82 numphases=calllib('mt';INIT_NO_OF ]HASES'); 
83 
84 % To avoid some unexpected phases in higher order systems 
85 % call1ib('mt','SET_INIT]HASE_CLASS', 
86 % call1ib('mt','INIT_PHASE_NO','HCP _ZN',6),ABSENT); 
87 % call1ib('mt','SET_INIT]HASE_CLASS',calllib('mt', 
88 % 'INIT]HASE_NO','RHOMBOHEORAL_A7',15),ABSENT); 
89 
90 fprintf('\nNow, Assume the total mass of the system is 100 kg. \n'); 
91 % if abnormal phases occur, resize the system to a larger scale, e.g. 
92 %fprintf('\nNow, Assume the total mass of the system is 1000 kg. \n'); 
93 
94 % Prompts for input the mass of the components in the system 
95 fprintfCInput the mass of the components in kg. \n \n'); 
96 fnamecc="; % exportfig name preparation 
97 for j=l:numcomps 
98 comnamelG,:)=calllib('mt','INIT_COMPONENT_NAME',comname,2,j); 
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99 fprintf('Mass of %s=\n',comname1G,:»; 
100 wfofcompG)=input(,,); 
101 whilewfofcomp>1000 I isempty(wfofcomp) 
102 fprintf('\nInvalid mass for component %s\n',comname1G,:)); 
103 fprintf('Please input again!\n') 
104 wfofcompO)=input("); 
105 end 
106 call1ib('mt','SET_INIT_COMPONENT_MASS',j,wfofcompG)); 
107 fnamecc=strcat(fnamecc,num2str(comname1G,:»" .. 
108 num2str(wfofcompG))); 
109 end 
110 
111 % Choose calculation type 
112 % Range temperature calculation or fixed temperature calculation 
113 fprintf('\nChoose calculation type number:-\n'); 
114 fprintf('1. Range Temperature \n'); 
115 fprintf('2. Set Temperature \n \n'); 
116 calcopt=input("); 
117 
118 if calcopt==l % range temperature calculation 
119 fprintf('\nNow, please specify the temperature range and step \n'); 
120 fprintf('size for calculation:-\n'); 
121 fprintf('Minimum temperature (in K) \n'); 
122 tempmin=input("); 
123 fprintf('Maximum temperature (in K) \n'); 
124 tempmax=input(,,); 
125 fprintf{'Temperature step (in K) \n'); 
126 tempstep=input("); 
127 
128 steps=(tempmax-tempmin) /tempstep; % calculation steps 
129 fprintf(,\nCalculation is now starting\n \n'); 
130 
131 % Loop for thermodynamic calculations at 
132 % a series of temperatures 
133 for j=l:(steps+ 1) 
134 tempG)=tempmin+tempstep'G-l); 
135 
136 % set system temperature 
137 call1ib('mt';SET _TEMPERA TURE',tempO); 
138 
139 systemp=calilib('mt';TEMPERA TURE'); 
140 fprintf{'T = %f K\n',systemp); 
141 
142 % conduct equilibrium calculation 
143 call1ib('mt';COMPUTE_EQUILIBRlUM'); 
144 
145 % detect erros after calling 
146 % "COMPUT_EQUILIBRlUM" 
147 numerr=calllib('mt';NUMBER_OF _ERRORS'); 
148 
149 if numerr-=O % if some erros occurs 
150 fprintf('\nEquilihrium calculation error happens!\n'); 
151 call1ib('mt';WRITE_ERROR'); % write errors to MPR file 
152 else % no error 
153 % detect the number of active phases 
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154 numphases=callIib('mt';ACLNO_OF ]HASES'); 
155 
156 for k=1:numphases 
157 % find the mass of each phases 
158 masstemp=<:aIllib('mt','MASS_IN_PHASE',k,ACTlVE); 
159 
160 massofphase(k,j)=masstemp; 
161 
162 % calculate composition of phases 
163 for kk=l:numcomps 
164 % 3·D array transfer to 2·D array 
165 rnum=(k·l)*numcomps+kk; 
166 mpvarname(rnum,j)=calllib('mt', ... 
167 'COMPONENT]RACTION_IN]HASE',kk,k,ACTIVE); 
168 end 
169 
170 end 
171 end 
172 end 
173 
174 elseif calcopt==2 % fixed temperature calculation 
175 fprintf('\nNow, please set the system temperature:· \n \n'); 
176 temp=input("); % input system temperature 
177 fprintf('\nCalculation is now starting, please wait:· \n'); 
178 callIib('mt','SET_TEMPERATURE',temp); 
179 callIib('mt','COMPUTE_EQUILIBRIVM'); 
180 numerr=caillib('mt';NUMBER_OF _ERRORS'); % Detect errors 
181 if numerr-=O % error occurs 
182 fprintf('\nequilibrium calculation error happens!\n'); 
183 callIib('mt',WRITE_ERROR'); 
184 else % no error 
185 % detect the number of active phases 
186 numphases=callIib('mt';ACT_NO_OF ]HASES'); 
187 fprintf('\n \nEquilibrium calculation results list:· \n \n'); 
188 for k=l:numphases 
189 % phase name 
190 pnarnel(k,:)=calllibCmt','ACT_PHASE_NAME',pname,40,k); 
191 
192 % mass of the phase 
193 masstemp=calllib(,mt','MASS_IN]HASE',k,ACTIVE); 
194 massofphase(k,l)=masstemp; 
195 
196 % if the phase exists 
197 % delete the extra spaces in the phase name 
198 % and change "_" to "." 
199 if massofphase(k,I»O.O 
200 for j=I:40 
201 if pnamel(k,j)-=' , && pname1(k,j)-='_' 
202 pname2(k,j)=pnamel(k,j); 
203 elseif pnamel(k,j)=='_' 
204 pnarne2(k,j)='·'; 
205 end 
206 end 
207 
208 fprintf('\n%s %f kg, its composition: \n',. .. 
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209 pname2(k,:),massofphase(k,I»; 
210 
211 % calculates the composition of the phases 
212 for kk=l:numcomps 
213 wpcinp(kk,l)=calllib('mt', ... 
214 'COMPONENT_ W _OF _PHASE',kk,k,ACTIVE); 
215 xpcinp(kk,I)=calllib('mt', ... 
216 'COMPONENT_X_OF ]HASE',kk,k,ACTIVE); 
217 fprintf('%s wp = %f; xp = %f\n',calllib('mt',. .. 
218 'ACT_COMPONENT_NAME',comname,2,kk),. .. 
219 wpcinp(kk,I),xpcinp(kk,I)); 
220 end 
221 
222 end 
223 end 
224 end 
225 
226 else 
227 fprintf(,\nInvalid calculation type nurnber\n'); 
228 exit 
229 end 
230 
231 % Output figure format 
232 opl=strucl('format','eps','width',14, ... 
233 'bounds';tight';resolution',600, ... 
234 'color';cmyk'); 
235 
236 % Line styles 
237 styles::;; [': 'i'- ';'-.';'. ';'+ 'i'X 'i'S ';'< ';'< '1; % line style 
238 % Colors 
239 cstyles=['C';'r';'h';'g';'k';'k';'k';'k';'k'J; 
240 
241 nurneqp=O; % numbers of existing phases 
242 for j=l:numphases 
243 if any(massofphaseQ,:))==1 
244 numeqp=numeqp+ 1; 
245 eqpnurn(nurneqp )=j; 
246 end 
247 end 
248 
249 for k=l:nurneqp % phase name extraction 
250 eqpnamel(k,:)=calllib('mt','ACT_PHASE_NAME',pname,40,eqpnum(k»; 
251 for kk=I:40 
252 if eqpnamel(k,kk)-=' , & eqpnamel(k,kk)-='_' 
253 eqpname(k,kk)=eqpnamel(k,kk); 
254 e!seif eqpnamel(k,kk)=='_' 
255 eqpname(k,kk)='-'; 
256 end 
257 end 
258 end 
259 
260 counl=O; % prepare the titles for legend 
261 for j=l:numeqp 
262 j 
263 len=length(eqpnarneQ,:»; 
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264 eqpnameG,:) 
265 if -strncmpi(eqpnameG,:):LIQUID',6) 
266 count=count+ 1; 
267 leqpname(count,l:len)=eqpname(j,:); % legend of phases 
268 leqpname(count,:) 
269 
270 % make phase names more legible 
271 if strncmp(Ieqpname(j,:):BCT-AS',6) 
272 leqpname(j,l:lO)='(\beta-Sn)'; 
273 e!seif strncmp(leqpnameG,:):AGSB-ORTHO',10) 
274 leqpnameG,1:10)='Ag_3Sn '; 
275 e!seu strncmp(leqpname(j,:),'FCC-Al',6) 
276 leqpnameG,1:6)='(Pb) '; 
277 e!seif strncmp(leqpname(j,:):CU6SNS',6) & eqpname(j,7)-='-' 
278 leqpnameG,1:8)='Cu_6S,,-S'; 
279 e!seif strncmp(leqpnameG,:):CU6SNS-P',8) 
280 leqpname(j,l:lO)='Cu_6Sn_S-P'; 
281 end 
282 
283 else 
284 count=count+ 1; 
28S Ieqpname(count,l:6)='Uquid'; 
286 end 
287 
288 end 
289 
290 % Plot component distribution In phases 
291 if calcopt== 1 
292 for j=l:numcomps 
293 strtemp=strcatCFraction of-',comname1(j,:):-1n phases'); 
294 figure('NumberTitle':off':Name',strtemp); % figure window 
29S for k= l:numeqp 
296 if -strcmp(eqpname(k,:),'LIQUID') 
297 mum=(eqpnum(k)-l)*numcomps+j; 
298 plot(temp,mpvarname(mum,:),styles(k,:):LlneWidth',l.l); 
299 hold on 
300 end 
301 end 
302 hold off 
303 grid on 
304 
30S h=legend(leqpname,O); 
306 set(h,'fontname','times','fontsize',ftcontrol) 
307 xlim([tempmln-2 tempmax+2]) % X axis limits 
308 ylim([O 1.0S]) % Y axis limits 
309 set(gca,'fontname','times','fontsize',ftcontrol, ... 
310 'YMlnorTick':off) 
311 xlabel(,Temperature, K','fontname','times','fontsize',ftcontrol); 
312 y!str=strcat('Fraction of-',comname1(j,:):-1n phases'); 
313 ylabel(ylstr,'fontname','times','fontsize',ftcontrol); 
314 fprlntf('\nPlease move the legend to a proper position:-\n'); 
31S pause 
316 %fpath='d: \calcsolder\ '; % path where the figure to be stored 
317 %ffname=strcat(fpath,fnamecc,'-Eq-',strtemp,'-',. .. 
318 %nurn2str(tempmln),'-',nurn2str(tempmax),'-',. .. 
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319 %num2str(tempstep); .eps');% Final output figure name 
320 %exportfig(gcf,ffname,apt); % save the figure to a output file 
321 end 
322 end 
323 
324 % Print the equilibrium phase names 
325 % and plat their amaunt in a semi-log (Y axis) scale 
326 fprintf('\n%d phases exist, they are:-\n',numeqp); 
327 figure(,NumberTitle','off,'Name','Phase farmatian plat'); 
328 far j~l:numeqp 
329 eqpname1G,:)~calllib('mt','ACT_PHASE_NAME',pname,40,eqpnumG)); 
330 far k~1:40 
331 if eqpname1G,k)-~' , && eqpname1G,k)-~'_' 
332 eqpnameG,k)~eqpname1G,k); 
333 e!seif eqpname1G,k)~~'_' 
334 eqpnameG,k)~'-'; 
335 end 
336 end 
337 fprintf('Phase # %d: %s\n',j,eqpnameG,:)); 
338 if calcapr-~ 1 
339 semilagy(temp,massafphase(eqpnumG),:),'Calar', ... 
340 cstylesG,:),'LineWidth',1.2); 
341 hold an 
342 end 
343 end 
344 
345 if calcapt~~l % range temperature calculatian 
346 hold aff 
347 
348 % Set the line style 
349 a ~ get(gcf,'chlldren'); 
350 for j ~ l:length(a) 
351 ll~sart(get(aG),'children')); 
352 x ~ 0; 
353 add ~ 0; 
354 far k~l:length(ll) 
355 if strcmp('line',get(ll(k);type')) 
356 if strcmp(get(ll(k);linestyle'),'-') 
357 x~x+1; 
358 si~rem(x,length(styles)); 
359 if si~~O 
360 add~l; 
361 end 
362 set(ll(k),'LineStyle', styles(si+add,:)); 
363 end 
364 end 
365 end 
366 end 
367 
368 % make the phase names mare legible 
369 for j~l:numeqp 
370 if strncmp(eqpnameG,:),'BCT-A5',6) 
371 eqpnameG,1:10)~'(\beta-Sn)'; 
372 e!seif strncmp(eqpnameG,:),'AGSB-ORTHO',lO) 
373 eqpnameG,1:1O)~'Ag....3Sn '; 
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374 e!seif strncmp(eqpnameG,:);FCC-Al',6) 
375 eqpnameG,1:6)='(pb) '; 
376 e!seif strncmp(eqpnameG,:);UQUID',6) 
377 eqpnameG,1:6)='Liquid'; 
378 e!seif strncmp(eqpnameG,:);CU6SN5',6) & eqpnameG,7)-='-' 
379 eqpnameG,1:8)='Cu_6Sn5; 
380 e!seif strncmp(eqpnameG,:),'CU6SN5-P',8) 
381 eqpnameG,1:10)='Cu_6Sn_5--P'; 
382 e!sell strncmp(eqpnameG,:);SB1SN1',6) 
383 eqpnameG,1:6)='SbSn '; 
384 end 
385 end 
386 
387 h=legend(eqpname,3); 
388 set(h,'fontname','times','fontsize',ftcontrol) 
389 xlim([tempmin-2 tempmax+2]) 
390 ylim([O 120])%120])%1200]) 
391 set(gca,'fontname','times','fontsize',ll,'YMinorTick','off) 
392 xlabelCTemperature, K','fontname','times','fontsize',12); 
393 ylabel('log_{10)(Mass) of phases, kg';fontname';times',. .. 
394 'fontsize',12); 
395 %gridon 
396 
397 fprintf('\n \nPlease move the legend to a proper position!\n \n'); 
398 pause 
399 
400 fpath='c:\calcsolder\'; % path where the figure to be stored 
401 % Final output figure name 
402 ffname=strcat(fpath,fnamecc,'-Eq-logmass-T-',num2str(tempmin),'-',. .. 
403 num2str(tempmax), '-',num2str(tempstep );.eps'); 
404 exportfig(gcf,ffname,opt); % ouput figure to a file 
405 %saveppt('d:\figureforppt\temp.ppf); % output figure to a ppt file 
406 end 
407 
408 fprintf('\nProgram has now successfully finished!\n \n'); 
409 
410 else 
411 fprintfC\nError loading mpi file %d \n \n',errflag); 
412 end 
413 
414 % unload the MTDATA DLL 
415 unIoadlibrary mt; 
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APPENDIXC 
PROGRAM FOR IMPLEMENTING NON-EQUILffiRlUM SCHEIL MODEL 
IN MATLAB USING MTDATA DLL 
1 %scheil.m 
2 % Scheil model implementation 
3 % Started on 20/08/2003 
4 % Last modified 03/06/2005 
5 % Zhiheng Huang 
6 
7 %% Close all figures, dear all variables in 
8 % the workspace, and clear screen 
9 close all, clear all, dc 
10 cd Cc:\MT473DVF') 
11 
12 % Set output format 
13 % Scaled fixed point format with 15 digits 
14 format long 
15 
16 % Variables definitions 
17 ftcontrol=lO; % font size control 
18 imode=O; 
19 pres=101325.00; % pressure 
20 ostrl='SYSTEM_RESIZE=1000'; % open MPI file string 1 
21 ostr2='STAGE_1=NEW'; % open MPI file string 2 
22 mprname='def.mpr'; % MPR file name 
23 errflag=O; % error flag 
24 comname=' '; % predefined component name (2 spaces) 
25 actcomname=' '; % predefined active component name (2 spaces) 
26 % predefined phase name (40 spaces) 
27 pname=' '; 
28 
29 % Predefined constant variables 
30 INITIAL= 1; 
31 ACTIVE=2; % Predefined constant variables 
32 ABSENT=O; % Predefined constant variables 
33 NORMAL=l; % Predefined constant variables 
34 
35 % Print on screen 
36 fprintf('\n****"'********* Scheil cooling calculation **************\n'); 
37 fprintfC This application is programmed by Zhiheng Huang \n'); 
38 fprintfC Wolfson School of Mech. & Manuf. Eng. \n'); 
39 fprintfC Loughborough University \n'); 
40 fprintfC Z.Huang@lboro.ac.uk \n'); 
41 fprintf('********************************************************** \n \ n'); 
42 
43 % GUI dialogue for selecting files 
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44 [mpiname mpipathl=uigetfile(,*.mpi';Selectyour MPI file'); 
45 
46 fprintf('Loading data, please wait:-\n'); 
47 
48 % Test length of the "mpiname" string 
49 lenmpi=length(mpiname); 
50 
51 % Load mtdata.dlllibrary 
52 loadlibrary mtdata.dU mtdata.h alias mt; 
53 
54 % View the functions in the DLL 
55 %libmethodsview mt; % old version 
56 libfunctionsview(,mt'); 
57 
58 % CaU function "INmALISE_MTDATA_DLL" 
59 % in the DLL to initialise MTDATA 
60 call1ib('mt';INITIALISE_MTDA TA_DLL',imode); 
61 
62 call1ib('mt';MTOPTN',imode,ostr1,18); 
63 call1ib('mt';MTOPTN',imode,ostr2,1l); 
64 
65 % Call function "OPEN_MPCFILE" 
66 % in the DLL to open the selected MPI file 
67 call1ib('mt','OPEN_MPCFILE',mpiname,lenmpi,mprname,7,errflag); 
68 
69 % Set pressure for thermodynamic calculations 
70 calliib('mt';5ET]RESSURE',pres) 
71 
72 if errflag==O 
73 fprintf('\nLoaded datafile %s ok !\n',mpiname); 
74 fprintf('Press any key to continue:-\n \n'); 
75 pause % wait for user interaction 
76 
77 % Check the number of intial components and phases in the MPI file 
78 numcomps=caUlib('mt','INIT_NO_OF _COMPONENTS'); 
79 numphases=caUlib('mt';INIT_NO_OF _PHASES'); 
80 
81 fprintf('\nNow, Assume the total mass of the system is 100 kg. \n'); 
82 
83 % Prompts for input the mass of the components in the system 
84 fprintf('Jnput the mass of the components in kg. \n \n'); 
85 fnamecc="; % exportfig name preparation 
86 for j=l:numcomps 
87 comname1G,:)=calllib('mt';INIT_COMPONENT_NAME',comname,2,j); 
88 fprintf('Mass of %s=\n',comname1G,:)); 
89 wfofcomp(j)=input("); 
90 while wfofcomp> 100 or isempty(wfofcomp) 
91 fprintf('\nJnvalid mass for component %s \n',comname1G,:»; 
92 fprintf('Please input again!\n') 
93 wfofcompG)=input("); 
94 end 
95 call1ib('mt';SET_INIT_COMPONENT_MASS',j,wfofcompG)); 
96 fnamecc=strcat(fnamecc,num2str(comnamelG,:», ... 
97 num2str(wfofcompG))); 
98 end 
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% necessary parameters before calling COMPUTE_BOUNDARY _TEMP 
nbdy=10; 
npha=O; 
pcent=O; 
tmln=298; 
tmax=503; 
tacc=O.OOl; 
massl=O.O; 
mass2=0.0; 
iflag=O; 
ifail=O; 
fprintf(,\nCaIculation is now starting ... \n'); 
call1ibCmt',·COMPUTE_BOUNDARY_TEMPERATURE',tmln,tmax,tacc,nbdy, ... 
npha,pcent,massl,mass2,iflag,ifail); 
if ifail-=O 
fprintfC\nError in multiphase calculation! \n'); 
elseif ifIag==l 
fprintf('\nlnvalid npha value!\n'); 
elseif iflag==2 
fprintf('\nMaldmum number of boundaries has been reached!\n'); 
e1seif call1ib('mt';NO_OF ]HASE_FIELDS')<1 
fprintf('\nNo boundary between specified temperature range!\n'); 
end 
numofpf=calllibCmt';NO_OF ]HASE]IELDS'); % number of phase fields 
fprintf('\nThere are %d phase fields in current system. \n',numofpf); 
pnumcount=O; % phase number count 
for jj=l:numofpf 
pbtemp=calllibCmt','PHASE_BOUNDARY_TEMPERATURE',jj); 
% phase boundary temperature 
fprintf('\nPhase boundary temperature # %d = %f K\n',jj,pbtemp); 
bnump=calllibCmt','BOUNDARY_NO_OF _PHASES',jj) 
% number of phases in the boundary temperature 
fprintfC\n%d phases in # %d phase field:- \n',bnump,jj); 
for kk=l:bnump 
bpnum=calllibCmt';BOUNDARY ]HASE_NO' ,kk,jj) 
% phase numbers of the phases eldst in the boundary temperature 
if pnumcount==O 
pnumcount=pnumcount+ 1; 
liquidus=pbtemp; 
liquidno=bpnum; 
elseif pnumcount==1 & bpnum-=liquldno 
phasenums(pnumcount)=bpnum; 
pnumcount=pnumcount+ 1; 
elseif bpnum-=liquidno & -any(bpnum==phasenums) 
phasenums(pnumcount)=hpnum; 
pnumcount=pnumcount+ 1; 
end 
hpname(kk,:)=calllibCmt','ACT]HASE_NAME',pname,40,bpnum); 
fprintfC# %d = %s\n',bpnum,bpname(kk,:»; 
end 
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phasenums=sort(phasenums); % phase numbers 
% Excel hearder name preparation 
for jj=1:size(phasenums,2) 
pnametempGj,:)=calllib('mt','ACT]HASE_NAME',pname, ... 
40,phasenumsGj»; 
for kk=1:40 
if pnametempGj,1<k)-=' , && pnametempGj,kk)-='_' 
scpnameGj,kk)=pnametempGj,kk); 
elseif pnametempGj,kk)=='_' 
scpnameGj,kk)='-'; 
end 
end 
colnames(Gj-1)'(4'numcomps+2)+2'numcomps+3)={scpnameGj,:)}; 
colnames(Gi-1)'(4'numcomps+2)+2'numcomps+4)=(,Cum-m'}; 
for kk=l:numcomps 
colnames(Gj-1)'(4'numcomps+2)+2'numcomps+4+kk)= ... 
(strcat('mx-',comname1(kk,:»}; 
colnames(Gi-1)'(4'numcomps+2)+3'numcomps+4+kk)= ... 
(strcat('nx-',comname1(kk,:»}; 
colnames(Gj-1)'(4'numcomps+2)+4'numcomps+4+kk)= ... 
(strcat('tx-',comname1(kk,:»}; 
colnames( Gj-1)'( 4 'numcomps+ 2)+5'numcomps+4+ kk)= ... 
(strcat('Cum-lx-',comname1(kk,:»}; 
end 
end 
colnames(l)=(Temp.'}; 
colnames(2)={'LIQUID'}; 
for jj=l:numcomps 
colnames(2+jj)=(strcat('mx-',cornnameIGj,:»}; 
colnames(2+numcomps+jj)=(strcat('nx-',comname1Gj,:»}; 
end 
Appendix C 
fprintfC\nLiquidus temperature of system = %f K. \n',liquidus); 
maxsctemp=inputC\nPlease input maximum calculation temperature:- \n'); 
m!nactemp=inputCPlease input minimum calculation temperature:-\n'); 
scstep=input(,Please input temperature step:-\n'); 
massoiliq=100.0; 
numofphases=size(phasenums,2); 
Ipcount=O; % loop count 
sctemp:::maxsctemp; 
% Scheil model loop 
while massoiliq>=0.5 
lpcount=lpcount+ 1; 
call1ib('mt','SET_TEMPERATURE',sctemp); 
call1ib('mt','COMPUTE_EQUILIDRIUM'); 
fprintf('\nStep %d\n',lpcount); 
xlsmatrix(lpcount,l)=sctemp; % Temperature 
% Liquid phase into 
xlsmatrix(lpcount,2)=calllib('mt';MASS_IN_PHASE',liquidno,ACTIVE); 
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massafliq;xlsmatrix(lpcaunt,2); 
fprintf('Temperature; %f K, %f kg liquid remains. \n', ... 
sctemp,massafliq); 
far jj;l:numcamps 
if massafliq>O.O 
xlsmatrix(lpcaunt,2+jj); ... 
caJlho('mt','COMPONENLW _OF ]HASE',jj, ... 
liquidna,ACTIVE); 
xlsmatrix(lpcaunt,2+numcamps+jj); ... 
cali1ib('mt','COMPONENT_X_OF ]HASE',jj, ... 
liquidna,ACTIVE); 
else 
xlmatrix(lpcaunt,2+jj);O.O; 
xlsmatrix(lpcaunt,2+numcamps+jj);O.0; 
end 
end 
% Other phases infa 
far jj;l:numafphases 
% Newly farmed phase mass 
xlsmatrix(lpcaunt,Qj-1 )*(4 *numcamps+2)+2*numcamps+3); ... 
cali1ib(,mt','MASS_IN]HASE',phasenumsGi),ACTIVE); 
% Cumulative mass 
if Ipcaunt;;l 
xlsmatrix(lpcaunt,Qj-1)*( 4 *numcamps+ 2)+ 2*numcamps+4); ... 
xlsmatrix(lpcaunt,Oj-1)*(4*numcomps+2)+2*numcomps+3); 
else 
xlsmatrix(lpcaunt,Oj-1)*(4*numcomps+2)+2*numcomps+4); ... 
xlsmatrix(lpcount,Gj-1)*(4*numcomps+2)+ ... 
2*numcamps+3)+xlsmatrix(lpcount-1, ... 
Qj-1)*( 4 *numcomps+2)+ 2*numcamps+4); 
end 
% mx,nx,tx,Cum-tx 
for kk;l:numcomps 
if xlsmatrix(lpcaunt,Gj-1)*( 4 *numcamps+ 2)+ ... 
2*numcomps+3);;0.0 
xlsmatrix(lpcaunt,Gj-1)*( 4 *numcomps+ 2)+ ... 
2*numcomps+4+kk);O.0; 
xlsmatrix(lpcaunt,Oj-1 )*(4 *numcomps+ 2)+ ... 
3*numcomps+4+kk);0.0; 
xlsmatrix(lpcaunt,Oj-1 )*(4 *numcomps+2)+ ... 
4*numcomps+4+kk);O.0; 
else 
xlsmatrix(lpcount,Oj-1)*( 4 *numcomps+ 2)+ ... 
2'numcomps+4+kk);cali1ib(,mt', ... 
'COMPONENT_ W _OF ]HASE',kk,phasenumsGj),ACTIVE); 
xlsmatrix(lpcaunt,Gj-1)*( 4 *numcomps+ 2)+ ... 
3*numcomps+4+kk);cali1ib('mt',. .. 
'COMPONENT_X_OF_PHASE',kk,phasenumsGi),ACTIVE); 
xlsmatrix(lpcount,0j-1)*( 4 *numcomps+ 2)+ ... 
4*numcamps+4+kk);cali1ib('mt', ... 
'COMPONENT]RACTION_IN_PHASE',kk, ... 
phasenumsQj),ACTlVE); 
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if Ipcount;;= 1 
xlsmatrix(lpcount,Gj-l)*(4'numcomps+2)+ .. . 
5'numcomps+4+kk)=xlsmatrix(lpcount, .. . 
Gj-l)*(4 *numcomps+2)+4 *numcomps+4+kk); 
else 
xlsmatrix(lpcount,vj-l)*(4*numcomps+2)+ .. . 
5"numcomps+4+kk)=xlsmatrix(lpcount, .. . 
Vj-l)*( 4*numcomps+ 2)+4*numcomps+4+kk) ... 
+xlsmatrix(lpcount-l, ... 
Gj-l)*( 4 *numcomps+ 2)+5*numcomps+4+kk); 
end 
end 
end 
% next loop preparation 
sctemp=sctemp-scstep; % decrease system temp. by tempstep 
for jj=l:numcomps % system configuration for next calc. 
caJllib('mt','SET_INIT_COMPONENT_MASS',jj,calllib('mt', ... 
'COMPONENT_MASS_IN]HASE',jj,liquidno,ACTlVE»; 
end . 
end 
% Check stop temperature, if stoptemp<minsctemp, 
% add extra data 
stoptemp=xlsmatrix(size(xlsmatrix,I),I); 
while stoptemp>minsctemp 
[nurnrows,numcolsl=size(xlsmatrix); 
x1smatrix(numrows+ 1,1)=stoptemp-scstep; 
for jj=l:numcols-l 
x1smatrix(nurnrows+ l,jj+ 1)=x!smatrix(numrows,jj+ 1); 
end 
stoptemp=stoptemp-scstep; 
end 
opt=structCiormat','eps','width',12, ... 
'fontmode','fixed','iontsize',10, ... 
'bounds';tight':resolution',600); % output figure format 
styles == ['- ';': ';'-.';'. ';'+ ';'x ';'s 'I; % line style 
estyles=: [' c '; 'r' i 'b ';' g'; 'k'; 'k'; 'k'; 'k t i'k']; 
% Phase formation plot 
figure('NumberTitle', 'off', 'Name', ... 
'Phase formation plot Scheil Model'); 
semilogy(xlsmatrix(:,I),xlsmatrix(:,2), ... 
'Color','k','LineWidth',1.1); 
hold on 
for jj=l:numofphases 
semilogy(xlsmatrix(:,I),xlsmatrix(:, ... 
Vj-l)'( 4 *numcomps+ 2)+ 2*numcomps+4), ... 
'Color',cstylesGi),'LineWidth',1.2); 
hold on 
end 
hold off 
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319 % Set the line style 
320 a = get(gcf;children'); 
321 for j = 1:length(a) 
322 ll=sort(get(au);children'»; 
323 x=O; 
324 add = 0; 
325 for k=I:1ength(ll) 
326 if strcrnp(,line',get(ll(k):type'» 
327 if strcmp(get(ll(k);\inestyle');-') 
328 x=x+l; 
329 si=rem(x,length(styles»; 
330 ifsi==O 
331 add=l; 
332 end 
333 set(ll(k);LineStyle', styles(si+add,:)); 
334 end 
335 end 
336 end 
337 end 
338 
339 % Legend title prepare 
340 for jj=l:numofphases 
341 if any(xlsmatrix(:,Gj-l )*( 4*numcomps+2)+ 2*numcomps+4» 
342 IgdtitJeGj,:)=scpnameGj,:); 
343 end 
344 end 
345 
346 Igd={'LIQUID',lgdtitle); % cell string 
347 Igd=char(lgd); % convert to character array 
348 % Legend, X(Y) label and X(Y) axis limits config. 
349 h=legend(lgd,O); 
350 set(h,'fontname','times','fontsize',ftcontrol) 
351 % Schell cale. stop temp. 
352 
353 xJim([minsctemp-O.5 maxsctemp+0.5]) 
354 yJim([O 120]) 
355 set(gca,'fontname','times','fontsize',11,'YMinorTick','off); 
356 xlabel(,Temperature, K':fontname';times','fontsize',12); 
357 ylabel('log_{10)(Mass) of phases, kg';fontname';times',,,. 
358 'fontsize',12); 
359 %grid on 
360 
361 fprintf('\n \nPlease move the legend to a proper position!\n \n'); 
362 pause 
363 
364 wdfname=strcat(fnamecc: -Sc-logmass-T -',num2str(maxsctemp ),,,. 
365 '-',num2str(minsctemp ):-' ,num2str(scstep); .doc'); 
366 figfname=strcat(fnamecc,'-Sc-logmass-T -',nurn2str(maxsctemp ), ... 
367 '-',nurn2str(minsctemp );-',num2str(scstep); .eps'); 
368 fpath='c:\mtmlex\'; 
369 wdffname=strcat(fpath,wdfname); 
370 figffname=strcat(fpath,figfname); 
371 %save2word(wdffname) 
372 %exportfig(gcf,figffname,opt); 
373 
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374 fprintf('\nWriting data to Excel, please wait... \n'); 
375 
376 % Wirte data to Excel 
377 
378 % Excel header 
379 header{l}='This data was generated from MTDATA and MATLAB interface'; 
380 header{2}=date; 
381 header{3}="; 
382 header{4}=strcatCData file:',mpipath,mpiname); 
383 header{5}='Calculation type:Scheil model'; 
384 header{6}=strcatCSystem:',fnamecc); 
385 header{7}=strcat('Max, Calc. Temp.:',num2str(maxsctemp),'K·); 
386 header{8}=strcatCMin. Calc. Temp.:',num2str(minsctemp);K'); 
387 header{9}=strcat('Temp.Step:',num2str(scstep);K'); 
388 header{lO}='Temp. unit: K; m: mass; Cum: cumulative;'; 
389 header{l1}='mx: mass fraction; nx: molar fraction;'; 
390 header{12}='tx: fraction of component found in phase. '; 
391 header{13}="; 
392 header{14J="; 
393 cd Cc: \mtmlex') 
394 xlsfname=strcat(fnamecc,'-Sc-logmass-T -',num2str(maxsctemp ), ... 
395 '-',num2str(minsctemp);-',num2str(scstep);.xls'); 
396 %sxlswrite(xlsmatrix,header,co/names,xlsfname,numcomps); 
397 % write the data directly to Excel 
398 cd Cc: \MT473DVF') 
399 
400 fprintfC\n \nProgram has now successfully finished!\n \n'); 
401 
402 else 
403 fprintfC\nError loading mpi file %d \n \n',errfiag); 
404 end 
405 
406 % unioad the MTDATA DLL 
407 unioadJibrary mt; 
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TEST PROGRAM FOR MTDATA-MATLAB-FEMLAB SOLVING A 
DIFFUSION PROBLEM USING FEMLAB PDE GENERAL FORM 
1 
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%test1.m 
% FEMLAB PROGRAM 
% POE genral form 
% 2-D diffusion equation 
% in a multicomponent multiphase system 
% Thermodynamic data from MTDATA calculation 
% Started on 06/07/2004 
% Last modified on 04/06/2005 
% Close all figures, clear all variables in 
% the workspace, and dear screen 
close all, dear all, de 
% global variables 
global numcomps numphases 
% Load MTDATA library 
cd ('c: \MT4730VF') % change current work directory to d: \MT473DVF 
format long 
% MTDATA initialisation in main program only 
% Variables definitions 
irnode;O; 
tempk;513.oo; % temperature 
pres;101325.00; % pressure 
ostr1;'SYSTEM_RESIZE~1000'; % open MP! string 1 
ostr2;'STAGE_1;NEW'; % open MP! string 2 
mpiname~'sncu.mpi'; % MP! file name 
mprname~'def.mpr'; % MPR file name 
errflag~O; % error flag 
numerr=D; % number of errors 
comname~' '; % predefined component name (2 space) 
actcomname~' '; % predefined active component name (2 space) 
pname=' '; 
!NITIAL~1; % Predefined constant variables 
ACTIVE~2; % Predefined constant variables 
ABSENT~O; % Predefined constant variables 
NORMAL~l; % Predefined constant variables 
fprintf('\n***************** MTDATA-MA TLAB-FEMLAB *****************\n'); 
fprintf(' This application is programmed by Zhiheng Huang \n'); 
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fprintf(' 
fprintf(' 
fprintf(' 
Wolfson School of Mech. & Manuf. Eng. 
Loughborough University 
Z.Huang@lboro.ac.uk 
\n'); 
\n'); 
\n'); 
fprin tf('********************************************************** \n \n '); 
lenmpi=length(mpiname); % string length of MPI file name 
% Load mtdata.dlllibrary 
loadlibrary mtdata.dll mtdata.h alias mt; 
%libmethodsview mti 
call1ib('mt','INITIALISE_MTDATA_DLL',imode); 
call1ib('mt','MTOPTN',imode,ostrl,18); 
call1ib('mt', 'MTOPTN',imode,ostr2,11); 
call1ib('mt','OPEN_MPCFILE',mpiname,lenmpi,mprname,7,errflag); 
call1ib(,mt','SET]RESSURE',pres); 
if errflag==O 
fprintf('\nLoaded datafile %s ok!\n',mpiname); 
fprintf('Press any key to continue:-\n \n'); 
pause 
numcomps=calllib('mt','INIT_NO_OF_COMPONENTS'); 
numphases=calllib('mt','INIT_NO_OF ]HASES'); 
call1ib('mt','SET_TEMPERATURE',tempk); 
else 
fprintf{'\nError loading mpi file %d\n \n',errflag); 
end 
% Geometry definition 
bumpdia=100.0; % in micron 
stdoffh=20.0; % in micron 
ubmthick=20.0; % in micron 
ubmwidth=sqrt(0.25*bumpdia"2-(0.S*bumpdia-stdoffh)"2); 
imclthickO=O.I; % initial IMCl thickness, in micron 
imc2thickO=0.1; % initial IMC2 thickness, in micron 
AppendixD 
comubm=[O 1]; % composition of UBM, composition rule [Sn UBM] 
cornimcl=[0.25 0.75]; % composition of IMCl, composition rule [Sn UBM] 
cornimc2=[0.455 0.545]; % composition of IMC2, composition rule [Sn UBM] 
cl=circ2(0,0,0.5*bumpdia); % solder bump circle 
% quater circle square 
rl=rect2(0,ubmwidth,0.5*bumpdia-stdoffh,0.5*bumpdia); 
r2=rect2(O,ubmwidth,O.5*bumpdia-stdoffh-ubmthick, ... 
O.5*bumpdia-stdoffh); % UBM 
r3=rect2(O,ubmwidth,O.5*bumpdia-stdoffh,. .. 
0.5*bumpdia-stdoffh+imc1thickO); %!MCl 
r4=rect2(O,ubmwidth,O.5*bumpdia-stdoffh+imclthickO, ... 
O.5*bumpdia-stdoffh+imclthickO+imc2thickO); % IMC2 
geom=( cl *rl )*r3+( cl *r1 )*r4+cl *rl +r2; % Final geometry 
% FEMLAB FEM structure definition 
fem.dim=2; 
fem.form='general'; 
fem.geom=geom; 
figure(,NumberTitle','off,'Name','Geometry plof); 
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geomplot(fem)%,'edgelabels','on','sublabels','on') 
pause(30) 
close all 
fem.mesh=meshinit(fem); 
figure(NumberTitle','off','Name','Mesh plo!'); 
% Plot mesh 
meshplot(fem) 
% Pause for 30 seconds 
pause(30) 
% Close all figure windows 
close all 
% Pause for another 10 seconds 
pause(10) 
% Constant definitions 
% 2 components in the system 
% comubm1: molar fraction of component 1 in UBM 
% comimc11: molar fraction of component 1 in IMC layer 1 
% comimc21: molar fraction of component 1 in IMC layer 2 
% comsolder1: molar fraction of component 1 in solder layer 
fem.const={'comubm1',0.0,'comubm2',1.0,'comimc11',0.25, ... 
'comimc12',0.75,'comimc21',O.455,'comimc22',0.545, ... 
'comsolder1',1.0,'comsolder2',0.0); 
% Expressions in FEM structure 
% u1,u2: molar fraction of component 1 and 2 
% Vm1: molar volume of UBM 
% Vm2: molar volume of IMC 1 
% Vm3: molar volume of IMC 2 
% Vm4: molar volume of liquid solder 
% J1x: x component of the flux of component 1 
% J1y: y component of the flux of componnet 1 
% molarvolume(x1,x2) is the function to calcuiate 
% the molar volume of the layer provided the 
% composition of that layer is specified 
% Note the use of diff(mu1,x) 
fem.expr={'Vm1 ','molarvolume( comubm1,comubm2)',. .. 
'Vm2','molarvolume(comimc11,comimc12)', .. . 
'Vm3','molarvolume(comimc21,comimc22)', .. . 
'Vm4','molarvolume(comsolder1,comsolder2)', ... 
'V1';molarvolume(comsolder1,comsolder2)', ... 
'V2','molarvolume(comubm1,comubm2)', .. . 
'J1x',strcat(,(1-u1 *(V1 /Vm»*( u1/Vm)*M1 ', .. . 
'*diff(mu1,x)-u1 *(V2/Vm)*(u2/V m)*M2*diff(mu2,x)'),. .. 
'J1 y',strcat('(1-u1 *(V1 /Vm) )*(u1 /Vm)*M1 *diff(mu 1, y) ', ... 
'-u1 *(V2/Vm)'( u2/Vm)*M2*diff(mu2,y) '), ... 
'J2x',strcat(,-u2*(V1 /Vm)*( u1 /V m)*M1 'diff(mu1,x)' ... 
'+(1-u2*(V2/Vm»'(u2/Vm)*M2*diff(mu2,x)'), ... 
'J2y',strcat(,-u2'(Vl/V m)'(u1 /Vm)'Ml 'diff(mul, y) ' ... 
'+(1-u2'(V2/Vm))'(u2/Vm)'M2'diff(mu2,y)')}; 
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154 % PDE general form 
155 % governing equation 
156 fem.dim=['u1','u2'}; 
157 fem.equ.da={{l;l)); 
158 fem.equ.ga={ {['-J1x';'-Jl y'};[' -J2x';'-J2y'}}}; 
159 fem.equ.f=O; 
160 
161 % Domain expressions 
162 % Vm: molar volume 
163 % M1: mobility of component 1 
164 % M2: mobility of component 2 
165 % mu1: chemical potential of component 1 
166 % mu2: chemical potential of component 2 
167 % chemicalpotential(x1,x2,n) is a function to calculate chemical 
168 % potential of component n provided that the composition of this 
169 % layer is specified, i.e. (x1,x2) 
170 fem.equ.expr={'Ym',['Vm1','Ym2','Ym3','Ym4'}, ... 
171 'Ml',{0,1,2,3}, .. . 
172 'M2',{3,2,1,l}, .. . 
173 'mu1',[,chemicalpotential( u1,u2,1 )" ... 
174 'chemicalpotential(u1,u2,1)" .. . 
175 'chemicalpotential(u1,u2,1)" .. . 
176 'chemicalpotential(u1,u2,l),},. .. 
177 'mu2',[,chemicalpotential(u1,u2,2)" ... 
178 'chemicalpotential(u1,u2,2)" ... 
179 'chemicalpotential(u1,u2,2),,. .. 
180 'chemicalpotential(u1,u2,2)')); 
181 
182 % Boundary index 
183 fem.bnd.ind=[1,1,1,2,1,4,1,3,1,1,1,1]; 
184 
185 % Inner boundary border enabled 
186 fem.border='on'; 
187 
188 % Boundary conditions 
189 fem.bnd.type = ['neu','dir','dir','dir'}; 
190 fem.bnd.r = {{'O';'O'},['mu1+0.01';'mu2+0.3'}, .. , 
191 ['mu1 +0.4';'mu2+0.0S'} ,['mu1 +0.l';'mu2+0.1'}}; 
192 fem.bnd.g={ ['O';'O'} ,['O';'O'} ,{'O';'O'} ,['O';'O'}}; 
193 
194 % Initial condition 
195 fem.equ.init = {{0;l},[,5/11';'6/11'},{0.25;0.75},{1;0)); 
196 fem.shape=[22]; 
197 fem.xmesh=meshextend(fem); 
198 
199 % Using femtime to solve the PDE 
200 fem.sol:femtime(fem, ... 
201 'solcomp',['ul','u2'},. .. 
202 'outcomp',[,u1','u2'}, ... 
203 'report','on', ... 
204 'tlist',[0:100:1000], ... 
205 'tout','tlist'); 
206 
207 % Pause for 30 seconds 
208 pause(30) 
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209 % Close all figure windows 
210 close all 
211 
212 % New figure window 
213 figure('NumberTitle','off','Name','Postplot'); 
214 
215 % Postplot the solution 
216 postplot(fem, ... 
217 'tridata',{'ul';cont';internaJ'), ... 
218 'trimap';jet(1024)', ... 
219 'solnum',l, ... 
220 'grid';on'); 
221 
222 pause(eps) 
223 
224 fprintf('\nFEMLAB successfully finished calculation!\n'); 
225 
226 % unload the MTDATA DLL 
227 unloadlibrary mt; 
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