We summarize the current state of knowledge of the brain's reading circuits, and then we describe opportunities to use quantitative and reproducible methods for diagnosing these circuits. Neural circuit diagnostics-by which we mean identifying the locations and responses in an individual that differ significantly from measurements in good readers-can help parents and educators select the best remediation strategy. A sustained effort to develop and share diagnostic methods can support the societal goal of improving literacy.
We summarize the current state of knowledge of the brain's reading circuits, and then we describe opportunities to use quantitative and reproducible methods for diagnosing these circuits. Neural circuit diagnostics-by which we mean identifying the locations and responses in an individual that differ significantly from measurements in good readers-can help parents and educators select the best remediation strategy. A sustained effort to develop and share diagnostic methods can support the societal goal of improving literacy.
There is a hopeful notion that research in human neuroscience will benefit many people-a neuroscience for society (Dubois and Adolphs, 2016; Woo et al., 2017) . This hope rests in part on the significant progress made in using noninvasive methods, particularly MRI, to measure spatially localized signals and tissue properties of the human brain (Wandell, 2016; Wandell and Winawer, 2015) . Here we summarize how MRI is used to identify and evaluate critical structures and responses in the brain's reading circuits. A central goal of this review is to suggest functional and structural measurements of the reading circuits that can be used to diagnose reading impairment in individual subjects. Such diagnoses have the potential to help parents and educators select remediation methods, and a sustained effort to build a diagnostic framework has the potential to support societal aims for improving literacy.
Useful diagnostic methods should be based on quantitative measurements, computational modeling of the circuitry, and the ability to share data and computations. Quantitative measurements from calibrated instruments enable meaningful comparisons between different sites and instruments. Just like diagnostic measures of temperature, growth, or blood chemistry, diagnostic MRI measures should be based on quantitative values obtained in an individual that can be compared with population norms.
Successful reading involves the ability to efficiently integrate visual signals with the sounds of speech and the language system; thus, diagnosing the reading circuitry requires testing the cortical and white matter regions that carry reading information from the visual, auditory, and language systems. Reading impairment can result from problems within neural circuits that are used for multiple purposes, not uniquely reading (Rayner et al., 2012; Seidenberg, 2017) . Hence, we advocate assessing the circuitry broadly, not just portions that are highly specialized for reading.
Diagnostic methods differ from the traditional methods in cognitive neuroscience-group comparisons, correlations, and qualitative measures on a single instrument. Diagnostics also differ from the cognitive neuroscience emphasis on localizing structures that are uniquely or primarily associated with a skill, such as the critical cortical location for reading (Vandermosten et al., 2016) . Similarly, diagnostics can differ from work that aims to identify the specific cellular and molecular source of the impairment. Work on specific biological mechanisms is important for many purposes, such as developing therapeutics, but diagnostic methods can be useful even when there is uncertainty about the exact biological mechanism. We suggest that developing diagnostic tools requires a sustained effort to develop quantitative measurements, computational modeling of the circuitry, and software for data and computational management.
Overview of the Reading Circuitry
As a child learns to read, specialized brain regions and structures are trained to associate text with the sounds of language. A thorough assessment of this reading circuitry should include measurements of functional activity and neural structures that connect the visual, auditory, and language circuitry (Norton et al., 2015; Wandell et al., 2012 ; Figure 1 ). The next sections provide a conceptual overview of these circuits, including regions that contribute to the reading circuitry but are outside of the core circuitry. The overview we provide is complex compared with typical cognitive neuroscience models (Dehaene et al., 2005) . At least this level of detail is necessary to develop methods to diagnose structure and function within the human brain's circuitry.
Anatomy of the Visual Reading Circuitry
The retinal image of a word is encoded and transmitted to the cortex by a set of parallel pathways. There are approximately 20 retinal ganglion cell types that each capture a representation of the full visual field (Dacey, 2004; Yamada et al., 2005; Field and Chichilnisky, 2007) . The retinal ganglion cells project to the thalamus and other subcortical regions. The critical pathway for high-resolution vision comprises about eight cell types that project to the dorsal lateral geniculate nucleus (LGN). In primates, the retinal ganglion cell axons terminate in different layers according to the eye of origin and cell type (Wandell, 1995) . Many but not all of the LGN axons project to distinct locations within the primary visual cortex (V1) (Nassi and Callaway, 2009) .
The visual cortex can be divided into distinct regions based on function and anatomy. Within many of these regions, particularly those where the neurons have relatively small receptive fields, the spatial arrangement of the receptive field centers preserves the retinal topography: stimuli that evoke responses in nearby retinal neurons evoke responses in nearby cortical neurons (retinotopic maps; Holmes, 1918; Inouye, 1906; Wandell et al., 2007; Wandell et al., 2015b) . Most of these maps can be reliably and noninvasively identified with millimeter precision in individual brains using fMRI (DeYoe et al., 1996; Engel et al., 1997; Sereno et al., 1995) . The anatomical positions of these maps are similar across individuals, and automated algorithms can identify the positions of multiple maps with a precision of about 5 mm from anatomical MRI data alone (Benson et al., 2012; Wang et al., 2015) . Better precision is possible using algorithms that are guided by a small amount of fMRI data (Benson and Winawer, personal communication) .
Brain regions are highly interconnected, and the visual and reading circuitry of the occipital lobe is no exception (Figures 2A and 2B; Ben-Shachar et al., 2007b; Markov et al., 2013) . Several large pathways that carry reading signals to language and auditory regions can be reliably identified using diffusion MRI methods ( Figure 2C ). These pathways include the inferior longitudinal fasciculus (ILF), arcuate fasciculus (AF), superior longitudinal fasciculus (SLF), and the vertical occipital fasciculus (VOF). These tracts comprise the axons of neurons whose metabolic activity drives the fMRI signals in the cortex and also a large numbers of glial cells (astrocytes and oligodendrocytes). The health and development of these axons, including correct terminations and amount of myelination, are likely to be essential for proper functioning of the reading circuitry. Below we describe a number of methods to quantitatively assess function and structure in the visual pathways.
Organization of the Visual Reading Circuitry
The organization of the visual pathways is often described by a hierarchical model: information from the thalamus (LGN) arrives in V1 and is then transmitted in an hierarchical sequence to extrastriate areas (e.g., V2 and V5/MT) with some feedback (Felleman and Van Essen, 1991) . A feedforward hierarchical model is used in many computational neuroscience analyses (e.g., DiCarlo et al., 2012; Felleman and Van Essen, 1991) and motivates the organization of deep learning networks used in artificial intelligence applications (Yamins and DiCarlo, 2016) .
The hierarchical model omits findings that may be important for the development of applied neuroscience diagnostics of reading (Zeki, 2016) . First, there are anatomical projections and functional responses in the extrastriate cortex that are initiated in the LGN and pulvinar (Benevento and Yoshida, 1981; Wurtz, 2008 2010; Bullier and Kennedy, 1983; Fries, 1981; Schmid et al., 2009; Sherman, 2016; Sincich et al., 2004; Webster et al., 1993; Yukie and Iwai, 1981) . The signals on these pathways may affect the temporal integration of color and motion information (Bartels and Zeki, 2005; Zeki, 2005) ; it is possible that these signals also affect the integration of visual signals with the cortical circuitry of speech and language. The massive connections made by the pulvinar suggest that it is critical for integrating information between diverse cortical regions.
Second, these extrastriate projections undergo a developmental progression that may be important for visual learning. For example, the density of the foveal LGN cells projecting to an extrastriate region (TEO) is three times higher in infant compared with adult macaques (Webster et al., 1993 (Webster et al., , 1995 . The rise and fall of these connections during the critical period may be significant for plasticity and contribute to the ability of the reading circuitry to learn to recognize words (Ben-Shachar et al., 2007b; Yeatman et al., 2012a) .
The hierarchical model dominates thinking in computational neuroscience and machine learning, but we think it is unlikely that this model includes all of the locations and signals that Retinal photoreceptors encode the image and then transform this encoding with multiple specialized neural circuits. Retinal ganglion cells project directly to the lateral geniculate nucleus (LGN) and via the superior colliculus to the pulvinar. The parvocellular (P), magnocellular (M), and koniocellular (K) layers of the LGN project to the V1 and extrastriate cortex. The visual regions within the pulvinar project mainly to the extrastriate cortex. These thalamic nuclei also receive many inputs from the cortex. The colors overlaid on the posterior cortex show the locations of some visual field maps in the posterior cortex. Learning to read produces specialized circuitry that selects certain signals for further processing. Posterior visual signals are transmitted to the auditory and language system (red overlay, white text). Five general cortical regions contain subdivisions that are consistently identified as active during reading: the VOT, which includes the visual word form area (VWFA); regions within the intraparietal sulcus (IPS), which appear to be a source of top-down modulation; regions near the primary auditory cortex in the superior temporal gyrus (STG), where adult dyslexics have low activation while integrating letters with speech sounds; and Wernicke's area and Broca's area, which are implicated in the comprehension and production of language. Four large tracts (black text) terminate near the functionally defined regions and/or contain subdivisions with tissue properties that are consistently found to differ between groups of good and poor readers: the VOF, ILF, superior longitudinal fasciculus (SLF), and the AF (Arcuate).
should be evaluated to diagnose visual causes of reading impairment. To develop diagnostics, it will be important to consider the wide range of visual circuits and signals necessary for reading, which appear to be organized in a parallel architecture and whose components change substantially during development. Further, the cause of reading impairment in the adult may have been a transient aspect of neural development, at an earlier point in time, that is not part of the adult cortical circuitry. Dorsal and Frontal Reading Circuitry Several large bundles of axons (tracts) carry information between the posterior visual circuitry and anterior regions that are critical for speech and language (Catani and ffytche, 2005; Catani and Mesulam, 2008; Yeatman et al., 2013) . The largest tracts include the AF, the ILF, and the inferior fronto-occipital fasciculus (IFOF). The VOF, another large tract, carries information between the dorsal and ventral regions in the posterior brain (Takemura et al., 2016; Yeatman et al., 2014) . Diffusion MRI measures of these tracts differ between groups of good and poor readers, and, in some cases, the diffusion measures correlate with behavioral measures related to reading (Ben-Shachar et al., 2007b; Cui et al., 2016; Vandermosten et al., 2012; Wandell et al., 2012; Wang et al., 2017) .
The correlations between tract diffusion MRI (dMRI) measures and reading performance motivate the investigation of quantitative MRI measures throughout the course of development. The importance of measuring the tissue properties in these fascicles, which include both axons and multiple glia, is supported by measurements in animal models showing that these cells are important for development, signaling, and learning (Barres 2008; Xiao et al., 2016; Monje, 2015; Assaf et al., 2017) .
There has been good progress in developing diagnostic measures that couple diffusion tractography with quantitative measures of tissue properties (T1, T2, proton density [PD] , and macromolecular tissue volume; Mezer et al., 2013; Wandell, 2016) . Diffusion, tractography, and quantitative MRI methods may be able to assess the status of the axons and glia in white matter quantitatively in individual subjects.
Behavioral Diagnostics
Behavioral diagnostics can be a very valuable source of information. Reviews of reading (Adams, 1994; Grainger et al., 2016; Rayner et al., 2012; Seidenberg, 2017) agree that the population of dyslexics exhibits visual, orthography, phonology, and rapid naming deficits. The specific deficits vary between individuals, which suggests that the brain circuits differ between individuals as well (McGrath et al., 2011; Pennington et al., 2012; Willcutt et al., 2010) .
A number of standardized behavioral reading tests are widely used. We have noticed some reluctance to include sensory testing as part of reading diagnoses, but we suggest that there are opportunities to develop additional quantitative sensory measurements to assess neural impairment and guide the selection of the best reading intervention. The reluctance arises in part because reading impairment is not typically accompanied by a glaring sensory impairment. In cases when a clear sensory deficit (e.g., low vision) leads to reading impairment (Legge et al., 1985 (Legge et al., , 2001 ), the individual is also excluded from the category of reading-impaired. From the diagnostic point of view, classifying individuals with low vision as reading-impaired is sensible because this knowledge guides treatment and rehabilitation options.
In addition to low vision or deafness, modest sensory deficits may cause reading impairment; for example, by interfering with learning mechanisms or with the precise timing of neural signals necessary to achieve skilled reading. There are examples of subtle sensory impairments that leave other sensory skills unimpaired. For example, the visual impairments of anomalous color vision, stereoblindness, and prosopagnosia leave many other visual functions intact (motion, resolution, and object recognition). Importantly, one relatively subtle behavioral deficit, the ability to manipulate the sounds of speech (phonological awareness), has a strong association with reading performance (Bradley and Bryant, 1983; Wagner and Torgesen, 1987) . Further, there is an association between reading and a type of visual resolution: crowding (Bouma, 1970; Grainger et al., 2016; Zorzi et al., 2012) . For these reasons, we believe that sensory measurements should continue to be explored as potential diagnostic tools. Next, we describe behavioral findings and opportunities for new diagnostic measures. Visual Encoding Monocular Acuity. Efficient visual analysis of text requires good physiological optics as well as retinal and cortical signals that carry moderate to high spatial resolution information. It is sensible to verify that a child who is not learning to read has adequate visual resolution and satisfactory control of eye movements (http:// www.children-special-needs.org/parenting/dyslexia_dyslexic. html). Even if the visual system has adequate resolution to encode the text, the signal-to-noise ratio of the representation in the visual pathway may influence the learning rate.
Visual perception is not a critical problem for most children with reading disabilities, although nearly one-third of these children have a reduced visual attention span (Ramus, 2003; Saksida et al., 2016) . Creavin et al. (2015) identified children (7-9 years old) with specific reading impairment and found that these children were not more likely than expected to be diagnosed with visual encoding deficits. However, in younger children (4-5 years old), there is a modest correlation between visual acuity and reading literacy (Bruce et al., 2016 ).
An influential but controversial hypothesis relating visual encoding to reading impairment is that dyslexics exhibit differences in the magnocellular pathway. In support of this hypothesis, several studies have shown that dyslexics have impaired performance in motion discrimination tasks (for reviews, see Boden and Giaschi, 2007; Gori and Facoetti, 2014; Stein and Walsh, 1997; Vidyasagar and Pammer, 2010) . There are reports that cells in the magnocellular layers of the LGN of dyslexics are smaller and less responsive (Livingstone et al., 1991) , and, compared with age-matched controls, it has been shown that dyslexics have smaller fMRI responses in the hMT, a region of the visual cortex that receives projections from this pathway (Demb et al., 1998; Eden et al., 1996) . In opposition to this hypothesis, Skottun (2000) reported that just as many studies report inconsistent or non-existent relationships between magnocellular processing and reading ability.
The question of whether deficits in motion processing are causal or consequential to reading impairments is also inconsistently reported. One study showed that undergoing a reading intervention increased reading gains and activity in the hMT, suggesting that differences observed in the hMT may be a consequence rather than a cause of poor reading (Olulade et al., 2013) . On the other hand, a recent study (Joo et al., 2017) reports a reading intervention that improved reading performance without changing motion discrimination performance. Quantitative population norms for sensory measures and neural measures of magnocellular initiated signals in individual subjects will be needed to resolve this question.
Stereoacuity. An association between vergence eye movements and poor reading-which would also affect stereoacuity-was noted in some children many years ago (Stein and Fowler, 1985) and reported again in more recent studies (e.g., Bucci et al., 2008; Kapoula et al., 2007) . Creavin et al. (2015) also described an association between stereoacuity and reading impairment. The literature on this topic is extensive but inconsistent (Kirkby et al., 2008) . Poor readers appear to have more difficulties with vergence and stereoacuity than matched controls, although causal connections to reading are not established.
The neural limits of stereoacuity and vergence control can differ fundamentally from monocular acuity because the signals from the two eyes do not converge until primary visual cortex. If monocular acuity is normal, then poor stereoacuity is likely to have a cortical basis (Bucci et al., 2009) , reflecting the cortical circuits that coordinate inputs from the two eyes. The cortical deficit, perhaps poor signal-to-noise, may slow the rate of learning to read (Barnes et al., 2001; Levi and Klein, 2003) . Eye Movements. The ability to direct saccades accurately and rapidly to specific image locations is essential for many visual functions, including reading. Poor readers will make many more regressive saccades than good readers, re-reading passages of text to try to correct errors as they try to understand a passage. This difference in eye movement patterns appears to reflect problems in comprehension but not seeing words. Consequently, the theory that these eye movement differences cause poor reading is not supported in the literature (Rayner, 1985 (Rayner, , 2004 Tinker, 1958) . Visual Crowding. In the near periphery, letters are more difficult to identify when they are flanked by other letters (visual crowding). The effect is present even when letters are presented dichoptically, suggesting a cortical locus (Flom et al., 1963) . There is evidence that measures of crowding differ between some dyslexics and proficient readers (Bouma and Legein, 1977; Gori and Facoetti, 2014; Martelli et al., 2009; Zorzi et al., 2012) . For example, Bouma and Legein (1977) presented letters with and without flankers in foveal and parafoveal vision. There was no difference in letter recognition performance for isolated letters, but performance decreased when the central letter was flanked by other letters. The reduction in accuracy because of crowding was greater in poor readers than in controls. Martelli et al. (2009) measured critical spacing thresholds for a fixed performance level and reported that the critical spacing between letters is higher in dyslexics than in proficient readers. The data from individual dyslexics varies greatly, suggesting that this mechanism may be more significant for some impaired readers than others.
Auditory Encoding
Research on reading relies meaningfully on normed behavioral tests of phonological processing (e.g., comprehensive test of phonological processing [CTOPP] and test of word reading efficiency [TOWRE] ), and there is overwhelming evidence of a correlation between phonological measures and reading performance (Figure 3 ; Adams, 1994; Bradley and Bryant, 1978; Seidenberg, 2017; Stanovich et al., 1984) . Further, there are multiple reports supporting a causal relationship: training for phonemic awareness improves reading ability, with training producing an effect size of about 0.7-1.0 (Slater and Quinn, 2012; Stanovich et al., 1984; Torgesen et al., 1999; Treiman and Baron, 1981) . These findings lead to the prominent hypothesis that reading disability can be caused by an inability to separately hear and manipulate the sounds of speech (phonemic awareness) (Goswami and Bryant, 1990; Liberman, 1973 Liberman, , 1974 Mattingly, 1972) . Many investigators view phonemic awareness as the core deficit of reading impairment, and these findings are widely hailed as a major discovery.
The causal role of phonemic awareness has been challenged by the alternative explanation of the correlation: learning to read trains phonemic awareness (Castles and Coltheart, 2004; Vidyasagar and Pammer, 2010) . Johnston et al. (1996) report that children acquire alphabet knowledge before demonstrating meaningful phonemic awareness, and pre-literate children score poorly on measures of phonemic awareness (Bruce, 1964; Liberman, 1973; Tunmer and Nesdale, 1985) . Morais et al. (1979) report that illiterate Portuguese adults are unable to delete or add a phoneme to the beginning of a non-word, but adults with a similar background and childhood experience who had learned to read as adults were able to perform the phonemic tasks. Read et al. (1986) performed a similar experiment with Chinese readers, comparing Chinese adults who were literate only in Chinese characters with Chinese adults who were also literate in the alphabet system (Pinyin). The non-Pinyin readers performed poorly on phonemic awareness, similar to the illiterate Portuguese adults (Morais et al., 1979) . Chinese adults who were literate in the alphabet system (Pinyin) could perform the phonological awareness tasks accurately (Read et al., 1986) . These experiments leave open the possibility that alphabetic literacy enables phonemic awareness.
There is no consensus regarding the neural substrate for phonological processing impairments. One proposal is that it arises from a basic auditory encoding mechanism (Merzenich et al., 1996; Tallal et al., 1997) . This idea has been commercialized (Gaab, 2007) , but clinical trials aiming to improve reading based on this hypothesis did not succeed for children with dyslexia (Galuschka et al., 2014; Hook et al., 2001; Strong et al., 2011) or children with specific language impairment (Agnew et al., 2004; Cohen et al., 2005) . Blau et al. (2009) showed that adult dyslexics and normal readers have a similar network of fMRI activation when presented with unisensory stimuli (auditory or visual letters) but that adult dyslexics had underactivation in the superior temporal gyrus (Figure 1 ) when presented with multisensory stimuli. Boets et al. (2013) suggest that the phonemic representation in poor readers is not problematic; rather, the limitation is in a failure to communicate the representation to the language cortex. This hypothesis suggests that phonological training should target phonemic awareness as it relates to language rather than phonemic awareness itself. Indeed, training programs for phonological awareness are helpful but significantly less effective than programs that combine this training with other components of skilled reading (Lovett et al., 2000) .
Psychological Models
Behavioral measures of reading suggest that, as a child learns to read, the reading circuitry is trained to recognize text patterns and produce a text-specific response that is communicated to the language system. Psychological models of visual word form recognition include at least two pathways: one that appears to function as a lookup table response and a second that performs letter-by-letter interpretation of the visual stimulus (Coltheart, 2005) . This suggests that two types of learning may occur and be mediated by different neural circuits (Jobard et al., 2003; Levy et al., 2009 ). This dual-route architecture can serve as a useful guide as we aim to develop behavioral and neural diagnostics.
Quantifying Cortical Reading Circuitry Responses
Calibrated and quantitative measurements are particularly important for applied neuroscience and diagnoses. The widely used fMRI measure is not calibrated or quantitative; the response levels obtained from the MRI scanner do not match across instruments, measurement conditions, or neural structures. That fMRI is not quantitative is a widely recognized limitation, and investigators are aiming to implement calibrated functional measurements (Blockley et al., 2013; Germuska et al., 2016) . Until a quantitative measure is adopted, in most cases we cannot meaningfully compare responses from two different instruments or two different brain locations. Experimental results that depend on an instrumental signal-to-noise ratio (SNR)-such as localization experiments in search of statistical significance-make comparison between sites problematic (Wandell, 1999) . In general, the variable SNR characteristics are a major limitation for investigators who rely on statistical significance, rather than quantitative measurements, to interpret their findings (Nichols et al., 2017) .
Although the fMRI signal is not quantitative, it is possible to use input-referred experimental designs that convert the fMRI responses into quantitative measures (Wandell and Winawer, 2015) . One approach is to interpret the fMRI responses in the context of a model that begins with the input (visual) stimulus. Model parameters that are defined with respect to the visual input have quantitative units that can be compared across individuals and instruments. We describe three examples of such input-referred (also called stimulus-referred) functional measurements to assess the visual reading circuitry. We then provide an example of a model that characterizes feedback mechanisms in addition to feed-forward input-referred signals. We conclude the section by discussing quantitative measurements in white matter tracts that are particularly valuable for diagnosis.
Population-Receptive Fields
The receptive field is widely used within sensory neuroscience, and it is now being used extensively in neuroimaging (Wandell and Winawer, 2015) . The population-receptive field of a voxel is the region within the visual field where a stimulus evokes a response. The receptive field is an input-referred measurement in the sense that the response properties of the voxel are described in terms of the parameters of the input stimulus.
The simplest (linear) receptive field model estimates the receptive field center position (x , y ) and size (s ) for each voxel. A slightly more complex model of the receptive field includes an additional parameter to describe the compressive spatial summation of the fMRI response (Kay et al., 2013) . When the receptive field centers preserve the spatial relationship of the retinal image, we say the cortical region contains a visual field map (or retinotopic map). There are well over a dozen visual field maps in and around the visual cortex (Wandell and Winawer, 2015; Wang et al., 2015) . One principle of the visual field maps is that within each map, the median population receptive field (pRF) size increases with eccentricity ( Figure 4) . Another principle is that the median receptive field size at a given eccentricity differs between the visual maps; the median size is larger in the relatively anterior maps ( Figure 4B) . A quantitative measure like this, based on more subjects at different ages and measured using a standard stimulus, could serve as a measure of the integrity of the visual encoding at a location within the reading circuitry.
The effects of learning to read can be found in visual field maps in regions as early as V1. Szwed et al. (2014) compared French readers with no knowledge of Chinese and Chinese readers with a limited knowledge of French. The Chinese subjects had relatively larger blood oxygen level-dependent (BOLD) responses in V3v and hV4 while reading Chinese compared with French subjects; the French subjects' relatively larger BOLD responses change along the horizontal meridian representation of the left V1 while reading French compared with Chinese subjects. Szwed et al. (2011) showed that there is enhanced activation in the visual word form area (VWFA) and also in V1, V2, V3, and hV4 for words compared with line drawings of objects matched in luminance, contour length, and number of features. These fMRI measures are not suitable for diagnosis because they are group comparisons. They do support the idea that we may be able to develop quantitative tests to quantify irregularities in the early visual system of reader-impaired individuals.
Field of View
Many investigators have measured responses to words and related visual stimuli within the ventral occipitotemporal cortex (VOT). A few investigators have implemented simple models that take an image as input and compute a prediction of the fMRI response in the VOT. The first generation of models applies to a limited range of stimuli and task conditions, but nonetheless, they characterize the data well and provide quantitative inputreferred estimates.
We used the compressive spatial summation populationreceptive field model (Kay et al., 2013) to predict the responses of individual voxels in the VOT reading circuitry . The responses of the majority of the VOT reading circuitry voxels (Benson et al., 2012 (Benson et al., , 2016 Fischl et al., 1999; Wang et al., 2014) . (B) The size (degree [deg] ) of the population-receptive field at 3 deg of eccentricity can be estimated using a simple fMRI measurement. Data from several laboratories, using different stimuli and methods, roughly agree. Refining and harmonizing the methods should further reduce the between-site variation. This input-referred quantitative measurement may be useful for assessing the integrity of these visual field maps in a reading-impaired subject.
are predicted by this pRF model more accurately than test-retest reliability. The parameters of the pRF fits are input-referred (e.g., receptive field size) and can be used as a population norm. The number and positions of the voxels that comprise the VOT reading circuitry can also be specified as a norm.
We call the region of the visual field that reliably evokes signals in at least some voxel within the reading circuitry the field of view (FOV). When measuring responses in the VOT to word stimuli, the FOV is foveally and contralaterally biased and extends further along the horizontal meridian than the vertical meridian ( Figure 5 ). This corresponds to the portion of the visual field that is critical for reading. The FOV of the reading circuitry is stimulus-dependent: when measured with checkerboard stimuli, the FOV is less foveally biased. The FOV measurements in normal readers can serve as a population norm against which individual dyslexics can be compared. In good readers, the FOV is biased for the central and horizontal meridian. It is larger when measured with larger words compared with smaller words, and its size also appears to be correlated with reading speed, as measured by the test of word reading efficiency . The behavioral relationship observed in good readers suggests that impaired or developing readers may have a relatively small FOV.
Much remains to be done to examine whether the FOV predicts specific aspects of reading performance. We have not shown, for example, that dyslexic readers differ in the FOV shape or how the FOV shape changes over the course of development as a child learns to read. It is also possible that the FOV is language-dependent and that the shape of the FOV may reflect the language that is read (Hebrew, Chinese, English). The value of the quantitative FOV measurement is that it can be assessed in individual subjects and compared with the matched population norm; the FOV might become a useful diagnostic measure.
Circuit Noise
The SNR is a fundamental measurement of system performance. Reading performance may be limited by a suboptimal SNR at specific reading circuit locations (Sperling et al., 2005) . A high SNR may be particularly important during development because low signal quality may limit the learning rate. The SNR at a circuit location can be assessed quantitatively using an inputreferred approach: measure the amount of noise added to the stimulus that produces the same performance for different stimuli (Legge et al., 1985; Pelli and Farell, 1999) . The SNR can also be assessed at specific locations within the circuitry by comparing the response in the presence and absence of the stimulus. Finding the input noise level that produces equal responses is a fundamental technique in visual psychophysics (Martelli et al., 2009; Pelli and Farell, 1999) . Ben-Shachar et al. (2007a) assessed the SNR of different stimuli at the VWFA by adding different amounts of noise to words, false fonts, and line drawings. For all three stimulus types, the fMRI response in the VWFA decreased as the noise level increased. The noise level required to produce equal response levels differed for the different stimuli. The VWFA achieves the same response level when 15% more noise is added to words compared with line drawings, and 60% more noise is added to words than false fonts. The homologous region in the right hemisphere shows a similar pattern, suggesting that the cortical reading circuitry for seeing words spans both hemispheres.
The same approach can be used to assess behavioral performance. In certain visual tasks, stimulus noise has a larger effect on dyslexics with some language impairment compared with normal readers (Sperling et al., 2005) . When the signal is easy to see (high SNR), dyslexics and normal readers perform at similar levels in a grating detection task, but when substantial noise is added to the stimulus (low SNR), dyslexics had elevated contrast thresholds compared with normal readers. The inputreferred SNR measurement is a quantitative measure of circuit robustness to noise that may differ between a dyslexic individual and the typical level tolerated by good readers.
Several groups report similar effects by controlling attention, a manipulation that may affect circuit noise. For example, when no attention cue is provided, the dyslexic and control groups haves comparable performance. With an attentional cue, the control group improved performance whereas the dyslexic group did not Hogben, 2007, 2008; Roach et al., 2004) . Roach and Hogben (2007) demonstrated that as many as two-thirds of dyslexics have this deficit, and it is possible that this deficit may be a failure point in their reading circuitry. Similarly, good readers benefit from a cue that reduces stimulus uncertainty but dyslexic readers with some language impairment do not (Ahissar et al., 2006) . This limitation can be measured using either auditory or visual judgments, suggesting that the ability to use a perceptual cue to reduce uncertainty is modality-general (Jaffe-Dax et al., 2016b) . Jaffe-Dax et al. (2016a) summarize this work in a model that explains the reduced effect of cues by a reduced short-term sensory memory, which lowers the effective SNR of the signal available for learning and comparing. Perrachione et al. (2016) measured adaptation using fMRI (both visual and auditory) and found a group difference between dyslexics and controls. They suggest that adaptation plays a role in short-term memory or attention. Diagnostic tests comparing a poor reader with the distribution of normal readers with respect to stimulus SNR or uncertainty could become an informative diagnostic. Similarly, the difference in adaptation is a candidate for developing into a diagnostic, particularly if a computational model can be found that links the fMRI signal to performance. Specific Circuit Models Models of the VOT reading circuitry should incorporate a role for mechanisms that modulate responses within the reading circuitry as task demands change Cohen et al., 2008) . Assessing brain responses in the context of a more complete model may clarify the pattern of changes during development or the consequences of neural dysfunction (Kay and Yeatman, 2017; Masuda et al., 2008 Masuda et al., , 2010 .
Intraparietal sulcus (IPS) responses are low or absent during typical word reading, but introducing certain stimulus transformations increases the responses. For example, IPS regions respond when a subject reads degraded representations of words; e.g., rotated or with unusual spacing (Cohen et al., 2008; Figure 6 ). This IPS response pattern is the opposite of the VOT response pattern, which declines with stimulus degradation (Ben-Shachar et al., 2007a; Kay and Yeatman, 2017) . Cohen et al. (2008) suggest that the IPS region is deployed when the stimulus requires remapping for noise removal or rotation.
Under passive viewing conditions with noise-free targets, the pRF model accounts for a substantial amount of the explainable variance (Benjamini and Yu, 2013) in the reading circuitry fMRI response . With manipulated, degraded, or nonword stimuli, the pRF model accounts for a smaller amount of the response variance (Kay and Yeatman, 2017) . The responses under these conditions can be explained using a circuit In most subjects, the dorsal region within the reading circuitry is within the IPS maps (Cohen et al., 2008; Kay and Yeatman, 2017). model in which the stimulus-driven response is scaled by the IPS signal ( Figure 6 ). This circuit model-a feedforward signal to the VOT that is modulated by the IPS response-accounts for most of the explainable variance in VOT reading circuitry response (Kay and Yeatman, 2017) .
The cortical location of the IPS signal that modulates the VOT reading circuitry is in IPS-0 and IPS-1 (Kay and Yeatman, 2017) , near the location reported by Cohen et al. (2008) . In most cases, the group average coordinates as reported by Cohen et al. (2008) fall mostly within the IPS maps and close to the region reported by Kay and Yeatman, 2017; Figure 6 ). Broadly speaking, the VOF is well-positioned to carry signals between these widely separated cortical regions.
The circuit model suggests two diagnostics for analyzing reading impairment. One could evaluate whether the IPS response depends on stimulus degradation; a second could be developed for the white matter: examining the cortical projection zones and tissue properties of the VOF. Assessing Tissue Properties The brain is comprised of a mixture of cell types-neurons, glia, and vasculature-that all contribute to brain function. Vascular cells constitute a major part of the brain; they are involved in guiding developing neurons (Makita et al., 2008) and provide trophic support (Dugas et al., 2008) . Glial cells constitute nearly half of the cells in the human brain and are essential for axonal conduction, information processing, and synaptic formation (Fields and Stevens-Graham, 2002; Barres, 2008) as well as learning and memory (Monje, 2015; Xiao et al., 2016; Assaf et al., 2017) . The long-range neuronal axons in the white matter are crucial for communication between different cortical regions, and disruption of these connections is the basis of many neurological disorders (Geschwind, 1965; Catani and ffytche, 2005; Gazzaniga, 2005) . Diagnoses must include methods to assess the properties and health of these cells. dMRI and quantitative MRI (qMRI) methods can assess the long-range connections and tissue properties in the living human brain (Wandell, 2016) . The relevance of dMRI for reading arose from the discovery of a correlation between reading performance and diffusion measures in certain white matter tracts (Klingberg et al., 2000) . Since then, many other laboratories have investigated the relationship between dMRI and reading (Klingberg et al., 2000; Niogi and McCandliss, 2006; Dougherty et al., 2007; Lebel and Beaulieu, 2009; Hoeft et al., 2011; Yeatman et al., 2011 Yeatman et al., , 2012a Yeatman et al., , 2013 Vandermosten et al., 2012; Myers et al., 2014; Skeide et al., 2016; Wang et al., 2017) . A limitation of dMRI for applied neuroscience, however, is that diffusion measures are instrument-and pulse-sequence dependent and are not precisely comparable across sites.
A new approach combines dMRI with qMRI to create a diagnostic. In this method, dMRI coupled with tractography (Wang et al., 2007; Tournier et al., 2012) identifies the trajectory of a critical tract (Yeatman et al., 2012b; Langer et al., 2017) , and qMRI measures tissue properties at sample points along the trajectory (Mezer et al., 2013; Ogawa et al., 2014) . Together, tractography and qMRI generate a quantitative tract profile-for example, of T1 relaxation time or proton density (PD)-from an individual patient. The tract profile from an individual can be compared with a population norm of the same quantitative measure along the same tract (Figure 7) . In this way, dMRI and qMRI can be used to reproducibly identify and quantify tissue properties along major tracts.
Data and Computational Management
The heart of applied neuroscience diagnostics is creating and sharing tools for quantitatively assessing data from an individual, along with quantitative population norms. Advancing such work requires specialized analysis methods, objectives, incentives, and tools. Web technology that integrates searchable databases with computations is capable of supporting the critical tools (Marcus et al., 2013; Wandell et al., 2015a; Das et al., 2016) . In this application, the web technology does much more than serve as a data repository. The technology can create control data on the fly for any individual by combining search and computation. When used properly, the technology allows investigators to check, extend, validate, and share quantitative diagnostic methods.
Applied neuroscience incentives differ from those of basic neuroscience. Basic neuroscience strongly incentivizes investigators to develop ideas that are new, particularly ideas that open new avenues of investigation or overturn current thinking. Applied neuroscience benefits significantly from work that improves existing methods, making them more diagnostic, more efficient, or more robust. Most universities emphasize breakthrough discoveries rather than the objectives of applied neuroscience. In some research fields, these different goals are met by assigning basic investigations to universities and applied investigations to commercial entities. MRI instrument vendors are a natural commercial base for an applied neuroscience, but applied neuroscience and data management are not yet a priority for these vendors (but see Siemens Healthineers). Perhaps The x axis indicates the normalized position along a tract (100 equally spaced sample points). The y axis measures the T1 (second) relaxation time at 3 Tesla (3T) for the left SLF and the left arcuate, two tracts implicated in reading. The dark blue line is the population mean (n = 96), and the blue shaded region indicates 2 SD of the mean. T1 values from a single subject (purple) are compared with the population norm. commercial ventures will emerge as a source of support for applied neuroscience as the equipment market saturates. Another possibility is that clinical organizations will expand into information technology areas that support neuroscience applications, particularly within psychiatry and neurology (Dubois and Adolphs, 2016; Woo et al., 2017) .
Conclusions
The goal of this paper is to encourage the development of diagnostic tools to characterize reading impairment. We discuss circuitry and tools that seem within grasp, but we emphasize that, at this early stage, we must remain open to many different possibilities. In particular, we are well aware that reading impairment may be caused by neural processes outside of the core reading pathways; for example, processes that deliver incorrect signals or a mismatch between the timing of developmental processes for learning and schooling.
More than two decades of studies have identified much of the reading circuitry-a real success. Such work has advanced using group studies that focus on identifying brain regions and provided qualitative models. The next 20 years could include more collaborative work aimed at developing diagnostic tools with more anatomical and numerical specificity than the basic studies. Combining models of neural circuitry with quantitative neuroimaging, computational modeling, and informatics tools is a promising path that will lead scientific discoveries into applied neuroscience diagnoses that support societal aims for improving literacy.
