The author uses a Stein-type covariance identity to obtain moment estimators for the parameters of the quadratic polynomial subfamily of Pearson distributions. The asymptotic distribution of the estimators is obtained, and normality and symmetry tests based on it are provided. Simulation is used to compare the performance of the proposed tests with that of other existing tests for symmetry and normality.
Introduction
Let X be a continuous random variable (r.v.) with probability density function (p.d.f.) f and finite mean µ. We say that f has a Pearson quadratic form (see [15] ), q(x) = δ(x − µ) 2 + β(x − µ) + γ, if it satisfies the identity x −∞ (µ − t)f (t)dt = q(x)f (x) for all x ∈ R.
(1.1) Remark 1.1. Let X be a continuous r.v. which satisfies (1.1). Then the support of X is the interval J(X) = x : f (x) > 0 = ess inf(X), ess sup(X) = (α, ω),
where ess inf(X) = inf x∈R {F (x) > 0} and ess sup(X) = sup x∈R {F (x) < 1}. Also, it is obvious that f ∈ C ∞ (α, ω) .
The distributions satisfying (1.1) belong to the Pearson family. Moreover, the quadratic q generates the orthogonal polynomials through the Rodrigues-type formula, see [17] ,
Similarly, if X is a discrete (integer-valued) r.v. with probability mass function (p.m.f.) p and finite mean µ, we say that p has a Pearson quadratic form q(j) = δ(j − µ) 2 + β(j − µ) + γ if it satisfies the identity k≤j (µ − k)p(k) = q(j)p(j) for all j ∈ Z.
(1.2) Remark 1.2. Under (1.2) it can be shown that the support J(X) = j ∈ Z : p(j) > 0 is an interval of integers, i.e., if j 1 ∈ J(X) and j 2 ∈ J(X) then all integers j between j 1 and j 2 belong to J(X). The cases J(X) = {j 0 } or J(X) = {j 0 , j 0 + 1} are trivial, because identity (1.2) is always satisfied and q is not uniquely defined. We exclude these trivial cases from what follows. Thus, when we say that an integer-valued r.v. has a quadratic polynomial, we will assume that J(X) ≥ 3.
For a suitable function, g, defined on J(X), the following covariance identity holds (see [2, 6, 13, 17] ; cf. [22, 23] ):
E (X − µ)g(X) = E q(X)g ′ (X) , (cont. case) (1.3) or E (X − µ)g(X) = E q(X)∆g(X) , (discr. case) (1.4) where ∆ denotes the forward difference operator, ∆g(x) = g(x + 1) − g(x). Furthermore, using the Mohr and Noll inequality (or the discrete Mohr and Noll inequality), one obtains Poincaré-type lower/upper bounds for the variance of g(X) (see [1, 10, 11, 13, 16] ) of the form (−1) n S n − Varg(X) ≥ 0, where
where ∆ k+1 g(x) = ∆ ∆ k g(x) , k = 1, 2, . . . , with ∆ 0 = I. It should be noted that the quadratic q also appears in variance bounds obtained using Bessel's inequality (see [2] ).
Clearly, if we know the mean µ and the parameters δ, β, γ we can solve equation (1.1) (or (1.2)) for f (or p) (cf. [6, 15, 17, 19, 20] ).
The purpose of the present paper is to obtain an estimator for the parameters of the quadratic q, i.e., for the vector (µ, δ, β, γ)
t . With the help of (1.3), (1.4), we generate a system of equations, from which we obtain the moment estimators for µ, δ, β, γ.
Employing the delta-method, the asymptotic distribution of the estimators is derived. Some applications are also given. Similar work has been done by Pewsey, [18] , who found the joint asymptotic distribution of the sample mean, variance, skewness and kurtosis. It is worth mentioning that Pewsey's results provide, for the first time, the joint asymptotic distribution for these fundamental statistics.
Moment Estimators
Here we deal with the estimation of the parameters δ, β, γ using the method of moments. ML estimation is possible but, as is generally true for all but the most simple of distributions, there are no closed-form expressions for the MLEs and ML estimation reduces to a numerical optimization problem. Instead, in what follows we consider estimators obtained using the method of moments.
Let X be a r.v. with EX 4 < ∞ and EX = µ.
Proof: (a) Since X has finite fourth moment, it follows that it has finite central moments up to the fourth order. Also, its p.m.f. is quadratic q and so the covariance identity (1.4) applies to any suitable g. In particular, for g(x) = (x − µ) k+1 , k = 0, 1, 2, the covariance identity is satisfied. For these functions, and since ∆(x − µ) = 1,
Solving this system of equations, we obtain
where
For the solution of this system it is necessary to have Θ = 0. This follows directly from (2.1), because J(X) ≥ 3 (see Remark 1.2). If in a random sample we have observed at least three different values, then Θ n > 0, by (2.2). Replacing m k;n by µ k in the above expressions we obtain the moment estimators δ n , β n and γ n .
(b) Using similar arguments we observe that for g(x) = (x − µ) k+1 , k = 0, 1, 2, the covariance identity (1.3) is satisfied, which is
From (2.3), with k = 0, 1, 2, we generate a system of equations. Solving this system we obtain
For the solution of this system we have to assure that Θ = 0. This follows directly from (2.1), since the r.v. X is continuous. Since a random sample of at least three values from a continuous distribution function consists of distinct values (w.p. 1), we have Θ n > 0, a.s. For all k = 1, 2, 3, 4 the r.v. X k has finite mean µ ′ k = EX k , and it is well known that m
Finally, the estimators δ n , β n , γ n can be written as rational functions of m ′ k;n , k = 1, 2, 3, 4, and we conclude, using Slutsky's Theorem, that these functions converge strongly to δ, β, γ respectively. Remark 2.1. If we carefully examine the expressions for δ, β, γ in the continuous case, we will see that δ is a number that does not have "measurement units" (m.u.'s), β is measured using the m.u.'s of X and γ is measured using the m.u.'s of the square of X. Bearing in mind that δ, β, γ are multiplied by (x − µ) 2 , (x − µ), 1 respectively, (i.e. q(x) = δ(x − µ) 2 + β(x − µ) + γ) we expect the final result to be measured in m.u.'s of the square of X. This indicates that the above choice of estimators is natural (see (1.1)).
Asymptotic Distribution
Next, we study the asymptotic distribution of the estimators using the delta-method:
Let T n be a sequence of r.v.'s in R k , ϑ ∈ Θ ⊆ R k , and assume that
So, we can easily deduce the following result. Proof: We centralize the X j -values as Y j = X j − µ, for j = 1, . . . , n. Then for the
We consider the sample central moments
and we seek the asymptotic distribution of the vector m n = Y n , m 2;n , m 3;n , m 4;n t .
Observe that
Hence, for k = 2, 3, 4, we get
Thus, the vector m n can be written as
Since T n = X n , m 2;n , m 3;n , m 4;n t = m n + (µ, 0, 0, 0)
are given by:
where J ϕ (ϑ) = ∂ϕ i ∂x j x=ϑ for both cases.
Hypothesis Testing
In the subsections that follow we present various hypothesis tests based on the asymptotic distribution of the parameter estimates.
Continuous Case

Test for Normality
A test of normality is equivalent to testing
At least one of δ or β is non-zero.
t , with A = 0 1 0 0 0 0 1 0 . Thus, under null hypothesis, we have that 
and, at significance level α, the asymptotic rejection region is R = q n > χ Table 1 contains the 90th, 95th, 97.5th and 99th percentiles of the empirical distribution of q n generated by simulation of 10 5 samples of size n = 10, 20, 30, 50, 70, 100, 150, 200, 300, 400, 500, 750 and 1000 from a normal distribution. For a sample of small size n, the proposed α-level normality test is reject normality if q n ≥ P 1−α , where P 1−α is given in Table 1 .
Test for δ = 0
It is of interest to know if δ = 0, because this simplifies the procedure of inverting the quadratic q and arranging (categorizing) the distribution. Hence we consider testing the null hypothesis δ = 0. Theorem 3.1(b) shows that √ n δ n − δ) 
However, σ 2 0 δ n is unknown, we have to estimate it by σ 2 0 δ n , replacing m k;n by µ k . Thus, we proposed the statistic
and, at significance level α, the (asymptotic) rejection region is R = |z n | > z α/2 , where z α is the upper 100α% point of the standard normal distribution.
Test for Symmetry
First we prove the following lemma.
Lemma 4.1. Let X be a continuous r.v. with mean µ and p.d.f. f satisfying (1.1), with
Then, X is symmetric if and only if β = 0.
Proof: Let X be symmetric. In this case µ = EX is the point of symmetry. Taking derivatives in (1.1) we get ( We note that if f satisfying (1.1) where δ > 0 then E|X| a < ∞ for some a > 1 if and only if a < 1 + 1/δ, see [2] . Therefore, β = 0 ⇔ µ 3 = 0 and a test of symmetry is equivalent to testing H 0 :
Thus, under null hypothesis, Z n = √ nm 3;n σ m 3;n ;0 d −→ N(0, 1), as n → ∞, where (since µ 2r+1 = 0) σ 2 m 3;n ;0 = µ 6 − 6µ 4 µ 2 + 9µ 3 2 . Since σ 2 m 3;n ;0 is unknown, we estimate it by σ 2 m 3;n ;0 , replacing m 2r;n by µ 2r , and the proposed statistic is z n = √ n m 3;n σ m 3;n ;0 , with asymptotic rejection region R = |z n | > z α/2 , at significance level α.
Discrete Case 4.2.1 Test for Poisson Distribution
An integer-valued r.v. X with p.m.f. satisfying (1.2), follows a Poisson distribution if and only if δ, β and σ 2 − µ equal to zero. Consider the test
and τ (T n ) = δ n , β n , m 2;n − X n t , where δ n , β n the estimators in Theorem 2.1(a).
Therefore, a test for Poisson is reduced to the null hypothesis τ (ϑ) = 0. Using the
The first two rows of matrix J τ (ϑ) are the rows two and three of matrix J ϕ (ϑ) in Theorem 3.1(a), the third row of this matrix is (−1, 1, 0, 0). Thus, under null hypothesis,
and λ is the parameter of the Poisson distribution.
Since D τ ;0 is unknown, we estimate it by D τ ;0 , replacing λ by X n , and the proposed statistic is
with asymptotic rejection region R = q n > χ 2 3;α , at significance level α.
Simulation Results
Continuous case Using Matlab, we simulated 10 4 samples of size n from various continuous distributions admitting a Pearson quadratic form (see Figure 1) .
In Tables 2-10 we present the observed averages of the estimators δ n , β n and γ n (in Theorem 2.1(b) ), their observed mean square errors (MSEs) and the empirical level of rejection for the test of δ = 0 for a nominal significance level of α = 0.05. Considering the content of these Tables, we see that, as n becomes large, the means of the estimators tend to their true values. It would appear that the estimators of δ and γ have negative and positive bias, respectively. Also, as expected, the mean square error of these estimators tends to zero, as n tends to infinity.
There exists a well-established literature addressing the problem of testing univariate data for normality. Renewed recent interest in this inferential problem can be found in [21, 24] , see also [14] . In the light of the findings presented in those papers, we conducted a simulation study designed to compare the performance of the new proposed test of normality with those of the following competitive tests for a nominal significance level of 5%, see Figures 2(a)-10(a) . The description of each test is preceded by the abbreviation we will use when referring to it:
BS. The test of Bowman and Shenton (see [4] ), or the (one-sided) Jarque and Bera (see [12] ), the test statistic of which is a function of the coefficients of skewness and kurtosis.
D. The (two-sided) test of D' Agostino (see [7, 8] ). Up to a constant, the test statistic is the ratio of Downton's (see [9] ) linear estimator of the standard deviation to the sample standard deviation. The critical values for this test are given in D' Agostino's papers.
AD. The (one-sided) empirical distribution function (e.d.f.)-based test of Anderson and Darling (see [3] ). We used the corrected critical values for this test presented under the name CMWS in Table 2 of see [21] .
CvM. The (one-sided) Cramér-von Mises e.d.f.-based test with statistic identified as CMS in [21] . We used the corrected critical values given in their Table 2 .
Z A , Z C . The (one-sided) nonparametric likelihood-ratio-based tests with test statistics Z A and Z C of Zhang and Wu (see [24] ). We used the corrected critical values for these tests given in Tables 1 and 2 , respectively, of that paper.
We will compare the size and power performance of the proposed symmetry test (again, for a nominal significance level of 0.05) with that of one other general test of symmetry, see Figures 2(b)-10(b) . This particular test were chosen because they were found to perform well in extensive simulation comparisons reported in Cabilio and Masaro (1996) . That is:
CM. The test statistic of Cabilio and Masaro (see [5] ), is the simple function S K = √ n(X − m) s, where X, m and s denote the sample mean, median and standard deviation (with divisor n), respectively. Under symmetry, a constant (depending on the distribution F ) . The critical values for this test are given in [5] . Notice that this dependence is a weak point of the test statistic. For the normal distribution the parameters µ and σ 2 do not affect the critical region of the tests, so we fix µ = 0 and σ 2 = 1. From Table 2 , the test for δ = 0 maintains the nominal level well for a sample size of n ≥ 200 and is liberal for n ≤ 150.
From Figure 2 , the tests for normality hold the nominal level well, apart from the BS test which is conservative. As the sample size n increases the empirical sizes of the tests for symmetry tend to the nominal level of α = 0.05, as expected. The CM test for symmetry maintains the nominal level better than the new proposed test for symmetry which is conservative.
Next we simulate data from beta and gamma distributions; clearly, they satisfy (1.1).
Let X be beta distribution with parameters a and b. The r.v. X is symmetric if and only if a = b. Also, for some values of a and b the density function of X is close to some normal distribution, for example see From Table 3 , as the sample size n increases, the power of the test for δ = 0 increases to one rapidly.
From Figure 3 , as the sample size n increases, the power of the tests for normality increases to one and the empirical size of the tests for symmetry tend to the nominal level of α = 0.05. For n = 50 the proposed test for normality is more powerful than the other tests for normality. The tests BS (for a sample size of n = 50) and KS (for a sample size of n ≤ 300) have a poor performance. The new proposed test for symmetry maintains the nominal level better than the CM test for symmetry which is conservative. From Table 4 , as the sample size n increases, the power of the test for δ = 0 increases. That test for a sample size of n ≤ 100 has a poor performance.
From Figure 4 , as the sample size n increases, the power of the tests for normality increases. The new proposed and D tests for normality are more powerful than the other tests for normality. All tests (new proposed for normality and D for a sample size of n ≤ 200; Z A and Z C for a sample size of n ≤ 300; BS, KS and AD for a sample size of n ≤ 500) have a poor performance. This happens because the density of beta distribution B(5, 5) is close to the normal distribution N(1/2, 1/44) (see Figure 4 .1).
Notice that the power of the KS test is less than the nominal level for a sample size of n ≤ 500. Both tests for symmetry maintain the nominal level equally well. Both are conservative. From Table 5 , for each sample size n the power of the test for δ = 0 is one.
From Figure 5 , as the sample size n increases, the power of the tests for normality increases to one and the empirical size of the tests for symmetry tend to the nominal level of α = 0.05. The test D for a sample size of n ≤ 150 has a poor performance. The new proposed test for symmetry maintains the nominal level better than the CM test for symmetry. However, the new test is liberal whereas the CM test is conservative. From Table 6 , as the sample size n increases, the power of the test for δ = 0 increases. That test for each sample size of n has a poor performance. The tests are the same as those described in the caption to Figure 2 .
From Figure 6 , as the sample size n increases, the power of the tests for normality and for symmetry increases to one. For n = 50 the Z A test is more powerful than the other tests for normality. The tests KS, D (for a sample size of n ≤ 200) and BS (for a sample size of n = 50) have a poor performance. The power of the KS test is less than the nominal level for a sample size of n ≤ 100. The new proposed test is more powerful than the CM test for symmetry.
Let X be gamma distribution with parameters a and θ. The r.v. X is asymmetric for all a and θ (notice that the test of symmetry of Cabilio and Masaro cannot be used). For large values of a, via Central Limit Theorem, the density function of X is close to a normal distribution. The parameter θ does not affect the critical region of the tests (so we fix θ = 1), in contrast to the parameter a. In order to investigate the level of rejection of the tests, as a increases, we choose to simulate the gamma distribution for θ = 1 and a = 1, 10, 30, 50. From Table 7 , the test for δ = 0 is liberal for a sample size of n = 50 and is conservative for n ≥ 100.
From Figure 7 , as the sample size n increases, the power of the tests for normality and of the new proposed test for symmetry increases to one. The test KS for a sample size of n = 50 has a poor performance. From Table 8 , the test for δ = 0 maintains the nominal level well for a sample size of n = 150, is liberal for n ≤ 100 and conservative for n ≥ 200. From Figure 8 , as the sample size n increases, the power of the tests new proposed, BS, AD, CvM, Z A and Z C for normality and of the new proposed for symmetry increases to one; also, the power of the tests KS and D for normality increases. The Z A , Z C and new proposed tests for normality are more powerful than the other tests for normality. The power of KS test for a sample size of n ≤ 200 is less than the nominal level. All the tests (new proposed for normality, BS, AD, CvM, Z A and Z C for a sample size of n = 50; D for n ≤ 200; KS for 300 ≤ n ≤ 500; new proposed for symmetry for n = 50) have a poor performance. From Table 9 , the test for δ = 0 maintains the nominal level well for a sample size of 150 ≤ n ≤ 200, is liberal for n ≤ 100 and conservative for n ≥ 300.
From Figure 9 , as the sample size n increases, the power of the tests increases. For n ≤ 150 the Z A and Z C tests are more powerful than the other tests for normality and for n ≥ 300 the new proposed test for normality is more powerful than the other tests for normality. The power of KS test for a sample size of n ≤ 500 is less than the nominal level. The tests new proposed for normality, Z A , Z C (for n ≤ 100), BS (for n ≤ 150) AD, CvM (for n ≤ 200), D (for n ≤ 500) and new proposed for symmetry (for n ≤ 150) have a poor performance. From Table 10 , the test for δ = 0 maintains the nominal level well for a sample size of 100 ≤ n ≤ 300, is liberal for n = 50 and conservative for n ≥ 400. From Figure 10 , as the sample size n increases, the power of the tests increases. For n ≤ 150 the Z A and Z C tests are more powerful than the other tests for normality and for n ≥ 300 the new proposed test for normality is more powerful than the other tests for normality. The power of KS test for a sample size of n ≤ 500 is less than the nominal level From Figure 11 , the size of the proposed test for Poisson is not affected when λ ≥ 10. Only in the case λ = 1 this size is different. In the case λ = 1 this test maintains the nominal level well for a sample size of 100 ≤ n ≤ 150, is liberal for n = 50 and conservative for n ≥ 200. In the cases 10 ≤ λ ≤ 100 this test maintains the nominal level well for a sample size of n ≥ 150 and is liberal for n ≤ 100.
From Figure 12 , the parameter N does not affect the power of the test, in contrast to the parameter p. As p increases, the power of the test increases for each n. Also, as n increases, the power of the test increases to one for each p. For the cases (p = 0.2, n ≤ 200) and (p = 0.35, n = 50) the test has a poor performance.
From Figure 13 , the parameter r does not affect the power of the test, except in cases p = 0.8 and n ≤ 300. Only the parameter p affects the power of the test. As p increases, the power of the test decreases for each n. Also, as n increases, the power of the test increases for p = 0.9 and increases to one for p ≤ 0.8. For the cases (p = 0.8, n ≤ 150) and (p = 0.9, n = 750) the test has a poor performance. Notice that we home also simulated negative binomial distributions for p ≤ 0.5, r = 1, 10, 50, 100 of size n = 50, 100, 150, 200, 300, 400, 500, 750, 1000 and in all cases the observed empirical power is one.
Similar to the continuous case, we can construct tables for the average of the estimators and for their MSEs. From these tables one can see that, as n increases, the averages of the estimators tend to their true values and the mean square errors decrease to zero.
