This paper investigates the specialization pattern of countries in terms of technology and exports and examines the role of innovation intensity and technological opportunity in determining bilateral trade at the aggregate and sectoral level. Some of the major ndings are as follows: At the aggregate level, innovation intensity and technological opportunity has positive and signi cant impact on bilateral trade performance especially during the 1990s. At the sectoral level, innovation intensity a ects bilateral trade performance positively mainly in the high-technology sectors. There is also a positive and signi cant relationship between technological opportunity and bilateral trade for ve out of the eighteen sectors, which are the high-technology sectors. An indirect policy implication is that creation of a national innovation system is extremely desirable for economies that are trying to specialize in the high-technology sectors.
Introduction
Technology plays an important role in economic performance of nations. Various researchers 3 have pointed out that European countries and the U.S. are \falling behind" technologically relative to Japan. There is also a growing literature that tries to investigate the determinants of trade performance, either for one country, or for a group of countries, in order to assess the factors which in uence trade performance of nations. Fagerberg (1987) has shown the positive e ect of technology on economic growth and international competitiveness at the aggregate economy level, using a combination of R&D data and patent statistics. At the sectoral level, Soete (1981) , Dosi et al. (1990), and Verspagen (1992) found that technological activity (mainly measured by patents granted in the U.S.) had a positive impact on trade performance. This paper aims to further investigate the relationship between bilateral technology ows and bilateral trade performance for the G-5 countries (U.S., U.K., France, Germany, and Japan), with particular emphasis on the importance of di erences in innovation in in uencing bilateral trade.
There are two issues concerning the relationship between innovation and trade performance which are addressed in this paper. The rst concerns how the determinants of trade vary over countries and industries. This will show whether sector characteristics, such as the level of technological opportunity in the sector, or characteristics common to the country, such as national institutions, are important in in uencing trade performance. Dummy variables are included both for the sector and the country of origin to control for the in uence of factors that vary across sectors for a particular country, and across countries for a particular sector. Secondly, the paper aims to explore the degree to which countries get access to high levels of technological opportunity, and how this a ects trade performance. For this purpose, a dummy variable is constructed to re ect how countries get R&D intensity, in addition to the other factors, to be positively related to export performance. Stern and Maskus (1981) examines US trade from 1960 to 1970 using a neo-endowment model. They include human capital and technology (measured by R&D expenditures) as factors of production, and nd considerable evidence for the importance of technology in a ecting trade performance. Gustavsson et al. (1996) evaluates the role of technology together with resource endowments and economies of scale on international competitiveness for thirteen OECD countries for the period 1989 to 1991. They nd that both factor endowments and technology has a signi cant e ect on international competitiveness. Additionally, they nd scale e ects on the industry as well as at the national level, which are caused by local externalities.
4 See for example, Macdougall (1951) .
In the second approach, the relationship between technology and international competitiveness dates back to the neo-technological trade theories of the 1960s.
5 This approach considers di erences in technology as the primary motive for di erences among nations in terms of trade performance. The`technology gap' approach emphasizes inter-country di erences in innovativeness, as the basis for international trade ows. According to Posner (1961) , it is technological change in one country, and not in others that induces exports. Since knowledge is a public good, it will ow to other developing economies. This ow is subject to imitation lags, which is dependent on the capacity of foreign producers to adapt their production structure in order to produce new goods with cheaper labor. The`product cycle' model can be attributed to Vernon (1966) . The conclusions of this model are very similar to the technology gap model. Innovation in leader countries generates new products which pass through di erent stages of maturity. Initially the new product is produced only in the innovator country. Once the good reaches a particular phase, the production gets localized in other developing economies, where labor costs are lower. This leads to more di usion of knowledge.
Most of the empirical studies on the technological factors a ecting trade performance nd strong evidence that domestic innovation to be an important variable. 6 Most of these studies concentrate on the e ects of innovation on a sectoral basis as opposed to the country-wide empirical approach to test endowment theories. Fagerberg (1988) considers 15 OECD countries for the period 1960 to 1983. The technological proxies used were R&D expenditures and external patents. The analysis was conducted at the aggregate level rather than on a sectoral basis. He nds that technological competitiveness and`the ability to deliver on time' were the most important determinants on international competitiveness and growth. Dosi et al. (1990) examined the in uence of tech-5 The technology gap approach and the product cycle approach are the earliest in the literature. 6 Regardless of input or output measures of innovation.
nology gaps on OECD trade, using a patent based technology measure. They also used di erent dependent variables for trade performance and found similar results as Fagerberg. Cotsomitis et al. (1991) found little evidence of the role of technology in a ecting trade ows. This study was only limited to particular sectors. Amable and Verspagen and Wakelin (1997) found that change in bilateral export market shares among OECD countries was positively dependent on relative R&D as well as the number of patents. Wakelin (1998) examined the determinants of bilateral OECD trade, with particular emphasis on innovation. Two innovation proxies were used. She nds a positive relationship between relative innovation and bilateral trade performance. The analysis is undertaken at the country level, and for a number of manufacturing sectors. The results con rm that technology gaps partly determine trade, but not in all sectors.
The importance of`technological opportunity' in determining international trade ows stems from the basic assumption that technology is not a free good. Technological opportunity re ects the ease of innovating given an amount invested in research activities. Nelson and Winter (1982) introduced the idea of`technological regimes' as determinants of the patterns of innovative activities across industries. Malerbo and Orsenigo (1990) identi es four basic dimensions of opportunity, namely levels, pervasiveness, sources, and variety. A high level of opportunities signi es strong incentives in undertaking innovative activities, and is the probability of innovating for a given amount of resources invested in research. High pervasiveness implies that new knowledge can be applied to several products and markets, and is the basis of the endogenous theory of technological change. Sources refer, to the di erences in opportunity among industries. In some industries, opportunity conditions are related to scienti c advance made at universities. In other industries, factor intensity determines the advancement of industries (for example, in textiles and wood industries, labor intensity determines how technology will improve). For the case of single country models, Greenhalgh (1990) examined the determinants of UK net exports using time series data. Di erent technology variables were proxied from the SPRU innovation survey. 7 He nds signi cant in uence of the technology variables on net exports. Breschi et al.(1996) The purpose of this paper is to explore how relative innovation, factor endowments (arable land per worker, and relative capital labor ratios), and technological opportunity a ect export performance in a cross-section of 10 intra-OECD bilateral trade ows. Five G-5 countries are considered in the sample and 18 industries are included. 
where
and Cov( ts ; tj ) = 0 if s 6 = j
In equation (1), the dependent variable is the ratio of exports from country p to country q over exports from q to p in sector s. The explanatory variables are as follows: K represents 8 Two industries have been deliberately dropped from the sample, petroleum and re neries because of relatively poor data and other manufacturing, since it includes di erent products across economies. Appendix B provides the list of industries considered in the sample.
9 see for example, Wakelin (1998 This variable will signify whether countries are moving into sectors with fast growing technological activity or moving out of sectors with generally stagnating technological activity (such as some of the low-tech sectors including wood products and textiles). The AR(1) term is included in equation
(1) to incorporate serial correlation in the residuals. The parameter denotes the rst order serial correlation coe cient. This coe cient lies between -1 and +1, depending upon whether there is negative or positive serial correlation. If is roughly zero, serial correlation is absent, and the AR(1) technique is not needed. 13 The ts term in equation (2) is the one period forecast error.
The forecast is made by applying the coe cients of the independent variables, and then adding the prediction of the residual from its own past value. The forecast in this process is improved, as 10 The details of construction of the capital stock is given in Appendix A. 11 Speci cally, A represents the product of the dummy variable for each industry with the corresponding arable land per worker.
12 The technological opportunity variable (dummy variable) is assigned values of 4, 3, 2, and 1 respectively, whenever the ratio of the innovation variable (I) was greater (less) than unity for the high-tech and low-tech sectors respectively.
13 Most of the available tests for autocorrelation shows that if the disturbances are autocorrelated, this will be re ected in the autocorrelations of the least squares residuals. The widely used test is the Durbin-Watson test, and the test statistic is given by:
If the sample is reasonably large, the test statistic is approximated by d = 2(1 ) the residuals tends to be smaller. The relationship f is assumed to be linear. The relationship was initially pooled across all the time periods and industries. Therefore, the total number of observations is 10 19 18 = 3420; since there are 10 bilateral relationships, 19 years and 18 industries in the sample. This is done to smooth the data for any variation that can occur due to business cycles. 4 The Results
Main Results
First, the relationship in equation (1) was estimated according to equation (3) with the data pooled for all the industries. is the intercept term and u is the error term, which follows an AR (1) process. Following Wakelin (1998) a log-linear model was speci ed of the following form:
ln( Although the results are consistent with expectations, the pooled speci cation is restrictive, since it imposes common coe cients across sectors and countries. All the countries in the sample are industrialized but di ers in terms of innovation intensity and factor endowments. For example, U.S. has higher research intensity, and has more arable land per worker than other countries in the sample because of its size. In addition, each possesses its unique national system of innovation with di erent linkages among sectors, and macroeconomic fundamentals, leading to variations at the country level. To take into account the above de ciencies, a sectoral level analysis is also conducted.
Sectoral Level Results
The above data set can be grouped into two dimensions: sectors and bilateral trade ows. There Tables 3 to 5 report results for individual industries with a single intercept but with coe cients that vary across sectors. Three di erent time periods 14 are considered to understand how innovation intensity, factor intensity and technological opportunity a ect trade performance across sectors. Secondly, it is important to examine whether countries are moving into sectors providing greater technological opportunity (especially during the 1990s). Table 3 reports results for individual industries for the entire sample period. Column 5 14 The time periods considered are the full sample period (1980 to 1998), 1980 to 1989 and 1990 to 1998. shows that seven of the eighteen industries have positive and signi cant coe cients on the R&D intensity variable, indicating that in these sectors innovation have positive in uence on trade performance. Three of the industries, namely aerospace, radio, TV and communications, and drugs and medicines are considered high-tech sectors from the OECD (1997) classi cation of industries.
Among other industries for which the innovation intensity variable is signi cant are medium-high technology sectors such as motor vehicles, electrical and non-electrical machinery sectors. Also, in the rubber and plastic product industry, which is a medium-low tech sector, the coe cient of the innovation variable turns out to be positive and signi cant. Hence, it is not exclusively high technology industries that invest in research to improve trade performance. The bene ts of research can be experienced in manufacturing sectors at di erent technological levels (possibly through R&D spillover e ects). These results con rm with both Wakelin (1998) and Greenhalgh (1994) , in which a number of low technology industries had positive relationship between trade performance and innovation.
In the case of o ce and computing and metal product industries, we nd opposite e ects of innovation on trade performance. The o ce and computing industry is one of the relatively hightech sectors and the results needs to be explained further. First, it is possible that the innovation proxy (relative R&D intensity) may not be capturing all aspects of innovation. 15 Secondly, in the OECD classi cation of industries, products with mixed technology levels are included. In the case of o ce and computing industry, low technology o ce machinery is also included in the de nition of this sector.
The Dummytech variable, which captures technological opportunity, shows positive and 15 A patent based technological intensity measure can possibly address the above problem, since patents measure innovation output, where as R&D expenditures measure innovation input. However, patent counts by granting and applicant nations was not available for US and Japan as the granting nation was not available by sectors during the 1980s. Hence, the patent based technological intensity measure could not be undertaken in the present study.
signi cant coe cients for ve out of the eighteen sectors. The sectors where this variable is positive are the high-tech sectors (drugs and medicines, motor vehicles, o ce and computing, other transport and radio, TV and communications industry). This shows that countries in the sample are moving into sectors with fast growing technological activity during the above time period. This result also con rms that of existing studies such as Laursen (1997) , where he nds that a technological opportunity variable is positively related to trade performance for a sample of 20 countries across 17 manufacturing sectors. The technological opportunity variable may include di erent parts of the national innovation system, such as e ciency of the education system, the nancial system, the quality of intra and inter-rm cooperation, and the relationship between the public sector and business rms.
16
The arable land per worker variable ( Aps Aqs ), which measures natural resource endowment of an economy shows positive and signi cant coe cients for six out of the eighteen sectors and four negative and signi cant coe cients. In the high-tech sectors, drugs and medicines, radio, TV and communications display a negative relationship between natural resource abundance and trade performance. This may be because the above industries use fewer natural resources in their nal products, and thus the export intensity is negatively a ected by this variable. The alternative argument may be intra-industry trade in these sectors. Two way trade in similar products in these sectors among the G-5 countries is compatible with the H-O-V model if products are allowed to di er by location of production. Similarly, in the low-tech sectors (food and beverages and textiles) arable land per worker has a negative impact on trade performance. Although these sectors use more land per worker, the products may be very similar across countries (such as red wine in France and U.S.) and hence there is a possibility of intra-industry trade. Bowen et al. (1987) , in a study 16 See for example, Lundvall (1992) .
of 1967 data on 27 countries and 12 factors, nd that about 35 percent violations of one ordering restriction and 50 percent violations of another of the H-O-V predictions and the present results are consistent with that. There were six sectors for which arable land per worker had a positive and signi cant in uence on trade performance. They were motor vehicles, electrical and non-electrical machinery industries in the high-tech sectors. This is because these industries use a substantial amount of natural resources apart from other factors of production in producing the nal product.
Similarly, in the low-tech sectors, metal products, paper products and rubber and plastic industries are ones where arable land per worker has a positive and signi cant in uence on trade performance.
Turning to the other factor intensity variable (capital stock per worker, ( 17 Investment in new capital stock is a complement to technological change. It increases the capacity and exibility of production facilities, and adds to the quality of new goods by including embodied technology in capital equipment. The only possible exception was the chemical industry.
There are two possible explanations for this. First, it is possible that more labor is employed in this sector relative to capital (for example scientists and researchers); capital intensity is less conducive to export intensity after controlling for other factors that in uence trade performance.
Secondly, most of the countries in the sample (US, UK, Germany and Japan) are specialized (both in terms of RCA and RTA) in this sector 18 , and there is a substantial possibility of intra-industry trade in this sector. This explains why the estimated coe cient turns out to be negative. Sector speci c e ects are signi cant in nine out of the eighteen industries in the sample period. Thus, 17 See for example Gustavsson et al. (1996 ), Fagerberg (1997 ), and Wakelin (1998 . 18 See our analysis on Section 4.1.
international specialization depends on a number of industry characteristics, which are not captured by the explanatory variables. One source of such xed e ects may be the presence of trade surpluses (or de cits) in manufacturing industries in some countries, as well as surpluses (or de cits) of the country group as a whole in some of the industry groups.
In order to understand how innovation intensity, factor intensity and technological opportunity a ect trade performance across sectors in two di erent time periods (during the 1980s and 1990s) and whether countries moved into sectors providing greater technological opportunity (especially during the 1990s), the above analysis is undertaken (equation 1), by dividing the data into two time periods (1980 to 1989 and 1990 to 1998) . Equation (1) was then estimated using OLS for these two sub-periods. Table 4 report results for the period 1980 to 1989. Column (5) shows the impact of relative R&D intensity on bilateral export intensity. For eight out of the eighteen sectors, relative R&D intensity has a positive in uence on trade performance. The high-tech sectors where this e ect was positive were aerospace, chemicals, drugs and medicines, motor vehicles, and radio, TV and communications industry. In aerospace, motor vehicles, and radio, TV and communications industry, the elasticity of export intensity with respect to relative R&D intensity exceeds unity. In other words, a one percentage point increase in R&D expenditure of one country relative to the other country raises the export performance by more than one percentage point. The other industries where relative R&D intensity had a positive in uence on export performance are non-metallic mineral products, rubber and plastic products, and textiles industry. This may be because the bene ts of research in one sector can be experienced in manufacturing sectors at di erent technological levels (probably through R&D spillover e ects). The only exception to the above result is the negative impact of R&D intensity on relative export intensity in the o ce and computing industry. The explanation is the same as in Table 11 .
The Dummytech variable, which captures technological opportunity is positive and significant for two out of the eighteen sectors and negative and signi cant for two of the industries. The sectors where a positive coe cient was found are motor vehicles and other transport and equipment.
These industries belong to the medium-high technology sectors and signi es countries moving into the high-tech industries. Similarly, the sectors that have a negative and signi cant coe cient for this variable are textiles and wood products industries. This signi es that countries are moving out of the low-tech sectors in order to gain relative technological and comparative advantages.
The arable land per worker variable ( In interpreting the above results, certain caveats are to be borne in mind. First, in the empirical speci cation, R&D activity is assumed to be exogenously given. Thus, a basic issue in endogenous growth theory is not taken into account namely that endogenous innovation occurs in response to pro t opportunities. 19 A related econometric issue involves the simultaneity bias (for example, if relative export intensity also a ects R&D expenditures). Unfortunately, instruments for R&D expenditures are sadly lacking. However, since relative export intensity in this speci ca-tion depends on cumulative R&D expenditures for a 19 year period, simultaneity is not a serious problem. Second, factor endowments are also assumed to be given in the model. In a more realistic speci cation, endowments such as physical capital are the results of investment decisions determined by expected rates of return. Although, the capital stocks are converted using the perpetual inventory method from the gross domestic capital formation 20 , caution is required in interpreting the results. Finally, the combined direct and indirect impact of R&D on a country's specialization pattern cannot be estimated as in other authors. 21 The ndings of the present paper compares to the existing literature. Relative R&D intensity in these high-income (G-5) countries has a positive and signi cant in uence on relative export intensity in the high-tech sectors, except in the o ce and computing industry. The problem lies in the de nition of the o ce and computing sector.
Also, relative R&D intensity has positive in uence in low-tech sectors, such as rubber and plastic industry. Since small open economies are not considered in this sample, no conclusion can be made whether indirect R&D (as acquired through imports) is important in in uencing bilateral trade performance. In the future it may be possible to undertake such a comprehensive study.
Concluding remarks and Policy Implications
The objective of this paper was to nd the specialization pattern (both in terms of technology and exports) of countries in sectors, and to examine the role of di erences in innovation and technological opportunity in a ecting bilateral trade performance.
At the aggregate level, results show the importance of innovation in in uencing bilateral 20 The details of the construction of capital stock are given in Appendix A. 21 Coe and Helpman (1995) argue that for a sample of high-income countries, competitive advantages and productivity should go hand in hand. They nd that returns to R&D investments are high in the high income countries and for larger countries, domestic R&D investment matters most, while for small countries R&D acquired indirectly through imports is the most important source of technological change.
trade. The technological opportunity variable also has a signi cant impact on bilateral trade performance (especially during the 1990s), showing that countries in the sample are moving into sectors which promise higher opportunity. Regarding factor endowments, the capital intensity variable has a positive and signi cant impact on aggregate trade performance for all the periods.
At the sectoral level, innovation intensity (as measured by relative R&D intensity) a ects bilateral trade performance positively in seven out of the eighteen industries over the entire sample period. The industries which displayed a positive and signi cant relationship were mainly the hightechnology sectors, with the exception of the o ce and computing industry. This result occurs due to the de nition of the OECD classi cation of the o ce and computing industry, since products with mixed technology levels are included. The technological opportunity variable also comes with the expected sign for the full sample period and is signi cant for ve out of the eighteen industries, which are the high-technology sectors. The results also indicate that during the 1990s, most of the G-5 countries moved into sectors which provided greater technological opportunity, compared to the 1980s. The impact of arable land per worker on bilateral trade performance at the sectoral level is ambiguous at best. Turning to relative capital intensity's impact on bilateral trade performance at the sectoral level, ndings reveal that sectors belonging to the high-technology area has a positive impact, with the exception of chemical industry. The possible explanation behind this result lies in countries trading in similar products in this industry. Hence, intra-industry trade may dictate why capital intensity has a negative impact on bilateral trade performance. During the 1990s, there exists a positive and signi cant relationship between capital intensity and relative export performance for the high-technology sectors and a negative and signi cant relationship between the above two variables in the low-tech sectors, with the exception of rubber and plastic industry. There is also evidence of sector speci c e ects that are signi cant in nine out of the eighteen industries in the entire sample period. This source of xed e ect may be due to the presence of trade surpluses (or de cits) in manufacturing industries in some countries, as well as surpluses (or de cits) of the country group as a whole in some of the industry groups.
Overall, there is strong evidence of innovation intensity and technological opportunities signi cantly in uencing bilateral trade performance. This suggests that countries need to specialize in the high-technology sectors in order to gain higher export market shares. An indirect policy implication is that developing countries such as India, Mexico, Brazil, and South Korea which are trying to gain technological opportunities in the high-technology sectors, creation of a national innovation system is extremely desirable. This is important for developing economies to catch up in per capita incomes with the advanced developed economies.
