Abstract. The performance of ICA algorithms significantly depends on the choice of the contrast function and the optimisation algorithm used in obtaining the demixing matrix. In this paper we focus on the standard linear nonparametric ICA problem from an optimisation point of view. It is well known that after a pre-whitening process, the problem can be solved via an optimisation approach on a suitable manifold. We propose an approximate Newton's method on the unit sphere to solve the one-unit linear nonparametric ICA problem. The local convergence properties are discussed. The performance of the proposed algorithms is investigated by numerical experiments.
Introduction
Since the success of Independent Component Analysis (ICA) for solving the Blind Source Separation (BSS) problem, ICA has received considerable attention in numerous areas, such as signal processing, statistical modeling, and unsupervised learning. The applications of ICA include image processing, bioinformatics, brain computer interfaces, dimensionality reduction, etc.
The performance of ICA algorithms depends significantly on the choice of the contrast function measuring statistical independence of signals and on the appropriate optimisation technique. There exist numerous parametric and nonparametric approaches to designing ICA contrast functions. For the parametric approaches, contrast functions are selected according to certain hypothetical distributions (probability density functions) of the sources by a single fixed nonlinear function. In practical applications, however, the distribtions of the sources are unkown, and even can not be approximated by a single fixed function. It has been shown that the nonparametric counterparts are more robust in practical applications, regardless of the distributions of signals [1] . The focus of this paper is on the development of optimisation algorithms for nonparametric ICA contrast functions.
Since the influential paper of Comon [2] , many efficient ICA algorithms have been developed by researchers from various communities. Recently, there has been an increasing interest in using geometric optimisation for ICA problems. The FastICA algorithm is a prominent parametric ICA algorithm proposed by the Finnish school, see [3] . It enjoys an interpretation of an approximate Newton's method in R m with both good accuracy and fast speed of convergence. While its contrast function is not among the best [4] , it proves highly attractive due to its efficient and simple implementation.
In this paper, we develop an approximate Newton's method on the unit sphere for optimising nonparametric one-unit ICA contrast functions. That is, we study algorithms which find solutions to the ICA problem one component at a time. The spirit of our approach originates in the idea developed already for FastICA. The local convergence properties of the proposed algorithm are also investigated subject to an ideal ICA model. The paper is organised as follows. In Section 2, we review the linear ICA problem. Section 3 briefly discusses the fundamentals of Newton's method on manifolds. An approximate Newton's method on the unit sphere for one-unit nonparametric ICA is proposed in Section 4. Numerical experiments in Section 5 demonstrate the performance of the proposed algorithms compared with several existing linear ICA algorithms.
Linear ICA Model

Linear Mixtures
We consider the standard noiseless linear instantaneous ICA model
where S ∈ R m×n represents n samples of m sources with m n which are drawn independently identically distributed (i.i.d) from R m . The invertible matrix A ∈ R m×m is the mixing matrix and M ∈ R m×n contains the observed mixtures. We assume that the source signals S (while unknown) have zero mean and unit variance. Moreover we assume that they are statistically independent, and at most one being Gaussian. In the rest of this paper, we call the above model an ideal ICA model.
The task of ICA is to find a linear transformation B ∈ R m×m of the observations M to recover the sources by
where Y ∈ R m×n is the estimation of sources. It is well known that the sources can be extracted up to an arbitrary order and certain scaling, i.e., B is the inverse of A up to an m × m permutation matrix P and an m × m diagonal(scaling)
According to the assumption of independence between sources, the task of ICA can be naturally interpreted as to find B to estimate the sources as independent as possible. In order to fulfil this task, a certain contrast function is required to be minimised as a measure of statistical independence over estimated signals. Generally speaking, such measures can be evaluated via both parametric and nonparametric approaches, which are given later in this section.
To reduce the computational complexity of performing ICA, it has been shown that a pre-whitening process can be used without loss of statistical consistency [5] . Hence the whitened demixing ICA model can be formulated as
where W = V M ∈ R m×n is the whitened observation, the invertible matrix V ∈ R m×m is the whitening matrix, the orthogonal matrix X ∈ R m×m , i.e., X X = I, is a new parameterisation of the problem as the demixing matrix in the whitened model, and Z ∈ R m×n is the recovered signal. In this paper, we only focus the problem of obtaining the columns of X sequentially (which we will refer to as the one-unit ICA problem). For a parallel approach, see [6, 7] .
Contrast Functions
A large class of contrast functions can be stated as follows: let X = [x 1 , . . . , x m ] be an orthogonal matrix with column x i ∈ S m−1 := {x ∈ R m | x = 1} for all i = 1, . . . , m and w i the i-th column of W , respectively. A generic parametric one-unit contrast function can be defined as
where
f (w i ). Different functions G can be used to estimate certain statistical properties over the sampled data. For a standard parametric approach, one might use Kurtosis or higher order moments, e.g., G(u) = u 4 , see [3] . We refer to [8, 9] for more details about the linear parametric ICA algorithms.
A typical nonparametric contrast function using a kernel density estimation technique can also be generalised in the similar form as g in (5), see [1] ,
where φ : R → R is an appropriate kernel function and h ∈ R + is the kernel bandwidth. It is essentially a smoothed entropy estimate of a recovered signal, which utilises an appropriate entropy estimate following a Parzen density estimate. It is similar to a popular parametric ICA approach, Infomax [3] . In this paper we specify φ as a Gaussian kernel φ(t) =
Note the performances of such nonparametric contrast function (6) are out of scope of this paper. We only focus on the problem from an optimisation point of view. All computations in this paper are performed using coordinate functions of R m which is the embedding space of the unit sphere S m−1 .
Newton's Method on the Unit Sphere
In this section we give an introduction to Newton's Method for solving optimisation problems defined on manifolds, specifically the unit sphere. Given a smooth cost function f : R m → R and denote by ∇f (x) and Hf (x) the gradient and Hessian with respect to the standard Euclidean inner product. Let x * ∈ R m be a nondegenerate critical point of f , i.e., ∇f (x * ) = 0 and Hf (x * ) is nondegenerate. Newton's method for optimising f is the iteration
The Newton iteration describes a step moves along a straight line, in the so-called
It enjoys the significant property of local quadratic convergence to a nondegenerate critical point of f . We now consider an optimisation problem defined on an m-dimensional manifold M. By abuse of notation, let f : M → R be a smooth function on M. A typical approach is to endow the manifold with a Riemannian structure. Rather than moving along a straight line, the Riemannian Newton iteration moves along a geodesic γ x of M, i.e.,
and ε ∈ R is a step size for current iteration. For the standard Newton's method, the step size is ε = 1. Newton's method for optimising a function defined on a manifold can be summarised as follows Newton's method on a manifold M
Step 1: Given an initial guess x ∈ M;
Step 2: Compute the Newton direction Nf (x) = −(Hf (x)) −1 ∇f (x); Step 3: Move from x in direction Nf (x) and update x by setting x = γ x (1);
Step 4: Goto step 2.
Note, by replacing the true Hessian Hf (x) with an approximation Hf (x), an approximate Newton's method on a manifold M can be easily defined.
Before moving on to the next section, we give the definitions of the tangent space T x S m−1 and geodesic mapping γ x of S m−1 at x ∈ S m−1
and
where ξ ∈ T x S m−1 and exp (·) is the matrix exponential.
In this section, we develop an approximate Newton's method to solve the oneunit ICA problem via a nonparametric approach (6) on the unit sphere. For a Newton's method, the Hessian is often expensive to evaluate at each step. Therefore, for the nonparametric ICA problem, we propose a scalar approximation of the Hessian instead, to reduce the burden of computations. Using such an approximation we will show that it actually gives the true Hessian at a nondegenerate critical point. Moreover we will prove local quadratical convergence to a nondegenerate critical point.
To simplify calculations in our analysis, it is useful to find the right coordinate system. Without loss of generality, in the sequel, we assume A = I, i.e. W = S.
Derivation of Algorithm
By choosing a suitable coordinate system, we first show that the standard basis vectors {e 1 , . . . , e m }, which correspond to the correct separations, are critical points of f as in (6) . For the convenience of derivation, we set the kernel bandwidth h = 1.
To further simplify our analysis we define the following for future use
where φ and φ are the first and second derivatives of the kernel function φ. 
Proof. By the chain rule, the first derivative of f is computed along a geodesic
Recall a point x ∈ M is called a critical point of a smooth function h : M → R if the first derivative D h(x)ξ vanishes with ξ ∈ T x M. Thus critical points of f are characterised as solutions of
for all ξ ∈ T x S m−1 . By the tangent space of the unit sphere (10), the result follows.
By the prior assumption of independence between sources, it is easily seen that, for all k = 1, . . . , m, the term ρ i (e k ) as defined in (12) is a multiple of e k , i.e., standard basis vectors {e 1 , . . . , e m }, which correspond to the exact separations, fulfil the above condition (13) . With respect to the Riemannian metric on S 
the Riemannian gradient of f at x ∈ S m−1 can be computed as
where the term (I − xx ) is an orthogonal projector onto the complement of the span of x. In the next lemma, we characterise the structure of the Hessian of f at the critical points {e 1 , . . . , e m }.
Lemma 4.2. By choosing a suitable coordinate system, the Hessian operator at a critical point e k acts on tangent vectors simply by scalar multiplication, the scalar being equal to
Proof. By the chain rule, one computes the second derivative of f along a geodesic γ x with γ
By evaluating (19) at a critical point e k , we get
Hence, the Hessian of f at e k is a scalar matrix. The result follows.
To ensure the inverse of the Hessian always exists at critical points e k , in the rest of the paper, we might assume the scalar (18) does not vanish. Due to the simplicity of the Hessian of f at a critical point e k , it seems to be natural to approximate the Hessian of f at an arbitrary point x ∈ S m−1 by a scalar as well, i.e.,
It is worthwhile to notice that when evaluated at a critical point e k , the above approximation gives the true Hessian. Thus an approximate Newton direction for optimising (6) can be formulated as
.
It is well known that computing the Newton iteration along geodesics (11) requires matrix exponentiation which is computationally expensive. Hence instead of using geodesics, we specify the following curve on S m−1 through x ∈ S m−1 , which reduces the computational burdens,
with ξ ∈ T x S m−1 arbitrary. Such Newton-type iterations along µ x still preserve the local quadratic convergence property to a nondegenerate critical point [10] .
Finally by substituting (22) into (23), i.e., ξ = N f (x), an approximate Newton's method for the parametric one-unit ICA is stated as follows
The Approximate Newton Nonparametric ICA algorithm (ANNICA)
Step 1: Given an initial guess x ∈ S m−1 ; Step 2: Compute the approximate Newton direction,
Step 3: Move from x in the direction ξ, compute x = µ x (1).
If x − x is small enough, Stop. Otherwise, set x = x; Step 4: Goto step 2.
Local Convergence Analysis of ANNICA
We now show that ANNICA still enjoys local quadratic convergence. ANNICA can be restated as a selfmap on S m−1 , i.e.,
with τ (x) defined as in (21) and
Lemma 4.3. Consider ψ as a selfmap on S m−1 as in (24) and choose a suitable coordinate system such that the standard basis vectors {e 1 , . . . , e m } are critical points of f defined in (6) . Then the standard basis vectors are fixed points of ψ.
Proof. Recall the critical point condition of f (13) in Lemma 4.1, it is easily seen that at a critical point e k , the second summand of ζ as defined in (26) vanishes, i.e., the expression ζ(e k ) is a scalar multiple of e k . The result follows.
The following theorem discusses the local convergence properties of ANNICA. Proof. To investigate the local convergence property of ANNICA as the selfmap ψ, we will study the linear map
at e k , i.e. the linear map D ψ(e k ) assigns to an arbitrary tangent element ξ ∈ T e k S m−1 the value D ψ(e k )ξ. Let x = e k and ξ ∈ T e k S m−1 , one computes
By Lemma 4.3, P (e k ) is an orthogonal projection operator onto the complement of the span of e k . Hence to make (28) vanish, we now show that the expression D F (e k )ξ gives a scalar multiple of e k . Direct computation shows
By the fact that the expression − 2 gives a real number, the first summand on the right hand side of (29) is equal to a scalar multiple of e k . Further computation shows that the term D ζ(e k )ξ is also equal to a scalar multiple of e k . Hence the first derivative of ψ evaluated at e k is equal to zero.
Using x t+1 = ψ(x t ) and the fixed point condition ψ(e k ) = e k , the result follows by the Taylor-type argument, as the first derivative of ψ at e k vanishes:
with χ(e k ) being the closure of a sufficiently small open neighborhood of e k .
The performance of ANNICA will be studied below.
Numerical Experiments
Experiment 1 In this experiment, we construct an ideal example to show the local convergence properties of ANNICA, i.e., the approximation (21) gives the true Hessian at the critical points corresponding to a correct separation. We specify the source signal as shown in Fig. 1(a) . The convergence properties of ANNICA are illustrated in Fig. 1(b) , measured by the distance of the accumulation point x * to the current iterate x k , i.e., by x k − x * , with x * being a column of the computed demixing matrix. The numerical results evidently verify the local quadratic convergence properties of ANNICA. To extract multiple components, we parallelise ANNICA by Algorithm 2.2 in [6] (refferred here as PANNICA). PANLICA is compared with four existing linear ICA algorithms, FastICA [3] , JADE [11] , PCFICA [5] and RADICAL [12] . The separation performance/quality is measured by the Amari error [13] , i.e., 
where P = (p ij ) m i,j=1 = U V −1 . Generally, the smaller the Amari error, the better the separation.
For each experiment, we separate m = 9 signals which are randomly chosen out of 200 sources, with a fixed sample size n = 1, 000. By replicating the experiment 100 times, the boxplot of Amari errors is drawn in Fig. 2 . It shows that without fine tuning of the kernel bandwidth h, in terms of separation quality, PANNICA outperforms three other ICA algorithms, excepct for RADICAL. However, RADICAL is shown to be more sensitive to outlier effects, which are not considered here, than nonparametric methods. We refer to [4] for the details. 
