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Abstract 
Recently, the trend of wireless communication is changed from the 
conventional narrow-band voice service to the wide-band multimedia service. In 
1993, Berrou et al introduced a new class of error correcting codes for digital 
transmission : the "turbo code". Therefore, the important problems of high-speed 
applications of turbo decoder are decoding delay and computational complexity. 
Therefore, the real difficulty in the field of channel coding is essentially a 
problem of decoding complexity of powerful codes.  
Another interest area of channel coding scheme is LDPC(Low Density Parity 
Check) code. But the encoder structure is very complicate. Therefore, it highly 
required channel coding scheme with simple encoder/decoder structure and good 
error performance in order to apply for wireless multi edia communications such 
as Ka-band satellite and wide-band mobile communication systems. Recently, 
there has been intensive focus on TPC(Turbo Product Code) which has low 
latency and simple structures compare with turbo code and LDPC. It achieve 
near-optimum performance at low signal-to-noise ratio. TPCs are two 
dimensional code constructed from small component codes.  
Different than original TPC decoder, which performs row and column 
decoding in a serial fashion, a parallel decoder structure to reduce the latency is 
proposed in this thesis. Proposed TPC decoder needs only one delay element in 
contrast to conventional algorithm, which needs two delay elements. 
 This thesis analyzes the parallel TPC decoder by mathematical theory and 
compares the performance between parallel algorithm and conventional algorithm 
by computer simulation. Also this thesis establishes parameters by fixed-point 
simulation for VHDL implementation. From results of computer simulation and 
VHDL implementation, this thesis shows that decoding t me of parallel algorithm 
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제 1 장 서론 
 
연접부호는 높은 부호이득을 얻어낼 수 있으며, 무선통신시스템에서 
각광을 받고 있는 채널오류제어 기법이나 성능에 있어서 Shannon's 
Limit 와 다소 큰 격차를 보이고 있어, 이에 근접한 성능을 나타내는 
Turbo 부호가 1993 년 Berrou 등에 의해 발표되었다[1]. 그러나 최근의 
무선 통신 시스템은 고속 데이터 전송 및 동영상 등을 포함한 무선 
멀티미디어 전송에 기반을 두고 있기 때문에, 고속 데이터 전송에 
효율적이고 성능이 우수한 복호기 개발이 필수적이다. 현재의 Turbo 
부호 응용 및 적용범위는 기존의 Viterbi 복호기와는 달리 처리할 
데이터양과 연산작용이 매우 복잡해 저속 서비스에만 적용된다. 
최근의 오류정정분야의 또 다른 연구는 LDPC(Low Density Parity 
Check)부호에 관심이 집중되고 있다[2]. 그러나 LDPC 는 복호화가 
간단한 반면에 부호화 부분의 높은 복잡도가 LDPC 부호의 최대의 
단점이다. 1998 년 Pyndiah 에 의해 소개된 TPC[3]는 기존의 LDPC 
부호의 단점인 부호화 시 구성 어려움, 그리고 성능 향상을 위한 많은 
블록 크기를 요구한다는 것과 Turbo 부호의 많은 계산량과 고속 
복호기 구성의 어려움 등의 단점을 보완한 작은 블록 크기를 가로 
세로로 product 시킨 후 같은 복잡도로써 많은 블럭 크기의 효과를 
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얻을 수 있고 복호기가 간단하여 고속 구현이 가능하며, 높은 
부호화율에서 Shannon's Limit 에 근접하는 새로운 차세대 오류정정 
부호화 방식으로 무선 멀티미디어 통신을 요구하는 최근의 무선 
통신시스템에 오류정정방식으로 적합하다. 그러나 TPC 복호기의 가장 
큰 문제점은 두 개 복호기가 직렬로 연결된 구조에서는 복호기 두 
개를 병렬로 처리할 수 없다는 것이 가장 큰 단점이다. 성능 향상을 
위한 복호 반복을 위해서는 첫 번째 부호기에 해당하는 복호기를 
이용하여 복호하고 난 뒤에 첫 번째 복호기에 나온 연판정 값을 
이용하여 두 번째 복호기에서 데이터를 복호하고 이의 과정을 여러번 
반복하면서 성능을 향상시킨다. 따라서 두 개의 복호기가 직렬로 
연결되기 때문에 지연으로 인한 속도 저하를 가져올 수 있기 때문에 
TPC 의 병렬화 구조제안은 필수적이다. 따라서 본 논문에서는 고속 
복호가 가능한 병렬 TPC 구조를 제안하고 성능분석을 하였으며 구현을 
위한 fixed point 시뮬레이션을 실행하여 최적 파라미터를 도출하고 






제 2 장 Turbo Product Code의 구조분석 
 
2.1 반복 복호와 외부 정보 
 
1993년 Turbo 부호[1]가 소개되어진 이후에 블록부호에 대한 연판정 
입출력(SISO : soft input soft output)에 대한 연구가 활발히 
진행되고 있다. 채널의 ‘Soft values’로 의미 되어진 것을 더 
명확히 정의 할 수 있고, soft value L(u)를 가지는 binary value u 
를 부호화 한다면 soft values L(x)와 코드화 된 비트 x를 만들 수 
있다. 선형부호에서 쌍 대칭적인 채널(BSC) 또는 가우시안/페이딩 
채널을 전송 후에 수신된 필터 출력 y에서 x의 log-likelihood 비율 
L(x|y)는 식 (2.1)과 같다. 
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2차원 부호에서 반복 복호의 원리는 그림 2.1과 같다. K1, K2 
정보비트 u는 그림 2.1에서 보여진 것처럼, 직사각형의 매트릭스 이며 
그것은 두 조직화 코드 
−C 와 |C 의 패리트 비트 −P 와 |P 이다. 부합된 
필터의 수신된 값은 y이며, yL c ⋅ 는 모든 코드 비트들의 디코더로 














그림 2.1 이차원 부호에 관한 반복 복호 
Fig. 2.1 Iterative decoding for two-dimensional codes. 
 































      (e)                          (f) 
그림 2.2 반복 복호 예: a) 신호의 배치; b) 신호의 부호화; c)수신된 
값 yLc ⋅ ; d) 가로 복호 후의 Extrinsic 정보; e) 세로 복호 후의 
Extrinsic 정보; f) 가로와 세로 복호 후 soft output. 
 
Fig. 2.2 Example of Iteration decoding: a) Signal arrangement; b) Coded values; 
c) Received values yLc ⋅ ; d) Extrinsic information 
−
eL  after first horizontal 
decoding; e) Extrinsic information |eL  after first horizontal decoding; f) soft 
out after the first horizontal and vertical decoding. 
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Component code로써 (3,2,2) single parity check code의 에서 
4가지 정보 비트들을 그림 2.2(b)에서 보여진 것처럼 GF(2)에 (+1,-
1)요소로 하여 두개의 (3,2,2) single parity check code 로 수식화 
한다. 그림 2.2(c)에서 보여진 것처럼, 수신된 값이 yL c ⋅ 를 
가진다고 가정하고 우선 수평적 디코딩부터 시작하면 Bit 11u 의 
정보는 직접적인 11u 과 간접적인 12u
−⊕ P  두개로 나타낼 수 있다. 
11u 과







그림 2.2(d)에서 볼 수 있는 11u 에 대한 이 같은 간접적 정보를 
extrinsic value라 부른다. 12u 로 5.00.15.0 ≈+ 의 같은 수평적 
extrinsic value를 얻는다. 수평의 extrinsic table이 채워질 때, 
수직의 디코딩을 위한 priori value로써 
−
eL 를 사용하는 수직 
디코딩을 시작한다. 11u 에대해 세 가지의 값을 가진다.  
① 직접적으로 수신된 값 0.5 . 
② 수평적 디코딩 +0.1로부터의 a priori value 
−
eL . 





121 Pu ⊕ )0.20.2))0.1(0.4(( ≈+−+ . 수직의 extrinsic value은 
그림 2.2(e)의 테이블 안에 저장된다. 
 
21u  = 5.10.2)0.15.0( ≈++  
12u  = 5.0)5.2()5.1(0.1( ≈−+−+  
22u  = 0.2)5.2()5.05.1( −≈−++  
 
만약 반복되는 것을 여기서 멈췄다면 수직 반복 후에 다음과  같은 




                          (2.2) 











a posteriori values for
all information bits






그림 2.3  ‘soft-in/soft-out’복호기 블록도 
Fig. 2.3 Block diagram of‘soft-in/soft-out’ decoder. 
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수평축과 수직축의 방향에서 21,kk 의 정보비트를 부호화함으로써 
조직블록코드의 결합을 사용할 수 있다. 예를 들어, 
Horizontally  : 2K 코드워드의 ),( 11 NK  블록코드 
                   
−C  with rate 111 / NKR =  
Vertically  :  1K  코드워드의 ),( 22 NK  블록코드 
                   
|C  with rate 222 / NKR =  
이며 2차원 코드의 총 부호화율은 아래식과 같다.  
 
21 RRR ×=  
 
각 열과 행의 정보 매트릭스는 정보열 u가 코드 워드 안에 
부호화됨으로써 형성된다. 
 
).....,,.....(),,.........,( 1121 knk ppuuxxxx −==  
|Cx,Cx ∈∈ −                                    (2.3) 
 
그림 2.3과 같이 ‘soft-in/soft-out’ 부호기에서 Maximum a 
posteriori(map) decoder의  “symbol-by-symbol”의 출력은 
정보열에서 보내는 +1,-1에 대한 posteriori log-likelihood ratio로 
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+===                 (2.4) 
 
이 같은 디코더는 모든 부호화된 비트 u에 대한 priori values, 
L(u)를 사용하며 정보 비트에 대한 연판정출력 )û(L 와 부호열에서 
다른 부호비트의 연판정 출력을 갖고있는 extrinsic 정보 )u(L e 를 
생성한다. 조직화된 코드에서 정보비트u에 대한 soft output은 세가지 
정보의 합으로 다음식과 같이 나타낸다. 
 
)û(L)u(LyL)û(L ec ++⋅=                      (2.5) 
 
처음 반복에서는 priori information  0)u(L = 이 된다. 수평적 
코드 
−C 의 디코딩은 정보 부분과 수평적 패리티 부분에 대한 
채널정보 yL c ⋅ 를 사용함으로써 시작하며, 정보비트 u에 대한 수평적 
코드 




                           (2.6) 
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수평적 코드에서 추정한 )û(L|e 는 수직적 디코딩 
|C 에 대해 priori 





−+⋅−=                   (2.7) 
 
이 수직적 extrinsic information은 다음 반복단계에서 code 
−C 의 
디코딩의 새로운 priori value로서 사용될 것이다. 수직적이고 수평적 
부호시 최초의 반복은 L-values들은 통계적으로 독립적이며, 그것들은 
같은 정보를 간접적으로 사용할 것이며, 반복을 할수록 성능이 향상될 
것이다. 물론, 마지막 수직적 반복 후에 비트를 결정하기 위해서는 




                    (2.8) 
 
2.2  Turbo Product Code의 부호화기 구성 
 
TPC 부호는 두개 혹은 그 이상의 짧은 길이의 블록 부호를 
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),( 21 CC 를 이용하여 product 부호 )( 21 CCP ×= 를 만드는 것이 가장 















그림 2.4 TPC 부호화기 구성도 )( 21 CCP ×=  
Fig. 2.4  Encoder construction of turbo product code )( 21 CCP ×= . 
 
그림 2.4와 같이 두 개의 블록 부호를 적용할 경우, 1k (또는 
2k )개의 정보 비트를 가로(또는 세로)로 배치한 후, 
가로는 ),,( 111 δkn 을 가지는 블록 코드 1C 으로 부호화 시키고, 세로는 
),,( 222 δkn 를 가지는 2C 로 부호화시켜 전송한다. 따라서 TPC부호 
21 CCP ×=  이므로, ),,( δkn 를 가진다. 여기서 21 nnn ×= , 
21 kkk ×= , 21 δδδ ×=  이고 부호화율은 21 RRR ×=  ,/( 111 nkR =  
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)/ 222 nkR = 이다. 따라서 두 부호어를  product 함으로써, 높은 
부호화 율에서 최소 minimum Hamming distance의 증가에 의해서 오류 
정정 능력은 향상된다. 그리고 오류를 산발시키는 효과가 있는 
인터리버가 필요치 않으며, 복호시 가로 부분을 먼저 복호 한 후 이를 
extrinsic 정보로 이용하여 세로 부분을 복호하면서 반복 복호를 한다. 
TPC에 적용되는 블록 부호 21 ,CC 는 해밍부호, BCH부호, RS부호 등 
다양한 블록 부호를 적용시킬 수 있다.  
 
2.3  Turbo Product Code 복호기 구성 
 















Row Decoder column Decoder
 
 
그림 2.5 TPC 복호기 구조 
Fig. 2.5 Structure of TPC decoder. 
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원 신호 E  그리고 가우시안 잡음 신호 N 에 의해 수신신호 벡터 
R 다음식과 같이 나타낼 수 있다.  
 
NER +=                                        (2.9) 
 
여기에서 ),..,..,,( 1 nl rrrR= , ),..,,..,( 1 nl eeeE= , ),..,,..,( 1 nl nnnN =  
이다. 최적 결정 비트 ),...,,...,( 1 nl dddD= 는 식 (2.10)과 같이 
maximum likelihood 방식에 의해 결정 된다. 
 
ijRCERCEifCD jii ≠∀=>== }|Pr{}|Pr{  
















iii ccccC = 는 가능한 모든 부호어의 집합 C 의 i 번째 
부호어 이다. 이 경우 n 값이 크면 계산량이 매우 많고 오래 걸리며 
거의 불가능하다.  
 
2.3.1 chase-Ⅱ 알고리즘 
1972년 low complexity 알고리즘을 제안되었다[5]. 이는 높은 
SNR에서 D 는 Y 의 중심점에서 반경이 1−δ 의 구안에 포함 될 확률이 
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높다는 것을 이용한 알고리즘 이다. 여기서 ),...,,...,( 1 nl yyyY = , 
))(sgn1(5,0 ii ry += 이다. 후보 가능한 부호어 C 를 찾는 chase-Ⅱ 




그림 2.6 수신 신호의 분포 
Fig. 2.6 Geometric sketch for receive signal. 
 
1단계:  2/δ=p 개의 신뢰성 없는 Y 의 비트 위치를 수신 백터 R을 





























r=  이다.  
 














방법은 n개의 비트 위치 중 )( iyΛ 가 가장 적은 값에 해당하는 위치 
j 에 “1”을 위치시키고 나머지 비트위치는 “0”을 삽입하고, 
)( iyΛ 가 가장 적은 두개의 비트 위치에 “1”을 위치시키고 나머지 
비트는 “0"으로 배치한다. 같은 방법을 계속해서 )( iyΛ 가 가장 
작은 p 개의 비트 위치에 “1”을 위치시키고 나머지 비트는 “0”을 
삽입한다. 그리고 항상 all-zero pattern을 항상 포함시켜야 한다.  
 
3단계 : q 개의 qT 를 생성하고 난 뒤에, qq TYZ ⊕= 하여 오류 위치를 
정정한 qZ 를 생성한다.  
 
4단계: qZ 를 블록 복호하여 qC 를 생성한다. 
 
각 column과  row에 Chase 알고리즘을 적용 시켜 에러 검출 가능한 
범위 안의 product 부호에 가장 확률이 높은 부호어를 찾아 에러를 
정정하는 알고리즘이다. 따라서 Chase 알고리즘은 최적의 수신신호를 
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그림 2.7 chase 알고리즘의 플로차트 
Fig. 2.7 Flow chart for chase algorithm. 
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2.3.2 결정비트의 신뢰도와 모의 실험결과 
 
4단계가 완료되면 검토 되어지는 ),...,,,( 321 qq CCCCC = 벡터가 생성 
되며, 그림 2.5의 부호기에서 연판정을 출력하기 위해 D 의 j  번째 





















j                     (2.11) 
 






i RCE 이며, 1+jS 는 
1+=i jc 을 가지는 codeword의 인덱스 }{
iC 의 집합이다.  
 






i RCE 이며 1−jS 는 1−=
i
jc 을 가지는 
codeword의 인덱스 }{ iC 의 집합이다. Bayes 이론을 적용시키고 서로 
다른 부호어들이 균등하게 분포되어 있다고 가정하면 jd 에 관한 









































































































CERp       (2.13) 
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식 (2.14)은 높은 부호율을 가지는 부호어에 대해서는 거의 계산 

















































lc 은 j  번째 비트가 +1, -1을 가지고 부호어 중 
수신신호와 해밍거리가 가장 작은 부호어의 l  번째 비트를 나타낸다. 












)1min(                             (2.16) 
 
jr  : soft input data , jw  : extrinsic information  
 
이는 R 과 )( jlr j ≠ 의 최소 유클리언 거리의 함수 이다. 만일 
1)min(C + = 1)min(C − 의 경우도 발생하는데 이 경우에는 least reliable 
bit와 test sequence의 수를 증가 시킨다. 식 (2.16)에서 반복 시 
생성되는 jr 의 soft decision 값 
'
jr 는 입력 수신벡터의 jr 와 
extrinsic 정보 의 합으로서 표시될 수 있다. Extrinsic 정보 jw 는 
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자기 신호 j 번째를 제외한 lr 와 선택된 부호어 lC 의 곱의 합으로 
표시 될 수 있다. 즉 
'
jr 는 chase 알고리즘에 의해 복호된 D 의 soft 
decision  값이다. 
'
jr 는 )0(
' ≥= ββ jj dr  와 같이 나타낼 수 있으며, 
β 는 신뢰도 factor 이다. 처음 반복 시에는 신뢰도가 낮으므로 낮은 
값으로 반영하면서 반복횟수가 증가 할수록 높게 설정한다. Product 










)( mα )( mβ
)]1([ +mW
][ R ][ R
])([ mR ])1([ +mR
)1( +mβ
Delay line  
 
그림 2.8 Pyndiah가 제안한 TPC 복호기 구조 
Fig. 2.8  TPC decoder structure that Pyndiah proposes. 
 
]]2[[]2[][]2[ WRR ⋅+= α ,   ]1[]2[]2[ RRW −=  
 
α 는 스케일링(scaling) factor 이며, 이는 수신신호 R과 W 에 있는 
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샘플들의 표준편차를 고려한 것이다. 따라서 대부분의 논문에서도  
 
=)(mα [0, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, 1.0],  
=)(mβ [0.2, 0.4, 0.6, 0.8, 1.0, 1.0, 1.0, 1.0]  
 
으로 할당한다. 그림 2.9, 2.10는 위와 같은 방식으로 
BCH(63.57.3)code, BCH(32.26.3)code 두개를 사용하여 TPC를 구성하여 




























그림 2.9 BCH(63.57.3)TPC의 반복 횟수에 따른 성능 





























그림 2.10 BCH(31.26.3)TPC의 반복횟수에 따른 성능 











제 3 장 병렬 Turbo Product Code 구조 
 
3.1 부분 병렬 Turbo Product Code 분석 및 구조 
 
앞에서 살펴본 그림 2.8과 같이 Pyndiah에 의해 제안된 복호기는 
세로(또는 가로)를 복호하기 전에 반드시 가로(또는 세로)를 복호 
하여야 하기 때문에, 지연이 발생 된다. 따라서 지연을 감소 시키기 
위해서 부분 병렬(P-parallel) TPC 복호기 구조가 제안 되었다[6]. 
부분 병렬 복호기는 row(또는 column)복호기 내에 P개의 복호기를 
사용하여 기존의 방식보다 P배 정도 지연을 감소 하고자 제안된 



















그림 3.1 부분 병렬 TPC 복호기 
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그림 3.2 부분 병렬 복호기의 복호 과정 
Fig. 3.2  P-parallel procrssing TPC decoder 
 
한번 반복을 기준으로 row(또는 Column)복호시 N/P만큼 시간이 기존 
방식보다 지연이 줄어든다. 여기에서 N은 블록 크기를 말하고 P는 동
시에 동작하는 복호기의 임의의 개수를 말한다. P개의 병렬 복호기를 
실행 시킬 때 발생된 P개의 데이터는 동시에 0~(P-1)의 각각 다른 
RAM에 저장된다. 예를 들어 64×64 TPC부호가 있고 부분 병렬 복호
기의 P가 8이라고 한다면 블록부호를 위한 8개의 복호기가 필요하고 
이 복호기는 동시에 동작하여 기존의 방식보다 지연이 8배 감소하게 
되고 따라서 복호속도는 8배 증가하게 된다. 그림 3.2에서 사용된 각각
의 메모리는 8개가 존재하게 되고 각 메모리는 64× 8 bit로 구성되어
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진다. P의 숫자가 증가 될수록 동시에 요구 되는 RAM의 수는 증가하
고 동시에 저장하는 각각 RAM의 저장공간은 줄어든다. 따라서 이 방
식은 구현하고자 하는 FPGA칩의 사양에 따라 요구되는 RAM에 따른 
적절한 RAM수를 계산하여 P를 조절할 필요가 있다.  
 
3.2 병렬 Turbo Product Code 분석 및 구조 
 
앞에서 살펴본 부분 병렬 복호기는 지연은 감소 되나 동시에 P개의 
복호기가 필요하므로 실제로 구현할 때 제작 비용이 기존방식보다 
많이 들게 된다. 따라서 본 논문에서는 기존 방식 보다 지연이 작게 
발생하고 부분 병렬 복호 방식보다 적은 비용이 사용되는 그림 3.3과 
같은 병렬TPC 복호기를 제안한다. 그림 3.4에서와 같이 가로 세로 
복호기에 대한 복호는 병렬로 이루어져지며, 복호 지연은 기존의 
방식에 비해 절반 효과를 갖기 때문에 복호 속도는 2배 개선시킨다. 
메트릭 ][ rowW 와 ][ colW 은 가로와 세로 부호어에 대한 수신 신호의 
extrinsic 정보 이며, 각 블록에 대한 복호를 마치고 block-by-

















그림 3.3 병렬 복호기 구조 및 복호 과정 
Fig. 3.3  Parallel decoder structure and decoder process. 
 
첫 번째 반복 시, 즉 m=0, 일 시 ])0([ rowR  = ])0([ colR  ][R=  
이라 두고, 가로 세로의 블록 길이는 n 이라 가정한다. 가로 세로에 
대한 복호가 마친 후 업데이터 된 신호 벡터  ])1([ +mRrow , 
])1([ +mRcol 은 다음 반복을 위한 입력으로 전달 된다. 병렬적으로 
업데이터 된 신호 벡터는 아래 식 (3.1)과 같다.  
 
)]([)(][])1([ mWmRmR colrow ⋅+=+ α  





3.3 모의 실험 결과 
 
본 논문에서 모의 실험 시 BCH 부호를 사용하여 구성 하였고 
부호화율이 같은 두개의 BCH부호를 사용하였다. serial ),,( δkn 는 
두개의 BCH ),,( δkn code를 각각 row와 column에 사용한 TPC를 말하고 
같은 방식으로 parallel ),,( δkn 은 두개의 BCH ),,( δkn code를 각각 
row와 column에 사용하고 병렬 복호를 한 TPC를 말한다. Chase 
알고리즘을 위해서 가장 신뢰성이 없는 비트를 선택 시 4=p 으로 
하였다. 그리고 반복 복호를 위한 scaling factor로서  
 
=)(mα [0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5, 0.5], 
=)(mβ [1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0, 1.0],  
 
로 고정하였다.  
β 는 반복시 1로 구성하였기 때문에 Chase 복호기의 출력 Decoder의 
연판정 값을 구하기 위해서 전체 m에 대한 값이 1이기 때문에 곱셈이 
필요치 않으며 α 는 0.5로 고정했기 때문에 가로 세로에 대한 
복호기의 extrinsic 정보의 절반에 해당하는 bit 만큼 우측으로 shift 
하면 되기 때문에 H/W구현이 간단해진다. 이러한 조건을 중심으로 
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반복 횟수를 4로 하였을 때 결과는 그림 3.4과 같다. BER=10
-4
을 
기준으로 Pyndiah가 제안한 방식과 비교하였을 때 본 논문에서 제안한 
병렬 복호 방식과 거의 성능이 비슷함을 알 수 있다. 그러나 반복 
횟수 8번을 같는 parallel(31.26.3)에서 반복횟수 4를 같는 serial 
(31.26.3)와 비교시 각각은 같은 지연을 가지지만 병렬방식이 성능이 













































                               (b) 
  
그림 3.4 기존방식과 병렬 복호방식의 성능비교(IT는 반복복호의 
횟수) : a) parallel(31.26.3)의 성능; b) parallel(63.57.3)의 
성능 
 
Fig. 3.4 Performance of original and parallel decoded BCH TPCs on AWGN 
channel. (IT denotes number of iteration) : a) Performance of parallel(31.26.3); 





제 4 장 최적 파라미터 설계 
 
4.1 수신 신호의 양자화 범위에 따른 성능 
 
수신 실수(float) 신호를 양자화를  하기 전에 양자화 하기 위한 
신호의 범위를 결정하기 위한 모의 실험을 하였다. 
parallel(31.26.3)을 이용하여 송신된 신호를 수신하였을 때 모두 
7bit 양자화를 하여 6개의 범위에 대한 모의 실험을 하였다. 모의 
실험 결과 그림 4.1 과 같이 +1.3~-1.3에 대한 범위를 양자화 하였을 




























그림 4.1 양자화를 위한 수신신호의 최적 범위 
Fig. 4.1 Receive signal optimum range for quantization. 
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4.2 수신 신호의 양자화 비트 수에 따른 성능 
 
앞 절에서 수신된 BPSK 양자화 구간은 +1.3 ~ -1.3로 결정한 
구간에서 양자화 비트 수에 따른 성능을 모의 실험 하였다. 4, 5, 6, 
7, 8비트로 각각을 정규화하였고 parallel(31.26.3)을 사용하여 
부호화 하였다. 그림 4.2 에서 알 수 있듯이 5비트가 최적의 비트 수 

































그림 4.2 수신신호 비트 수에 따른 TPC 복호기의 성능 




제 5 장 병렬 Turbo Product Code VHDL 설계 
 
 수신 신호는 5bit로 양자화 하는 것이 4장에서 최적임을 알 수 
있었다. 수신 신호가 5bit일 경우에 extrinsic 정보는 반복 복호가 
진행될 경우 carry가 발생하므로 6bit로 설정하면 된다. 그리고 
가로(또는 세로)복호가 끝난 후에 발생된 extrinsic 정보는 scaling 
factor에 의해서 절반에 해당되는 정보만큼 오른쪽으로 shift시켜서 
다시 5bit로 만든 다음 수신신호와 합을 구해서 그 결과가 세로(또는 
세로)복호기의 입력이 된다.  
Row  C hase
D ecoder



















그림 5.1 TPC 복호기 수신 시스템의 블록도 
Fig. 5.1 A Block diagram of TPC decoder. 
본 논문에서 가로(또는 세로)복호기를 VHDL언어로 구성 할 때  
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hamming(15,11,3)decoder를 사용 하였으며 4=p 하여 복호기 
설계하였다. 그림 5.2 은 chase 복호기의 블록도이다. 
 






















그림 5.2 chase 복호기의 블록도 
Fig. 5.2  Block diagram of chase decoder. 
 
여기에서 s_sig신호는 chase algorithm에 의해서 발생된 16개 
신호와 수신신호의 절대값의 합이다. 
 
5.1 Test pattern generator 설계 
 
test pattern 발생시 4=p 이기 때문에 총 16개의 test pattern을 
발생 시켜야 한다. 2장에서 설명한 chase algorithm에 의해서 생성 
시킨다. 이 방법을 이용할 시 수신된 신호의 가장 신뢰도가 없는 
비트에 1을 발생시키고 나머지 비트는 0을 배치하고, 두번째 신뢰가 
없는 비트에 1을 발생시키고 나머지 비트에 0을 배치하면서 16개의 
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test pattern을 발생해야 한다. 그러나 가장 신뢰도가 작은 순서대로 
비트를 찾아서 test pattern을 발생시키는 것이 회로가 복잡해지고 
시간이 오래 걸리므로  신뢰도가 없는 비트가 발생하는 순서대로 test 
pattern을 발생 시켰다. 이것을 모의 실험을 통해서 본 성능은 그림 

























그림 5.3 기존 방식과 새로운 방식과의 비교 
Fig. 5.3 Compare conventional method to modified method. 
 
앞에서 설명한대로 test pattern을 발생시킨 것을 그림 5.4에서 
확인할 수 있다. 
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그림 5.4 test pattern 의 발생 
Fig. 5.4 Generate test pattern. 
 
test pattern과 수신 신호의 절대값과의 합인 s_sig는 그림 5.5와 
같이 구해 진다. 
 
그림 5.5 수신신호의 절대치와 test pattern의 합 
Fig. 5.5 Add test pattern to the absolute value of received signal. 
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5.2 hamming decoder 설계 
 
다음 복호에 사용되는 extrinsic 정보를 얻기 위해서 현재 복호된 
값과 현재 복호기로의 이전 입력 값이 필요하다. 그러기 위해서 복호된 
값이 필요하다. 본 논문에서 VHDL로 설계시 hamming(15,11,3) 
decoder를 사용하였다. hamming decoder은 s_sig0 ~ s_sig15를 
가지고 복호 한다. 이에 시뮬래이션 결과는 그림 5.6과 같다. 여기에서 
de_bit는 s_sig를 복호한 비트이다. 
 
  
그림 5.6 hamming decoder의 출력값 
Fig. 5.6 Output of hamming decoder. 
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5.3 최적의 비트 결정 방법 
 
복호된 비트들(de_bit~debit14)중에서 유클리드 거리를 이용해서 
가장 작은 값을 선택해서 가로(또는 세로)의 복호 비트로 선택한다.  
여기서 유클리드 거리를 구할 때 한 블록을 이루는 값인 15bit에 
해당하는 각각의 수신신호와 그에 해당하는 de_bit의 값의 차를 
제곱하고 더해서 최소값을 선택하는데 본 논문에서는 제곱을 하지 
않고 두 값의 차를 절대치하여 값을 더하였다. 그림 5.7은 각 디코더에 
대한 복호비트와 수신신호 간에 유클리드 거리를 나타내는 그림이다. 
여기에서 sum_s는 각 블록에 대한 유클리드 거리를 나타내고 있다. 
 
 
그림 5.7 복호된 비트의 유클리드 거리 




이렇게 나온 유클리드 거리중 가장 작은 값을 결정하는 블록도는 










































































그림 5.8 최소 거리 결정 블록도 
Fig. 5.8 Block diagram for minimum distance decision. 
 
비교기는 두개의 입력 중에서 위쪽 입력의 유클리드 거리가 작으면 
0을 아래쪽에서 작으면 1을 출력한다. 이 출력 값은 win_t에 입력이 
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되고 최종적으로 win_t13이 나왔을 때 가장 작은 유클리드 거리가 
결정된다. 결정 방법은 예를 들어 win_t0=0, win_t7=0, wint_t11=0, 
wint_t13=0 이면 가장 작은 유클리드 값은 sum_s0가 되고 첫 번째 
디코드에서 나온 비트가 최종 결정 비트가 된다. 그림 5.9는 위에서 
언급한 모든 것들을 통합하여 시뮬레이션한 파형이다. 입력신호인 
data1과 복호된 신호인 decodebit2가 일치하므로 프로그램의 유효성을 
증명할 수 있다. 
 
 
그림 5.9 복호된 신호 
Fig. 5.9 Decoded bit. 
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제 6 장 결론 
 
기존의 TPC복호기는 row복호 후 column 복호를 하기 때문에 지연으
로 인한 복호 속도 저하가 생겼다. 본 논문에서는 고속 데이터 통신 
전송 및 동영상 등을 포함한 무선 멀티미디어 전송을 실현 하기 위해
서 병렬 TPC 복호기를 제안하였다.  
병렬로 동작하는 복호기는 row와 column이 부분에서 동시에 복호하
고 동시에 extrinsic 정보를 넘겨주기 때문에 기존의 방식보다 지연 
시간이 작다. 그리고 scaling factor와  Reliability Factor가 0.5와 
1로 고정 되기 때문에 하드웨어로 구현 시 회로가 간단히 설계 될 수 
있다. 병렬 TPC복호기는 BER=10
-4
 을 중심으로 살펴 볼 때 기존의 방식
에 0.08dB 성능 열화가 있다. 구현 상의 메모리의 요구량은 늘어난다. 
하지만 기존 방식의 한번 반복을 기준으로 볼 때 같은 수의 메모리가 
사용되고 성능이 0.28dB정도 향상됨을 알 수 있다.  
문헌[6]에서 제안된 방식은 row나 column 데이터를 복호하기 위해 P
개의 내부적인 복호기가 필요며, 이로 지연은 본 논문에서 제안한 방
식보다 줄일 수 있으나, 부호화 데이터 N이 증가 할수록 H/W가 복잡해 
지고 power 소모량, 사이즈 면에서 효율성을 가지지 못한다. 
 H/W 복잡성을 절충하면서 Xiujun Zhang가 제시한 방법과 본 논문에
서 제안한 방식을 결합하기 위해 속도면이나 H/W 복잡도면에서 죄적의 
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대학원 2년 이라는 시간 동안 못난 저를 여기에 있기 까지 주변의 
많은 분들이 저의 부족한 점을 깨우쳐 주셨습니다. 그 분들과 함께 
했었던 시간들은 저에게는 참으로 많은 것을 배울 수 있었던 행운의 
시간이었습니다. 먼저, 본 논문이 완성되기까지 시종일관 세심한 
지도와 따뜻한 격려를 해주시고 미흡한 저를 지금까지 이끌어주신 
지도교수 정지원 교수님께 깊은 감사를 드립니다. 늦은 밤 작은 문제로 
상담을 해주셨을 때 웃으시면서 밤새 조언을 해주셨던 교수님의 
은혜는 소중히 간직하면서 영원히 잊지 않겠습니다. 그리고 논문의 
미비점을 보완하여 보다 충실한 내용이 될 수 있도록 논문 심사를 
맡아주신 조형래 교수님, 김기만 교수님께 감사드리며, 항상 새로운 
가르침을 주시고, 조언을 아끼지 않으셨던 김동일 교수님, 민경식 
교수님, 강인호 교수님께도 감사드립니다.  
항상 옆에서 힘이 되어준 성준이 선배, 같은 실험실 후배로서 나를 
도와준 상진이, 인기, 연구실에 들어와서 힘든 사항에서도 군소리 없이 
묵묵히 따라온 학부생 덕군에게 고마움을 전하며, DSP 연구실의 
외형이형 윤준이형 같이 대학원 생활을 한 95학번 동기 도연, 동식, 
진산, 재교를 비롯한 5년 동안 수업을 같이한 순영, 은정, 그리고 
대학원 생활을 같이 한 대학원생들에게 감사의 마음을 전합니다. 또한 
서울에서 열심히 일하면서 나를 걱정하고 격려해 준 여러 동기들과 
선후배님들, 그리고, 익수, 상조, 정광, 승민, 승현, 세진이에게 
감사함과 앞으로의 무궁한 발전을 기대합니다. 지금 까지 항상 옆에서 
나를 아껴 주고 마음의 위로가 되어준 나의 짝 현정이에게도 감사의 
마음을 전합니다. 
마지막으로, 항상 절 믿고 응원하고 계신 아버님과 부족한 절 위해 
항상 희생하시는 어머님께 지면으로나마 사랑한다는 말을 전하고, 하나 
뿐인 동생 정은이에게 감사의 마음을 전합니다. 
이렇게 모든 분들의 그 은혜에 보답하기 위해 안이한 생각을 하지 
않고  최선을 다해서 항상 발전하는 모습으로 보답하겠습니다. 
