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Abstract
Let 1 ≤ p <∞ be any fixed real. We show that assuming P 6= N P , it is hard to approximate the Minimum Solutions of Linear
Diophantine Equations in `p norm within any constant factor and it is also hard to approximate the Minimum Solutions of Linear
Diophantine Equations in `p norm within the factor nc/ log log n for some constant c > 0 where n is the number of variables in the
equations.
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1. Introduction
A diophantine equation is an equation in which only integer solutions are allowed. The linear diophantine equations
and their solutions are among the well-known results in number theory. The study of these equations can be found
in many works such as [4]. In 1981, van Emde Boas [9] investigated the complexity of deciding solvability of linear
diophantine equations with the following form:
a1x1 + a2x2 + · · · + anxn = b (1)
where the coordinates of the solution vector (x1, . . . , xn) are subjected to some restrictions and all numbers ai , xi ,
and b are considered to be integral.
For example, the condition “xi = 0, 1” leads to the well-known KNAPSACK problem ([6], problems SP13 and
MP9) which is known to be NP-complete. Less well known is the fact that the problem remains NP-complete if the
restriction on the xi is relaxed to “x ∈ N” [8]. van Emde Boas [9] considered the condition “b = 0, xi = −1, 0,+1”
which leads to the Weak Partition problem and the condition “b = 0, |xi | ≤ K ” which leads to the Bounded
Homogeneous Linear Equation problem. They are proved to be NP-complete by van Emde Boas [9]. Furthermore,
using these results, he also proved that the Closest Vector Problem (CVP) and the Shortest Vector Problem in `∞
norm are NP-complete.
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In this paper we consider the following problem: Is there a polynomial time algorithm which can find the solution
whose `p norm is the minimum to a linear diophantine equation? We prove that if P 6= N P , there are no polynomial
time algorithms which can find the minimum solution. We study the approximation version of the problem. We
investigate the complexity of approximating the minimum solutions of linear diophantine equations in any `p norm.
We show that it is NP-hard to approximate the minimum solutions of linear diophantine equations in `p (p ≥ 1) norm
within any constant factor and within the factor nc/ log log n for some constant c > 0.
1.1. Technique
In order to obtain the NP-hardness of any constant factor, we give a reduction from the Set Cover problem to the
Shortest Integer Solution problem [5]. The reduction is similar to the reduction from the Set Cover problem to the
Closest Vector Problem given by Arora et al. [2]. Then we give a reduction from the Shortest Integer Solution problem
to the Minimum Solutions of Linear Diophantine Equations problem by encoding the column vectors as the numbers.
As for the NP-hardness of the factor nc/ log log n for some constant c > 0, a similar reduction exists from the Shortest
Integer Solution problem to the Minimum Solutions of Linear Diophantine Equations problem.
1.2. Structure of the paper
In Section 2, we give the definitions of some problems including the Shortest Integer Solution problem and
the Minimum Solutions of Linear Diophantine Equations problem and their gap versions. Section 3 describes the
reduction from the Set Cover problem to the Shortest Integer Solution problem and the reduction from the Shortest
Integer Solution problem to the Minimum Solutions of Linear Diophantine Equations problem, establishing the
hardness of approximating the Minimum Solutions of Linear Diophantine Equations problem for any `p norm
(1 ≤ p <∞). Finally, in Section 4 we present some conclusions and some open problems.
2. Preliminaries
In the section, we give the definitions of some problems. We only consider `1 norm; however the definitions and
results in this paper hold for any `p norm (1 ≤ p <∞).
Definition 1 (Shortest Integer Solution (SIS) [5]). Given (B, t) for an integer matrix B with column vectors
b1, . . . , bn and a target vector t , such that there exists (a1, . . . , an) with
∑n
i=1 aibi = t , find a vector (a1, . . . , an) that
minimizes ||a||p which is (|a1|p + · · · + |an|p)1/p. In other words, find the Shortest Integer Solution for the linear
system B · x = t.
The gap version of SIS is as follows:
g-SIS: Given (B, t, d) with B and t as before, and a number d, distinguish between the following two cases:
Yes: The Shortest Integer Solution has length d or less. No: The Shortest Integer Solution has length > g · d.
Definition 2 (Minimum Solutions of Linear Diophantine Equations (MSD)). Given (
→
a , b) for an integer vector
→
a=
(a1, . . . , an) and an integer b, such that there exists (x1, . . . , xn) with
∑n
i=1 ai xi = b, find a vector (x1, . . . , xn) that
minimizes ||x ||p. In other words, find the Shortest Integer Solution for the linear diophantine equation →a ·x = b.
The gap version of MSD is as follows:
g-MSD: Given (
→
a , b, d) with (
→
a , b) as before, and a number d, distinguish between the following two cases:
Yes: The Shortest Integer Solution for the linear diophantine equation
→
a ·x = b has length d or less.
No: The Shortest Integer Solution for the linear diophantine equation
→
a ·x = b has length > g · d.
Definition 3 (Set Cover). An instance of Set Cover consists of a ground set U and a collection of subsets S1, . . . , Sm
of U . A cover is a subcollection of the Si ’s whose union is U . The cover is said to be exact if the sets in the cover are
pairwise disjoint.
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3. Hardness of approximating MSD
In this section, we show that assuming P 6= N P , it is hard to approximate the MSD within any constant factor and
within the factor nc/ log log n for some constant c > 0. Firstly, we prove that it is hard to approximate SIS by giving a
reduction from Set Cover to SIS. Then we give a reduction from SIS to MSD.
In [3], Bellare, Goldwasser et al. show the following result:
Proposition 1. For every constant c > 1 there is a polynomial time reduction that, given an instance ϕ of SAT,
produces an instance of Set Cover and integer K with the following property: If ϕ is satisfiable, there is an exact cover
of size K, and otherwise no Set Cover has size less than c · K.
In [2], the result is used to show that the Closest Vector Problem is hard to approximate within any constant factor.
In fact, the result can be used to prove that approximating SIS within any constant factor is NP-hard.
Theorem 1. For any constant c > 1, it is NP-hard to approximate SIS within a factor c.
Proof. Let c > 1 be a constant. We reduce Set Cover to SIS. Let (U, S1, . . . , Sm), K be the instance of Set Cover
obtained in Proposition 1. We transform it to an instance of SIS as follows.
Let n be the size of U , we define an {0, 1}n×m matrix B as follows:
Bi, j =
{
1, if i ∈ S j ,
0, else
and we define t as a vector
→
1 with n coordinates that has a 1 in each coordinate.
If U has an exact cover of size K , say (Si1 , Si2 , . . . , SiK ), then let
→
x ∈ {0, 1}m be the vector that has a 1 in every
i j ( j = 1, . . . , K ) coordinate and has 0 in other coordinates. We have B· →x =
→
1 and ||x ||1 = K . So, (B, t, K ) is a
Yes instance of SIS.
If no Set Cover has size less than c · K , suppose there exists →x such that ||→x ||1 ≤ c · K and B· →x= t. Let I be
the set of all i such that xi 6= 0. Notice that |I | ≤ ∑ |xi | ≤ c · K . Therefore {Si }i∈I is not a cover. Let j ∈ U be
such that j does not belong to
⋃
i∈I Si . We have [B·
→
x ] j = 0 ([B· →x ] j denotes the j th coordinate in B· →x ). But
[B· →x ] j = 1. This is a contradiction. So for all →x such that B· →x= t , we have ||x ||1 > c · K . So, (B, t, K ) is a No
instance of SIS. 
In order to get the hardness of approximating MSD, we give a reduction from SIS to MSD. In our reduction, we
need the following result [9].
Lemma 1. Let the number ai be expressed as ai = bi + Mci , and consider the equation∑ ai xi = 0, |xi | ≤ K . If
M > K ·∑ |bi |, then this equation is equivalent to the system of equations∑
ai xi = 0 |xi | ≤ K .∑
bi xi = 0
By encoding the column vectors of matrix B in the above instances of SIS as the numbers of instances of MSD,
we give a reduction from SIS to MSD as follows:
Theorem 2. For any constant c > 1, it is NP-hard to approximate MSD within a factor c.
Proof. We reduce the instance of SIS in Theorem 1 to an instance of MSD as follows.
Let (B, t, K ) be an instance of SIS in Theorem 1. Let H = m · c · K + 1; we encode the column vectors in B
and t as the numbers as follows: t is encoded as a number b = Hn−1 + Hn−2 + · · · + 1; the first column vector
of B is encoded as a number a1 = B1,1 · Hn−1 + B2,1 · Hn−2 + · · · + Bn,1; the second column vector of B is
encoded as a number a2 = B1,2 · Hn−1 + B2,2 · Hn−2 + · · · + Bn,2; . . . ; the mth column vector is encoded as a
number am = B1,m · Hn−1 + B2,m · Hn−2 + · · · + Bn,m . So we get an instance of the linear diophantine equation:
a1x1 + a2x2 + · · · + amxm = b.
We claim that ‘Yes’ instances of SIS are translated into ‘Yes’ instances of MSD and ‘No’ instances of SIS are
translated into ‘No’ instances of MSD.
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If (B, t, K ) be a Yes instance of SIS in Theorem 1. From Theorem 1, we have a
→
x ∈ {0, 1}m such that B· →x =→1
and ||x ||1 = K . Thus, we have a1x1 + a2x2 + · · · + amxm = (B1,1x1 + B1,2x2 + · · · + B1,mxm) · Hn−1 + (B2,1x1 +
B2,2x2 + · · · + B2,mxm) · Hn−2 + · · · + (Bn,1x1 + Bn,2x2 + · · · + Bn,mxm) = Hn−1 + Hn−2 + · · · + 1 = b. So
(
→
a , b, K ) is the Yes instance of MSD.
If we have a vector
→
x= (x1, . . . , xm) such that a1x1 + a2x2 + · · · + amxm = b and ||→x ||1 ≤ c · K , then
(B1,1x1+B1,2x2+· · ·+B1,mxm−1) ·Hn−1+(B2,1x1+B2,2x2+· · ·+B2,mxm−1) ·Hn−2+· · ·+(Bn,1x1+Bn,2x2+
· · ·+Bn,mxm−1) = 0. Since |(Bn,1x1+Bn,2x2+· · ·+Bn,mxm−1)| < H , Bn,1x1+Bn,2x2+· · ·+Bn,mxm−1 = 0 (by
Lemma 1). Similarly, we get Bn−1,1x1+Bn−1,2x2+· · ·+Bn−1,mxm−1 = 0, . . . , B1,1x1+B1,2x2+· · ·+B1,mxm−1 =
0. So B· →x =→1 and ||x ||1 ≤ c · K . So the ‘No’ instances of SIS are translated into ‘No’ instances of MSD. 
Note. From the proof of Theorems 1 and 2, we can find that Theorems 1 and 2 remain correct if we replace the `1
norm with the Hamming distance.
As for the hardness of approximating MSD within the factor nc/ log log n for some constant c > 0, we need the
following result proved by Dinur et al. [5].
Proposition 2. There is some constant c > 0 for which it is NP-hard to approximate SIS within a factor g =
nc/ log log n .
In [5], an instance of Super-SAT is reduced to an instance (B, t) of SIS. Because the SIS matrix B is a {0,1}matrix
and the vector t is a {0,1} vector, we can also give a reduction from SIS to MSD like the reduction in Theorem 2. So
we get the following result:
Theorem 3. There is some constant c > 0 for which it is NP-hard to approximate MSD within a factor g = nc/ log log n .
4. Conclusion
In this paper, we show that it is NP-hard to approximate MSD within any constant factor and within the factor
nc/ log log n for some constant c > 0. Our result was obtained via SIS. In order to get the hardness of any constant
factor, we give a deterministic reduction from Set Cover to SIS and a reduction from SIS to MSD. As for the hardness
of the factor nc/ log log n , there exists a similar reduction from SIS to MSD.
One open problem is achieving the hardness of approximating the homogeneous counterpart of MSD (HMSD, i.e.
approximating the minimum solution of the equation a1x1 + a2x2 + · · · + anxn = 0).
On the basis of the hardness of the Closest Vector Problem, Goldreich et al. [7] construct a public-key cryptosystem.
Can we construct a public-key cryptosystem based on the hardness of MSD?
Similarly, can we construct a public-key cryptosystem based on the hardness of HMSD like the Ajtai–Dwork
cryptosystem [1] based on the hardness of the Shortest Vector Problem?
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