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Abstract
The effect of fluid flow on two-dimensional (2D) dendritic growth has been studied using a modified cellular automaton (MCA)-
transport model. The model adopts a CA approach for the simulation of dendritic growth and a transport model for the numerical
solution of flow dynamics and mass transport by both diffusion and convection. The physics of complete time-dependent interaction
of melt convection, mass transfer and dendritic growth during solidification is directly embedded in the present model. The model
is applied to simulate single and multi-dendritic growth of Al–Cu alloys in a forced flow. The effect of alloy composition on the
convective dendritic morphology is investigated. The simulation results show that the dendritic morphology is strongly influenced
by the presence of melt convection. The deflection of primary dendrite arms occurs in the upstream direction of fluid flow. Side
branching is largely favored in the upstream region and suppressed in the downstream region. It is also found that the asymmetric
growth features of convective dendrites are increasingly noticeable with the increase of solute composition.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
Flow behavior of molten metal in solidification processes has been regarded as an unavoidable phenomenon, either
by natural buoyancy or forced convection [1,2]. Since melt convection may alter the local heat and solutal transfer
at the solid/liquid (SL) interface, the microstructure is strongly affected by the presence of flow during solidification.
Therefore, understanding of the effects of convection on microstructural development is important for controlling
microstructure and hence mechanical properties of castings [3].
During the last decade, numerical modeling has been playing an increasingly important role in the studies
on microstructural evolution during solidification. Regarding the situation of microstructure formation with melt
convection, in order to better understand the underlying physics in this process, description and visualization of
transport phenomena and a complete time-dependent interaction of fluid flowwith phase transition become crucial. For
this purpose, there is a considerable potential for applying numerical simulations to provide satisfactory information
on the fluid mechanics, the heat and mass transfer in melt, as well as the microstructure evolution undergone during
solidification.
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Numerical simulations have been attempted to investigate the coupling mechanisms between solidification and
melt convection by phase field (PF) models [4–7], and other numerical techniques, such as sharp-interface method [8],
front tracking method [9], and the lattice Boltzmann method (LBM) [10,11]. They contribute a better visualization and
characterization of microstructural evolution in the presence of melt convection. It is noted that most of the numerical
activities mentioned above have mainly concentrated on thermal dendritic growth with convection in pure materials.
Natsume et al. carried out the PF simulations of dendritic growth in an Fe–0.15% C (mass) alloy with convection to
investigate the mechanism of dendrite deflection due to fluid flow [12]. Lan and Shih simulated isothermal and non-
isothermal free dendritic growth of a Cu/Ni binary alloy in a forced flow using an adaptive finite volume method. The
dendrite tip radius, tip speed, solute concentrations, and morphology are examined with different interface thickness
[13,14]. It is known that the simulations with the PF models require massive computer resources even when adaptive
grid methods are adopted [4,13,14].
The microstructure simulation models based on the cellular automaton (CA) technique can reproduce most of
the dendritic features observed experimentally with an acceptable computational efficiency. Recently, the present
authors proposed a 2D modified cellular automaton (MCA) coupled with a transport model to simulate the evolution
of dendritic growth in alloy solidification with melt convection [15,16]. The MCA-transport model involves a fully
coupling of the cellular automaton growth algorithm together with momentum and mass transfer. With an excellent
computational efficiency, the model is capable of reproducing the typical asymmetric growth features of both single
dendrite and multi-dendrites with various preferred growth orientations in the presence of melt convection. In the
present work, the dendritic growth behavior of Al–Cu alloys in a forced flow is further investigated using the MCA-
transport model. The effect of alloy composition on the convective dendritic morphology is examined.
2. Model description and numerical algorithm
The present work was performed based on an approach that involves the simultaneous simulations of dendritic
growth using a modified CA model, together with the numerical solution of flow and solute fields by a transport
model. The calculation domain is divided into uniform square arrangement of cells with an identical cell size for the
simulations of CA dendrite growth, fluid flow and species transport. Each cell is characterized by several variables,
such as temperature, concentration, crystallographic orientation, solid fraction, pressure, flow vector, etc., and marked
as the state of liquid ( fs = 0), solid ( fs = 1) or interface (0 ≤ fs < 1, for the newly captured interface cells fs = 0).
The interface cell also should satisfy the condition that at least one of its eight neighbors is solid.
At the beginning of simulation, the whole domain is filled with liquid with a uniform initial alloy concentration.
The undercooled flow melt, assumed as an incompressible Newtonian fluid, enters through the left surface with a
uniform inlet flow velocity and exits from the right surface with a zero velocity gradient boundary condition. The
top and bottom surfaces of the domain are treated as the symmetrical closed boundaries. The zero-flux boundary
conditions are imposed for mass transfer at four surfaces of the domain. Since nucleation is not addressed in the
present work, one or several isolated solid seeds are artificially assigned in the domain for single or multi-dendritic
growth, respectively. The seeds are given an index indicating their preferred crystallographic orientation of θ0 with
respect to the horizontal direction.
The growth of the seeds is driven by local undercooling. The local undercooling at time tn , 1T (tn), is considered
to be the sum of three contributions of solutal, thermal and curvature and given by
1T (tn) = Tl − T + m · (C(tn)− C0)− Γ (θ)K (tn), (1)
where Tl and C0 are the equilibrium liquidus temperature and the initial composition, m is the liquidus slope, Γ (θ) is
the Gibbs–Thomson coefficient. Since the focus of the present study is on the solutally driven dendritic growth with a
forced flow in a microscopic scale, for the sake of simplicity, the thermal field inside the domain is assumed as uniform
and with a constant undercooling. The local concentration C(tn) is determined by the mass and momentum transfer
simulation using a transport model which will be described below. The calculation of interface mean curvature K (tn)
can be found elsewhere [17].
The growth velocity Vg and local undercooling is related by the classical sharp-interface model [18]
Vg = µk(θ) ·1T (tn), (2)
where µk(θ) is the interface kinetics coefficient.
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It is well-known that dendrites always grow in specific crystallographic orientations. Therefore, it is necessary to
consider anisotropy in either the surface energy or interfacial attachment kinetics (or both) in the models of dendritic
growth [19]. The present model accounts for the anisotropy in both surface energy and interfacial kinetics. For an
fcc-lattice crystal of Al–Cu alloys used in the present simulations, it exhibits a fourfold anisotropies of the surface
energy and kinetics at the SL interface. The Gibbs–Thomson coefficient Γ (θ) and the interface kinetics coefficient
µk(θ) are thus given by
Γ (θ) = Γ {1− δt cos[4(θ − θ0)]}, (3)
µk(θ) = µk{1+ δk cos[4(θ − θ0)]}, (4)
where δk is the degree of kinetic anisotropy, δt is the degree of surface energy anisotropy, θ is the angle between the
normal of the SL interface and the horizontal direction, and θ0 is the preferred growth orientation of the crystal. The
angle θ can be calculated according to the gradient of solid fraction at the SL interface using the following equation
θ = arctan
(
∂y fs
∂x fs
)
. (5)
At the beginning of simulation, the growth of the solid seed is initiated by an imposed undercooling 1T . The
growth velocities of interface cells are calculated with Eqs. (1)–(5).The change rate of solid fraction of an interface
cell can thus be evaluated from the crystal growth velocity Vg as follows
∂ fs
∂t
= G Vg
1a
, (6)
where 1a is the cell spacing defined in a regular grid system as 1a = 1x = 1y. G is a geometrical factor related to
the state of neighbor cells, which is defined by
G = b0
(
4∑
m=1
s Im +
1√
2
4∑
m=1
sIIm
)
, (7)
where b0 is an empirical coefficient and it is chosen as 0.4 in the present simulations. s I and sII indicate the state of
the nearest neighbor cells and the second nearest neighbor cells, respectively. According to the state of a neighbor
cell, s I and sII are determined by
s I , sII =
{
0 ( fs < 1),
1 ( fs = 1). (8)
The geometrical factor defined by Eqs. (7) and (8) is used to account for the fact that with the increase of the
number of solid neighbor cells, the solidification rate of a cell increases. Eq. (8) also reflects the consideration that the
geometrical relation between cells is proportional to the cell spacing, i.e., the effect of the second nearest neighbor
cells is weaker than those of the nearest cells. According to Eq. (6), at one time step, the solid fraction increment of
an interface cell labeled as i can be calculated by
1 f is = Gi
V ig
1a
1t. (9)
Therefore, the solid fraction of this interface cell at time tn can be calculated by
f is (tn) =
N∑
n=1
Gi (tn)
V ig (tn)
1a
1tn, (10)
where N indicates the iteration number. At the end of each time step, the solid fraction of each cell is updated according
to Eq. (10). When f is (tn) = 1, cell i transforms its state from interface to solid and gets the same crystallographic
orientation index as its solid neighbor. This newly solidified cell in turn captures a set of its liquid neighbors to be the
new interface cells. The solidification will thus continue in the next time step.
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The incompressible fluid flow across the fixed and growing dendrite is numerically calculated by solving continuity
and Navier–Stokes equations.
Equation of continuity is
∇ · Eu = 0, (11)
Navier–Stokes equation is
ρ
∂(Eu)
∂t
+ ρ(Eu) · ∇(Eu) = −∇P +∇ · (µ∇(Eu)), (12)
where Eu is the velocity vector, ρ is the density which is considered to be identical and constant in both liquid and
solid phases, µ is the viscosity, and P is the hydrostatic pressure. In the present study of dendritic growth with melt
convection, the solidified dendrite is assumed to be rigid and stationary. No slip boundary condition is applied at the
SL interface.
It is assumed that the concentrations of solid and liquid at the SL interface are in equilibrium. The solidification at
the SL interface gives rise to the solute partition between liquid and solid according to
C∗s = kC∗l , (13)
where k is the partition coefficient, C∗s and C∗l are the interface equilibrium concentrations in solid and liquid phases,
respectively. The governing equation for solute redistribution by convention and diffusion in both solid and liquid
phases is given by
∂C
∂t
+ (ξ Eu) · ∇C = D · ∇2C + C(1− k)∂ fs
∂t
, (14)
where D is the solute diffusion coefficient which is taken as Dl and Ds in liquid and solid, respectively. At interface
region the solute diffusion coefficient is evaluated as follows.
At the interface cell,
D = Dint = fs · Ds + (1− fs) · Dl , (15)
and at the liquid/interface boundary,
D = Dl/int = 2× Dl × DintDl + Dint . (16)
The solute diffusion coefficient at the solid/interface boundary, Ds/int, can also be given in a similar form of Dl/int
as shown in Eq. (16). The second term on the right-hand side of Eq. (14) indicates the amount of solute rejection or
absorption at the SL interface, resulting from the generation of the solid fraction. ξ is a parameter which is dependent
on the state of a cell: ξ = 1 ( fs < 1) and ξ = 0 ( fs = 1). It is obvious that the species transfer in solid is purely
controlled by diffusion (ξ = 0).
The SIMPLE algorithm based on the staggered grids is applied to solve the momentum and continuity equations,
Eqs. (11) and (12). Based on the calculated velocity field in the domain, the species transfer equation is solved by a
fully implicit control volume based finite difference scheme and the tridiagonal matrix algorithm (TDMA). The hybrid
scheme is adopted to evaluate both convection and diffusion terms. Based on the calculated solute profile, the local
undercooling and the growth velocity of an interface cell are calculated using Eqs. (1)–(5). At the end of one time
step, according to the new solid fraction profile, the flow velocity field is updated using state parameter ξ . Meanwhile,
the solute field is also updated by the solute partition in interface region according to Eq. (13) and the solid fraction
increment of this time step. Using these updated velocity and solute profiles, fluid flow and mass transfer calculations
can go on in the next step. This series of calculations are repeated until the end of simulation. It is evident that melt
flow affects solute redistribution in the domain, which determines the local undercooling and thereby interface growth
velocity of the dendrite. In turn, the growing dendrite will alter solute field through solute partition and also provoke
the fluid flow to be increasing complex. Consequently, the physics of a complete time-dependent interaction of melt
convection, mass transfer and dendritic growth has been directly embedded in the present model.
Since the momentum and species transfers are implicitly calculated, whereas dendritic growth is simulated by an
explicit scheme. The largest time step for iteration is thus limited by the maximum change rate of solid fraction.
1624 M.-F. Zhu et al. / Computers and Mathematics with Applications 55 (2008) 1620–1628
Fig. 1. Simulated dendrite morphology ( fs = 0.1), solute profiles and flow vectors with 1T = 12 K and various initial alloy compositions of (a)
1% mass Cu, (b) 2% mass Cu, and (c) 4% mass Cu. The figures in the upper row indicate the pure diffusive dendrites (Pe = 0) and in the lower
ones the convective dendrites growing with left flow of Pe = 0.047.
In order to avoid numerical instability, it is considered that at least five time intervals are needed to complete the
solidification of an interface cell, so that the stable time step for the simulations is determined by
1t = 1
5
·
(
∂ fs
∂t
)−1
max
, (17)
where (∂ fs/∂t)max is the maximum solid fraction change rate obtained by scanning all interface cells during one time
step.
The physical parameters used in the present simulation are taken from the literature [15]. The non-dimensional
length, time and tip growth velocity are used by scaling the relative quantities withw0 = 10−6 m, τ0 = w20/(100µkΓ ),
and w0/τ0, respectively. The non-dimensional flow velocity is denoted by the flow Pe´clet number Pe = Ud0/Dl ,
where d0 is the capillary length and Dl is the solute diffusivity of melt, respectively.
3. Results and discussion
3.1. Effect of initial alloy composition
In our previous studies [15,16], it was found that the dendrite growth is significantly influenced by fluid flow. The
growth of the dendrite arms and side branching are all promoted on the upstream side and inhibited on the downstream
side. In the present work, the simulations have been carried out in an attempt to characterize the role of the initial
alloy composition on dendritic morphology with or without fluid flow. A square calculation domain was divided into
200 × 200 cells with a cell size of 0.4 µm. In the beginning of simulation, one nucleus with the preferential growth
orientation of 0◦ with respect to the horizontal direction was set in the center of the domain. The degree of kinetic
anisotropy δk and the degree of surface energy anisotropy δt were both chosen to be 0.3. The melt was imposed with
a constant undercooling of 1T = 12 K. Fig. 1 indicates the simulated dendrite morphology and solute profiles with
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Fig. 2. The ratio of solid fraction of the upstream region to the downstream region ( fs,up/ fs,down) as a function of the initial alloy composition
under the condition of 1T = 12 K and Pe = 0.047.
various initial compositions of (a) 1% mass Cu, (b) 2% mass Cu, and (c) 4% mass Cu. The figures on the upper row
indicate the pure diffusive dendrites growing in a static melt and the lower ones the convective dendrites growing in a
flowing melt with Pe = 0.047. The dendrites in Fig. 1 are all shown with a solid fraction fs = 0.1. It is apparent that
with an increase of alloy composition, dendrites become finer with enhanced side branches, which is consistent with
the experimental observations [20]. This trend is understandable that solute additions destabilize the tip, resulting in
a smaller tip radius and promoting side branches. It can also be seen from Fig. 1 that melt flow alters the dendritic
shape and the influence of flow is closely related to the alloy composition. In case of dilute composition of 1% of
mass Cu, the dendrite shape seems to be not affected much by the flow. As the alloy composition increases, the flow
effect, i.e. the asymmetric growth features of the convective dendrites, is getting increasingly noticeable as shown in
Fig. 1(a) through (c). Fig. 2 shows the relationship between the ratio of solid fraction of the upstream side to that of
the downstream side and the initial alloy composition. Note that the ratio of solid fraction, fs,up/ fs,down, represents a
monotonous increase with the initial Cu content.
Solidification of alloys is known to be accompanied by the liberation of solute and latent heat at the SL interface.
In the present work, a constant and uniform temperature field in the domain is imposed and the release of latent heat
has not been taken into the account. The growth of a dendrite is thus purely controlled by the transport of solute. It is
evident that the rejected solute amount, 1C = C∗l (1 − k), increases with an increase of alloy composition, resulting
in a larger solute gradient ahead of the SL interface. According to Eq. (14), a larger solute gradient will enhance the
solute transport by both convection and diffusion. Accordingly, in the presence of melt convection, the asymmetric
extent of solute distribution will increase with an increase of alloy composition, leading to more asymmetric dendritic
patterns.
The tip growth velocities of convective dendrites with various initial alloy compositions were measured and
compared with a purely diffusive dendrite so as to identify some general trends concerning the effect of alloy
composition on dendritic growth with melt convection. Fig. 3 represents the growth velocities of different tips
with various initial alloy compositions with fluid flow of Pe = 0.047: (a) upstream tip, (b) perpendicular tip, (c)
downstream tip, and (d) without flow. As shown in Fig. 3, a general trend is that after an initial rapid growth, the
tip velocities fall to steady-state levels related to different alloy compositions. Typically, with an increase of alloy
composition, the growth of a dendritic tip in steady-state propagation regions becomes slower. This tendency coincides
with the theoretical predictions [21]. From the foregoing analysis, the rejected amount of solute from the growing
dendrites increases with an increase of alloy composition, leading to a higher solute accumulation in the SL interface.
It can be understood that a higher local solute accumulation at the SL interface will give rise to a larger negative
solutal undercooling and thereby a smaller dendritic growth velocity.
Notably, the effect of alloy composition on the growth of tips in a convective dendrite is also significantly dependent
upon the relative direction between tip growth and fluid flow. In order to further quantitatively assess the influence
of alloy composition on the growth dynamics of convective dendrites, the growth velocities of tips of the convective
dendrites are normalized by the data of the diffusive dendrites. The normalized tip velocities are then related to
the initial alloy composition and the results are presented in Fig. 4. As shown, in case of an alloy composition
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Fig. 3. Effect of initial alloy composition on tip velocity with1T = 12 K and Pe = 0.047: (a) upstream tip, (b) perpendicular tip, (c) downstream
tip, and (d) without flow (Pe = 0).
Fig. 4. The normalized tip velocity as a function of the initial alloy composition with 1T = 12 K and an inlet flow of Pe = 0.047.
of C0 = 1.0% mass Cu, the normalized velocities of the upstream, perpendicular and downstream tips all nearly
approach one, implying that the melt convection of Pe = 0.047 does not affect dendritic growth so much in this alloy.
With an increase of alloy composition, the normalized velocities of the upstream and perpendicular tips increase and
the effect on the upstream tip is obviously stronger. On the contrary, the normalized velocity of the downstream tip
gradually becomes slower with an increase in alloy composition. As discussed previously, even for an identical melt
convection field, higher alloy composition will promote solute transport from the upstream region to the downstream
region. Consequently, the increased alloy composition will accelerate the growth of the upstream and perpendicular
tips, while it slows down the growth of the downstream tip compared to the case of no convection.
3.2. Multi-dendritic growth in the directional solidification with melt convection
The present model has also been applied to model the multi-dendritic growth behavior in the presence of melt
convection. Fig. 5 indicates the simulated flow vectors, solutal profiles and dendritic growth features of directionally
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Fig. 5. Simulated multi-dendrite morphology, solute profiles and velocity vectors of an Al–3% Cu (mass) alloy under directional solidification with
1T = 12 K and left flow (Pe = 0.07) for various elapse times (a) 5.55× 102t/τ0, (b) 1.06× 103t/τ0, (c) 1.47× 103t/τ0, and (d) without flow.
solidified Al–3% mass Cu alloy with a melt flow rate of Pe = 0.07 from left to right for various elapse times: (a)
5.55×102t/τ0, (b) 1.06×103t/τ0, and (c) 1.47×103t/τ0. The dendritic morphology of the same alloy obtained from
the absence of melt convection is presented in Fig. 5(d) for comparison. The calculation domain consists of 260×210
cells with a cell size of 2 µm. The temperature field in the entire calculation domain was assumed to be homogeneous
and constant, and imposed with a undercooling of 1T = 12 K. The degree of kinetic anisotropy δk and the degree of
surface energy anisotropy δt were both taken as 0.5 for this simulation. At the beginning of calculation, six solid seeds
were assigned on the bottom of the calculation domain with a uniform arrangement. The seeds were assumed to have
the same crystallographic orientation of θ0 = 0◦ with respect to the vertical direction. It can be seen from Fig. 5(d) that
in the case without melt convection, a symmetrical solute profile is produced around the growing dendrites, leading to
the symmetrical dendritic morphology with well-developed side branches. Notably, the solute concentration is highly
enriched in the inner-dendrite region due to the solute partition at the SL interface. It is evident that the enriched
solute is quite difficult to be transported away from the impacted inner-dendrite array by diffusion. On the other hand,
the dendrites directionally solidified with melt flow exhibit the asymmetrical growth morphology. Side branches are
found to be largely favored on the upstream edges of the main stems and nearly completely suppressed on the other
side. Besides, the secondary dendrite arms formed in the upstream region appear to grow a little upwards. Note that
bulk fluid flow moving from left to right distorts significantly the solute profile around the growing dendrites. The
solute concentration is lower in the liquid around the forehead of the dendrites and higher on the rear of the main
stems, which represses side branches into the secondary dendrite arms on the right-hand side of dendrites. Another
interesting phenomenon is that the main stems are no longer vertical and obviously deflected into the incoming flow.
In addition, with the growth of dendrites, the stems become increasing thicker. It can also be noted that in the later
stage, the flow velocity around the dendrite tips becomes much faster than the early stage due to the impingement
of fluid flow against the deflected growing dendrites. However, in the inner-dendritic region fluid flow has gradually
faded out as shown in Fig. 5(a) through (c).
It is noted that the present model has some advantages. For example it can perform the simulations of dendrite
growth with well-developed side branches without the need of imposing any artificial noise. In addition, the model
is quite computationally efficient. The calculation time in the present study is about 5 min, 18 min and 2 h for pure
diffusive single dendrite simulation (Fig. 1), convective single dendrite simulation, and convective multi-dendrite
simulation (Fig. 5), respectively, on a PC Pentium IV with CPU-2.4 GHz.
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4. Conclusions
The solutally driven dendritic growth of Al–Cu alloys with melt convection has been simulated based on a
MCA-transport model. The model includes the solutal and the curvature contributions on the equilibrium interface
temperature, considers the preferred growth orientation of crystal and solute redistribution by both diffusion and
convection during solidification. The present model can satisfactorily simulate and visualize the complex time-
dependent interaction between fluid flow, mass transport in melt, and dendritic growth during solidification. The
free dendritic growth behavior from an undercooled melt was investigated as a function of alloy composition. The
simulation results show that melt convection significantly affects dendritic growth behavior, and that the tip velocity
is enhanced and inhibited in the upstream and downstream regions, respectively. Alloy composition is found to play
an important role on the growth of convective dendrites. With an increase of alloy composition, the effect of melt
convection on dendritic growth becomes increasingly stronger. The present model can also be applied to predict the
multi-dendritic growth morphology formed in the presence of fluid flow. The dendrites directionally solidified in a
flowing melt represent the typical asymmetrical growth patterns. Side branches are largely favored in the upstream
region of the main stem and almost completely suppressed in the downstream region. The advanced main stems are
found to be gradually deflected into the incoming flow and getting thicker. The simulation results reveal the interaction
nature of the melt flow, solute redistribution and phase transition during the solidification of alloys.
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