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Vorwort
Im Oktober  berichtete mir Ingo Althfer von seinen Beobachtungen dass mehrere
verschiedene Schachcomputer als gemeinsames Team st	rker spielen knnen als jeder be

teiligte Einzelcomputer Von dem Team galt ein Spielzug als vorgeschlagen wenn er unter
allen Einzelvorschl	gen der Computer am h	ugsten vorgekommen war Durch seine Er

folge im Computerschach hinreichend motiviert setzte Ingo Althfer als mein Doktorvater
mich darauf an Mehrheitsans	tze in der Kombinatorischen Optimierung auszuprobieren
Seine Worte damals waren Ich habe da ein gutes Gefhl Es kommt sicher was dabei
heraus Im Laufe der Zeit wird sich auch ein mathematischer Kern entwickeln
Innerhalb von knapp vier Jahren ist eine mathematische Dissertation daraus geworden
Ich mchte Ingo Althfer an dieser Stelle fr seine wegweisende Intuition und die gro

artige Betreuung w	hrend dieser Zeit danken Wenn sich auch keine tieiegende mathe

matische Theorie entwickelt hat schat dennoch eine Vielzahl von Experimenten einen
umfassenden Eindruck der Wirkungsweise der Mehrheitsbildung bei einer Reihe von Op

timierungsproblemen
Mein besonderer Dank gilt dem Rechenzentrum der Fakult	t fr Mathematik und Infor

matik sowie dem Institut fr Angewandte Mathematik der Friedrich
Schiller
Universit	t
Jena Bei der Erstellung dieser Arbeit wurden alle fr mich greifbaren Rechner beider Ein

richtungen ber Jahre exzessiv genutzt Die verwendeten Computerprogramme wurden
ausschlielich in der Programmiersprache C verfasst
Weiterhin mchte ich auch den Kollegen und Studenten danken die in irgendeiner Weise
zum Entstehen dieser Arbeit beigetragen haben Neben Ingo Althfer sind Lorenz Hem

pel Andr Henning Ingolf Koch Volkmar Liebscher Dieter Schtze und Stefan Schwarz
besonders hervorzuheben Sie alle haben mir in diversen Diskussionen neue Sichtweisen
ernet und wichtige Anregungen gegeben Ferner gebhrt Dieter Kaiser und Holger Gra

bow mein Dank fr ihre Soforthilfen bei allen computertechnischen Problemen Schlielich
mchte ich mich bei Ulrike Grunert herzlich bedanken die den Text mit groer Sorgfalt
durchsah und sich eigens fr mich einem Selbststudium der neuen Regeln der deutschen
Rechtschreibung von  unterzog
Fr mich bleibt die Honung dass ber kurz oder lang verschiedenste Anwendungen
in irgendeiner Weise vom Nutzen der Mehrheitsbildung protieren werden Insbesondere
wrde ich mir wnschen dass die zu Grunde liegenden Ideen an ein mglichst groes Pub

likum aus diversen Wissenschaftsrichtungen herangetragen werden So wurde versucht die
Arbeit auch fr Nicht
Eingeweihte der Kombinatorischen Optimierung oder der Mathe

matik verst	ndlich zu halten An verschiedenen Stellen werden kommentarlos Symbole fr
grundlegende mathematische Standardgren verwendet Der Leser sei in solchen F	llen
auf das Symbolverzeichnis im Anhang verwiesen
Jena September 
Claus Rose
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Einleitung
In der Kombinatorischen Optimierung hat man es mit einer Aufgabenstellung der folgen
den Art zu tun Gegeben sei eine endliche Menge V sowie eine Abbildung f   V   IR Die
Elemente von V heien Lsungen Gesucht ist eine global maximale bzw global minima
le Lsung	 dh ein x
 
 V mit grtem bzw kleinstem f Wert unter allen Elementen
von V  Die Bestimmung einer global minimalen Lsung bzgl f entspricht der Ermittlung
einer global maximalen Lsung bzgl f und umgekehrt Man kann sich daher auf einen
der beiden F
lle zurckziehen Im Folgenden werden Maximierungsaufgaben angenom
men Oft gehrt solch eine Aufgabe einem schwierigen	 etwa NPvollst
ndigen Maximie
rungsproblem an und ist innerhalb der verfgbaren Rechenzeit nicht zu bew
ltigen Man
ist dann gezwungen	 Algorithmen zur exakten Lsung der Aufgabe durch eine Heuristik
zu ersetzen Heuristiken liefern im Allgemeinen statt einer global maximalen Lsung x
 
nur eine oder mehrere suboptimale Lsungen Diese sind Lsungen mit schlechterem	 dh
kleinerem f Wert als fx
 
	 welche aber vom Benutzer als gut oder wenigstens brauchbar
angesehen werden Ihre Bestimmung sollte in vertretbarer Zeit mglich sein
Statt der unabh
ngigen Ermittlung von etwa K solchen guten Lsungen bietet sich
folgende Alternative an Man bestimme mittels einer Heuristik zun
chst L  K gute
Lsungen x
 
 x

  x
L
 V unabh
ngig voneinander Dann beziehe man diese Lsungen
in die Ermittlung einer L  ten guten Lsung x
L 
 V ein Im Fall V  f g
n
und L ungerade besteht hierfr die Mglichkeit	 einen Konsens aus x
 
  x
L
im folgenden
Sinne zu bilden Fr jedes i  f  ng wird als ite Komponente einer Lsung x  f g
n
der mehrheitlich vorkommende Eintrag der iten Komponenten von x
 
  x
L
gesetzt Die
Erwartung ist	 dass die Heuristik mit Startvektor x zu einer Lsung x
L 
fhrt	 die besser
als x
 
  x
L
ist Bei einer geraden Anzahl L ermittelter Lsungen kann es passieren	 dass
in den iten Komponenten fr irgendein festes i so viele Nullen wie Einsen auftreten
Dann ist die ite Komponente von x nicht eindeutig Die Mehrdeutigkeit kann aber durch
zuf
llige Wahl aus f g behoben werden Zu Lsungen x
 
  x
L
fr beliebiges L ist
also ein Vektor x mit folgender Eigenschaft konstruierbar Falls fr festes i  f  ng
in den iten Komponenten von x
 
  x
L
eine Mehrheit fr  oder  vorliegt	 so steht der
mehrheitlich vorkommende Eintrag auch in der iten Komponente von x x heit deshalb
ein Mehrheitsvektor zu x
 
  x
L
 Die Konstruktion von x heit Mehrheitsbildung  Fr
die vorliegende Dissertation sind die Mehrheitsbildung im f g
n
und ihr Nutzen fr die
Kombinatorische Optimierung der zentrale Gegenstand aller Untersuchungen
Auerhalb der Kombinatorischen Optimierung ist man in verschiedensten Situationen mit
dem Prinzip	 Mehrheitsentscheidungen zu treen	 vertraut Man denke etwa an diverse
Wahlverfahren von demokratischen Parlamenten bis hin zu Vereinsvorst
nden Im Bereich
des Computerschachs verglich Althfer  die Spielst
rke einer Gruppe von Schach
computern mit der Spielst
rke jedes beteiligten Einzelcomputers Zur Verfgung standen
insgesamt  verschiedene Computer Ein Spielzug galt von einer Gruppe von Compu
tern als vorgeschlagen	 wenn er unter allen Einzelvorschl
gen am h
ugsten auftrat Bei
Unentschiedenheit wurde gelost Als Ma fr die Spielst
rke wurde in  nachgespielten
Weltmeisterpartien die Anzahl derjenigen vorgeschlagenen Zge zu Grunde gelegt	 die in
den Originalpartien vom jeweiligen Sieger tats
chlich durchgefhrt worden waren Es stell
Einleitung 
te sich heraus dass die durchschnittliche Spielstrke aller mglichen Gruppen fester Gre
s   f g  f    g monoton mit s wchst Ferner war die beste Gruppe fester Gre
s   f    g fr jedes s besser als jeder beteiligte Einzelcomputer Althfer 	
 und
Arlt 
 beobachteten darber hinaus dass die Spielstrke einer Gruppe von Schachcom
putern noch weiter gesteigert werden kann wenn der Einuss jedes Einzelcomputers auf
den gemeinsam vorgeschlagenen Zug auf geeignete Weise gewichtet wird
Man rechnet leicht nach dass die Mehrheitsvektoren zu L Lsungen x
 
  x
L
  f  g
n
gerade die Mediane zu x
 
  x
L
im diskreten Hyperwrfel f  g
n
mit der Hamming
Nachbarschaft sind Bemerkung 		 S  Ist G  VE ein beliebiger ungerichteter
endlicher Graph und sind x
 
  x
L
  V  so heit x   V Median zu x
 
  x
L
  V  wenn
L
X
 
d
G
x

 x  min
v V
L
X
 
d
G
x

 v
gilt d
G
u v gibt dabei die Lnge eines krzesten Pfads dh die Zahl seiner Kanten
zwischen zwei Knoten u und v in G an Mehrheitsbildung im f  g
n
ist also ein Spe
zialfall von Medianbildung Fr sehr einfache Graphen G nmlich bei endlichen Pfaden
bzw Kreisen untersuchten Liebscher und Walcher 	
 theoretisch das Grenzwert
verhalten von iterierter Medianbildung Gegeben sei eine Wahrscheinlichkeitsverteilung
P

 p

v

v V
auf V  Fr t   sei P
t
 p
t
v

v V
wie folgt deniert p
t
v
ist fr v   V die
Wahrscheinlichkeit dass v Median zu zwei zufllig gem P
t 
gewhlten Knoten x y   V
mit jd
G
v x d
G
v yj    ist Zur Untersuchung standen Konvergenzeigenschaften der
Folge P
t

t  

Der heutige Stand der Theorie zur Medianbildung ist weit davon entfernt fr komple
xere Graphen wie den Hyperwrfel f  g
n
quantizierbare Aussagen zum Konvergenz
verhalten iterierter Medianbildung zu machen Ferner sind bei Heuristiken zu praxis
relevanten Optimierungsproblemen in aller Regel nur sehr wenige beobachtete Eekte
theoretisch fundierbar Die groe Kluft zwischen den theoretischen Grundlagen und den
praktischen Fragestellungen rechtfertigt einen experimentellen Zugang zu dieser Thema
tik Im Rahmen der vorliegenden Arbeit werden Beobachtungen zur Mehrheitsbildung
bei diversen Optimierungsproblemen mit Lsungsraum f  g
n
vorgestellt Im Einzelnen
werden MaxSAT ein Dynamisches Optimierungsproblem ein IsingSpinglasProblem
ein ShiftregisterProblem und ein RucksackProblem untersucht Als Heuristiken werden
verschiedene Varianten lokaler Suche
 
eingesetzt Ein Lauf lokaler Suche mit zufllig in
f  g
n
gleichverteilt gewhlter Startlsung wird als zuflliger Lauf bezeichnet Startet
lokale Suche dagegen in einem Mehrheitsvektor soll von einem Mehrheitslauf gesprochen
werden
Die lokale Suche wird hinsichtlich ihres EingabeAusgabeVerhaltens als Black Box auf
gefasst Bei Input einer vorgegebenen Lsung x wird irgendeine gute Lsung y erzeugt
Diese Black Box wird auf L unabhngige zufllige Startlsungen s
 
 s

  s
L
angewendet
Zu den Ergebnissen x
 
 x

  x
L
bildet man dann einen Mehrheitsvektor x und bergibt
diesen als Eingabe an die Black Box Als Ausgabe wird ein bestimmtes Ergebnis x
L 
ge
liefert Das gesamte Experiment wiederholt man etliche Male Dabei werden die f Werte
 
siehe auch 
  Einleitung
von x
 
  x
L
getrennt vom f Wert von x
L 
gesammelt Am Ende werden die beiden
Typen von f Werten gegenber gestellt Bei einer Reihe von BenchmarkProblemen
zeigt sich dass die f Werte nach der Mehrheitsbildung typischerweise besser sind als die
f Werte bei zuflliger Startl	sung 
Abschnitt 
Neben praxisnahen Benchmarks werden auch zufllig erzeugte Probleminstanzen fr die
Anwendung der Mehrheitsbildung herangezogen 
Abschnitt  Bei allen untersuch
ten Optimierungsproblemen im f  g
n
stellt sich heraus dass die Zielfunktionswerte aus
Mehrheitslufen im Durchschnitt besser sind als die Werte aus zuflligen Lufen Ferner
machen Mehrheitslufe im Mittel weniger Schritte als zufllige Lufe Diese Beobachtun
gen lassen sich fr jede Dimension n machen
Anders fallen die Ergebnisse aus wenn der Erfolg der Mehrheitsbildung auf folgen
de Weise gemessen wird Sei max
zf
der beste f Wert aus L   zuflligen Lufen und
max
Mh
der beste f Wert aus L zuflligen Lufen und einem anschlieenden Mehrheits
lauf Die Startl	sung des Mehrheitslaufs sei dabei ein Mehrheitsvektor zu den L L	sungen
der vorangegangenen zuflligen Lufe Bei Vergleich von max
zf
und max
Mh
sind prinzipi
ell drei verschiedene Ergebnisse m	glich nmlich max
Mh
 max
zf
 max
Mh
 max
zf
und
max
Mh
 max
zf
 Bei MaxSAT dem Dynamischen Optimierungsproblem dem Ising
SpinglasProblem und dem ShiftregisterProblem zeigt sich dass die Heuristik besonders
bei groen Problemparametern n von der Mehrheitsbildung protiert Fr groe n tritt ty
pischerweisemax
Mh
 max
zf
als Ergebnis auf Seine relative Hugkeit geht fr n ge
gen    Bei kleinen Parametern n berwiegen dagegen die Ergebnisse max
Mh
 max
zf
bzw max
Mh
 max
zf
 Letzterer Parameterbereich wird als Misserfolgstal bezeichnet Fr
zufllig erzeugte Instanzen des RucksackProblems stellt sich heraus dass Mehrheits
lufe nur in einem beschrnkten Intervall von Parametern n empfehlenswert sind Das
RucksackProblem ist das einzige untersuchte Optimierungsproblem bei dem die Mehr
heitsbildung fr groe Parameter n keinen Erfolg im Sinne einer berlegenheit von
max
Mh
gegenber max
zf
aufweist
Zur besseren Einschtzung der Mehrheitsbildung wird ein allgemeines Modell randomi
sierter Mehrheitsbildungen zur Erzeugung von Startl	sungen x  f  g
n
aus L Aus
gangsl	sungen x
 
 x

  x
L
 f  g
n
aufgestellt Die ite Komponente von x wird dabei
mit einer gewissen Wahrscheinlichkeit p
j
i
    als  und mit RestWahrscheinlichkeit
  p
j
i
als   gewhlt j
i
ist dabei die Anzahl der Einsen in den iten Komponenten von
x
 
  x
L
 Sei speziell L   Dann gilt im Beispiel der Mehrheitsbildung p

 p
 
   und
p

 p

  Setzt man im allgemeinen Modell aus Symmetriegrnden p

   p
 
und
p

 p

 so hngt die Bildungsregel nur noch von den beiden Gr	en p

und p
 
ab Sie
wird dann als 	p

 p
 

Regel bezeichnet Bei zufllig erzeugten Instanzen zu MaxSAT
treten folgende Eekte auf 
Abschnitt 
 Unter allen 	p

 p
 

Regeln mit 	p

 p
 

    

fhrt die Mehrheitsregel typischer
weise sowohl zu den besten durchschnittlichen f Werten als auch zu den kleinsten
durchschnittlichen Schrittzahlen Dies gilt fr alle getesteten Problemgr	en n
 Sei max
p
 
p


der beste f Wert aus drei zuflligen Lufen und einem vierten Lauf des
sen Startl	sung durch Anwendung der 	p

 p
 

Regel aus den zuvor erzeugten guten
L	sungen hervorgeht
Einleitung 
 a Fr Parameter n auerhalb des Misserfolgstals ist die   Regel dh die Mehr
heitsregel empfehlenswert Es gilt
max
  
  max
 p
 
 p

  

max
 p
 
 p


 b Fr kleine Parameter n innerhalb des Misserfolgstals fhrt die Antimehrheitsre
gel dh die   Regel typischerweise zu den besten Werten max
 p
 
 p


unter
allen  p

 p

   

 An die drei zuflligen Lufen sollte sich also ein Antimehr
heitslauf anschlie	en
 c Fr groe Parameter n innerhalb des Misserfolgstals ist typischerweise die  






Regel optimal Hier sind also vier zufllige Lufe ratsam
Wie bereits bemerkt sind im Fall des RucksackProblems Mehrheitslufe bei zufllig
erzeugten Instanzen nur in einem beschrnkten Intervall von Problemparametern n emp
fehlenswert  Abschnitt 

 Au	erhalb dieses Intervalls sind Antimehrheitslufe den
Mehrheitslufen vorzuziehen  Abschnitt 
Ein Vergleich der zu erwartenden Werte fr max
 p
 
 p


unter verschiedenen Paaren  p

 p


ist in praktischen Situationen mit EchtzeitBedingungen von Bedeutung wenn dem Re
chensystem innerhalb krzester Zeit eine mglichst gute Lsung abgefordert wird Ange
nommen es sind bereits L zufllige Lufe lokaler Suche gemacht worden Die zur Ver
fgung stehende Restzeit erlaube nicht mehr als einen weiteren Lauf Dann steht eine
Entscheidung an nach welcher  p

 p

Regel die Startlsung fr den abschlie	enden Lauf
gebildet werden soll
Sind die RechenzeitVorgaben gro	zgig besteht die Mglichkeit  randomisierte Mehr
heitsbildung wiederholt anzuwenden Sie kann beispielsweise als Rekombinationsoperator
in Genetischer Suche eingesetzt werden Bei MaxSAT dem ShiftregisterProblem oder
dem IsingSpinglasProblem tendieren die gefundenen f Werte typischerweise dazu mit
wachsender Generationenzahl besser zu werden Die Schrittzahlen werden dabei kleiner
Diese Eekte treten bereits ohne Zusatzma	nahmen wie Elitismus Mutation oder tness
abhngige Selektion
 
auf  Abschnitt 

Bei zufllig gewhlten Instanzen des ShiftregisterProblems sowie des Dynamischen Opti
mierungsproblems werden ferner Ergebnisse zur Optimierung von Populationsgr	e  und
Elternzahl L in Genetischer Suche vorgestellt  Abschnitt 

 Die Aussagen sind beim
ShiftregisterProblem im Mittel ber alle Instanzen zum Parameter n   zu verste
hen beim Dynamischen Optimierungsproblem zum Paramter n    Es zeigt sich
dass bei jeder festen Populationsgr	e  Elternzahl 
 fr die Rekombination mit Mehr
heitsbildung optimal ist Das Optimalittskriterium ist dabei der beste f Wert f

  L
der in den Populationen aus  Generationen insgesamt auftritt Bei fester Elternzahl L
werden die Werte f

  L mit wachsender Populationsgr	e  besser Bei der Einstim
migkeitsbildung  welche die Startlsung eines Laufs lokaler Suche gem	 der  


Regel
festlegt ist Elternzahl  oder auch hher  bei kleinen Populationen ratsam Die Einstim
 
Eine ausfhrliche Diskussion zu Elitismus Mutation und Selektion ndet man beispielsweise in 
	

  Einleitung
migkeitsbildung mit Elternzahl  erbringt typischerweise bessere beste gefundene f Werte
als die Mehrheitsbildung mit beliebiger Elternzahl
Die vorliegende Dissertation ist in vier Kapitel unterteilt In Kapitel I werden die ver
wendeten Varianten lokaler Suche sowie die untersuchten Problemklassen detailliert vor
gestellt Kapitel II beschreibt im Wesentlichen die experimentellen Ergebnisse zu den
Vergleichen von max
zf
und max
Mh
 In Kapitel III wird das Modell der randomisierten
Mehrheitsbildungen diskutiert Kapitel IV beschftigt sich schlielich mit wiederholter
randomisierter	 Mehrheitsbildung
 insbesondere in Genetischer Suche
Im Anhang wird ergnzend ein spezieller Typ von SchedulingProblemen
 
Stundenplan
Problemen	 behandelt Der Lsungsraum ist hier nicht f g
n

 sondern eine komplexere
Menge V zur Modellierung der Stundenplne In einem Stundenplan sind die Anfangs und
Endzeiten aller Termine vermerkt Ein Konsens aus L Stundenplnen S

 S

  S
L
 V
kann wie folgt gebildet werden Man berechne fr jeden Termin den Mittelwert seiner
L Anfangszeiten Dann sortiere man die Mittelwerte der Gre nach aufsteigend Gem
dieser Reihenfolge fge man die Termine in einen neuen Stundenplan S ein Diese Mittel
wertbildung in V wird analog zur Mehrheitsbildung in f g
n
behandelt Als Heuristik
zur Bestimmung guter Stundenplne wird wieder lokale Suche eingesetzt Startet lokale
Suche in einem Stundenplan
 der durch Mittelwertbildung entstanden ist
 wird von einem
Konsenslauf gesprochen
Bei der Mittelwertbildung treten im Wesentlichen die gleichen Ergebnisse wie bei der
Mehrheitsbildung auf Ab einer bestimmten Problemgre ist es besser
 statt L   zu
fllige Lufe lokaler Suche nur L zufllige Lufe und einen anschlieenden Konsenslauf
zu machen Bei kleinen Problemparametern ist dagegen von Konsenslufen abzuraten
Es tritt also auch bei der Mittelwertbilung ein Misserfolgstal auf Anhang A 	 Fer
ner sind auch bei Einsatz der Mittelwertbildung zur Rekombination in Genetischer Suche
die Beobachtungen mit denen der Mehrheitsbildung vergleichbar Die ermittelten Ziel
funktionswerte tendieren dazu
 mit wachsender Generationenzahl besser zu werden Dies
geschieht bei gleichzeitiger Abnahme der durchschnittlichen Schrittzahlen der Lufe loka
ler Suche Beide Tendenzen zeichnen sich ohne Elitismus
 Mutation oder tnessabhngige
Selektion ab Anhang A  	
 
siehe auch 
Kapitel I
Grundlagen
Der technische Fortschritt innerhalb der letzten fnfzig Jahre hat dem Menschen sowohl
im beruichen als auch im privaten Alltag neue Perspektiven ernet Insbesondere der
Einsatz von Computern ist heute in praktisch allen Bereichen des tglichen Lebens kaum
noch weg zu denken Mit den gewachsenen Mglichkeiten sind aber gleichzeitig auch die
Ansprche der Menschen in materieller wie auch in ideeller Hinsicht gestiegen Wo man
sich noch vor wenigen Jahrzehnten mit der bloen Automatisierung einfacher Handgrif	
fe zufrieden gab
 sind heute Hochleistungsrechner selbstverstndlich
 die die menschliche
Arbeitskraft sowohl hinsichtlich ihrer Eektivitt als auch ihrer Ezienz um ein Vielfa	
ches bertreen Man ist lngst dazu bergegangen
 komplizierte Probleme vollstndig
vom Rechner lsen zu lassen
 ohne dass menschliche Eingrie erforderlich sind Natrlich
sind auch Szenarien denkbar
 in denen der Mensch interaktiv den Verlauf von Berech	
nungen beeinusst und dabei sein eventuelles Expertenwissen einbringt Interaktive oder
halbautomatische Verfahren werden in dieser Arbeit allerdings keine Rolle spielen
In der Kombinatorischen Optimierung geht man von einer Aufgabenstellung des folgen	
den Typs aus Gegeben sei eine endliche Menge V sowie eine Abbildung f   V   IR

die sogenannte Zielfunktion V wird als Lsungsraum bezeichnet
 seine Elemente als
Lsungen Gesucht ist eine global maximale Lsung
 dh eine Lsung v  V mit dem
grten f 	Wert unter allen Elementen von V  Im Prinzip lsst sich dieseMaximierungs
aufgabe in endlich vielen Schritten lsen Man enumeriert die Elemente von V 
 bestimmt
ihre f 	Werte und merkt sich ein oder besser gleich alle Elemente mit maximalem Wert
Ist der Mensch allein mit dieser Aufgabe berfordert
 kann er sie an eine Maschine de	
legieren Natrlich ist hier eine Formulierung der Zielfunktion f vorauszusetzen
 die die
Werte fv bei Eingabe von v an einen Rechner fr diesen evaluierbar macht Ist V jedoch
so gro
 dass die zur Verfgung stehende Rechenzeit nicht gengt
 scheidet diese Methode
aus Man muss dann dazu bergehen
 sich auf die Auswertung einiger weniger Elemente
von V zu beschrnken
Trotz der rasanten Entwicklung in der Computerindustrie sind die Grenzen des Rechners
bei praxisrelevanten Aufgabenstellungen auch heute in der Regel schnell erreicht Zwar
machen Maschinen mit schnelleren Prozessoren und grerer Speicherkapazitt die L	
sung komplexerer Aufgaben mglich  die Steigerung der Leistungsfhigkeit steht aber
kontinuierlich im Wettlauf mit den menschlichen Ansprchen an die Rechentechnik
Ein mageblicher Anteil am Fortschritt des Machbaren ist auf die laufende Weiterent	
wicklung ezienter Algorithmen zurckzufhren Ihr Entwurf setzt sowohl mathemati	
sche Theorie als auch praktische Erfahrung in stndig wachsendem Ma voraus Meist ist
die zu betrachtende Menge V kein vllig amorphes Gebilde Sie besitzt vielmehr irgend	
welche Struktur
 die es im Idealfall dem Aufgabensteller ermglicht
 gezielt Algorithmen
zu entwerfen
 welche einen Groteil schlechter Lsungskandidaten auer Acht lassen Die
  Kapitel I Grundlagen
Entscheidung welche Kandidaten ausscheiden lsst sich manchmal a priori treen oft
aber auch erst zu Laufzeiten eines entsprechenden Programms Ungeachtet dessen be
kommt der Benutzer am Ende eine optimale Lsung geliefert
Bei praxisrelevanten Aufgaben reicht jedoch das Strukturwissen typischerweise nicht da
zu aus den Lsungsraum V hinreichend einzuschrnken Hu	g kann man sogar ma
thematisch beweisen dass die vorliegende Optimierungsaufgabe Instanz eines praktisch
nicht handhabbaren Problems ist Darunter fallen insbesondere NPschwere bzw NP
vollstndige Probleme die sich vermutlich nicht in einer in der Zahl der instanzkodie
renden Bits polynomiellen Anzahl an Operationen lsen lassen
 
In solchen Fllen bleibt
dem Problemsteller nur noch 
brig seine Anforderungen abzuspecken Statt mit einer
optimalen Lsung v   V hat er sich mit einer suboptimalen Lsung zufrieden zu geben
dh mit einem Element von V  das den f Wert zwar nicht maximiert aber dennoch f
r
den Benutzer brauchbar ist F
r zahlreiche Probleme mit handhabbaren Strukturen sind
heute eziente Approximationsalgorithmen bekannt deren Ergebnisse vergleichsweise ge
ringf
gig am grtmglichen Wert vorbeigehen
Die Struktur mancher Probleme ist so schwer algorithmisch fassbar oder ausnutzbar dass
weder eziente exakte konstruktive Lsungsalgorithmen noch eziente gute Approxi
mationsalgorithmen bekannt sind Im schlimmsten Fall bleibt nur zuflliges oder sogar
willk
rliches Suchen Random Search Man greift stichprobenartig Elemente aus V her
aus so lange Rechenzeit 
brig ist und 
bernimmt am Ende die beste gefundene Lsung
Oft erweist sich die Realitt jedoch als nicht ganz so katastrophal Denkbar ist beispiels
weise dass V eine Struktur enthlt so dass alle oder wenigstens viele gute Lsungen
Gemeinsamkeiten aufweisen Welche Lsungen dabei als gut bezeichnet werden sollten
bleibt noch zu klren
Betrachte beispielsweise das Problem MaxSAT In einer Instanz von MaxSAT ist der
Lsungsraum V der diskrete Hyperw
rfel f  g
n
und die Zielfunktion f  V  IR de	niert
durch
fx 
m
X
j 
max fLx j L   L
j
g
wobei L
j
f
r jedes j   f  mg eine endliche Menge von Abbildungen der Form

i
 f  g
n
 f  g 
i
x

  x
n
  x
i
 i   f  ng

i
 f  g
n
 f  g 
i
x

  x
n
   x
i
 i   f  ng
ist Falls nun 
i
mit i   f  ng in mindestens einer Menge L
j
vorkommt nicht aber

i
 so ist in einer guten Lsung x  x

  x
n
   V die Komponente x
i
  zu erwarten
Zumindest verkleinert sich der f Wert einer beliebigen Lsung nicht wenn ihre ite Kom
ponente auf  gesetzt wird In der Gesamtheit der guten Lsungen wird der ite Eintrag
also 
berwiegend  sein Entsprechend stehen in der iten Komponente guter Lsungen
mehrheitlich Nullen wenn nur 
i
 nicht aber 
i
in L

   L
m
vorkommt Treten die
Abbildungen 
i
und 
i
bei festem i zwar gemischt aber sehr ungleich verteilt auf so kann
man wenigstens darauf hoen dass in guten Lsungen der Eintrag gem des mehrheitlich
vorkommenden Typs 
berwiegt
 
Eine Sammlung NPvollstndiger Probleme ndet man in 	
 
Sei nun umgekehrt bereits eine Liste guter Lsungen auf irgendeine Weise ermittelt wor
den Dann besteht die Honung darin dass ihre tragenden Eigenschaften in den Mehr
heitsvektor ein	ie
en der durch komponentenweisen Mehrheitsentscheid aus den Aus
gangslsungen konstruiert wird Sei etwa n    und seien
x
 
     
x

     
x

     
In den ersten bzw vierten Komponenten von x
 
 x

 x

kommen mehrheitlich Nullen vor
nmlich jeweils zwei Nullen und nur eine Eins Die zweiten bzw dritten Komponenten
enthalten dagegen jeweils mehr Einsen als Nullen Als Mehrheitsvektor ergibt sich des
halb x       Allgemein lsst sich zu je L Lsungen x
 
 x

  x
L
  f g
n
ein
eindeutiger Vektor x   f g
n
durch komponentenweisen Mehrheitsentscheid konstruie
ren falls L ungerade ist Bei jedem geraden L kann der Fall eintreten dass in bestimmten
Komponenten der L Ausgangslsungen Nullen und Einsen gleich hug auftreten Im
Beispiel L    und x
 
 x

 x

wie oben sowie
x

     
erhlt man in den ersten drei Komponenten klare Mehrheitsverhltnisse In den vierten
Komponenten von x
 
  x

kommen jedoch zwei Nullen und zwei Einsen vor Hier sollen
sowohl obige Lsung x       als auch x
 
      als Mehrheitsvektoren
bezeichnet werden Existieren k Komponenten mit jeweils gleich vielen Nullen und Einsen
erhlt man 
k
Alternativen fr x
Definition    Mehrheitsvektor Mehrheitsbildung
Seien n   L   und x

  x

 
 x


  x

n
   f g
n
fr      L
i Jeder Vektor x   x
 
  x
n
   f g
n
mit
x
i
 
 
 falls x
 
i
   x
L
i

L

 falls x
 
i
   x
L
i

L

fr i     n heit ein Mehrheitsvektor zu x
 
  x
L

ii Die zufllige Wahl eines Mehrheitsvektors gem der diskreten Gleichverteilung
auf der Menge aller Mehrheitsvektoren zu x
 
  x
L
heit Mehrheitsbildung
Da der Mehrheitsvektor zu einer 	Gruppe
 von L Lsungen gewhlt wird soll L
als Gruppengre bezeichnet werden
Ziel der vorliegenden Dissertation ist es zu untersuchen inwiefern sich die Mehrheitsbil
dung in der Praxis der Kombinatorischen Optimierung bewhrt also in welchen Situatio
nen es sinnvoll ist mit Mehrheitsvektoren zu arbeiten
Ist eine Maximierungsaufgabe mit V   f g
n
und f 	 V  IR gegeben so kann man
natrlich nicht erwarten dass ein Mehrheitsvektor aus L willkrlichen Lsungen x
 
  x
L
einen besseren f Wert als die Ausgangslsungen liefert Ist etwa jede Komponente von
  Kapitel I Grundlagen
x
 
  x
L
unabhngig mit Wahrscheinlichkeit von je
 

als   bzw  gewhlt worden so
treten   und  auch in jeder Komponente eines Mehrheitsvektors zu x
 
  x
L
mit gleicher
Wahrscheinlichkeit auf x
 
  x
L
sollten schon ein gewisses Ma an Gte mitbringen
Fr die Zwecke dieser Arbeit werden lokal maximale Lsungen bezglich der Hamming	
Nachbarschaft herangezogen

Definition  Lokal maximale Lsung
Seien n   und f  f  g
n
 IR Fr x  x
 
  x
n
  f  g
n
und i  f  ng
bezeichne y
i
x  x
 
  x
i  
 x
i
 x
i 
  x
n
 den i ten Hamming Nachbarn
von x x heit lokal maximal wenn fr alle i  f  ng gilt	
fx  fy
i
x
Die Festlegung auf lokal maximale Lsungen erscheint zunchst weit her geholt Sie birgt
jedoch die Honung in sich dass die komponentenweise Optimalitt mit dem komponen	
tenweisen Mehrheitsentscheid harmoniert Als Werkzeug zur Erzeugung einer lokal maxi	
malen Lsung wird lokale Suche eingesetzt Zur Gewinnung mehrerer lokal maximaler
Lsungen wird lokale Suche entsprechend oft wiederholt Man spricht dann von mehreren
Lufen wiederholter lokaler Suche Jeder Lauf beginnt mit einer bestimmten Start	
lsung x  f  g
n
 Ein Lauf fr den x gem der diskreten Gleichverteilung auf f  g
n
zufllig gewhlt wird soll als zuflliger Lauf bezeichnet werden Startet lokale Suche
dagegen in einem Mehrheitsvektor x zu lokal maximalen Lsungen x
 
  x
L
 soll von ei	
nem Mehrheitslauf gesprochen werden Hat x einen oder mehrere Hamming	Nachbarn
mit grerem Zielfunktionswert geht man zu einem solchen ber und macht mit diesem
statt mit x weiter Welcher bessere Hamming	Nachbar von x fr diesen lokalen Verbesse	
rungsschritt ausgewhlt wird hngt von der speziellen Variante lokaler Suche ab Die fr
diese Arbeit implementierten Varianten werden in Abschnitt    beschrieben Ist x lokal
maximal terminiert das Verfahren in x Es ist klar dass jeder Lauf wiederholter lokaler
Suche genau eine lokal maximale Lsung liefert
Natrlich kann man Eekte der Mehrheitsbildung auch durch Anwendung auf andere in
irgendeinem zu Denition   alternativen Sinne gute Lsungen x
 
  x
L
untersuchen Ei	
ne Mglichkeit besteht darin die Ausgangslsungen durch beliebige andere Heuristiken zu
erzeugen Denkbar ist auch L beste Elemente aus einer greren Menge zufllig gewhl	
ter Lsungen herauszugreifen und die Mehrheitsbildung auf diese anzuwenden Manche
Optimierungsaufgaben erlauben es sogar nach Vorgabe einer beliebigen Gte w  IR auf
einfache Weise ein x  V mit fx  w zu konstruieren falls eine solche Lsung x exi	
stiert Dies ist beispielsweise beim knstlichen Counting	Ones	Problem mglich bei dem
jedem Vektor x  f  g
n
als Zielfunktionswert die Anzahl seiner Einsen zugeordnet wird
vgl Abschnitt  
   Varianten der lokalen Suche
Sei f  f  g
n
 IR Gesucht ist eine lokal maximale Lsung dh ein Element x  f  g
n
mit fx  fy
i
x fr i    n wobei y
i
x  x
 
  x
i  
  x
i
 x
i 
  x
n
 den i	
   Varianten der lokalen Suche  
ten HammingNachbarn von x bezeichnet Zur algorithmischen Ermittlung solch einer
Lsung x werden im Folgenden drei Varianten lokaler Suche vorgestellt nmlich volle
lokale Suche schnelle lokale Suche und zyklische schnelle lokale Suche
Fr jede Variante wird ein zuflliger Lauf beschrieben also ein Lauf mit zufllig gewhl
tem Startvektor Jedes Element x   f  g
n
wird dabei mit Wahrscheinlichkeit 
n

  
herangezogen Alternativ dazu knnte die Startlsung durch spezielle problemspezische
Heuristiken wie etwa GreedyStrategien gewonnen werden Um keine Seitene	ekte zu er
halten wurden solche Verfahren fr die vorliegende Arbeit nicht angewendet
Wird im Folgenden von einer zuflligen Wahl einer Permutation    S
n
gesprochen
so ist die Wahl stets bezglich der diskreten Gleichverteilung auf der Menge S
n
aller
Permutationen dh bijektiven Abbildungen f   ng  f   ng zu verstehen Auf
jedes    S
n
entfllt eine Wahrscheinlichkeit von n
  

    Volle lokale Suche
Die Grundidee der vollen lokalen Suche besteht darin mglichst gro
e lokale Verbesse
rungsschritte zu machen Dazu werden erst alle Nachbarn der aktuell behandelten Lsung
x   f  g
n
ermittelt und bewertet Existieren Nachbarn mit besserem Zielfunktionswert
wird anschlie
end zu einem der besten Nachbarn von x bergegangen
Algorithmus   Volle lokale Suche
Schritt  Whle x   f  g
n
zufllig
Schritt  Whle zufllig eine Permutation    S
n

Schritt  Setze f
max
 fx
Fr i    n
Falls fy
i
x  f
max
 setze f
max
 fy
i
x und i

 i
Schritt  Falls f
max
 fx setze x  y
i
 

x und gehe zu Schritt 
Sonst stopp x ist lokal maximal
Man beachte dass die n HammingNachbarn des aktuellen Vektors x in Schritt  nicht
zwingend in der kanonischen Reihenfolge y
 
x y

x  y
n
x sondern in einer zufl
ligen Reihenfolge y
 
x y

x  y
n
x mit    S
n
untersucht werden Im Fall
fi j fy
i
x  fxg   wird in Schritt  folglich zu dem gem
 der durch  festge
legten Anordnung ersten HammingNachbarn mit maximalem Zielfunktionswert berge
gangen Hat x insgesamt d   f  ng bessere Nachbarn mit maximalem f Wert so wird
mittels der Wahl von  zu jedem dieser Vektoren mit derselben Wahrscheinlichkeit d
  
gewechselt
In der Praxis kann man oft davon ausgehen dass die Rechenzeit eines entsprechenden
Programms nahezu vollstndig in die Evaluierung von Zielfunktionswerten investiert wird
Um die Ezienz verschiedener Varianten lokaler Suche zu vergleichen kann man dann
ein hchst einfaches Kostenmodell aufstellen Man zhlt die auftretenden Fragen nach
der Gte von HammingNachbarn whrend des Programmablaufs Diese Zahl wird als
  Kapitel I Grundlagen
Fragenzahl bezeichnet Darber hinaus sind die Schrittzahlen von Interesse die die
bergnge zu benachbarten Lsungen zhlen Oft gehen kleine Schrittzahlen mit kurzen
Rechenzeiten einher Dies kann jedoch nur als u	erst grobe Faustregel verstanden werden
Die Schrittzahlen geben einen Anhaltspunkt fr den Hamming
Abstand
 
von Startlsung
s und lokal maximaler Ziellsung t Man beachte aber dass lokale Suche nicht zwingend
den krzesten Weg von s nach t ber sukzessive benachbarte Lsungen geht
Ist die Startlsung eines zuflligen Laufs lokal maximal so ist die zugehrige Schrittzahl
trivialerweise Null Trotzdem muss das Suchverfahren zum Test auf lokale Maximalitt
n Fragen stellen Dies trit auch fr Mehrheitslufe zu sofern die lokale Maximalitt
nicht a priori bekannt ist Die Ausnahme bilden Mehrheitslufe deren Startvektoren mit
einer der lokal maximalen Lsungen x
 
 x

  x
L
bereinstimmen aus denen sie durch
Mehrheitsbildung hervorgehen Bei allen Versuchen fr die vorliegende Arbeit wurden die
Mehrheitsvektoren zu statistischen Zwecken auf diese Eigenschaft hin berprft Entspre

chende Lufe lokaler Suche wurden dann in der Startlsung abgebrochen Insbesondere
wurde ihnen Schritt
 und Fragenzahl   zugeordnet
   Schnelle lokale Suche
Die schnelle lokale Suche unterscheidet sich von der vollen lokalen Suche dadurch dass sie
von einer aktuellen Lsung x zu einem besseren Hamming
Nachbarn y bergeht sobald
ein solcher entdeckt wird ohne die brigen Nachbarn von x zu testen Die Verbesserungen
sind dadurch im Durchschnitt kleiner werden aber spontaner durchgefhrt
Algorithmus  Schnelle lokale Suche
Schritt  Whle x   f  g
n
zufllig
Schritt  Whle zufllig eine Permutation    S
n

Schritt  Fr i    n
Falls fy
i
x  fx setze x  y
i
x und gehe zu Schritt 
Schritt  Stopp x ist lokal maximal
Der Verzicht auf die vollstndige Untersuchung aller Nachbarn von x gegenber der vollen
lokalen Suche fhrt in der Praxis meist zu einer deutlichen Ersparnis an Rechenzeit An
einigen Stellen dieser Arbeit wird daher ganz auf den Einsatz der vollen lokalen Suche
verzichtet
Sowohl bei der vollen lokalen Suche als auch bei der schnellen lokalen Suche wird nach
jedem bergang zu einem besseren Nachbarn eine erneute Festlegung von  gefordert Die
Wahl und Speicherung einer Permutation    S
n
in Schritt  kostet immerhin linear in n
viele Rechenoperationen Andererseits hat man es nicht selten mit Optimierungsaufgaben
zu tun deren Zielfunktion f es ermglicht den Wert fy
i
x ausgehend von fx mit

tels weniger in ihrer Anzahl von n unabhngiger Operationen zu evaluieren Die Kosten
 
Der HammingAbstand zweier Vektoren x y   f  g
n
mit x  x
 
  x
n
 und y  y
 
  y
n
 ist
deniert durch d
H
x y  fi   f  ng  x
i
 y
i
g
   Varianten der lokalen Suche  
fr die Schritte  und  sind dann im Worst Case von der gleichen Grenordnung was
das in Abschnitt 		 beschriebene Kostenmodell in Frage stellt	 Im Folgenden wird eine
dritte Variante lokaler Suche beschrieben die mit einer einzigen Wahl von   auskommt	
   Zyklische schnelle lokale Suche
Fr jeden Vektor x   f  g
n
existiert eine kanonische Reihenfolge seiner Hamming

Nachbarn nmlich die Reihenfolge y
 
x y

x  y
n
x	 Man kann den i
ten Nachbarn
von x gem dieser kanonischen Enumeration auch als Nachbarn in Suchrichtung i
auassen	 Die schnelle lokale Suche wird nun dahingehend modiziert dass die Suchrich

tungen gleichmig durchlaufen werden Nach einer lokalen Verbesserung macht man
mit einer Suchrichtung weiter die vor dem bergang zum Nachbarvektor mglichst lange
nicht gewhlt worden ist	
Algorithmus   Zyklische schnelle lokale Suche
Sei     S
n
fest gewhlt
Schritt  Whle x   f  g
n
zufllig
Schritt  Whle i   f  ng zufllig und setze i
 
 i
Schritt  Falls fy
i
x  fx setze x  y
i
x und i
 
 i
Setze i  i mod n  
Schritt  Falls i  i
 
 stopp x ist lokal maximal
Sonst Gehe zu Schritt 
Um die Bezeichnung zyklisch zu verstehen denke man sich die n Suchrichtungen in der
durch   festgelegten Reihenfolge       n auf einen Kreis angeordnet
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  n
In den ersten beiden Schritten werden die Startlsung x   f  g
n
sowie ein Anfangsar

gument i
 
fr   festgelegt	 Anschlieend wird die Suche nach besseren Nachbarn von x in
Suchrichtung  i
 
 gestartet und mit  i
 
   i
 
  usw	 fortgesetzt wobei der Zy

klus nach  n mit   geschlossen wird	 Falls   speziell die identische Permutation ist
werden die Nachbarn in der kanonischen Reihenfolge untersucht	 Wird bei Durchlaufen
des Kreises in einer Suchrichtung  i ein besserer Nachbar entdeckt geht man zu diesem
ber und merkt sich das entsprechende Argument i in der Variablen i
 
	 i
 
charakterisiert
also ab dem ersten bergang zu einem Nachbarn die Stelle der jeweils letzten Verbesse

rung auf dem Kreis	 Ist beginnend bei i
 
 eine volle Runde lang keine Verbesserung mehr
  Kapitel I Grundlagen
aufgetreten nimmt i erneut den Wert i
 
an und das Verfahren terminiert in einer lokal
maximalen Lsung
   Deterministische und probabilistische lokale Suche
Die Varianten lokaler Suche aus den Abschnitten     bis    erfordern an verschie
denen Stellen eine Zufallsentscheidung Bei allen drei Suchvarianten wird zumindest der
Startvektor zufllig gewhlt Die volle sowie die schnelle lokale Suche erzwingen zudem
im Allgemeinen mehrmals eine zufllige Anordnung der Nachbarn einer aktuell behandel
ten Lsung Per De	nition der Algorithmen ist das Ergebnis lokaler Suche insbesondere
nicht determiniert Nat
rlich sind Generatoren von Pseudozufallszahlen zur Implementa
tion der Verfahren deterministisch Bei gleicher Initialisierung des Generators stellen sich
dieselben Berechnungen ein Die Algorithmen an sich sind jedoch probabilistischer Natur
Dass die zyklische schnelle lokale Suche ab Schritt  deterministisch abluft liegt daran
dass die Permutation  global festgehalten wird Nat
rlich lsst sich  auch bei voller
oder schneller lokaler Suche nach auen ziehen Man erhlt dann  abgesehen vom Start
 eine deterministische Version des entsprechenden Suchverfahrens Man kann in die
sem Sinne zwischen probabilistischer und deterministischer voller bzw schneller
lokaler Suche unterscheiden Ohne diesen Zusatz sind die probabilistischen Versionen ge
meint wie sie in den Abschnitten     und    beschrieben worden sind Es sind durch
aus Situationen denkbar in denen die deterministischen Varianten sinnvoll sind etwa
dann wenn man gewisse Suchrichtungen bevorzugt untersuchen will und diese in  ent
sprechend vornewegstellt So werden vorrangig Komponenten x
i
einer aktuellen Lsung
x   x
 
  x
n
   f g
n
mit kleinem 
  
i geippt dh durch x
i
ersetzt Man kann
auf diese Weise Strukturen der Optimierungsaufgabe ber
cksichtigen die beispielsweise
auf ein Festhalten bestimmter Komponenten und Variation der 
brigen Komponenten
in guten Lsungen hindeuten Das Wissen um solche Strukturen kann a priori vorliegen
oder sich auf Vermutungen st
tzen Es kann aber auch erst nach Ermittlung einer Liste
von lokal maximalen Lsungen gewonnen werden und in lernende Verfahren mit Anpas
sung von  zu Laufzeiten eingehen Im weiteren Verlauf dieser Arbeit wird lediglich die
probabilistische volle bzw schnelle lokale Suche eingesetzt
Werden mehrere Lufe voller lokaler Suche durchgef
hrt spricht man von wiederhol
ter voller lokaler Suche Entsprechend steht wiederholte schnelle lokale Suche
bzw wiederholte zyklische schnelle lokale Suche f
r die iterierte Version des ent
sprechenden Typs lokaler Suche An einigen Stellen wird zwischen deterministisch und
probabilistisch wiederholter lokaler Suche unterschieden Diese Unterscheidung be
zieht sich nicht etwa wie oben auf einen bestimmten Lauf lokaler Suche sondern auf die
Art der Wiederholung Das ist bei allen deterministischen Varianten lokaler Suche sinnvoll
dh bei allen Verfahren die die Permutation  innerhalb eines Laufs fest beibehalten Im
deterministischen Fall der Wiederholung bleibt  f
r alle Lufe fest im probabilistischen
Fall wird  vor jedem Lauf erneut zufllig bestimmt Da in dieser Arbeit deterministische
volle bzw schnelle lokale Suche keinen Einsatz 	ndet tritt diese Begrisbildung nur bei
wiederholter zyklischer schneller lokaler Suche auf
   Varianten der lokalen Suche  
   Lokale Suche mit Sidesteps
Bei der Masse der praktisch relevanten kombinatorischen Optimierungsaufgaben sind un
ter gngigen Nachbarschaftsmodellen benachbarte Lsungen mit gleichem Zielfunktions
wert keine Seltenheit Oft treten sogar ganze Plateaus gleicher f Werte auf Man kann
dann die Gte der durch lokale Suche gefundenen Lsungen in der Regel drastisch erh
hen wenn man auch bergnge zu gleichwertigen Nachbarn erlaubt Solche bergnge
sind anschaulich Seitwrtsschritte im Funktionsgebirge ber dem Lsungsraum f  g
n
und werden daher als Sidesteps bezeichnet Bei naiven Implementationen dieser Grund
idee hat man allerdings damit zu rechnen dass Zyklen auftreten in dem Sinne dass
innerhalb eines Laufs lokaler Suche eine bestimmte Lsung mehrfach besucht wird Zur
Gewhrleistung dass das Verfahren terminiert sind verschiedene Methoden mglich	

 Die Schrankenmethode
Man kann die Zahl erlaubter Sidesteps durch eine Konstante beschrnken und zwar
einerseits die whrend eines Laufs erlaubte Gesamtzahl undoder andererseits ih
re Anzahl zwischen zwei Verbesserungsschritten Diese Methode ist sehr einfach zu
implementieren Sie setzt aber eine passend gewhlte Schranke voraus und bewirkt
mglicherweise dass die lokale Suche  im Extremfall  zwischen zwei Lsungen x
und y so lange hin und herpendelt bis die Schranke erreicht ist Statt die Schranke
konstant zu halten kann man sie auch variabel an Gren wie die bisher verbrauchte
Rechenzeit oder den aktuellen Zielfunktionswert anpassen
 Die Bitfeldmethode
Ist n nicht zu gro bietet sich eine elegante Alternative zur Schrankenmethode an
Man merkt sich in einem Bitfeld der Lnge n in welchen Suchrichtungen seit der zu
letzt aufgetretenen Verbesserung Sidesteps durchgefhrt worden sind Erlaubt werden
dann nur solche Suchrichtungen fr weitere Sidesteps deren entsprechendes Bit noch
nicht gesetzt ist Beim nchsten bergang zu einem besseren Nachbarn werden alle
Bits wieder gelscht Man schrnkt auf diese Weise die Mglichkeiten fr Seitwrts
bewegungen im Vergleich zur Schrankenmethode zwar enorm ein verhindert dafr
aber ein Zirkulieren des Suchverfahrens Zudem werden Plateaus bezglich der Such
richtungen gleichmiger und damit im Allgemeinen auch grndlicher durchlaufen
Oft hat man bei lokaler Suche die sich lange auf einem Plateau bewegt die An
schauung dass das Plateau sehr weit ist und nur wenige Aufgnge zu besseren
Lsungen existieren Gerade um solche Treppchen aufzuspren muss im Allgemei
nen ein mglichst groer Teil des Plateaus abgeschritten werden Falls n sehr gro
ist wird die Verwaltung des Bitfelds entsprechend aufwendig Dann kann man auf
die Schrankenmethode zurckgreifen die neben der Konstante nur Speicherplatz fr
einen Zhler der Sidesteps bentigt und deren technischer Aufwand sowohl bei der
Programmierung als auch zu Laufzeiten zu vernachlssigen ist
 Die Rundenmethode
Bei der zyklischen schnellen lokalen Suche kann man folgende Vereinbarung treen	
Zwischen zwei Verbesserungen seien nur whrend einer festen Zahl k von Runden der
Suche Sidesteps zugelassen Dies erfordert lediglich einen Rundenzhler der unprob
lematisch zu realisieren ist Eine Runde beginnt und endet jeweils mit Suchrichtung
  Kapitel I Grundlagen
  i
 
 vgl Algorithmus  Whrend einer Runde werden die n Suchrichtungen in
der Reihenfolge   i
 
   i
 
    n          i
 
 durchlaufen Tritt zwi	
schendurch
 etwa in Suchrichtung   i
 eine echte f 	Wert	Verbesserung ein
 wird i
 
auf
i und der Rundenzhler auf  gesetzt Ansonsten wird die Runde mit der Suchrichtung
  i
 
 der letzten vorangegangenen Verbesserung abgeschlossen
 und eine neue Runde
beginnt In diesem Fall wird der Rundenzhler um  erhht Erreicht der Zhler den
Wert k  
 wird die Suche abgebrochen
Bei der Schranken	 bzw Bitfeldmethode in Verbindung mit schneller bzw zyklischer
schneller lokaler Suche kann man ferner folgende Strategien unterscheiden
a Sidesteps sind erst nach Erreichen einer lokal maximalen Lsung zugelassen Man
sucht also erst nach Festlaufen in einer solchen Lsung nach neuen Aufgngen

ausgehend von gleichwertigen Nachbarn Nach einem durchgefhrten Sidestep werden
Seitwrtsschritte bis auf Weiteres wieder verboten Der Einsatz von Sidesteps dient
also als Versuch
 aus lokal maximalen Lsungen ohne f 	Wert	Verschlechterung heraus
zu gelangen Bei der vollen lokalen Suche tritt diese Vorgehensweise automatisch in
Kraft
b Sidesteps sind prinzipiell an beliebiger Stelle zugelassen
 so lange das Abbruchkrite	
rium noch nicht erfllt ist Sind
 ausgehend von einer Lsung x
 Sidesteps erlaubt
und tritt irgendwann spter eine erste f 	Wert	Verbesserung zu einem Vektor y auf

so liegen auf dem Pfad von x nach y im Allgemeinen Lsungen
 die selbst nicht lokal
maximal sind In diesem Sinne wird ein Vorbeilaufen an Aufgngen zu besseren
Lsungen nicht vermieden Man bewegt sich aber auf einem Plateau schneller als
in a voran
 da nicht nach jedem Seitwrtsschritt der komplette Aufwand fr die
Untersuchung aller Nachbarn anfllt Diese Strategie wird bei der Rundenmethode
automatisch angewendet
c Man kann auch eine Mischform aus a und b zulassen Zunchst wird ohne Side	
steps eine lokal maximale Lsung x ermittelt Ab Erreichen von x sind dann so lange
Sidesteps erlaubt
 bis eine echte Verbesserung zu einer Lsung y eintritt Ausgehend
von y wird eine neue lokal maximale Lsung gesucht
 ohne Sidesteps zuzulassen Der
Vorgang wird so lange wiederholt
 bis das Abbruchkriterium erfllt ist
Man beachte
 dass in all diesen Varianten lokaler Suche mit Sidesteps nicht gewhrleistet
ist
 dass das Verfahren in einer lokal maximalen Lsung terminiert Es kann vorkommen

dass gegen Ende des Ablaufs nur noch Seitwrtsschritte gemacht werden
 bis das jeweilige
Abbruchkriterium aus  bis  erfllt ist Der Abbruch kann erfolgen
 bevor alle Nachbarn
der letzten Lsung getestet worden sind In diesem Fall sollte eine berprfung auf lokale
Maximalitt angefgt werden
In den Versuchen fr die vorliegende Dissertation wurden alle Varianten 	
 a	c
getestet Bei den betrachteten Problemen stellte sich heraus
 dass die generelle Erlaubnis
von Sidesteps in Lufen lokaler Suche zu deutlich besseren Lsungen fhrt vgl Abschnit	
te  
 
   und A   Welche spezielle Variante eingesetzt wird
 spielt dagegen
eine untergeordnete Rolle Die Schranke bei der Schrankenmethode bzw die Rundenzahl k
bei der Rundenmethode sollten aber grozgig gewhlt werden Die Beschreibungen zu
  Untersuchte Optimierungsprobleme  
Versuchen mit Sidesteps beziehen sich stets auf Variante  mit b welche besonders
einfach zu programmieren ist
  Untersuchte Optimierungsprobleme
Im Folgenden werden die Probleme mit Lsungsraum f   g
n
vorgestellt bei denen die
Mehrheitsbildung untersucht werden soll Die Instanzen einiger dieser Probleme sind Mi
nimierungsaufgaben statt Maximierungsaufgaben dh man sucht nach einer Lsung
x  f   g
n
mit mglichst kleinem statt mglichst groem Zielfunktionswert Um die
verschiedenen Varianten lokaler Suche aus Abschnitt  anwenden zu knnen ersetze
man in solchen F	llen die Zielfunktion f durch f  Eine Lsung x  f   g
n
f
r eine
Minimierungsaufgabe mit Zielfunktion f heit lokal minimal wenn x bez
glich der
Maximierungsaufgabe mit Zielfunktion f nach Denition  lokal maximal ist
   MaxSAT
Der Urvater der NPvollst	ndigen Probleme ist das SatisabilityProblem kurz
SATProblem Hier sind als Instanz n Boolesche Variable X
 
    X
n
und eine Boole
sche Formel in konjunktiver Normalform KNF vorgegeben Es ist zu entscheiden ob
eine Belegung x  x
 
    x
n
  f   g
n
der Variablen mit mglichen Werten  wahr
oder   falsch existiert die die Formel erf
llt Die einfachsten Booleschen Formeln
sind X
i
bzw X
i
 also eine Variable oder ihre Negation Eine Variable X
i
ist genau dann
erf
llt wenn sie mit  belegt ist dh wenn x
i
  gilt Ihre Negation X
i
ist genau dann
erf
llt wenn X
i
nicht erf
llt also x
i
   ist Diese beiden Arten einer Booleschen Formel
bezeichnet man als Literale Verkn
pft man endlich viele Literale L
 
    L
k
disjunktiv
so spricht man von einer Klausel Als Verkn
pfungszeichen zwischen je zwei Literalen
dient das Symbol  Eine Klausel L
 
 L
k
 ist genau dann erf
llt wenn mindestens
ein Literal L
j
erf
llt ist Eine Boolesche Formel ist in KNF wenn sie aus m konjunk
tiv dh symbolisch mittels  verkn
pften Klauseln besteht Sie ist genau dann erf
llt
wenn jede Klausel erf
llt ist
Beispiel Seien n   und m   Dann ist zur Erf
llung der Booleschen Formel
F  X
 
X
 
  X

X
 
X

  X

  X

X

 X
 

die Bedingung x

   notwendig da die dritte Klausel nur dann erf
llt ist Also kann die
erste Klausel nur erf
llt sein wenn zudem x
 
  ist Die zweite Klausel ist nun wegen
x
 
  unabh	ngig von der Belegung von X

erf
llt Erst die Erf
llung der vierten Klausel
erfordert x

  Die Belegung x        erf
llt somit als einzige die Formel F 
Man kann leicht SATInstanzen konstruieren die mehrere erf
llende Belegungen besitzen
oder auch solche f
r die es keine erf
llende Belegung gibt Letztlich entscheidend ist nur
ob die Formel generell erf
llbar ist oder nicht Cook  hat  gezeigt dass das SAT
Problem NPvollst	ndig ist Heute geht man deshalb davon aus dass f
r kein Polynom p
   Kapitel I Grundlagen
ein deterministischer Algorithmus existiert der nach Eingabe einer beliebigen kompakt
mittels N Bits kodierten Instanz mit Boolescher Formel F in KNF in p N Schritten
entscheidet ob F erfllbar ist oder nicht
Eine spezielle Teilklasse der SATInstanzen bilden diejenigen mit Formeln in KNF deren
Klauseln allesamt dieselbe Lnge dh dieselbe Zahl an Literalen haben Beim Problem
kSAT hat jede Klausel genau k Literale Sowohl eines Literals als auch einer Variab
le innerhalb einer Klausel sind Wiederholungen erlaubt In 	 wird gezeigt wie sich
jede SATInstanz mit polynomiellem Zeitaufwand in eine SATInstanz transformieren
l
sst Durch Einfgen von Kopien eines Literals in eine Klausel kann man zudem SAT
Instanzen auf kSATInstanzen mit k   bringen Da kSAT der Klasse NP angehrt ist
es folglich wie schon SAT NPvollst
ndig und zwar fr jedes k  
Die OptimierungsVariante von kSAT wird als MaxkSAT bezeichnet Gegeben sind
als Instanz n Boolesche Variable X
 
  X
n
und eine Liste von m Klauseln je der L
nge
k ber diesen Variablen Ziel ist es eine Belegung x   f g
n
zu nden die mglichst
viele Klauseln erfllt Die Zahl der unter x erfllten Klauseln sei f x Dann ist dadurch
eine Maximierungsaufgabe mit Lsungsraum f g
n
und Zielfunktion f deniert
Beispiel Seien k   n   m   und folgende Klauseln gegeben
 X
 
X
 
  X

X
 
  X

 X

  X
 
X


Man sieht sofort dass f x   fr x      gilt Ermittelt man die Zielfunktionswerte
aller acht mglichen Lsungen so stellt man fest dass der f Wert  maximal ist
Garey Johnson und Stockmeyer 	 haben  bewiesen dass MaxSAT NP
vollst
ndig ist indem sie eine PolynomzeitReduktion des Problems SAT auf das zu
MaxSAT gehrende Entscheidungsproblem angegeben haben Bei diesem soll unter
zus
tzlicher Eingabe einer Schranke s entschieden werden ob es eine Belegung gibt die
mindestens s Klauseln erfllt Mit MaxSAT ist MaxkSAT fr beliebiges k   NP
vollst
ndig Dies wird wiederum durch Einfgen von Kopien eines Literals innerhalb einer
Klausel oensichtlich Ist die L
nge der Klauseln variabel spricht man vom Problem
MaxSAT Als Verallgemeinerung von MaxkSAT ist auch MaxSAT NPvollst
ndig
  Ein Dynamisches Optimierungsproblem
Die NPVollst
ndigkeit der im vorangegangenen Abschnitt vorgestellten Probleme Max
SAT bzw MaxkSAT rechtfertigt den Einsatz von Heuristiken zur Ermittlung subop
timaler Lsungen Das soll aber nicht heien dass lokale Suche und Mehrheitsbildung
nur auf solche Probleme anwendbar sind Eine Untersuchung von Mehrheitsbildung tr
gt
auch bei vergleichsweise einfachen Optimierungsaufgaben zur besseren Einsch
tzung ihrer
Wirkungsweise bei
Eine Klasse von Problemen mit gut handhabbaren exakt lsbaren Aufgaben ist die Klasse
der Dynamischen Optimierungsprobleme In der einfachsten Version sind hier als
  Untersuchte Optimierungsprobleme 
Instanz reellwertige Matrizen
C t   c
ij
 t
i 
j 

 
c

 t c

 t
c

 t c

 t

fr t     n   gegeben Gesucht ist ein Vektor x   x

  x
n
  f g
n
 fr den
f x 
n 
X
t 
c
x
t
x
t 
 t
grtmglich ist Fr diese Maximierungsaufgabe sind exakte Verfahren bekannt die in
O n Schritten durch Vorwrts bzw Rckwrtsrekursion sukzessive global maximale
Lsungen x  f g
n
konstruieren Diese Idee derDynamischen Optimierung geht auf
Bellmann zurck 	
  Ein ShiftregisterProblem
Man betrachte ein Shiftregister der L
nge  also ein Register in dem  Bits gespeichert
werden und eine aktuelle Belegung a   a

  a
 
  f g

durch eine der Nachfolge
Belegungen a
b
  a

  a
 
 b mit b  f g ersetzt wird a

bzw a

geht also aus a
durch LinksShiften um eine Position unter Wegfall von a

und Anh
ngen des Bits 
bzw  hervor Welches Bit angeh
ngt wird ist durch die sogenannte Rckkopplungs
funktion f
R
 f g

 f g bestimmt es gelte b  f
R
 a Startet man etwa mit
einer festen Anfangsbelegung  a

  a
 
  f g

 ersetzt diese durch  a

  a

 mit
a

 f
R
 a

  a
 
 im n
chsten Schritt durch  a

  a

mit a

 f
R
 a

  a

 so er
h
lt man durch weiteres Iterieren schlielich eine Bitfolge  a
i

i  
mit a
i
 f
R
 a
i 
  a
i 

fr i    a
i

i
heit Shiftregisterfolge Da nur 

verschiedene Registerbelegungen mg
lich sind tritt nach sp
testens 

Iterationen eine Wiederholung der aktuellen Belegung
auf Die Folge ist also periodisch mit einer Periode von hchstens 


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 
 
 
 
 
 
          
a
a

a

  
a
 
 z 

a

 f
R
 a
  
 a
i

i  
Shiftregister nden in der Kodierungstheorie beim Entwurf von PseudoZufallszahlen
Generatoren oder in der Kryptographie Anwendung Interessant sind etwa Rckkopp
lungsfunktionen bei denen unter jeder Anfangsbelegung a   a

  a
 
  f g

die
Periode p a der resultierende Folge  a
i

i
mglichst gro ist Zudem sollen die Folgen  a
i

i
gewisse statistische Eigenschaften erfllen Dazu gehren beispielsweise ann
hernd gleiche
H
ugkeiten von Nullen und Einsen innerhalb des Periodenstcks
 
 
Eine ausfhrliche theoretische Behandlung von Shiftregistern ndet man in 
  Kapitel I Grundlagen
Im Folgenden sei die Rckkopplungsfunktion f
R
speziell deniert durch
f
R
 x
 
  x
 
  AM x
 v
 
  x
 v
k

wobei fv

  v
k
g eine kelementige Teilmenge von f  g fr ein festes ungerades k  
sei und
AM  f g
k
 f g AM y

  y
k
 
 


 falls
P
k
i
y
i

k


 falls
P
k
i
y
i

k


die AntiMehrheit aus k Bits bildet f
R
 x
 
  x
 
 ist also dasjenige Bit welches unter
den k durch  v

   v
k
indizierten Komponenten von  x
 
  x
 
 in der Minderheit
vorkommt Da k als ungerade vorausgesetzt wird ist die AntiMehrheit eindeutig festge
legt Eine mgliche Aufgabenstellung besteht darin die Periode p a a  f g

 nach
Vorgabe von  k und v

  v
k
zu maximieren
Da die Evaluierung der Werte p a mit hohem Aufwand verbunden ist soll fr die Zwecke
der vorliegenden Arbeit eine einfachere wenn auch weniger praxisrelevante Fragestellung
untersucht werden Gegeben seien die Shiftregisterl	nge  die Rckkopplungsfunktion f
R
mittels k und v

  v
k
wie oben sowie eine natrliche Zahl n  k Interessant ist ob n
als 
Vielfaches der Periode einer entsprechenden Shiftregisterfolge  a
i

i
auftritt Dies ist
genau dann der Fall wenn es ein Anfangsstck a   a
 
  a
 
  f g

gibt so dass
fr die zugehrige Shiftregisterfolge  a
i

i   
ein Index i
 
   existiert mit a
i

n
 a
i

 dh
eine endliche Teilfolge
 x
 
 x

  x
n 
   a
i

 a
i


  a
i

n 
  f g
n
mit
x
i
 AM x
i v
 
 mod n
  x
i v
k
 mod n

fr i    n  Deniert man f  f g
n
 IR durch
f x
 
  x
n 
  fi j x
i
 AM x
i v
 
 mod n
  x
i v
k
 mod n
g
so z	hlt f die Komponenten jedes Vektors x   x
 
  x
n 
 die dieser Eigenschaft wi
dersprechen f x heit der Defekt von x Die Vektorl	nge n ist genau dann Vielfaches
der Periode einer Shiftregisterfolge  a
i

i   
 wenn min f   gilt
Damit ist die zu behandelnde Optimierungsaufgabe mit Lsungsraum V  f g
n
und
Zielfunktion f  V  IR festgelegt Um sich der Einfachheit halber von der Shiftregis
terl	nge  zu lsen seien v

  v
k
 f  n  g erlaubt Eine Probleminstanz besteht
dann aus natrlichen Zahlen n und k wobei k ungerade sei und  k  n gelte sowie
paarweise verschiedenen v

  v
k
 f  n g
Beispiele
a Seien n   k  	 v   v

 v

 v

    
  und x           Dann gilt
  Untersuchte Optimierungsprobleme 
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 
 
 
 




 
 


  

 

x
 
x

x

x

x

x

x

x

x
 
     AM      AMx

 x

 x


x

   AM      AMx
 
 x

 x


x

    AM     AMx

 x
 
 x


x

    AM     AMx

 x

 x


x

    AM     AMx

 x

 x


x

   AM       AMx

 x

 x
 

x

    AM     AMx

 x

 x


x

    AM     AMx

 x

 x


Also hat x Defekt fx   Man berzeugt sich leicht dass x
 
            
dagegen Defekt   besitzt Es ist also min f   
b Seien n   k   und v  v

 v

 v

    	 Dann gilt min f   Man kann dies
etwa durch Enumeration der 

 	 mglichen Lsungen und f WertBerechnung
zeigen Beispielsweise ist f          
  Ein IsingSpinglasProblem
Ein klassisches Problem in der Physik ist das folgende Gegeben sei ein System von N
magnetischen Momenten sogenannten Spins in fester Anordnung etwa als Punkte ei
nes ein oder mehrdimensionalen Gitters Ein Spin S
i
kann in Abh	ngigkeit von St	rke
und Drehsinn mit einer reellen Zahl entsprechenden Betrags und Vorzeichens identi
ziert
werden Jeder Spin interagiert mit seinen n	chsten Nachbarn Man modelliert eine Inter
aktion zwischen Spin S
i
und S
j
durch eine Zahl J
ij
 IR und setzt J
ij

   falls S
i
und
S
j
nicht n	chste Nachbarn sind S
i
und S
j
erfllen die Interaktion J
ij
 falls gilt
J
ij
S
i
S
j
   
Besonders hervorzuheben sind folgende Spezialf	lle Ein IsingSpinglas liegt vor wenn
S
i
 fg fr i    N gilt die Spins also s	mtlich normiert sind und sich hchstens
in ihrem Drehsinn unterscheiden Falls die Interaktionen J
ij
zwischen n	chsten Nachbarn
S
i
und S
j
betragsm	ig gleich und von Null verschieden sind etwa jJ
ij
j  J mit J   
spricht man vom JModell Liegen beide Bedingungen vor hat man es entsprechend
mit einem JIsingModell zu tun In IsingModellen ist beispielsweise folgende Opti
mierungsaufgabe sinnvoll Gegeben seien Interaktionen J
ij
 IR fr alle i j  f  Ng
mit i   j Finde S

  S
N
 fg so dass
fS

  S
N
 
 
X
i 	j
J
ij
S
i
S
j
minimal ist Die Lsungen S

  S
N
  fg
N
heien Spinzustnde fS

  S
N

wird als Energie des Spinzustands S

  S
N
 bezeichnet Ein Spinzustand mit kleinst
mglicher Energie heit Grundzustand Gelegentlich erweitert man das Modell durch
Einbeziehen eines 	ueren Magnetfelds der St	rke h    und de
niert dann
fS

  S
N
 
 
X
i 	j
J
ij
S
i
S
j
 h
X
i
S
i

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Beispiel Betrachte das   IsingModell auf einem Pfad mit N   ohne ueres Feld
Es gelte J
  
 J

 J

   sowie J
 
 J

   und J
ij
  sonst
s s s s s s
 
S


S
 

S

 
S

 
S


S

 
 
 
 
 
Oensichtlich erfllt S         alle Interaktionen Es gilt fS  
Ferner gibt es genau zwei Grundzustnde	 nmlich S und S        
Kommt ein ueres Feld der Strke h  	 dazu	 gilt
f        	  
 	      
Man berzeugt sich leicht	 dass    die kleinstm
gliche Energie ist
Wie das   IsingModell lsst sich oensichtlich jedes  JIsingModell auf Pfaden ohne
ueres Magnetfeld brute force optimieren Es handelt sich um einen Spezialfall des in
Abschnitt    vorgestellten Dynamischen Optimierungsproblems Setze dazu
c
ij
t  J
tt
	i  	j    i j     t    	  N   
Dann ist S

  S
N
 genau dann Grundzustand	 wenn x

  x
N
 mit x
t


 
S
t
  fr
t     N    eine maximale L
sung fr diese Instanz des Dynamischen Optimierungs
problems ist Es gilt nmlich
fx

  x
N
  
N 
X
t
J
tt
S
t
S
t
 
N 
X
t
c
x
t
x
t 
t
Im Zusammenhang mit IsingSpinglsern wird daher auf die Behandlung der eindimen
sionalen Modelle verzichtet
Wesentlich komplizierter zu optimieren sind SpinglasModelle	 deren Interaktionen nicht
smtlich erfllbar sind Interagiert etwa im obigen PfadBeispiel zustzlich Spin S

mit
S

und gilt J

  	 so wird J

von S nicht erfllt
s s s s s s
 
S


S
 

S

 
S

 
S


S

 
   
   
 
Es gilt fS      Trotz der nicht erfllten Interaktion bleibt S Grundzustand	
da oensichtlich nicht jede Interaktion erfllbar ist Da man Kreise insbesondere in einen
Torus einbetten kann	 existieren auch fr den Torus ProblemInstanzen	 deren Interaktio
nen nicht allesamt erfllt werden k
nnen Barahona  hat  fr den n nTorus
gezeigt	 dass sich im Falle des  JIsingModells ohne ueres Feld Grundzustnde in
On

 Schritten berechnen lassen Dieses Problem liegt also in P	 der Algorithmus ist aber
  Untersuchte Optimierungsprobleme 
nicht ezient Kommt zustzlich ein ueres Feld hinzu so ist das Problem bereits NP
schwer Im IsingModell ohne ueres Feld und unter zufllig gem derGauVerteilung
gewhlten Interaktionen auf dem Torus ist bis heute oen ob sich alle Probleminstanzen
in h	chstens polynomiell vielen Schritten l	sen lassen Mit uerem Feld ist auch dieses
Problem NPschwer 
Barahona  
 
Im Folgenden wird ausschlielich der  n   nTorus mit n   und dem IsingModell
ohne ueres Feld behandelt Jeder Gitterpunkt v   i j  T  f  ng
 
des Torus
ist mit einem Spin S
v
besetzt der mit den vier Spins S
v
 
 S
v

 S
v

und S
v

auf seinen
nchsten Nachbarpositionen
v

  i  j   mod n v
 
  i  j   mod n
v

   i  mod n j v

   i  mod n j
interagiert Ein Spinzustand ist hier eine  n   nMatrix  S
v

v T
mit Komponenten
in fg also Element von V  fg
T
 Zwei Spinzustnde  S
v

v
  S

v

v
 V
heienHammingbenachbart wenn sie sich in genau einer Position v  T unterscheiden
Verm	ge der bijektiven Abbildung   V  f g
N
mit N  n
 
 deniert durch
  S
v

v T
   

 
S

 

 
S

  

 
S
n
 

 
S

 

 
S

  

 
S
n
 




 
S
n
 

 
S
n
  

 
S
nn
  
lsst sich die SpinglasAufgabe auf dem Torus in eine Minimierungsaufgabe mit L	
sungsraum f g
N
berfhren und mit lokaler Suche in f g
N
bearbeiten Eine L	sung
x  f g
N
ist bzgl der HammingNachbarschaft ber f g
N
genau dann lokal minimal
wenn 

 x  V bzgl der HammingNachbarschaft ber V lokal minimal ist
  Ein RucksackProblem
Gegeben seien zwei Vektoren s   s

  s
n
 und v   v

  v
n
 mit Komponenten in
IN

 f 	 g sowie eine Zahl S  IN

 Gesucht ist ein Vektor x   x

  x
n
  f g
n
mit
s x 
n
X
i	
x
i
s
i
 S 

fr den
v x 
n
X
i	
x
i
v
i
m	glichst gro ist Man kann anschaulich von n Paketen sprechen und s
i
bzw v
i
fr
i    n als Gre bzw Wert des iten Pakets interpretieren Die Zahl S stehe fr
die Gr	e eines Rucksacks der mit einem Teil der Pakete bepackt werden soll Jede
 
Eine detaillierte Problembeschreibung sowie BranchandCutAnstze fr den  n nTorus mit klei
nen Parametern n ndet man beispielsweise in 	
 	 und 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mgliche Rucksackladung wird dann durch einen Vektor x   f  g
n
reprsentiert wobei
x
i
  genau dann gelte wenn das ite Paket in den Rucksack genommen wird Mit dieser
Interpretation der Ausgangsdaten besagt Bedingung 	 dass die gem
 x ausgewhlten
Pakete zusammen in den Rucksack passen mssen vx gibt den Gesamtwert der Ruck
sackladung x wieder Der Lsungsraum dieser Maximierungsaufgabe ist also die Menge X
aller 	 erfllenden Vektoren aus f  g
n
 Karp   hat   gezeigt dass das zugehrige
Entscheidungsproblem NPvollstndig ist
Man beachte dass ein aus L   Elementen aus X gebildeter Mehrheitsvektor nicht unbe
dingt X angehrt Um dennoch Mehrheitsbildung einsetzen zu knnen bieten sich folgen
de Mglichkeiten an Man kann einen Mehrheitsvektor x   f  g
n
nX reparieren indem
man x durch ein geeignetes Element von X ersetzt Das kann beispielsweise ein x
 
  X
sein welches x besonders hnlich ist dh sich in minimaler Anzahl an Komponenten
von x unterscheidet Oder aber man erweitert den Lsungsraum auf ganz f  g
n
 Hier
muss durch entsprechende Neuwahl der Zielfunktion erreicht werden dass wenigstens die
lokal maximalen Lsungen in X liegen Insbesondere terminiert lokale Suche dann stets
in zulssigen Vektoren des f  g
n
 Fr die vorliegende Arbeit wurde die letztgenannte
Variante gewhlt So lassen sich Seiteneekte aufgrund der speziellen Wahl von Repa
raturma
nahmen ausschlie
en Zudem wird das Verhalten von Mehrheitsbildung beim
RucksackProblem mit den Eekten bei den vorangegangenen Problemen vergleichbar
Sei also f  f  g
n
 IR deniert durch
fx  vx px
wobei
px 
 
  sx S
C  sx S sx  S
mit einer Konstante C  maxfv
i
j i    ng sei px ist ein Strafterm der den Wert
von x   X je nach Hhe der berschreitung der Rucksackgr
e entsprechend mindert
Ist nun x   f  g
n
eine lokal maximale Lsung bezglich der HammingNachbarschaft
so gilt 	 dh x   X Um dies einzusehen sei sx  S also sx S  angenommen
Wegen S    existiert ein i   f  ng mit x
i
  Deniere y  y
 
  y
n
   f  g
n
durch y
i
   und y
j
 x
j
fr jedes j   f  ng n fig Falls y   X folgt
fy fx  vy vx  C sx S  v
i
 C sx S
 z 
max v
j
  
im Widerspruch zur lokalen Maximalitt von x Denselben Widerspruch erhlt man falls
y   X
fy fx  vy C sy S vx  C sx S  v
i
 C s
i
z
max v
j
  
Der Lsungsraum f  g
n
zusammen mit der HammingNachbarschaft und der Zielfunk
tion f ist also fr das RucksackProblem unter Einsatz von Mehrheitsbildung geeignet
Man kann allerdings im Allgemeinen nicht erwarten dass unter diesem Nachbarschaftsbe
gri brauchbare lokal maximale Lsungen zustande kommen Nach Erreichen der Schranke
  Untersuchte Optimierungsprobleme 
S beim Bepacken des Rucksacks wird nicht bercksichtigt ob durch Auspacken eines Pa
kets und Einpacken eines anderen ein besserer Wert erzielt werden kann Die Hamming
Nachbarschaft soll daher dahingehend erweitert werden dass zu den HammingNachbarn
eines Vektors x   x
 
  x
n
   f g
n
alle Lsungen
y
ij
x   x
 
 x
 
  x
i 
  x
i
 x
i
 x
i 
  x
j 
  x
j
 x
j
 x
j 
  x
n

mit   i  j n hinzukommen Da die Nachbarn y
ij
x durch gleichzeitiges Flippen zwei
er Komponenten aus x hervorgehen soll von der DoppelFlipNachbarschaft gespro
chen werden Gilt speziell x
i
  x
j
 entsteht y
ij
x anschaulich durch Austausch des iten
mit dem jten Paket aus x Insgesamt hat jede Lsung x   f g
n
genau n
 
n
 

Nachbarn
Natrlich ist jede lokal maximale Lsung bezglich dieses erweiterten Nachbarschaftsbe
gris auch bezglich der HammingNachbarschaft lokal maximal Insbesondere bleibt
Bedingung 	 fr alle lokal maximalen Lsungen gltig
  Das CountingOnesProblem
Das CountingOnesProblem ist aus Sicht der Optimierung trivial
 Hier ist n   und
f  f g
n
 IR deniert durch
fx

  x
n
   fi  x
i
  g
Die Zielfunktion f ist zu maximieren Trivialerweise gilt max f   n Der Einsvektor
    ist die einzige global bzw lokal	 maximale Lsung Die einfache Struktur dieses
Problems wird fr ein besseres Verstndnis von speziellen Eekten der Mehrheitsbildung
sorgen
Kapitel II
Einstuge Mehrheitsbildung
In diesem Kapitel werden experimentelle Ergebnisse der Mehrheitsbildung fr die in Ab
schnitt  genannten Optimierungsprobleme mit Lsungsraum V   f g
n
vorgestellt
Mehrheitsvektoren entstehen durch Mehrheitsbildung aus L   lokal maximalen Lsun
gen x
 
 x
 
  x
L
 V des Problems vgl De	nition 
 x

  x
L
werden durch zufllige
Lufe lokaler Suche ermittelt dh durch wiederholte lokale Suche mit zufllig gewhl
tem Startvektor in jedem Lauf An die L zuflligen Lufe schliet sich ein Mehrheitslauf
an hier wird als Startvektor ein Mehrheitsvektor x zu x

  x
L
gewhlt Die lokal maxi
male Lsung aus dem Mehrheitslauf wird dann hinsichtlich ihres Zielfunktionswerts mit
den Lsungen x

  x
L
verglichen Natrlich eignen sich auch lokal maximale Lsungen
die aus Mehrheitslufen stammen zur Gewinnung neuer Mehrheitsvektoren Dies fhrt
zu einem mehrstu	gen iterierten Einsatz des Mehrheitsprinzips Das Augenmerk soll in
diesem Kapitel jedoch zunchst auf einstu	ge Verfahren gerichtet sein
  Ausgewhlte MaxSATBenchmarks
Seit  	nden am Center for Discrete Mathematics and Theoretical Computer Science
kurz DIMACS der Rutgers University des Staates New Jersey regelmig Workshops
mit ausgewhlten Themen aus Diskreter Mathematik und Kombinatorischer Optimie
rung statt Das Ziel besteht darin weltweite Forschungsaktivitten zu koordinieren und
dabei besonderes Augenmerk auf praktische Lsungsanstze und Heuristiken fr schwieri
ge Probleme zu richten Einer dieser Workshops mit dem Titel NP Hard Problems Ma
ximum Clique Graph Coloring and Satis	ability  wurde unter Leitung von Trick
Chvatal Cook Johnson McGeoch und Tarjan in den Jahren  vorbereitet
und vom  bis  Oktober  abgehalten Fr die vorliegende Arbeit wurden einige
der MaxSATInstanzen aus dem BenchmarkKatalog
 
fr diesen Workshop willkrlich
ausgewhlt und auf das Abschneiden von Mehrheitsbildung hin untersucht
  Die Instanz Hanoi 
Eines der wohl schwierigsten SATBenchmarks fr den erDIMACSWorkshop trug die
Bezeichnung Hanoi  und kodierte eine Menge von Axiomen zur Beschreibung einer
Instanz des bekannten Problems Trme von Hanoi mit fnf Ringen Zum damaligen
Zeitpunkt wusste man zwar dass Hanoi  lsbar ist doch existierte bis dato kein Al
gorithmus welcher eine Variablenbelegung zur Erfllung aller Klauseln 	nden konnte
 
via FTP erhltlich unter ftpdimacsrutgersedupubchallengesatbenchmarkscnf bzw
ftpdimacsrutgersedupubchallengesatcontributedUCSCinstancescnfbf
  Ausgewhlte MaxSATBenchmarks 
 Hanoi  wird mit    Variablen und   Klauseln angegeben wobei  Klau
seln Lnge    	 Klauseln Lnge 
 
	 Klauseln Lnge    Klauseln Lnge  und

 Klauseln Lnge  haben
Im Folgenden werden Ergebnisse aus je 			 Lufen verschiedener Varianten wiederholter
lokaler Suche vorgestellt
 
Die 			 Lufe unterteilten sich in 		 Bl
cke zu je vier Lufen
Jeder Block bestand aus drei zuflligen Lufen und einem anschlieenden Mehrheitslauf
dessen Startvektor durch Mehrheitsbildung aus den drei vorangegangenen lokal maxima
len L
sungen gebildet wurde Bei jeder getesteten Variante lokaler Suche wurden 			
verschiedene lokal maximale L
sungen gefunden Dies weist auf eine enorme Zahl aller
existierenden lokal maximalen L
sungen hin
 Wiederholte lokale Suche ohne Sidesteps
a Deterministisch wiederholte zyklische schnelle lokale Suche
Fr die wiederholte zyklische schnelle lokale Suche wurde als Permutation  
der    Suchrichtungen die identische Permutation festgehalten vgl Abschnitt
 Die HammingNachbarn einer aktuellen Belegung x   f	  g
  
wurden
also stets in der Reihenfolge der kanonischen Enumeration y

x y

x  y
 
x
untersucht vgl Denition  Abbildung  zeigt ein Sulendiagramm in dem
        
	
 	
	
	
	
	
Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima
bei deterministisch wiederholter zyklischer schneller lokaler Suche
auf der Abszisse die f Werte und auf der Ordinate ihre Hugkeiten innerhalb
der 
			 aufgetretenen lokal maximalen L
sungen aufgetragen sind Die Summe
dieser Hugkeiten ist also 
			 Die Hugkeiten der lokalen Maxima aus den
Mehrheitslufen sind rot die aus den zuflligen Lufen schwarz gekennzeichnet
 
Um Verwechslungen mit Satzkommata zu vermeiden werden Dezimalbrche im Weiteren stets in der
Punkt statt KommaNotation geschrieben
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Aullig ist der deutliche Gtevorsprung der in den Mehrheitslufen gewonnenen
lokalen Maxima Der beste erzielte f Wert war   und wurde in einem Mehr
heitslauf erreicht Als schlechtester Wert trat   nach einem zuflligen Lauf
auf Der beste zufllige Lauf endete bei   der schlechteste Mehrheitslauf bei
   Im Durchschnitt ergaben die lokal maximalen L	sungen aus den zuflligen
Lufen einen f Wert von  	 aus den Mehrheitslufen von  
b
 Wiederholte volle lokale Suche
Unter den gleichen Bedingungen wie in a
 fand nun ein Vergleich zwischen zu
flligen Lufen und Mehrheitslufen wiederholter voller lokaler Suche statt Der
beste Funktionswert aus einem Mehrheitslauf war  
 der schlechteste  
Abbildung 
 Aus den zuflligen Lufen traten f Werte zwischen   und
   auf Im Mittel lagen die f Werte nach den zuflligen Lufen voller Suche
bei  
 nach den Mehrheitslufen bei  
        

 




Abbildung  Hugkeitsverteilung der gefundenen lo
kalen Maxima bei wiederholter voller lokaler Suche
 Wiederholte lokale Suche mit Sidesteps
Den beiden obigen Sulendiagrammen werden nun die Ergebnisse aus wiederholter
lokaler Suche mit Erlaubnis von Sidesteps gegenber gestellt Es wurde die in Ab
schnitt  beschriebene Schrankenmethode verwendet Zwischen je zwei Verbesse
rungsschritten innerhalb eines Laufs lokaler Suche durften h	chstens    Sidesteps
vollzogen werden also so viele Sidesteps wie Variable vorkommen
a
 Deterministisch wiederholte zyklische schnelle lokale Suche mit Sidesteps
Im Vergleich zur deterministisch wiederholten zyklischen schnellen lokalen Suche
ohne Sidesteps traten wesentlich h	here und weniger verschiedene Zielfunktions
werte auf Die nach den zuflligen Lufen aufgetretenen f Werte lagen im Bereich
von   bis   nach den Mehrheitslufen zwischen   und   Im
  Ausgewhlte MaxSATBenchmarks 
Durchschnittlich traten nach den zuflligen Lufen f Werte von   nach
den Mehrheitslufen von   auf
       


 
 
Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei de
terministisch wiederholter zyklischer schneller lokaler Suche mit Sidesteps
b	 Wiederholte volle lokale Suche mit Sidesteps
       





 
Abbildung 
 Hugkeitsverteilung der gefundenen lokalen
Maxima bei wiederholter voller lokaler Suche mit Sidesteps
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Bei der wiederholten vollen lokalen Suche mit Sidesteps erbrachten die zuflligen
Lufe f Werte zwischen   und   im Durchschnitt   Die f Werte
der Mehrheitslufe lagen zwischen   und   im Mittel bei   
Analoge Versuche wurden auch fr die probabilistisch wiederholte zyklische schnelle lokale
Suche ohne und mit Sidesteps angestelllt Auf die entsprechenden Sulendiagramme wird
aus Platzgrnden verzichtet In Tabelle 	 sind alle wichtigen Ergebnisse bei den sechs
Varianten lokaler Suche zusammengefasst 
dZS bzw 
pZS sind die Kurzformen fr

deterministisch wiederholt zyklisch schnell bzw 
probabilistisch wiederholt zyklisch
schnell 
V steht fr 
voll Der Anhang 
s bezeichnet die jeweilige Variante lokaler
Suche mit Sidesteps max
zf
bzw max
Mh
bezeichnet den besten gefundenen f Wert aus den
  zuflligen Lufen bzw den  Mehrheitslufen f
zf
bzw f
Mh
krzt den jeweiligen
durchschnittlichen f Wert der aufgetretenen lokal maximalen Lsungen ab gemittelt ber
die zugehrige Anzahl der Lufe Die durchschnittlichen Schrittzahlen also bergnge
zu HammingNachbarn inklusive Sidesteps whrend eines Laufs sind als S
zf
bzw S
Mh
angegeben Mit F
zf
bzw F
Mh
werden die durchschnittlichen Fragenzahlen bezeichnet
max
zf
max
Mh
f
zf
f
Mh
S
zf
S
Mh
F
zf
F
Mh
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Tabelle 	 Ergebnisse aus zuflligen Lufen und Mehrheits
lufen lokaler Suche verschiedener Varianten bei Hanoi 
Fr das BenchmarkProblem 
Hanoi  lassen sich zusammenfassend bei allen getesteten
Varianten lokaler Suche folgende Beobachtungen machen
	 Mehrheitslufe erzielen im Durchschnitt bessere Zielfunktionswerte als zufllige Lufe
Die besten gefundenen f Werte stammen typischerweise aus Mehrheitslufen
 Mehrheitslufe machen im Durchschnitt weniger Schritte als zufllige Lufe Dies
ist ein Indiz dafr dass Mehrheitsvektoren im Mittel einen geringeren Hamming
Abstand zu lokal maximalen Lsungen haben als zufllige Startvektoren vgl S 	
  Mehrheitslufe stellen im Durchschnitt weniger Fragen als zufllige Lufe jeweils ohne
Sidesteps Dies fhrt zu krzeren Rechenzeiten
   Weitere MaxSATBenchmarks
Neben 
Hanoi  wurde eine Reihe anderer Instanzen des DIMACSKatalogs ausge
whlt Unter den OriginalBezeichnungen der zugehrigen Datenles waren dies die Bench
marks bf bf bf	 bf
	 hanoi par par
g	 g g und g Diese Dateien enthalten Klauselmengen welche
  Ausgewhlte MaxSATBenchmarks 
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Tabelle  Ergebnisse aus zuflligen Lufen und Mehrheits
lufen lokaler Suche bei verschiedenen MaxSATInstanzen
Probleminstanzen aus den Bereichen der Fehleranalyse von Schaltkreisen Prx bf	

Trme von Hanoi Prx hanoi	
 Parameteridentikation gewisser Boolescher Funk
tionen Prx par	
 sowie der Frbbarkeit von Graphen Prx g	
 kodieren Den
beigefgten Dokumentationen zufolge sind bei den Hanoi Parameteridentikations und
GraphenfrbbarkeitsBenchmarks jeweils alle Klauseln erfllbar Bei den SchaltkreisBei
spielen werden keine Angaben zur Erfllbarkeit gemacht
  Kapitel II Einstufige Mehrheitsbildung
Tabelle  zeigt die Ergebnisse des Einsatzes von Mehrheitsbildung unter verschiedenen
Varianten lokaler Suche Es wurden pro Instanz und Suchvariante  Lufe gemacht
und zwar wie schon bei Hanoi 	
 jeweils   Blcke zu je drei zuflligen Lufen und
einem anschlieenden Mehrheitslauf Der Startvektor eines Mehrheitslaufs ging jeweils
durch Mehrheitsbildung aus den drei lokal maximalen Lsungen der vorangegangenen
zuflligen Lufe hervor Zum Einsatz kamen wiederholte volle lokale Suche V
 wieder
holte schnelle lokale Suche S
 und probabilistisch wiederholte zyklische schnelle lokale
Suche pZS
 In der ersten Spalte sind auer dem Dateinamen der Instanz die Zahl
n der Variablen und die Zahl m der Klauseln angegeben Die Bedeutung der weiteren
Spalten ist wie in Tabelle 
Unter allen Instanzen und Suchvarianten wurden jeweils  verschiedene lokal maximale
Lsungen gefunden Bei den Schaltkreis Hanoi und ParameteridentikationsBeispielen
traten hnlich gute Erfolge der Mehrheitsbildung auf Die Graphenbeispiele unterschieden
sich von diesen in zweierlei Hinsicht Zum einen waren die Dierenzen bei den f Werten
nicht allzu gro Man beachte aber hierzu dass schon die zufllige lokale Suche f Werte
mit einer Approximationsgte von mehr als  zum globalen Optimum m lieferte
Zum anderen traten in den Mehrheitslufen sowohl hinsichtlich der Schrittzahlen als auch
teilweise der Fragenzahlen hhere Durchschnittswerte als in den zuflligen Lufen auf
Ungeachtet dessen besteht dennoch kein gewichtiger Grund vom Einsatz der Mehrheits
bildung abzuraten
   Erfolgsquoten bei zufllig erzeugten Instanzen
Die Instanzen aller in Abschnitt  genannten Optimierungsprobleme hngen von be
stimmten numerischen Parametern ab Bei MaxkSAT sind dies etwa die Zahl n der
Variablen die Zahl m der Klauseln und die Zahl k der Literale pro Klausel Am Beispiel
des IsingSpinglasProblems auf dem n   nTorus lsst sich n als Problemparameter
auassen Wenngleich die Menge aller Probleminstanzen unendlich gro ist existieren zu
jedem festen Parameter bzw Parametersatz bei mehreren Parametern r nur endlich
viele Instanzen Die Menge dieser Instanzen wird mit Ir bezeichnet
In diesem Abschnitt soll der Erfolg
 der Mehrheitsbildung in Abhngigkeit eines Pa
rametersatzes r dargestellt werden Hierzu ist ein numerischer Messwert
 des Erfolgs
erforderlich Falls f   ist es beispielsweise denkbar den Mittelwert aller Quotienten
der Form
fx
max ffx
 
 fx
 
  fx
L
g
mit L   zu bilden x

 x
 
  x
L
 f g
n
seien dabei lokal maximale Lsungen und
x  f g
n
ein zugehriger Mehrheitsvektor Man beachte hierzu dass die Optimierung
in dem hier behandelten Sinne letztlich auf die Ermittlung einer einzelnen Lsung mit
mglichst groem f Wert abzielt Dies rechtfertigt die MaximumBildung im Nenner
Gemittelt wird ber alle solchen x

  x
L
und x und alle Instanzen aus Ir In praktischen
Versuchen stellte sich heraus dass fx typischerweise schlechter als der Durchschnitt von
   Erfolgsquoten bei zufllig erzeugten Instanzen 
f x
 
  f x
L
 ist Stattdessen soll der Erfolg der Mehrheitsbildung an der Antwort auf
folgende Fragestellung gemessen werden
Bei gegebener Probleminstanz erlaube die Rechenzeit mindestens L   Lufe lokaler
Suche einer bestimmten Variante Welche der folgenden Alternativen ist vorzuziehen
  Ermittlung von L lokal maximalen Lsungen x
 
 x
 
  x
L
aus L unabhngigen
zuflligen Lufen
  Ermittlung von L lokal maximalen Lsungen y

 y
 
  y
L
aus L unabhngigen zuflli	
gen Lufen und danach einer lokal maximalen Lsung y
L
aus einem Mehrheitslauf
F
r letztere Mglichkeit soll die Startlsung von Lauf L   durch Mehrheitsbildung
aus y

  y
L
entstehen Zum Vergleich stehen max
zf
 max ff x

  f x
L
g und
max
Mh
 max ff y

  f y
L
g Welcher Wert ist typischerweise grer
Zur experimentellen Untersuchung dieser Frage wird eine mglichst groe Zahl B von
unabhngig und zufllig gewhlten Instanzen aus I r gem der diskreten Gleichvertei	
lung auf I r erzeugt Zu jeder Instanz werden mittels wiederholter lokaler Suche einer
Variante S lokal maximale Lsungen x

  x
L
und y

  y
L
wie oben ermittelt Dabei
wird festgehalten wie oft max
Mh
grer gleich gro oder kleiner als max
zf
ist Die zugeh	
rigen Anzahlen seien fmax
Mh
 max
zf
g fmax
Mh
 max
zf
g und fmax
Mh
 max
zf
g
Definition   Erfolgsquote
Unter dem oben beschriebenen Szenario heit
 fmax
Mh
 max
zf
g

 
fmax
Mh
 max
zf
g  fmax
Mh
 max
zf
g
B
die empirische Erfolgsquote von Mehrheitsbildung unter r L und S
Per Denition ist die Erfolgsquote eine rationale Zahl aus dem Intervall 	 
 Die Erwar	
tung besteht darin dass die Erfolgsquote unter r L und S f
r alle oder wenigstens viele
bzw in irgendeiner Weise relevante Problemgren r grer als

 
ist In diesem Fall kann
man den Einsatz der Mehrheitsbildung unter einer beliebigen Instanz aus I r als ratsam
ansehen wenn keine zustzlichen Informationen 
ber die Struktur der Instanz vorliegen
Man beachte dass die Erfolgsquoten nicht nur von den Gren r L und S abhngen Sie
werden vielmehr auch durch praktische Faktoren wie die Beispielzahl B oder die verwen	
deten Pseudozufallszahlen whrend des Ablaufs des Programms mageblich beeinusst
Durch bergang zu dem folgenden stochastischen Modell kann man sich von diesen Seiten	
eekten lsen Sei   I r  f g
n

  L
 Weiter sei P  

 	 
 das Wahrschein	
lichkeitsma das jedem Elementarereignis
 
I x

  x
L
 y

  y
L

 

die Wahr	
scheinlichkeit zuordnet mit der I  I r gewhlt wird und x

  x
L
 y

  y
L
unter
Instanz I und Variante S lokaler Suche als lokal maximale Lsungen sowie y
L
als Mehr	
heitsvektor zu y

  y
L
auftreten Schlielich sei die Zufallsvariable X
rLS
   P   IR
deniert durch
X
rLS
  



 falls max
Mh
 max
zf

 
 falls max
Mh
 max
zf
 falls max
Mh
 max
zf
  Kapitel II Einstufige Mehrheitsbildung
fr alle    
 
I x
 
  x
L 
 y

  y
L 

   Dabei sei f die durch I gegebene Zielfunk
tion max
zf
  max ffx

  fx
L 
g und max
Mh
  max ffy

  fy
L 
g Nach
dem Gesetz der groen Zahlen bildet die empirische Erfolgsquote von Mehrheitsbildung
unter r L und S eine Nherung fr den Erwartungswert von X
rLS

Definition  	Erfolg

Die Erwartung von X
rLS
heit der Erfolg von Mehrheitsbildung unter r L und S
Da die theoretische Behandlung des Erfolgs von Mehrheitsbildung zu komplex ist be
schrnken sich die Untersuchungen der vorliegenden Arbeit auf die Ermittlung empirischer
Erfolgsquoten Beobachtungen fr empirische Erfolgsquoten werden als Vermutungen fr
den Erfolg von Mehrheitsbildung formuliert
Als weiteres Vergleichskriterium zwischen zuflligen Lufen und Mehrheitslufen lokaler
Suche werden ihre Schrittzahlen herangezogen Diese geben die Anzahl der bergnge zu
besseren Nachbarlsungen whrend eines Laufs wieder 	vgl S 
 Bei fest gewhltem
Parametersatz r fester Gruppengre L und fester Variante S lokaler Suche werden die
auftretenden Schrittzahlen ber alle entsprechenden Mehrheitslufe und alle erzeugten
Instanzen aus Ir gemittelt Dieser experimentell entstehende Zahlenwert sei S
Mh
r L S
Analog werden die durchschnittlichen Schrittzahlen S
zf
r S zuflliger Lufe gebildet Von
besonderem Interesse sind dann die durchschnittlichen Schrittzahlen von Mehrheitslufen
relativ zu den durchschnittlichen Schrittzahlen zuflliger Lufe
Definition  	Schrittzahlquotient

Der Quotient S
Mh
r L SS
zf
r S heit empirischer Schrittzahlquotient von
Mehrheitsbildung unter r L und S
OBdA existieren zu jedem Parametersatz r einige Instanzen deren Lsungen nicht alle
samt lokal maximal sind Dann gehen bei hinreichend groer Anzahl gerechneter Instanzen
und zuflliger Lufe positive Schrittzahlen in die Mittelung ein so dass S
zf
r S   und
obiger Quotient wohldeniert ist
Hngen die Instanzen des Problems nur von einem einzigen Parameter ab lsst sich die
Folge der Erfolgsquoten in Abhngigkeit dieses Parameters in einer zweidimensionalen
Graphik veranschaulichen In diesem Fall werden aus optischen Grnden aufeinanderfol
gende Datenpunkte stets durch eine Linie verbunden Die graphische Veranschaulichung
einer Folge von 	empirischen
 Erfolgsquoten in Abhngigkeit eines Parameters r auf diese
Weise sei als Erfolgskurve bezeichnet Analog sei unter der Kurve der Schrittzahl
quotienten in Abhngigkeit des Parameters r die graphisch durch Linien verbundene
Folge der 	empirischen
 Schrittzahlquotienten in r zu verstehen
   Erfolgsquoten fr Max SAT
Eine MaxSATInstanz basiert auf den Problemparametern n und m mit nm   Da
bei bezeichnet n die Zahl der Booleschen Variablen X

  X
n
und m die Anzahl der
Klauseln Jede Klausel ist Disjunktion von  Literalen Zu jedem festen Parametersatz
   Erfolgsquoten bei zufllig erzeugten Instanzen 
r   nm wird eine Instanz aus Ir wie folgt zufllig bestimmt Fr jedes der m Literale
wird je mit Wahrscheinlichkeit
 
n
eine der n Variablen gewhlt und diese anschlieend mit
Wahrscheinlichkeit
 
 
negiert Auf diese Weise tritt jede der insgesamt n
m
mglichen
Instanzen mit derselben Wahrscheinlichkeit auf
Im Folgenden werden die Erfolgsquoten der Mehrheitsbildung unter ausgewhlten Para
meterstzen r   nm in Abhngigkeit eines der Parameter n bzwm dargestellt Variiert
man etwa n	 so ist intuitiv bereits klar	 dass m fr sinnvolle Untersuchungen mit n kor
reliert sein sollte Sehr wenige Klauseln im Vergleich zur Variablenzahl n sind nmlich
typischerweise problemlos zu erfllen	 so dass sowohl die zuflligen Lufe als auch die
Mehrheitslufe sicher das globale Maximum erreichen Unter jedem festen m tritt dieser
Fall bei wachsendem n irgendwann ein Interessant sind Parameterstze	 die fr nicht
triviale Instanzen sorgen Selman	 Levesque und Mitchell 
 haben beobachtet	
dass es zu jeder Variablenzahl n eine eindeutig bestimmte Klauselanzahl mn mit fol
genden Eigenschaften gibt Fr zufllig gewhlte SATInstanzen zu den Parametern n
und mn mit paarweise verschiedenen Variablen innerhalb einer Klausel ist es beson
ders schwierig zu entscheiden	 ob alle Klauseln zugleich erfllbar sind Als Ma fr die
Schwierigkeit haben sie die Zahl der rekursiven Aufrufe whrend des Ablaufs des Reso
lutionsverfahrens von Davis und Putnam 
 gewhlt Ferner schien die Zahl mn in
einem Bereich zu liegen	 in dem es mit Wahrscheinlichkeit

 
eine Belegung gibt	 die alle
Klauseln erfllt Im Einzelnen wurden folgende Werte beobachtet
n     mn   		n
n   	  mn   
n
n   
  mn   n
Vermutung in   lim
n 
mn
n
  	
Fr die folgenden Untersuchungen wird daher zu jeder Variablenzahl n die Klauselzahl
m

  m

n   d	ne
verwendet Diese Festlegung erscheint  zumindest fr erste Versuche  sinnvoll	 auch
wenn sich im vorliegenden Modell Variable innerhalb einer Klausel wiederholen drfen
Abbildung  zeigt die Erfolgskurve unter r   nm

n	 L    und wiederholter
voller lokaler Suche bzw probabilistisch wiederholter zyklischer schneller lokaler Suche
Da die Lufe voller lokaler Suche wesentlich mehr Rechenzeit als die Lufe zyklischer
schneller lokaler Suche bentigen	 wurde dort auf grere n als  verzichtet Zudem
wurden Erfolgsquoten nicht fr alle n aus f
  g bzw f
  	g berechnet	 son
dern nur fr n  f
   
g  f    g bei wiederholter voller lokaler
Suche und nur fr n  f
   
g  f
	 

 

	  g  f	  	  g 
f
    	g bei wiederholter zyklischer schneller lokaler Suche Unter bei
den Varianten wurde ber 
  BeispielInstanzen fr jedes n  
 beziehungsweise
ber 
  Instanzen fr jedes n  
 gemittelt
Unabhngig von der Strategie lokaler Suche bertrit die Mehrheitsbildung die Erwar
tung	 dass ihre Erfolgsquoten unter obigen Parametern fr fast alle n ber der

 
Marke
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Abbildung   Max SAT Erfolgskurven unter r   nm
 
 L   
und wiederholter voller lokaler Suche links bzw probabilistisch wieder
holter zyklischer schneller lokaler Suche rechts in Abhngigkeit von n
liegen bei weitem Die Folgen der Erfolgsquoten konvergieren unter beiden Varianten loka
ler Suche fr n  gegen   Dass die beiden Erfolgskurven in
 
 
	starten
 ist klar denn
fr n    ndet jeder Lauf lokaler Suche unter beliebiger Suchstrategie trivialerweise das
globale Maximum Ungeklrt bleibt an dieser Stelle was es mit dem 	kurzzeitigen
 gerin
gen Abfall der Erfolgskurven unter

 
auf sich hat bevor die Folgen gegen   konvergieren
Die Einschrnkung einer Erfolgskurve auf ein Intervall kleiner Parameter mit Erfolgsquo
ten von hchstens

 
wird im Folgenden Misserfolgstal genannt Eine Diskussion zum
Misserfolgstal wird in Abschnitt  gefhrt
Ein Vergleich von L   mit anderen Gruppengren L zeigt dass bei MaxSAT sowohl
die Konvergenz der Erfolgsquotenfolge in n gegen   als auch das Misserfolgstal typisch
sind Die Abbildungen  und  veranschaulichen die Folgen der Erfolgsquoten unter
r  nm
 
 und L      fr wiederholte volle lokale Suche und probabilistisch
wiederholte zyklische schnelle lokale Suche jeweils im Bereich   n    Fr jede Va
riablenzahl n wurden die entsprechenden Erfolgsquoten durch Auswertung ber   
iid gewhlte Probleminstanzen ermittelt Es fllt sofort auf dass alle Erfolgskurven fr
kleine n ein Misserfolgstal aufweisen welches mit wachsender Gruppengre L acher und
krzer wird Letztere Beobachtung sollte nicht weiter verwundern da mit zunehmendem
L dem einen Mehrheitslauf innerhalb einer Gruppe von   L 	   Lufen lokaler Suche
immer weniger Bedeutung zukommt Auch nach berschreiten der

 
Marke gilt fr jedes
n je grer L desto grer die Erfolgsquote Anhand der Graphiken ist dies fr L  

zwar nicht einwandfrei zu erkennen erscheint aber zumindest als glaubhaft Die beiden
Varianten der wiederholten lokalen Suche an sich haben auf das Abschneiden der Mehr
heitsbildung kaum Einuss Diese Beobachtungen fhren zu folgender verallgemeinerten
Vermutung 
Der Erfolg von Mehrheitsbildung fr das Problem MaxSAT in Abhngigkeit von
r  nm
 
n konvergiert unter jeder Gruppengre L   und beliebiger in Ab
schnitt  genannter Variante wiederholter lokaler Suche fr n  gegen  
Vergleicht man die Abbildungen  und  etwas genauer fallen am rechten Rand dh
   Erfolgsquoten bei zufllig erzeugten Instanzen 
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Abbildung   Max SAT  Erfolgskurven unter r   nm
 
 verschiedenen
Gruppengren L und wiederholter voller lokaler Suche in Abhngigkeit von n
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Abbildung    Max SAT Erfolgskurven unter r   nm
 
 verschie
denen Gruppengren L und probabilistisch wiederholter zyklischer schneller
lokaler Suche in Abhngigkeit von n
   Erfolgsquoten bei zufllig erzeugten Instanzen 
fr n    geringfgig unterschiedliche Werte der Erfolgsquoten auf Diese liegen bei
zyklischer schneller lokaler Suche fast smtlich unter  bei voller lokaler Suche dagegen
nur fr L   Die Erfolgsquoten scheinen also unter voller lokaler Suche etwas schneller
anzusteigen Vergleiche dazu auch die Erfolgsquoten unter greren Problemparametern n
und Gruppengre  in Tabelle 	
n 
 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Tabelle 	 Erfolgsquoten unter Gruppengre  
Im Allgemeinen lassen hhere Erfolgsquoten jedoch nicht auf bessere Zielfunktionswerte
der in den Mehrheitslufen ermittelten lokal maximalen Lsungen schlieen Um dies
einzusehen werden die durchschnittlich erzielten f Werte der lokal maximalen Lsungen
aus allen Mehrheitslufen voller lokaler Suche mit fester Gruppengre herangezogen und
mit den analogen Durchschnittswerten unter zyklischer schneller lokaler Suche verglichen
Tabelle  zeigt die Ergebnisse fr n    und zwar jeweils in einer Zeile fr die
wiederholte zyklische schnelle lokale Suche ZS die wiederholte volle lokale Suche V
und die Dierenz unter beiden Suchvarianten  
zufllig L    L    L    L    L    L   	 L   
 L   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Tabelle  Durchschnittliche f Werte gefundener lokal maximaler Lsungen
Man erkennt dass die volle lokale Suche in allen Spalten geringfgig schlechter abschnei
det insbesondere in den zuflligen Lufen laut Spalte 
 Hier ist die Dierenz am grten
Innerhalb der Teilfolgen der geraden bzw ungeraden L fllt die Dierenz monoton in L
Relativ zum Ausgangsmaterial aus den zuflligen Lufen gesehen ist also der Nutzen
der Mehrheitsbildung unter voller lokaler Suche grer Diese Beobachtung erklrt das
schnellere Ansteigen der Erfolgskurven unter der vollen lokalen Suche
In Abbildung  sind fr jedes L  f   g und n  f   g die Dierenzen der
durchschnittlichen f Werte aus den Mehrheitslufen unter Gruppengre L und den mitt
leren f Werten aus den zuflligen Lufen dargestellt Die Graphik links zeigt die Daten
der wiederholten vollen lokalen Suche rechts der probabilistisch wiederholten zyklischen
schnellen lokalen Suche Die Daten stammen aus denselben Lufen aus denen die Erfolgs
quoten der Abbildungen  und  ermittelt worden sind Aus optischen Grnden sind
die Datenpunkte jeweils durch Linien verbunden
Man erkennt dass die Dierenzen fr jedes L und alle n   positiv sind Die durch
schnittlichen f Werte nach den Mehrheitslufen sind also unter jeder Gruppengre L
besser als nach den zuflligen Lufen Zudem zeigt sich eine Zunahme der Dierenzwerte
mit aufsteigender Gruppengre Bei genauerem Hinsehen kann man fr jedes gerade L
beobachten dass der Qualittssprung von L zu L sowohl grer als von L  zu L als
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Abbildung   Max SAT Dierenzen der durschnittlichen f Werte lokal maximaler
Lsungen aus Mehrheitslufen verschiedener Gruppengren L und zuflligen Lufen bei
zufllig gewhlten Instanzen mit Parametern r   nm
 
n und wiederholter voller lokaler
Suche links bzw	 probabilistisch wiederholter zyklischer schneller lokaler Suche rechts
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Abbildung   MaxSAT Kurven der Schrittzahlquotienten unter r   nm
 

und wiederholter voller lokaler Suche links bzw	 probabilistisch wiederholter zyk
lischer schneller lokaler Suche rechts in Abhngigkeit von n
auch von L  zu L  ist Es tritt in gewisser Weise also eine Paarung der Kurven auf
Man beachte dazu	 dass die Mehrheitsvektoren bei ungeraden L eindeutig sind Gerade
   Erfolgsquoten bei zufllig erzeugten Instanzen 
Gruppengren fhren aufgrund des Auswrfelns von unentschiedenen Komponenten
zu Mehrheitsvektoren welche teilweise nach denselben Regeln wie die zufllig gewhlten
Startvektoren der zuflligen Lufe gebildet sind	 Dies erklrt das etwas schlechtere Ab

schneiden der geraden L relativ zu den ungeraden L	 Im Hinblick auf die Misserfolgstler
der Mehrheitsbildung ist bemerkenswert dass die f 
Wert
Dierenzen unter keinem n ne

gativ sind	 Unter jedem Problemparameter n    liefern Mehrheitslufe im Durchschnitt
bessere lokale Maxima als zufllige Lufe	
Abbildung 	 zeigt die Kurven der Schrittzahlquotienten fr Max

SAT unter den Pa

rametern n und m
 
n in Abhngigkeit von n	 Die zugehrigen Zahlenwerte wurden aus
denselben Lufen gewonnen aus denen die Erfolgsquoten bzw	 die durchschnittlichen f 

Werte der gefundenen lokal maximalen Lsungen resultierten	 Als erste Beobachtung sei
festgehalten dass alle Kurven mit Quotient  starten	 Bei beliebigen Optimierungs

aufgaben mit Lsungsraum f  g
 
verschwinden die Schrittzahlen von Mehrheitslufen
unter jeder Gruppengre L und mit Raum f  g
 
unter jedem ungeraden L
a Im Raum f  g

sind nur zwei Situationen mglich Entweder beide Lsungen sind
lokal maximal dann terminieren alle Lufe nach  Schritten im Startknoten	 Oder es
gibt nur eine lokal maximale Lsung dann enden alle Suchlufe nach keinem oder ei

nem Verbesserungsschritt trivialerweise in dieser Lsung so dass der Mehrheitsvektor
unter beliebigem L diese Lsung ist	
b Seien x
 
 x
 

 x
 
 
  f  g
 
fr      L und y  y

 y
 
  f  g
 
der Mehrheits

vektor zu x

  x
L
 wobei L ungerade	 Dann tritt y
i
fr i     in jeweils mindestens
d
L
 
e Komponenten von x

i
  x
L
i
auf	 Nach dem Schubfachprinzip existiert folglich ein
  f   Lg mit x
 

 y

und x
 
 
 y
 
 d	h	 x
 
 y	
Zudem lassen sich anhand Abbildung 	 folgende weitere Beobachtungen bzw	 Vermu

tungen fr Max

SAT aufstellen
 Alle Folgen von Schrittzahlquotienten sind monoton wachsend und konvergieren in
IR mit Grenzwert deutlich kleiner  	 Man betrachte hierbei zustzlich die Schritt

zahlquotienten fr grere n in Tabelle 		 Dass die Werte kleiner als   sind ist ein
Indiz dafr dass die Mehrheitsvektoren typischerweise besser sind als zufllig gewhl

te Startvektoren	 Bei der praktischen Durchfhrung der Verfahren konnten bei den
Mehrheitslufen auch deutlich krzere Rechenzeiten beobachtet werden	
n     
zyklisch schnell 	 	 	 	 	
voll 	 	 	 	 	
Tabelle 	 Schrittzahlquotienten unter Gruppengre  
 Fr jeweils fast alle n sind die Schrittzahlquotienten unter wiederholter voller lokaler
Suche V und beliebigem L grer als die entsprechenden Schrittzahlquotienten unter
wiederholter zyklischer schneller lokaler Suche ZS d	h	
S
Mh
nm
 
 LV
S
zf
nm
 
V

S
Mh
nm
 
 LZS
S
zf
nm
 
ZS
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bzw
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Diese Beobachtung steht im Einklang damit dass die Dierenz der durchschnittli
chen f Werte aus zyklischer schneller und voller Suche nach den Mehrheitslufen fr
beliebiges L geringer ist als nach den zuflligen Lufen
	
 Bei fest gewhlter Variante lokaler Suche gilt An jeweils fast allen Stellen n nehmen
die Schrittzahlquotienten unter geraden L grere Werte als unter ungeraden L an
Dies ist insofern naheliegend als bei geraden Gruppengren in den Mehrheitsvekto
ren im Allgemeinen zufllig gewhlte Komponenten auftreten Solche Startvektoren
werden also in einem gewissen Anteil ihrer Komponenten wie die Startvektoren der
zuflligen Lufe gebildet Die zugehrigen Schrittzahlquotienten liegen dementspre
chend nher bei  Innerhalb der geraden Gruppengren L sinkt mit wachsendem
L die Wahrscheinlichkeit dass einzelne Komponenten zufllig gewhlt werden Die
Schrittzahlquotienten werden bei festem n und wachsendem geraden L folglich klei
ner Ferner lsst sich bei wachsendem ungeraden L eine Zunahme der Schrittzahlquo
tienten beobachten
 
Fr tiefer liegende sichere Beobachtungen mssten an dieser Stelle umfangreichere und
womglich genauere Daten mittels hherer Instanzenzahlen B insbesondere fr grere
L erhoben werden Eine intensivere Beurteilung der Schrittzahlen gehrt aber nicht zu
den Hauptanliegen dieser Arbeit
Es wird nun untersucht wie die Mehrheitsbildung statt unter der in Abhngigkeit von n
fest gewhlten Klauselzahl m
 
 n unter beliebiger Klauselzahl m abschneidet Unter den
selben Varianten lokaler Suche wie oben und fest gewhlter Gruppengre  wurden dazu
zunchst die Erfolgsquotenfolgen fr alle  nm   f    g  f    g
ermittelt Fr jedes solche Paar  nm wurden   Instanzen unabhngig und zufllig
erzeugt Die Erfolgskurven in Abhngigkeit von m sind fr jede dieser Variablenzahlen n
in den Abbildungen  und  dargestellt Die Scharen der Erfolgskurven unterschei
den sich zwischen wiederholter voller und probabilistisch wiederholter zyklischer schneller
lokaler Suche nur uerst geringfgig Bei genauem Hinsehen erkennt man etwa am rech
ten Rand der Abbildungen also bei m   dass die Erfolgsquoten unter voller lokaler
Suche etwas hhere Werte annehmen Diese Beobachtung ist bereits im Fall m  m
 
aufgetreten und dort diskutiert worden
Es ist wenig berraschend dass sich die Erfolgskurven in Abhngigkeit von m fr festes
n   f g unter beiden Varianten lokaler Suche vollstndig unterhalb  bewegen
Man erinnere sich dass die Stellen n   und n   jeweils im Misserfolgstal der Mehr
heitsbildung unter den Parametern L   und m  m
 
liegen
 
Unter n   	  
berschreiten die Folgen dagegen die Hrde fr nicht zu groe m Auch das passt zu
den Beobachtungen unter m  m
 
 Dass auch die Folgen unter n  	    fr
grere m wieder fallen ist vermutlich darin begrndet dass die Anzahl lokal maximaler
 
zumindest bis L    Bei wiederholter voller lokaler Suche traten allerdings unter L    ab einem
gewissen n berwiegend kleinere Schrittzahlquotienten als unter L    auf
 
vgl blau skizzierte Erfolgskurven in den Abbildungen auf den Seiten  und 
   Erfolgsquoten bei zufllig erzeugten Instanzen 
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Abbildung   Max SAT Erfolgskurven unter r   nm L   
und wiederholter voller lokaler Suche in Abhngigkeit der Klauselzahl m
Lsungen bei festem n mit wachsendem m abnimmt Smtliche Suchlufe terminieren
dann unabhngig von der Art des Startknotens in diesen wenigen Stellen	 so dass sich die
Erfolgsquoten dem Wert   annhern Ferner sind f
r n          Misserfolgstler
zu erkennen	 die mit wachsendem n acher und lnger werden
Die wohl interessanteste Beobachtung ist	 dass die Erfolgskurven f
r n          in
der Nhe von m  m
 
n jeweils einen maximalen Wert annehmen Um dies einzusehen	
sind in beiden Abbildungen zustzlich die Erfolgsquoten unter nm
 
n mit schwarzen
Knoten und Verbindungslinien skizziert Zu vorgegebenem m bezeichnet n
 
m dasjenige
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Abbildung   Max SAT Erfolgskurven unter r   nm L    und probabilistisch
wiederholter zyklischer schneller lokaler Suche in Abhngigkeit der Klauselzahl m
n fr das m
 
 n  m gilt dh
n
 
 m  b 
 
mc
Je gr	er n umso mehr scheinen die Maximalstellen der 
bunten Kurven von m

 n
abzuweichen desto strker ist also der Begri 
in der Nhe zu relativieren Nun lassen
sich zwei Gegenargumente einwenden
 Die Klauselzahlen m n aus  vgl S  verhalten sich nur asymptotisch wie
n sind aber tatschlich etwas gr	er als n So gilt etwa m   	 und
   Erfolgsquoten bei zufllig erzeugten Instanzen 
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Abbildung   Max SAT  Erfolgskurven unter r   nm L   
und probabilistisch wiederholter zyklischer schneller lokaler Suche in Ab
hngigkeit der Klauselzahl m fr das Modell reiner Klauseln
m    Betrachtet man die Erfolgsquoten jedoch an den Stellenm n so erkennt
man dass auch diese nur ungefhr den Maximalstellen entsprechen
 In 	
 werden nur Instanzen betrachtet deren Klauseln in folgendem Sinne rein
sind Keine der n  k Variablen darf in einer Klausel mehrfach auftreten Unter pro
babilistisch wiederholter zyklischer schneller lokaler Suche wurden fr das MaxSAT
Modell reiner Klauseln die gleichen Berechnungen wie fr obiges Modell gemischter
Klauseln durchgefhrt Dabei wurden zufllige Instanzen wie folgt gebildet Fr jede
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Abbildung   Max SAT Kurven der Schrittzahlquotienten unter r   nm
L    und probabilistisch wiederholter zyklischer schneller lokaler Suche in Abhngig
keit der Klauselzahl m fr das Modell gemischter Klauseln
der m Klauseln wurden zunchst die n Variablen zufllig gem	 der Gleichverteilung
permutiert Gem	 dieser Permutation wurden dann die ersten drei Variablen 
ber
nommen und jede Variable mit Wahrscheinlichkeit


negiert Abbildung  zeigt
die ermittelten Erfolgskurven f
r dieses Modell Ein Vergleich mit Abbildung 
macht deutlich dass die Wahl des Klauselmodells keinen wesentlichen Einuss auf die
relative Lage der Maximalstellen zu den Werten m
 
 n aus
bt
Die Maximalstellen der Folgen der Erfolgsquoten in m stimmen also nur grob mit den
   Erfolgsquoten bei zufllig erzeugten Instanzen 
Werten m n berein Modulo dieser Ungenauigkeit soll an dieser Stelle trotzdem als
Beobachtung festgehalten werden dass die Mehrheitsbildung besonders erfolgreich ist
wenn die Probleminstanzen in gewissem Sinne schwierig sind
Interessant sind fr beide Modelle auch die Kurven der Schrittzahlquotienten in Ab
hngigkeit von m Die Kurven unter  nm   fn
 
     g  f    g
probabilistisch wiederholter zyklischer schneller lokaler Suche und Gruppengr	
e  sind in
Abbildung  dargestellt Da sich die entsprechenden Kurven unter wiederholter voller
lokaler Suche in ihrem qualitativen Verlauf nur unwesentlich von diesen unterscheiden
soll hier eine einzige Darstellung gengen Auch bei Beschrnkung auf reine Klauseln
ergibt sich praktisch dasselbe Bild der Kurven Man erkennt dass jede Folge unter festem
n nach oben beschrnkt ist ihren maximalen Wert an genau einer Stelle m annimmt und
fr gr	
ere Klauselzahlen wieder fllt Fr n   liegt diese Stelle bei m  m
 
   	
fr n      jeweils etwas ber m
 
 n wobei die Abweichung von m
 
 n mit n
wchst Trotzdem ist wohl die Beobachtung gerechtfertigt dass fr jede Zahl n an Va
riablen maximal viele Schritte in den Mehrheitslufen relativ zu den zuflligen Lufen
durchgefhrt werden wenn die Klauselzahl m in der Nhe von m
 
 n liegt Schwie
rige Problemparameter bewirken also hohe Schrittzahlquotienten und gute Aussichten
auf Erfolg der Mehrheitsbildung Man beachte dass hohe Schrittzahlquotienten lediglich
fr gro
e Schrittzahlen von Mehrheitslufen relativ zu zuflligen Lufen stehen Im Allge
meinen gehen hohe Schrittzahlquotienten jedoch nicht mit gro
en absoluten Schrittzahlen
der Mehrheitslufe einher Dies demonstrieren etwa die Folgen  S
zf
 nmZS
m
und
 S
Mh
 nm ZS
m
fr jeweils festes n   f    g in Abbildung  Au

er fr n   bei den Mehrheitslufen sind alle Kurven im gesamten skizzierten Bereich
monoton wachsend
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Abbildung   Max SAT Folgen der mittleren Schrittzahlen unter r   nm
L    und probabilistisch wiederholter zyklischer schneller lokaler Suche in Abhngigkeit
der Klauselzahl m fr zufllige Lufe links und Mehrheitslufe rechts
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    Erfolgsquoten fr das Dynamische Optimierungsproblem
Es seien n    und Ct  c
ij
t
ij 
fr t    n    Matrizen mit Komponenten
in   n ist der Problemparameter C C   Cn   bilden eine Probleminstanz
aus In Eine solche Instanz wird zufllig gewhlt indem jede der insgesamt   n  
Matrixeintrge aus   zufllig gleichverteilt gewhlt wird
 
Gesucht ist eine Lsung
x  x

  x
n
  f g
n
mit mglichst groem f 	Wert fx 
P
n 
t 
c
x
t
x
t 
t
Hauptziel dieses Abschnittes ist die Untersuchung der Erfolgskurven in Abhngigkeit
von n fr verschiedene Gruppengren L Zur praktischen Ermittlung lokal maxima	
ler Lsungen wurde ausschlielich die probabilistisch wiederholte zyklische schnelle lo	
kale Suche verwendet Abbildung 
  zeigt die Erfolgskurven unter L    	  
 Fr
n  f  	   g wurden je   Instanzen zufllig und unabhngig gewhlt Die
Berechnung der Erfolgsquoten unter L  	 basierte fr jedes n  f    g auf
  Instanzen und fr n  f   	  g  f   	  g
auf   Instanzen
   
  
  
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Abbildung 
   Dynamisches Optimierungsproblem Erfolgskur
ven in Abhngigkeit von n unter L    links bzw L       rechts
und probabilistisch wiederholter zyklischer schneller lokaler Suche
Es zeigt sich dass die Erfolgsquoten unter L und L   L gerade fr schlielich alle n
nahezu dieselben Werte ergeben Je zwei Erfolgskurven zu L L   fallen also ab einer
bestimmten Stelle zusammen Unter festem n wachsen die Erfolgsquoten monoton in L
L gerade
Obwohl sich die Ermittlung der Erfolgsquoten auf eine einzige Variante wiederholter lo	
kaler Suche beschrnkt wird folgende verallgemeinerte Vermutung geuert
 
Wegen der Endlichkeit des darstellbaren Zahlenbereichs aus    ist die praktisch behandelbare
Instanzenmenge I	n
 zum Parameter n endlich
   Erfolgsquoten bei zufllig erzeugten Instanzen 
Vermutung  
Der Erfolg von Mehrheitsbildung fr das Dynamische Optimierungsproblem in Ab
hngigkeit von n konvergiert unter jeder Gruppengre L    und beliebiger in Ab
schnitt  genannter Variante wiederholter lokaler Suche fr n  gegen 
Wie schon bei MaxSAT treten auch hier Misserfolgstler auf Unter jedem festen L sind
die Erfolgsquoten in einem Intervall kleiner Zahlen n kleiner als  Die durchschnittli
chen f Werte in den gefundenen lokal maximalen Lsungen sind dagegen nach den Mehr
heitslufen unter jedem n    besser als nach den zuflligen Lufen Abbildung 	 links
zeigt die Di
erenzen der mittleren erzielten f Werte aus den Mehrheitslufen und den zu
flligen Lufen Man erkennt dass die Di
erenzen abgesehen vom linken Rand bei n   
alle positiv sind Wie schon bei MaxSAT nehmen die Di
erenzen bei festgehaltenem
Problemparameter n von geradem L zu ungeradem L schwcher zu als von ungeradem
L zu geradem L   vgl Abb  S 
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Abbildung 	  Dynamisches OptimierungsproblemDierenzen der durchschnittlichen
f Werte lokal maximaler Lsungen aus Mehrheitslufen verschiedener Gruppengren L und
zuflligen Lufen links und Kurven der Schrittzahlquotienten in Abhngigkeit von n rechts
Schlielich sind in Abbildung 	 rechts die Kurven der Schrittzahlquotienten in Ab
hngigkeit von n unter den Gruppengren      dargestellt Hier lassen sich analoge
Beobachtungen wie bei MaxSAT machen vgl Abb  S  Insbesondere sind alle
Quotienten wesentlich kleiner als  Mehrheitslufe machen also imMittel deutlich weniger
Schritte als zufllige Lufe
   Erfolgsquoten fr das ShiftregisterProblem
Gegeben sei eine natrliche Zahl n   welche als Problemparameter fungiert Zu n
lassen sich Probleminstanzen I  fv


 v

 v

gjf  n  g mit 	I   wie folgt zu
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fllig bestimmen Man permutiere die Zahlen      n     zufllig gem der Gleichver
teilung auf S
n  
und bernehme dann die entsprechend dieser Anordnung ersten drei
Werte v
 
  v
 
  v

 Gesucht ist eine L	sung x  x

    x
n 
  f   g
n
mit minimalem De
fekt fx fx ist die Anzahl an Komponenten x
i

 i  f       n   g
 welche nicht der
Antimehrheit aus den durch die Vorgngerpositionen v

  v
 
  v

festgelegten Komponenten
x
i v
 
 mod n
  x
i v

 mod n
  x
i v

 mod n
von x entsprechen Zur Ermittlung lokal minimaler
L	sungen wurde fr diesen Abschnitt stets die probabilistisch wiederholte zyklische schnel
le lokale Suche verwendet Zudem beschrnkten sich die durchgefhrten Experimente auf
Mehrheitsbildung unter Gruppengr	e 
Die spezielle Struktur des ShiftregisterProblems liefert einen quivalenzbegri auf dem
L	sungsraum V  f   g
n
 Fr x  x

    x
n 
  V und d  f       n   g bezeichne
x
 d
 x
d mod n
  x
d mod n
    x
nd mod n
  V
die durch Drehen um d aus x hervorgegangene L	sung Dann ist durch
x  y  es gibt ein d  f    n   g mit x
 d
 y oder    x
 d
 y
fr x  y  V oensichtlich eine quivalenzrelation  ber V deniert x  y  V sind
genau dann quivalent
 wenn sie durch Drehen um d Positionen fr ein geeignetes d oder
durch Drehen um d und anschlieendem Flippen
 dh Vertauschen von  und   in jeder
Komponente
 auseinander hervorgehen quivalente L	sungen haben denselben Defekt
Um die quivalenzen zu bercksichtigen
 kann man die Mehrheitsbildung wie folgt va
riieren Seien L   L	sungen x

    x
L
 V gegeben Dann sei die zufllige Wahl eines
Mehrheitsvektors x
Mh
zu x

    x
L

 wie die Mehrheitsbildung bis dato zu verstehen war
vgl Denition 
 mit V bezeichnet Alternativ dazu bietet sich an
 statt x

    x
L
jeweils solche Reprsentanten der quivalenzklassen 	x


    
 
x
L

zur Bildung von x
Mh
heranzuziehen
 die m	glichst viel Struktur gemeinsam haben Um diese Idee zu konkre
tisieren
 sei d  IR
n
 IR
n
 IR deniert durch
dx  y 
n
X
i
jx
i
  y
i
j
fr alle x  x

    x
n
  y  y

    y
n
  IR
n
 Falls speziell x  y  V 
 ist dx  y der
HammingAbstand von x und y
 dh die Zahl der Komponenten
 in denen sich x und
y unterscheiden vgl S  Fr die Bestimmung von x
Mh
sind folgende pragmatische
Varianten denkbar
V Setze y

 x

 Fr i        L whle y
i
 	x
i

 so
 dass dy
i
  x

 minimal ist
Whle fr x
Mh
einen Mehrheitsvektor zu y

    y
L
gem V
Statt x

kann natrlich jede beliebige L	sung aus fx

    x
L
g als Referenzl	sung benutzt
werden Da es sich bei x

    x
L
im Kontext der wiederholten lokalen Suche jedoch um
lokal minimale L	sungen aus L unabhngigen Lufen handelt
 ist die Wahl der Referenz
l	sung ohne Bedeutung Fhrt man das Verfahren allerdings fr jede L	sung als Referenz
l	sung durch
 kann man sich anschlieend etwa fr diejenige Referenzl	sung entscheiden

   Erfolgsquoten bei zufllig erzeugten Instanzen 
die zu einem minimalen durchschnittlichen HammingAbstand von y
 
  y
L
fhrt Die
se Variante ist mit nicht vertretbarem Zeitaufwand verbunden und wurde daher nicht
implementiert In einer weiteren Variante V werden die zur Mehrheitsbildung heran
gezogenen Lsungen nicht wie in V	 nach einer festen Referenzlsung
 sondern die ite
Lsung nach dem Schwerpunkt der bis dahin festgelegten i    Lsungen ausgerichtet
V Setze z
 
 x
 
 Fr i     L whle z
i
 x
i
 so
 dass d
 
z
i

 
i  
z
 
	 	 z
i  



minimal ist Whle fr x
Mh
einen Mehrheitsvektor zu z

  z
L
gem V
Statt in der Reihenfolge     L kann in V gem jeder beliebigen Permutation von
f   Lg vorgegangen werden Das bringt aber
 wiederum aufgrund der Unabhngigkeit
der L Lufe wiederholter lokaler Suche
 keine Vorteile
Die Honung besteht nun darin
 dass die Erfolgskurven von Mehrheitsbildung in Ab
hngigkeit von n unter allen drei Varianten V
 V	 und V fr den Einsatz von
Mehrheitsbildung sprechen Darber hinaus sollten die Varianten V	 und V den
Erfolg gegenber V noch steigern Die Erfolgskurven im Bereich  n   bzw
 n    sind in Abbildung 	 skizziert Unter Variante V wurden die Erfolgsquo
ten fr n  f    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   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g 
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g berechnet Dafr wurden jeweils  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 falls n   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Abbildung 	  ShiftregisterProblem Erfolgskurven in Abhngkeit
von n unter Gruppengre   und probabilistisch wiederholter zyklischer
schneller lokaler Suche fr Mehrheitsbildung verschiedener Varianten
Die Erfolgskurven sprechen wie bei MaxSAT und dem Dynamischen Optimierungs
problem allesamt eindeutig fr den Einsatz von Mehrheitsbildung fr schlielich alle n
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Vermutung 
Der Erfolg von Mehrheitsbildung fr das ShiftregisterProblem in Abhngigkeit von n
konvergiert unter jeder Gruppengre L    jeder der Varianten V	
 V
 V
 von
Mehrheitsbildung und beliebiger in Abschnitt  genannter Variante wiederholter
lokaler Suche fr n  gegen 
Unter allen drei Varianten ist fr kleine n ein Misserfolgstal zu erkennen welches unter
V und V l	nger und tiefer ist als unter V
 Eine mgliche Erkl	rung hierfr wird
in Abschnitt  gegeben Ab einer bestimmten Zahl n
 
sind die Erfolgsquoten unter
festem n n
 
unter Variante V deutlich hher als unter V
 sowie unter V noch
geringfgig hher als unter V Die Erfolgskurve unter V konvergiert also schneller
als unter V und unter V schneller als unter V
 gegen 
Betrachte nun die durchschnittlichen Defekte der lokal minimalen Lsungen aus den L	u
fen lokaler Suche getrennt nach zuf	lligen L	ufen und Mehrheitsl	ufen Abbildung 
Fr n   existiert genau eine Instanz n	mlich fv

 v

 v

g  f   g Hier giltmin f  
und es existieren genau  lokal minimale Lsungen n	mlich die beiden Elemente der qui
valenzklasse 	   
 und die vier Elemente von 	   
 alle mit Defekt  Unter
dieser hchst einfachen Probleminstanz terminiert folglich jeder Lauf lokaler Suche mit
global minimalem f Wert Insbesondere verschwindet auch der Durchschnittswert Fr
n   gibt es vier Probleminstanzen Unter jeder dieser Instanzen existiert genau ei
ne quivalenzklasse lokal minimaler Lsungen jeweils mit Defekt  Der mittlere f Wert
lokal minimaler Lsungen beliebiger L	ufe ist hier also  Zudem sind natrlich die Startl
sungen der Mehrheitsl	ufe unter den Varianten V und V bei Vorliegen einer einzigen
quivalenzklasse lokal minimaler Lsungen a priori lokal minimal Folglich verschwinden
die Schrittzahlen der Mehrheitsl	ufe unter n   und V bzw V Ab n   existieren
auch Instanzen deren lokal minimale Lsungen nicht s	mtlich global minimal sind Die
durchschnittlichen Defekte knnen sich also fr n   prinzipiell von Lauftyp zu Lauftyp
unterscheiden
Alle Kurven zeigen einen regelm	igen ZickzackVerlauf Ist n   gerade so sind die
durchschnittlichen f Werte innerhalb eines festen Lauftyps an den jeweils ungeraden Stel
len n grer als an Stelle n und auch grer als an der jeweils ungeraden Stelle n 
Falls zudem 	n mod  
   scheinen die mittleren f Werte auch an den jeweils unge
raden Stellen n   grer als an Stelle n zu sein Mglicherweise bildet fr die letzte
Beobachtung auch die Stelle n   eine Ausnahme Hier waren die mittleren f Werte
unter V rund  bei n   jedoch rund  also etwas kleiner
Die entscheidende Beobachtung an dieser Stelle ist dass sich fr fast alle n die mittleren
Defekte von zuf	lligen L	ufen ber Mehrheitsl	ufe nach V
 und V hin zu V jeweils
verbessern Dies ist insbesondere fr den grten Teil der Parameter n des Misserfolgstals
der Fall Fr kein einziges n sind die Durchschnittswerte der Mehrheitsl	ufe grer als die
der zuf	lligen L	ufe
Schlielich sind in den beiden Graphiken in Abbildung  die Kurven der Schrittzahlquo
tienten in Abh	ngigkeit von n dargestellt und zwar jeweils fr alle drei Varianten V

V und V Die linke Graphik zeigt die Kurven im Bereich  n   In der rechten
   Erfolgsquoten bei zufllig erzeugten Instanzen 
 

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Abbildung   ShiftregisterProblem Durschnittliche Defekte lo
kal minimaler Lsungen bei probabilistisch wiederholter zyklischer schnel
ler lokaler Suche und verschiedenen Varianten der Mehrheitsbildung
Graphik ist der Ausschnitt fr   n   vergr	ert wiedergegeben Die Schrittzahlquo

tienten unter V und V sind oenbar fr alle n kleiner als unter V Zudem sind sie
unter V fr alle hinreichend gro	en n kleiner als unter V Ferner lsst sich beobach

ten dass alle drei Kurven beschrnkt sind und in IR gegen einen Wert deutlich kleiner 
konvergieren Bei der Durchfhrung der Experimente waren bei den Mehrheitslufen auch
deutlich krzere Rechenzeiten als bei den zuflligen Lufen zu beobachten Mehrheitsvek

toren gleich welcher Variante als Startlsungen fr Lufe lokaler Suche fhren also nicht
nur zu durchschnittlich besseren f 
Werten sondern auch zu krzeren Laufzeiten Man
beachte allerdings dass unter den Varianten V und V der gr	te Zeitanteil in die
Bildung des Mehrheitsvektors investiert wird
  Kapitel II Einstufige Mehrheitsbildung
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Abbildung   ShiftregisterProblem Kurven der Schrittzahlquo
tienten in Abhngigkeit von n unter probabilistisch wiederholter zyklischer
schneller lokaler Suche und verschiedenen Varianten der Mehrheitsbildung
   Erfolgsquoten fr das IsingSpinglasProblem
Instanzen fr das   	Ising	Spinglas	Problem auf dem n  n	Torus ohne 
ueres Feld
lassen sich auf einfache Weise zuf
llig erzeugen Man bestimmt zu jeder der n
 
To	
ruskanten fu vg eine Interaktion J
uv
 f  g indem jeder der beiden Werte mit
Wahrscheinlichkeit

 
gew
hlt wird n wird dabei als Problemparameter aufgefasst Die
Optimierungsaufgabe besteht darin einen Spinzustand x  S
v

v
der n
 
Torusknoten zu
nden so dass
fx  
X
fuvg
J
uv
S
u
S
v
mglichst klein ist Es wurden die probabilistisch sowie die deterministisch wiederholte
zyklische schnelle lokale Suche verwendet Die deterministische Variante ist bezglich
der in Abschnitt  S  angegebenen Bijektion  vom Lsungsraum in die Menge
f  g
n
 
zu verstehen Die n
 
Hamming	Nachbarn eines aktuellen Spinzustands x wurden
also zeilenweise und innerhalb einer Zeile spaltenweise der Reihe nach untersucht Zu
jedem Parameter n  f 	  
g wurden    Instanzen unabh
ngig und zuf
llig
erzeugt In den Abbildungen  bzw  sind die Erfolgskurven bzw die Kurven der
Schrittzahlquotienten in Abh
ngigkeit von n unter den Gruppengren L     
dargestellt Ferner wurden die Berechnungen speziell unter Gruppengre  im Bereich
n  f

   g fortgesetzt Abbildung  zeigt die entsprechenden Resultate
Schlielich wird durch
x  y  y  x oder y  x
fr je zwei Spinzust
nde x y oensichtlich eine quivalenzrelation  ber dem Lsungs	
   Erfolgsquoten bei zufllig erzeugten Instanzen 
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Abbildung   IsingSpinglasProblem Erfolgskurven in Abhngigkeit
von n unter Gruppengren L       und probabilistisch links bzw
deterministisch rechts wiederholter zyklischer schneller lokaler Suche
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Abbildung   IsingSpinglasProblem Kurven der Schrittzahlquotienten in
Abhngigkeit von n unter Gruppengren L       und probabilistisch links
bzw deterministisch rechts wiederholter zyklischer schneller lokaler Suche
raum festgelegt Zwei quivalente Spinzustnde sind also identisch oder gehen durch Flip
pen dh Vertauschen von    und   in jedem Spin auseinander hervor Bez	glich dieses

quivalenzbegris wurden analoge Varianten V V V von Mehrheitsbildung wie
  Kapitel II Einstufige Mehrheitsbildung
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Abbildung   IsingSpinglasProblem Erfolgskurven links und Kurven der
Schrittzahlquotienten rechts in Abhngigkeit von n unter Gruppengre   und probabi
listisch blau bzw deterministisch rot wiederholter zyklischer schneller lokaler Suche
beim ShiftregisterProblem in Abschnitt  untersucht Eine vergleichende Darstellung
der Ergebnisse unter Gruppengr	e   
ndet sich in Abbildung 
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Abbildung   IsingSpinglasProblem Erfolgskurven links und Kurven
der Schrittzahlquotienten rechts in Abhngigkeit von n unter Gruppengre  
und probabilistisch wiederholter zyklischer schneller lokaler Suche f	r Mehrheits
bildung verschiedener Varianten
   Erfolgsquoten bei zufllig erzeugten Instanzen 
Auf die Darstellung der durchschnittlichen Funktionswerte lokal minimaler Spinzustnde
soll an dieser Stelle aus Platzgrnden verzichtet werden Analog zu den Optimierungs
problemen der vorangegangenen Abschnitte sind die Durchschnittswerte nach den Mehr
heitslufen besser als nach den zuflligen Lufen und zwar unter jeder Gruppengre
L und jedem Problemparameter n Dies gilt insbesondere fr die kleinen Parameter der
Misserfolgstler
Alle fr das IsingSpinglasProblem berechneten Schrittzahlquotienten sind deutlich klei
ner als   Zudem geben die Beobachtungen Anlass zu folgender
Vermutung  
Der Erfolg von Mehrheitsbildung fr das IsingSpinglasProblem in Abhngigkeit
von n konvergiert unter jeder Gruppengre L   jeder der Varianten V	
 V

und V
 von Mehrheitsbildung und beliebiger in Abschnitt  genannter Variante
wiederholter lokaler Suche fr n  gegen  
   Erfolgsquoten fr das RucksackProblem
Zur Ermittlung empirischer Erfolgsquoten fr das RucksackProblem wurden folgende
Gren verwendet	 Die Zahl n der Pakete sei der Problemparameter Weiter sei M die
grte mittels der verwendeten Rechnerarchitektur darstellbare ganze Zahl Hier wurde
M  
 
   gesetzt W sei die grte natrliche Zahl die fr die Gren s

  s
n
bzw
Werte v

  v
n
der Pakete erlaubt ist Es sei W  b
p
Mn
 
c Die zufllige Wahl einer
Probleminstanz mit Parameter n ist dann als unabhngige und in der Menge f   Wg
gleichverteilte Wahl von s
i
und v
i
 i     n zu verstehen Zudem wird als Rucksackgre
S  b
n

c W gewhlt S ist also etwa die Hlfte der erwarteten Summe aller Paketgren
Schlielich sei C  W    Wegen C  W  max fv
i
j i     ng ist C als Konstante
des Strafterms zulssig 
vgl Abschnitt  Sei weiter x  x

  x
n
  f  g
n
 Falls
sx S gilt fx  vx n W  n Mn
 
 M  Ist dagegen sx  S erhlt man
fx  vx C sx S  vx M
fx  vx C sx S  C sx  nC

nMn
 
 M
In jedem Fall ist fx Element des darstellbaren Zahlenbereichs f
 
  
 
  g
Um lokal maximale Lsungen zu erhalten wurde ausschlielich die probabilistisch wie
derholte zyklische schnelle lokale Suche eingesetzt Fr n    wechselten sich die Lufe
lokaler Suche unter der HammingNachbarschaft mit Lufen unter der in Abschnitt 
beschriebenen DoppelFlipNachbarschaft ab Bei letzterer Nachbarschaft sind in Ab
schnitt  Algorithmus  die n HammingNachbarn y

x y

x  y
n
x einer L
sung x  f  g
n
durch die
 
n


Nachbarn y
ij
x mit    i  j n zu ersetzen 
vgl S 
Eine kanonische Reihenfolge dieser Nachbarn ergibt sich durch lexikographische Anord
nung der IndexPaare i j
In Abbildung  sind die empirischen Erfolgsquoten und Schrittzahlquotienten von
Mehrheitsbildung unter n und Gruppengre 	 dargestellt Fr n       und
  Kapitel II Einstufige Mehrheitsbildung
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Abbildung   RucksackProblem Erfolgskurve links und Kurve der
Schrittzahlquotienten rechts von Mehrheitsbildung in Abhngigkeit von n unter
Gruppengre   und probabilistisch wiederholter zyklischer schneller lokaler Suche
n        wurden dazu je   fr n        je  
Instanzen gebildet Wie schon bei allen in den vorangegangenen Abschnitten behandel
ten Problemen ist auch hier ein Misserfolgstal zu erkennen Fr gr	
ere n steigen die
Erfolgsquoten allerdings nur geringfgig an und fallen dann wieder ab Die Kurve der
Schrittzahlquotienten zeigt im Wesentlichen dh in ihrer Grobstruktur einen unimoda
len Verlauf Alle Schrittzahlquotienten sind deutlich kleiner als 
Die blaue Kurve in Abbildung  links zeigt schlie
lich die durchschnittlichen nor
mierten Zielfunktionswerte f
zf
n der in den zuflligen Lufen lokaler Suche gewonnenen
lokal maximalen L	sungen Zur Normierung wurden die f Werte durch die Maximalgr	
e
W geteilt Die Durchschnittswerte f
Mh
n nach den Mehrheitslufen sind als blaue Kreise
eingezeichnet Die sichtbare Bndelung der Werte in Vierergruppen ist auf die spezi
elle Wahl der Rucksackgr	
e S   b
n

c  W zurckzufhren Zum Vergleich sind analoge
Berechnungen fr S   b
n

c  W durchgefhrt worden Die zugeh	rige Kurve mit ent
sprechenden Sternen ist in grner Farbe skizziert Hier treten die Werte in Dreiergruppen
gebndelt auf
Da die Werte f
Mh
n und f
zf
n in der Graphik optisch nicht unterscheidbar sind sind
zustzlich in Abbildung  rechts die Dierenzen f
Mh
n  f
zf
n dargestellt Es zeigt
sich dass f
Mh
n  f
zf
n fr alle n gilt Die Dierenzen wachsen mit n im Wesentlichen
dh in ihrer Grobstruktur streng monoton jedoch nur sublinear dh
lim
n 
jf
Mh
n f
zf
nj
n
   
Bei allen Problemen aus  bis  lsst sich dagegen ein lineares Wachstum der
   Erfolgsquoten bei zufllig erzeugten Instanzen 
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Abbildung   RucksackProblem
links f
zf
 n bzw f
Mh
 n Rucksackgre S  b
n

c W blau bzw S  b
n

c W grn
rechts f
Mh
 n f
zf
 n
entsprechenden Dierenzen in Abhngigkeit der Zahl der Variablen beobachten Hier sind
die zu  	 analogen Grenzwerte stets endlich und echt gr
er als Null Diese Feststellung
lsst sich unter jeweils allen untersuchten Gruppengr
en und Varianten lokaler Suche
treen An dieser Stelle wird auf die Darstellung der entsprechenden Kurven verzichtet
   Erfolgsquoten fr das CountingOnesProblem
Beim CountingOnesProblem ist eine L
sung x   x

  x
n
   f g
n
mit n   gesucht
welche in ihren Komponenten m
glichst viele Einsen hat dh fr die
fx   fi  x
i
  g
gr
tm
glich ist Dieses Problem hat den Vorteil dass L
sungen einer fest vorgegebe
nen Gte auf einfache Weise konstruiert werden k
nnen Insbesondere wird kein Verfahren
lokaler Suche ben
tigt Am CountingOnesProblem lsst sich daher untersuchen inwie
weit die lokale Suche gleich welcher Variante berhaupt fr die Konvergenz des Erfolgs
von Mehrheitsbildung gegen  notwendig ist Dazu werden speziell fr dieses Problem die
p Erfolgsquoten deniert
Definition   pErfolgsquote	
Sei p    	 Weiter seien x
j
b   x
j

b x
j

b  x
j
n
b   f g
n
fr j    
  
und b    
    wie folgt gewhlt
x
j
i
b  
 
 mit Wahrscheinlichkeit p
 mit Wahrscheinlichkeit  p
fur i     n
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Fr b        sei x
 
b der Mehrheitsvektor zu x

b x

b x

b und
max
zf
b   max ffx
j
b  j     g
max
Mh
b   max ffx
j
b  j   	  
g
Dann heit
fb  max
Mh
b  max
zf
bg


fb  max
Mh
b   max
zf
bg
 
die empirische p Erfolgsquote von Mehrheitsbildung fr das CountingOnesProb
lem unter n und Gruppengre  Die graphische Veranschaulichung der Folge der
pErfolgsquoten unter n mit verbundenen Folgengliedern heit eine empirische p 
Erfolgskurve
Abbildung   zeigt die pErfolgskurven fr p  f	 		   	g im Bereich
 n  	 links bzw  n  	 rechts Man erkennt	 dass die 	Erfolgskurve kon
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Abbildung  
  CountingOnesProblem p Erfolgskurven
von Mehrheitsbildung fr verschiedene p  
 


  
 
stant ist Zudem konvergieren alle pErfolgskurven mit p 
 


 

fr n   gegen 
Diese Aussage ist zwar aus Abbildung   nicht eindeutig ersichtlich	 lsst sich aber
theoretisch nachweisen

Proposition 
Seien n   und f  f g
n
 IR Weiter sei  

 P  ein diskreter Wahrscheinlich
keitsraum und X   X

 X

  X
n
    f g
n
ein quadratisch P summierbarer
Zufallsvektor Fr j       seien X
j
  X
j

  X
j
n
 unabh	ngig und identisch
wie X verteilt und X
 
  X
 

  X
 
n
 de
niert durch
X
 
i
 

 falls X

i
X

i
X

i
  
 falls X

i
X

i
X

i
 
   Erfolgsquoten bei zufllig erzeugten Instanzen 
fr i     n Ferner sei 
f
n   fX
 
 fX Fr die Erwartung E
f
n sowie
die Varianz V 
f
n gelte
i E
f
n  	 f
ur n     
ii lim
n 
V 
f
n
E
f
n

  	
Schlielich seien
max
zf
n   max ffX
j
  j     g
max
Mh
n   max ffX
j
  j     g
und
Y n  
 


 falls max
Mh
nmax
zf
n


 falls max
Mh
n max
zf
n
	 falls max
Mh
nmax
zf
n

Dann gilt fr die Erwartungen von Y n n     
lim
n 
EY n   
Der Beweis erfolgt mit Hilfe der Ungleichung von Tschebyscheff  
Definition   pErfolg
Unter den Bezeichnungen von Proposition 	
 sei fx

  x
n
   fi  x
i
  g fr
alle x

  x
n
  f	 g
n
und P X
i
     p fr alle i  f  ng und ein festes
p  	  Dann heit E
p
n   EY n der p Erfolg von Mehrheitsbildung fr das
CountingOnesProblem unter n und Gruppengre 
Es ist klar dass die empirische pErfolgsquote von Mehrheitsbildung fr das Counting
OnesProblem eine Nherung des pErfolgs unter jedem n liefert Ferner gilt	
Satz  
Fr jedes p 



 

konvergiert der pErfolg von Mehrheitsbildung fr das Counting
OnesProblem fr n gegen 
Beweis fX ist binomialverteilt mit Parametern n und p Also gilt EfX   np
und V fX   n p  p Wegen P X
 
i
     p

 p

  p   p

fr i     n ist
auch fX
 
 binomialverteilt mit Parametern n und p

 und es gilt EfX
 
   np

sowie
V fX
 
   n p

 p

 Daraus folgt
E
f
n   np

 np   n  p

 p

 p p   n   p p


  p  	
Da fX und fX
 
 unabhngig sind gilt ferner V 
f
n   V fX
 
  V fX und
somit
V 
f
n
E
f
n

 
n p

 p

 p  p
n

p

 p

n 
 	
Nach Proposition 
 folgt lim
n 
E
p
n     
   Kapitel II Einstufige Mehrheitsbildung
Satz  zeigt dass fr das erfolgreiche Abschneiden von Mehrheitsbildung kein spe
zielles	 lokales Suchverfahren notwendig ist Vielmehr mssen die zur Mehrheitsbildung
herangezogenen L
sungen eine gewisse berdurchschnittliche Gte hinsichtlich der Ziel
funktion mitbringen Wahrscheinlich lsst sich die lokale Suche in Denition  auch
durch moderne Heuristiken wie Simulated Annealing  	 oder Tabusuche 	
ersetzen ohne den Erfolg von Mehrheitsbildung zu schmlern Mehrheitsbildung sollte
nicht als starrer Algorithmus in Verbindung mit einer festen Heuristik verstanden wer
den Vielmehr ist Mehrheitsbildung eine MetaHeuristik die ihre Wirkung zusammen mit
guten heuristischen Verfahren entfaltet
Darber hinaus ist auch die Ausbildung von Misserfolgstlern ohne lokale Suche m
g
lich Alle in Abbildung   dargestellten pErfolgskurven mit p     weisen ein Miss
erfolgstal auf welches mit wachsendem p acher wird Ferner existiert ein p
 
 
 


 

 so
dass die Misserfolgstler mit wachsendem p fr p  
 


 p
 
 
krzer und fr p   p
 
  wieder
lnger werden Dies sollte nicht weiter verwundern da die Erfolgskurve trivialerweise
konstanten Wert   hat
Wie im Beweis von Satz  gesehen haben Mehrheitsvektoren zu binomial mit Parame
tern n und p verteilten Zufallsvektoren im Durchschnitt bessere f Werte als die Zufalls
vektoren selbst Dies gilt fr alle p  
 


 

und alle n   also insbesondere fr kleine n
Die Existenz der Misserfolgstler erscheint deshalb paradox Eine m
gliche Erklrung ist
die folgende Seien p  
 


 

und n   Dann gilt mit den Bezeichnungen von Satz 
p
 
 p 


und folglich
V fX V fX

  n p  p p
 
 p
 

 n p
 
 pp
 
	 p 
  
Die f Werte der Zufallsvektoren streuen also um ihren Erwartungswert EfX strker
als die f Werte der Mehrheitsvektoren um EfX

 Dieser Unterschied im Streuungs
verhalten reicht bei kleinen n dazu aus dass die Wahrscheinlichkeit fr das Ereignis
max
zf
 max
Mh
vgl Proposition 	 gr
er als


ist Der pErfolg von Mehrheitsbildung
ist dann kleiner als


 Bei groen n wird dieser Eekt durch die gewachsene Erwartungs
wertdierenz EfX

 EfX ausgeglichen
Mittels einer analogen Argumentation werden im folgenden Abschnitt auch die Miss
erfolgstler der Erfolgskurven bei den vorangegangenen Optimierungsproblemen erklrt
  Diskussion der Misserfolgstler
Die ersten Versuche zum Einsatz von Mehrheitsbildung fr die vorliegende Dissertation
wurden am Problem Max
SAT durchgefhrt Die Ausgangserwartung war dass sich
durch Mehrheitslufe bessere Zielfunktionswerte als durch zufllige Lufe erreichen las
sen Zunchst wurden zufllige Instanzen erzeugt und zu jeder Instanz mehrere Bl
cke
zu je drei zuflligen Lufen und einem Mehrheitslauf gestartet Nach jedem Block wurde
  Diskussion der Misserfolgstler 
der Zielfunktionswert f
Mh
des Mehrheitslaufs den Werten f

 f

 f

der vorangegangenen
zuflligen Lufe gegenbergestellt Schon bald war klar dass f
Mh
typischerweise im Inter
vall  f
min
 f
max
 mit f
min
 min ff

 f

 f

g und f
max
 max ff

 f

 f

g liegt manchmal
grer als f
max
und sehr selten kleiner als f
min
ist Im Bemhen um eine systematische Un
tersuchung des 	Erfolgs
 von Mehrheitsbildung wurden die Erfolgsquoten deniert Diese
basierten allerdings zunchst nicht auf der Dimension n des Lsungsraums sondern jeweils
auf einer fest gewhlten Probleminstanz Gemittelt wurde ber mehrere hundert Vierer
blcke von Lufen lokaler Suche fr dieselbe Instanz Als Anzahl n von Variablen wurde
stets an   oder  festgehalten Die Ergebnisse waren enttuschend Fr nahezu alle
Instanzen waren die Erfolgsquoten kleiner als


 Auf der Suche nach erfolgreichen Beispie
len wurde deshalb von den zufllig erzeugten Instanzen zu 	praxistypischen
 Benchmarks
gewechselt Das Ergebnis waren die in Abschnitt  vorgestellten Daten insbesondere
fr 	Hanoi 
 Sie bildeten den Durchbruch zu einer Erfolgsserie der Mehrheitsbildung
Zunchst lag der Verdacht nahe dass Mehrheitsbildung nur bei Instanzen speziell gewhl
ter Struktur zum Erfolg fhrt Erst lange Zeit spter nach Berechnen der Erfolgsquoten
gem Denition  stellte sich heraus dass vielmehr die zu geringe Problemgre fr
den anfnglichen Misserfolg verantwortlich gewesen war
Die Erfolgskurven aller in Abschnitt  behandelten Optimierungsprobleme mit Lsungs
raum f g
n
weisen ein Misserfolgstal auf In einem Intervall kleiner Problemparameter n
sind die Erfolgsquoten hchstens


 Dies erscheint zunchst paradox da die Zielfunktions
werte lokal minimaler Lsungen aus Mehrheitslufen im Durchschnitt fr kein einziges n
schlechter sind als die entsprechenden Werte aus zuflligen Lufen Kurze Misserfolgstler
wie etwa beim IsingSpinglasProblem vgl Abschnitt  sind fr die Praxis harmlos
Das Dynamische Optimierungsproblem weist dagegen Misserfolgstler bis hin zu knapp
 Variablen auf vgl Abschnitt 
Im Folgenden werden einige weiterfhrende Beobachtungen rund um Misserfolgstler zur
Diskussion gestellt Zum besseren Verstndnis der ergnzenden Bemerkungen wird vorab
festgehalten dass Mehrheitsbildung im Lsungsraum f g
n
mit der HammingNachbar
schaft der Medianbildung entspricht
Bemerkung   
Seien n   L   und x

 x

  x
L
 x  f g
n
 Dann ist x ein Mehrheitsvektor
zu x

  x
L
genau dann wenn x ein Median zu x

  x
L
ist dh wenn fr alle
v  f g
n
gilt
L
X

d
H
	x x


 
L
X

d
H
	v x



d
H
	y z
 bezeichne dabei den HammingAbstand von y z  f g
n
 dh die Zahl an
Komponenten in denen sich y und z unterscheiden
Der Beweis erfolgt auf elementare Weise durch Nachrechnen  
  Kapitel II Einstufige Mehrheitsbildung
  Misserfolgstler bei modizierten Erfolgskurven
Bei Minimierungsaufgaben mit Lsungsraum f   g
n
wchst die Gesamtzahl der Lsungen
exponentiell mit n Typischerweise gilt dies auch fr die durchschnittliche Anzahl lokal
minimaler Lsungen Betrachte etwa das ShiftregisterProblem dessen Instanzen zum Pa
rameter n   die dreielementigen Teilmengen von f    ng sind 	vgl Abschnitt 


In Tabelle 
  sind alle n  f        g und zu jedem n die durchschnittliche Anzahl
A
 
n der lokal minimalen Lsungen sowie die durchschnittliche Anzahl A
 
n der quiva
lenzklassen lokal minimaler Lsungen dargestellt Der zugrunde gelegte quivalenzbegri
ist in Abschnitt 

 eingefhrt worden Gemittelt wurde jeweils ber die
 
n 


Instanzen
zum Parameter n Durch graphische Veranschaulichung der Werte lsst sich beobachten
dass A
i
n fr i 	    asymptotisch wie 
n
i
fr ein 
i
  wchst
n         
A
 
 n 	 	 	 
	 
	
  	 	 	

A
 
 n 	 	 	 	 
	 
	  	 	
n  
       
A

 n 	
  	   	 	
   	 	 
	 

 	
A
 
 n 	  	
 	 
	 
	   	  	 	
n    
   
A

 n 
	 	 
	  	 
	
   	
 
A
 
 n  	 	 	   	
 	 	
Tabelle 
   ShiftregisterProblem Durchschnittliche Anzahlen A

 n
bzw A
 
 n paarweise verschiedener bzw paarweise nichtquivalenter lokal
minimaler Lsungen jeweils gemittelt ber alle Instanzen zum Parameter n
Sind nun y

  y
 
  y

 f   g
n
lokal minimale Lsungen so ist bei kleinen n aufgrund
der geringen Gesamtzahl lokal minimaler Lsungen die Wahrscheinlichkeit gro dass die
Vektoren nicht paarweise verschieden sind Gilt y
i
	 y
j
	
 y fr   i  j   so stimmt
auch der Mehrheitsvektor y
Mh
zu y

  y
 
  y

mit y berein Ein Lauf lokaler Suche mit
Startvektor y
Mh
fllt dann aus Ein Lauf mit zuflligem Startvektor hat dagegen
die Chance zu einer neuen lokal minimalen Lsung zu fhren Dieser Eekt drckt die
empirische Erfolgsquote entsprechend nach unten
Die Stichhaltigkeit dieser Argumentation ist am Beispiel des Dynamischen Optimierungs
problems genauer geprft worden Betrachte zunchst die blaue Kurve in Abbildung 


links Hierbei handelt es sich um die aus Abbildung 
 bekannte Erfolgskurve von Mehr
heitsbildung unter Gruppengre  und probabilistisch wiederholter zyklischer schneller
lokaler Suche Zu jedem Parameter n  f         g wurden        Instanzen zufllig
und unabhngig gewhlt Pro Instanz wurde der grte f Wert aus vier zuflligen Lufen
	Lufe 
 mit dem grten f Wert aus drei zuflligen Lufen 	Lufe   und einem
Mehrheitslauf 	Lauf  verglichen
In einem zweiten Experiment wurde unter denselben Rahmenbedingungen eine Problem
instanz verworfen wenn der Startvektor des Mehrheitslaufs mit einer der lokal minimalen
  Diskussion der Misserfolgstler 
  
  
  
   
  
  
           
n
  
  
  
   
  
       
n
Abbildung   Dynamisches Optimierungsproblem  Erfolgskurven
von Mehrheitsbildung in Abhngigkeit von n unter Gruppengre   und pro
babilistisch wiederholter zyklischer schneller lokaler Suche
Lsungen aus den Lufen 	
	 bereinstimmte In diesem Fall wurde die Instanz durch
eine neue	 zufllig gewhlte Instanz ersetzt Die so erhaltene Erfolgskurve ist mit grner
Farbe skizziert Man erkennt	 dass das Misserfolgstal deutlich kleiner geworden ist Die
in Abbildung  rechts dargestellten Kurven sind die Einschrnkungen der links ge
zeigten Kurven entsprechender Farbe auf den Parameterbereich n    Man beachte	
dass die grne Kurve ber die Hrde ansteigt	 dann wieder fllt und ab einem
bestimmten Parameter n
 
ziemlich genau mit der blauen Kurve zusammenfllt Fr
n  n
 
spielt der beschriebene Eekt also praktisch keine Rolle mehr
In der Honung	 das Misserfolgstal ganz weg zu bekommen	 wurde nun ein Instanz genau
dann verworfen	 wenn der Mehrheitsvektor eine lokal minimale Lsung war Diese Regel
schliet den vorangegangenen Fall mit ein Das Ergebnis zeigt die rote Kurve ber
raschenderweise ist das zugehrige Misserfolgstal lnger und tiefer als obige Tler Die
Mglichkeit zu verbieten	 allein durch Mehrheitsbildung eine neue lokal minimale Lsung
zu erhalten	 bildet also eine zu starke Einschrnkung Umgekehrt zeigt diese Beobachtung	
dass auch die bloe Mehrheitsbildung	 dh ohne anschlieende heuristische Verfahren	 in
einigen Fllen zu neuen	 besseren Lsungen fhrt
Betrachte schlielich die magentafarbene Erfolgskurve in der Abbildung rechts Hier
wurde eine Instanz verworfen	 falls Lauf  zu einer lokal minimalen Lsung fhrte	 die
mit einer der lokal minimalen Lsungen aus den Lufen 	
	 bereinstimmte Um den
Block der ersten vier zuflligen Lufe nicht zu benachteiligen	 wurde die Instanz ebenso
verworfen	 falls Lauf  in einer der lokal minimalen Lsungen aus den Lufen 		 endete
In der linken Graphik wurde auf die Darstellung dieser Erfolgskurve verzichtet	 da sie
von der grnen Kurve optisch nicht unterscheidbar ist und diese berdecken wrde
  Kapitel II Einstufige Mehrheitsbildung
Fr das Misserfolgstal sind also mehrere Eekte verantwortlich
 Die Erfolgskurve der Mehrheitsbildung blaue 	Kurve
 in Abbildung   weist an
einer Stelle n
 
eine 	Wendestelle
 auf Fr n  n
 
trgt folgender Eekt wesent
lich zum Misserfolgstal bei Sei y
Mh
  f  g
n
der Mehrheitsvektor zu drei unab
hngig mittels zuflligen Lufen lokaler Suche gefundenen lokal minimalen Lsungen
y

 y

 y

  f  g
n
 Weiter sei x   f  g
n
zufllig gewhlt Dann ist die Wahrschein
lichkeit dass ein Lauf mit Startvektor y
Mh
zu einer der Lsungen y

 y

 y

fhrt
grer als die Wahrscheinlichkeit dass dies ausgehend von x passiert Fr n n

spielt dieser Eekt eine eher untergeordnete Rolle
 Aus Bemerkung  folgt insbesondere dass wiederholte lokale Suche mit ausschlie
lich zuflligen Lufen 	den Lsungsraum gleichmiger abdeckt
 als wiederholte loka
le Suche unter Einsatz von Mehrheitslufen 	Gleichmiger
 heit fr kleine n auch
	besser
 Dies gilt auch dann wenn nur Mehrheitslufe zugelassen sind die zu neuen
Lsungen fhren magentafarbene 	Kurve
 in Abbildung   Eine mgliche Erkl
rung hierfr ist folgende
Man erinnere sich an die Hugkeitsverteilungen der lokalen Maxima im MaxSAT
Beispiel 	Hanoi 
 aus Abschnitt  Die rote 	Glocke
 der Mehrheitslufe lag unter
beliebiger Variante lokaler Suche deutlich rechts von der schwarzen 	Glocke
 der zu
flligen Lufe Vermutlich 	wandert
 die 	Glocke
 der Mehrheitslufe bei zuflligen
Instanzen typischerweise mit wachsendem Problemparameter aus der 	Glocke
 der
zuflligen Lufe 	heraus
 Bei zu kleinen Parametern kann die Erfolgsquote daher
trotz besserer durchschnittlicher Zielfunktionswerte kleiner als   ausfallen Hier ist
die Streuung der f Werte der lokal maximalen Lsungen aus den Mehrheitslufen um
ihren Mittelwert zu gering
   Erfolg und Misserfolg bei PoolErfolgskurven
In die Ermittlung einer Erfolgsquote geht pro Probleminstanz nur ein einziger Mehrheits
lauf ein Womglich wrde der Erfolg von Mehrheitsbildung auch bei kleinen Problempa
rametern hher ausfallen wenn der Anteil an Mehrheitslufen grer wre Die Idee ist
nun  zufllige Lufe Block I mit  zuflligen Lufen und  Mehrheitslufen Block II
zu vergleichen    Fr Block II wird dazu mittels wiederholter lokaler Suche ein
Pool aus  lokal minimalen Lsungen x

 x

  x
 
  f  g
n
ermittelt Aus diesen wer
den auf bestimmte Weise  Tripel x
i
 x
j
 x
k
 mit   i  j  k   und zu jedem Tripel
der Mehrheitsvektor gebildet Anschlieend nden  Mehrheitslufe mit den erhaltenen
Mehrheitsvektoren als Startlsungen statt Eine detaillierte Beschreibung des Konstruk
tionsverfahrens fr die  Lsungstripel wird in Kapitel  S  nachgeholt Die Tripel
sollten jedenfalls 	so verschieden wie mglich
 sein Innerhalb eines Tripels sollten gleiche
Lsungen vermieden werden vgl Abschnitt 
Die empirische PoolErfolgsquote fr einen Problemparameter n wird analog zur Er
folgsquote unter n gem Denition  gebildet Fr festes n wird die graphische Ver
anschaulichung der Folge der PoolErfolgsquoten in Abhngigkeit der Poolgre  mit
verbundenen Gliedern als PoolErfolgskurve bezeichnet In Abbildung  sind ver
  Diskussion der Misserfolgstler 
  
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Abbildung   Dynamisches Optimierungsproblem PoolErfolgskurven unter
Gruppengre   und probabilistisch wiederholter zyklischer schneller lokaler Suche
schiedene PoolErfolgskurven fr das Dynamische Optimierungsproblem dargestellt links
im Bereich        rechts im Ausschnittsbereich        Jede PoolErfolgsquote
wurde auf der Basis von    unabh	ngigen zuf	lligen Probleminstanzen gebildet Als
Heuristik wurde die probabilistisch wiederholte zyklische schnelle lokale Suche eingesetzt
Die 
Kurve zu n   ist blau zu n   grn und zu n    rot skizziert Alle drei
Parameter gehren dem Misserfolgstal von Mehrheitsbildung unter Gruppengre  an
siehe Abbildung  S  Trotzdem berschreitet die 
Kurve zu n    die 
Hrde ab einem gewissen   w	hrend die beiden anderen 
Kurven darunter bleiben Der
Parameter   scheint sich also von  und  signikant zu unterscheiden Vermutlich
existiert ein Schwellparameter n
 
 so dass die PoolErfolgskurven fr n  n
 
gegen einen
Wert von  oder kleiner konvergieren und fr n  n
 
mit Grenzwert grer als 
Kapitel III
Randomisierte Mehrheitsbildungen
In diesem Kapitel werden Varianten der Mehrheitsbildung diskutiert Insbesondere wer
den Konvergenzeigenschaften ihres Erfolgs untersucht Bei Problemparametern des Miss
erfolgstals von Mehrheitsbildung werden alternative Bildungsregeln vorgeschlagen
  Einstimmigkeit Proporz Antimehrheit
Die Ausbildung von Misserfolgstlern bei den Erfolgskurven von Mehrheitsbildung zeigt
dass bei kleinen Problemparametern auf Mehrheitsbildung besser verzichtet werden sollte
Wiederholte lokale Suche mit ausschlielich zuflligen Lufen deckt den Lsungsraum hier
deutlich besser ab als bei Einsatz von Mehrheitslufen Die Frage ist nun ob es sinnvoll
ist einen Kompromiss zwischen zuflligen Startvektoren fr lokale Suche und Mehrheits
vektoren in der folgenden Weise zu schlieen	 Eine   bzw  wird in einer Komponen
te nur dann sicher bernommen wenn der entsprechende Eintrag 
einstimmig in allen
Ausgangsvektoren in dieser Komponente auftritt Unentschiedene Komponenten im Sinne
dieser 
Einstimmigkeit werden je mit Wahrscheinlichkeit
 
 
auf   bzw  gesetzt Alterna
tiv dazu kann man sich fr einen bestimmten Eintrag auch mit einer Wahrscheinlichkeit
entscheiden die zu seinem Vorkommen in den lokal optimalen Lsungen proportional ist
Unter Parametern des Misserfolgstals bietet sich schlielich auch eine Entscheidung fr
die Antimehrheit der vorkommenden Eintrge an Diese Mglichkeiten werden nun als
Bildungsregeln formuliert	
Definition 
Seien n   L   und x
 
 x
 

 x
 
 
  x
 
n
   f  g
n
fr     L Weiter werde
x  x

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i
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i
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i
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Die Anwendung der Mehrheitsregel bzw Einstimmigkeitsregel bzw Proporzregel
bzw Antimehrheitsregel auf x

  x
L
heit Mehrheitsbildung bzw Einstim
migkeitsbildung bzw Proporzbildung bzw Antimehrheitsbildung
Geht x durch Mehrheitsbildung bzw Einstimmigkeitsbildung bzw Proporzbildung
bzw Antimehrheitsbildung aus x

  x
L
hervor soll von einem Mehrheitsvektor
bzw Einstimmigkeitsvektorbzw Proporzvektor bzwAntimehrheitsvektor
zu x

  x
L
gesprochen werden
Ein Lauf lokaler Suche der in einem Mehrheitsvektor bzw Einstimmigkeitsvektor
bzw Proporzvektor bzw Antimehrheitsvektor startet heit Mehrheitslauf bzw
Einstimmigkeitslauf bzw Proporzlauf bzw Antimehrheitslauf
Die Begrie Erfolg Erfolgsquote Erfolgskurve Schrittzahlquotient undKur
ve der Schrittzahlquotienten von Einstimmigkeitsbildung Proporzbildung und
Antimehrheitsbildung werden analog zu den entsprechenden Begrien von Mehrheits
bildung in den De	nitionen 

 
 
 und beigefgten Bemerkungen formuliert
In diesem Abschnitt werden einige experimentelle Resultate vorgestellt Als erstes Op
timierungsproblem wird MaxSAT betrachtet Es sei n   die Anzahl der Variablen
und m
 
 m
 
 n  d	
ne zu jedem n die Zahl der gebildeten Klauseln In einer
Probleminstanz zu den Parametern n und m
 
besteht jede Klausel aus genau  Lite
ralen Diese werden unabhngig und zufllig gem der Gleichverteilung auf der Men
ge fX

 X
 
  X
n
 X

X
 
 X
n
g der n Variablen sowie ihrer Negationen gewhlt
Die Erfolgskurven von Einstimmigkeitsbildung Proporzbildung und Antimehrheitsbil
dung unter dem Parameterpaar  nm
 
 Gruppengre  und probabilistisch wiederhol
ter zyklischer schneller lokaler Suche sind in Abbildung 	 illustriert Zum Vergleich ist
die Erfolgskurve von Mehrheitsbildung aus Abbildung 
 Seite  beigefgt Zu jedem
Parameter n  f 	  g wurden   zufllige Instanzen unabhngig erzeugt
zu n  f
  
  g  f
  
  g  f 	   
g je
  Die Graphik in Abbildung 	 rechts zeigt den Ausschnitt der linken Graphik fr
n  
Man sieht dass die Erfolgskurven von Einstimmigkeitsbildung und Proporzbildung wie
schon von Mehrheitsbildung fr n   gegen  konvergieren Zudem lassen alle drei
Kurven ein Misserfolgstal erkennen Die Erfolgskurve der Antimehrheitsbildung weist
dagegen einen anfnglichen Erfolgshgel auf Fr grere n fllt diese Kurve aller
dings unter die 
Marke Fr kleine n ist also die Anwendung der Antimehrheitsre
gel empfehlenswert Dies rechtfertigt die Intention fr Parameter des Misserfolgstals der
Mehrheitsbildung den Lsungsraum mglichst gleichmig abzudecken Man erinnere
sich dazu Bemerkung 
	
 dass im Graphen mit Knotenmenge f g
n
und der durch
die HammingNachbarschaft festgelegten Kantenmenge die Mehrheitsvektoren zu lokal
optimalen Lsungen x

 x
 
  x
L
 f g
n
gerade die Mediane sind Antimehrheitslufe
starten dagegen in einer Lsung die von den lokal optimalen Lsungen einen maximalen
durchschnittlichen HammingAbstand haben Dies ist Inhalt der folgenden Bemerkung
  Kapitel III Randomisierte Mehrheitsbildungen
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Abbildung   MaxSAT Erfolgskurven von Mehrheitsbildung Einstimmigkeits
bildung Proporzbildung und Antimehrheitsbildung unter  n m
 
 Gruppengre  und
probabilistisch wiederholter zyklischer schneller lokaler Suche in Abhngigkeit von n
Bemerkung 
Seien n    L   und x
 
 x
 
  x
L
 x   f  g
n
 Dann ist x ein Antimehrheitsvektor
zu x

  x
L
genau dann wenn fr alle v   f  g
n
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Der Beweis ergibt sich unmittelbar aus Bemerkung   
Nach den Bildungsregeln in Denition  nimmt jP
i
 

 
j f	r jedes i   f   ng von der
Mehrheitsregel 	ber die Proporzregel hin zur Einstimmigkeitsregel ab Es ist daher nicht
weiter verwunderlich
 dass die Erfolgskurve der Proporzbildung in Abbildung  sowohl
hinsichtlich der Tiefe des Misserfolgstals als auch der Wachstumsgeschwindigkeit f	r
groe n zwischen den Erfolgskurven von Mehrheitsbildung und Einstimmigkeitsbildung
liegt Ein entsprechendes Ergebnis zeigen die f WertDierenzen in Abbildung  links
Hier wurden die Dierenzen aus den durchschnittlichen f Werten aus den Mehrheitslufen
bzw den Proporz bzw Einstimmigkeitslufen und den zuflligen Lufen gebildet und
in Abhngigkeit von n skizziert Je hher jP
i
  

 
j
 desto grer ist die entsprechende
f WertDierenz Lokal maximale Lsungen aus Antimehrheitslufen haben dagegen im
Durchschnitt schlechtere f Werte als zufllige Lufe
In der rechten Graphik von Abbildung  sind schlielich die Kurven der Schrittzahlquo
tienten eingetragen Die Anwendung der Mehrheits
 Proporz und Einstimmigkeitsregel
f	r Startvektoren lokaler Suche liefert unter jedem Problemparameter Schrittzahlquotien
ten kleiner als   Von der erst zur letztgenannten Regel nehmen die Schrittzahlquotienten
  Einstimmigkeit Proporz Antimehrheit 
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 
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Abbildung   MaxSAT f  Wert Dierenzen links und Kurven der Schritt 
zahlquotienten rechts von Mehrheitsbildung Einstimmigkeitsbildung Proporzbil 
dung und Antimehrheitsbildung unter  nm
 
 Gruppengre  und probabilistisch
wiederholter zyklischer schneller lokaler Suche in Abhngigkeit von n
fr jedes feste n zu Antimehrheitslufe fhren dagegen zu Schrittzahlquotienten gr	er
als   Alle hier angestellten Beobachtungen sind wegen De
nition  und Bemerkung 
nicht berraschend
Die Erfolgsquoten durchschnittlichen f WertDierenzen und Schrittzahlquotienten fr
die in De
nition  genannten Vektorkonstruktionen sind analog unter wiederholter vol
ler lokaler Suche und Gruppengr	e  ermittelt worden Ferner wurden diese Gr	en
auch fr das SATModell mit reinen Klauseln vgl Abschnitt  S  sowie fr
das ShiftregisterProblem jeweils unter Proporz bzw Einstimmigkeitsbildung probabi
listisch wiederholter zyklischer schneller lokaler Suche und Gruppengr	e  berechnet Da
sich die erhaltenen Kurven nur unwesentlich von den Graphiken in den Abbildungen
 und  unterscheiden wird an dieser Stelle auf ihre Darstellung verzichtet
Etwas anders sehen die Erfolgskurven fr das   IsingSpinglasProblem auf dem nn
Torus ohne u	eres Feld aus Abbildung  Hier wurden die Erfolgsquoten unter Grup
pengr	e  und probabilistisch bzw deterministisch wiederholter zyklischer schneller lo
kaler Suche berechnet Pro Kurve wurden dazu    BeispielInstanzen zufllig und
unabhngig fr jedes n  f   g erzeugt Man erkennt dass alle Erfolgskurven fr
n   gegen   konvergieren Zudem weist jede Kurve ein Misserfolgstal auf Wie fr
MaxSAT oder das ShiftregisterProblem ist auch fr das IsingSpinglasProblem das
Misserfolgstal von Mehrheitsbildung tiefer als von Proporzbildung und letzteres wiederum
tiefer als das Misserfolgstal von Einstimmigkeitsbildung Im Gegensatz zu den oben be
handelten Optimierungsproblemen nimmt aber hinsichtlich der Konvergenzgeschwindig
keit gegen   nicht die Proporzbildung sondern die Mehrheitsbildung eine Mittelstellung
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Abbildung   IsingSpinglasProblem Erfolgskurven von Mehrheitsbildung Einstim
migkeitsbildung und Proporzbildung in Abhngigkeit von n unter Gruppengre   und proba
bilistisch links bzw	 deterministisch rechts wiederholter zyklischer schneller lokaler Suche
ein Die Frage nach einer genauen Begrndung fr diesen Eekt bleibt an dieser Stelle
oen Vermutlich ist der Eekt auf die Symmetrie der Zielfunktion zurckzufhren Es
gilt f x  f  x fr alle Spinzustnde x des Torus mit Elementen aus fg Die
Symmetrie von f stellt darber hinaus sicher	 dass ein durch Anwendung der Mehrheitsre

gel gewonnener Spinzustand x denselben Zielfunktionswert wie der durch Anwendung der
Antimehrheitsregel erhaltene Zustand x hat Ferner wird eine lokal minimale Lsung y
durch lokale Suche mit Startlsung x mit der gleichen Wahrscheinlichkeit erreicht	 mit der
lokale Suche desselben Typs ausgehend von x in y terminiert Insbesondere ist unter
jedem n der Erfolg von Antimehrheitsbildung gleich dem Erfolg von Mehrheitsbildung
Die Erfolgsquoten von Antimehrheitsbildung wurden deshalb nicht eigens berechnet
In Abbildung  sind die Dierenzen der durchschnittlichen f 
Werte aus den Mehrheits

lufen bzw den Proporz
 bzw Einstimmigkeitslufen und den zuflligen Lufen lokaler
Suche als Kurven in Abhngigkeit von n skizziert Die linke Graphik zeigt die Daten un

ter der probabilistisch wiederholten zyklischen schnellen lokalen Suche	 die rechte Graphik
unter der deterministischen Variante Im Mittel werden die f 
Werte der lokal minimalen
Lsungen von den zuflligen Lufen ber die Einstimmigkeitslufe und die Mehrheits

lufe hin zu den Proporzlufen immer besser Insbesondere weist die Mehrheitsbildung
Werte zwischen denen der Einstimmigkeitsbildung und der Proporzbildung auf Bei den
Kurven der Schrittzahlquotienten Abbildung  stellt sich dagegen dieselbe Rangord

nung wie beim Problem Max

SAT bzw beim Shiftregister
Problem ein Proporzlufe
machen im Mittel mehr Schritte als Mehrheitslufe	 aber weniger als Einstimmigkeitslu

fe Alle Schrittzahlquotienten sind kleiner als  Man beachte	 dass Mehrheitslufe und
Antimehrheitslufe auch bei den f 
Wert
Dierenzen und den Schrittzahlquotienten im
Mittel dieselben Werte erreichen
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Abbildung   IsingSpinglasProblem f  Wert Dierenzen von Anti  Mehr 
heitsbildung Einstimmigkeits  und Proporzbildung in Abhngigkeit von n unter
Gruppengre   und probabilistisch links bzw	 deterministisch rechts wiederhol 
ter zyklischer schneller lokaler Suche
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Abbildung   IsingSpinglasProblem Kurven der Schrittzahlquotienten von
Anti  Mehrheitsbildung Einstimmigkeitsbildung und Proporzbildung in Abhn 
gigkeit von n unter Gruppengre   und probabilistisch links bzw	 deterministisch
rechts wiederholter zyklischer schneller lokaler Suche
Fr das IsingSpinglasProblem sind analoge Untersuchungen auch unter zus	tzlicher Er
laubnis des Flippens eines Spinzustands durchgefhrt worden Man erinnere sich dazu an
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den in Abschnitt  eingefhrten quivalenzbegri fr Spinzust	nde sowie die Vari

anten V V und V der Mehrheitsbildung Diese Varianten wurden auf die Pro

porzbildung sowie die Einstimmigkeitsbildung bertragen Analog zu den Resultaten der
Mehrheitsbildung stellte sich jeweils eine Zunahme der Erfolgsquoten von Variante V
ber V hin zu V ein Im Vergleich zu den quantitativen Unterschieden der Er

folgsquoten hinsichtlich der verschiedenen Vektorbildungsregeln laut Abbildung  ist
die Zunahme der Erfolgsquoten durch die Varianten V und V jedoch eher klein Es
wird daher von einer detaillierten Darstellung der Daten abgesehen
Das beobachtete Konvergenzverhalten der behandelten Erfolgskurven wird nun zusam

menfassend als Vermutung fr den entsprechenden Erfolg formuliert
Vermutung 
Der Erfolg von Mehrheitsbildung Einstimmigkeitsbildung und Proporzbildung fr
  Max SAT
  das Dynamische Optimierungsproblem
  das ShiftregisterProblem jeweils mit Varianten V V V	
  das  IsingSpinglasProblem ohne 
ueres Feld jeweils mit Varianten V
V V	
konvergiert unter jeder Gruppengre L   und beliebiger in Abschnitt  genannter
Variante wiederholter lokaler Suche fr n  gegen  
Man beachte dass die Vermutung allgemeiner gehalten ist als sie durch obige Beobach

tungen gefestigt erscheint Diese Pauschalisierung erh	lt ihre Rechtfertigung aus dem
gesammelten Erfahrungsschatz im Umgang mit den behandelten Regeln
Am Ende dieses Abschnitts wird der Frage nachgegangen ob ein Einsatz der Antimehr

heitsbildung beim Rucksack
Problem zum Erfolg fhrt Wie in Abschnitt  gesehen
fallen die Erfolgsquoten der Mehrheitsbildung fr das Rucksack
Problem ab einer be

stimmten Anzahl n an Paketen unter die 
Marke Es erhebt sich die Frage ob die
Erfolgskurve der Antimehrheitsbildung grere Werte als  annimmt Das Ergebnis ei

ner entsprechenden Untersuchung ist in Abbildung  links veranschaulicht Die Graphik
zeigt die Erfolgskurve von Mehrheitsbildung schwarz vgl auch Abbildung  sowie
von Antimehrheitsbildung blau unter Gruppengre  und probabilistisch wiederholter
zyklischer schneller lokaler Suche Zur Berechnung der Erfolgsquoten von Antimehrheits

bildung wurden fr n  f     gf      gf  g je   
unabh	ngig und zuf	llig gew	hlte Probleminstanzen herangezogen Anhand des gezeigten
Fensters kann das Konvergenzverhalten der Erfolgskurve von Antimehrheitsbildung nicht
vollst	ndig gekl	rt werden Trotzdem zeigt sich fr n  ein Wachstum ber die 

Marke hinaus Auch unter den Parametern des Misserfolgstals von Mehrheitsbildung sind
die Erfolgsquoten der Antimehrheitsbildung wenigstens teilweise grer als 
Betrachte nun die durchschnittlichen mittels Division durch die maximal mgliche Gre
eines Pakets vgl Abschnitt  normierten Zielfunktionswerte der gefundenen lokal
maximalen Lsungen Der Durchschnittswert der lokal maximalen Lsungen aus den zu

  Einstimmigkeit Proporz Antimehrheit 
  
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regel
Antimehr
heitsregel
    	
    
   	
   
   
   
   
  	
  
  
    	   
        
n
Mehrheits
regel
Antimehr
heitsregel
Abbildung   RucksackProblem Erfolgskurven links und normierte f Wert
Dierenzen rechts von Mehrheitsbildung und Antimehrheitsbildung in Abhngigkeit von
n unter Gruppengre   und probabilistisch wiederholter zyklischer schneller lokaler Suche
flligen Lufen sei mit f
zf
bezeichnet aus den Mehrheitslufen mit f
Mh
und aus den An
timehrheitslufen mit f
AMh
 In Abbildung  	rechts
 sind die Kurven der Dierenzen
f
Mh
  f
zf
	schwarz
 bzw f
AMh
  f
zf
	blau
 skizziert Beide Dierenzen sind jeweils ab ei
nem gewissen Problemparameter grer als   Unter hinreichend groen Parametern n sind
die Erfolgsquoten der Mehrheitsbildung kleiner als   die Erfolgsquoten der Antimehr
heitsbildung dagegen grer als   berraschenderweise sind die f WertDierenzen der
Mehrheitsbildung fr solche n trotzdem grer als diejenigen der Antimehrheitsbildung
Eine mgliche Erklrung fr diesen scheinbaren Widerspruch ist folgende
Die f Werte der lokal maximalen Lsungen aus den Antimehrheitslufen streuen um ihren
Mittelwert f
AMh
strker als die f Werte der lokal maximalen Lsungen aus den zuflli
gen Lufen um f
zf
 Dieser Unterschied im Streuungsverhalten reicht dazu aus dass die
Wahrscheinlichkeit aus drei zuflligen Lufen und einem Antimehrheitslauf einen gre
ren Maximalwert als aus vier zuflligen Lufen zu erzielen grer als


ist Auf analoge
Weise ist die Streuung der f Werte der lokal maximalen Lsungen aus den Mehrheitslu
fen um ihren Durchschnittswert f
Mh
entsprechend geringer als die der f Werte aus den
zuflligen Lufen um f
zf
 Die Erfolgsquote der Mehrheitsbildung ist dann kleiner als  
Die Schrittzahlquotienten von Antimehrheitsbildung sind unter jedem Problemparame
ter n grer als  Auf die Darstellung der Kurve der Schrittzahlquotienten wird aus
Platzgrnden verzichtet Die Kurve konvergiert mit einem Grenzwert von rund  An
timehrheitslufe machen also auch beim RucksackProblem im Durchschnitt mehr Schritte
als zufllige Lufe
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  Das allgemeine Modell randomisierterMehrheits
bildungen
Seien u   u
 
  u
n
 v   v
 
  v
n
 w   w
 
  w
n
   f g
n
 Den drei Vekto
ren u v w werde auf folgende Art ein Vektor x   x
 
  x
n
   f g
n
zugeordnet Fr
j       sei p
j
   	 Dann werden die Komponenten x
i
i     n unabh	ngig und
zuf	llig mit Wahrscheinlichkeit p
u
i
 v
i
 w
i
auf  und mit Wahrscheinlichkeit   p
u
i
 v
i
 w
i
auf  gesetzt p
j
gibt also die Wahrscheinlichkeit an
 mit der in der iten Komponente
von x eine  auftritt
 wenn in den iten Komponenten von u v w genau j Einsen vorkom
men Tabelle  enth	lt die Wahrscheinlichkeiten p
j
fr die aus dem vorangegangenen
Abschnitt bekannten Spezialf	lle unter Gruppengre 
p

p

p

p

Bildungsregel
    Mehrheitsregel





 Einstimmigkeitsregel





 Proporzregel
    Antimehrheitsregel
Tabelle  Beispiele fr randomisierte Mehrheitsbildung
Bei MaxkSAT
 dem ShiftregisterProblem oder dem IsingSpinglasProblem ohne 	ue
res Feld ist es aus Symmetriegrnden sinnvoll
 p

   p

und p

   p

zu fordern p

und p

drfen dagegen beliebig sein
Definition 
Seien p

 p

   	 p


    p

 p


    p

und u v w   f g
n
 Die ite
Komponente von u bzw v bzw w sei mit u
i
bzw v
i
bzw w
i
 bezeichnet Weiter
sei j
i

  u
i
 v
i
 w
i
fr jedes i   f  ng Dann werde x   x

  x
n
 gem	 der
folgenden p

 p

 Regel gebildet

x
i
   mit Wahrscheinlichkeit p
j
i
x
i
   mit Wahrscheinlichkeit  p
j
i
In diesem Fall hei	t x ein p

 p

 Vektor zu u v w
Erfolg
Erfolgsquote und Schrittzahlquotient der p

 p

Regel werden analog zu den
bekannten Begrien der Mehrheitsbildung deniert Im Folgenden werden experimentelle
Resultate zu den p

 p

Regeln fr MaxSAT und das IsingSpinglasProblem
 
vorge
stellt Bei MaxSAT wurden zu einer festen Variablenzahl n stets dneKlauseln gebil
det Die Versuche wurden dann mit der probabilistisch wiederholten zyklischen schnellen
lokalen Suche durchgefhrt
 und zwar jeweils fr alle p

 p

   f    g


Betrachte zun	chst Abbildung  Diese zeigt die Erfolgsquoten der p

 p

Regel fr
MaxSAT unter  Variablen links bzw  Variablen rechts Fr die Graphik
 
Beim IsingSpinglasProblem auf dem  n  nTorus bezieht sich die Nomenklatur aus Denition 
auf den mittels der Bijektion   siehe S 	
 zu f g
n
 
transformierten Lsungsraum
  Das allgemeine Modell randomisierter Mehrheitsbildungen 
links wurden zu jedem Paar  p
 
 p
 
 genau   unabhngige zufllig gewhlte Instan
zen gebildet Die Berechnungen fr die rechte Graphik basierten auf   Instanzen fr
jedes Paar  p

 p
 
 Beide Darstellungen haben eins gemeinsam Die Erfolgsquoten der
  Regel 	 Mehrheitsregel
 sind beinahe maximal
 
Mit wachsendem p

bzw p
 
fallen ihre Werte relativ schnell ab Die Erfolgsquoten der   Regel 	 Antimehrheits
regel
 sind am unteren Ende der Erfolgsskala zu nden
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Abbildung   MaxSAT Erfolgsquoten der  p

 p
 
Regel unter n   links
bzw n   rechts und probabilistisch wiederholter zyklischer schneller lokaler Suche
Ein hnliches Bild ergeben die durchschnittlichen Zielfunktionswerte der lokal maximalen
Lsungen aus den Lufen mit den  p

  p
 
Vektoren als Startlsung 	Abbildung 
 links
Die Durchschnittswerte der Mehrheitslufe sind maximal die Werte der Antimehrheits
lufe minimal Da sich die Graphiken unter  bzw  Variablen qualitativ kaum
unterscheiden sind nur die Werte unter  Variablen illustriert Abbildung 
 	rechts
zeigt die Schrittzahlquotienten ebenfalls fr  Variable Man beachte dass die    
Regel aus optischen Grnden hier an der vorderen Ecke liegt Mehrheitslufe machen also
minimal viele Schritte Antimehrheitslufe maximal viele Eingebettet in das allgemeine
 p

  p
 
Modell ist Mehrheitsbildung unter groen Problemparametern hinsichtlich jedes
der drei Kriterien optimal
Es stellt sich nun die Frage welche Aussagen fr die kleinen Problemparameter des Miss
erfolgstals der Mehrheitsbildung zutreen Sei zunchst die Zahl der Variablen  Die
Erfolgsquoten der  p

  p
 
Regel sind in Abbildung  	links skizziert Zu jedem Paar
 p

  p
 
 wurden    Instanzen gebildet Man erkennt dass sich hier die Antimehr
heitsregel als optimal erweist Die Mehrheitsregel schneidet entsprechend schlecht ab
Mit dem Vorwissen aus Abbildung  ist diese Beobachtung nicht berraschend Aus
 
Fr p
 
   oder p

   aber beide nahe bei   sind die Erfolgsquoten geringfgig grer als fr
p
 
   und p

  
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Abbildung   MaxSAT Durchschnittliche f Werte links bzw
Schrittzahlquotienten rechts der  p

 p
 
Regel unter n   und probabi
listisch wiederholter zyklischer schneller lokaler Suche
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Abbildung   MaxSAT Erfolgsquoten der  p

 p
 
Regel unter n   links bzw
n   rechts und probabilistisch wiederholter zyklischer schneller lokaler Suche
Abbildung  geht aber auch hervor dass es einen Bereich des Misserfolgstals der Mehr
heitsbildung gibt in dem auch die Erfolgsquoten der Antimehrheitsbildung kleiner als   
sind Ein Beispiel f	r einen zugeh
rigen Problemparameter ist Variablenzahl  Es wre
w	nschenswert wenn auch bei  Variablen ein Paar p

 p
 
 existierte f	r das die Er
folgsquote gr
er als    ist Abbildung  rechts macht diese Honung jedoch zunichte
  Das allgemeine Modell randomisierter Mehrheitsbildungen  
Aus der Graphik geht hervor dass die Mehrheitsregel die schlechtesten Erfolgsquoten be
sitzt Die  
 
 
 

 
Regel erreicht die grten Werte Lufe lokaler Suche mit Startvektoren
welche nach der  

 
 

 
Regel gebildet werden sind zufllige Lufe Insbesondere hat die
 

 
 

 
Regel einen Erfolg von 
Zur Ergnzung sind in den Abbildungen 	
 bzw 		 die durchschnittlichen Zielfunk
0
0.2
0.4
0.6
0.8
1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
41.3
41.4
41.5
41.6
41.7
41.8
41.9
42
42.1
p
 
p
 
0
0.2
0.4
0.6
0.8
1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
69.5
69.6
69.7
69.8
69.9
70
70.1
70.2
70.3
70.4
70.5
p
 
p
 
Abbildung   MaxSAT Durchschnittliche f Werte der  p

 p
 
Regel unter n  
links bzw n   rechts und probabilistisch wiederholter zyklischer schneller lokaler Suche
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Abbildung   Max SAT Schrittzahlquotienten der  p

 p
 
Regel unter n   links
bzw n   rechts und probabilistisch wiederholter zyklischer schneller lokaler Suche
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tionswerte der lokal maximalen Lsungen bzw die Schrittzahlquotienten dargestellt Aus
den Abbildungen wird ersichtlich dass die Mehrheitsregel auch unter den Parametern
ihres Misserfolgstals in beiderlei Hinsicht optimal ist
Im Folgenden wird das   IsingSpinglasProblem auf dem n  nTorus ohne ueres
Feld behandelt Die Zielfunktion f jeder Instanz ist im folgenden Sinne symmetrisch	
Ist x ein Zustand der n
 
Spins dh eine Belegung mit Elementen aus f  g so gilt
fx  fx Insbesondere gilt f
r alle Zustnde x und alle lokal minimalen Zustnde
y	 Lokale Suche mit Startzustand x terminiert in y mit derselben Wahrscheinlichkeit
wie lokale Suche der gleichen Variante beginnend in x in y terminiert F
r alle Paare
p

 p

    
 
ist der Erfolg der p

 p

Regel somit gleich dem Erfolg der  p

  p


Regel Analog spielt es f
r den f Wert eines lokal minimalen Spinzustands aus lokaler
Suche bzw die erwarteten Schrittzahlquotienten keine Rolle ob der Startzustand gem
der p

 p

 oder der   p

   p

Regel gebildet wird
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Abbildung   IsingSpinglasProblem Erfolgsquoten der  p
 
 p

Regel unter n  
links bzw n   rechts und probabilistisch wiederholter zyklischer schneller lokaler Suche
Die Experimente zu den  p
 
  p

Regeln wurden fr n   und n   durchgefhrt Man
beachte	 dass n   dem Misserfolgstal von Mehrheitsbildung angeh
rt Die Erfolgsquote
von Mehrheitsbildung unter n   ist dagegen gr
er als 
 
Fr n   wurden  
Probleminstanzen pro Paar  p
 
  p

 erzeugt	 fr n   jeweils    Die erhaltenen
Erfolgsquoten der  p
 
  p

Regeln sind in Abbildung  veranschaulicht Sie zeigen	 dass
Paare  p
 
  p

 in einer Umgebung von  


 


 bei n   die schlechtesten Erfolgsquoten
liefern	 bei n   dagegen die besten Die    Regel Mehrheitsregel hat umgekehrt
bei n   eher gute	 bei n   schlechte Werte Bei Parametern des Misserfolgstals von
Mehrheitsbildung sind also zufllige Lufe lokaler Suche ratsam Bei n   ergaben die
    sowie die    Regel die gr
ten Erfolgsquoten unter allen getesteten
Werten Hier sind die Erfolgsquoten gr
er als 	 Diese beiden Regeln sind auch hin
 
vgl Abbildung  links bzw  links
  Das allgemeine Modell randomisierter Mehrheitsbildungen 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
−2660
−2640
−2620
−2600
−2580
−2560
−2540
−2520
p
 
p
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1 0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
−9.8
−9.7
−9.6
−9.5
−9.4
−9.3
−9.2
−9.1
−9
−8.9
−8.8
p
 
p
 
Abbildung   IsingSpinglasProblem Durchschnittliche f Werte
der  p
 
 p

Regel unter n   links bzw n   rechts und probabi
listisch wiederholter zyklischer schneller lokaler Suche
sichtlich der durchschnittlichen f Werte optimal Abbildung 	 und zwar sowohl f
r
n    als auch f
r n    Bei den Schrittzahlquotienten liefert die Mehrheits bzw
Antimehrheitsregel die kleinsten Werte Abbildung 
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Abbildung   IsingSpinglasProblem Schrittzahlquotienten der
 p
 
 p

Regel unter n   links bzw n   rechts und probabilistisch
wiederholter zyklischer schneller lokaler Suche
Kapitel IV
Mehrstuge Mehrheitsbildung
In Kapitel II wurde fr verschiedene Optimierungsprobleme beobachtet dass Mehrheits
lufe im Durchschnitt zu besseren Lsungen fhren als zufllige Lufe lokaler Suche Als
Startlsung eines Mehrheitslaufs wurde dabei ein Mehrheitsvektor zu lokal maximalen
Lsungen aus zuflligen Lufen gewhlt Solche Lufe seien im Folgenden als Mehr
heitslufe erster Stufe bezeichnet Es wird nun untersucht ob die Gte der Zielfunk
tionswerte noch weiter gesteigert werden kann wenn zur Mehrheitsbildung lokal maximale
Lsungen aus Mehrheitslufen statt aus zuflligen Lufen herangezogen werden Zu ers
ten Versuchszwecken wird auf das aus Abschnitt 		 bekannte MaxSATBenchmark

Hanoi  zurckgegrien
  Mehrstuge Mehrheitsbildung bei Hanoi 
Zur Untersuchung einstuger Mehrheitsbildung am Beispiel 
Hanoi  in Abschnitt 		
wurden  Lufe einer fest gewhlten Variante lokaler Suche gemacht Die Lufe un
terteilten sich in  Blcke zu je drei zuflligen Lufen und einem Mehrheitslauf Fr
die folgenden Experimente bestehe ein Block aus insgesamt 	 Lufen nmlich aus neun
zuflligen Lufen und vier Mehrheitslufen Die lokal maximalen Lsungen der zuflligen
Lufe seien mit x
 
 x
 
  x

bezeichnet Dann wird als Startlsung von Lauf 	 der Mehr
heitsvektor zu x

 x
 
 x

verwendet Analog startet Lauf 		 mit dem Mehrheitsvektor zu
x

 x

 x

und Lauf 	 mit dem Mehrheitsvektor zu x

 x
	
 x

 Die Lufe 	 		 und 	
sind also Mehrheitslufe erster Stufe Seien x


 x

 x
 
die entsprechenden lokal maxima
len Lsungen Dann wird als Startlsung von Lauf 	 schlielich der Mehrheitsvektor zu
x


 x

 x
 
herangezogen Lauf 	 ist ein Mehrheitslauf zweiter Stufe Um die Ziel
funktionswerte der Lufe mit den Ergebnissen in Abschnitt 		 vergleichbar zu machen
werden auch bei diesem zweistugen Verfahren genau  Lufe zugelassen Diese unter
teilen sich in 	 Blcke zu je 	 Lufen und einen verkrzten Block mit 		 Lufen Im
letzten Block fehlt ein Mehrheitslauf erster Stufe sowie der Mehrheitslauf zweiter Stufe
Es wurden dieselben Varianten wiederholter lokaler Suche wie in Abschnitt 		 verwen
det nmlich deterministisch wiederholte zyklische schnelle lokale Suche probabilistisch
wiederholte zyklische schnelle lokale Suche und wiederholte volle lokale Suche jeweils oh
ne und mit Sidesteps In den Abbildungen 	 bis  sind die Hugkeitsverteilungen der
gefundenen lokal maximalen Lsungen dargestellt Bei jeder Variante wiederholter lokaler
Suche waren alle   gefundenen lokal maximalen Lsungen verschieden
Die schwarzen Sulen der Diagramme zeigen die Hugkeiten der f Werte aus den zu
flligen Lufen Die roten Sulen beziehen sich auf die Mehrheitslufe erster Stufe Die
blauen Sulen kennzeichnen die Mehrheitslufe zweiter Stufe In den sechs Balkendia
  Mehrstufige Mehrheitsbildung bei Hanoi  
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zweistuger Mehr
heitsbildung und deterministisch wiederholter zyklischer schneller lokaler Suche ohne Sidesteps
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zweistuger Mehr
heitsbildung und deterministisch wiederholter zyklischer schneller lokaler Suche mit Sidesteps
grammen sind ferner fr jeden Lauftyp der beste und schlechteste gefundene f Wert in
entsprechender Farbe markiert Das wichtigste Zahlenmaterial der Versuchsausg	nge ist
Tabelle  zu entnehmen Die Bedeutung der verwendeten Bezeichnungen ist wie in Ta
belle 
 Seite  Die einzige Abweichung von den dortigen Schreibweisen besteht in
   Kapitel IV Mehrstufige Mehrheitsbildung
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zweistuger Mehr
heitsbildung und probabilistisch wiederholter zyklischer schneller lokaler Suche ohne Sidesteps
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zweistuger Mehr
heitsbildung und probabilistisch wiederholter zyklischer schneller lokaler Suche mit Sidesteps
der Unterscheidung zwischen Mehrheitslufen erster Stufe Mh	
 und Mehrheitslufen
zweiter Stufe Mh	
 Zusammenfassend lassen sich folgende Beobachtungen machen
 Mehrheitslufe erster Stufe erzielen im Durchschnitt bessere Zielfunktionswerte als
zufllige Lufe Mehrheitslufe zweiter Stufe fhren im Mittel zu besseren Werten als
Mehrheitslufe erster Stufe Die besten gefundenen f Werte stammen typischerweise
aus Mehrheitslufen zweiter Stufe
  Mehrstufige Mehrheitsbildung bei Hanoi  
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zwei
stuger Mehrheitsbildung und wiederholter voller lokaler Suche ohne Sidesteps
 	       
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Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima bei zwei
stuger Mehrheitsbildung und wiederholter voller lokaler Suche mit Sidesteps
 Mehrheitslufe machen im Durchschnitt weniger Schritte als zufllige Lufe Bei den
Varianten lokaler Suche ohne Sidesteps nimmt die durchschnittliche Schrittzahl von
den Mehrheitslufen erster Stufe zu den Mehrheitslufen zweiter Stufe weiter ab
	 Mehrheitslufe stellen im Durchschnitt weniger Fragen als zufllige Lufe Bei den
  Kapitel IV Mehrstufige Mehrheitsbildung
max
zf
max
Mh
max
Mh
f
zf
f
Mh
f
Mh
dZS   	 
	 	 
dZSs   
   
pZS    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  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S
Mh
S
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F
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Tabelle  Ergebnisse zweistuger Mehrheitsbildung bei
verschiedenen Varianten lokaler Suche bei Hanoi 
Varianten lokaler Suche ohne Sidesteps nimmt die durchschnittliche Fragenzahl von
den Mehrheitslufen erster Stufe zu den Mehrheitslufen zweiter Stufe weiter ab
Bei Erlaubnis von Sidesteps lsst sich keine generelle Abnahme der durchschnittlichen
Schrittzahlen von den Mehrheitslufen erster Stufe hin zu den Mehrheitslufen zwei
ter Stufe feststellen Bei einstuger Mehrheitsbildung und probabilistisch wiederholter
zyklischer schneller lokaler Suche trat in den Mehrheitslufen 	erster Stufe
 jedoch eine
durchschnittliche Schrittzahl von     statt     auf 	vgl Tabelle  Seite 
 Die
hheren Schrittzahlen der Mehrheitslufe zweiter Stufe gegenber denen erster Stufe in
Tabelle  sind vermutlich in den zu geringen Anzahlen der Mehrheitslufe beider Stufen
und einer starken Streuung der Schrittzahlen um ihre Mittelwerte begrndet
  Wiederholte Mehrheitsbildung als Genetischer Al
gorithmus
Die experimentellen Ergebnisse zu Hanoi  aus Abschnitt  sprechen fr eine zwei
statt einstuge Anwendung der Mehrheitsbildung Auf beliebige Stufenzahl S   und
Gruppengre L    verallgemeinert erhlt man folgendes Verfahren
In Stufe t   f      Sg werden L
S t
Lufe lokaler Suche gemacht In Stufe  sind alle
Lufe zufllig Die Lufe in Stufe t   sind Mehrheitslufe deren Startvektoren durch
Mehrheitsbildung aus den lokal maximalen Lsungen von Stufe t   gebildet werden
Dazu werden jeweils die lokal maximalen Lsungen aus L aufeinanderfolgenden Lufen
von Stufe t   herangezogen Bis die lokal maximale Lsung des Mehrheitslaufs aus
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
Stufe S vorliegt sind insgesamt
S
X
t 
L
S t
 
L
S
  
L  
Lufe lokaler Suche ntig Insbesondere wird ein Groteil der Rechenzeit fr die zuflligen
Lufe in Stufe  verbraucht
Die Idee ist nun fr eine konstante Anzahl  an Lufen in jeder Stufe zu sorgen Dazu wird
nach jeder Stufe t ein Pool der  lokal maximalen Lsungen x

 x

  x
 
eingerichtet
aus denen auf geeignete Weise  Startvektoren fr die Lufe in Stufe t gebildet werden
Natrlich muss dazu jede Lsung x

         mehrfach herangezogen werden Die
Frage ist also wie man aus  Lsungen auf geeignete Weise eine Auswahl von  Gruppen
zu je L Lsungen trit Sinnvoll sind folgende Forderungen an die  Gruppen	

i Die Gruppen sollen paarweise verschieden sein

ii Jede Gruppe soll Lsungen aus L verschiedenen Lufen enthalten

iii Jede der  Lsungen soll in gleich vielen Gruppen vorkommen

iv Falls mglich sollen je zwei Gruppen Lsungen aus hchstens einem Lauf gemeinsam
haben

v Die Bildung der  Gruppen soll praktikabel sein Es soll ein allgemeines einfaches
Konstruktionsschema existieren
Unter bestimmten Bedingungen an  lassen sich die Forderungen erfllen	
Bemerkung  
Sei L   und sei    k  L mit k L Fr v  f  L g und s  f  k g sei
G
vs
jf    g deniert durch
G
vs
  fik  s iv mod k j i     L g
Dann erfllen die Mengen G
vs
folgende Eigenschaften
i Fr alle v v
 
 s s
 
mit v s   v
 
 s
 
 gilt G
vs
  G
v
 
s
 

ii Fr alle v s gilt 	G
vs
  L
iii Fr alle   f    g gilt 	fv s j   G
vs
g   L
iv Fr alle v und alle s s
 
mit s   s
 
gilt 	G
vs
G
vs
 
   
Falls k eine Primzahl oder k  L 

ist gilt 	G
vs
G
v
 
s
 
  fr alle v v
 
mit v   v
 
und alle s s
 

Beweis

i Seien v v
 
 f  L g und s s
 
 f  k  g mit v s   v
 
 s
 

Fall  s   s
 
 Mit i    zeigt sich s  G
vs
 Andererseits ist aber s  G
v
 
s
 
 denn
aus s   ik  s
 
 iv
 
 mod k  G
v
 
s
 
fr ein i wrde wegen s  k sofort i    und
somit s   s
 
folgen
  Kapitel IV Mehrstufige Mehrheitsbildung
Fall  s   s
 
 Dann ist v   v
 
 Mit i    zeigt sich k  s v mod k  G
vs
 Glte
k  s v mod k  G
v
 
s
 
 also
k  s v mod k   ik  s iv
 
 mod k
fr ein i so wrde i    also s v mod k   s v
 
 mod k und somit v   v
 
folgen
ii G
vs
 L ist klar Zu zeigen bleibt G
vs
 L Seien dazu i i
 
 f  L  g mit
ik  s  iv mod k   i
 
k  s  i
 
v mod k dh i  i
 
 k  i  i
 
 v mod k   
Dann folgt i i
 
   dh i   i
 

iv Beh  G
vs
G
vs
 
    falls v  f  Lg und s s
 
 f  kg mit s   s
 

Beweis Gbe es i i
 
mit ik  s iv mod k   i
 
k  s
 
 i
 
v mod k dh
i i
 
 k  s s
 
  i i
 
 v mod k   
so wrde i  i
 
   dh i   i
 
 und somit s  s
 
 mod k    folgen Da s s
 
 k
erhielte man s s
 
   also s   s
 
im Widerspruch zur Voraussetzung
Sei nun k prim oder k  L 
 

Beh  G
vs
G
v
 
s
 
  fr alle v v
 
mit v   v
 
und alle s s
 
Beweis Seien a b  G
vs
G
v
 
s
 
 etwa
a   ik  s iv mod k   i
 
k  s
 
 i
 
v
 
 mod k
b   jk  s jv mod k   j
 
k  s
 
 j
 
v
 
 mod k
mit i i
 
 j j
 
 f  L g Zu zeigen ist a   b Aus
i i
 
 k  s s
 
  iv  i
 
v
 
 mod k   
j  j
 
 k  s s
 
  jv  j
 
v
 
 mod k   
folgt i   i
 
sowie j   j
 
und deshalb
s s
 
  i v  v
 
 mod k   
s s
 
  j v  v
 
 mod k   
Subtraktion der Gleichungen ergibt
i jv  v
 
 mod k   
Zu zeigen bleibt i   j Falls k eine Primzahl ist ist ZkZ ein K	rper und damit
insbesondere nullteilerfrei Aus i  jv  v
 
    in ZkZ folgt wegen v  v
 
  
deshalb i j    Gelte nun k  L 
 
 Sei z  Z mit
ji jj  jv  v
 
j   z  k
Wegen ji jj  jv  v
 
jL  
 
und k  L 
 
ergibt sich z    Da v  v
 
  
folgt i j   
iii Seien   f  p  g und v  f  L  g Dann ist zu zeigen dass genau ein
s  f  k  g mit   G
vs
existiert Seien i  f  L g und r  f  k  g
mit    ik r Setze s   r iv mod k Dann gilt ik s iv mod k   ik r   
Damit ist die Existenz von s nachgewiesen Die Eindeutigkeit von s gilt nach iv  
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
Das Bildungsgesetz der   Mengen G
vs
ist einfach zu programmieren und anzuwenden Es
wird insbesondere fr die nachfolgend beschriebenen Untersuchungen herangezogen
Falls   nicht die Voraussetzung     k   L mit k L erfllt wird  
 
  max
 
L
 



L

  L

gesetzt Dann werden zu den   bestehenden Lsungen  
 
   Kopien hinzugefgt dh
der Pool wird auf Gre  
 
aufgeblasen Sei dazu  
 
  k      r mit k r   und r   
Dann werden zun	chst k Kopien des gesamten ursprnglichen Pools gebildet Danach
werden Lsungen aus r verschiedenen L	ufen zuf	llig gleichverteilt gew	hlt Die erhal

tenen  
 
Lsungen bilden den neuen greren Pool Auf diesen wird das Bildungsgesetz
gem	 Bemerkung  angewendet Von den  
 
Gruppen werden schlielich die gem	 der
lexikographischen Anordnung der Paare v s ersten   Gruppen bernommen Mit dieser
Zusatzregelung knnen beliebige Poolgren     und Gruppengren L   behandelt
werden Obige Forderungen i bis iv werden jedoch nur im Fall     k   L mit k L
erfllt Andernfalls werden die Bedingungen typischerweise umso schwerwiegender ver

letzt je mehr Kopien von Lsungen in den Pool einzufgen sind
Mit Hilfe des Gruppenbildungsgesetzes in Bemerkung  kann nun ein Verfahren formu

liert werden welches in S   verschiedenen Stufen t      S Mehrheitsl	ufe lokaler
Suche einsetzt und in jeder Stufe t dieselbe Zahl   von L	ufen macht
Algorithmus  
Seien L   die Gruppengre     die Poolgre und S   die maximale Stufe
Schritt  Setze t   
Mache   zufllige Lufe lokaler Suche Seien x
 
 x

  x
 
die lokal ma
ximalen Lsungen Setze P   x
 
 x

  x
 

Schritt  Whle zufllig eine Permutation   S

 Permutiere P   x
 
 x

  x
 

zu P   x
 
 x

  x
 

Schritt  Bilde aus der Menge f    g Gruppen	 G
 
 G

  G
 
der Gr
e L gem Bemerkung 

Schritt  Fr i         sei y
i
die Lsung die durch Mehrheitsbildung aus
den durch G
i
indizierten Lsungen hervorgeht Mache   Mehrheitslufe
lokaler Suche mit Startlsungen y
 
 y

  y
 
 Seien z
 
 z

  z
 
die
lokal maximalen Lsungen Setze P   z
 
 z

  z
 

Schritt  Falls t   S stopp Gib eine insgesamt beste gefundene Lsung und ihren
Zielfunktionswert aus
Sonst setze t   t  und gehe zu Schritt 
Der angegebene Algorithmus macht insgesamt S       L	ufe lokaler Suche Man be

achte dass der aktuelle Pool in Schritt  permutiert wird bevor die Lsungen fr die
Mehrheitsbildung in Gruppen eingeteilt werden Praktische Versuche haben gezeigt dass
die Ausgaben auf diese Weise etwas besser sind als ohne Permutieren
Algorithmus  l	sst sich formal in die Klasse der Genetischen Algorithmen einordnen
Genetische Algorithmen wurden Mitte der Sechziger Jahre von Holland entwickelt Sie
ahmen die natrliche Evolution nach und wenden genetische Operatoren wie Rekombina
tion Selektion und Mutation auf eine Population von Individuen an Durch Ver	nderung
  Kapitel IV Mehrstufige Mehrheitsbildung
der Gene mittels dieser Operatoren soll die Fitness der Population gesteigert werden Die
wesentlichen Ideen zum Einsatz Genetischer Algorithmen als Optimierungs und Such
technik in konomie Spieltheorie Mustererkennung und maschinellem Lernen verent
lichte Holland 	 
  Neben Holland leistete Goldberg ein Schler Hollands
wichtige Pionierarbeit auf dem Gebiet Genetischer Algorithmen Goldberg gab 	  
 eine Liste praktischer Faustregeln fr den Umgang mit Genetischen Algorithmen bei
verschiedenen technischen Anwendungen an und verschate der noch jungen Klasse von
Algorithmen eine breitere Popularitt Eine leicht verstndliche und ausfhrliche Einfh
rung in die Thematik ndet man in  
Speziell in Algorithmus  sind die Individuen die Lsungen des Problems Ihre Fitness
wird durch den entsprechenden Zielfunktionswert ausgedrckt Der Pool P von Lsungen
bildet die aktuelle Population von Individuen Die Poolgre   heit deshalb auch Popu
lationsgre Zur Mutation wird lokale Suche eingesetzt Die Einteilung der Individuen in
Gruppen lsst sich als Elternwahl interpretieren Die Gruppengre L spielt die Rolle der
Elternzahl Der Elternwahl schliet sich die Zeugung von Nachkommen durch Rekombi
nation der elterlichen Gene an Als Rekombinationsoperator dient die Mehrheitsbildung
Eine Selektion ndet statt wenn aus den   Individuen der Elterngeneration und ihren  
Nachkommen die neue Population gebildet wird In dieser Arbeit wird die Elterngenera
tion vollstndig durch die Nachkommen ersetzt
  Algorithmus   am Beispiel Hanoi 
Im Folgenden wird der Frage nachgegangen inwieweit sich f Werte Schrittzahlen und
Fragenzahlen verndern wenn statt des zweistugen Mehrheitsbildungsverfahrens aus
Abschnitt 	 der Genetische Algorithmus  verwendet wird Dazu wird wieder das
Benchmark Hanoi  herangezogen Die entsprechenden Versuche wurden fr die deter
ministisch bzw die probabilistisch wiederholte zyklische schnelle lokale Suche sowie die
wiederholte volle lokale Suche durchgefhrt Um die Ergebnisse mit Tabelle 	 verglei
chen zu knnen wurden die Parameter L         und S    beibehalten Ferner
wurden wiederum  Lufe pro Variante lokaler Suche gemacht Diese unterteilten sich
in  unabhngige Aufrufe von Algorithmus  und zwei zustzliche zufllige Lufe Auf
diese Weise ergeben sich insgesamt    S 	 
     	     Lufe Bei allen drei
Varianten wurden jeweils  verschiedene lokal maximale Lsungen gefunden Die Ein
zelergebnisse sind in Abbildung 
 sowie Tabelle  illustriert Aus Platzgrnden ist
nur die Hugkeitsverteilung bei der ersten der drei Varianten lokaler Suche dargestellt
Die Bedeutung der verwendeten Bezeichnungen ist wie in den analogen Abbildungen und
Tabellen von Abschnitt 	 Im Vergleich mit den dortigen Daten stellt sich heraus dass
der bergang vom Zweistufenverfahren zum Genetischen Algorithmus mit zwei Generati
onswechseln keine Einbuen bei den f Werten oder der Ezienz des Verfahrens bewirkt
Man kann nun die Populationsgre   die Elternzahl L oder die hchste Generation S
variieren Allein durch Intuition geleitet wird man alle drei Parameter mglichst gro
whlen wollen Eine hohe Generationenzahl wird allein schon durch die obigen Beobach
tungen fr den Fall S    motiviert Eine groe Zahl   von Individuen der Population
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
         	  	
	
 	
	
	
	

	
Abbildung  Hugkeitsverteilung der gefundenen lokalen Maxima beim
Genetischen Algorithmus mit S        L    und deterministisch wie
derholter zyklischer schneller lokaler Suche fr Hanoi 	
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Tabelle  Ergebnisse des Genetischen Algorithmus mit S   
    L    und verschiedenen Varianten lokaler Suche bei Hanoi 	
sorgt fr eine groe Vielfalt	 dh eine hohe Diversitt	 des genetischen Materials Eine ho

he Diversitt wiederum beugt verfrhter Stagnation des Verfahrens durch Inzuchteekte
vor Eine groe Elternzahl L erscheint aufgrund der Beobachtungen in Abschnitt  in

tuitiv gerechtfertigt Die Wachstumsgeschwindigkeit der Erfolgskurven von Max
 
SAT
gegen   nimmt mit wachsender Gruppengre zu	 die Misserfolgstler werden acher In
Abschnitt  wird die Frage der Parameterwahl ausfhrlich untersucht Es wird sich
zeigen	 dass groe Elternzahlen trotz dieser Argumente nicht ratsam sind
In einem weiteren Versuch zu Hanoi  sei S  	    und L   Algorithmus  wird
zehnmal unabhngig gestartet Daraus ergeben sich  Lufe lokaler Suche Zum Ein

satz kommt die deterministisch wiederholte zyklische schnelle lokale Suche ohne Sidesteps
  Kapitel IV Mehrstufige Mehrheitsbildung
Die Ergebnisse sind Tabelle  zu entnehmen Mit t wird die Generation der aktuellen Po
pulation bezeichnet Fr t       ist max
t
der gr	te f Wert der  lokal maximalen
Lsungen in Generation t und f
t
ihr Durchschnittswert S
t
bzw F
t
kennzeichnet die im
Mittel bentigte Schritt bzw Fragenzahl der L
ufe lokaler Suche die zu den Lsungen
in Generation t fhrten
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t
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Tabelle  Ergebnisse des Genetischen Algorithmus
mit S      L   und deterministisch wieder
holter zyklischer schneller lokaler Suche bei Hanoi 
Man erkennt dass die Schritt und Fragenzahlen von Generation zu Generation abnehmen
S
 
  zeigt dass einige Startlsungen fr die L
ufe zur letzten Generation lokal maxi
mal waren Tats
chlich waren  der insgesamt  Startlsungen der Mehrheitsl
ufe
lokal maximal  Vektoren davon stimmten mit einer der zur Mehrheitsbildung heran
gezogenen Lsungen berein Insgesamt wurden in den  L
ufen  verschiedene
lokal maximale Lsungen gefunden In den letzten Generationen ist also die Diversit
t
der entsprechenden Population schon deutlich zurckgegangen Insbesondere wrde ein
Hochsetzen der Schranke S kaum noch sinnvoll sein Ein Blick auf die Werte f
t
zeigt dass
der Algorithmus schon nach vier Generationswechseln hinsichtlich der durchschnittlichen
f Werte keine Fortschritte mehr machte Trotzdem traten erst in den Generationen 	 und
 die insgesamt besten f Werte von  auf Die beiden zugehrigen lokal maximalen
Lsungen waren verschieden Aus Sicht der Optimierung handelte es sich um glckliche
Ausrei	er
Es sollen nun zus
tzlich Sidesteps erlaubt sein Wie in den Abschnitten  und 
wird die Schrankenmethode verwendet Zwischen je zwei echten Verbesserungen w
hrend
eines Laufs lokaler Suche sind hchstens   Zahl der Variablen Sidesteps zul
ssig
Alle weiteren Gr	en und Parameter seien wie oben Die neuen Ergebnisse sind in Tabel
le  dargestellt Dass die erzielten f Werte deutlich besser sind als ohne Erlaubnis von
Sidesteps ist nicht weiter verwunderlich Man beachte dass das globale Maximum bei
Hanoi  die Zahl der Klauseln ist also 
 Der beste gefundene f Wert 
 geht
also relativ knapp am Optimum vorbei  der  Startlsungen der Mehrheitsl
ufe
waren lokal maximal All diese Mehrheitsvektoren stimmten mit einer der zur Mehr
heitsbildung herangezogenen Lsungen berein Insgesamt wurden in den  L
ufen
		 verschiedene lokal maximale Lsungen gefunden Die durchschnittlichen Zielfunk
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
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Tabelle  Ergebnisse des Genetischen Algorithmus mit S  
   L   und deterministisch wiederholter zyklischer schnel
ler lokaler Suche mit Erlaubnis von Sidesteps bei Hanoi 
tionswerte steigerten sich bis Generation   Trotzdem lsst sich selbst in Generation 
noch keine Stagnation der Schritt und Fragenzahlen erkennen Man beachte dazu dass
in die Schrittzahlen auch die Sidesteps mit eingehen Ab einem gewissen Zielfunktionsni
veau bewegt sich lokale Suche fast nur noch auf Plateaus gleicher f Werte Doch dieser
E	ekt verstrkt wenigstens die Mutation und erh
ht die Diversitt der Population
Es gibt auch verschiedene M
glichkeiten die Diversitt der Population knstlich zu erh

hen Beispielsweise kann man einzelne Individuen durch zufllig bzw willkrlich gewhlte
L
sungen ersetzen Naheliegend ist auch gute L
sungen aus anderen Algorithmen mit
entsprechend anders strukturierten Genen zu bernehmen Eine weitere M
glichkeit
besteht darin zwischendurch Mutationen der Individuen in Form von zuflligem Flip
pen einzelner Komponenten mit einer bestimmten Wahrscheinlichkeit zu erlauben Fr
die Zwecke der vorliegenden Arbeit wird auf derartige Techniken verzichtet Hier geht es
mehr darum den Einuss der Mehrheitsbildung zu untersuchen
In der Literatur wird die gezielte Mutation durch lokale Suche oder andere Heuristiken
meist von der zuflligen Mutation getrennt Man spricht dann bei zustzlichem Einsatz
einer Heuristik von Hybriden Genetischen Algorithmen Im Fall lokaler Suche werden Hy
bride Genetische Algorithmen auch als Verfahren Genetischer lokaler Suche bezeichnet
Algorithmus  wurde auf etliche Instanzen zu MaxSAT dem ShiftregisterProblem und
dem IsingSpinglasProblem auf dem Torus angewendet Das Verfahren zeigte jeweils ein
analoges Verhalten wie hier beschrieben An dieser Stelle wird daher auf eine Darstellung
weiterer Daten verzichtet
  Populationsgre Generationenzahl und Elternzahl
Im Folgenden werden Untersuchungen zur Wahl von Populationsgr
e   und Elternzahl L
angestellt Populationsgr
e   und optimale H
chstzahl S an Generationen sind insofern
  Kapitel IV Mehrstufige Mehrheitsbildung
gekoppelt als groe  Werte fr eine hhere Diversitt der Population sorgen	 Das Ver
fahren stagniert dann in einer etwas spteren Generation	
 
In den folgenden Versuchen
wurde S stets hinreichend gro gewhlt so dass der Algorithmus nicht verfrht d	h	 vor
seiner Stagnation abgebrochen wurde	 Dazu wurde   Generationen lang gerechnet	
Fr erste Versuche wurden zufllig erzeugte Instanzen des ShiftregisterProblems heran
gezogen	 Die zufllige Wahl einer Instanz erfolgte genau so wie sie zu Beginn von Ab
schnitt 
	
	 beschrieben worden war	 Als Dimension des Lsungsraums wurde n   
festgehalten	 Ferner wurde die Zahl L der Eltern fest aus f   g gewhlt	 Fr je
de Poolgre    f     g wurden   Instanzen zufllig und unabhngig erzeugt	
Nach Wahl einer Instanz wurde Algorithmus 	
 aufgerufen	 Dieser berechnete   Ge
nerationen d	h	 S   zu je   Individuen	 Dabei wurde die probabilistisch wiederholte
zyklische schnelle lokale Suche eingesetzt	 Da es sich beim ShiftregisterProblem um ein
Minimierungsproblem handelt wurde in jedem Lauf eine lokal minimale Lsung ermit
telt	 Das Verfahren merkte sich den besten Defekt d	h	 den kleinsten f Wert aus den
insgesamt      Lufen	 Am Ende wurde ber die besten Defekte der   Instanzen
gemittelt	 In Abbildung 	 sind die durchschnittlichen besten Defekte in Abhngigkeit
von   fr jedes feste L  f   g skizziert und mit Linien verbunden	
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Abbildung 	  ShiftregisterProblem Durchschnittlich erzielte kleinste Defekte in
Abhngigkeit von Populationsgre   und Elternzahl L unter n    S    und
probabilistisch wiederholter zyklischer schneller lokaler Suche bei Mehrheitsbildung
Wie erwartet werden die besten gefundenen f Werte im Durchschnitt mit wachsender
Populationsgre   kleiner	 Dies gilt fr jede fest gewhlte Elternzahl L	 berraschend
ist jedoch dass bei festgehaltener Populationsgre   die mittleren besten Defekte nicht
 
Beispielsweise kann das Unterschreiten der durchschnittlichen Schrittzahl von lokaler Suche ohne
Sidesteps zur aktuellen Population unter den Wert   als Stagnation bezeichnet werden
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
mit wachsender Elternzahl L kleiner werden Vielmehr sprechen die Daten fr eine Ver
wendung kleiner gerader Elternzahlen Mit groem Vorsprung gegenber allen anderen
Gruppengren liefert Elternzahl   die besten Defekte Zwei Elternteile zur Erzeugung der
Nachkommen heranzuziehen bisexuelle Rekombination	 erweist sich also nach dem Vor
bild der natrlichen Evolution als die optimale Wahl Die Optimalit
t von L    l
sst sich
folgendermaen erkl
ren Bei geraden Elternzahlen ist der Nachkomme dh der Mehr
heitsvektor nicht unbedingt eindeutig Eine Mehrdeutigkeitsstelle i   f    ng tritt
auf wenn in den iten Komponenten der elterlichen Individuen
L
 
Einsen und
L
 
Nullen
vorkommen Dieses Ereignis ist bei L    am wahrscheinlichsten Liegt eine Mehrdeu
tigkeitsstelle i vor wird bei der Mehrheitsbildung eine der Alternativen  oder  fr die
ite Komponente des Mehrheitsvektors zuf
llig gew
hlt Dieses Auswrfeln des Eintrags
tr
gt wesentlich zur Diversit
tserhhung der Population bei
Analoge Versuche wurden auch fr das Dynamische Optimierungsproblem mit Problem
parameter n    durchgefhrt Eine zuf
llig gew
hlte Instanz besteht aus Matrizen
Ct  c
ij
t
ij 
fr t    n  mit zuf
llig gew
hlten Komponenten in   Als
Poolgren wurden         herangezogen Alle anderen Gren waren wie oben
Man beachte allerdings dass das Dynamische Optimierungsproblem ein Maximierungs
problem darstellt Die Ergebnisse sind in Abbildung  illustriert Die Kurven sprechen
auch bei diesem Problem fr kleine gerade Elternzahlen Wieder ist Elternzahl   optimal
       
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Abbildung   Dynamisches Optimierungsproblem Durchschnittlich
erzielte grte lokale Maxima in Abhngigkeit von Populationsgre   und
Elternzahl L unter n     S    und probabilistisch wiederholter zykli
scher schneller lokaler Suche bei Mehrheitsbildung
In Anlehnung an die natrliche Evolution sind in der Literatur Rekombinationen mit mehr
als zwei Elternteilen multisexuelle Rekombination	 bis heute die Ausnahme geblieben
In einigen wenigen Arbeiten sind jedoch Experimente vorgestellt worden in denen sich
multisexuelle Rekombinationsoperatoren als vorteilhaft erwiesen hatten Beispiele hierfr
  Kapitel IV Mehrstufige Mehrheitsbildung
sind Gene Scanning oder Diagonal Crossover   Gene Scanning ist eine multisexuelle
Verallgemeinerung des bisexuellen Uniform Crossover whrend Diagonal Crossover den
N Point Crossover auf mehr als zwei Eltern 	bertrgt
 
Versuche haben gezeigt dass je
nach Optimierungsproblem und Art der Rekombination Elternzahlen von   bis hin zu 
oder mehr zu den besten Ergebnissen f	hren k
nnen  
  Rekombination mit Proporz und Einstimmigkeitsbildung
Analog zur Mehrheitsregel wurden auch die Proporzregel sowie die Einstimmigkeitsregel
aus Abschnitt   zur Rekombination im Genetischen Algorithmus  eingesetzt Alle
weiteren verwendeten Gr
en und Rahmenbedingungen waren wie im vorangegangenen
Abschnitt Es war also nur die Bildungsregel in Schritt  des Algorithmus abzundern
Man beachte dass bei Elternzahl  alle drei Bildungsregeln identisch sind In den folgenden
Darstellungen zur Proporz bzw Einstimmigkeitsregel mit Elternzahl  wurden daher die
Daten aus den Versuchen mit der Mehrheitsregel 	bernommen
Betrachte zunchst die Ergebnisse der Proporzbildung f	r das ShiftregisterProblem Ab
bildung   Hier sind die durchschnittlich erreichten besten Defekte in Abhngigkeit der
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Abbildung    ShiftregisterProblem Durchschnittlich erzielte kleinste Defekte in
Abhngigkeit von Populationsgre   und Elternzahl L unter n    S    und
probabilistisch wiederholter zyklischer schneller lokaler Suche bei Proporzbildung
Populationsgr
e  skizziert Als Elternzahlen wurden L       untersucht Der Gra
phik ist zu entnehmen dass wie schon bei der Mehrheitsbildung auch bei Proporzbildung
 
zu den Begrien siehe etwa 
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
Elternzahl  optimal ist Ferner scheinen die durchschnittlich erreichten besten Defekte
bei fester Populationsgre   mit wachsender Elternzahl L schlechter zu werden Ein Ver
gleich mit den Daten der Mehrheitsbildung zeigt dass bei jedem hinreichend groen   die
Werte der Proporzbildung fr jedes L    besser sind als die Werte der Mehrheitsbildung
Abbildung 	

 zeigt die analogen Ergebnisse fr das Dynamische Optimierungsprob
lem Im Unterschied zum ShiftregisterProblem kann hier keine berlegenheit einer be
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Abbildung 	

  Dynamisches OptimierungsproblemDurchschnittlich
erzielte grte lokale Maxima in Abhngigkeit von Populationsgre   und
Elternzahl L unter n     S    und probabilistisch wiederholter zykli
scher schneller lokaler Suche bei Proporzbildung
stimmten Elternzahl festgestellt werden Aber zumindest stellt sich im Einklang mit dem
ShiftregisterProblem heraus dass die durchschnittlich erzielten f Werte fr jedes hinrei
chend groe   und jedes L    besser sind als bei Verwendung der Mehrheitsregel
In Abbildung 	
 sind die Ergebnisse der Einstimmigkeitsbildung fr das Shiftregister
Problem dargestellt Ist     f    g fest so werden die gefundenen kleinsten De
fekte mit wachsender Elternzahl besser Insbesondere liefert entgegen den Beobachtun
gen bei der Mehrheitsbildung und der Proporzbildung Elternzahl  bei der Einstimmig
keitsbildung die schlechtesten Werte Die Begrndung erfolgt mit einem Diversittsargu
ment Je grer L desto geringer ist die Wahrscheinlichkeit dass die iten Komponenten
x
 
i
 x
 
i
  x
L
i
von L Lsungen x

 x
 
  x
L
  f  g
n
bereinstimmen Mit L nimmt also
die Wahrscheinlichkeit zu dass eine Komponente des Einstimmigkeitsvektors per Zufalls
entscheid auf  bzw   gesetzt wird Zufallsentscheide tragen wesentlich zur Diversittser
hhung bei
Ab     tritt folgendes Phnomen auf Die Kurven der durchschnittlichen besten De
fekte brechen  beginnend mit den groen Elternzahlen Lnacheinander weg Diese
  Kapitel IV Mehrstufige Mehrheitsbildung
      
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Abbildung    ShiftregisterProblem Durchschnittlich erzielte kleinste Defekte in
Abhngigkeit von Populationsgre   und Elternzahl L unter n    S    und
probabilistisch wiederholter zyklischer schneller lokaler Suche bei Einstimmigkeitsbildung
Beobachtung lsst sich fr jedes L   machen Fr hinreichend gro	e Populationsgr
	en  
pegeln sich die Kurven dann bei einem bestimmten f WertNiveau in der Nhe von  
ein Eine m
gliche Erklrung hierfr ist die folgende Mit der Populationsgr
	e   nimmt
die Diversitt der Population einer bestimmten Generationenzahl zu Die Wahrschein
lichkeit dass die iten Komponenten x
 
i
 x
 
i
  x
L
i
von L L
sungen x

 x
 
  x
L
  f  g
n
bereinstimmen sinkt bis hin zu einer gewissen kleinen Restwahrscheinlichkeit p
i
 
Mit Wahrscheinlichkeit q
i
     p
i
  wird die ite Komponente des Einstimmigkeits
vektors zufllig bestimmt Ist q
i
  nahe bei   stimmt der beste gefundene f Wert aus
den      Lufen praktisch mit dem besten f Wert aus      zuflligen Lufen berein
Ein entsprechender Versuch fr     besttigte dass der beste f Wert aus    zufl
ligen Lufen im Durchschnitt dh gemittelt ber   zufllig und unabhngig gewhlte
Instanzen knapp ber   liegt
Interessant ist ferner das Zickzackverhalten der Kurve fr L   An den Stellen
    f   g sind die Werte lokal maximal bei     f 	   
g lokal minimal Dieser
Eekt ist auf die Gruppenbildung in Bemerkung   zurckzufhren Fr obige lokale
Maximalstellen   gilt nmlich    k  L mit k L Aufgrund dieses Zusammenhangs
zwischen   und L sind zur Einstimmigkeitsbildung keine Kopien von Individuen n
tig
Die Wahrscheinlichkeit q
i
  ist dann bzgl   lokal maximal
Als weiterer Grund fr das Wegbrechen der Kurven fr L   ist eine zu geringe Gene
rationenzahl denkbar Neben den Zufallsentscheiden bei Einsatz der Einstimmigkeitsbil
dung bewirken nmlich gerade die hohen Populationsgr
	en eine relativ spte Stagnation
  Wiederholte Mehrheitsbildung als Genetischer Algorithmus 
des Algorithmus Analog zu S    wurden die Versuche deshalb fr S    durch
gefhrt Fr jede der  Instanzen pro  und L wurde also  Generationen lang
gerechnet Hier ergaben sich jedoch praktisch die gleichen Ergebnisse Auf eine Darstel
lung der Daten wird daher verzichtet
Beim ShiftregisterProblem wurden einige weitere Versuche mit Mehrheitsbildung Pro
porzbildung und Einstimmigkeitsbildung gemacht und zwar mit Flippen und Drehen
lokal minimaler Lsungen vgl Abschnitt 	
 Die Unterschiede zu den Anwendungen
der entsprechenden Regeln ohne Flippen und Drehen waren jedoch gering Sie sind im
Hinblick auf die Unterschiede die sich durch Variation der Bildungsregel ergeben nicht
nennenswert
Betrachte schlielich Abbildung 	 Sie illustriert die Ergebnisse des Genetischen Al
gorithmus  mit der Einstimmigkeitsregel angewendet auf das Dynamische Optimie
rungsproblem Es lsst sich erkennen dass alle Kurven zu L   im Wesentlichen einen
      
 
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Abbildung 	  Dynamisches OptimierungsproblemDurchschnittlich
erzielte grte lokale Maxima in Abhngigkeit von Populationsgre   und
Elternzahl L unter n     S    und probabilistisch wiederholter zykli
scher schneller lokaler Suche bei Einstimmigkeitsbildung
unimodalen Verlauf zeigen Ab einer bestimmten Populationsgre steigen nur noch die zu
den kleinen Elternzahlen gehrenden Kurven weiter an Bei kleinen Populationsgren
fhrt Elternzahl  dagegen zu vergleichsweise schlechten f Werten Die Beobachtungen
beim Dynamischen Optimierungsproblem entsprechen also im Wesentlichen den Erkennt
nissen beim ShiftregisterProblem Die gestrichelte Kurve zeigt fr jede Populations
gre  die grten erzielten lokalen Maxima aus     zuflligen Lufen gemittelt ber
  Instanzen Sie belegt dass sich Einstimmigkeitsvektoren bei groen Elternzahlen
und Populationsgren kaum noch von zuflligen Vektoren unterscheiden
Anhang
Mittelwertbildung
bei einem SchedulingBenchmark
und Varianten
Am  September  wurde in der hollndischen Zeitschrift De Telegraaf zum zweiten
Mal nach  zur Teilnahme an einem MathematikWettbewerb unter dem Titel 	Whizz
kids Mathematics Contest
 aufgerufen J K Lenstra E Aarts und ihre Mitarbeiter
Teams hatten ein BenchmarkProblem entworfen bei dem es darum ging einen Eltern
sprechabend an einer Schule mit  Lehrern und  Elternpaaren zu organisieren Pa
rallel zum Aufruf in De Telegraaf wurden die Ausgangsdaten im Internet
 
verentlicht
Im Prinzip war weltweit jeder teilnahmeberechtigt Die Ergebnisse von 	Professionals

dh in mathematischer Lehre und Forschung ttigen Bewerbern wurden jedoch getrennt
ausgewertet Vorrangiges Ziel war bei Schlern Spa und Interesse an Mathematik zu
wecken und pge Ideen zu sammeln Abbildung A zeigt die OriginalDatentabelle der
InternetSeite
    
    
    
    
Abbildung A Datentabelle zum SchedulingBenchmark Whizzkids 
Jede Zeile der Tabelle wird in der ersten Spalte von der Nummer i des iten Elternpaares
i      angefhrt Die weiteren Spalten der iten Zeile enthalten die Lehrer die El
ternpaar i sprechen mchte sowie die zugehrigen Gesprchsdauern Die  Lehrer sind
dabei mit den Grobuchstaben A B C D E F G H J K L M N P R symbolisiert
Der Eintrag E in Zeile  und Spalte  bedeutet beispielsweise dass das erste Elternpaar
 
erhltlich unter httpwwwwintuenlwhizzkidsindexhtml
 
Lehrer E genau  Minuten lang sprechen mchte In jeder Zeile mssen die Sprechtermine
aus Spalte s vor den Terminen aus Spalte s
 
stattnden falls    s  s
 
   In welcher
Reihenfolge die Termine innerhalb einer Spalte s abgehandelt werden spielt keine Rolle
Elternpaar 	 etwa darf die Lehrer F C und J in beliebiger Reihenfolge sprechen Alle
drei Termine mssen aber nach Lehrer D und vor Lehrer K stattnden Ferner drfen
sich Sprechtermine eines Lehrers mit verschiedenen Elternpaaren nicht berschneiden
Sprechtermine drfen auch nicht unterbrochen werden 
bergangszeiten zwischen Termi
nen sind zu vernachlssigen dh zwei Termine eines Elternpaars oder eines Lehrers drfen
sich nahtlos aneinanderreihen Der Sprechabend beginnt pnktlich um  Uhr
Es sollte nun ein Terminplan aufgestellt werden der die Restriktionen smtlich erfllt Un
ter den Bezeichnungen a
i
fr den Beginn des ersten Termins von Elternpaar i   f   g
sowie e
i
fr das Ende seines letzten Termins sollte der Plan zudem folgende zwei Werte
minimieren
 max fe
i
j i    ng
 
n
X
i 
e
i
 a
i

Der Sprechabend sollte also mglichst bald beendet werden knnen und die Elternpaare
sollten sich durchschnittlich so kurz wie mglich in der Schule aufhalten mssen Beide
Kriterien waren gleichzeitig zu beachten wobei  Prioritt hatte Bei gleichen Werten fr
 entschied Kriterium 	 Die Firma CMG aus Eindhoven sponserte den Wettbewerb
mit diversen Siegprmien Lsungsvorschlge waren bis 	 Oktober  einzureichen
Insgesamt gingen  Teilnahmen ein
 
Die beste Lsung wurde von P Hoogendijk
einem Professional aus Eindhoven gefunden Sein Terminplan hatte eine Gesamtdauer
von 	 Minuten und eine Gesamtverweildauer der Elternpaare von 
  Minuten Spter
wiesen die Teams von Lenstra und Aarts mit BranchandBoundMethoden nach dass
	 eine untere Schranke fr Kriterium  darstellt
Formal handelt es sich bei Whizzkids  unter Optimierungskriterium  um eine In
stanz eines verallgemeinerten JobShopSchedulingProblems vgl  Garey John
son und Sethi  haben  die NPVollstndigkeit des zu JobShop Scheduling ge
hrenden Entscheidungsproblems nachgewiesen Whizzkids  ist folglich Instanz eines
mindestens so schwierigen Problems
Im weiteren Verlauf dieser Arbeit werden das WhizzkidsProblem sowie bestimmte Varia
tionen desselben Typs behandelt Eine Instanz besteht aus einer Datentabelle obiger Form
mit n   Eltern m   Lehrern und k Sprechwnschen Jedes Elternpaar hat mindestens
einen Sprechwunsch Innerhalb der Sprechwnsche eines Elternpaares sind keine Wieder
holungen von Lehrern enthalten Die Lsungen sind alle zulssigen Schedules dh die
Terminplne die alle geforderten Restriktionen erfllen In Anlehnung an die verwendete
Datenstruktur wird ein Termin deniert als Quintupel
i j d a e   T  f  ng  f  mg  IN

 IN

 IN


 
Unter httpwwwwintuenlwhizzkidsoverviewtxt ist eine Hitliste der besten ein
gereichten Lsungen erhltlich
  Anhang Mittelwertbildung bei Whizzkids 
Definition A Zulssiger Schedule
Ein zulssiger Schedule ist ein kTupel S   t
 
  t
k
   T
k
mit t
p
  i
p
 j
p
 d
p
 a
p
 e
p

fr p     k das folgende Bedingungen erfllt
i Jeder Termin t
p
 p     k reprsentiert genau einen Sprechwunsch der Da
tentabelle	 Dabei ist i
p
das Elternpaar j
p
die betre
ende Komponente der Enu
meration ABC			R der Lehrer d
p
die Dauer a
p
der Anfangszeitpunkt und
e
p
der Endzeitpunkt des Termins t
p
	 Als Zeiten gelten dabei jeweils die Anzahl
an Minuten gerechnet ab  Uhr	 i
p
 j
p
und d
p
sind per Eingabe bekannt	 a
p
variiert je nach Schedule S	 Fr den Endzeitpunkt gilt e
p
  a
p
 d
p
	
ii Sind p q   f  kg mit i
p
  i
q
und sind die Spaltennummern s
p
bzw	 s
q
der
Datentabelle in denen t
p
bzw	 t
q
stehen verschieden etwa s
p
 s
q
 so gilt p  q	
iii Fr p     k gilt a
p
  max fm
E
p
 m
L
p
g mit m
E
p
  max fe
q
j   q  p i
q
  i
p
g
und m
L
p
  max fe
q
j   q  p j
q
  j
p
g wobei max    	
In einem zulssigen Schedule S   t
 
  t
k
 sind wegen ii und a
p
 m
E
p
nach iii fr
p     k alle ReihenfolgeRestriktionen der Datentabelle bercksichtigt	
 Sei t
p
der zu einem Sprechwunsch des jten Lehrers durch das ite Elternpaar geh
rende
Termin Weiter reprsentiere t
q
einen Sprechwunsch des j
 
ten Lehrers durch dasselbe
Elternpaar i Es sei angenommen dass t
p
gem der Spalteneinteilung der Datentabelle
vor t
q
stattnden muss Dann steht t
p
in S links von t
q
 dh es ist p  q Ferner gilt
a
p
 a
q

 Nach iii gilt a
p
 m
L
p
fr alle p Weiter links stehende Termine nden folglich frher
als weiter rechts stehende Termine desselben Lehrers mit verschiedenen Elternpaaren
statt
Man beachte dass die Forderung der letzteren Eigenschaft die Sprechzeitenkriterien  
undoder  verschlechtern kann Ein Lehrer darf nmlich weiter rechts stehende Ter
mine zeitlich nicht vorziehen selbst wenn die Dauer des Termins ein Einfgen in eine
Lcke seines Terminkalenders erlauben wrde ohne anderweitige ReihenfolgePrioritten
des entsprechenden Elternpaars zu verletzen Die Berechnung von a
p
nach iii lsst sich
jedoch einfach implementieren und ausfhren Zudem lsst die im Folgenden beschriebene
lokale Suche den Austausch von Terminpaaren zu Dieses Manko wird daher durch das
Suchverfahren behoben
Der Lsungsraum ist die Menge V jT
k
der zulssigen Schedules Man kann einen zu
lssigen StartSchedule fr lokale Suche wie folgt zufllig bestimmen	 Man permutiere
zufllig die Sprechtermine die innerhalb einer Zeile und einer Spalte der Datentabel
le stehen Dann baue man S   t
 
  t
k
 schrittweise auf Dazu wre man fr jedes
p   f  kg sukzessive einen Zeilenindex i und entnehme den von links her gesehen
ersten bis dato noch nicht gewhlten Eintrag Dabei trage man die Werte i
p
 j
p
und d
p
ein In einem zweiten pDurchlauf ermittle man die Zeiten a
p
und e
p
gem der Formel in
iii Das Erstellen von S wird bewusst in zwei pDurchlufe aufgeteilt da die Prozedur
die die Zeiten a
p
und e
p
eintrgt
 
auch nach einem bergang zu einem NachbarSchedule
 
im Folgenden ZeitEinfgeProzedur genannt
 
whrend lokaler Suche separat aufzurufen sein soll
Die Zielfunktion f   V   IR einer Instanz setzt sich aus den beiden Bewertungen gem
Kriterium  und Kriterium  zusammen In dieser Arbeit wird
fS   
  
 gS  hS
mit gS   max fe
p
j p    kg
und hS  
n
X
i
max fe
p
j p    k i
p
 ig minfa
p
j p    k i
p
 ig
gesetzt Die Wahl des Faktors 
 
ist willk	rlich und vielleicht auch gr
er angesetzt als
n
tig um aus fS die Teilwerte gS und hS zu rekonstruieren Andererseits ist dieser
Faktor aber auch bei gr
eren n und m als  und 	 noch ausreichend
Zwei zulssige Schedules S  t

  t
k
 und S
 
 t
 

  t
 
k
 seien genau dann benachbart
wenn p q  f  kg existieren mit   p  q  k und
t
 
p
 t
q
 t
 
q
 t
p
 t
 
r
 t
r
f
ur alle r  f  kg n fp qg
Benachbarte zulssige Schedules gehen also durch Austausch von zwei Terminen aus
einander hervor Im Folgenden soll deshalb von der PaarAustauschNachbarschaft
gesprochen werden Jedes S  V hat maximal d  
 
k


Nachbarn Um whrend lokaler
Suche bei aktuellem zulssigen Schedule S  t

  t
k
  V zu testen ob der Austausch
zweier Termine t
p
und t
q
mit   p  q  k zulssig ist gehe man wie folgt vor Man
tausche t
p
und t
q
und pr	fe nach ob sowohl die Termine t
q
 t
p
 t
p
  t
q 
laut Da
tentabelle vor t
p
stattnden d	rfen als auch die Termine t
p
 t
p
  t
q 
nach t
q
 Sind
Reihenfolgeprioritten verletzt werden t
q
und t
p
wieder zur	ckgetauscht Ansonsten wird
ein Update der Anfangs und Endzeiten der Termine mittels der ZeitEinf	geProzedur
durchgef	hrt Man erhlt dann einen benachbarten zulssigen Schedule von S
Analog zur vollen bzw schnellen lokalen Suche im L
sungsraum f g
n
Algorithmen 
 in Abschnitt  lassen sich auch f	r den L
sungsraum V und die PaarAustausch
Nachbarschaft entsprechende Verfahren formulieren Durch lexikographische Anordnung
der Paare p qmit   p  q  k ergibt sich eine kanonische Reihenfolge der d potentiellen
Kandidaten f	r zulssige NachbarSchedules von S Ersetzt man in Algorithmus  die n
Nachbarn y

x y

x  y
n
x von x  f g
n
durch die d NachbarKandidaten von S in
der kanonischen Reihenfolge so ist insbesondere zyklische schnelle lokale Suche m
glich
Es bleibt zu klren wie man ein Analogon zur Mehrheitsbildung im f g
n
f	r zulssige
Schedules formulieren k
nnte Die Idee ist Mehrheitsbildung durch die Mittelwertbildung
der Anfangszeiten zu ersetzen
Definition A Mittelwertbildung
Sei L   und seien S

 t


 t


  t

k
 mit t

p
 i

p
 j

p
 d

p
 a

p
 e

p
 fr     L und
p    k zulssige Schedules Fr jedes Paar i j  f  ng  f  mg das zu
einem Terminwunsch des iten Elternpaars mit dem jten Lehrer gehrt sei p i j
dasjenige Element p von f  kg fr das i

p
 j

p
  i j gilt dh p i j indiziere
  Anhang Mittelwertbildung bei Whizzkids 
den Termin von Paar i und Lehrer j im Schedule S
 
 Setze
s i j 
L
X
  
a
 
p ij
fr jedes  i j und sortiere die k Paare  i j aufsteigend nach s i j Fr p    k
sei  i
p
 j
p
 das pte Paar gem dieser Reihenfolge d
p
die Dauer des Gesprchs des
i
p
ten Elternpaars und j
p
ten Lehrers und a
p
sowie e
p
die Anfangs und Endzeiten
ermittelt durch die ZeitEinfgeProzedur
Dann heit S   t

 t

  t
k
 mit t
p
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 d
p
 a
p
 e
p
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
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L
gewonnener Schedule
Bemerkung A
Sei L   und seien S
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p
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 d
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p
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
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
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k
 mit t
p
  i
p
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p
 d
p
 a
p
 e
p

fr p    k ein durch Mittelwertbildung aus S

 S

  S
L
gewonnener Schedule
Dann ist S zulssig
Beweis Es ist ii von Denition A  zu zeigen Seien also p q   f  kgmit i  i
p
 i
q
so dass das i	te Elternpaar den j
p
	ten Lehrer laut Datentabelle noch vor dem j
q
	ten Lehrer
sprechen soll Da S

 S

  S
L
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Nach Konstruktion von S folgt p  q  
Beispiel A	
Seien n   m   und k  	 Die Sprechwnsche der drei Elternpaare seien durch
folgende Tabelle festgelegt
Elternpaar Sprechwnsche
  A C
 AB 
 C
Weiter seien die zul
ssigen Schedules S
 
  t
 

 t
 

  t
 

 fr      mit
t


       t


       t


      
t


       t


       t


      
t


     	 	 t


     
  t


      

t


     	 
 t


     
 	 t


      	
t


       t


     	  t


      
 
S
 
 
 
        
Zeit
Elternpaar 
Elternpaar 
Elternpaar 
A
C
C
B
A
S
 
 
 
        
Zeit
Elternpaar 
Elternpaar 
Elternpaar 
B
C
C
A
A
S

 
 
        
Zeit
Elternpaar 
Elternpaar 
Elternpaar 
B
C
A
A C
Abbildung A Gantt Diagramm Darstellung der Schedules S
 
 S
 
 S

aus Beispiel A
gegeben S

 S
 
und S

sind zustzlich in Abbildung A als sogenannte Gantt
Diagramme dargestellt Gehe nun S   t

 t
 
  t

 durch Mittelwertbildung aus
S

 S
 
 S

hervor Dann enthalten die fnf Termine t

 t
 
  t

von S die fnf Sprech
wnsche der Datentabelle aufsteigend sortiert nach der Summe der Anfangszeiten
der entsprechenden Termine in S

 S
 
und S

 Es gilt
s          
s          
s         	
s         
s         
Man erhlt somit
t

     
 
t
 
     
 
t

      	
t

      
t

      
Abbildung A	 zeigt S als GanttDiagramm
   Anhang Mittelwertbildung bei Whizzkids 
S 
 
        
Zeit
Elternpaar 
Elternpaar 
Elternpaar 
C
B A
C A
Abbildung A Gantt Diagramm Darstellung des Schedules S aus Beispiel A
In gewissem Sinne wird durch die Mittelwertbildung gem Denition A	 ein 
Konsens
der AusgangsSchedules S
 
 S
 
  S
L
in S bernommen Beginnt nmlich ein durch  i j
gegebener Sprechwunsch in jedem der L zulssigen Schedules S

  S
L
vor einem durch
 i
 
 j
 
 festgelegten Sprechwunsch so gilt dies auch in S Speziell in Beispiel A und
den angegebenen zulssigen Schedules S

 S
 
 S

und S bleiben auch alle mehrheitlichen
zeitlichen Vorrangigkeiten erhalten Beginnt der Termin des iten Elternpaars und jten
Lehrers in mindestens zwei der drei Schedules S

 S
 
 S

vor dem Termin des i
 
ten Eltern
paars mit dem j
 
ten Lehrer   i j i
 
 j
 
   so passiert dies auch in S Man prfe dies
fr jeden Termin nach Im Allgemeinen reicht die mehrheitliche zeitliche Vorrangigkeit
jedoch nicht aus Betrachte etwa folgendes denkbar einfache
Beispiel A
Gegeben seien n   m   k   und folgende SprechwunschTabelle
Elternpaar Sprechwnsche
  A B
Weiter seien L   und S

 S
 
 S

durch Abbildung A festgelegt Dann ergeben sich
als Summen der Anfangszeiten der beiden Sprechwnsche s       und
s       Fr den durch Mittelwertbildung aus S

 S
 
 S

entstehenden
Schedule S folgt also S  S

 Obwohl Lehrer A in S

und S
 
vor Lehrer B gesprochen
wird ist die Reihenfolge in S umgekehrt
S
 
	 S
 
 
 
     
Zeit
Elternpaar 
A B
S

 
 
     
Zeit
Elternpaar 
B A
Abbildung A Gantt Diagramm Darstellung der Schedules S

 S
 
 S

aus Beispiel A
Als grobe Faustregel fr beliebige Instanzen gilt dennoch dass Termine die in S

 S
 
  S
L
mehrheitlich vor anderen Terminen beginnen typischerweise auch in S zu einem fr
A Ergebnisse bei Whizzkids  
heren Anfangszeitpunkt stattnden Dies rechtfertigt die Bezeichnung Konsens aus
S
 
 S
 
  S
L
fr S Geht der StartSchedule eines Laufs lokaler Suche durch Mittelwert
bildung aus zulssigen Schedules hervor	 soll von einemKonsenslauf gesprochen werden
Lufe lokaler Suche	 die in zufllig bestimmten zulssigen Schedules starten 
vgl S 	
heien zufllige Lufe In den folgenden Abschnitten werden Konsenslufe lokaler Su
che mit zuflligen Lufen verglichen Dazu werden analoge Fragestellungen wie in den
Kapiteln II bis IV zur Mehrheitsbildung behandelt
A Ergebnisse bei Whizzkids 
In diesem Abschnitt werden fr das Benchmark Whizzkids  
vgl S  Ergebnis
se lokaler Suche mit Mittelwertbildung vorgestellt Die Mittelwertbildung wurde analog
zur Mehrheitsbildung beim MaxSATBenchmark Hanoi  
vgl Abschnitte  und
 sowohl einstug als auch wiederholt im Rahmen eines Genetischen Algorithmus
untersucht
A Hugkeitsverteilungen lokaler Minima aus zuflligen Lu
fen und Konsenslufen
In einem ersten Versuch zu Whizzkids  wurde getestet	 zu welchen Zielfunktionswer
ten Konsenslufe im Vergleich zu zuflligen Lufen fhren Aus Laufzeitgrnden wurde auf
den Einsatz voller lokaler Suche verzichtet Stattdessen wurden die wiederholte schnelle lo
kale Suche sowie die probabilistisch wiederholte zyklische schnelle lokale Suche verwendet
Von beiden Varianten wurden  Lufe durchgefhrt	 nmlich  Blcke zu je drei
zuflligen Lufen und einem Konsenslauf Die      gefundenen lokal minimalen zulssigen
Schedules waren beide Male paarweise verschieden Pro Variante der wiederholten lokalen
Suche traten die gefundenen f Werte im wesentlichen nur je einmal auf In Einzelfllen
kam ein Wert doppelt vor	 jedoch nicht fter als zweimal
Die Sulendiagramme in den Abbildungen A und A zeigen die Hugkeitsverteilungen
der aufgetretenen gWerte	 dh Zielfunktionswerte nach Kriterium 
	 der     lokal
minimalen Lsungen Aus optischen Grnden sind in jeder Sule die Hugkeiten von
acht aufeinander folgenden gWerten zusammengefasst In einer Sule werden alle lokal
minimalen Lsungen S gezhlt	 deren Werte gS in einem Bereich z  gS  z fr
ein z   f   	 g liegen Schwarze Sulen beziehen sich auf zufllige Lufe	 rote Sulen
auf Konsenslufe
Der beste in einem zuflligen Lauf wiederholter schneller lokaler Suche gefundene Schedule
S hatte Zielfunktionswert gS 
 	 der schlechteste 	 In den Konsenslufen wurden
lokal minimale Lsungen mit gWerten zwischen  und  erreicht Bei der probabi
listisch wiederholten zyklischen schnellen lokalen Suche traten in den zuflligen Lufen
gWerte zwischen  und  und in den Konsenslufen zwischen  und  auf In
Tabelle A sind ferner die gWerte der StartSchedules 
g
start
	 die gWerte der ge
   Anhang Mittelwertbildung bei Whizzkids 
        


	



 




Abbildung A Hugkeitsverteilung der gefundenen lokalen Mi
nima bei wiederholter schneller lokaler Suche bei Whizzkids 	
       


	



 




Abbildung A Hugkeitsverteilung der gefundenen lokalen Minima bei pro
babilistisch wiederholter zyklischer schneller lokaler Suche bei Whizzkids 	
fundenen lokal minimalen Schedules g	
 die Schrittzahlen S	
 und die Fragenzahlen
F	
 eingetragen All diese Daten wurden jeweils ber die      zuflligen Lufe Index
A Ergebnisse bei Whizzkids  
 zf bzw   Konsenslufe Index  Ko lokaler Suche gemittelt  S steht fr die wie
derholte schnelle lokale Suche	  pZS fr die probabilistisch wiederholte zyklische schnelle
lokale Suche
g
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Tabelle A
 Ergebnisse aus zuflligen Lufen und Konsenslu
fen lokaler Suche verschiedener Varianten bei Whizzkids 
Die Zahlen im Vergleich zeigen	 dass Konsenslufe typischerweise bessere Schedules als
zufllige Lufe liefern Ferner sind ihre zurckgelegten Wege vom Start zum ZielSchedule
im Mittel krzer Dies lsst sich mit den besseren gWerten der durch Mittelwertbildung
gewonnenen StartSchedules im Vergleich zu den zufllig erzeugten Schedules erklren
Konsenslufe stellen jedoch durchschnittlich etwas mehr Fragen an Nachbarn als zufllige
Lufe Bei Gegenberstellung von schneller und zyklischer schneller lokaler Suche ergeben
sich hinsichtlich der Gte der lokal minimalen Lsungen keine nennenswerten Unterschie
de Die Lufe der probabilistisch wiederholten zyklischen schnellen lokalen Suche weisen
aber im Mittel weniger Fragen an benachbarte zulssige Schedules auf
A Wiederholte Mittelwertbildung als Genetischer Algorith
mus
Der Genetische Algorithmus 	 Seite 	 fr wiederholte Mehrheitsbildung lsst sich
nahezu wrtlich auf wiederholte Mittelwertbildung bertragen
Algorithmus A	

Seien L   die Gruppengre     die Poolgre und S    die maximale Stufe
Schritt  Setze t  
Mache  zufllige Lufe lokaler Suche Seien x

 x

  x
 
die lokal mi
nimalen zulssigen Schedules Setze P  x

 x

  x
 

Schritt  Whle zufllig eine Permutation    S

 Permutiere P  x

 x

  x
 

zu P  x

 x

  x
 

Schritt  Bilde aus der Menge f     g Gruppen	 G

 G

  G
 
der Gr
e L gem Bemerkung 

Schritt  Fr i       sei y
i
ein zulssiger Schedule der durch Mittelwert
bildung aus den durch G
i
indizierten zulssigen Schedules hervorgeht
Mache  Konsenslufe lokaler Suche mit StartSchedules y

 y

  y
 

Seien z

 z

  z
 
die lokal minimalen zulssigen Schedules
Setze P  z

 z

  z
 

Schritt  Falls t  S stopp Gib den insgesamt besten gefundenen zulssigen
Schedule und seinen Zielfunktionswert aus
Sonst setze t  t   und gehe zu Schritt 
   Anhang Mittelwertbildung bei Whizzkids 
Im Folgenden werden Ergebnisse von Algorithmus A fr das Benchmark Whizzkids 	

vorgestellt Seien L         und S    Als Variante lokaler Suche wurde die pro
babilistisch wiederholte zyklische schnelle lokale Suche ohne Sidesteps eingesetzt Algo
rithmus A wurde zweimal unabhngig gestartet Daraus ergaben sich  Lufe lokaler
Suche Die Ergebnisse sind Tabelle A zu entnehmen
t  g h
 
t
g
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t
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Tabelle A Ergebnisse des Genetischen Algorithmus mit S  
   L   und probabilistisch wiederholter zyklischer schneller
lokaler Suche ohne Sidesteps bei Whizzkids 	
Mit t   f   g wird die Generation der aktuellen Population bezeichnet g h	
 
t
ist
das Paar gx	 hx		 eines zulssigen Schedules x mit kleinstem f Wert in Generation t
Der beste gefundene zulssige Schedule x
 
aus den  Lufen trat in Generation 
 mit
Zielfunktionswerten gx
 
	 hx
 
		   
 
	 auf g
t
bezeichnet den Durchschnittswert
der gWerte der vier zulssigen Schedules in Generation t Mit wachsendem t ist bis
zu einer bestimmten Generation hier 
 eine stndige Abnahme von g
t
zu beobachten
Danach nimmt g
t
nur noch im Groben
 weiter ab Zwischendurch wird immer wieder ein
Ansteigen des Durchschnittswerts ersichtlich Bei den durchschnittlichen Schrittzahlen S
t
der vier Lufe lokaler Suche welche zu den zulssigen Schedules in Generation t fhren
zeigt sich ein hnlicher Eekt S
 
 S
 
  S

fallen monoton in t Fr t   nimmt S
t
insgesamt weiter ab jedoch nicht in jeder Generation Die durchschnittlich bentigten
Fragenzahlen F
t
werden schlielich von Generation  zu Generation  deutlich geringer
Doch auch dieses Abfallen ndet nicht kontinuierlich
 statt
Weitere Versuche zu Algorithmus A zeigten dass die beschriebenen Eekte typisch sind
Man beachte dass in dem Genetischen Algorithmus keine Mutationen in Form von zuflli
gen Vertauschungen von Terminen eines zulssigen Schedules stattnden Ferner wird die
Population jeder Generation vollstndig durch ihre Nachkommen ersetzt Insbesondere
wird auf Elitismus verzichtet dh gegebenenfalls werden gute zulssige Schedules rigoros
A Ergebnisse bei Whizzkids  
durch schlechtere ausgetauscht Die Fitness der Individuen also die Zielfunktionswerte
der zulssigen Schedules spielen ferner nur whrend lokaler Suche eine Rolle Sie werden
weder bei der Elternwahl noch bei der Selektion bercksichtigt Trotz dieser erheblichen
Vereinfachungen gegenber einem traditionellen Genetischen Algorithmus sind die In
dividuen h	herer Generationen im Durchschnitt besser als in frheren Generationen Dies
zeigt dass die Mittelwertbildung zur Rekombination gut geeignet ist
In einem weiteren Versuch wurden Sidesteps erlaubt Eine Folge von Sidesteps wurde nach
 
bergngen zu benachbarten zulssigen Schedules mit gleichem f Wert abgebrochen
Es wurde also die in Abschnitt  beschriebene Schrankenmethode verwendet Alle
weiteren Gr	en und Parameter waren wie oben Die Ergebnisse dieses zweiten Versuchs
sind in Tabelle A dargestellt Mit S
t
werden hier die durchschnittlichen 
bergnge zu
echt besseren zulssigen Schedules whrend der Lufe lokaler Suche bezeichnet die die
Schedules von Generation t liefern side
t
ist die durchschnittliche Zahl der aufgetretenen
Sidesteps whrend eines Laufs zu Generation t
t  g h
 
t
g
t
S
t
side
t
F
t
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Tabelle A Ergebnisse des Genetischen Algorithmus mit S  
   L   und probabilistisch wiederholter zyklischer schneller
lokaler Suche mit Sidesteps bzgl f bei Whizzkids 	
Die gefundenen ZielfunktionswertPaare waren insgesamt deutlich besser als ohne Erlaub
nis von Sidesteps g
t
 S
t
 side
t
und F
t
nahmen tendenziell von den frhen zu den spten
Generationen hin ab Der beste gefundene zulssige Schedule geh	rte zur Population in
Generation  und hatte f Wert   sowie gWert  
In einem abschlieenden dritten Versuch wurden wiederum Sidesteps zugelassen Die
se bezogen sich jedoch auf das erste Optimierungskriterium dh die Zielfunktion g Es
waren also auch 
bergnge zu benachbarten zulssigen Schedules mit gleichem gWert
aber schlechterem hWert erlaubt Zwischen zwei gWertVerbesserungen waren bis zu
    Sidesteps bzgl g m	glich Ferner wurde die maximale Generationenzahl S von 
   Anhang Mittelwertbildung bei Whizzkids 
auf    herunter gesetzt Dafr wurde die Populationsgre   von  auf  vergrert Ins
gesamt wurden wieder  Lufe wiederholter lokaler Suche gemacht Die Ergebnisse sind
in Tabelle A	 dargestellt
t  g h
 
t
g
t
S
t
side
t
F
t
  	 
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Tabelle A	
 Ergebnisse des Genetischen Algorithmus mit S  
   L  	 und probabilistisch wiederholter zyklischer schneller
lokaler Suche mit Sidesteps bzgl g bei Whizzkids 	
Es fllt sofort auf dass die Zielfunktionswerte erheblich besser sind als im vorangegan
genen Versuch Der beste zulssige Schedule hatte gWert   und hWert 			 und
stammte aus Generation  Der gWert ist also global minimal Die Durchschnittswerte
g
t
und S
t
nehmen wie schon in den vorangegangenen Versuchen tendenziell von den fr
hen zu den spten Generationen t hin ab Die Werte side
t
und F
t
werden dagegen nur von
Generation  zu Generation  deutlich kleiner Danach ist kein weiteres Abfallen mehr zu
beobachten Die hohen Sidestep und Fragenzahlen zeigen dass die lokale Suche massiv
von der groen Zahl erlaubter aufeinanderfolgender Sidesteps Gebrauch macht
A Ergebnisse bei zufllig erzeugten Varianten von
Whizzkids 
Um ein und mehrstuge Mittelwertbildung in grerer Allgemeinheit zu testen werden
bestimmte Varianten des SchedulingProblems Whizzkids  behandelt Im Folgenden
wird beschrieben wie sich Instanzen zufllig erzeugen lassen
A Ergebnisse bei zufllig erzeugten Varianten von Whizzkids  		
Sei n    die Anzahl der Elternpaare In Anlehnung an das Verhltnis zwischen der Eltern
und Lehrerzahl bei der Instanz Whizzkids 	 wird als Anzahl an Lehrern m 
 
 

n

gesetzt Weiter sei
e
k 
 
nm


als vorlu
ge Anzahl an Sprechterminen festgehalten Im
Durchschnitt soll also jedes Elternpaar etwa die Hlfte aller Lehrer sprechen Dann wird
fr jedes Elternpaar i   f   ng die endgltige Zahl k
i
an Terminen festgelegt Dazu wird
zufllig und gleichverteilt eine ganze Zahl k
i
aus dem Intervall
hl
e
k
n
m

l
 
e
k
n
mi
gewhlt Als
Gesamtzahl aller Sprechwnsche ergibt sich k  k

 k

  k
n

Zu den Problemparametern n m und k wird nun eine Instanz als Tabelle analog zu Abbil
dung A erstellt Whle dazu fr jedes Elternpaar i   f   ng paarweise verschiedene
Zahlen j
i

 j
i

  j
i
k
i
  f   mg welche die vom iten Paar zu sprechenden Lehrer in
dizieren Die Wahl erfolge zufllig und gleichverteilt auf der Menge aller k
i
elementigen
Teilmengen von f   mg Sei    S
k
i
eine zufllig gewhlte Permutation Verteile die
Zahlen j
i

 j
i

  j
i
k
i
in der Reihenfolge j
i

 j
i

  j
i
k
i
 auf die Spalten in Zeile i Da
bei wird j
i

 in Spalte  gelegt Fr     wird j
i

 mit Wahrscheinlichkeit

 
in dieselbe
Spalte wie j
i
 
 gelegt und mit Wahrscheinlichkeit

 
in die nchste Spalte rechts Ist a
die erwartete Anzahl an Eintrgen einer bestimmten Spalte so gilt
a    

 
 a

 
 
also a 
 

 Die durchschnittlich
 

Lehrer drfen wie bei Whizzkids 	 in beliebiger
Reihenfolge von Elternpaar i gesprochen werden Schlielich sei die Dauer d
j
des jten
Termins j     k zufllig und gleichverteilt aus der Menge

   
 
k
 

gewhlt
Damit ist eine zufllige Instanz der in dieser Arbeit behandelten Klasse von Scheduling
Problemen vollstndig festgelegt
A Hugkeitsverteilungen lokaler Minima aus zuflligen Lu
fen und Konsenslufen
Analog zu den Betrachtungen bei Whizzkids 	 aus Abschnitt A  werden im Folgen
den Hu
gkeitsverteilungen lokaler Minima aus lokaler Suche bei zufllig erzeugten In
stanzen vorgestellt Fr jedes n   f    	g wurden    Instanzen zufllig gewhlt
Bei jeder Instanz wurden vier Lufe probabilistisch wiederholter zyklischer schneller loka
ler Suche gemacht nmlich drei zufllige Lufe und ein anschlieender Konsenslauf Der
StartSchedule des Konsenslaufes entstand durch Mittelwertbildung aus den drei lokal
minimalen Schedules der vorangegangenen zuflligen Lufe Die lokalen Minima wurden
nur nach dem ersten Optimalittskriterium dh in ihrem gWert unterschieden
Bei n    erreichten alle 	  Lufe gWert   Dieses Ergebnis ist aufgrund der Gren
nm k d

          trivial Bei n   traten zwei verschiedene lokale Minima bzgl
g auf nmlich   und  Beide lokalen Minima waren in der jeweils zu Grunde liegenden
Instanz einziges lokales Minimum so dass alle Lufe zu einer festen Instanz im gleichen
Minimum terminierten Auch dieses Ergebnis ist wegen des speziellen Konstruktionssche
mas zuflliger Instanzen klar Insbesondere waren die durchschnittlich aufgetretenen lo
kalen Minima aus den zuflligen Lufen sowohl bei n    als auch bei n   identisch
   Anhang Mittelwertbildung bei Whizzkids 
mit den Durchschnittswerten aus den Konsenslufen Bei n    ergaben sich erste Un
terschiede Hier lag der durchschnittliche gWert der Konsenslufe etwas unterhalb des
durchschnittlichen gWerts der zuflligen Lufe In Abbildung A sind die Hugkeits
verteilungen der gefundenen lokalen Minima fr n       skizziert Mit schwarzer
Farbe sind die Hugkeiten der gWerte aus den zuflligen Lufen dargestellt Die roten
Sulen kennzeichnen die Hugkeiten der gWerte aus Konsenslufen
        

 




 


n   
    	  





 
 
n   
      

 




n   
    	

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 


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Abbildung A	  SchedulingProbleme Hugkeitsverteilungen der gefunde
nen lokalen Minima unter probabilistisch wiederholter zyklischer schneller lokaler
Suche bei zufllig gewhlten Varianten von Whizzkids 	
Man erkennt
 dass beide Verteilungen eine Glockengestalt aufweisen Mit wachsendem n
werden die Hugkeiten fester gWerte kleiner
 dh es treten immer mehr verschiedene
A Ergebnisse bei zufllig erzeugten Varianten von Whizzkids  		
g Werte auf Die wichtigste Beobachtung ist die dass die rote Glocke mit wachsendem n
nach links aus der schwarzen Glocke heraus wandert Je strker die rote Glocke aus der
schwarzen heraustritt desto hher ist die Wahrscheinlichkeit dass der beste g Wert aus
einer bestimmten Zahl zuflliger Lufe und einem Konsenslauf aus letzterem stammt
Dieses Argument wird bei den Erfolgsquoten im nchsten Abschnitt eine Rolle spielen
 
A Erfolgsquoten
Seien n   f     g und b   f     g fest Dann wurde folgender Versuch durch 
gefhrt Es wurden    unabhngige zufllige Instanzen zum Problemparameter n er 
zeugt Pro Instanz wurden b   zufllige Lufe probabilistisch wiederholter zyklischer
schneller lokaler Suche gemacht Sei min
zf
der kleinste f  Wert der gefundenen b   lokal
minimalen Lsungen Weiter sei min
Ko
der kleinste f  Wert aus b Blcken zu je drei zu 
flligen Lufen und einem anschlieenden Konsenslauf Die Startlsung des Konsenslaufs
wurde jeweils durch Mittelwertbildung aus den lokal minimalen Lsungen der drei voran 
gegangenen zuflligen Lufe gewonnen Whrend des Verfahrens wurde gezhlt wie oft
min
Ko
 min
zf
bzw min
Ko
 min
zf
bzw min
Ko
 min
zf
eintrat Seien 	fmin
Ko
 min
zf
g
bzw 	fmin
Ko
 min
zf
g bzw 	fmin
Ko
 min
zf
g die zugehrigen Anzahlen Dann heit
  	fmin
Ko
 min
zf
g



	fmin
Ko
 min
zf
g
  
die 	empirische
 Erfolgsquote von Mittelwertbildung unter dem Problemparameter n
Gruppengre  probabilistisch wiederholter zyklischer schneller lokaler Suche und Block 
zahl b Speziell fr b    ergibt sich ein Analogon zur Erfolgsquote von Mehrheitsbildung
laut Denition  In Abbildung A sind die Erfolgsquoten in Abhngigkeit von n skiz 
ziert Die Graphik links zeigt die Erfolgsquoten unter   n   und b    Rechts sind
die Erfolgsquoten unter   n   und    b   abgebildet
Unter beliebigen Gruppengren L   und Varianten S wiederholter lokaler Suche erfolgt
die Begrisbildung analog Ferner wird der Erfolg von Mittelwertbildung unter n L S
und b analog zum Erfolg von Mehrheitsbildung gem Denition  deniert
Vermutung A

Der Erfolg von Mittelwertbildung unter dem Problemparameter n beliebiger Grup
pengre L   beliebiger in Abschnitt  genannter Variante wiederholter lokaler
Suche und beliebiger Blockzahl b    konvergiert fr n gegen  
Die Graphik in Abbildung A rechts zeigt dass die Kurven der Erfolgsquoten umso
schneller wachsen je grer b ist Zudem lsst sich fr jedes b ein Misserfolgstal er 
kennen Fr n   f    g und b   f    g sind die Erfolgsquoten hchstens 
Alle Misserfolgstler haben insbesondere dieselbe Lnge Unter jedem b ist  der kleinste
Problemparameter n mit Erfolgsquote grer als  Die Misserfolgstler lassen sich mit
den Beobachtungen aus Abschnitt A  plausibilisieren Je weiter links die rote Glocke
 
vgl auch Bemerkung  zu den Misserfolgstlern bei Dynamischen Optimierungsproblemen auf Sei
te 
  Anhang Mittelwertbildung bei Whizzkids 
  
  
  
  
  
     	  
     
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   
  
   
  
   
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Abbildung A  SchedulingProbleme Erfolgsquoten in Abhngig
keit von n unter Gruppengre   probabilistisch wiederholter zyklischer
schneller lokaler Suche und verschiedenen Blockzahlen b
 
	   
   
   
   
   
     	  
     
n
zufllige
Lufe
Konsens
lufe
   
  
  

  
  
     	  
     
n
Abbildung A  SchedulingProbleme Durchschnittlich erreichte gWerte aus zuflligen
Lufen und Konsenslufen links und Schrittzahlquotienten rechts in Abhngigkeit von n
unter Gruppengre   und probabilistisch wiederholter zyklischer schneller lokaler Suche
in Abbildung A relativ zur schwarzen Glocke liegt	 desto h
here Erfolgsquoten sind zu
erwarten Im Gegensatz zu der konstanten Lnge weisen die Misserfolgstler unterschied
liche Tiefen auf Das zu b    geh
rende Tal ist am tiefsten Die Wahrscheinlichkeit	
dass b zufllige Lufe zum globalen Minimum min f fhren	 ist monoton wachsend
A Ergebnisse bei zufllig erzeugten Varianten von Whizzkids  		
in b Bei sehr kleinen Parametern n und hinreichend groem b tritt oft der Fall ein dass
min
Ko
 min f  min
zf
gilt Die Erfolgsquote liegt dann nahe bei  Dies ist eine
mgliche Erklrung dafr dass groe Blockzahlen b fr ache Misserfolgstler sorgen
In Abbildung A	 links sind die durchschnittlichen g
Werte dh Zielfunktionswerte nach
Kriterium  der lokal minimalen Lsungen aus den Versuchen zu Blockzahl b  
dargestellt Bei jedem Problemparameter n   f   g wurde ber die g
Werte der
  lokal minimalen Lsungen aus den zuflligen Lufen bzw der   lokal minima

len Lsungen aus den Konsenslufen gemittelt Man sieht dass Konsenslufe im Durch

schnitt bessere Funktionswerte liefern als zufllige Lufe Schlielich sind in der Graphik
rechts die Schrittzahlquotienten skizziert Diese ergeben sich bei festem n als Quoti

ent der durchschnittlichen Schrittzahl der   Konsenslufe und der durchschnittlichen
Schrittzahl der   zuflligen Lufe Fr jedes n   ist der Schrittzahlquotient klei

ner als  Vermutlich konvergieren die Quotienten fr n   mit einem Grenzwert von
hchstens 
A Optimale Populationsgre und Elternzahl im Genetischen
Algorithmus mit wiederholter Mittelwertbildung
        
 
 


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Abbildung A  SchedulingProbleme Durchschnittlich erzielte kleinste gWerte
in Abhngigkeit von Populationsgre  und Elternzahl L unter n    S    und
probabilistisch wiederholter zyklischer schneller lokaler Suche bei Mittelwertbildung
In Abschnitt  wurde anhand des Shiftregister
Problems sowie des Dynamischen Op

timierungsproblems beobachtet dass Elternzahl  im Genetischen Algorithmus mit Mehr

heitsbildung als Rekombinationsoperator optimal ist Es wird nun die Frage untersucht
  Anhang Mittelwertbildung bei Whizzkids 
ob dies auch fr die Mittelwertbildung bei zuflligen Varianten von Whizzkids  in
Algorithmus A	
 aus Abschnitt A  	 zutrit	
Es war stets S    d	h	 es wurde jeweils  Generationen lang gerechnet	 Ferner war
die Zahl L der Eltern fr die Rekombination fest aus f   g gewhlt	 Dann wurden
fr jede Poolgre   f   g genau  Probleminstanzen mit n    Elternpaa
ren zufllig und unabhngig erzeugt	 Nach Wahl einer Instanz wurde Algorithmus A	

mit den Parametern L  und S    aufgerufen	 Dieser machte insgesamt    Lufe
probabilistisch wiederholter zyklischer schneller lokaler Suche	 Am Ende wurde ber die
besten gWerte der  Instanzen gemittelt	 In Abbildung A	  sind die durchschnittli
chen besten gWerte in Abhngigkeit von  fr jedes feste L skizziert	
Man kann zweierlei Beobachtungen machen Fr die Elternzahl zur Rekombination ist
tatschlich  optimal	 Die besten gefundenen gWerte werden im Durchschnitt mit wach
sender Populationsgre  kleiner	
Fazit Ausblick offene Fragen 
Fazit Ausblick oene Fragen
Am Ende dieser Arbeit werden die wichtigsten Beobachtungen zur Mehrheitsbildung zu
sammengefasst Auerdem werden oene Fragen Vermutungen und Anstze fr zuknf
tige Untersuchungen diskutiert
Die Philosophie der Mehrheitsbildung
Die Mehrheitsbildung gem De	nition 

 S 
 ist eine Metaheuristik Sie entfaltet ihre
Wirkung zusammen mit guten Heuristiken wie lokale Suche Im Wesentlichen kommt
es darauf an dass die Heuristik aufgefasst als Black Box bei Eingabe einer beliebigen
Startlsung irgendeine berdurchschnittlich gute Lsung der gegebenen Optimierungsauf
gabe liefert Durch wiederholte Anwendung der Heuristik mit unabhngigen Startlsungen
lassen sich dann verschiedene gute Lsungen gewinnen Mit Hilfe der Mehrheitsbildung
werden strukturelle Gemeinsamkeiten dieser Lsungen in einem Mehrheitsvektor festge
halten Bei Eingabe des Mehrheitsvektors erreicht die Heuristik typischerweise bessere
Lsungen als bei Eingabe einer zuflligen Startlsung
Erfolg und Misserfolg der Mehrheitsbildung
Im Rahmen dieser Dissertation wurden fr zufllig erzeugte Instanzen verschiedener Op
timierungsprobleme Versuche durchgefhrt in denen der beste erzielte Zielfunktionswert
aus L    zuflligen Lufen lokaler Suche mit dem besten erzielten Wert aus L zuflli
gen Lufen und einem anschlieenden Mehrheitslauf verglichen wurde Die Ergebnisse der
Vergleiche wurden als empirische Erfolgsquoten zusammengefasst De	nition 
 S 
Die Erfolgsquote bildet einen Nherungswert fr den Erfolg von Mehrheitsbildung De
	nition  S  Aus den Beobachtungen fr die Erfolgsquoten in Abschnitt  lie
sich folgende Vermutung fr den Erfolg von Mehrheitsbildung ableiten Vermutungen 
S   S   S   S 

Vermutung A
Der Erfolg von Mehrheitsbildung fr
  das Problem MaxSAT
  das Dynamische Optimierungsproblem
  das ShiftregisterProblem
  das IsingSpinglasProblem
in Abhngigkeit des jeweiligen Problemparameters n konvergiert unter jeder Grup
pengre L und beliebiger in Abschnitt  genannter Variante wiederholter lokaler
Suche fr n gegen 
Der Erfolg von Mehrheitsbildung ist in folgender praktischer Situation von Bedeutung
  Fazit Ausblick offene Fragen
Angenommen es ist eine Instanz fr ein in Vermutung A genanntes Optimierungsprob
lem mit Problemparameter n gegeben 	ber eine spezielle Struktur der Instanz sei nichts
bekannt Zudem seien bereits L zuf
llige L
ufe lokaler Suche gemacht worden Die zur
Verfgung stehende Rechenzeit erlaube nicht mehr als einen weiteren Lauf Auf welche
Weise soll die Startlsung fr den abschlieenden Lauf lokaler Suche gebildet werden
Ist der Erfolg von Mehrheitsbildung unter n und L grer als
 
 
 ist statt einer zuf
llig
gew
hlten Lsung ein Mehrheitsvektor als Startlsung ratsam Nach Vermutung A sind
Mehrheitsl
ufe bei allen Problemparametern n bis auf endlich viele kleine n empfehlens
wert Kleine Problemparameter n liegen dagegen in einem Misserfolgstal Misserfolgst
ler
wurden in Abschnitt  bei allen untersuchten Optimierungsproblemen beobachtet
Vermutung A
Der Erfolg von Mehrheitsbildung fr
  das Problem Max SAT
  das Dynamische Optimierungsproblem
  das ShiftregisterProblem
  das IsingSpinglasProblem
  das RucksackProblem
ist in einem Intervall kleiner Problemparameter n unter jeder Gruppengre L und
beliebiger in Abschnitt  genannter Variante wiederholter lokaler Suche hchstens

 

Unter jeder Gruppengre L existiert also ein Misserfolgstal
Auch beim CountingOnesProblem wurden Misserfolgst
ler beobachtet Abschnitt 
Hier wurden die Ausgangslsungen fr die Bildung des Mehrheitsvektors nicht durch lokale
Suche erzeugt sondern unabh
ngig in jeder ihrer Komponenten durch Wahl von   mit
Wahrscheinlichkeit p 

 
und von  mit Wahrscheinlichkeit   p Denition   des p
Erfolgs S  Ferner wurde bewiesen dass der pErfolg von Mehrheitsbildung fr n
gegen   konvergiert Satz    S  Lokale Suche ist also weder fr die Existenz des
Misserfolgstals noch die Konvergenz des Erfolgs gegen   notwendig Dies gibt Anlass zu
Vermutung A
Die Aussagen der Vermutungen A und A	 gelten nicht nur unter den in Ab
schnitt  genannten Varianten wiederholter lokaler Suche
 sondern unter einer gre
ren Klasse von Verfahren
 welche suboptimale Lsungen mit berdurchschnittlichem
Zielfunktionswert liefern
Die Frage nach einer genauen Charakterisierung dieser Klasse von Verfahren bleibt an
dieser Stelle oen Es erscheint jedoch als notwendig zu fordern dass das Verfahren die
Eingabe einer Startlsung erlaubt und die Ausgabelsung durch lokale nderungen dieser
Startlsung entsteht Wrde das Verfahren ungeachtet seiner Startlsung immer in der
selben Lsung terminieren w
re der Erfolg der Mehrheitsbildung trivialerweise

 
 Dies
wrde auch fr ein Verfahren zutreen das sicher eine global optimale Lsung ndet Die
Einschr
nkung auf suboptimale Lsungen also Lsungen mit schlechterem Zielfunktions
wert als dem globalen Optimum ist in Vermutung A  notwendig
Fazit Ausblick offene Fragen 
Vermutlich gehren der Klasse von Verfahren in A auch moderne Heuristiken wie Si
mulated Annealing 	
 oder Tabusuche  an Diese Heuristiken erfordern
allerdings geeignet gewhlte Parameter wie etwa bestimmte Wahrscheinlichkeitsvertei
lungen auf dem Lsungsraum Die algorithmischen Parameter mssten fr jedes Optimie
rungsproblem eigens optimiert werden Es ist keineswegs klar wie optimale Parameter
fr das Problem mit optimalen Parametern fr die Mehrheitsbildung abzustimmen sind
Hier net sich ein groes Experimentierfeld Um Seiteneekte zu vermeiden wurde fr
die vorliegende Dissertation auf Experimente mit diesen Heuristiken verzichtet
Erfolg und Misserfolg von randomisierten Mehrheitsbildungen
Analog zur Mehrheitsbildung wurden in Kapitel III dieser Dissertation weitere Bildungs
regeln fr Startlsungen lokaler Suche untersucht Insbesondere wurden Vermutungen fr
den Erfolg verschiedener  p
 
  p
 
Regeln Denition  S  formuliert Vermutung 
S  Zusammenfassend fhren die Beobachtungen in Kapitel III zu folgender
Vermutung A
Fr unendlich viele  p

  p
 
     

konvergiert der Erfolg der  p

  p
 
Regel fr
 das Problem MaxSAT
 das Dynamische Optimierungsproblem
 das ShiftregisterProblem
 das IsingSpinglasProblem
in Abhngigkeit des jeweiligen Problemparameters n unter beliebiger in Abschnitt 
genannter Variante wiederholter lokaler Suche fr n gegen  Diese Aussage gilt
insbesondere fr die    Regel  Mehrheitsregel	
 die   
 

Regel  Proporzregel	
sowie die   
 

Regel  Einstimmigkeitsregel	
Ferner wurden auch fr verschiedene  p

  p
 
Regeln Misserfolgstler beobachtet
Vermutung A
Fr unendlich viele  p

  p
 
     

ist der Erfolg der  p

  p
 
Regel
 beim Problem MaxSAT
 beim Dynamischen Optimierungsproblem
 beim ShiftregisterProblem
 beim IsingSpinglasProblem
 beim RucksackProblem
jeweils in einem Intervall kleiner Problemparameter n unter beliebiger in Abschnitt 
genannter Variante wiederholter lokaler Suche hchstens
 

 Es existieren also Miss
erfolgstler Diese Aussage gilt insbesondere fr Mehrheitsregel
 Proporzregel und
Einstimmigkeitsregel
  Fazit Ausblick offene Fragen
Analog zu A  lsst sich weiter vermuten
Vermutung A
Die Aussagen der Vermutungen A und A gelten nicht nur unter den in Ab
schnitt  genannten Varianten wiederholter lokaler Suche sondern unter einer gre
ren Klasse von Verfahren welche suboptimale Lsungen mit 	berdurchschnittlichem
Zielfunktionswert liefern
Faustregeln fr randomisierte Mehrheitsbildungen
Angenommen es ist eine Instanz f	r ein in Vermutung A   genanntes Optimierungs

problem mit Problemparameter n gegeben ber eine spezielle Struktur der Instanz sei
nichts bekannt Zudem seien bereits drei zufllige Lufe lokaler Suche einer bestimmten
Variante S gemacht worden Die zur Verf	gung stehende Rechenzeit erlaube nicht mehr
als einen weiteren Lauf Nach welcher  p
 
 p
 

Regel soll die Startlsung f	r den abschlie

enden Lauf lokaler Suche gebildet werden
F	r Instanzen zu Max

SAT mit n Variablen lassen sich aus den Ergebnissen in Ab

schnitt  folgende Faustregeln ableiten
Faustregel A
Liegt n auerhalb des Misserfolgstals von Mehrheitsbildung unter lokaler Suche der
Variante S so ist die Mehrheitsregel dh die   Regel empfehlenswert
Gehrt n zu den kleinen Parametern innerhalb des Misserfolgstals so ist die Anti
mehrheitsregel dh die   Regel empfehlswert
Gehrt n zu den groen Parametern innerhalb des Misserfolgstals so ist die  
 


 


Regel empfehlenswert Hier ist also ein weiterer zuf
lliger Lauf ratsam
F	r Instanzen zum Ising
Spinglas
Problem auf dem  n n
Torus ohne ueres Magnetfeld
ergeben sich aus Abschnitt  folgende Faustregeln
Faustregel A
Liegt n auerhalb des Misserfolgstals von Mehrheitsbildung unter lokaler Suche der
Variante S so ist die Mehrheitsregel empfehlenswert
Liegt n innerhalb des Misserfolgstals so ist ein weiterer zuf
lliger Lauf lokaler Suche
empfehlswert
Beim Shiftregister
Problem beschrnkten sich die Versuche auf Mehrheitsregel Proporz

regel und Einstimmigkeitsregel Die Antimehrheitsregel f	hrt aufgrund von Symmetrieei

genschaften der Zielfunktion zu denselben Erfolgen wie die Mehrheitsregel Auf ihren Ein

satz wurde daher verzichtet F	r das Dynamische Optimierungsproblem wurden keinerlei
Versuche mit  p

 p
 

Regeln auer der Mehrheitsregel durchgef	hrt Trotzdem gelten f	r
beide Probleme vermutlich zumindest die gleichen Faustregeln wie f	r das Ising
Spinglas

Problem
Fazit Ausblick offene Fragen 
Rekombination mit randomisierten Mehrheitsbildungen
Mehrheitsregel Proporzregel und Einstimmigkeitsregel wurden in Kapitel IV zur Rekom
bination bei Genetischer Suche eingesetzt Algorithmus  S 	
 Fr die Mehrheitsregel
wurden bei etlichen BenchmarkInstanzen zu MaxSAT dem ShiftregisterProblem und
dem IsingSpinglasProblem folgende Beobachtungen gemacht Die gefundenen lokalen
Optima tendieren dazu mit wachsender Generationenzahl besser zu werden Die Schritt
zahlen werden dabei tendenziell kleiner Beide Eekte treten ohne Zusatzmanahmen wie
Elitismus Mutation oder tnessabhngige Selektion auf Abschnitt 
 Fr zufllig
gewhlte Instanzen des ShiftregisterProblems wurden ferner Untersuchungen zur Op
timierung von Populationsgre und Elternzahl gemacht Aufgrund der Beobachtungen
lassen sich folgende Vermutungen formulieren Abbildungen  S   S  
S 

Vermutung A
Betrachte das ShiftregisterProblem Im Genetischen Algorithmus  seien die Popu
lationsgre      sowie eine hinreichend groe Generationenzahl fest gewhlt Dann
gilt im Durchschnitt 	ber alle Instanzen zum Parameter  

 Wird zur Rekombination die Mehrheitsbildung oder die Proporzbildung einge
setzt so ist Elternzahl  optimal
 Wird zur Rekombination die Einstimmigkeitsbildung eingesetzt so ist Eltern
zahl  optimal falls   hinreichend gro ist Bei kleinen Populationsgren   liefern
groe Elternzahlen bessere f Werte als kleine Elternzahlen
Das Optimalittskriterium ist dabei jeweils der beste Zielfunktionswert der in den
Populationen aller Generationen insgesamt auftritt
Liegt eine Instanz fr das ShiftregisterProblem vor von der keine strukturellen Eigen
schaften bekannt sind so lsst sich folgende Empfehlung ableiten
Faustregel A
Im Genetischen Algorithmus  ist zur Rekombination die Einstimmigkeitsregel rat
sam Aus Ezienzgr	nden sind kleine Populationsgren empfehlenswert Neben El
ternzahl  sollten auch grere Elternzahlen probiert werden
Diese Faustregel kann auch fr das Dynamische Optimierungsproblem bernommen wer
den Abbildungen  S   S  	 S 	

Oene Fragen
Es liegt in der Natur der Sache dass ComputerExperimente nur endlich viele Spezialflle
von allgemein formulierten Fragestellungen erfassen knnen Aus jeder Beobachtung re
sultieren etliche neue oene Fragen Im Folgenden wird eine kleine Auswahl oener Fragen
zur Thematik der Mehrheitsbildung mit Anstzen fr weitere Untersuchungen aufgelistet
  Fazit Ausblick offene Fragen
  Wie lassen sich die Beobachtungen bzw Vermutungen dieser Arbeit mathematisch
beweisen Wie allgemeingltig sind die Aussagen
 Welche Eigenschaften sind fr ein Optimierungsproblem notwendig bzw hinreichend
damit der Erfolg einer bestimmten  p
 
  p
 
Regel gegen  konvergiert
	 Wie lassen sich die Misserfolgst
ler beweisen Wie gelingt ein Beweis beim einfachen
CountingOnesProblem Gibt es Optimierungsprobleme ohne Misserfolgst
ler
 Gibt es gewisse Problemtransformationen unter denen die Konvergenzeigenschaften
des Erfolgs invariant sind
 Wie lassen sich die in den Vermutungen A  und A 	 genannten Klassen von Verfah
ren charakterisieren Konvergiert der Erfolg von randomisierter Mehrheitsbildung
einer besten bekannten Heuristik fr ein gegebenes Optimierungsproblem gegen 
Inwieweit wirkt sich die Gte der Heuristik auf die Konvergenzgeschwindigkeit aus
 Welche Beobachtungen lassen sich machen wenn reale Laufzeiten untersucht werden
Wie ezient sind randomisierte Mehrheitsl
ufe gegenber zuf
lligen L
ufen lokaler
Suche
 Sei eine reale Laufzeitschranke vorgegeben Es seien entweder nur zuf
llige L
ufe wie
derholter lokaler Suche oder eine bestimmte Kombination zwischen zuf
lligen L
ufen
und Mehrheitsl
ufen erlaubt Bei beiden Varianten darf so lange gerechnet werden
bis das Zeitlimit erreicht wird Existieren Misserfolgst
ler falls der Erfolg der Mehr
heitsbildung durch Vergleichen des jeweils besten gefundenen Zielfunktionswerts bei
der Varianten gemessen wird
 Bei MaxSAT wurde beobachtet dass die Mehrheitsbildung besonders erfolgreich
ist wenn die Probleminstanzen in gewissem Sinne schwierig sind Abschnitt  
S   Lassen sich auch bei anderen Optimierungsproblemen 
hnliche Feststellungen
treen Beispielsweise knnte man die Schwierigkeit einer IsingSpinglasInstanz als
die Zahl der Kreise der L
nge  auf dem  n   nTorus messen deren Interaktionen
nicht s
mtlich erfllbar sind
 Welche Mglichkeiten bestehen die Idee der Mehrheitsbildung im Lsungsraum f  g
n
als eine Art Konsensbildung auf andere Lsungsr
ume zu bertragen Ein Beispiel
hierfr ist die Mittelwertbildung bei SchedulingProblemen Denition A S  
Welche Verallgemeinerungen sind bei Produktr
umen V  V
 
 V
n
sinnvoll wenn
V
i
 	 fr mindestens ein i gilt
  Ist beim RucksackProblem die Konvergenz des Erfolgs von Mehrheitsbildung gegen 
mglich wenn andere Zielfunktionen als die in Abschnitt   denierten Funktionen
f 
 f  g
n
 IR verwendet werden Ist das sublineare Wachstum von f
Mh
 nf
zf
 n
mit n vgl S  fr den Misserfolg der Mehrheitsbildung notwendig
   Wie gut ist Genetische Suche mit randomisierter Mehrheitsbildung wenn Zusatz
mechanismen wie Elitismus Mutation oder tnessabh
ngige Selektion angewendet
werden
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