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In effective analysis, various sub-classes of real numbers are discussed, and effective
versions of classical results on the analysis of real numbers are studied. The com-
putable reals, and the computably enumerable (c.e.) reals are perhaps the more
fundamental classes, and are identified by their (weak) computable properties. It is
known that the c.e. reals are not closed under the arithmetic operations, and when
we take the field generated by the c.e. reals (which are the d.c.e. reals), we get a
new sub-class of reals with interesting properties. In this thesis, we will explore and
discuss some properties of the d.c.e. reals, and their Turing degrees.
We will look at the basic properties of some (weak) computable subclasses of the
reals, and their closure properties under computable operators. We will also show
that the d.c.e. reals not only forms an algebraic field, but is also a real closed field,
and hence has a decidable theory. We will also look at some properties of Turing
degrees which are free of d.c.e. reals. In particular, we will show that every jump





In the study of the computability of real numbers, several sub-fields of the real num-
bers have turned out to be of interest. Perhaps one of the most intuitive definition
of computability is given via the effective convergence of Cauchy sequences of ratio-
nals. A sequence of rationals {rn}n<ω is said to converge effectively to x, if there is
a total recursive function e, such that for all n, if k ≥ e(n), then |rk − x| < 12n . A
real number is said to be computable, if there is a computable sequence of rationals
converging to it effectively. We denote the computable reals by C0. There are many
other well known methods of constructing real numbers from the rationals, such as
using Dedekind cuts, nested intervals, and decimal expansion to base m, and their
effective versions can also be used as alternative definitions of C0. This idea was
first mentioned by Specker(1949)[11], although in his definition of ”effective”, only
primitive recursive functions were allowed. Under this restriction, the four versions
are not equivalent. However, Robinson(1951)[10] allowed general recursive functions
to be used, and proved that all four versions are equivalent. The existence of non-
computable real numbers was first shown by Specker(1949)[11], and Rice(1954)[9]
1
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is computable if and only if its binary set A is
recursive.
A number is said to be left computable (similarly, right computable) if it is the limit
of a increasing (decreasing) computable sequence of rationals. The class of semi-
computable reals consist of those numbers which are either left or right computable,
and is denoted by C1. A number is clearly computable if and only if it is both left and
right computable, while it is also possible for a number to be left computable but not
right computable (e.g. when the binary set is a non-recursive r.e. set). Hence, C1 is
a proper extension of C0. If A is r.e. (similarly co-r.e.), then xA is left computable
(right-computable). However, Ambos-Spies, Weihrauch and Zheng(2000)[1] showed
that it is possible for a number to be left computable, yet its binary set is properly
α-r.e. (for α ≤ ω). The left computable reals are also known as c.e. reals, and the
Turing degrees which contain them are precisely the r.e. degrees.
It was shown by Weihrauch and Zheng(1998)[13] that C1 is not closed under addition,
and since the left computable numbers are also called recursively enumerable reals,
we denote the d.c.e. reals by C2 = {a − b | a and b are recursively enumerable
reals}. It turns out that[1],[13] C2 is an algebraic field generated by C1. We say that
〈rn〉n<ω converges weakly effectively to x, if
∞∑
n=0
|rn+1 − rn| < ∞, and it was also
shown[13] that the d.c.e. reals are characterized by this weak version of effective
convergence; a number is d.c.e. if and only if there is a computable sequence of
rationals converging to it weakly effectively. For this reason, the d.c.e. reals are also
called weakly computable numbers.
A number is recursively approximable, if it there is a computable sequence of rationals
converging to it. This class is denoted by C3, and is in fact a field. It was first noted
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by Specker(1949)[11] that there is a computable sequence of rationals converging to
a non-computable number, and later Ce˘ltin(1971)[3] showed that C3 also extends C1
properly. This was taken further by Ambos-Spies, Weihrauch and Zheng(2000)[1],
who showed that C3 extends C2 properly.
In this first chapter, we will state formally some of the basic results about these
various subclasses of real numbers mentioned above. In the second chapter, we will
give a proof of the claim that the d.c.e. reals form a real closed field. In the third
chapter, we will continue with a result on the d.c.e. reals, and prove that in every
jump class, there is a Turing degree containing no d.c.e. reals. For convenience of





= 0.A(0)A(1) · · ·.
The set of all finite binary strings is denoted by 2<ω, and we let <L be the standard
ordering on 2<ω ∪ 2ω. That is, α <L β if and only if either α  β, or else there is
some n such that α n−1= β n−1 and α(n) < β(n). <L linearly orders 2<ω ∪ 2ω, and
we let α ≤L β if and only α <L β, or α = β.
We always associate a real α by the setA, where 0.A(0)A(1) · · · is the non-terminating
binary expansion of α. Since there is a total recursive function f : Q×N 7→ N, such
that for all q ∈ Q, 0.f(q, 0)f(q, 1) · · · is the non-terminating expansion of q, we can
interchangeably refer to a rational either as the ordered pair 〈p, q〉, or by its infinite
binary expansion.
Lemma 1.1
Let a 6= b be two computable reals. Then, there is a procedure to decide if a < b
or b < a. Furthermore, the procedure can be found effectively from (an index for)
{qn}, {rn}, f and g where {qn} and {rn} converges effectively to a and b via f and
g respectively.
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Proof : Since a 6= b, there is an integer n0 such that |a− b| > 42n0 . Then, we must
have |af(n0)− bg(n0)| > 22n0 . We find the least such n0, and let n1 = least n such that
|af(n) − bg(n)| > 22n . Then, a < b if and only if af(n1) < bg(n1). 
Proposition 1.2
There is no effective procedure that is able to decide, when given any computable real
number a, whether or not a = 0.
Proof : Suppose that there is such a procedure. Then given any e, if ϕe is to-
tal, and takes binary values 0 or 1, we could effectively decide if Ran(ϕe) = {0} or
not. This is because the sequence {0.ϕe(0)ϕe(1) · · ·ϕe(n)}n∈N is a computable se-
quence of rationals that converges effectively to α = 0.ϕe(0)ϕe(1) · · · via the function
g(n) = f(n+1), and α = 0 iff Ran(ϕe) = {0}. This is not possible, because if we let
h be total recursive, such that Ran(h) = K, then for each y, hy(x) = 1−˙|y−h(x)| is
a total recursive function such that Ran(hy) = {0} iff y 6∈ K, allowing us to compute
K. 
The above tells us that it is possible to decide uniformly, when given computable
numbers a 6= b, whether or not a < b or b < a. On the other hand, it is not possible,
when given any two computable numbers a and b, to tell whether or not a = b.
Proposition 1.3
(i) (Specker, 1949) There exists a computable sequence of rationals, converging
non-effectively. Hence, C0  C3.
(ii) (Rice, 1954) xA is a computable real if and only if A is a recursive set.
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Proof : (i) The standard example of such a number is xA, where A is a non-recursive
r.e. set.
(ii) We prove the non-trivial direction. Suppose that {qs} converges effectively to
xA. We may assume that xA 6= 0.w1 for any w ∈ 2<ω, because if that is the case then
A would be either finite or co-finite. Assume that we have computed A(0) · · ·A(n).
To compute A(n+ 1), we simply compare 0.A(0) · · ·A(n) with xA, and
A(n+ 1) =

0 if xA < 0.A(0) · · ·A(n)1
1 if xA > 0.A(0) · · ·A(n)1
This is possible because as we had noted, the procedure to compare xA and
0.A(0) · · ·A(n)1 is uniform. 
Lemma 1.4
Let {qs} converge effectively to a. Then, we can effectively find a rational number r0,
such that qs < r0 for all s, and if a 6= 0, then we can also effectively find a positive
rational number r1 such that r1 < qs for every s.
Proof : Let {qs} converge effectively via the convergence function f . Let r0 = max
{q0, q1, · · · , qf(1)}+1. For any n > f(1), we have |qn−qf(1)| ≤ |qn−a|+ |a−qf(1)| < 1,
and hence qn < 1 + qf(1) ≤ r0. Now if a 6= 0, then we search for the smallest 〈x, y〉
(x, y ∈ N) such that 1
x
< qf(y) − 12y−1 . Such a 〈x, y〉 exists; let us consider a y such
that 3
2y
< a. Then, qf(y) > a − 12y > 32y − 12y = 12y−1 , and so there is some x where
0 < 1
x





}, and if n > f(y), then
|qn − qf(y)| < 12y + 12y , which means that qn > qf(y) − 12y−1 ≥ r1. 
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Proposition 1.5
C0 is an algebraic field. It is also a real closed field.
Proof : We will only prove here that C0 is closed under the arithmetic operations,
and defer the proof of real closed field until the next chapter (see Proposition 2.15).
Let {qs}, {rs} and {ts} converge effectively to the computable numbers a, b and c 6= 0
via the convergence functions f, g and h respectively. Then, {qs + rs} will converge
effectively to a + b via the convergence function f0(n) = max{f(n + 1), g(n + 1)}.
Also, {−qs} will converge effectively to −a via f . Now we look at {qsrs} → a · b. By
the previous lemma we can (effectively) find some i such that 2i > qs and 2
i > rs for
all s. Now let f1(n) = max{f(n + i + 1), g(n + i + 1)}, and for s > f1(n), we will
have
|qsrs − ab| ≤ |qs||rs − b|+ |b||qs − a|
< 2i · 1
2n+i+1









. By the previous lemma we can (effectively)
find some i such that 1
2i













|c| · |ts − c|






What we have shown here is a little more: if a, b and c 6= 0 are computable, then
the numbers a ± b, ab and 1
c
are also computable, and we can effectively find their
convergence functions. 
CHAPTER 1. PRELIMINARIES 7
These early observations made by Specker and Rice gave rise to further questions
about computable numbers. For example, if A is a non-recursive r.e. set, then xA is a
standard example of a non-computable number. Are there some (weak) computable
properties in such cases? Such reals form an intermediate class between C0 and C3.
Definition 1.6
A set A is said to be strongly ω-r.e., if there is a computable sequence {As} of
finite subsets of N, such that lim
s→∞
As = A, and
∀s∀x(x ∈ As \ As+1 ⇒ (∃y < x)(y ∈ As+1 \ As)).
A sequence of reals {xn} is said to converge monotonically to x, if
∀i(∀j > i)(|xi − x| ≥ |xj − x|).
Proposition 1.7
(i) x is computable if and only if x is both left and right computable.
(ii) If A is r.e. (co-r.e.), then xA is left computable (right computable).
(iii) If xA is left computable, then A need not be r.e., but is always of r.e. degree
and is itself ω-r.e.
(iv) (Calude et al., 1998) The following are equivalent :
(a) xA is left computable
(b) A is strongly ω-r.e.
(c) There is a recursive sequence of recursive sets {As}, such that A = lim
s
As,
As ⊆ {0, · · · , s} and As ≤L As+1 for all s.
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(v) There is a left but not right computable number. Hence, C0  C1.
Proof : (i) If xA is computable, then A is both r.e. and co-r.e., and hence recursive.
Suppose now that {qi} increases to x, and {ri} decreases to x, then by letting s2i = qi,
and s2i+1 = ri, the sequence {si} → x effectively, via the function f(n) = least m
such that m = 2m′, and |qm′ − rm′| < 12n . Hence, if 2l > f(n), we have |s2l − x| =






. The case of odd 2l + 1 > f(n) is similar.
(ii) If A is r.e. and As is an enumeration of A, then xAs is an (increasing) computable
sequence of rationals converging to xA. If A is co-r.e. then we make use of the fact
that for any B, xB is left computable if and only if xB¯ is right computable.
(iii) The first part is due to an observation by Jockusch. If A is a non-recursive r.e.
set, then xA⊕A¯ is left computable. This is because every time x enters A, x must
also leave A¯ and so the approximation of xA⊕A¯ [2x,2x+1] will change from 01 → 10,
which is still an increase. It was extended by Ambos-Spies, Weihrauch and Zheng
(see below), who produced a xA which is left computable, but A is proper α-r.e. for
all α ≤ ω (see Proposition 1.11). The fact that A is ω-r.e., and is of r.e. degree, see
Proposition 1.17.
(iv) The equivalence (a) ↔ (c) is due to Soare, and has been rephrased by Calude
into the condition (b).
(a)⇒ (b) : Suppose that xA is left computable, and let {qn} increase to xA. Let An
be the finite set such that An ⊆ [0, n], and xAn is the largest number ≤ qn. Then,
{An} is a computable sequence of finite sets. We prove by induction on n, that
lim
s
As(n) = A(n). We may assume that A is neither finite, nor co-finite. Suppose
that A(n) = 0, and let s > n where As n−1= A n−1. If As(n) = 1, then
xA < xAn−1 +
1
2n
(since A is not co-finite) = xAsn ≤ xAs ≤ qs,
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which is a contradiction. On the other hand if A(n) = 1, then let s > n where
As n−1= A n−1. Suppose that As(n) = 0, then we have
xA − xAs =
1
2n






= xA(n,∞) > 0,
but this contradicts {qs} → xA. Next, we cannot have some s and x, such that
x ∈ As \As+1 and (@y < x)(y ∈ As+1 \As). We choose the least such x, then we have
As x−1= As+1 x−1, which means that xAs > xAs+1 . But xAs ≤ qs ≤ qs+1, which
contradicts the choice of xAs+1 .
(b)⇒ (a) : Now if A is strongly ω-r.e. via the finite sets {As}, then clearly {xAs} is
an increasing computable sequence of rationals converging to xA.
(b)⇔ (c) : The backward direction is trivial, while for the forward direction, we
simply consider As∩{0, · · · , s}, and see that As∩{0, · · · , s} ≤L As+1∩{0, · · · , s+1}
holds for all s. This is because if x ∈ (As ∩{0, · · · , s}) \ (As+1 ∩{0, · · · , s+1}), then
x ≤ s, and x ∈ As \ As+1.
(v) A consequence of (i) and (ii). 
Proposition 1.8
A real number x is semi-computable if and only if there is a computable sequence of
rationals converging to x monotonically.
Proof : Since every monotonic sequence of rationals converge monotonically, we
need to prove only the non-trivial direction. Suppose that {qs} is a computable
sequence of rationals converging to x monotonically. We may assume that x 6= qs
for any s, otherwise x is rational and of course semi-computable. If qs < qs+1, then
qs < x, otherwise |qs − x| < |qs+1 − x|, and similarly if qs > qs+1 then qs > x.
as < as+1 infinitely often : Then, we can effectively choose an infinite subsequence
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{qa(s)} as follows. Let a(s+ 1) be the least t > a(s), where qa(s) < qt < qt+1. Such a
t exists, otherwise for infinitely many t, we have qt ≤ qa(s) < x. Then, qa(s) < x for
all s, and increases to x because it is an infinite subsequence.
as < as+1 finitely often : Then, as ≥ as+1 for all but finitely many s. If we also have
as = as+1 infinitely often, then x = as infinitely often. Hence, we may assume that
for all but finitely many s, we have as > as+1, and in a similar fashion to above, we
can effectively choose an infinite subsequence decreasing to x. 
Lemma 1.9 (Ershov’s Hierarchy Theorem)
There is a proper (n + 1)-r.e. set, and a proper ω-r.e. set. There is also a ∆02 set
that is not ω-r.e.
Proof : To prove that there is a (n+1)-r.e. set that is not n-r.e., we first consider
an effective listing {ϕe} of all (partial) recursive functions. Fix an effective coding
of the pairs of natural numbers 〈a, b〉, and let 〈a, b〉0 = a, and 〈a, b〉1 = b. Let
ψ(x, 0) = 〈0, 0〉,
ψ(x, s+ 1) =

〈0, ψ(x, s)1 + 1〉 if ϕx,ψ(x,s)0(x, ψ(x, s)1) ↓,
〈ψ(x, s)0 + 1, ψ(x, s)1〉 otherwise.
The function ψ(x, s) (as a function of s) will attempt to compute ϕx(x, a), and once
(if ever) it sees a convergent computation it will move on to attempt to compute
ϕx(x, a+ 1). Thus if ϕx is total, lim
s→∞
ψ(x, s)1 =∞.
Define the recursive function f(x, s) by
f(x, 0) = 0,
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f(x, s+ 1) =

1−˙ϕx(x, ψ(x, s)1) if ϕx,ψ(x,s)0(x, ψ(x, s)1) ↓ and
|t : t ≤ ψ(x, s)1 and ϕx(x, t) 6= ϕx(x, t− 1)| ≤ n,
f(x, s) otherwise.
Now, f(x, s) is a total recursive function because if ϕx(x, ψ(x, s)1) ↓, then necessarily
we must have ϕ(x, t) ↓ for every t ≤ ψ(x, s)1. Let A(x) = lim
s
f(x, s), and note that
the limit exists. In fact, A is (n + 1)-r.e. To see this, let s′ be the least (if there is
one) such that ϕx,ψ(x,s′)0(x, ψ(x, s
′)1) ↓. We have f(x, s) = 0 for every s ≤ s′, and
let s′ = s0 < s1 < s2 < · · · be the stages where we have f(x, si + 1) 6= f(x, si) for
i = 1, 2, · · ·. Thus, 1−˙ϕx(x, ψ(x, si)1) = f(x, si + 1) 6= f(x, si) = f(x, si−1 + 1) =
1−˙ϕx(x, ψ(x, si−1)1), and hence ϕx(x, ψ(x, si−1)1) 6= ϕx(x, ψ(x, si)1) for all i > 1.
Note that ψ(x, si−1)1 < ψ(x, si)1, and in fact it can be ψ(x, si−1)1 < ψ(x, si)1 −
1. This tells us that that the number of such stages {si | i > 0} is at most n,
because at any stage s > sn, if we have f(x, s + 1) 6= f(x, s), then we must have
ϕx(x, ψ(x, s)1) 6= ϕx(x, ψ(x, sn)1). This is a contradiction because the condition
|t : t ≤ ψ(x, s)1 and ϕx(x, t) 6= ϕx(x, t − 1)| = n + 1, and cannot have been met in
the definition of f(x, s+ 1).
Next, we suppose that A is n-r.e., then we would have A(x) = lim
s
ϕe(x, s) for some
total ϕe, where |s : ϕe(x, s) 6= ϕe(x, s+ 1)| ≤ n for every x. In that case,
lim
s
ϕe(e, s) = ϕe(e, s0 + 1) for some large s0
6= 1−˙ϕe(e, s0 + 1)
= f(e, r + 1), where r is the least such that ψ(e, r)1 = s0 + 1,
and ϕe,ψ(e,r)0(e, ψ(e, r)1) ↓
= lim
s
f(e, s) = A(e).
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To produce an ω-r.e. set that is not n−r.e. for any n, replace n by x in the
definition of f(x, s + 1). A would be h − r.e. for h(x) = x + 1, and and if A is
n-r.e., then we would have A(x) = lim
s
ϕe(x, s) for some total ϕe, e > n, where
|s : ϕe(x, s) 6= ϕe(x, s+ 1)| ≤ n for every x. Then, lim
s
ϕe(e, s) 6= lim
s
f(e, s), because
|s : ϕe(e, s) 6= ϕe(e, s+ 1)| ≤ n < e.
Finally, to produce a ∆02 set that is not ω-r.e., we modify the ψ function above in
the obvious fashion. Let
ψ(x, 0) = 〈0, 0〉,
ψ(x, s+ 1) =

〈0, ψ(x, s)1 + 1〉 if ϕx0,ψ(x,s)0(x1, ψ(x, s)1) ↓,
〈ψ(x, s)0 + 1, ψ(x, s)1〉 otherwise,
where x = 〈x0, x1〉. Now we consider the recursive function f(x, s) :
f(x, 0) = 0,
f(x, s+ 1) =

1−˙ϕx0(x, ψ(〈x0, x〉, s− t)1) if ∃ a least t ≤ s(ϕx1,t(x) ↓),
ϕx0,ψ(〈x0,x〉,s−t)0(x, ψ(〈x0, x〉, s− t)1) ↓,
|u : u ≤ ψ(〈x0, x〉, s− t)1 and
ϕx0(x, u) 6= ϕx0(x, u− 1)| ≤ ϕx1(x),
f(x, s) otherwise.
Then, A(x) := lim
s
f(x, s) is clearly ∆02, and if A is ω-r.e., then A(x) = lim
s
ϕe0(x, s),
and |s : ϕe0(x, s) 6= ϕe0(x, s + 1)| ≤ ϕe1(x) for some e = 〈e0, e1〉, where ϕe0 and ϕe1
are total. By the same argument as above, we will have lim
s
ϕe0(e, s) 6= lim
s
f(e, s),
which gives a contradiction.
This proof is a straightforward diagonalization against all partial computable func-
tions. One may avoid the difficulties posed by the presence of partial functions
in the list {ϕx}, by diagonalizing instead, against all primitive recursive functions.
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This is because every n-r.e. set has an approximating function f , which is primitive
recursive. This follows from the fact that every r.e. set has a primitive recursive
approximation, and a simple induction on n. 
Lemma 1.10
Suppose that A is f -r.e. for a recursive function f . Then, there is an f -r.e. set B,
such that A ≤1 B, and xB is left computable.
Proof : Let A(x) = lim
s
g(x, s), such that g(x, 0) = 0 and |s : g(x, s) 6= g(x, s +




f(i). We now define a recursive function h(x, s), such that In ∪ {f0(n)}
is ”reserved” for changes in g(n, s). Note that the length |In| = f(n) − 1. Let
h(x, 0) = 0 for all x, and for h(x, s + 1), do the following. For each x such that
g(x, s)g(x, s+1) = 01, we let h(f0(x), s+1) = 1, and if g(x, s)g(x, s+1) = 10, then
we let h(f0(x), s+ 1) = 0 and f(d, s + 1) = 1, where d is the smallest element in Ix
but f(d, s) = 0. Since |s : g(x, s) 6= g(x, s + 1)| ≤ f(x) − 1 = |Ix|, hence such a d
always exist. Let h(x, s+ 1) = h(x, s) for all other x. Let B(x) = lim
s
h(x, s), and B
is clearly f -r.e. and strongly ω-r.e. A ≤1 B because x ∈ A iff f0(x) ∈ B. 
Proposition 1.11
For any α ≤ ω, there is a proper α-r.e. set A such that xA is left computable.
Proof : By Ershov’s Hierarchy Theorem, there is a proper α-r.e. set B, and by the
previous lemma there is a α-r.e. set A such that B ≤1 A, and xA is left computable.
A has to be proper α-r.e, because if A is β-r.e for some β < α, then B would also
be β-r.e. 
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We have seen examples of semi-computable numbers and some of their (weak) com-
putable properties. They form an intermediate class C1 that lies between the com-
putable numbers (which are the easiest to compute), and the recursively approx-
imable numbers (which are often impossible to compute, but we can only approxi-
mate). For the semi-computable numbers, we can approximate them by a monoton-
ically converging sequence, which gives us slightly more information when we are
trying to approximate the number. As we shall show presently, the semi-computable
numbers are not closed under addition, and hence does not form a field. This has led
to the introduction of the weakly computable numbers, (C2) and the further study
of their properties. Such numbers are also known as d.c.e. reals, because they are
generated from the c.e. reals (left computable reals) by taking difference.
Lemma 1.12
For any sets A and B, we have xA\B + xB = xA∪B.









. On the other hand, if (A\B)(n) = 0, then either B(n) = 1, or else B(n) = 0


























This proves the lemma. 
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Proposition 1.13
(i) If A is a d-r.e. set, then xA is a d.c.e. real.
(ii) x is a d.c.e. real if and only if there is a computable sequence of rationals {qs}
converging weakly effectively to x (i.e.
∑
s
|qs+1 − qs| <∞).
Proof : (i) Let A = B \ C. Then, xA = xB∪C − xC , where B ∪ C and C are both
r.e.
(ii) Suppose that x = a − b, and {qs}, {rs} are increasing, computable sequences of
rationals converging to a and b respectively. Then, {qs−rs} is a computable sequence
converging to a− b, and furthermore,
∞∑
s=0
|(qs+1 − rs+1)− (qs − rs)| ≤
∞∑
s=0






qs − q0 + lim
s
rs − r0
= a− q0 + b− r0.
Suppose now that {γs} is a computable sequence of rationals, converging weakly
effectively to x. Define the two computable sequences by
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This proves the non-trivial direction. 
We shall now show that the weakly computable reals forms an algebraic field. Hence,
an equivalent definition of d.c.e. reals, is the field generated by C1.
Proposition 1.14
C2 is an algebraic field. Hence, the d.c.e. reals form the smallest field containing C1.
Proof : We only need to show that the d.c.e. reals are closed under the operations







































∣∣∣rs+1 − rs∣∣∣ <∞,
where M = inf
s
{rs} > 0. This is because (if necessary) we can effectively choose the
subsequence of rs by dropping away the finitely many negative terms. Hence we may
assume that rs > 0 for all s, and in that case if M ≤ 0 then a subsequence of rs will




) is a d.c.e. real. 
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Proposition 1.15
(i) xA is recursively approximable if and only if A is a ∆
0
2 set.
(ii) C3 is an algebraic field. It is also a real closed field.
Proof : (i) Suppose that A is a ∆02 set, where A(x) = lim
s
f(x, s). Then, let
qs := 0.f(0, s)f(1, s) · · · f(s, s),
so that {qs} is a computable sequence of rationals, and converging to xA. Hence,
xA is recursively approximable. Suppose now that xA is recursively approximable,
and {qs} → xA. We may assume that xA is irrational, otherwise A is recursive, and









, f(x+ 1, s) =

1 if 0.f(0, s) · · · f(x, s)1 < qs




f(x, s) exists for each x, otherwise xA = lim qs would be a rational. This






s. Let f(x) := lim
s
f(x, s), and assume that f(x) 6= A(x) for some x. (Let x is the
least such). Let s be a stage where for all t > s, we have f(y, t) = f(y) for all y ≤ x.
There are two possibilities :
A(x)=1 : Let m be the smallest number > x such that A(m) = 1. Then, for all
t > s, we have
































CHAPTER 1. PRELIMINARIES 18
which is a contradiction.
A(x)=0 : Similarly, let m be the smallest number > x such that A(m) = 0. Then,
for all t > s, we have |xA − qt| = qt − xA ≥ 12x − ( 12x − 12m ) = 12m , which is also a
contradiction.
Hence, f(x) = A(x) for all x, and so A is ∆02.
(ii) C3 is of course, closed under all the arithmetic operations. We will leave the
proof of a real closed field until the next chapter (see Proposition 2.16). 
The inclusions C0 ⊆ C1 ⊆ C2 ⊆ C3 are trivial, but in fact all the inclusions are
proper. We will now continue to state some of the separation results about these
different subfields of real numbers.
Lemma 1.16
(i) (Jockusch[7], 1968) For any set A, we have A ≡tt AL, where AL = {α ∈ 2<ω |
α ≤L A}.
(ii) If xA is left computable, then AL is r.e.
(iii) (Carsten[2], 1976) Any set that is tt-reducible to a r.e. set is ω-r.e.
Proof : (i) To see that A ≤tt AL, we fix a n, and ask 2n+1 many queries to AL, in
order to search for the ≤L-largest α ∈ AL, with |α| = n+1. Then, A(n) = α(n). For
AL ≤tt A, we fix a α ∈ 2<ω, and check search for the first n < |α| where α(n) 6= A(n)
(if it exists). This requires |α| many queries to A.
(ii) If xA is left computable, then there is a recursive sequence of finite sets {As} with
lim
s
As = A, and As ≤L As+1 for all s. Then, α ≤L A if and only if ∃s(α ≤L As).
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(iii) Let A ≤tt B, and suppose that {Bs} is a recursive approximation of the r.e. set
B. Let ΦB = A, and for each n, only f(n) many queries are made to B in order to
compute ΦB(n). Let As := Φ
Bs , and note that for each n, |s : As+1(n) 6= As(n)| ≤
f(n), and we also have limAs(n) = A(n), showing that A is ω-r.e. 
Proposition 1.17
If xA is semi-computable, then A is ω-r.e., and is of r.e. Turing degree.
Proof : By the previous lemma, if xA is left computable, then A ≡tt AL, where AL
is r.e. Since A is tt-reducible to a r.e. set, it must be ω-r.e. If xA is right computable,
then we use the fact that xA¯ is left computable. 
Proposition 1.18 (First Separation Theorem)
C1  C2.
Proof : We give two different approaches to prove this proposition.
Approach 1 : Let A be a d.r.e. set, whose degree is not r.e. Therefore, xA is a d.c.e.
real, but is not semi-computable (by Propositions 1.13 and 1.17).
Approach 2 : Here, we make use of the Friedberg-Muchnik Theorem, and let A,B
be r.e. sets, which are Turing incomparable. Then, A ⊕ B¯ is a d.r.e. set, because
A⊕ B¯ = (A⊕ ω) \ (∅ ⊕B). Therefore, xA⊕B¯ is a d.c.e. real, and we let C = A¯⊕B.
Suppose that it is right-computable. Since xC is left computable, therefore CL is r.e.,
and we shall show that C ≤T B. Fix a n, and if n is odd, then n ∈ C if and only if
n−1
2
∈ B. Suppose that n is even, and that we have computed C(0), · · · , C(n − 1).
Then,
n ∈ C ⇔ C(0)C(1) · · ·C(n− 1)1 ∈ CL,
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n 6∈ C ⇔ n
2
∈ A.
Since CL and A are both r.e., this enables us to compute C when n is even. There-
fore, A ≤T C ≤T B, which is a contradiction. Hence, C is not right computable. If
C is left computable, then we simply reverse the role of A and B, and we will get a
similar contradiction. 
This proposition tells us that the semi-computable reals are not closed under ad-
dition, and does not form a field. Therefore C2 is a non-trivial extension of C1.
Before we show the next separation result, we will first explore a little further, some
properties of the d.c.e. reals and their approximating sequences, as these are used
in the next two chapters.
Proposition 1.19 (Effective Listing of d.c.e. Reals)
There is an effective listing of the c.e. reals {αi}i<ω, and a computable array of
rationals {βi,s}i,s<ω → αi for each i, such that for all i, s < ω,

βi,s < βi,s+1 if αi 6= 0
βi,s = βi,s+1 if αi = 0
.
Proof : Let {ϕi}i<ω be an effective list in which all (partial) recursive functions
from N 7→ Q appear. Let ψ(i, s) = max
{
{ϕi,s(y) | y < s and ϕi,s(y) ↓} ∪ { 12i}
}
.
Define βi,s to be
βi,s =

0 if s = 0,
1
2
(βi,s−1 +min{i, ψ(i, s)}) if s > 0.
Now, clearly {βi,s} is a computable sequence of rationals, and is strictly increasing
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if i > 0, and constant if i = 0. The limit αi exists and is bounded by i, and hence
every αi is a c.e. real. Let α be a c.e. real, and let βs → α. If α = 0, then α = α0.
If α > 0 we choose i large enough so that ∀s(ϕi(s) = βs), and 12i < α < i. We have
βi,s → α and so α = αi. 
Lemma 1.20 (Non-Local Disturbance)
Let α1 ≤ α2 and β1 ≤ β2 be rationals. Suppose that there are numbers i < k such
that α1 k bits= α2 k bits, and β1 k bits= β2 k bits, and (α1 − β1)(i) 6= (α2 − β2)(i)
where i is the least such. Then, for some j ∈ {1, 2}, we have
(αj − βj) k bits= 0.w0111 · · · and (α(1−j) − β(1−j)) k bits= 0.w1000 · · ·
for some w ∈ 2i−1.
Proof : Assume that (α1 − β1)(i) = 0 and (α2 − β2)(i) = 1 (the other case is





On the other hand, (α2 − β2)− (α1 − β1) ≤ α2 − α1 < 1
2k
, a contradiction. 
Proposition 1.21 (Approximation of αt1 − αt2)
Let {αi}i<ω be an effective listing of the c.e. reals, and let αt1 − αt2 be a d.c.e.
real. Then, there is a computable sequence of rationals {γi}i<ω → αt1 − αt2 (whose
index can be found effectively in 〈t1, t2〉), with the following property: For each n,
there is a stage s and a word w ∈ 2<ω, such that for every stage t > s, we have
γt n bits= 0.w011 · · · , or 0.w100 · · ·
Proof : Suppose βi,s → αi for all i, s. We may assume that at every stage s, at
most one of |βt1,s+1−βt1,s| or |βt2,s+1−βt2,s| is non-zero. Let γs = βt1,s−βt2,s. Clearly,
γs → αt1 − αt2 . Fix a n, and choose a stage s where βt1,s n+1 bits, and βt2,s n+1 bits
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do not change anymore. Note that for all stages t > s, |βti,t−βti,s| < 12n+1 for i = 1, 2.
Hence, for all t > s, γt − γs = (βt1,t − βt1,s) − (βt2,t − βt2,s) ≤ βt1,t − βt1,s < 12n+1 .
Similarly, we have γt − γs ≥ −(βt2,t − βt2,s) > − 12n+1 . Hence, we have
− 1
2n+1
< γt − γs < 1
2n+1
. (1.1)
Case 1: γt n changes only finitely often for t > s.
Take w = γt0+1 n where t0 ≥ s is the last stage where γt0 n has a change.
Case 2: γt n changes infinitely often for t > s.
Let s ≤ s0 < s1 < · · · be the stages where changes occur. By previous lemma, we
may suppose that γs0 n+1= 0.w0111 · · · and γs0+1 n+1= 0.w1000 · · · (The other case
is symmetric). Now, at stage s1, three possibilities can happen:
(i) The smallest digit ≤ n that changes is from 1 to 0. In this case, we must have
γs1 n+1= 0.w1000 · · · and γs1+1 n+1= 0.w0111 · · ·
(ii) The smallest digit i ≤ |w| that changes is from 0 to 1. Then, |w| = n− 1, and
γs1+1 − γs = γs1+1 − γs0 ≥ γs1+1 − γs0+1 > 12n+1 , contradicting (1.1).
(iii) The smallest digit i > |w| that changes is from 0 to 1. Then, i = n, and
γs1+1 − γs = γs1+1 − γs0 ≥ γs1+1 − γs0+1 > 12n − 12n+1 , contradicting (1.1).
Therefore, at stage s1+1, we must have γs1+1 n+1= 0.w0111 · · · The symmetric case
at stage s2 is dealt with similarly. The rest of the proof follows by induction. 
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Corollary 1.22
If {βj,s} → αj is an increasing, computable sequence of rationals for j = 0, 1, then
the approximation for the d.c.e. real {γs} → α0 − α1, where γs = β0,s − β1,s, will be
one of the following cases:
(i) There is some w ∈ 2<ω, such that for every n, there is a stage s, where for
every t > s, we have γt n−bits= 0.w0111 · · ·, or 0.w1000 · · · (In this case,
α0 − α1 = 0.w1), or
(ii) lim
s
γs(n) exists for every n ∈ N, and
∞∑
s
|γs+1 − γs| <∞.
Corollary 1.23
Let {βj,s} → αj be an increasing, computable sequence of rationals for j = 0, 1, and
let {γs} → α0 − α1, where γs = β0,s − β1,s. Let k < ω, then we have either
(i) α0 − α1 = 0.w1 for some w ∈ 2<ω, or
(ii) there is a s0 ∈ N, such that for all s > s0, we have γs k−bits= (α0−α1) k−bits.
Proof : By the above corollary, we may assume that lim
s
γs(n) exists for every
n ∈ N, and that there is a least k′ > k + 1 such that (α0 − α1)(k′) = 0. We will
show that γs k−bits= (α0 − α1) k−bits for all but finitely many s. Let s0 be a stage
where for all s > s0, we have γs(n) = lim
t
γt(n) for 0 ≤ n ≤ k′. We will now show
that for all s > s0, we must have γs k−bits= (α0 − α1) k−bits. Suppose that is not
the case, and assume that γs0+1 k−bits< (α0 − α1) k−bits. Thus, for all s > s0, we
have γs < α0 − α1, and hence
|γs − (α0 − α1)| =
(
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Similarly, if γs0+1 k−bits> (α0 − α1) k−bits, we will have γs > α0 − α1 for all s > s0,
and hence we will have
|γs − (α0 − α1)| =
(














In either case, we have a contradiction to {γs} → α0 − α1. 
Corollary 1.24
γ is a d.c.e. real if and only if there is a computable sequence of rationals {γs} → γ,
such that lim
s
γs(n) = γ(n) for all n ∈ N, and
∞∑
s
|γs+1 − γs| <∞.
Now, we will look at the last separation result, which asserts that there is a re-
cursive sequence of rationals, not converging weakly effectively.
Proposition 1.25 (Second Separation Theorem)
(i) If xA⊕∅ is weakly computable, then A is ω-r.e.
(ii) C2  C3.
Proof : (i) We may assume that A is an infinite set, and by Corollary 1.24, let
γs → xA⊕∅, with
∞∑
s
|γs+1− γs| ≤ K, and lim
s
γs(n) = (A⊕∅)(n) for all n. Since the
odd digits are all zero (recursive set), we can speed up the approximation by making
all the odd digits in the approximating sequence zero. That is, let t(s) := the first
t > t(s− 1), so that the odd digits γt(2n+ 1) = 0 for all n < s, and define
f(n, s) =

γt(s)(2n) if n ≤ s,
0 otherwise,
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Now, lim
s
f(n, s) = lim
s
γs(2n) = (A ⊕ ∅)(2n) = A(n) for all n, and let γ′s :=
γt(s) 2s−bits. We have




γt(s) − γt(s+1) ≥ γ′s − (γ′s+1 +
1
22s+1


















Now, fix n, and look at each stage s so that f(n, s+ 1) 6= f(n, s). Let m ≤ n be the
first so that f(m, s+ 1) 6= f(m, s), and we have γ′s+1 = 0.α10β and γ′s = 0.α00β′ for
some finite strings α, β, and β′ (or the other way round). In any case, |γ′s+1 − γ′s| ≥




. Therefore, everytime we have a change of mind at
the nth digit where f(n, s + 1) 6= f(n, s), we will have |γ′s+1 − γ′s| ≥ 122n+1 . This
means that |s : f(n, s+ 1) 6= f(n, s)| ≤ K · 22n+1, and therefore A is ω-r.e.
(ii) By Ershov’s Hierarchy Theorem (Lemma 1.9), there is a ∆02 set A that is not
ω-r.e., and hence xA⊕∅ is recursively approximable but cannot be a d.c.e. real. 
In the above proposition, when we had a d.c.e. real xA⊕∅, the role of the zeros
in the odd digits is crucial. For instance, it is possible for xA to be a d.c.e. real, but
yet A is not ω-r.e. Having the zeroes in the odd digits would allow us to speed up
the approximation for A⊕ ∅, and ultimately control the approximation in the even
digits (by a recursive bound). This is because each time the approximation in the
even digits change, its adjacent 0 digit would force |γs+1− γs| to be large, and hence
we cannot have too many changes in the n digit. Therefore, we have the separation
C0  C1  C2  C3.
Chapter 2
The D.c.e. Reals Form A Real
Closed Field
A real closed field is an ordered field K, in which every positive element has a square
root, and every polynomial of an odd degree over K has a root in K. The study
of real closed fields was first made popular by logicians, and now this has extended
to questions of computability, algorithm design, and geometry. The elementary the-
ory of real closed fields admits the elimination of quantifiers, and is decidable, by
a classical result of Tarski in the 1940s. He gave the first algorithm for the elimi-
nation of quantifiers[12] based on Sturm’s algorithm, although it was too inefficient.
Collins(1975)[4] invented the Cylindrical Algebraic Decomposition method to improve
on the efficiency of the algorithm, and work has been done to obtain even more effi-
cient algorithms for quantifier elimination in a real closed field. Here, we will prove
that the d.c.e. reals form a real closed field, and hence has a decidable theory. This
was stated by Downey and LaForte[5] without a formal proof. This result was also
proved nearly simultaneously and independently by Raichev[8], who examined the
26
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closure of the d.c.e. reals under the weakly computable locally Lipschitz functions.
We adopt a different approach here, and will obtain the same result by directly con-
structing an approximation (that converges weakly effectively) for the root of any
odd degree polynomial over C2[x].
Definition 2.1
In the succeeding lemmas, we will consider f to be a real function which is analytic
at some u0 ∈ C2. Let its Taylor’s series converge in the open interval E centered at
u0, and assume that there is a uniform recursive sequence of rationals 〈ak,n〉k<ω →




|ak+1,n− ak,n| <∞. Suppose further that f(x) has a root
r ∈ E, and form the sequence of functions 〈fk ∈ Q[x]〉k<ω by : fk(x) = ak,0+ak,1(x−
u0) + · · ·+ ak,k (x−u0)kk! .
Lemma 2.2
There are rationals α, β,M,m,m′ such that :
• [α, β] is an interval in E containing r,
• ∀x ∈ [α, β], |f ′′(x)| < M , and 0 < m < |f ′(x)| < m′.
Proof : Let r ∈ E be a real root of f(x) of multiplicity k + 1. So, f(x) = (x −
r)k+1 · g(x) where g(r) 6= 0. Now if the multiplicity of r > 1, then instead of working
with f(x), we work with f (k)(x) since f (k)(r) = 0 as well, and f (k)(x) satisfies the
conditions in Definition 2.1. In any case, we may assume that r is a simple root
of f(x). So, f ′(r) 6= 0 and hence there is some interval [r − δ, r + δ] such that
∀x ∈ [r − δ, r + δ], f ′(x) 6= 0. We can just let [α, β] be [r − δ, r + δ] (we may assume
that δ ∈ Q), and thus we have what we want, for some appropriately chosen m,m′
and M . 
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Remarks We may assume, without the loss of generality that u0 = 0, since if
u0 6= 0, we can work with the function f(x + u0) and observe that it satisfies the
conditions in Definition 2.1, and r − u0 is the root of f(x+ u0).
Lemma 2.3


























































and the last inequality follows because |ak,k−f (k)(0)| ≤
∞∑
j=k
|aj+1,k−aj,k| ≤ T , for all
k. Since I is closed, it must contain U , and the lemma is proved because the power
series converges absolutely on I. 
Remarks It follows that for each m ∈ N,
∞∑
k=0
|f (m)k+1(xk)− f (m)k (xk)| <∞ as well.
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Lemma 2.4
fk → f (similarly f ′k → f ′ and f ′′k → f ′′) uniformly on [α, β].
Proof : We let I ⊆ E be any closed bounded interval containing [α, β], and 0.
Since for each k ∈ N, the sup
x∈I
|fk+1(x) − fk(x)| is attainable, we let the sequence of
points 〈xk ∈ I〉k<ω be such that |fk+1(xk)− fk(xk)| = max
x∈I
|fk+1(x)− fk(x)|. Then,
it follows from Lemma 2.3 that given any ε > 0, we can find Nε ∈ N such that
whenever u > v ≥ Nε, we have |fu(x) − fv(x)| ≤
∞∑
k=N
|fk+1(xk) − fk(xk)| < ε for all
x ∈ I.







































































(as k → ∞). Since f is represented
by it’s Taylor’s series in E, hence fk(x)→ f(x). 
Lemma 2.5
There is an integer s0 such that whenever s ≥ s0,
• [α, β] will contain a simple root rs of fs,
• ∀x ∈ [α, β], |f ′′s (x)| < M , and 0 < m < |f ′s(x)| < m′.
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Proof : We may suppose that f(α) < 0 < f(β). Since fs(α)→ f(α) and fs(β)→
f(β), we choose a large enough s0 ∈ N so that whenever s ≥ s0, we have fs(α) <
0 < fs(β), and hence there is a (simple) root rs ∈ [α, β]. Let ε > 0 be such that
min
x∈[α,β]
|f ′(x)|− ε > m. Since f ′s → f ′ uniformly on [α, β], thus we can assume that s0
is large enough such that |f ′s(x)− f ′(x)| < ε for every s ≥ s0, and x ∈ [α, β]. Hence,
we have |f ′(x)| − |f ′s(x)| < ε. (The case for m′ and M is treated similarly). 
Remarks Note that for each s ≥ s0, we have f ′s(x) > 0 inside [α, β] and hence rs
is the only root. Thus, the labelling is well-defined, and in fact we have :
Lemma 2.6
rs → r as s→∞.
Proof : Let ε > 0 be given, and we may assume ε < δ (from Lemma 2.2). Due to
pointwise convergence again, we can choose Nε such that whenever s ≥ Nε, we have
fs(r− ε) · fs(r+ ε) < 0 and hence there is a root of fs between [r− ε, r+ ε] ⊆ [α, β].
Since rs is the only root there, hence we must have |rs − r| < ε. 
Let K = M
2m






s ≥ s0, we also want |rs − r| < η2 , so we may have to adjust s0 to be large enough
to suit this requirement. For simplicity, we will assume from now on that the se-
quence 〈fs〉s<ω starts with the index s0. Let y0 to be any rational chosen such that
|y0− r| < η2 . For each s ∈ N, define the recursive sequence of rationals 〈xs,n〉n<ω by :
xs,0 = y0,
xs,n+1 = xs,n − fs(xs,n)
f ′s(xs,n)
.
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Lemma 2.7 (Newton’s Method of Locating Roots)
For each s, if x′ ∈ [α, β], and x′′ = x′− fs(x
′)
f ′s(x′)
, then we have |x′′− rs| ≤ K|x′− rs|2.
Proof : By Taylor’s expansion of fs(x) about the point x
′, we have
−fs(x′) = f ′s(x′)(rs − x′) +
f ′′s (c)(rs − x′)2
2
for some rs ≤ c ≤ x′ (or the other way round). Hence we have




f ′′s (c)(rs − x′)2
2f ′s(x′)
Since c ∈ [α, β], we have
|x′′ − rs| = |f
′′
s (c)(rs − x′)2
2f ′s(x′)
| ≤ K|x′ − rs|2. 
Lemma 2.8





Proof : Fix an s, and we first prove that |xs,n − rs| < η for all n. First note that
|xs,0 − rs| ≤ |xs,0 − r| + |rs − r| < η. Suppose that |xs,n − rs| < η, and now,
|xs,n− r| ≤ |xs,n− rs|+ |rs− r| < 2η < δ so that xs,n ∈ [α, β]. So by Lemma 2.7, we
have |xs,n+1 − rs| ≤ Kη2 < η.
Next, we prove that |xs,n − rs| ≤ (Kη)n|y0 − rs| by induction. We have |xs,0 − rs| =
|y0 − rs|. Now assume that the case for n holds, and by the Lemma 2.7 above, we
have |xs,n+1 − rs| ≤ K|xs,n − rs|2 < (Kη)|xs,n − rs| ≤ (Kη)n+1|y0 − rs|.
Lastly, the result will follow by triangle inequality. 
From now on we will assume that f and fs are all increasing on [α, β]. For each
s, we can construct partitions I0, I1, · · · of [α, β] where the width is 12s+1m′ . Then
apply the sign test on fs using I0, I1, · · · and let r′s be the right end-point of the
CHAPTER 2. THE D.C.E. REALS FORM A REAL CLOSED FIELD 32
partition catching the root rs.
Lemma 2.9
For each s, we can find a Ns ∈ N such that |xs+1,Ns − xs,Ns | < 1m |fs(r′s+1)|.
Proof : From the proof of Lemma 2.8, it is clear that xs,n → rs as n→∞. Thus,
for each s, we have |xs+1,n− xs,n| → |rs+1− rs|. However, |rs+1− rs| = |fs(rs+1)|
f ′s(c)
for






Define the recursive sequence 〈yn〉n<ω by the following :
y0 is as defined before,
If |x1,1−x0,1| ≥ 1m |f0(r′1)|, then let y1 = x0,1, and continue until we find some N0 such
that |x1,N0−x0,N0| < 1m |f0(r′1)| (There is one, by Lemma 2.9). Then, let yN0 = x0,N0 ,
yN0+1 = x1,N0 , and yN0+2 = x1,N0+1. The idea is that we wait until |xs+1,n − xs,n| is
small enough before we jump to the next level.
Lemma 2.10
yn → r as n→∞.
Proof : We first observe that for any s and n, there is a c such that yc = xs′,n′
with s′ > s and n′ > n. So now let ε > 0 be given. Then, there is some t0 such that





. Let c be obtained from t0 and u0 as
described above. Then, for all n ≥ c, we have yn = xa,b for some a > t0 and b > u0. In
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Lemma 2.11
r ∈ C2.
Proof : It remains to show that
∞∑
i=0
|yi+1 − yi| < ∞. We have
∞∑
i=0











|fs(r′s+1)|, by considering the two different
cases. Here, d(i) is a non decreasing sequence of integers. Since |rs+1−r′s+1| < 12s+1m′ ,
by the Mean Value theorem, we have 1
m
























Let f be a real function which is analytic at some u0 ∈ C2. Let its Taylor’s series
converge in some open interval E centered at u0, and assume that there is a uniform






Then, every root of f(x) in E is also in C2.
Proof : Combining all of the above. 
Theorem 2.13
C2 contains all the algebraic numbers, and is a real closed field.
Proof : Any polynomial f(x) ∈ C2[x] must satisfy the conditions in Definition 2.1,
since for all m sufficiently large, f (m)(0) = 0. Since
√
γ is a root of x2 − γ for every
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positive d.c.e. real γ, the result then follows. 
Corollary 2.14
Let γ, η ∈ C2. Then, we have :
(i) eγ ∈ C2, and if γ > 0⇒ Log(γ) ∈ C2,
(ii) sin(γ), cos(γ), and tan(γ) ∈ C2,
(iii) arcsin(γ), arccos(γ) and arctan(γ) ∈ C2,
(iv) We also have (ii) and (iii) holds for the hyperbolic trigonometric functions,
(v) γ > 0⇒ γη ∈ C2.
Proof : (i) holds because the Taylor’s series for ex and Log(x) has rational coeffi-
cients. For (ii), we use the principal arcsin, and arccos functions, showing the result
first for principal values of γ. The general γ can be made into the principal range
by translations by multiples of pi, which is preserved under C2. For (iii) we use the
sine, cosine, and tangent functions. For (iv), the hyperbolic and inverse hyperbolic
functions have similar Taylor’s expansions as the trigonometric functions. For (v),
we use the fact that γη = eη log(γ). 
Before we end this chapter, we will give a proof of the fact that C0 and C3 are
also real closed fields.
Proposition 2.15
C0 is a real closed field.
Proof : The computable numbers are closed under the square root function, be-
cause they are closed under the computable functions. Let f(x) ∈ C0[x] be a polyno-
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mial of odd degree n, where f(x) = a0 + a1x+ · · · anxn. By Proposition 1.5, if q is a
rational, then f(q) is computable, and we can effectively find (the convergence func-
tion of) f(q) from q. Let q0 < q1 be rationals such that (WLOG) f(q0) < 0 < f(q1),
and there are no other roots of f in (q0, q1). Assume also that the root r is not ratio-
nal. Let r0 = 〈q0, q1〉, and if rm = 〈s, t〉 is defined, we continue the approximation in
the following way : By Lemma 1.1, we can effectively decide, since f( s+t
2
) 6= 0 whether
or not f( s+t
2
) < 0 or f( s+t
2
) > 0. We then let rm+1 = either 〈s, s+t2 〉 or 〈 s+t2 , t〉, de-
pending on whether f(s)f( s+t
2
) < 0 or f( s+t
2
)f(t) < 0. In that case, clearly {(rm)0}
converges effectively to r, because |(rm)0 − r| ≤ (rm)1 − (rm)0 = 12m (q1 − q0). 
Proposition 2.16
C3 is a real closed field.
Proof : The recursively approximable numbers are obviously closed under the
square root function. Let f(x) ∈ C3[x] be a polynomial of odd degree n, where
f(x) = a0 + a1x + · · · anxn. Let {ai,s}s∈N be computable sequences of rationals,
converging to ai for i = 0, · · · , n, and let fs(x) = a0,s+ a1,sx+ · · · an,sxn. Let q0 < q1
be rationals such that (WLOG) f(q0) < 0 < f(q1), and there are no other roots
of f in (q0, q1). Let the root of f be r, and let s0 be so that ∀s > s0, fs has only
one root in (q0, q1). Call the root of fs to be rs, and by Lemma 2.6, rs → r. Let
Gs = {q0 + n (q1−q0)s | n = 0 · · · s} be a subdivision of the interval (q0, q1). Define the
recursive sequence of rationals {cs} by :
cs = smallest c ∈ Gs so that fs(c) · fs(c+ q1 − q0
s
) < 0.
Now, for all s > s0, we will have |cs − r| ≤ |cs − rs|+ |rs − r| ≤ q1−q0s + |rs − r| → 0.
Therefore, r is recursively approximable.
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The above gives a procedure to directly approximate the real root of any polynomial
with recursively approximable coefficients. However, another way of showing that
the root is recursively approximable, is to use Proposition 1.15(i), and relativitize
the proof of Proposition 2.15 to an oracle Turing machine with K as the oracle. 
Chapter 3
Degrees Free of D.c.e. Reals
The d.c.e. reals were identified due to the fact that the c.e. reals are not closed under
addition. It was natural then, after the discovery of weakly computable numbers,
to study the distribution of degrees containing such real numbers. If A is a n.r.e.
set, then xA is a d.c.e. real, however the converse is not true. Zheng
[14] constructed
a d.c.e. real not contained in any ω-r.e. degree. Furthermore, Downey, Wu and
Zheng[6] showed that every ω-r.e. degree contains a d.c.e. real (see Proposition 3.1).
Since any d.c.e. real must be a ∆02 set, it is therefore natural to conjecture that
every ∆02 degree contains a d.c.e. real. However, Downey, Wu and Zheng
[6] also
constructed a ∆02 degree that does not contain any d.c.e. real. The jump class of a
Turing degree a is the class of degrees {b | b′ = a}. We shall now show that every
jump class contains a degree containing no d.c.e. real, by doing ∆02 jump inversion.
Proposition 3.1
(i) (Arslonov, 1997) Every ω-r.e. set is Turing equivalent to an x-r.e. set.
(ii) (Downey, Wu and Zheng) Every ω-r.e. degree contains a d.c.e. real.
37
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(iii) (i) and (ii) holds for the 1-degrees.
Proof : (i) Let A be ω-r.e., with modulus function g(n). We may assume that
g is an increasing, recursive function, and then g(A) is an ω-r.e. set with identity
modulus function.
(ii) Let A be ω-r.e., and by (i), A ≡T B, where we have a recursive function f(x, s) so
that lim
s
f(x, s) = B(x), and |s : f(x, s+ 1) 6= f(x, s)| ≤ x for every x. We may also






that γs+1 = γs+
2f(t(s),s+1)−1
2t(s)
, where t(s) is the least x such that f(x, s+1) 6= f(x, s).
Hence, {γs} is a computable sequence of rationals, converging to xA. Furthermore,
∑
s











One may observe that the above is very similar to Lemma 1.10. In Lemma 1.10,
we proved that if A is ω-r.e., then A is one-one reducible to a left computable real.
We can use the same proof to show that if A is ω-r.e., then A is one-one equivalent
to a d.c.e. real, and hence obtaining a constructive proof of Proposition 3.1.
Every degree b ≥T 0′ can be inverted to a degree a, where a′ = b and a 6≤T 0′.
In this case, a does not even contain any recursively approximable reals, and hence
contains no d.c.e. reals. We will complete this result by making the degree a ∈ ∆02.
Since every ∆02 degree a necessarily has a jump a
′ which is r.e. in 0′, the result is
completed by proving the following theorem.
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Theorem 3.2
For every degree b ≥T 0′, such that b is r.e. in 0′, there is a a ≤T 0′, such that
a′ = b, and a contains no d.c.e. real.
Proof : Part 1 : Overview
We start with a set B ≥T 0′, where B is a Σ2 set. Hence we can represent B = {x ∈
N | ∃y∀zR(x, y, z)}, for some recursive R. Let D be the r.e. set, where we enumerate
〈x, y〉 into D iff (∀y′ ≤ y)(∃z)¬R(x, y′, z). Then for all x,
x ∈ B ⇒ D[x] is finite
x 6∈ B ⇒ D[x] = ω
We aim to construct a ∆02 set A, where A
′ ≡T B, and A 6≡T any d.c.e. real. We
fix an effective enumeration of 4-tuples {〈Φe,Ψe, αe, βe〉 | e ∈ N}, where Φe and Ψe
are computable functionals, and αe, βe are c.e. reals. We let ϕe and ψe be the use
functions of the computations Φαe−βee and Ψ
A
e , respectively. By convention, the use
functions ϕe,s(x) and ψe,s(x) at stage s are < s.
In order to prove the theorem, we need to construct a ∆02 set A, satisfying the
following requirements:
Pe : Put D[e] into A (Thickness)
Ne : Control the jump {e}Ass (e) (To make A′ ≤T B)
Qe : A 6= Φαe−βee or αe − βe 6= ΨAe (Diagonalize against d.c.e. reals)
The positive requirement Pe attempts to put the entire column D[e] into A, while
the negative requirements Ne and Qe will set up restraints to prevent elements from
entering A.
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Part 2 : Strategy of a single requirement
We will construct the ∆02 set A in stages, and let A = lim
s→∞
As. The positive require-
ment Pe will try to put co-finitely many elements into A[e], if D[e] = ω. To do this,
it will make guesses; every time an element is enumerated into D
[e]
s , it thinks that
D[e] = ω, and puts everything enumerated so far into A[e]. This guarantees that A
is a thick subset of D, so that B is ∆02 in A.
For the negative requirementNe, when it sees a ”believable” convergent computation,
it will set up a restraint to preserve {e}Ass (e), and hence {e}A(e) ↓. On the other hand,
if it never sees a ”believable” convergent computation, then {e}A(e) ↑. Therefore, to
decide if e ∈ A′, we will only need to ask the oracle 0′ ≤T B.
For the requirement Qe, we will choose x0e and x1e large enough, to witness the







e) and (αe,s − βe,s) ϕe,s= ΨAse,s ϕe,s , i = 0, 1 (3.1)




e) changes from 00 → 01. We wait for a stage
s′ > s where (3.1) holds again. If there is no such stage, then Qe will be satisfied.
Otherwise, there must be a change in αe − βe below the use ϕe,s in order that the
first part of (3.1) holds. Therefore, we must have ΨAe ϕe,s changes between stage s




e) changes from 01→ 11, and
wait for stage s′′ > s′ where (3.1) holds again. Now, at stage s′′, we will take both x0e




e) change from 11 → 00. The situation now
is this : Let P = max{ϕe,s, ϕe,s′ , ϕe,s′′}. Suppose that we were careful to preserve
A on max
k≤P
{ψe(k)}, then we can conclude that the only small change in At between
stages s ≤ t ≤ s′′ can only be at the digits x0e and x1e. Therefore, at stage s′′+1, the
computations Ψ
As′′+1
e,s′′+1 P are restored to the original state at stage s. Hence, if there is
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a stage s′′′ > s′′ where (3.1) holds again, then (αe,s′′′−βe,s′′′) ϕe,s′′′= (αe,s−βe,s) ϕe,s′′′ ,
and hence the use at stage s′′′ must be the same as it was at stage s (i.e. ϕe,s′′′ = ϕe,s).
A cycle has then been completed, and the situation at stage s′′′ is restored to exactly
as it was at stage s. Now within the cycle, (αe,t− βe,t) P has at least three different
forms. We will wait for a stage T large enough so that (αe,t − βe,t) P can only be
one of two possible different forms (0.w0111 · · · or 0.w1000 · · ·). After stage T , no
cycle can be complete and we have our required disagreement.
It can be seen that in order to satisfy Qe, we need to make use of two witnesses x0e




e) can have three values to alternate between. If we only
use a single witness, then At(x) can only take two different values, and the non-local
disturbance in αe − βe means that it is possible for the agreement in (3.1) to occur
infinitely often, and so Qe is not necessarily satisfied.
Part 3 : Tree Layout
We lay out our requirements on the tree. For a node α of length |α| = 3e, we assign
the requirement Qe, with possible outcomes i (stands for initialized) <L 1 <L 2 <L
· · ·. A node |α| = 3e + 1 stands for the positive requirement Pe, with outcomes i
(stands for infinite) <L 1 <L 2 <L · · ·. For |α| = 3e+ 2, we have the node Ne, with
outcomes w (waiting) <L 1 <L 2 <L · · ·. We will now make precise the meaning of
some standard terms :
To say that we initialize a node α at stage s, is to mean that we reset all pa-
rameters associated with the node α. (i.e. we set x0α,s and x
1
α,s both to diverge). We
will sometimes refer to a node α simply as Qe (if |α| = 3e), Pe (if |α| = 3e + 1), or
Ne (if |α| = 3e+ 2), if the context is clear.
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We define the restraint for a node α = Pe to be :
r(α, s) = max
{






δ,t : (δ ≤L α∧i) ∧ (t ≤ s) ∧ (δ ⊆ δt) ∧ (δ = Qe′)
}
A computation with use u is said to be α-believable (at stage s), unless there is
some e′ < e = |α|
3
, and 〈e′, y〉 such that
(i) α(3e′ + 1) = i (therefore, Pe′ tries to put every element that shows up in D[e]
into A)
(ii) 〈e′, y〉 < u and 〈e′, y〉 6∈ As (that is, if 〈e′, y〉 shows up later, it will try to enter
A and destroy the computation)
(iii) 〈e′, y〉 > r(α 3e′+1, s) (it will not be prevented from entering A by the re-
straint).
We will say that a node α = Qe requires attention at stage s, if





e,s (xiα,s) and (αe,s − βe,s) ϕe,s(xiα,s)= ΨAse,s ϕe,s(xiα,s) for i =
0, 1,
(iii) The computations ΨAse,s ϕe,s(xiα,s) are α-believable for i = 0, 1.
We will now define the accessible string δs at stage s by induction on |α|, where
α ⊆ δs :
(i) (|α| = 3e) Then α = Qe, and we let t < s be the last stage where δt ⊇ α, and
t = 0 if no such stage exists.
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- If α is initialized at some stage u, where t ≤ u < s, then we let α∧i ⊆ δs,
and set x0α,s ↑ and x1α,s ↑.






α,t. In this case, if α received
attention at stage t, then let α∧t ⊆ δs, otherwise let α∧δt(|α|) ⊆ δs.
(ii) (|α| = 3e + 1) We now have α = Pe, and let t < s be the last expansionary
stage (that is, δ∧t i ⊇ α), and t = 0 if no such stage exists. If no element has
entered D[e] since stage t, let α∧t ⊆ δs, else we let α∧i ⊆ δs.
(iii) (|α| = 3e + 2) We have α = Ne, and if {e}Ass (e) converges via an α-believable
computation with use u, let α∧u ⊆ δs, else we let α∧w ⊆ δs.
Part 4 : Construction of A
At stage 0, we initialize all nodes on the tree, and do nothing. Assume that s > 0.
(i) (Action of Pe) For each node α = Pe on δs, the action of α will be to put every
element x ∈ D[e]s , where x > r(α, s), into As+1.
(ii) (Action of Qe) After the positive requirements act, we let the Qe’s act. Search























and we say that the node α received attention. If noQe on δs requires attention,
then search for the <L-smallest α = Qe, on δs such that x0α,s, x1α,s =↑. If
such a node exists, then we set x0α,s =
〈
e, 〈α,max{s, r(α, s)}〉
〉
, and x1α,s =〈
e, 〈α,max{s, r(α, s)}+1〉
〉
, and we also say that the node α receives attention.
Note that if xiα,s was defined at stage s, and α = Qe, then
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- xiα,s ∈ ω[e],
- xiα,s > s, x
i
α,s > r(α, s), and
- xiα,s 6= xjβ,t for any t ≤ s, node β, and j = 0, 1. (That is, new witnesses
are not repeated or recycled).
If α receives attention, then we initialize all nodes β ≥L α.
(iii) (Action of Ne) Let α = Ne, and s′ < s be the last stage where δs′ ⊇ α. If
δs(α) = u, and δs′(α) 6= u, then initialize all nodes β ≥L α. In this case, we
also say that the node Ne receives attention at stage s.
This completes the construction.
Part 5 : Verification
Lemma 3.3
The true path, defined to be the leftmost path visited infinitely often, exists.
Proof : We define the true path f(e) by induction on e. We will prove together,
that each Qe and Ne on f receives attention only finitely often. Assume f |α| has
been defined.
(i) (|α| = 3e) Let α = Qe, and let s be a stage where (∀t > s)(δt ≥L α). Assume
that each Qe′ and Ne′ (e′ < e) on α receives attention only finitely often,
and that for every t > s, no Qe′ and Ne′ (e′ < e) on α receives attention.
Therefore, Qe never gets initialized after stage s, and so we let x0α,t0 , x1α,t0 ↓ by
the time we reach stage t0 > s, since α is visited infinitely often. Suppose that
Qe receives attention infinitely often, at stages t0 < t1 < t2 < · · ·, and that







) = 00. In all stages ≥ t0, the computations ΨAt0e,t0 ϕe,t0 (xiα,t0 )
for i = 0, 1 must be preserved, by α-believability at stage t0, and the fact that
all nodes β ≥L α are initialized, so that future witnesses xjβ > t0 > ψe,t0 . The
only node that can destroy the computations Ψ
At0
e,t0 ϕe,t0 (xiα,t0 ) for i = 0, 1, after
stage t0, is only the node α itself. Let l = max{ϕe,t0(x0α,t0), ϕe,t0(x1α,t0)}. Hence,
we have At0 max{ψe,t0 (0),ψe,t0 (1),···,ψe,t0 (l)}= At3i max{ψe,t0 (0),ψe,t0 (1),···,ψe,t0 (l)} for all
i ≥ 0, and so we must have ΨAt0e,t0 ϕe,t0 (xjα,t0 )= Ψ
At3i
e,t3i ϕe,t0 (xjα,t0 ) for all i ≥ 0,
and j = 0, 1. Since the witness is never reset, let xjα,ti = x
j
α for all i. We prove
by induction on i, that ϕe,t3i(x
j






(αe,t3i − βe,t3i) ϕe,t3i (xjα)= Ψ
At3i
e,t3i ϕe,t3i (xjα), and




Since (induction hypothesis) ϕe,t0(x
j
α) ≥ ϕe,t3i(xjα), we have
Ψ
At3i








α), consequently, we must have
(αe,t3i − βe,t3i) ϕe,t3i (xjα)= (αe,t3(i+1) − βe,t3(i+1)) ϕe,t3i (xjα)



















Similarly, we can prove that ϕe,t3i+1(x
j
α) ≥ ϕe,t3(i+1)+1(xjα), and ϕe,t3i+2(xjα) ≥
ϕe,t3(i+1)+2(x
j
α) holds for every i ≥ 0. Let i0 be large enough so that for all i ≥ i0,
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α) for j = 0, 1. Let k = max{ϕe,t3i0 (xjα), ϕe,t3i0+1(xjα), ϕe,t3i0+2(xjα) |
j = 0, 1}. Let tn > t3i0 be a stage such that for all t ≥ tn, we have (αe,t −





α) for all m ≥ n, because x0α, x1α ∈ ω[e], so only nodes
corresponding to Pe can possibly change x0α and x1α. Since there are no nodes
β = Pe, β ⊆ α, we may safely conclude that Atm+1(xjα) = Atm+2(xjα) =
· · · = Atm+1(xjα), j = 0, 1. We know that (αe,t − βe,t) k−bits can change













α) are three distinct values, there is no way for Qe to receive
attention at stage tn+2. This contradiction shows that Qe can receive atten-
tion only finitely often. Let f(α) = last stage where Qe receives attention.
For all but finitely many stages, Qe will never receive attention and never get
initialized. Hence, δt ⊇ f |α|+1 infinitely often, and δt <L f |α|+1 only finitely
often.
(ii) (|α| = 3e+1) Now α = Pe, and we let f(α) = i if D[e] is infinite, otherwise we
let f(α) = t, where t is the last stage which δt ⊇ (f |α|)∧i. Clearly, we have
δt ⊇ f |α|+1 infinitely often, and δt <L f |α|+1 only finitely often.
(iii) (|α| = 3e+2) We have α = Ne, and we let s be a stage where no Qe′ (e′ ≤ e) on
α receives attention anymore, and (∀t > s)(δt ≥L α). If for every t > s where
δt ⊇ α, we have δt ⊇ α∧w, then let f(α) = w. Otherwise, we let f(α) = u,
where δt ⊇ α∧u for the first t > s. If f(α) = w, then Ne never receives
attention after stage s, and we clearly have δt ⊇ f |α|+1 infinitely often, and
δt <L f |α|+1 only finitely often. On the other hand, if δt0 ⊇ α∧u for the
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first t0 > s, then the computation {e}At0t0 (e) must be preserved at all stages
t ≥ t0, because δt ≥L α, and all β ≥L α was initialized when we observed that
the computation {e}A(e) became α-believable. Hence, x0β,t0 , x1β,t0 > u, and for
every t > t0 where δt ⊇ α, the computation must continue to be α-believable,
and hence we must have δt ⊇ α∧u. Therefore, Ne never receives attention after




As(x) exists for all x. Hence, A is ∆
0
2.
Proof : Fix a x. During the construction, As(x) can be changed by either the
positive requirements, or by one particular α = Qe. If α is to the left of f , or α is on
f , then Qe only acts finitely often, and the positive requirements will change As(x)
at most one more time from 0 → 1. If α is on the right of true path f , then α will
only act on the witness x finitely often, before it is initialized by some β = Qe′ on
the true path. (This is because infinitely often, the true path is visited and some
β = Qe′ on the true path receives attention.) Thereafter, the witness x is never
selected again. 
Lemma 3.5
On the true path f , the requirements succeed.
Proof : For each α on f , let s0(α) be a stage such that all s ≥ s0(α), we have
δs ≥L α and all Qe′ and Ne′ , (e′ < e) on f never receive attention. Clearly,
lim
s→∞
r(α, s) = r(α, s0(α)).
(Pe) : A is a thick subset of D. Suppose that D[e] is infinite, and let α = f 3e+1.
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It suffices to show that every x ∈ D[e] and x > r(α, s0(α)), is in A. We may
assume that x ∈ As0 . In future stages, x can only be taken out by some β = Qe′
to the right of the true path. However, β will give up the witness x when it
is initialized later by some node on the true path. Thereafter, x will never be
selected as a witness by any node on the tree, and α will make a final attempt
to put x in A, where it stays in forever.
(Ne) : {e}A(e) ↓ if and only if f(3e+ 2) 6= w. Let α = f 3e+2, and suppose that
{e}A(e) ↓. Then, {e}Ass (e) ↓ with use u for all but finitely many s. Since the
restraint on α is eventually constant, there is a fixed set of x < u that prevents
the computation from becoming believable. Wait until a stage s where all such
x are put in A and are never taken out again. (This is by the previous argument
that A is a thick subset of D). From stage s onwards, the computation will
become believable, and hence f(α) = u. Suppose now that f(α) = u for
some use u. Hence, there is some stage s > s0(α), where δs ⊇ α∧u, and the
computation {e}Ass (e) will be preserved. Hence, e ∈ A′.
(Qe) : A 6≡T any d.c.e. real. We first show that A is non-recursive. Suppose that A
is recursive, then A ≡T 0.101010 · · ·. Let e′ be such that αe′−βe′ = 0.101010 · · ·,
A = Φ
αe′−βe′
e′ , and αe′−βe′ = ΨAe′ . Let α = f 3e′ , and choose a stage s > s0(α),
so that for all t > s,
• Qe′ never receive attention anymore,
• At(xjα) = A(xjα) (where xjα = xjα,s+1), and j = 0, 1,
• Φαe′−βe′e′,t (xjα) = Φαe′−βe′e′ (xjα) with use function uj = ϕe′(xjα), for j = 0, 1,
• (αe′,t − βe′,t) uj= (αe′ − βe′) uj for j = 0, 1 (since αe′ − βe′ 6= 0.w1),
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• ΨAe′,t uj= ΨAe′ uj for j = 0, 1, with the maximum use u, and having
α-believable computations,
• At u= A u.
Under all these conditions, at the next stage t > s where α is visited, it will
require and receive attention, contradicting the choice for s.
We want to show that A 6≡T γ, where γ is a d.c.e. real. We may assume that
γ 6= 0.w1 for any w ∈ 2<ω, since A is non-recursive. Suppose that A ≡T γ, and
choose a e such that γ = αe − βe, A = Φαe−βee , and αe − βe = ΨAe . The same
argument as above produces a contradiction. 
Lemma 3.6
deg(A) ≤ 0′, deg(A)′ = deg(B), and deg(A) contains no d.c.e. real.
Proof : Since A is a thick subset ofD, it follows that B is ∆02 in A, and so B ≤T A′.
To compute A′ from B, we show that A′ ≤T f ≤ B ⊕ 0′. Since e ∈ A′ if and only if
f(3e+2) 6= w, we only need to show that we can compute the true path from B⊕0′.
Assume that f 3e has been computed. To compute f(3e), we only need to search for
the last stage t where Qe receives attention, and this is recursive in 0′. Assume that
f 3e+1 has been computed. If we find that x 6∈ B, then f(3e+ 1) = i, otherwise we
have to use 0′ to search for the last stage where δt ⊇ (f 3e+1)∧i. Finally, to compute
f(3e+2) given f 3e+2, we use 0′ to compute s0(α) (as in previous lemma) and check
whether or not for every t > s0(α) and δt ⊇ f 3e+2, we have δt ⊇ (f 3e+2)∧w. 
This completes the proof of the theorem. 
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Corollary 3.7
The jump class of any degree r.e. in and above 0′ contains a ∆20 degree that is not
ω-r.e. In particular, there is a low and high degree which contains no d.c.e. real,
and hence is not ω-r.e.
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