Abstract. Given an elliptic curve E and a finite Abelian group G, we consider the problem of counting the number of primes p for which the group of points modulo p is isomorphic to G. Under a certain conjecture concerning the distribution of primes in short intervals, we obtain an asymptotic formula for this problem on average over a family of elliptic curves.
Introduction.
Let E be an elliptic curve defined over the rational field Q. Given a prime p where E has good reduction, we consider the reduced curve, which we denote by E p . In previous work [DS] , we studied the arithmetic function
where #E p (F p ) denotes the number of F p -rational points on the reduction. Despite being such a natural object to study, it seems that the recent paper of Kowalski [Kow06] is the first to introduce the function M E (N ) and ask interesting questions about its behavior. The Hasse bound states that #E(F p ) is never very far from p + 1. In particular, |p + 1 − #E(F p )| < 2 √ p. It follows that if #E p (F p ) = N , then
and hence M E (N ) is a finite number, satisfying the trivial bound M E (N ) √ N / log(N +1). In [DS] , we studied the average behavior of M E (N ) taken over a family of elliptic curves. More precisely, given integers a, b, we let E a,b denote the elliptic curve given by the Weierstrass equation y 2 = x 3 + ax + b; we let C denote the multiset defined by 
as N → ∞. Apart from the "arithmetic factor" K(N )N/ϕ(N ), the above result agrees with a naïve probabilistic model for M E (N ) where one supposes that the values #E p (F p ) are uniformly distributed in the interval (N − , N + ). This is explained in detail in [DS] . The occurrence of the weight ϕ(N ) appearing in the denominator on the right hand side of (2) suggested to the authors that perhaps this is another example of phenomena which are governed by the Cohen-Lenstra Heuristics [CL84a, CL84b] , which predict that random groups occur with probability inversely proportional to the size of their automorphism groups. The purpose of this paper is to explore this connection further by studying the function
where G is a finite Abelian group. Given an elliptic curve E, it is well known that
for some positive integers N 1 , N 2 satisfying the Hasse bound: |p + 1 − N 2 1 N 2 | < 2 √ p. For much of this work, we will restrict to the case when N 1 and N 2 are both odd as this reduces the number of special cases to consider.
As with our study of M E (N ) in [DS] , the restriction imposed by the Hasse bound means that any prime counted by M E (G) must lie in a very short interval near N = #G = N 2 1 N 2 . In particular, all of the primes are of size N , lying in an interval of length 4 √ N . Even the Riemann Hypothesis does not guarantee the existence of a prime in such a short interval. Thus our work here, as in [DS] , requires a conjecture (Conjecture 16) concerning the distribution of primes of size X in intervals of length X η . The case η = 1 corresponds to the classical Barban-Davenport-Halberstam Theorem. The precise statement of this conjecture can be found on page 17 in Section 7.
Recall that the exponent of a finite Abelian group is the size of its largest cyclic subgroup. In particular, for groups of the form G = Z/N 1 Z × Z/N 1 N 2 Z, the exponent of G is given by exp(G) = N 1 N 2 . The following is our main result. Theorem 1. Assume Conjecture 16 holds for some η < 1/2. Let α, β > 0 and fixed. Then there exists a nonzero and absolutely bounded function K(G) such that for every odd order group G = Z/N 1 Z × Z/N 1 N 2 Z, we have that
β+2 and the exponent of G satisfies #G (log #G) α ≤ exp(G) ≤ #G. Furthermore, the function K(G) is given as a product over primes by
where N = #G = N 2 1 N 2 and · is the usual Kronecker symbol.
Many results similar to Theorem 1 may be equivalently (and perhaps more naturally) stated as results about counting isomorphism classes of elliptic curves over finite fields which possess some desired property. In this case, the desired property is having group of F p -points isomorphic to G. We now restate Theorem 1 in such an equivalent form.
Let M p (G) denote the weighted number of isomorphism classes of elliptic curves defined over F p with group isomorphic to G. That is,
where the sum is taken over all isomorphism classes of elliptic curves E defined over F p and #Aut(E) is the number of automorphisms of E as a curve over F p . It is important to distinguish between the similar notations Aut(E) and Aut(E(F p )). The former refers to the F p -automorphisms of E as a curve, while the latter refers to the automorphisms of E(F p ) as a group. Now let
With this notation, Theorem 1 is equivalent to the following estimate for M (G), the weighted number of isomorphism classes of elliptic curves defined over any prime finite field with group of points isomorphic to G.
Theorem 2. Assume that Conjecture 16 holds for some η < 1/2. Let α, β > 0 and fixed. Then for every odd order group
provided that the exponent of G satisfies
The proofs of Theorems 1 and 2 do not really require that Conjecture 16 hold for a fixed η < 1/2. It is sufficient that it hold for intervals of length Y = √ X/(log X) β+1 .
The restriction that #G/(log #G) α ≤ exp(G) ≤ #G may seem a bit severe. We believe that our results should hold in the range (#G) 1 2 + ≤ exp(G) ≤ #G for any fixed > 0. Proving this would however require a stronger hypothesis than Conjecture 16. Unconditionally, it is possible to obtain upper bounds of the correct order of magnitude in this larger range. This is the subject of a forthcoming paper with V. Chandee and D. Koukoulopoulos in which we show that
both holding for (#G) 1 2 + ≤ exp(G) ≤ #G. However, lower bounds are impossible without hypothesis.
One should not expect our results to hold without some restriction on the size of of the exponent. In particular, not all groups of the form G = Z/N 1 Z × Z/N 1 N 2 Z occur as the group of points on an elliptic curve over a finite field. For example, the authors of [BPS12] have noted that the group Z/11Z × Z/11Z never occurs. This is perhaps surprising at first since given a positive integer N and a prime p in the range (1), a theorem of Deuring [Deu41] ensures that there is always an elliptic curve E/F p possessing N points. Given a positive integer N , we believe that there should always be a prime close enough, but as we noted earlier, this is not provable even under the Riemann Hypothesis. A refinement of the Deuring result (see Theorem 5 below) implies that given an order N group G = Z/N 1 Z×Z/N 1 N 2 Z and a prime p ≡ 1 (mod N 1 ) in the range (1), there is always an elliptic curve with E(F p ) ∼ = G. However, in the extreme case when G = Z/N 1 Z × Z/N 1 Z, we are looking for a prime p ≡ 1 (mod N 1 ) in the interval (N 2 1 − 2N 1 + 1, N 2 1 + 2N 1 + 1), and we should not expect this to happen very often as this interval contains exactly three integers congruent to 1 modulo N 1 . In fact, letting N 1 and N 2 vary, it would seem very unlikely (though not impossible) to find an elliptic curve E/F p with E(F p ) ∼ = Z/N 1 Z × Z/N 1 N 2 Z unless N 1 grows slower than an arbitrarily large (but fixed) power of N 2 . Note that this condition is equivalent to assuming √ N /N 1 ≥ N , which is equivalent to assuming (#G) 1 2 + ≤ exp(G). The remainder of the article is organized as follows. We show in Section 3 how the proof of Theorem 1 is reduced to proving Theorem 2, and in turn, how the proof of Theorem 2 is reduced to the computation of a certain average of class numbers. The computation of this average of class numbers occupies Section 4 (see Theorem 9) and Section 5 (see Proposition 11). In Section 6, we gather together all of our intermediate results to complete the proof of Theorem 2. Finally, Section 7 contains the precise statement of Conjecture 16 as well as the proofs of a couple of auxiliary lemmas which are used in Section 4.
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3. Reduction to an average of class numbers.
In this section we show how the proof of Theorem 1 is reduced to proving Theorem 2. We then show how the proof of Theorem 2 is reduced to computing a certain average of class numbers.
Proof that Theorem 2 implies Theorem 1. For notational convenience, we let N = #G. The Hasse bound implies that any prime p counted by M E (G) must fall in the range (1). Hence, interchanging the order of summation yields 1 #C
To estimate the above, we group the E in C according to which F p -isomorphism class they reduce modulo p. That is, we write
where the sum is over the F p -isomorphism classes of elliptic curvesẼ whose group of F ppoints is isomorphic to G. We may assume that N ≥ 8 so that
2 > 3 and only primes greater than 3 enter into the sum over p above. Therefore, we may choose a model for eachẼ of the form y 2 = x 3 + αx + β, and a character sum argument as in [FM96, yields the estimate
for N − < p < N + . We now recall the definition of M p (G) as given by (4). Then equations (5), (6), and (7) imply that
and there are at most 10 isomorphism classes of elliptic curves
Now let N and m be positive integers with m 2 dividing N , and define
, the weighted number of isomorphism classes of elliptic curves defined over F p which have exactly N points over F p and whose F p -rational m-torsion subgroup is isomorphic to Z/mZ× Z/mZ. We also define
the weighted number of isomorphism classes of elliptic curves defined over any prime finite field which have exactly N points over F p and whose F p -rational m-torsion subgroup is isomorphic to Z/mZ × Z/mZ. We will compute M (G) by first computing M (N ; m).
where µ(k) denotes the usual Möbius function.
Proof. Inclusion-exclusion.
We now explain how computing M (N ; m) is equivalent to computing a certain average of class numbers. Given a negative discriminant d, we let h(d) denote the class number of the unique imaginary quadratic order of discriminant d, and we let w(d) denote the cardinality of its unit group. The Kronecker class number of discriminant D is defined by
.
Given a positive integer N and a prime p, we define the "discriminant polynomial"
Adapting the proofs in [Sch87, Lemma (4.8) and Theorem (4.9)] to count isomorphism classes of elliptic curves weighted by the size of their automorphism groups, we obtain the following.
Theorem 5. Let p be a prime, N a positive integer such that |p + 1 − N | < 2 √ p, and m a positive integer such that m 2 | N . Then the weighted number of F p -isomorphism classes of elliptic curves having exactly N points and
Remark 6. The corresponding results in [Sch87] are more general as Schoof does not restrict to finite fields of prime order.
As an immediate corollary, we have the following Corollary 7. Let N and m be positive integers with m 2 dividing N . Then
4. Conditional estimates for the average of class numbers.
The following lemma will be useful for bounding various sums that appear in this section. We postpone its proof until Section 7.
Lemma 8. Suppose that N , u, and v are positive integers with
The main result of this section is the following conditional (under Conjecture 16) estimate for M (N ; m), the weighted number of isomorphism classes of elliptic curves over any prime finite field that contain a subgroup isomorphic to Z/mZ × Z/mZ. 
α . Furthermore, the function K 0 (N, m) is given by the absolutely convergent sum
Proof. We begin by using the definition of the Kronecker class number and the class number formula to write
where
is the Kronecker symbol associated to the discriminant d,
and we write
. We may assume that N > 5. As a result, the prime 2 does not enter into the sum over p above. Since N is odd, we have that
2 − 4p ≡ 1 (mod 4), and hence it follows that each f above is odd and d N,f m (p) ≡ 1 (mod 4). Therefore, we may omit the congruence condition under the sum over f above. Furthermore, if p | f and f 2 | D N (p) it follows that p = 2, but this contrary to our assumption that N > 5. Since −3 is the largest discriminant possible for an imaginary quadratic order, we have that d N,f m (p) ≤ −3, and it follows that if (f m) 2 | D N (p), then f m ≤ 2 N/3. Therefore, after rearranging the order of summation, we have that
Let V be a positive parameter to be chosen. Using Lemma 8 (with u = m and v = f ), we see that the contribution made to the above by the values of f which are larger than V is bounded (up to a constant) by
Choosing V = (log N ) 2(β+1) , we have that
(11)
Thus, if we truncate the L-series in (11) at U and use the Brun-Titchmarsh inequality [IK04, p. 167], we see that the contribution made by the tail of the L-series is bounded (up to a constant) by
16 (log N ) 2β , we have that 
On the interval (X, X + Y ], we approximate |D N (p)| by
. Letting X * be the value of t minimizing the function |D N (t)| on the interval [X, X + Y ], we find that
Using Euler-Maclaurin summation as in [DS] , it is easy to show
and
Employing these estimates and Lemma 8 (with u = m and v = f 2 ), we find that
provided that mf < Y . Summing this error over n and f , we find that the total error is O
provided that m < Y . Therefore, if γ = β + 1, then
for m as large as N 1 2 − (for any fixed > 0). It is also convenient to remove those primes p which divide n from the innermost sum above. Doing this introduces an error which is O m − . Now let
Using the fact that the Kronecker symbol · n is periodic modulo 4n, we may write
We now note that since m 2 | N , the condition (f m) 2 | D N (p) implies that p ≡ 1 (mod m). Therefore, making the change of variables mf → f and reorganizing the innermost sum over p, we obtain the identity
We choose to approximate S k (N, m; U, V ) bỹ
It is at this point that we must impose the condition that m ≤ (log N ) α . To bound the error in the above approximation, we use Cauchy-Schwarz and Conjecture 16 to see that
Y /(log N ) υ+1 . Summing this error over k ∈ I and choosing υ = 2α + β, we have that
With this notation, we may rewrite the above as
We now require the following lemma whose proof we postpone until Section 7.
Lemma 10. For , U, V > 0,
Given our choice of U and V , this lemma together with (14) and (19) are sufficient to complete the proof of the proposition.
Computing the arithmetic factor K 0 (N, m).
The main result of this section is the following factorization of K 0 (N, m) as an Euler product.
Proposition 11. Let m and N be odd positive integers with m 2 | N , and let K 0 (N, m) be as defined in Theorem 9. Then
Here ν (N ) is the usual -adic valuation, N ( ) := N/ ν (N ) denotes the -free part of N , and · is the usual Kronecker symbol.
Remark 12. It will be convenient in the next section to note that K(N ) is absolutely bounded as a function of N , N/ϕ(N ) log log N , and K(N, m) m/ϕ(m) log log m.
We note that K 0 (N ) = K 0 (N, 1) was computed in [DS] . We will appeal often to results from [DS] in our computation of K 0 (N, m).
Proof of Proposition 11. We begin by using the Chinese Remainder Theorem to write
where for each prime dividing 4nf we write
We note that if is a prime dividing f but not n, then af
N (a, n, f ) = 2S 2 (n, a), where
Therefore, letting n denote the odd part of n and
we may write
where the on the sum over f is meant to indicate that the sum is to be restricted to those f that are not divisible by any prime for which #C ( ) N (1, 1, f ) = 0. The following was shown in [DS] , and we state it here without proof.
Lemma 13. Suppose that N and f are odd. The function c N,f (n) is multiplicative in n. Let α be a positive integer and an odd prime. Then
If | f and
Using this result, the sum over n in equation (21) may be factored as
where for any odd prime , we make the definitions
Substituting this back into equation (21) and rearranging slightly, we have that
In [DS] , we showed that for any odd prime power α ,
Hence, the sum over f in equation (22) may be factored as
Substituting this back into equation (22), we have that
The result now follows by simplifying the factors.
6. Removing the larger group structures.
In this section we complete the proof of Theorem 2. Before doing so, we require the following lemma. 
In [Len87, p. 656], we find the standard bound H(D)
|D| log |D|(log log |D|) 2 . Using this, Corollary 7, and the Brun-Titchmarsh inequality [IK04, p. 167], we have that
Applying Theorem 9 for the small k, we find that
By the remark following the statement of Proposition 11,
and therefore,
Using Proposition 11, we have that
Now let K ( ) (N, m) stand for the factor of K(N, m) coming from the prime , i.e.,
Then by multiplicativity, we have that
Recalling the definition of K(N ) as given by equation (20), we find that
where for each odd prime , we make the definitions
Substituting the above into equation (26) and using Lemma 14, we find (after some slight rearrangement of the factors) that
where K(G) is defined by equation (3). The result now follows by substituting this into equation (25) and using the remark following the statement of Lemma 14.
7. Conjecture 16 and proofs of Lemmas 8 and 10.
In this section, we give the precise statement of the conjecture for the distribution of primes in short intervals that is needed to prove Theorems 1 and 2. We also present the proofs of Lemmas 8 and 10.
Given real parameters X, Y > 0 and integers q and a, we let θ(X, Y ; q, a) denote the logarithmic weighted prime counting function 
and note that this is a quadratic polynomial in l with integer coefficients since u 2 | N . We also note that if p = 1 + lu, then ∆ N,u (l) = D N (p)/u 2 . Therefore, # {X < p < X + Y : p ≡ 1 + lu (mod uv)} .
Using the Chinese Remainder Theorem, it easy (though perhaps a bit tedious) to show that #{l ∈ Z/vZ : ∆ N,u (l) ≡ 0 (mod v)} ≤ 8 √ v.
We refer the reader to [DS, Lemma 12] where the same bound is shown for the polynomial D N (p). However, the same proof goes through for any monic quadratic with integer coefficients. The above inequality together with the Brun-Titchmarsh inequality [IK04, p. 167] implies that for some positive constant c 0 . In particular, this implies that the full sum converges. From this we obtain a crude bound for the tail of the sum over n
We have already noted that N/ϕ(N ) log log N . It is a straightforward exercise as in [MV07, p. 63 ] to show that
Thus, we conclude that
for any > 0. For the full sum over n, we need a sharper bound in the N -aspect, which we obtain by writing 
Substituting the bounds (31), (32), and (33) into (30), the lemma follows.
