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LIMIT BEHAVIOR OF THE INVARIANT MEASURE
FOR LANGEVIN DYNAMICS
GERARDO BARRERA
Abstract. In this article, we consider the Langevin dynamics
on Rd with an overdamped vector field and driven by Brown-
ian motion of small amplitude
√
ǫ, ǫ > 0. Under suitable con-
ditions on the vector field, it is well-known that it possesses a
unique invariant probability measure µǫ. As ǫ tends to zero, we
prove that the probability measure ǫ
d/2µǫ(
√
ǫdx) converges in the
2-Wasserstein distance to a Gaussian measure with zero-mean vec-
tor and non-degenerate covariance matrix which solves a Lyapunov
matrix equation. We emphasize that generically no explicit for-
mula for µǫ can be found.
1. Introduction
The overdamped Langevin dynamics. Random dynamical sys-
tems arise in the modeling of a physical system subject to noise per-
turbations from its surrounding environments or from intrinsic uncer-
tainties associated with the system. The Langevin dynamics was intro-
duced by P. Langevin in 1908 in his celebrated article “Sur la the´orie
du mouvement brownien”, C. R. Acad. Sci. Paris 146, 530–533. It
is perhaps one of the most popular models in molecular systems. For
details about the history of the Langevin equation, see [7]. For a phe-
nomenological treatment we recommend the monography [3]. Recently,
stochastic algorithms based on Langevin equation have been proposed
to simulate limiting distributions.
Let F : Rd → Rd be a vector field. Since we apply the Itoˆ formula
several times, in order to avoid technicalities, we always assume that
F ∈ C2(Rd,Rd). We assume that F (0d) = 0d and that there exists a
positive constant δ (dissipativity constant) such that
(H) 〈F (x1)− F (x2), x1 − x2〉 ≥ δ‖x1 − x2‖2 for any x1, x2 ∈ Rd.
To control the growth of the vector field F around infinity, we assume
the following growth condition: there exist positive constants c0 and c1
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such that
(G) ‖D2F (x)‖ ≤ c0ec1‖x‖2 for any x ∈ Rd,
where D2F (x) denotes the second derivative of F at point x. In the
sequel 〈·, ·〉 denote the standard inner product on Rd and ‖ · ‖ denote
the standard Euclidean norm on Rd.
Let (Bt)t≥0 be a standard Brownian motion on Rd and let ǫ ∈ (0, 1]
be a scaling parameter. Let x ∈ Rd and consider the unique strong so-
lution (Xǫt (x))t≥0 of the following stochastic differential equation (SDE
for short) on Rd
(1.1)
{
dXǫt = −F (Xǫt )dt +
√
ǫdBt for any t ≥ 0,
Xǫ0 = x.
Theorem 10.2.2 in [8] yields the existence and uniqueness of the unique
strong solution of (1.1). Hypothesis (H) allows us to uniformly push-
back to the origin the random dynamics given by (1.1). We denote by
(Ω,F ,P) the probability space where (1.1) is defined and we denote by
E the expectation with respect to P.
Existence of invariant measures for stochastic processes are an im-
portant feature in probability theory and mathematical physics; and
typically they are not so easy to describe explicitly. By Theorem 3.3.4
page 91 in [5], it is not hard to verify that condition (H) guarantees
existence and uniqueness of an invariant probability measure µǫ for the
stochastic dynamics (1.1). If in addition, the vector field F can be de-
composed as F (x) = ∇V (x) + b(x) for any x ∈ Rd, where V : Rd → R
is a scalar function and b : Rd → Rd is a vector field which satisfies the
divergence-free condition
d∑
j=1
∂
∂xj
(
e−(2/ǫ)V (x)b(x)
)
= 0 for any x = (x1, . . . , xd) ∈ Rd,
one can verify that
e−(2/ǫ)V (x)dx
is a stationary measure for the random dynamics (1.1). However, it
might not be a probability measure. Under some appropriate assump-
tions on V for ‖x‖ ≫ 1, the unique invariant probability measure µǫ
of (1.1) is of the Gibbs type
µǫ(dx) =
e−(2/ǫ)V (x)
Zǫ dx,
where Zǫ is a normalized constant. Using the so-called Laplace Method
(Saddle-point Method), asymptotics as ǫ→ 0 for the density of µǫ can
be carried out, see for instance [1]. We recommend Section 2.3 in [2]
and the references therein for further details. However, generically it
is not possible to compute an explicit formula for µǫ.
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Our goal is to prove the following limit behavior for the invariant
probability measure µǫ as ǫ tends to zero. To be more precise, under
Hypotheses (H) and (G), it follows that the probability measure
ǫ
d/2µǫ(
√
ǫdx)
converges in the 2-Wasserstein to a Gaussian N distribution with zero-
mean vector and covariance matrix given by the unique solution of the
Lyapunov matrix equation
DF (0)X+ X(DF (0))∗ = Id,
where A∗ denotes the transpose of a matrix A. Roughly speaking,
µǫ(dx) ≈ ǫ−d/2N (dx/√ǫ) for ǫ≪ 1.
We anticipate that the proof does not rely on explicit computations of
the distribution µǫ, it is based on the so-called synchronous coupling.
Wasserstein distance. The so-called Earth Mover distance in Statis-
tics is also known as Wasserstein distance in Probability Theory. The
name Wasserstein distance was coined by R. Dobrushin in 1970, after
L. Wasserstein introduced the concept in 1969. Often it is also called
Kantorovich-Rubinstein-Wasserstein distance.
We denote by P the set of probability measures in (Rd,B(Rd)) and
for p ≥ 1 we define
Pp :=
{
µ ∈ P :
∫
Rd
‖x‖pµ(dx) <∞
}
,
the space of probability measures with finite p-moment. Let µ, ν ∈ P.
We say that a probability measure π in (Rd × Rd,B(Rd × Rd)) is a
coupling between µ and ν if for any Borel set B ∈ B(Rd) it satisfies
π(B × Rd) = µ(B) and π(Rd × B) = ν(B).
Let Π(µ, ν) the set of all coupling between µ and ν. For any µ, ν ∈ Pp,
the Wasserstein distance of order p between µ and ν,Wp(µ, ν), is given
by
Wp(µ, ν) :=
(
inf
π∈Π(µ,ν)
∫
Rd
‖x− y‖pπ(dx, dy)
)1/p
.
Clearly, for any coupling π ∈ Π(µ, ν) we have
Wp(µ, ν) ≤
(∫
Rd
‖x− y‖pπ(dx, dy)
)1/p
,
which can be used to construct a success coupling for having a precise
upper-bound for Wp(µ, ν).
Let X and Y be two random vectors on Rd defined on the probability
space (Ω,F ,P) with finite p-moment. The Wasserstein distance of
order p between X and Y , Wp(X, Y ), is given by
Wp(X, Y ) :=Wp(PX ,PY ),
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where PX and PY are the push-forward probability measures
PX(B) := P(X ∈ B) and PY (B) := P(Y ∈ B)
for any B ∈ B(Rd). For shorthand, we write Wp(X, Y ) in place of
Wp(X, Y ). A remarkable property that we use along this article is the
following
(1.2) Wp(cX, cY ) = |c|Wp(X, Y ) for any c ∈ R.
The Wasserstein distance metrizes the weak convergence in the space
of probabilities with finite p-moment. It is convenient to use in opti-
mal transport problems. The Wasserstein distance is a natural way to
compare the law of two random variables X and Y , where one variable
is derived from the other by a small perturbation.
As stated in [10], some notions corresponding to Wasserstein distance
have been appeared in several fields in mathematics and physics and
hence there are many different names: Monge-Kantorovich distance,
Tanaka distance, Kantorovich-Rubinstein distance, minimal distances.
As mentioned, the Wasserstein distance has appeared in several dif-
ferent contexts as optimal transportation, coupling methods, coupling
methods for stochastic partial differential equations, etc. One reason
why it happens could consist in the fact that it is very useful espe-
cially in measuring the rate of convergence of probability measures.
For more details, see [10]. For p = 2, the 2-Wasserstein distance W2
has a rich geometry and it is implicit in the Perelman work. For more
details about Wasserstein geometry, see [9] and for about Wasserstein
distance in Statistics see [6].
We denote by N (v,Ξ) the Gaussian distribution in Rd with vector
mean v and positive definite covariance matrix Ξ. Let Id be the identity
d×d-matrix. Given a matrix A, denote by A∗ the transpose matrix of A
and denote by Tr(A) the trace of A. Then, we have an explicit formula
for the 2-Wasserstein distance between two Gaussian distributions
W22 (N (v1,Ξ1),N (v2,Ξ2)) =‖v1 − v2‖2
+ Tr(Ξ1) + Tr(Ξ2)− 2Tr((
√
Ξ1Ξ2
√
Ξ1)
1/2)(1.3)
for any v1, v2 ∈ Rd and Ξ1,Ξ2 symmetric and positive definite d × d
matrices. For more details about formula (1.3), see for instance [4].
For most concrete examples, the 2-Wasserstein distance is difficult to
compute explicitly.
Results. The main result of this article is the following.
Theorem 1.1. Let J ǫ be a random vector on Rd with distribution µǫ.
Then
lim
ǫ→0
W2
(J ǫ√
ǫ
,N
)
= 0,
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where N denotes the Gaussian distribution on Rd with zero-mean vector
and covariance matrix Σ which is the unique solution of the Lyapunov
matrix equation
DF (0)X+ X(DF (0))∗ = Id.
As a consequence we have the following corollary.
Corollary 1.1. Let J ǫ be a random vector on Rd with distribution µǫ.
For any β < 1/2 we have
lim
ǫ→0
1
ǫβ
W2(J ǫ, δ0d) = 0,
where δ0d denotes the Dirac measure at 0d.
Proof. By the triangle inequality for the W2 distance we have
W2(J ǫ, δ0d) ≤ W2(J ǫ,
√
ǫN ) +W2(
√
ǫN , δ0d),(1.4)
where N denotes the Gaussian distribution defined in Theorem 1.1.
By (1.2) we have
(1.5) W2(J ǫ,
√
ǫN ) = √ǫW2
(J ǫ√
ǫ
,N
)
.
Note that
(1.6) W2(
√
ǫN , δ0d) =
√
ǫ(E[‖N‖2])1/2.
Combining inequalities (1.4), (1.5) and (1.6) with the help of Theorem
1.1 we deduce the statement. 
This article is organized as follows. Section 2 describes the outline of
the proof for the main Theorem 1.1. Section 3 is devoted to the proofs
of the results skipped in Section 2.
2. Outline of the proof
2.1. Linear diffusion approximation. Due to the dissipativity con-
dition (H), the nonlinear random dynamics (Xǫt (x))t≥0 is pushed-back
to the origin with high probability. In a neighbourhood of the origin,
it is reasonable that an Ornstein-Uhlenbeck process helps us to under-
stand (Xǫt (x))t≥0 for large times. Let (Yt(x))t≥0 be the unique strong
solution of the following linear SDE
(2.1)
{
dY ǫt (x) = −DF (0d)Y ǫt (x)dt+
√
ǫdBt for any t ≥ 0,
Y ǫ0 (x) = x,
where (Bt)t≥0 is a standard Brownian motion on Rd and DF (0d) de-
notes the Jacobian matrix at 0d. The variation of constant formula
yields
Y ǫt (x) = e
−DF (0d)tx+ e−DF (0d)t
∫ t
0
eDF (0d)sdBs for any t ≥ 0.
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The preceding formula implies that for any t > 0, Y ǫt (x) possesses
Gaussian distribution with vector mean mǫt(x) := e
−DF (0d)tx and co-
variance matrix Σǫt := ǫΣt for any t ≥ 0, where (Σt)t≥0 solves the
following matrix differential equation{
d
dt
Σt = −DF (0d)Σt − Σt(DF (0d))∗ + Id for any t ≥ 0,
Σ0 = 0d×d,
where 0d×d is the d-squared zero matrix. By (H) one can see that the
eigenvalues of DF (0d) are contained in the set {z ∈ C : ℜ(z) ≥ δ}. As
a consequence, we have
lim
t→∞
mǫt(x) = 0d.
Moreover, Lemma C.4 in Appendix C of [2] yields
(2.2) lim
t→∞
Σǫ,xt = ǫΣ,
where Σ is the unique solution of the matrix Lyapunov equation
DF (0d)X+ X(DF (0d))
∗ = Id.
Therefore, the asymptotic distribution N ǫ of Y ǫt (x) has Gaussian dis-
tribution with zero-mean vector and covariance matrix ǫΣ. By formula
(1.3) we obtain for any t > 0
W22 (Y ǫt (x),N ǫ) = ‖e−DF (0d)tx‖2 + ǫRt,
where
Rt = Tr(Σt) + Tr(Σ)− 2Tr
((√
ΣtΣ
√
Σt
)1/2)
.
Furthermore, by (2.2) we deduce that
(2.3) lim
t→∞
Rt = 0.
2.2. Disintegration. Recall that J ǫ denotes a random vector on Rd
with distribution µǫ. Let t ≥ 0 and x0 ∈ Rd. The triangle inequality
for the distance W2 yields
W2
(J ǫ,√ǫN ) ≤ W2 (J ǫ, Xǫt (x0))
+W2 (Xǫt (x0), Y ǫt (x0)) +W2
(
Y ǫt (x0),
√
ǫN ) .(2.4)
Since µǫ is invariant for the dynamics (1.1), for any t ≥ 0, Xǫt (J ǫ) has
distribution µǫ. By disintegration, the first-term of the right-hand side
of (2.4) can be estimated as follows
W2 (J ǫ, Xǫt (x0)) ≤
∫
Rd
W2 (Xǫt (x), Xǫt (x0))µǫ(dx).(2.5)
Combining inequality (2.4) and inequality (2.5) we have
W2
(J ǫ,√ǫN ) ≤
∫
Rd
W2 (Xǫt (x), Xǫt (x0))µǫ(dx) +W2 (Xǫt (x0), Y ǫt (x0))
+W2
(
Y ǫt (x0),
√
ǫN )
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for any t ≥ 0 and x0 ∈ Rd. In particular, for any t ≥ 0 we have
W2
(J ǫ,√ǫN ) ≤
∫
Rd
W2 (Xǫt (x), Xǫt (0d))µǫ(dx) +W2 (Xǫt (0d), Y ǫt (0d))
+W2
(
Y ǫt (0d),
√
ǫN ) .(2.6)
In what follows, we provide the tools for estimating the right-hand side
of the preceding inequality. The following lemma allows us to couple
two solutions of (1.1) starting in different initial conditions.
Lemma 2.1 (Synchronous coupling I). Assume that (H) holds. Let
x, x0 ∈ Rd. Then
W2 (Xǫt (x), Xǫt (x0)) ≤ e−δt‖x− x0‖ for any t ≥ 0,
where δ > 0 is the dissipativity constant that appears in (H). In par-
ticular,
W2 (Xǫt (x), Xǫt (0d)) ≤ e−δt‖x‖ for any t ≥ 0.
The following lemma provides second moment estimates for the marginals
of the process (1.1) and also for its invariant probability measure µǫ.
Lemma 2.2 (Second moment estimates). Assume that (H) holds. For
any x ∈ Rd we have
E[‖Xǫt (x)‖2] ≤ ‖x‖2e−2δt +
dǫ
2δ
for any t ≥ 0,
where δ > 0 is the dissipativity constant that appears in (H). In addi-
tion, ∫
Rd
‖x‖2µǫ(dx) ≤ dǫ
2δ
.
The next lemma is crucial in our argument. Due to the contracting
nature of the dynamics, the random dynamics around zero, (Xǫt (0))t≥0
can be approximated from its linearization (Y ǫt (0))t≥0.
Lemma 2.3 (Synchronous coupling II). Assume that (H) and (G)
hold. Then there exists a positive constant C := C(δ, d, c0) such that
for ǫ ∈ (0, δ
16c1
] we have
W2 (Xǫt (0d), Y ǫt (0d)) ≤ Cǫedc1ǫt
for any t ≥ 0, where δ > 0 is the dissipativity constant that appears in
(H), and c0 and c1 are the positive constants that appear in (G).
Since the process (Y ǫt (x))t≥0 is Gaussian, the following lemma pro-
vides the exact formula for the 2-Wasserstein distance between the
distribution of Y ǫt (x) and its limiting distribution.
Lemma 2.4 (Variational formula). Assume that (H) holds. Let N be
a zero-mean Gaussian vector on Rd with covariance matrix Σ given by
the unique solution of the matrix Lyapunov equation
DF (0d)X+ X(DF (0d))
∗ = Id.
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Then for any x ∈ Rd and t ≥ 0 we have
W2
(
Y ǫt (x),
√
ǫN ) =
√
‖e−DF (0d)tx‖2 + ǫRt ≤ e−δt‖x‖+
√
ǫRt,
where
Rt = Tr(Σt) + Tr(Σ)− 2Tr((
√
ΣtΣ
√
Σt)
1/2)
and (Σt)t≥0 satisfies the following matrix differential equation{
d
dt
Σt = −DF (0d)Σt − Σt(DF (0d))∗ + Id for any t ≥ 0,
Σ0 = 0d×d,
where 0d×d is the d-squared zero matrix. In particular,
W2
(
Y ǫt (0d),
√
ǫN ) ≤√ǫRt for any t ≥ 0.
Proof. It follows from the discussion of Subsection 2.1. 
In the sequel we stress the fact that Theorem 1.1 is just a consequence
of what we have already stated up to here. Indeed, by Inequality (2.6),
Lemma 2.1, Lemma 2.2 and Lemma 2.3 we have
W2
(J ǫ,√ǫN ) ≤
√
dǫ
2δ
e−δt + Cǫedc1ǫt +
√
ǫ
√
Rt
for any t ≥ 0 and ǫ ∈ (0, δ
16c1
]. Due to (1.2), the preceding inequality
reads
W2
(J ǫ√
ǫ
,N
)
≤
√
d
2δ
e−δt + C
√
ǫedc1ǫt +
√
Rt
for any t ≥ 0 and ǫ ∈ (0, δ
16c1
]. By (2.3) we have lim
t→∞
Rt = 0. The
cunning choice of tǫ →∞ such that lim sup
ǫ→0
ǫtǫ <∞ yields
lim
ǫ→0
W2
(J ǫ√
ǫ
,N
)
= 0
which concludes Theorem 1.1.
3. Proof
In this section we give the proofs of the Lemma 2.1, Lemma 2.2
and Lemma 2.3. Along their proofs, we use several times the follow-
ing Gronwall inequality. We state it here as a lemma for the sake of
completeness.
Lemma 3.1 (Gronwall inequality). Let T > 0 be fixed, g : [0, T ]→ R
be a C1-function and h : [0, T ]→ R be a C0 -function. Assume that
d
dt
g(t) ≤ −ag(t) + h(t) for any t ∈ [0, T ],
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where a ∈ R, and the derivative at 0 and T are understanding as the
right and left derivatives, respectively. Then
g(t) ≤ e−atg(0) + e−at
∫ t
0
eash(s)ds for any t ∈ [0, T ].
3.1. The synchronous coupling I. For any x, x0 ∈ Rd, let (Xǫt (x))t≥0
and (Xǫt (x0))t≥0 be the solutions of (1.1) with initial conditions x and
x0, respectively. In the sequel we consider the so-called synchronous
coupling, i.e., both processes (Xǫt (x))t≥0 and (X
ǫ
t (x0))t≥0 have the same
driving noise (Bt)t≥0.
Proof of Lemma 2.1. Observe that
d(Xǫt (x)−Xǫt (x0)) = −(F (Xǫt (x))− F (Xǫt (x0)))dt.
By the chain rule we obtain
d‖Xǫt (x)−Xǫt (x0)‖2 = −2〈Xǫt (x)−Xǫt (x0), F (Xǫt (x))− F (Xǫt (x0))〉dt.
By (H) we have
d‖Xǫt (x)−Xǫt (x0)‖2 ≤ −2δ‖Xǫt (x)−Xǫt (x0)‖2dt.
Then, after a localization argument and taking expectation we deduce
d
dt
E[‖Xǫt (x)−Xǫt (x0)‖2] ≤ −2δE
[‖Xǫt (x)−Xǫt (x0)‖2] for any t ≥ 0.
Since E[‖Xǫ0(x)−Xǫ0(x0)‖2] = ‖x− x0‖2, the Gronwall Lemma yields
E[‖Xǫt (x)−Xǫt (x0)‖2] ≤ e−2δt‖x− x0‖2 for any t ≥ 0.
Therefore, for any x, x0 ∈ Rd and t ≥ 0 we have
W2(Xǫt (x), Xǫt (x0)) ≤ e−δt‖x− x0‖.
3.2. Second moment estimates. For any x ∈ Rd, let (Xǫt (x))t≥0 be
the solution of (1.1) with initial condition x.
Proof of Lemma 2.2. In the sequel we estimate E[‖Xǫt (x)‖2]. The Itoˆ
formula and (H) yield
d‖Xǫt (x)‖2 = −2〈Xǫt (x), F (Xǫt (x))〉dt+ dǫdt +M ǫt (x)dBt
≤ −2δ‖Xǫt (x)‖2dt+ dǫdt + 〈M ǫt (x), dBt〉,
where M ǫt (x) := 2
√
ǫXǫt (x) for every t ≥ 0. Then, after a localization
argument and taking expectation we obtain
d
dt
E[‖Xǫt (x)‖2] ≤ −2δE[‖Xǫt (x)‖2] + dǫ for any t ≥ 0.
Since E[‖Xǫ0(x)‖2] = ‖x‖2, the Gronwall Lemma yields
E[‖Xǫt (x)‖2] ≤ e−2δt‖x‖2 +
dǫ
2δ
(1− e−2δt) ≤ e−2δt‖x‖2 + dǫ
2δ
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for any t ≥ 0 and x ∈ Rd. The preceding inequality implies
∫
Rd
‖x‖2µǫ(dx) ≤ dǫ
2δ
.
See page 39 in [2] for further details.
3.3. The synchronous coupling II. We consider the solution of
(1.1) with initial condition x = 0d, (X
ǫ
t (0d))t≥0. Let (Y
ǫ
t (0d))t≥0 be-
ing as (2.1). In this section we use the synchronous coupling between
Xǫt (0d) and Y
ǫ
t (0d), i.e., both processes (X
ǫ
t (0d))t≥0 and (Y
ǫ
t (0d))t≥0
have the same driving noise (Bt)t≥0.
Proof of Lemma 2.3. In the sequel we estimate E [‖Xǫt (0d)− Y ǫt (0d)‖2].
Note that Xǫ0(0d) = Y
ǫ
0 (0d) = 0d,
dXǫt (0d) = −F (Xǫt (0d))dt+
√
ǫdBt
and
dY ǫt (0d) = −DF (0d)Y ǫt (0d)dt +
√
ǫdBt.
Let ∆ǫt(0d) := X
ǫ
t (0d)− Y ǫt (0d), t ≥ 0. Then
d∆ǫt(0d) = − [F (Xǫt (0d))− F (Y ǫt (0d))] dt
+ [DF (0d)Y
ǫ
t (0d)− F (Y ǫt (0d))] dt.
Therefore
d‖∆ǫt(0d)‖2 =2〈∆ǫt(0d), d∆ǫt(0d)〉
=− 2〈∆ǫt(0d), F (Xǫt (0d))− F (Y ǫt (0d))〉dt
+ 2〈∆ǫt(0d), DF (0d)Y ǫt (0d)− F (Y ǫt (0d))〉dt.
By (H) and the Cauchy-Schwarz inequality we obtain
d‖∆ǫt(0d)‖2
≤ −2δ‖∆ǫt(0d)‖2dt+ 2‖∆ǫt(0d)‖ · ‖F (Y ǫt (0d))−DF (0d)Y ǫt (0d)‖dt.
The preceding differential inequality and the Young inequality yield
d‖∆ǫt(0d)‖2 ≤ −δ‖∆ǫt(0d)‖2dt +
1
δ
‖F (Y ǫt (0d))−DF (0d)Y ǫt (0d)‖2dt.
Then, after a localization argument and taking expectation we obtain
d
dt
E[‖∆ǫt(0d)‖2] ≤ −δE[‖∆ǫt(0d)‖2] +
1
δ
E[‖F (Y ǫt (0d))−DF (0d)Y ǫt (0d)‖2].
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Since ∆ǫt(0d) = 0, the Gronwall Lemma imply
E[‖∆ǫt(0d)‖2] ≤
1
δ
e−δt
t∫
0
eδsE[‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d)‖2]ds
≤ 1
δ2
(1− e−δt) sup
0≤s≤t
E[‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d)‖2]
≤ 1
δ2
sup
0≤s≤t
E[‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d)‖2].
(3.1)
In the sequel we estimate
sup
0≤s≤t
E[‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d)‖2].
Let s ∈ [0, t]. Recall that F ∈ C2(Rd,Rd). Since F (0d) = 0d, the mean
value theorem yields
F (Y ǫs (0d))− F (0d) =
∫ 1
0
DF (θ1Y
ǫ
s (0d))dθ1Y
ǫ
s (0d).
Then we have
F (Y ǫs (0d))−DF (0d)
√
ǫY ǫs (0d) =
∫ 1
0
[DF (θ1Y
ǫ
s (0d))−DF (0d)] dθ1Y ǫs (0d).
Applying the mean value theorem to the preceding integral we deduce
‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d))‖ ≤ Cǫs‖Y ǫs (0d)‖2,(3.2)
where
Cǫs :=
∫ 1
0
∫ 1
0
‖D2F (θ1θ2Y ǫs (0d))‖dθ1dθ2.
Note that
(3.3) Y ǫt (0d) =
√
ǫYt for any t ≥ 0,
where (Yt)t≥0 is the unique strong solution of{
dYt = −DF (0)Ytdt+ dBt for any t ≥ 0,
Y0 = 0d.
By (G) we have
‖D2F (θ1θ2Y ǫs (0d))‖ = ‖D2F (θ1θ2
√
ǫYs)‖ ≤ c0ec1θ21θ22ǫ‖Ys‖2 .
Since θ1, θ2 ∈ [0, 1], the preceding inequality implies
‖D2F (θ1θ2Y ǫs (0d))‖ ≤ c0ec1ǫ‖Ys‖
2
.
The preceding inequality with the help of inequality (3.2) and inequal-
ity (3.3) yields
‖F (Y ǫs (0d))−DF (0d)
√
ǫY ǫs (0d)‖2 ≤ c20e2c1ǫ‖Ys‖
2
ǫ2‖Ys‖4.
12 Invariant probability measure
for any s ≥ 0. By item ii) of Proposition C.2 in Appendix C of [2] we
have
E[‖Ys‖8] ≤ d(d+ 2)(d+ 4)(d+ 6)
16δ4
for any s ≥ 0.
Moreover, by item iv) of Proposition C.2 in Appendix C of [2] for
ǫ ∈ (0, δ
16c1
] we have
E[e4c1ǫ‖Ys‖
2
] ≤ e4dc1ǫs for any s ≥ 0.
For ǫ ∈ (0, δ
16c1
], the Cauchy-Schwarz inequality implies
E[‖F (Y ǫs (0d))−DF (0d)
√
ǫYs‖2] ≤ ǫ2c20
(
E[e4c1ǫ‖Ys‖
2
]E[‖Ys‖8]
)1/2
≤ C˜(δ, d, c0)ǫ2e2dc1ǫs
for any s ≥ 0, where C˜(δ, d, c0) is a positive constant. Consequently,
for ǫ ∈ (0, δ
16c1
] we obtain
sup
0≤s≤t
E[‖F (Y ǫs (0d))−DF (0d)Y ǫs (0d)‖2] ≤ C˜(δ, d, c0)ǫ2e2dc1ǫt.
By inequality (3.1) for ǫ ∈ (0, δ
16c1
] we obtain
E
[‖Xǫt (0d)− Y ǫt (0d)‖2] ≤ 1δ2 C˜(δ, d, c0)ǫ2e2dc1ǫt
for any t ≥ 0. Consequently, for any t ≥ 0 we have
W2 (Xǫt (0d), Y ǫt (0d)) ≤
1
δ
(C˜(δ, d, c0))
1/2ǫedc1ǫt.
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