Abstract-In this paper, we consider a problem of sampling a Wiener process, with samples forwarded to a remote estimator over a channel that is modeled as a queue. The estimator reconstructs an estimate of the real-time signal value from causally received samples. We study the optimal online sampling strategy that minimizes the mean square estimation error subject to a sampling rate constraint. We prove that the optimal sampling strategy is a threshold policy, and find the optimal threshold. This threshold is determined by how much the Wiener process varies during the random service time and the maximum allowed sampling rate. Further, if the sampling times are independent of the observed Wiener process, the above sampling problem for minimizing the estimation error is equivalent to a sampling problem for minimizing the age of information. This reveals an interesting connection between the age of information and remote estimation error. Our comparisons show that the estimation error achieved by the optimal sampling policy can be much smaller than those of age-optimal sampling, zero-wait sampling, and periodic sampling.
I
N MANY real-time control and cyber-physical systems (e.g., airplane/vehicular control, sensor networks, smart grid, stock trading, robotics, etc.), timely updates about the system status are critical for state estimation and decision making. For example, real-time knowledge about the location, orientation, speed, and acceleration of motor vehicles is imperative for autonomous driving, and fresh information about stock price, financial news, and interest-rate movements is of paramount importance for stock trading. In [2] , [3] , the age of information was introduced to measure the timeliness of status samples about a remote source. Suppose that the ith status sample is generated at the source at time S i (0 ≤ S 1 ≤ S 2 ≤ . . .) and is delivered to the destination at time D i . At time t, the freshest sample available at the destination was generated at time U (t) = max{S i : D i ≤ t}. The age of information, or simply the age, is a function of time t that is defined as
which is the time difference between the generation time U (t) of the freshest received sample and the current time t. Hence, a small age (t) implies that there exists a fresh status sample at the destination. As plotted in Fig. 1 , the age increases linearly over time and is reset to a smaller value once a new sample is received. Hence, the age (t) exhibits a sawtooth pattern. Recently, the age of information concept has received significant attention, because of the rapid growth of real-time applications. A number of status update policies have been developed to keep the age (t) small, subject to constraints on limited network resources, e.g., [3] - [17] . In practice, the state of many systems is in the form of a time-varying signal W t , such as the location of a vehicle, the wind speed of a hurricane, and the price chart of a stock. These signals may change slowly at some time and vary more dynamically later. Hence, the time difference between the source and destination, described by the age (t) = t − U (t), cannot fully characterize the amount of change W t − W U (t ) in the signal value. This motivated us to go beyond the age of information concept and investigate timely updates of signal samples.
Let us consider a status update system with two terminals (see Fig. 2 ): An observer taking samples from a continuoustime signal W t which is modeled as a Wiener process, and an 0018-9448 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. estimator, whose goal is to provide the best-guessŴ t for the real-time signal value W t at all time t. 1 The two terminals are connected by a channel that transmits time-stamped samples of the form (S i , W S i ) according to a first-in, first-out (FIFO) order, where S i is the sampling time of the i -th sample and W S i is the value of the i -th sample. The samples are stored in a queue while they wait to be served by the channel. We assume that the samples experience i.i.d. random transmission times over the channel, which may be caused by fading, interference, collisions, retransmissions, and etc. As such, the channel is modeled as a FIFO queue with i.i.d. service time
where Y i ≥ 0 is the transmission time of sample i . This queueing model is helpful to understand the robustness of remote estimation and control systems under occasionally slow service. For example, a UAV flying by a WiFi access point may run into a communication outage caused by interference from the access point. The resulting delay in packet reception may affect the stability of UAV flight control and navigation [19] .
Let G i be the service starting time of sample i such that S i ≤ G i . The delivery time of sample i is D i = G i + Y i . The initial value W 0 = 0 is known by the estimator for free, which is represented by S 0 = D 0 = 0. At any time t, the estimator forms an estimateŴ t using the samples received up to time t. Similar to [20] , we assume that the estimator neglects the implied knowledge when no sample was delivered. The quality of remote estimation is evaluated via the time-average meansquare error (MSE) between W t andŴ t :
The sampler is subject to a sampling rate constraint lim inf
where f max is the maximum allowed sampling rate. In practice, the sampling rate constraint (3) is imposed when there is a need to reduce the cost (e.g., energy consumption) for the transmission, storage, and processing of the samples. Our goal is to find an optimal online sampling strategy that minimizes the MSE in (2) by choosing the sampling times S i causally subject to the sampling rate constraint (3) . The contributions of this paper are summarized as follows:
• We formulate the optimal sampling problem as a constrained continuous-time Markov decision problem with a continuous state space, and solve it exactly. We prove that the optimal online sampling strategy for the Wiener process is a threshold policy, 2 • Our threshold-based optimal sampling policy has an important difference from the previous threshold-based sampling policies studied in, e.g., [21] - [38] : We have proven that it is better to not take any new sample when the server is busy. Consequently, the threshold should be disabled when the server is busy and reactivated once the server becomes available again. This is one of the reasons that sampling policies that ignore the state of the server, such as periodic sampling, can have a large estimation error.
• We show, perhaps surprisingly, even in the absence of a sampling rate constraint (i.e., f max = ∞), the optimal sampling strategy is not zero-wait sampling in which a new sample is generated once the previous sample is delivered; rather, it is optimal to wait for a certain amount of time after the previous sample is delivered, and then take the next sample.
• Our study reveals a relationship between the age of information and the estimation error of Wiener process: If the sampling times S i are independent of the observed Wiener process (i.e., the sampling times S i are chosen without using any information about the Wiener process), the MSE in (2) is exactly equal to the time-average expectation of the age of information lim sup T →∞
Hence, the sampling problem for minimizing the MSE is equivalent to a sampling problem for minimizing the age, where the second problem was solved recently in [9] - [11] . If the sampling times S i are chosen based on causal knowledge of the Wiener process, the age-optimal sampling policy (i.e., the sampling policy that minimizes the time-average expected age of information) no longer minimizes the MSE: Specifically, in the age-optimal sampling policy, a new sample is taken only when the age of information (t), or equivalently the expected estimation error
, is no smaller than a threshold; while in the MSE-optimal sampling policy, a new sample is taken only when the instantaneous estimation error |W t −Ŵ t | is no smaller than a threshold. The asymptotics of the MSEoptimal and age-optimal sampling policies at long/short service time or low/high sampling rates are also studied.
• Our theoretical and numerical comparisons show that the MSE of the optimal sampling policy can be much smaller than those of age-optimal sampling, periodic sampling, and the zero-wait sampling policy described in (9) below. In particular, periodic sampling is far from optimal when the sampling rate is sufficiently low or sufficiently high; age-optimal sampling is far from optimal when the sampling rate is sufficiently low; periodic sampling, ageoptimal sampling, and zero-wait sampling policies are all far from optimal if the service time distribution is heavytailed. The rest of this paper is organized as follows. In Section II, we discuss some related work. In Section III, we describe the system model and the formulation of the optimal sampling problem. In Section IV, we present the solution to this problem and compare it with some other sampling policies. In Section V, we describe the proof of this optimal solution. Some simulation results are provided in Section VI.
II. RELATED WORK
Lossy source coding and the rate-distortion function of the Wiener process was studied in, e.g., [39] , [40] , where the ratedistortion function represents the optimal tradeoff between the source coding rate and the distortion (i.e., MSE) for recovering of the Wiener process. The goal of these studies is to reconstruct the realization of Wiener process during a past time interval with a small distortion, which can be regarded as an offline signal reconstruction problem. This differs from our online signal tracking problem, where the real-time value of the Wiener process is estimated at the destination from causally received samples.
This paper is related to recent studies on the age of information, e.g., [3] - [17] . As mentioned above in Section I, a connection between the age of information and the estimation error of Wiener process is characterized in this paper. The estimation error of Wiener process was also mentioned in [4] , [5] as an illustration of the age of information, where age-based sampling was not studied and the condition that the sampling times are independent of the Wiener process was used implicitly. Recently, a relationship between a nonlinear function of the age of information and the estimation error of the Ornstein-Uhlenbeck (OU) process was found in a followup study of the current paper [18] . This paper can also be considered as a contribution to the rich literature on remote estimation, e.g., [21] - [38] , by including a queueing model. In [21] , Åström and Bernhardsson showed that a threshold-based sampling method, in which a new sample is taken once the amount of signal variation since the previous sample has reached a threshold, can achieve a smaller estimation error than the traditional periodic sampling method with the same sampling rate. Such a threshold-based sampler and a Kalman-like estimator have been proven to be jointly optimal for minimizing the remote estimation error of several discrete-time signal processes in [22] - [27] . The sampling and remote estimation of continuous-time signal processes were considered in [28] , [29] , where it was shown that a threshold-based sampling policy is optimal for minimizing the estimation error of the Wiener process, and the optimal threshold was found. In [22] - [29] , it was assumed that the samples are transmitted from the sampler to the estimator over a perfect channel that is error and noise free. There are some recent studies that used explicit channel models. In [30] - [32] , Gao et. al. considered the optimal transmission scheduling and remote estimation of an i.i.d. discrete-time source process X t over an additive noise channel. Because of the noise, the transmitter needs to encode its message before transmission. In [30] , [31] , it was shown that, for a class of symmetric probability distributions on the source symbol X t , if the transmission scheduling policy is thresholdbased, i.e., a new coded packet is sent if |X t | is no smaller than a threshold, then the optimal encoder and decoder are piecewise affine. In [32] , it was shown that if (i) the encoder and decoder (i.e., estimator) are piecewise affine, and (ii) the transmission scheduler satisfies some technical assumption, the optimal transmission scheduling policy is threshold-based. Some extensions of this research were reported in [33] - [35] . In [36] - [38] , Chakravorty and Mahajan considered optimal transmission scheduling and remote estimation over a few channel models, where it was proved that a threshold-based transmission policy and a Kalman-like estimator are jointly optimal for minimizing the remote estimation error.
The closest study to this paper are [28] , [29] , where the optimal sampler of the Wiener process was designed in the absence of queueing and random service time (i.e., Y i = 0). As we will see later, the queueing model affects the structure of the optimal sampler. Specifically, the sampler should disable the threshold when there is a packet in service and reactivate the threshold after all previous packets are delivered. A novel proof procedure is developed in the current paper to find the optimal sampler design.
III. SYSTEM MODEL AND PROBLEM FORMULATION

A. MMSE Estimation Policy
At time t, the information available to the estimator contains two part: [20] , we assume that the estimator neglects the implied knowledge when no sample was delivered. In this case, the minimum mean-square error (MMSE) estimation policy [41] is given by (see Appendix A for its derivation)
which is illustrated in Fig. 3(b) .
B. Sampling Policies
Let I t ∈ {0, 1} denote the idle/busy state of the server at time t. As shown in Fig. 2 , the server state I t is known by the sampler through acknowledgements (ACKs). We assume that once a sample is delivered to the estimator, an ACK is fed back to the sampler with zero delay. Hence, the information that is available to the sampler at time t can be expressed as {W s , I s : 0 ≤ s ≤ t}. In online sampling policies, each sampling time S i is chosen causally using the information available at the sampler. To characterize this statement precisely, we define
where σ (X 1 , X 2 , . . . , X n ) represents the σ -field generated by the random variables 
we can obtain that, almost surely,
We analyze the MSE in (2), but operationally a nicer criterion is lim sup n→∞ E[
These two criteria are associated to two definitions of "average cost per unit time" used in the literature of infinite-horizon undiscounted semi-Markov decision problems [43] - [47] . They are equivalent, if {T 1 , T 2 , . . . } is a regenerative process, or more generally, if {T 1 , T 2 , . . . } has only one ergodic class [43] - [45] . If no condition is imposed, however, these two criteria are different. Some examples of the sampling policies in are: 1. Periodic sampling [48] , [49] :
The inter-sampling times are constant, such that for some β ≥ 0,
2. Zero-wait sampling [3] , [6] , [9] , [10] : A new sample is generated once the previous sample is delivered, i.e.,
3. Threshold policy on expected estimation error [6] , [9] , [10] : The sampling times are given by
where S i + Y i = D i and, according to (4),Ŵ t = W S i .
Threshold policy on instantaneous estimation error:
The sampling times are given by
whereŴ t = W S i . The sampling policy in (12) can be understood as follows: As illustrated in Fig. 4 , 
no sample is taken at such time t, as depicted in both cases of Fig. 4 . In other words, the threshold-based control is disabled during [S i , S i + Y i ) and is reactivated at time
A sampling policy π ∈ is said to be signal-ignorant (signal-aware), if π is (not) independent of the Wiener process {W t , t ≥ 0}. The sampling policies (8), (9), and (11) are signalignorant, and the sampling policy (12) is signal-aware.
C. Optimal Sampling Problem
We assume that the source process {W t , t ≥ 0} and the service times {Y i , i = 1, 2, . . .} are mutually independent and do not change according to the sampling policy. In addition, we assume that the
The optimal sampling problem for minimizing the MSE subject to a sampling rate constraint is formulated as
where mse opt denotes the optimal value of (13). Later on in the paper, the unconstrained problem with f max = ∞ will also be studied.
IV. OPTIMAL SAMPLING POLICIES
A. Signal-Aware Sampling
Problem (13) is a constrained continuous-time Markov decision problem with a continuous state space. Such problems are often lack of closed-form or analytical solutions, however we were able to solve (13) (12) is an optimal solution of (13) , and the optimal β is determined by solving 3
where Y is a random variable with the same distribution as Y i . The optimal value of (13) is then given by
Proof: See Section V. According to Theorem 1, in the optimal signal-aware sampling policy, the (i + 1)-th sample is taken at the earliest time t satisfying two conditions: (i) The i -th sample has already been delivered by time t, i.e., t ≥ D i = S i + Y i , and (ii) the instantaneous estimation error |W t −Ŵ t | at time t is no smaller than a threshold √ β. In addition, the threshold √ β is determined by the maximum allowed sampling rate f max and W Y , where W Y is a random variable that has the same distribution with the amount of signal variation (W t +Y − W t ) during the random service time Y for all starting time t. This indicates a tight coupling between the source process W t and the service time Y , in the optimal sampling policy. Equation (15) can be solved by using the bisection method with a low computational complexity. Hence, Problem (13) does not suffer from the curse of dimensionality encountered in most Markov decision problems with continuous state spaces. We note that the sampling policy in (12) and (15) is quite general in the sense that it is optimal for any service time
The optimal signal-aware sampling policy in (12) and (15) is also called the "MSEoptimal" sampling policy in the sequel.
B. Signal-Ignorant Sampling and the Age of Information
Let signal-ignorant ⊂ denote the set of signal-ignorant sampling policies, defined as signal-ignorant = {π ∈ : π is independent of {W t , t ≥ 0}}.
In these policies, the sampling decisions depend only on the service time {Y i , i = 1, 2, . . .} but not the source process {W t , t ≥ 0}. For each π ∈ signal-ignorant , the objective function in (13) can be rewritten as (see Appendix B for the proof)
lim sup
where (t) is the age of information defined in (1). In FIFO queueing systems, D i ≤ D i+1 holds for all i . Hence, the age (t) can be equivalently expressed as
If the set of feasible policies is restricted from to signal-ignorant , (13) reduces to the following sampling problem for minimizing the time-average expectation of the age of information [9] - [11] :
where mse age-opt denotes the optimal value of (20) . Because signal-ignorant ⊂ ,
Note that problem (20) is simpler than (13) (20) , and the optimal β is determined by solving
where Y is a random variable with the same distribution as Y i . The optimal value of (20) is then given by
Theorem 2 was proven in [9] , [10] under an extra condition that the time difference S i+1 − D i is upper bounded by a constant M > 0. In [11] , Theorem 2 was established without requiring this extra condition.
One can obtain some interesting observations by comparing Theorem 1 and Theorem 2: In the optimal signal-ignorant sampling policy presented in Theorem 2, the (i + 1)-th sample is taken at the earliest time t satisfying two conditions: (i) The i -th sample has already been delivered by time t, i.e., t ≥ D i = S i + Y i , and (ii) the expected estimation error E[(W t −Ŵ t )] 2 at time t, which, by (10) and (19) , is equal to the age (t), is no smaller than a threshold β. The first condition is the same with that in Theorem 1, but the second condition is quite different: Because the sampler has no knowledge about the Wiener process (except for its distribution), it can only use expected estimation error to make decisions. Further, the threshold β in Theorem 2 is determined by the maximum allowed sampling rate f max and the random service time Y , which is also different from the case in Theorem 1. The optimal signal-ignorant sampling policy in (11) and (22) is also referred to as the "age-optimal" sampling policy.
In the following, the asymptotics of the MSE-optimal and age-optimal sampling policies at low/high service time or low/high sampling frequencies are studied. 
C. Short Service Time or Low Sampling Rate
where
In this case, the MSE-optimal sampling policy in (12) and (15) becomes
and as shown in Appendix C, the optimal value of (13) becomes
The sampling policy (26) was also obtained in [29] for the case that Y i = 0 for all i . Similarly, if α → 0 or f max → 0, the age-optimal sampling policy in (11) and (22) becomes periodic sampling (8) with β = 1/ f max + o(1/ f max ), and the optimal value of (20) is
D. Long Service Time or Unbounded Sampling Rate
If α → ∞ or f max → ∞, as shown in Appendix D, the MSE-optimal sampling policy for solving (13) is given by (12) where β is determined by solving
Similarly, if α → ∞ or f max → ∞, the age-optimal sampling policy for solving (20) is given by (11) where β is determined by solving
In these limits, the ratio between mse opt and mse age-opt depends on the distribution of Y . When the sampling rate is unbounded, i.e., f max = ∞, one logically reasonable policy is the zero-wait sampling policy in (9) [3] , [6] , [9] , [10] . This zero-wait sampling policy achieves the maximum throughput and the minimum queueing delay. However, this zero-wait sampling policy almost never minimizes the MSE in (13) and does not always minimize the age of information in (20) , as stated in the following two theorems:
We note that the zero-wait sampling policy can be expressed as (12) with β = 0. By checking when β = 0 is satisfied in (12) and (15), one can obtain Theorem 3. Suppose that f max = ∞. Then, the zero-wait sampling policy (9) is an optimal solution to (13) if and only if the service time Y is equal to zero with probability one.
Proof: See Appendix E. Hence, as long as the service time Y has a small probability to be positive, the zero-waiting sampling policy is not an optimal solution to (13) . Similarly, the optimality of zero-wait sampling policy for solving (20) is characterized as Theorem 4. [10] Suppose that f max = ∞. Then, the zerowait sampling policy (9) is an optimal solution to (20) if and only if
where We prove Theorem 1 in four steps: First, we show that no sample should be generated when the server is busy, which simplifies the optimal online sampling problem. Second, we study the Lagrangian dual problem of the simplified problem, and decompose the Lagrangian dual problem into a series of mutually independent per-sample control problems. Each of these per-sample control problems is a continuoustime Markov decision problem. Further, we utilize optimal stopping theory [50] to solve the per-sample control problems. Finally, we show that the Lagrangian duality gap of our Markov decision problem is zero. By this, Problem (13) is solved. The details are as follows.
A. Simplification of Problem (13)
The following lemma is useful for simplifying (13) .
Lemma 1.
Suppose that π is a feasible policy for Problem (13) , in which at least one sample is taken when the server is busy processing an earlier generated sample. Then, there exists another feasible policy π 1 for Problem (13) that has a smaller estimation error than policy π. Hence, it is suboptimal in Problem (13) to take a new sample before the previous sample is delivered.
Proof: Lemma 1 is proven by using the strong Markov property of the Wiener process and the orthogonality principle of MMSE estimation. The details are provided in Appendix F.
By Lemma 1, we only need to consider a sub-class of sampling policies 1 ⊂ such that each sample is generated and submitted to the server after the previous sample is delivered, i.e.,
This completely eliminates the waiting time wasted in the queue, and hence the queue is always kept empty. 
Then, the policy space 1 can be alternatively expressed as
Recall that any policy in satisfies "T i = S i+1 − S i is a regenerative process".
Let Z i = S i+1 − D i ≥ 0 represent the waiting time between the delivery time D i of sample i and the generation time S i+1 of sample i + 1. Then, by (Z 0 , Z 1 , . . .) . Hence, one can also use π = (Z 0 , Z 1 , . . .) to represent a sampling policy.
Because T i is a regenerative process, using the renewal theory [51] and [42, Section 6.1], one can show that in
where in the last step we have used
. Hence, (13) can be rewritten as the following Markov decision problem:
s.t. lim
where mse opt is the optimal value of (35). In order to solve (35) , let us consider the following Markov decision problem with a parameter c ≥ 0:
where p(c) is the optimum value of (37). Similar to Dinkel bach's method [52] for nonlinear fractional programming, we can obtain the following lemma for our Markov decision problem: Proof: See Appendix G. Hence, the solution to (35) can be obtained by solving (37) and seeking a mse opt ≥ 0 such that
B. Lagrangian Dual Problem of (37) when c = mse opt Although (37) is a continuous-time Markov decision problem with a continuous state space, rather than a convex optimization problem, it is possible to use the Lagrangian dual approach to solve (37) and show that it admits no duality gap.
When c = mse opt , define the following Lagrangian
where λ ≥ 0 is the dual variable. Let
Then, the Lagrangian dual problem of (37) is defined by
where d is the optimum value of (41). Weak duality [53] , [54] implies that d ≤ p(mse opt ). In Section V-D, we will establish strong duality, i.e., d = p(mse opt ).
In the sequel, we solve (40) . Using the stopping times and martingale theory of the Wiener process, we can obtain the following lemma: 
Proof: See Appendix H. By using Lemma 3 and the sufficient statistics of (40), we can show that for every i = 1, 2, . . ., 
By substituting (43) into (40) and using again the sufficient statistics of (40), we can obtain
where β is given by
Proof: See Appendix J. Note that because the Y i 's are i.i.d. and the strong Markov property of the Wiener process, the Z i 's as solutions of (44) are also i.i.d. (44) We use optimal stopping theory [50] to solve (44) . Let us first pose (44) in the language of optimal stopping. A continuous-time two-dimensional Markov chain X t on a probability space (R 2 , F , P) is defined as follows: Given the initial state X 0 = x = (s, b), the state X t at time t is
C. Per-Sample Optimal Stopping Solution to
where {W t , t ≥ 0} is a standard Wiener process. Define P x (A) = P(A|X 0 = x) and E x Z = E(Z |X 0 = x), respectively, as the conditional probability of event A and the conditional expectation of random variable Z for given initial
v , as well as the filtration {F X + t , t ≥ 0} of the Markov chain X t . A random variable μ : R 2 → [0, ∞) is said to be a stopping time of X t if {μ ≤ t} ∈ F X + t for all t ≥ 0. Let M be the set of square-integrable stopping times of X t , i.e.,
Our goal is to solve the following optimal stopping problem:
where X 0 = x is the initial state of the Markov chain X t , the function g : R 2 → R is defined as
with parameter β ≥ 0. Notice that (44) 
In order to prove Theorem 6, let us define the function
and establish some properties of u(x).
Lemma 4. u(x) ≥ g(x)
for all x ∈ R 2 , and
Proof: See Appendix K. A function f (x) is said to be excessive for the process X t if [50] 
By using the Itô-Tanaka-Meyer formula [ function and u(x) ≥ g(x) . In addition, it is known that P x (μ * < ∞) = 1 for all x ∈ R 2 [56, Theorem 8.5.3]. These conditions, together with the Corollary to Theorem 1 in [50, Section 3.3.1], imply that μ * is an optimal stopping time of (47) . This completes the proof.
A consequence of Theorem 6 is
Corollary 1. An optimal solution to (44) is
In addition, this solution satisfies
Proof: See Appendix M.
D. Zero Duality Gap Between (37) and (41)
Strong duality is established in the following theorem:
Theorem 7. If c = mse opt , the following assertions are true:
(a). The duality gap between (37) and (41) is zero, i.e., d = p(mse opt ).
(b).
A common optimal solution to (13), (35) , and (37) is given by (12) and (15) . The optimal value of (13) is given by (16 5 This result holds not only for convex optimization problem, but also for general non-convex optimization and Markov decision problems like (37) . See Appendix N for the details.
Hence, Theorem 1 follows from Theorem 7.
VI. NUMERICAL RESULTS In this section, we evaluate the estimation performance achieved by the following four sampling policies:
1. Periodic sampling: The policy in (8) with β = f max .
2. Zero-wait sampling [3] , [6] , [9] , [10] : The sampling policy in (9) , which is feasible when
Age-optimal sampling [9] , [10] : The sampling policy in (11) and (22), which is the optimal solution to (20).
MSE-optimal sampling:
The sampling policy in (12) and (15), which is the optimal solution to (13). Let mse periodic , mse zero-wait , mse age-opt , and mse opt , be the MSEs of periodic sampling, zero-wait sampling, age-optimal sampling, MSE-optimal sampling, respectively. According to (21) , as well as the facts that periodic sampling is feasible for (20) and zero-wait sampling is feasible for (20) when
we can obtain mse opt ≤ mse age-opt ≤ mse periodic ,
, 5 Note that geometric multiplier is different from the traditional Lagrangian multiplier. which fit with our numerical results below. Figure 5 depicts the tradeoff between MSE and f max for i.i.d. exponential service time with mean E[Y i ] = 1/μ = 1. Hence, the maximum throughput of the queue is μ = 1. In this setting, mse periodic is characterized by eq. (25) of [3] , which was obtained using a D/M/1 queueing model [57] . For small values of f max , age-optimal sampling is similar with periodic sampling, and hence mse age-opt and mse periodic are of similar values. However, as f max approaches the maximum throughput 1, mse periodic blows up to infinity. This is because the queue length in periodic sampling is large at high sampling frequencies, and the samples become stale during their long waiting times in the queue. On the other hand, mse opt and mse age-opt decrease with respect to f max . The reason is that the set of feasible policies satisfying the constraint in (13) and (20) becomes larger as f max grows, and hence the optimal values of (13) and (20) are decreasing in f max . Moreover, the gap between mse opt and mse age-opt is large for small values of f max . The ratio mse opt /mse age-opt tends to 1/3 as f max → 0, which is in accordance with (28). As we expected, mse zero-wait is larger than mse opt and mse age-opt when f max ≥ 1. In summary, periodic sampling is far from optimal if the sampling rate is too low or sufficiently high; age-optimal sampling is far from optimal if the sampling rate is too low. In Fig. 6 , since f max < 1, zero-wait sampling is not feasible and hence is not plotted. As the scale parameter σ grows, the tail of the log-normal distribution becomes heavier and heavier. We observe that mse periodic grows quickly with respect to σ , much faster than mse opt and mse age-opt . In addition, the gap between mse opt and mse age-opt increases as σ grows. In Fig. 7 , because f max > 1, mse periodic is infinite and hence is not plotted. We can find that mse zero-wait grows quickly with respect to σ and is much larger than mse opt and mse age-opt . In summary, periodic sampling, age-optimal sampling, and zero-wait sampling policies are all far from optimal if the service times follow a heavy-tail distribution.
VII. CONCLUSION
In this paper, we have investigated optimal sampling of the Wiener process for remote estimation over a queue. The optimal sampling policy for minimizing the mean square estimation error subject to an average sampling rate constraint has been obtained in a semi-closed form. We prove that a threshold-based sampler is optimal and the optimal threshold is found exactly. Analytical and numerical comparisons with several important sampling policies, including age-optimal sampling, zero-wait sampling, and traditional periodic sampling, have been provided. The results in this paper generalize recent research on age of information by adding a signal-based control model, and generalize existing studies on remote estimation by adding a queueing model with random service times.
APPENDIX A PROOF OF (4)
We use the calculus of variations to prove (4). Define x∧y = min{x, y}. Let us consider a functional h of the estimateŴ t , which is defined as
for any T > 0. By using Lemma 4 in [10] , it is not hard to show that h(Ŵ t ) is a convex functional of the estimateŴ t .
In the sequent, we will find the optimal estimate that solves
Let f t and g t be two estimates, which are functions of the information available at the estimator
Similar to the one-sided sub-gradient in finite dimensional space, the one-sided Gâteaux derivative of the functional h in the direction of g at a point f is given by
where the last step follows from the iterated law of expectations. According to [61, p. 710] , f t is an optimal solution to (57) if and only if
Since g t is arbitrary, by (58) and (59), the optimal solution to (57) is
Notice that under any online sampling policy π, 
for all t ≥ S i . Therefore, the optimal solution to (57) is
Finally, we note that
where in
Step (a) we have used the monotonic convergence theorem, and
Step (a) is due to lim n→∞ D n = ∞ almost surely, which was obtained in (7). Hence, the MMSE estimation problem can be formulated as
Recall that (62) is the solution of (56) for any T > 0. Let T → ∞ in (62), we obtain that (4) is the MMSE estimator for solving (64). This completes the proof.
APPENDIX B PROOF OF (18)
If π is independent of {W t , t ∈ [0, ∞)}, the S i 's and D i 's are independent of {W t , t ∈ [0, ∞)}. Define x ∧y = min{x, y}. For any T > 0, let us consider the term
in the following two cases:
Step (a) is due to the law of iterated expectations, Step (b) is due to Fubini's theorem, Step (c) is due to the strong 
Therefore, (65) holds in both cases. By using an argument similar to (63), we can obtain
Combining (63)- (66), (18) is proven.
APPENDIX C PROOFS OF (25) AND (27) If f max → 0, (15) tells us that
which implies
Hence,
If f max → 0, (25) follows. Because Y is independent of the Wiener process, using the law of iterated expectations and the Gaussian distribution of the Wiener process, we can obtain
Therefore,
By combining (16), (25) , and (70), (27) follows in the case of f max → 0. If α → 0, then Y → 0 and W Y → 0 with probability one.
Substituting these into (15) and (70), yields
By this, (25) and (27) are proven in the case of α → 0. This completes the proof.
APPENDIX D PROOF OF (29)
If f max → ∞, the sampling rate constraint in (13) can be removed. By (15) , the optimal β is determined by (29) .
If α → ∞, let us consider the equation
If Y grows by α times, then β and E[max(β, W 2 Y )] in (71) both should grow by α times, and E[max(β 2 , W 4
Y )] in (71) should grow by α 2 times. Hence, if α → ∞, it holds in (15) that
and the solution to (15) is given by (29) . This completes the proof.
APPENDIX E PROOFS OF THEOREMS 3 AND 4
Proof: [Proof of Theorem 3] The zero-wait policy can be expressed as (12) with β = 0. Because Y is independent of the Wiener process, using the law of iterated expectations and the Gaussian distribution of the Wiener process, we can obtain
. According to (29) , β = 0 if and only if
which is equivalent to Y = 0 with probability one. This completes the proof.
Proof: [Proof of Theorem 4] In the one direction, the zerowait policy can be expressed as (11) with β ≤ ess inf Y . If the zero-wait policy is optimal, then the solution to (30) must satisfy β ≤ ess inf Y , which further implies β ≤ Y with probability one. From this, we can get
By this, (31) follows. In the other direction, if (31) holds, we will show that the zero-wait policy is age-optimal by considering the following two cases.
we can get β ≤ ess inf Y from (31) and hence
with probability one. According to (74) and (75), such a β is the solution to (30) . Hence, the zero-wait policy expressed by (11) with β ≤ ess inf Y is the age-optimal policy. Case 2: E[Y ] = 0 and hence Y = 0 with probability one. In this case, β = 0 is the solution to (30) . Hence, the zerowait policy expressed by (11) with β = 0 is the age-optimal policy.
Combining these two cases, the proof is completed.
APPENDIX F PROOF OF LEMMA 1
Recall that S i and G i are the sampling time and the service starting time of sample i , respectively. Suppose that in the sampling policy π, sample i is generated when the server is busy sending another sample, and hence sample i needs to wait for some time before being submitted to the server, i.e., S i < G i . Let us consider a virtual sampling policy  π = {S 0 , . . . , S i−1 , G i , S i+1 , . . .} such that the generation time of sample i is postponed from S i to G i . We call policy π a virtual policy because it may happen that G i > S i+1 . However, this will not affect our proof below. We will show that the MSE of the sampling policy π is smaller than that of the sampling policy π = {S 0 , . . . ,
Note that the Wiener process {W t : t ∈ [0, ∞)} does not change according to the sampling policy, and the sample delivery times {D 0 , D 1 , D 2 , . . .} remain the same in policy π and policy π . Hence, the only difference between policies π and π is that the generation time of sample i is postponed from S i to G i . The MMSE estimator under policy π is given by (4) and the MMSE estimator under policy π is given bŷ
Next, we consider a third virtual sampling policy π in which the samples (W G i , G i ) and (W S i , S i ) are both delivered to the estimator at time D i . Clearly, the estimator under policy π has more information than those under policies π and π . By following the arguments in Appendix A, one can show that the MMSE estimator under policy π iŝ
Notice that, because of the strong Markov property of Wiener process, the estimator under policy π uses the fresher sample D i+1 ). Because the estimator under policy π has more information than that under policy π, one can imagine that policy π has a smaller estimation error than policy π, i.e., for any T > 0
To prove (78), we invoke the orthogonality principle of the MMSE estimator [41, Prop. V.C.2] under policy π and obtain
where we have used the fact that W G i and W S i are available by the MMSE estimator under policy π . Next, from (79),
we can get
In other words, the estimation error of policy π is no greater than that of policy π. Furthermore, by comparing (76) and (77), we can see that the MMSE estimators under policies π and π are exactly the same. Therefore, the estimation error of policy π is no greater than that of policy π. By repeating the above arguments for all samples i satisfying S i < G i , one can show that the sampling policy Part (a) is proven in two steps:
Step 1: We will prove that mse opt ≤ c if and only if p(c) ≤ 0.
If mse opt ≤ c, then there exists a policy π = (Z 0 , Z 1 , . . .) ∈ 1 that is feasible for both (35) and (37) , which satisfies
Because the inter-sampling times 
Therefore, p(c) ≤ 0. On the reverse direction, if p(c) ≤ 0, then there exists a policy π = (Z 0 , Z 1 , . . .) ∈ 1 that is feasible for both (35) and (37), which satisfies (83). Because the limit lim n→∞
exists and is positive, from (83), we can derive (82) and (81). Hence, mse opt ≤ c. By this, we have proven that mse opt ≤ c if and only if p(c) ≤ 0.
Step 2: We needs to prove that mse opt < c if and only if p(c) < 0. This statement can be proven by using the arguments in Step 1, in which "≤" should be replaced by "<". Finally, from the statement of Step 1, it immediately follows that mse opt > c if and only if p(c) > 0. This completes the proof of part (a).
Part (b): We first show that each optimal solution to (35) is an optimal solution to (37) . By the claim of part (a), p(c) = 0 is equivalent to mse opt = c. Suppose that policy π = (Z 0 , Z 1 , . . .) ∈ 1 is an optimal solution to (35) . Then, mse π = mse opt = c. Applying this in the arguments of (81)- (83), we can show that policy π satisfies
This and p(c) = 0 imply that policy π is an optimal solution to (37) . Similarly, we can prove that each optimal solution to (37) is an optimal solution to (35) . By this, part (b) is proven.
APPENDIX H PROOF OF LEMMA 3
According to Theorem 2.51 of [55] , W 4 t − 6 t 0 W 2 s ds is an martingale of the Wiener process {W t , t ∈ [0, ∞)}. Because the minimum of two stopping times is a stopping time and constant times are stopping times [56] , it follows that t ∧ μ is a bounded stopping time for every t ∈ [0, ∞), where x ∧ y = min{x, y}. Then, it follows from Theorem 8.5.1 of [56] that for every t ∈ [0, ∞)
Notice that t ∧μ 0 W 2 s ds is positive and increasing with respect to t. By applying the monotone convergence theorem [56, Theorem 1.5.5], we can obtain
Hence, the limit lim t →∞ E W 4 t ∧μ exists. The remaining task is to show that
Towards this goal, let us consider
where in the last step we have used the strong 
and hence
On the other hand, by Fatou's lemma [56, Theorem 1.
Combining (90) and (91), yields (86). This completes the proof.
APPENDIX I PROOF OF (43)
The following lemma is needed in the proof of (43) 
which is determined by the control decision Z i and the recent information of the system 
Step (a) and Step (c) are due to the law of iterated expectations, and
Step (b) is due to Lemma 3. Because 
Therefore, we have 
Combining (93)-(99), yields (43) .
APPENDIX J PROOF OF THEOREM 5
By (43), (92) can be rewritten as 
and
Case 2: If b 2 < β, then μ * > 0 and (b + W μ * ) 2 = β. Invoking Theorem 8.5.5 in [56] , yields
Using this, we can obtain
Hence, in Case 2,
By combining these two cases, Lemma 4 is proven.
APPENDIX L PROOF OF LEMMA 5
The function u(s, b) is continuous differentiable in (s, b) . In addition,
By the Itô-Tanaka-Meyer formula [55, Theorem 7.14 and Corollary 7.35], we obtain that almost surely
where L a (t) is the local time that the Wiener process spends at the level a, i.e., 
we can obtain that for all t ≥ 0 and all x = (s, b) ∈ R 2 (53) is the optimal solution to (44) .
The remaining task is to prove (54) and (55) . According to (53) with β ≥ 0, we have 
By combining these two cases, we get
Using the law of iterated expectations, the strong 
then π is an optimal solution to the primal problem (37) and λ is a geometric multiplier [53] for the primal problem (37) . Further, if we can find such π and λ , then the duality gap between (37) and (41) 
Next, we use (126), (127), and β = 3(mse opt + λ − E [Y ]) to determine λ . To compute mse opt , we substitute policy π and (43) into (35) , which yields 
Case 2: If λ = 0, then (128) and (127) imply that
Combining (129)- (132), yields that β is the root of
Substituting (54) and (55) into (133), we obtain that β is the root of (15) . Further, (53) can be rewritten as (12) . Hence, if we choose π as the sampling policy in (12) and choose λ = β/3 − mse opt + E [Y ] where β is the root of (15), then π and λ satisfies (122)-(125). By using the properties of geometric multiplier mentioned above, (12) and (15) is an optimal solution to the primal problem (37) . Because the problems (13), (35) , and (37) are equivalent, (12) and (15) is also an optimal solution to (13) and (35) .
The optimal objective value mse opt is given by (128). Substituting (54) and (55) into (128), (16) follows. This completes the proof.
