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ABSTRACT 
 
In 2015 Australian wine producers sold approximately $A4.67 billion of wine.  This 
comprised of $A2.78 billion to Australian purchasers and $A1.89 billion in export 
sales.  It is well recognised that seasonal weather patterns influence grapevine (Vitis 
viniferia) physiology and therefore wine grape characteristics, thus affecting the 
quality of wine produced from those grapes.  Studies have shown that seasonal 
weather conditions have some influence on wine price.  However, management 
strategies appear to counteract most of the influence that weather has on wine 
grape yield and some of the impacts to quality.  Crop management strategies can 
be expected to have associated costs, however, almost no research has been 
undertaken to consider the influence of weather on wine grape production costs. 
This study asks the question “how does weather influence the cost of production of 
wine grapes”?  It has been conducted using a multiple case study methodology and 
as there has been very little research undertaken to investigate this relationship, 
the research has been exploratory in nature.  It has been conducted with both 
quantitative and qualitative data, strengthening construct validity and providing an 
opportunity to explore the research question more thoroughly. 
Financial data was received from six vineyards and was compared with weather 
variables, for different activities and phenological stages.  Interviews were 
undertaken with representatives from the vineyards that supplied the financial data 
and industry key informants to gain deeper insight into the decisions that may 
influence expenditure. 
This research has found three potential implications, worthy of further 
consideration for wine grape producers, (i) the practice of scheduled pesticide 
spraying has the potential to reduce the ability of wine grape producers to identify 
opportunities that climate change may provide to amend their spray schedules, 
reduce expenditure and potentially benefit the environment; (ii) unless the practice 
of scheduled pesticide spraying is taken into account, there is the potential for the 
over-estimation of the impact that a changing climate will have on pest and disease 
expenditure and thus vineyard profitability; (iii) while rainfall is expected to increase 
vineyard floor management costs and hot temperatures are likely to decrease costs, 
increased night temperatures are more likely to impact vineyards where 
monocotyledon plants are used on the vineyard floor. 
This research resulted in three recommendations, two identifying areas for further 
study (i) improving the understanding of the relationship between disease pressure 
and spraying activity to enable better estimation of how changes in pest/disease 
pressure will translate into changes in pesticide/fungicide spray expenditure, and (ii) 
investigation of the use of dicotyledonous  planting instead of monocotyledonous 
planting on the vineyard floor as a possible way to reduce vineyard floor 
management costs.  The third recommendations relates to the difficulty accessing 
data to undertake this project and identifies the potential benefit of being able to 
financially assess a vineyard down to block level. 
  
 CERTIFICATION OF THESIS 
 
 
This thesis is entirely the work of Connie Maree Venning, except where otherwise 
acknowledged.  The work is original and has not previously been submitted for any 
other award, except where acknowledged. 
 
Student and supervisors’ signatures of endorsement are held at USQ. 
 
 
 
Ms Ursula Kennedy 
Principal Supervisor 
 
 
 
Dr Phillip Currey 
Associate Supervisor
ACKNOWLEDGEMENT 
I would like to acknowledge the contribution of my supervisors, Ursula and Phil.  
Their advice was always honest and practical and their support constant.  I would 
also like to acknowledge the participants in this project.  Without their, freely given, 
input there would be no dissertation.  Finally, I would like to thank my family 
members.  My husband Tom for providing support at all times, looking after 
children when I needed to work and telling me “it’s all going to be fine” when I 
needed reassurance and encouragement.  My mum, Yvonne, who has spent many 
hours with my children, much to their delight.  And my children, Austin and Rohan, 
who probably didn’t get as much “mummy-time” as they might have liked, but 
probably did get to watch more television than may have been advisable. 
I would also like to acknowledge the support I received to undertake this research 
from the Australian Commonwealth Government through the Research Training 
Program (RTP) Fees Offset Scheme. 
 
 
 
 
 
 
 
 
 
TABLE OF CONTENTS 
 
1. INTRODUCTION ................................................................................................................ 1 
2. LITERATURE REVIEW ........................................................................................................ 2 
2.1. Introduction ................................................................................................................. 2 
2.2. Background .............................................................................................................. 4 
2.2.1. The Australian wine and grape industry .............................................................. 4 
2.2.2. Climate ............................................................................................................. 6 
2.3. Grape production ................................................................................................... 11 
2.3.1. Phenological stages of the grape vine ........................................................... 11 
2.3.2. Production requirements ............................................................................... 14 
2.3.3. Climatic and environmental influences on grape production ....................... 16 
2.4. Vineyard Management .......................................................................................... 21 
2.4.1. Pests and Disease management .................................................................... 21 
2.4.2. Vineyard floor management .......................................................................... 23 
2.4.3. Grape vine management ............................................................................... 23 
2.4.4. Irrigation ......................................................................................................... 24 
2.5. Climate and grape growing business profitability ................................................. 25 
2.5.1. Grape and wine sales price ............................................................................ 25 
2.5.2. Yield ................................................................................................................ 27 
2.5.3. Grape production expenditure ...................................................................... 28 
2.6. Conclusion .............................................................................................................. 29 
3. METHODOLOGY ............................................................................................................. 30 
3.1. Introduction ........................................................................................................... 30 
3.2. Why a multiple case study? ................................................................................... 30 
3.3. Advantages and disadvantages of a case study ..................................................... 32 
3.3.1. Construct validity ........................................................................................... 32 
3.3.2. Internal Validity .............................................................................................. 33 
3.3.3. External Validity ............................................................................................. 33 
3.3.4. Reliability ........................................................................................................ 34 
3.4. Participants ............................................................................................................ 35 
3.4.1. Wine grape producers.................................................................................... 35 
3.5. Participant Descriptions ..................................................................................... 38 
3.6. DATA ...................................................................................................................... 40 
3.6.1. Consideration of temperature variables for this study.................................. 41 
3.6.2. Sourcing of weather data ............................................................................... 44 
3.6.3. Calculation of weather variables ................................................................... 45 
3.6.4. Vineyard Financial Data ................................................................................. 47 
3.6.5. Participant interviews .................................................................................... 48 
3.6.6. Ethical treatment of participants and their data ........................................... 49 
3.7. Conclusion .............................................................................................................. 50 
4. RESULTS AND ANALYSIS ................................................................................................. 51 
4.1. Introduction ............................................................................................................... 51 
4.2. Analysis of weather variables ................................................................................ 51 
4.2.1. Introduction ................................................................................................... 51 
4.2.2. Evaluation of the annual weather variables .................................................. 52 
4.2.3. Phenological stage weather ........................................................................... 54 
4.3. How weather influences pest and disease expenditure ........................................ 56 
4.3.1. Introduction to pest and disease expenditure ............................................... 56 
4.3.2. Summary of results of correlation analyses between pest and disease 
management expenditure and weather variables......................................................... 58 
4.3.3. Pest and disease management expenditure and rainfall .............................. 59 
4.3.4. Pest and disease management expenditure and temperature ..................... 62 
4.3.5. Issues influencing the ability to identify linear correlations between pest and 
disease management expenditure and weather variables ............................................ 63 
4.3.6. Implications for pest and disease management ............................................ 66 
4.3.7. Conclusion ...................................................................................................... 68 
4.4. How weather influences vineyard floor management expenditure ...................... 69 
4.4.1. Introduction to vineyard floor management expenditure ............................ 69 
4.4.2. Summary of results of correlation analyses between vineyard floor 
management expenditure and weather variables......................................................... 70 
4.4.3. Vineyard floor management expenditure and rainfall .................................. 72 
4.4.4. Vineyard floor management expenditure and temperature ......................... 73 
4.4.5. Issues influencing the ability to identify linear correlations between vineyard 
floor management expenditure and weather variables ................................................ 74 
4.4.6. Implications for vineyard floor management ................................................ 75 
4.4.7. Conclusion ...................................................................................................... 75 
4.5. How weather influences vine management expenditure ..................................... 76 
4.5.1. Introduction to vine management expenditure ............................................ 76 
4.5.2. Summary of results of correlation analyses between vine management 
expenditure and weather variables ............................................................................... 76 
4.5.3. Vine management expenditure, the weather variables, and the issues 
influencing the ability to identify linear correlations..................................................... 77 
4.5.4. Conclusion ...................................................................................................... 84 
4.6. How weather influences irrigation expenditure .................................................... 85 
4.6.1. Introduction to irrigation expenditure ........................................................... 85 
4.6.2. Summary of results of correlation analyses between irrigation expenditure 
and weather variables .................................................................................................... 85 
4.6.3. Irrigation expenditure, the weather variables, and the issues influencing the 
ability to identify linear correlations .............................................................................. 87 
4.6.4. Conclusion ...................................................................................................... 90 
4.7. Limitations to data ................................................................................................. 90 
5. RECOMMENDATIONS..................................................................................................... 91 
5.1. Recommendation 1 – Further study into the relationship between disease 
pressure and spraying activity. .......................................................................................... 91 
5.2. Recommendation 2 – Further study into the potential of using dicotyledon 
planting on the vineyard floor instead of monocotyledon planting. ................................. 92 
5.3. Recommendation 3 – Improved management of financial data to allow financial 
analysis at the block level. ................................................................................................. 92 
6. CONCLUSION .................................................................................................................. 93 
7. REFERENCES ................................................................................................................... 95 
1 ........................................................................................................................................... 105 
APPENDIX 1 – INTERVIEW GUIDE FOR WINE GRAPE PRODUCERS ...................................... 106 
APPENDIX 2 - INTERVIEW GUIDE FOR INDUSTRY ASSOCIATES ............................................ 109 
APPENDIX 3 – DESCRIPTIVE STATISTICS FOR WEATHER VARIABLES.................................... 111 
Annual Temperature ........................................................................................................ 111 
Harvest – Budburst Temperature .................................................................................... 113 
Budburst – Flowering Temperature ................................................................................. 115 
Flowering – Veraison Temperature ................................................................................. 117 
Veraison to Harvest Temperature ................................................................................... 119 
Extreme Hot Days ............................................................................................................ 121 
Extreme Cold Days ........................................................................................................... 122 
APPENDIX 4 – CORRELATION ANALYSES RESULTS  - PEST AND DISEASE EXPENDITURE ..... 124 
Annual .............................................................................................................................. 124 
Harvest – Budburst .......................................................................................................... 125 
Budburst – Flowering ....................................................................................................... 126 
Flowering to Veraison ...................................................................................................... 127 
Veraison to Harvest.......................................................................................................... 128 
APPENDIX 5 – CORRELATION ANALYSES RESULTS  - VINEYARD FLOOR MANAGEMENT 
EXPENDITURE ....................................................................................................................... 129 
Annual .............................................................................................................................. 129 
Harvest – Budburst .......................................................................................................... 130 
Budburst – Flowering ....................................................................................................... 131 
Flowering – Veraison ....................................................................................................... 132 
Veraison – Harvest ........................................................................................................... 133 
APPENDIX 6 – CORRELATION ANALYSES RESULTS  - VINE MANAGEMENT EXPENDITURE .. 134 
Annual .............................................................................................................................. 134 
Harvest – Budburst .......................................................................................................... 135 
Budburst – Flowering ....................................................................................................... 136 
Flowering – Veraison ....................................................................................................... 137 
Veraison – Harvest ........................................................................................................... 138 
APPENDIX 7 – CORRELATION ANALYSES RESULTS  - IRRIGATION EXPENDITURE ................ 139 
Annual .............................................................................................................................. 139 
Harvest – Budburst .......................................................................................................... 140 
Budburst – Flowering ....................................................................................................... 141 
Flowering – Veraison ....................................................................................................... 142 
Veraison – Harvest ........................................................................................................... 143 
 
 
 
Page | 1  
 
1. INTRODUCTION 
In 2015 Australian wine producers sold approximately $A4.67 billion of wine.  This 
comprised of $A2.78 billion to Australian purchasers and $A1.89 billion in export 
sales (Wine Australia 2016b). It is well recognised that seasonal weather patterns 
influence grapevine (Vitis vinifera) physiology and therefore wine grape 
characteristics, thus affecting the quality of wine produced from those grapes (eg. 
Gladstones 1992; Schultz 2000; Jones & Alves 2012; Barnuud et al. 2014).  Studies 
have shown that seasonal weather conditions have some influence on wine price 
(eg. Haeger & Storchmann 2006; Ashenfelter & Storchmann 2010a).  Management 
strategies appear to counteract most of the influence that weather has on wine 
grape yield and some of the impacts to quality (eg. Jones & Davis 2000; Chevet et 
al. 2011; Camps & Ramos 2012).  Crop management strategies can be expected to 
have associated costs, however, almost no research has been undertaken to 
consider the influence of weather on wine grape production costs (Ashenfelter & 
Storchmann 2016). 
This research project asks the question “How does weather influence the cost of 
production of wine grapes”?  To investigate the research question, an exploratory 
multiple case study approach has been undertaken, using both quantitative and 
qualitative methods.  Financial data relating to the management of one block of Shiraz 
grapes has been collected from six Australian vineyards and compared with a number 
of weather variables (quantitative data).  Semi-structured interviews were also 
conducted with the representatives of each of the vineyards supplying the financial 
data and with four industry associates to gain additional insight into the decisions 
made by wine grape producers that will influence production expenditure (qualitative 
data).  The quantitative and qualitative data were then analysed separately, and 
together, to explore the relationship between weather conditions and wine grape 
production cost, and identify areas worthy of further investigation. 
This report has five main sections: (i) literature review - a literature review has been 
conducted to examine the context in which this research is placed; (ii) methodology 
– a discussion regarding the choice of an exploratory case study for this project and 
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the advantages, disadvantages and considerations when undertaking this method 
of research, as well as detail of participant recruitment and data collection; (iii) 
results and discussion – the results of both the qualitative and quantitative analyses 
are presented together and discussed across four activity areas - pest and disease 
management, vineyard floor management, vine management and irrigation; (iv) 
recommendations – three recommendations have been made as a result of this 
research; and (v) summary – a summary of this report 
2. LITERATURE REVIEW 
2.1. Introduction 
The purpose of this chapter is to provide the context in which the research project 
is based.  In 2015, the Australian wine grape crush was approximately 1.7 million 
tonnes (Wine Australia 2016a), and total wine sales, to both domestic and export 
markets, were approximately $A4.67 billion (Wine Australia 2016b).   Wine grape 
physiology is strongly affected by climatic conditions (Gladstones 1992).  Many 
studies have been undertaken to assess the impact of climate, and climate change, 
on grape production and quality parameters, most commonly with reference to 
temperature (eg. Webb et al. 2007; Gonçalves et al. 2008; Schultz & Jones 2010; 
Jones & Alves 2012).  Studies that are likely to provide insight on factors relating to 
profitability have focused on wine sale price and wine grape yield.  Wine sale price 
has been shown to have a relationship with vineyard temperature and rainfall.  
However, many non-climate factors such as brand reputation (Landon & Smith 
1997; Oczkowski & Doucouliagos 2015), region reputation (Webb et al. 2008) and 
wine-maker’s skill (Haeger & Storchmann 2006) have also been shown to have a 
large impact on wine sale price.  Additionally, the Standing Committee on State 
Development (2010) found that demand for a particular variety or product of a 
particular region can change rapidly, which will also influence pricing.  Where 
researchers have investigated the relationship between climate and wine grape 
yield, they have found limited evidence of a relationship between wine grape yield 
and climatic conditions.  Researchers suggest that the reason for the limited 
evidence of a relationship between climate and yield is that crop management 
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strategies will mitigate the effects that climatic conditions have on yield (eg. Jones 
& Davis 2000; Chevet et al. 2011; Camps & Ramos 2012).   
The majority of studies referred to in this dissertation discuss climate, despite the 
research question for this project focusing on weather.  NOAA (2014) states that the 
difference between weather and climate is matter of time, with weather focussing 
on the atmospheric conditions in a short time-frame eg days, weeks or months 
whereas climate refers to the average weather conditions across a number of years.  
Considering the definition of weather given above, it can be seen that the prior 
research referred in this dissertation is actually considering weather behaviour to 
anticipate potential impacts of a changing climate.  They also indicate that 
considering the impact that weather conditions are likely to have on the 
profitability of the grape growing industry, from the perspective of wine sale price 
or wine grape yield, will be challenging. 
Accounting profit is a function of income and the expenses incurred to achieve that 
income (McLaney & Atrill 2012).  Wine sale price and wine grape yield variations will 
affect a business’ ability to create income, however, equally important to 
profitability is the cost of production.  Production expenditure can also be 
considered the financial expression of crop management decisions.  There is 
virtually no reported research considering the influence that climatic factors have 
on the cost of wine grape production (Ashenfelter & Storchmann 2016).   
This literature review establishes the context in which this research project is placed 
and has three main sections.  The first section provides background information on 
the Australian climate and the grape growing/wine industry.  The second section 
discusses research on attributes likely to have direct impact on profitability i.e. wine 
sale price, wine grape yield and wine grape production costs.  The third section 
considers how weather and climate will affect vineyard management decisions and 
actions. This review concludes by recognising that the two aspects of the income 
equation, wine sales price and wine grape yield, have been shown to be strongly 
influenced by non-climatic factors and thus may have reduced value for assisting 
grape growers to understand what role climatic conditions have in the profitability 
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of their business.  However, it also recognises that many vineyard management 
decisions and activities are strongly influenced by weather and climatic conditions 
and are likely to have associated expenditure which will equally influence 
profitability. 
2.2. Background 
2.2.1. The Australian wine and grape industry 
Wine grapes were introduced to Australia in the early 1800’s and a wine industry 
was well established by the mid 1800’s (Wine Australia 2013).  There are now 65 
major wine regions in Australia (see figure 2.1).  In 2015, approximately 1.7 million 
tonnes of grapes were crushed producing approximately 1.19 billion litres of wine 
(Wine Australia 2016a).  South Australia is the largest producing state in Australia, 
with approximately 69% of production in 2015 (Wine Australia 2016a) . 
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Figure 2.1. Wine regions of Australia (AGWA 2014) 
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2.2.2. Climate 
Climate has a significant influence on the production of wine grapes, with 
temperature strongly influencing the advancement of phenological stages, and 
temperature during the ripening period strongly influencing grape quality 
attributes.  Additionally, sunshine hours, total precipitation and timing as well as 
relative humidity will also influence yield and quality (Gladstones 1992). 
Climate will also influence vineyard management strategies, with hot, dry climates 
increasing the need for irrigation and pruning and trellising strategies that protect 
the berry from the sun (Webb, L. et al. 2010),  but with a likely reduction in pest and 
disease pressure (eg. Zhang & Sutton 1994; Carroll & Wilcox 2003; Rossi & Caffi 
2007; Caffi et al. 2016).  However, cooler, wetter climates will require strategies 
that provide more sun exposure to the berry to ensure adequate ripening and 
reduce the need for irrigation (Dry et al. 2004), but potentially increase pest and 
disease pressure (eg. Carroll & Wilcox 2003; Rossi & Caffi 2007; Williams et al. 2007; 
Steel et al. 2011).  Climate will also influence decisions regarding vineyard floor 
management (Ripoche et al. 2010). 
Australia’s climate can be broadly divided into six major climatic zones (BOM 2013) 
with the majority of Australia’s wine regions located in temperate zones (figure 2.2).  
Temperate zones have distinct seasons and can be divided into warm, mild and cool 
zones.  Warm temperate zones have mild winters with limited rainfall and hot to 
very hot summers that receive the majority of rainfall.  Moderate temperate zones 
have mild to cool winters and hot to very hot summers, rainfall is spread more 
evenly throughout the year, but is still more common in summer periods. Cool 
temperate zones have cool to very cold winters and hot dry summers.  The majority 
of rainfall in cool temperate zones occurs in the winter months (ABS 2014). 
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Figure 2.2.  Australian climatic zones (Dowell 2014) 
Australia’s weather is influenced by many patterns.  Often these patterns are more 
prevalent in a particular season and may last from a few days to months or seasons, 
or, in the case of trade winds and the sub-tropical ridge, be ongoing.  The major 
longer-term patterns that drive climatic variability  in Australia’s wine grape growing 
regions are the El Niño Southern Oscillation (ENSO), the Southern Annular Mode 
(SAM) and the Indian Ocean Dipole (IOD) (BOM 2015b).  It must also be recognised 
that these climatic drivers do not operate in isolation, but are connected and can 
produce a combined effect (Trenberth et al. 1998; Lim & Hendon 2015a). 
 Zone Description 
 1 High humidity summer, warm winter 
 2 Warm humid summer, mild winter 
 3 Hot dry summer, warm winter 
 4 Hot dry summer, cool winter 
 5 Warm temperate 
 6 Mild Temperate 
 7 Cool temperate 
 8 Alpine 
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2.2.2.1. El Niño Southern Oscillation 
The ENSO is a predictable, coupled ocean-atmospheric climate phenomenon.  It has 
three phases, La Niña, Neutral and El Niño.  During a La Niña phase increases in sea 
surface temperatures (SST) in the western Pacific lead to increased rainfall in 
eastern Australia (figure 2.3), more cloudy days and cooler temperatures.  El Niño 
events, caused by weakening trade winds and an easterly shift of warm SST create 
the opposite effect (figure 2.4).  The neutral phase produces average conditions (eg. 
Power et al. 1998; Cai et al. 2011; Speer et al. 2011; Fierro & Leslie 2014).  In all 
these events the impacts are most consistent in tropical and sub-tropical areas, 
while impacts are still prominent in higher latitudes, they are less consistent 
(McPhaden et al. 2006). 
A.       B. 
   
Figure 2.3. Average winter/spring (A) and summer (B) rainfall deciles for twelve La Niña events 
(BOM nd-b) 
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A.           B. 
   
Figure 2.4. Average winter/spring (A) and summer (B) rainfall deciles for twelve El Niño 
events (BOM nd-a) 
2.2.2.2. Southern Annular Mode 
The SAM, also known as the Antarctic Oscillation, refers to the movement, north or 
south, of the wind belt that circles the Antarctic.  When a negative SAM exists, higher 
pressure is experienced over polar regions, and lower pressure in the mid-latitudes 
leading to unsettled weather and an increase in storms and rain in southern Australia.  
Whereas, a positive SAM will see low pressure over polar regions and high pressure in 
the mid-latitudes causing dry stable conditions.  A positive SAM can also generate 
easterly winds bringing moisture and rainfall to eastern Australia during spring (BOM 
2015a; Lim & Hendon 2015b, 2015a). 
2.2.2.3. Indian Ocean Dipole 
The IOD is a coupled ocean-atmospheric phenomenon, similar to ENSO, but, as its 
name suggests, relates to SST and air pressure for the Indian Ocean (BOM 2015c).  
When the IOD is in a positive phase rainfall over south-eastern Australia is reduced, 
and when in the negative phase it is increased (see figure 2.5) (Cai et al. 2009).  The 
ENSO does appear to have a relationship with the IOD, with El Niño events often 
occurring with positive IOD.  La Niña often occurs with negative IOD however this 
link is not as strong (Cai et al. 2009). 
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A.             B. 
   
Figure 2.5.  Average rainfall deciles for winter-spring rainfall for ten negative (A) and 
eleven positive (B) IOD years (BOM nd-c, nd-d) 
2.2.2.4. Climate Change 
Increased levels of carbon dioxide (CO2) and other greenhouse gasses in the 
atmosphere and changed land use patterns have altered the earth’s energy balance 
and led to climatic change (IPCC 2007).  Observations have shown that Australia is 
warming and it is expected to continue to do so.  There is uncertainty regarding 
rainfall pattern changes in eastern and northern Australia, however, there is a high 
level of confidence that rainfall in south-western Australia will decrease.  Observed 
and expected changes are more pronounced during winter and spring (IPCC 2014).  
As temperature change also ultimately affects SST, both the ENSO and the IOD will 
also be affected (Cai et al. 2012; IPCC 2014). 
2.2.2.5. The difference between weather and climate 
The main difference between weather and climate is the timeframe under 
consideration.  Weather refers to the short-term (eg. day, week, season) 
atmospheric conditions, while climate refers to the average conditions experienced 
in a location across a number of years (NOAA 2014).  However, the use of the words 
climate and weather are often used interchangeably, for example Fraga, Helder et 
al. (2016) uses the sentence “STICS requires daily climatic records as input”.  Studies 
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looking to anticipate the impact of climate change may have on a topic often 
actually study annual/seasonal weather and its relationship with the topic of 
research and then extrapolate from those results to identify potential climate 
change impacts based on an anticipated altered climate (eg. Haeger & Storchmann 
2006; Camps & Ramos 2012; Fraga, Helder et al. 2016). 
2.3. Grape production 
This section discusses different phenological stages of the grape, the standards 
required by wineries for grapes that are used to produce wine and climatic factors 
that can influence those standards 
2.3.1. Phenological stages of the grape vine 
The grape vine is a woody perennial plant.  In the southern hemisphere, the 
majority of its growth occurs between September and April.  Figure 2.6 identifies 47 
industry-recognised phenological stages, however these can be grouped together 
into five important stages: 
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Figure 2.6 Grape vine Growth Stage Table (Dry et al. 2004) 
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2.3.1.1. Dormancy 
During winter the grape vine goes into a state of dormancy.  Prior to budburst 
unwanted canes and shoots are removed. (Jackson 2008).   
2.3.1.2. Budburst 
Budburst occurs when mean daily temperatures consistently reach a certain level - 
usually around 10oC or soil temperature temperatures reach approximately 25oC  
(Dry et al. 1992; Gladstones 1992).  During this period the vine undergoes intense 
vegetative growth and is sensitive to water stress.  Water stress can lead to irregular 
budburst, short shoots and fewer flowers, thus a reduction in potential yield (McCarthy et 
al. 2004).  It is also important to properly manage the canopy during this phase of rapid 
growth.  If appropriate pruning and vine training are not undertaken the canopy can 
develop in such a way that there will be heavily-shaded inside which will negatively impact 
bud initiation, berry setting, and ripening as well as providing a more inviting environment 
for pest and disease (Coobe 1988).    Spraying for pests and diseases commences 
during this period.  Ensuring adequate water supply is important as water stress at 
this time can lead to irregular budburst, short shoots and fewer flowers although 
waterlogged soil can be detrimental to new root growth (Dry et al. 1992; McCarthy 
1997; Jackson 2008). 
2.3.1.3. Flowering 
During this stage, abscission and cell division occur, new root growth begins, and 
the vine begins to flower.  Once flowers are pollinated and fertilisation occurs, fruit 
begins to set.  It is common to conduct another round of pesticide spraying at this 
stage.  The crop may also be thinned, aiding vine balance and the potential for 
better spray penetration (Dry et al. 1992; Jackson 2008).  Bunch thinning may also 
occur as a part of a quality improvement strategy, as it is thought that reducing 
yield will increase fruit quality (Chapman et al. 2004). The vine is still sensitive to 
water stress, however limited water stress can be used to limit berry size and bunch 
compactness, reducing the risk  of bunch rot and some research suggests 
intensifying flavour and colour in red skinned varieties (Jackson & Lombard 1993; 
Jackson 2008).  As shoot and berry growth slows, water stress will have a lesser 
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impact on the vine and fruit, with the main effect being a delay in fruit ripening 
(McCarthy 1997). 
Also, during this period, the initiation of the following year’s inflorescence occurs, 
thus excessive stress on the grape vine at this period, will not only impact the 
current year’s yield but also yield in the year following (Coobe 1988) 
2.3.1.4. Veraison 
Veraison occurs when the berries start to change colour, accumulate sugar and 
soften, at this point it can be important to protecting the crop from birds and 
animals.  It may also be necessary to complete more fungicide spraying (Dry et al. 
1992; McCarthy 1997; Jackson 2008). 
2.3.1.5. Maturity 
The grapes are mature and ready for harvesting when an appropriate balance of 
colour, acid, sugar and flavour have been achieved.  Once the fruit has matured the 
vine will build carbohydrate reserves for the next season (Dry et al. 1992; Jackson 
2008).   
2.3.2. Production requirements 
Grapes produced for wine use are required to meet certain standards.  The six main 
criteria considered are sugar concentration (total soluble solids), titratable acidity, 
colour, berry size, pH, and contamination, including fungal diseases.  Of these 
attributes, sugar content is most likely to be detailed in growing contracts (Allan 
2003; Krstic et al. 2003).  Some grape supply contracts may also pay a premium 
dependent on which wine the grapes are used for (Fraser 2005). 
2.3.2.1. Sugar content 
In Australia, sugar content is measured as total soluble solids (TSS) in degrees Brix, it 
may then be converted to Baume units.    Sugar content provides an indication of 
the potential alcohol content of wine produced from the berries.  Dependant on the 
style of wine to be produced a winery is likely to specify a Brix range that is 
acceptable.  Berries with a high sugar content can produce wines of high alcohol 
content that may not be suitable for the particular style being produced or be 
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restricted from some markets.  It is possible to remove excess alcohol from wine, 
but this can be costly and impacts on wine quality.  Berries with a low sugar content 
are also likely to be less desirable as they are also likely to produce flavours 
incompatible with the desired style (Allan 2003; Fraser 2003; Krstic et al. 2003).   
2.3.2.2. Titratable Acidity (TA) 
Measurements of TA considered with TSS measurements provide a more robust 
indication of maturity and quality.  TA is a measurement of the total amount of 
organic acids, mostly tartaric and malic acids, and is expressed as grams per litre.  
Acidity is has a significant impact on wine wine sensory qualities.  High levels of 
acidity will produce a wine that is tart, while low levels are likely to produce a wine 
lacking in flavour.  In warmer growing regions acidity levels may reduce more 
rapidly than flavour compounds can be produced, requiring adjustment during wine 
production and thus  increasing production costs (Allan 2003; Krstic et al. 2003). 
2.3.2.3. pH 
Another indicator of maturity is pH, which is a measure of the concentration of 
hydrogen ions in the grape juice.  Higher levels of pH reduce colour and encourage 
bacterial activity, impacting on wine sensory qualities, wine colour and wine ageing 
potential.  pH levels are of more concern when producing red wine (Krstic et al. 
2003). 
2.3.2.4. Colour 
Colour intensity, particularly in red and black grapes, can be used as a quality 
indicator (Allan 2003).  Colour intensity may impact on the price received for a crop 
and requirements may vary dependant on the winemaker’s planned use for the 
berries (Allan 2003).  Colour can be assessed with a subjective visual examination or 
by measurement and expressed as milligrams of anthocyanins per gram of berry 
weight (Allan 2003; Krstic et al. 2003). 
2.3.2.5. Berry size 
Berry size is either a measurement of weight or diameter.  Vine stress and growth, 
as well as water availability will all affect berry size.  Smaller berries are likely to 
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ripen earlier and are often associated with higher quality fruit, particularly with red 
grapes as a higher skin/seed to pulp ratio can concentrate colours, flavours and 
tannins (Krstic et al. 2003). 
2.3.3. Climatic and environmental influences on grape production 
2.3.3.1. Temperature 
Temperature has a significant impact on the four main development stages of wine 
grapes, those being budburst, flowering, veraison and maturity (Webb, L et al. 
2010).  Different varieties move through these stages at different rates and will 
react to temperature changes differently.  In cool climates, where there are short 
growing seasons, varieties that ripen and mature early are necessary, however, in 
hot climates, with longer growing seasons, late ripening varieties will have time to 
mature (Buttrose 1970; Jones & Davis 2000). 
Generally a temperature range of approximately 20-22oC is optimal for vine growth, 
bud formation, flowering and early fruit development, with optimal vegetative 
growth happening at around 23 – 25oC (Gladstones 1992).  Additionally, soil and 
root temperature, independent of atmospheric temperature, appear to have a 
significant impact on vine growth, bud development, acidity, and sugar levels  
(Woodham & Alexander 1966; Zelleke & Kliewer 1979).  Excessive heat may cause 
plant stress, premature veraison and influence stomatal activity, reducing 
photosynthesis, and berry formation (Rogiers et al. 2011; Camps & Ramos 2012; 
Sadras et al. 2012). 
Temperature variability is challenging for grape vines, for example, extended low 
averages will restrict bud burst thus reducing the potential for frost damage, 
however, where average temperatures and minima have been high enough to 
promote bud burst, frosts will cause damage.  At the other end of the scale, high 
average temperatures are less likely to cause heat damage than occasional 
extremes (Gladstones 1992). 
Some of the most direct impacts of climate change are likely to be the change in the 
commencement of the annual growth cycle and growing season length, which is 
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likely to negatively impact quality and yield (Camps & Ramos 2012).  Numerous 
studies have identified advancing harvest dates as temperatures have increased 
(Duchene & Schneider 2005; Hall & Jones 2009; Camps & Ramos 2012) causing 
ripening to occur during hotter months and Bock et al. (2013) attributed 
temperature change to increases in must sugar content.  
For optimal wines, the length and temperature of the ripening period needs to be 
such that sugars can accumulate to favourable levels, acid structure is maintained 
and the appropriate flavour profile is produced.  When a grape vine is in a warmer 
than optimal climate, phenological events occur more rapidly causing higher sugar 
production and loss of acids.  This means that either the vine is harvested while 
there is a balance between  grape sugars and acids but before flavours have fully 
developed or after flavours have developed but with the potential to produce an 
unbalanced wine, high in alcohol content and low acidity (Gladstones 1992; Schultz 
2000; Jones & Alves 2012; Barnuud et al. 2014).  
Some of these faults can be adjusted after harvest but require additional inputs and 
risks,  and thus costs (Jones & Alves 2012).  Water Availability 
Water availability will impact the vine differently, depending on the variety and at 
which phenological stage the vine is in.  Water availability is not only a factor of the 
amount of irrigation or precipitation received, but also of the water holding capacity 
of the soil.  An additional issue, particularly for irrigated vines, is the quality of the 
water, as grape vines are moderately sensitive to salinity (McCarthy et al. 2004).  
Different stages of growth are more sensitive to water stress: 
Budburst to Flowering  
The vine will be sensitive to water stress, which can lead to irregular budburst, short 
shoots and fewer flowers, thus a reduction in potential yield.  However waterlogged 
soil can be detrimental to new root growth that is sensitive to a lack of aeration in 
the soil (Gladstones 1992; McCarthy et al. 2004). 
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Flowering to veraison  
This development stage is also sensitive to water stress.  Water stress during this 
period will lead to poor berry-set and small berries.  However, limited stress can be 
used to limit berry size and bunch compactness, diminishing the prevalence of 
bunch rot and potentially increasing flavour and colour intensity (Jackson 2008).  As 
shoot and berry growth slows, water stress will have a lesser impact, with the main 
effect being a delay in ripening (McCarthy et al. 2004).     
Root growth, which begins during this stage, will be affected by water stress.  
Initially root growth and fine root production will be stimulated by water stress, but 
after that, root growth will be restricted (Jackson 2008).  However,  Schreiner, 
Tarara and Smithyman (2007) found that the  presence of arbuscular mycorrhizal 
fungi  mitigated some water stress. 
Heavy rain at this point can also be damaging, interfering with pollination and 
reducing photosynthesis opportunities where cloudiness reduces sunshine, while it 
can also stimulate vegetative growth which may negatively affect bud 
differentiation and berry-set (Gladstones 1992). 
Veraison to harvest 
During ripening there needs to be enough moisture to maintain the vine and 
support the crop.  The berries should now be established as the vine’s main priority 
and mild water stress can enhance sugar and anthocyanin concentration, reduce 
acidity and quicken ripening.  However, excess water stress can reduce yields and 
where stress leads to leaf drop, particularly in warm climates, bunches will be 
directly exposed to the sun, increasing berry temperature and the potential for 
sunburn.  Excessive stress, without leaf drop, can reduce photosynthesis as stomata 
close to reduce water loss resulting in reduced sugar accumulation.  Additionally, 
excess water deficit can also lead to lower yields in the following season, even if 
appropriate moisture is available.  Excessive rain during ripening can cause berry 
splitting and berry rot (Winkler et al. 1974; Gladstones 1992; Petrie et al. 2004; 
Jackson 2008). 
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Post harvest and dormancy 
Water stress after harvest will reduce root growth and cause leaves to fall early 
limiting the build-up of carbohydrate and nitrogen reserves in the vine wood which 
is essential for future bud and shoot growth.  After the leaves fall water availability 
has little impact on the vine (McCarthy et al. 2004). 
2.3.3.2. Relative Humidity 
High relative humidity has a strong influence on disease occurrence, for example 
Carroll and Wilcox  (2003) found that infection rates of grape vine powdery mildew 
rose in relation to relative humidity until about 85% where rates either stabilised or 
decreased and Valdés-Gómez et al (2008) found that the relative humidity within 
the vine canopy was an important factor in the incidence of botrytis infections.  
However, low relative humidity can cause stomatal closing which will in turn reduce 
photosynthesis and plant growth (During 1992). 
2.3.3.3. Hail 
A hail event can damage or destroy foliage, flowers, stems, branches and fruit, 
additionally, vines damaged by hail can become more susceptible to botrytis 
infections (DEPI 2012; Agriculture Victoria 2017).  If the hail event occurs early in 
the season, recovery may occur, but hail from flowering onward can cause crop loss 
and may lead to lower yield in the following season (DEPI 2012).  Hail and storms 
can also cause significant infrastructure damage to the vineyard (AWRI 2015). 
2.3.3.4. Frost 
Extreme frosts, early frosts, when the vine has not entered dormancy or late frosts, 
after budburst will cause damage to the vine (Jackson 2008).  As days grow shorter 
and colder grape vines enter a dormant state, they then require a variety specific 
time period exposed to temperatures between 0 – 7oC to activate the vine for 
budburst in spring (Londo & Johnson 2014).  Without this chilling period budburst 
will be delayed and uneven.  As the vine moves through the phenological stages 
following an uneven budburst, further stages will also occur unevenly resulting in 
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uneven ripening and thus a challenging harvest (Lavee & May 1997; Webb et al. 
2007). 
2.3.3.5. Fire 
Fire can cause direct damage to the vines.  Additionally, dependant on the 
phenological stage, grapes exposed to smoke can produce a tainted wine (Collins et 
al. 2014).  Berries between veraison and harvest are most susceptible to smoke 
taint.  Taint caused either by smoke or scorched vines has not been shown to affect 
the sensory qualities of future crops (Collins et al. 2014). 
2.3.3.6. Wind 
Light wind can have beneficial impacts such as lowering temperatures and humidity 
in, and around the vine, reducing frost damage and providing intermittent sunlight 
to enhance photosynthesis.  However wind can also cause damage either from 
strong winds damaging young shoots and bunches or from hot, dry winds that cause 
stomata to close and reduce photosynthesis.  Reduced photosynthesis will occur 
during hot, dry winds even with ample ground water and appropriate relative 
humidity (Gladstones 1992). 
2.3.3.7. Rising CO2                         
Elevated CO2 is expected to have a positive impact on both vegetative growth and 
yield (Gonçalves et al. 2008).  Bindi, Fibbi and Miglietta (2001) recorded increases of 
45-50% for biomass and 40-45% for yield without any impact on the sugar and acid 
concentrations at the time of harvest under an enhanced CO2 environment.  
However the increase in biomass may produce a denser canopy increasing humidity 
and shading (Hall & Jones 2009).  Long et al (2006) suggests that enhanced 
photosynthesis may only occur in the short-term with stomatal conductance 
decreasing for the long-term providing improved water use efficiency, particularly 
when the vine is under water-stress (Salazar-Parra et al. 2012).  The impact of 
enhanced CO2 on anthocyanin concentrations is unclear with Bindi, Fibbi and 
Miglietta (2001) finding that grapes grown under enhanced CO2 conditions had 
higher concentrations, while Gonçalves et al (2008) found that concentrations were 
inhibited.   
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Additionally, a number of studies have considered plant freeze-tolerance in 
elevated CO2 environments, with mixed results.  Some results have indicated that 
elevated CO2 environments impact the acclimation and deacclimation processes 
that plants have to freezing weather making them more susceptible to early or late 
frosts (Barker et al. 2005), while others do not.  There may be two reasons that 
could account for these variances, (i) different reactions by different species, and (ii) 
whether the research was undertaken by field trials or in greenhouses (Loveys et al. 
2006).  There does not appear to be research available for this issue involving grape 
vines. 
2.4. Vineyard Management 
As mentioned in section 2.3.2, grapes produced for wine use are required to meet 
certain standards.  All of these criteria are strongly influenced by climatic 
conditions, but different varieties will have different susceptibilities (Jones & Davis 
2000; Krstic et al. 2003; Mori et al. 2007; Nicholas et al. 2011).  To ensure that the 
vineyard achieves an optimal output the vineyard manager must employ a variety 
of strategies.  These strategies will be discussed further below. 
2.4.1. Pests and Disease management 
The prevalence of pests and diseases are influenced by climate.  Those of main 
concern to Australian grape growers are shown in table 2.1. 
Table 2.1.  Pests and diseases of Australian wine grapes 
Name Preferred conditions 
Downy mildew 
(Plasmopara viticola) 
Can survive for 3 – 5 years in the soil and is spread by 
wind and water.  Warm wet weather favours infection 
and development, with secondary infections occurring on 
nights when there is high humidity (>98%) and 
temperatures in excess of 13oC (Williams et al. 2007; 
AWRI 2010a) 
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Powdery mildew 
(Erysiphe necator) 
Prefers mild cloudy weather and high relative humidity 
however rainfall and high temperatures are likely to 
decrease disease pressure (Chellemi & Marois 1991; 
Carroll & Wilcox 2003; AWRI 2010b) 
Botrytis cinera Causes bunch rot and grey mould, mostly causing crop 
losses, however if white wine grapes with a botrytis 
infection decay slowly it is possible to produce sweet 
aromatic botryised wines (Tracey & Saunders 2003; 
Diseases and pests  2007).  High humidity or an extended 
rain event combined with cool or mild temperatures 
increase susceptibility, as does tissue damage which can 
be caused by pests, hail or sunburn (AWRI 2010c; Steel et 
al. 2011) 
Light brown apple 
moth (Epiphyas 
postvittana) 
A native moth found across Australia.  Moths cause crop 
loss both by feeding on stems, flowers and berries, but 
also by creating damage making vine more susceptible to 
botrytis and other bunch rotting fungi.  Population 
growth is related to food availability and climate, with 20 
– 25 degrees being optimal (Danthanarayana et al. 1995).  
Mealybugs 
(Pseudococcus 
longispinus, 
Pseudococcus 
calceolariae and 
Pseudococcus viburni) 
Cause damage by sucking the sap of the vine and 
producing honeydew which encourages the growth of 
sooty mould, they prefer mild summers, as hot, dry 
weather will kill the young (Diseases and pests  2007; 
AWRI 2011) 
Mites (Colomerus 
vitis, Calepitrimerus 
vitis, Brevipalpus 
Cause damage by feeding, with different species having 
slightly different impacts, mostly they cause damage to, 
or kill leaves, branches and tips and in extreme cases, 
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californicus, 
Brevipalpus lewisi, 
Tetranychus urticae)  
cause bud death.  Damage caused by bunch mites 
(Brevipalpus californicus and Brevipalpus lewisi) can also 
reduce nutrient availability to the berries preventing 
sugar accumulation (Dunn & Zurbo 2014) 
Vertebrates Available food, water and shelter (Tracey & Saunders 
2003; Jensen 2008) 
 
There are a number of strategies available for the control of pest and disease, 
including the introduction of predatory insects, removal of host and spread vectors, 
physical barriers, appropriate vine management and chemical applications (Dunn & 
Zurbo 2014). 
2.4.2. Vineyard floor management 
Management of the vineyard floor is undertaken for a number of reasons, including 
weed management, soil improvement, enhanced biodiversity, improved 
opportunities for beneficial insects and to control vine vigour.  The main strategies 
employed are cultivation, herbicide, cover crops (mid-row and/or undervine) and 
mulches (Guerra & Steenwerth 2012).  The strategies undertaken will be 
determined by the vineyard site, climatic conditions and soil type (Ripoche et al. 
2010).   
These management practices can influence grape quality attributes such as 
anthocyanin levels (Lee & Steenwerth 2013), sugar content (Zalamena et al. 2013), 
acidity (Wheeler et al. 2005) and influence the level of frost damage (Jones & 
Wilson 2010).  
2.4.3. Grape vine management 
Pruning and crop-thinning have the effect of altering the leaf area to grape yield 
ratio, improving ventilation and adjusting the level of within-canopy shade (Smart 
1992).  Decisions are made on the timing and severity of pruning and crop-thinning, 
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with overcropping being detrimental to both the quality of the grape and the health 
of the vine (Koblet et al. 1996).   
Pruning decisions will also affect the level of sugar accumulation, acidity levels, pH, 
yield, and affect the timing of phenological events, by manipulating the 
microclimate of the berry and thus exposing, or shielding it from direct sunlight and 
altering bunch temperature  (Stoll et al. 2009; Palliotti et al. 2014).  Influencing 
these factors is important as higher temperatures cause phenological events to 
occur earlier and last for shorter periods (Jones & Davis 2000; Duchene & Schneider 
2005; Sadras & Petrie 2011; Webb et al. 2011).  Rapid movement through 
phenological stages can be detrimental to grape quality as the length and 
temperature of the ripening period needs to be such that sugars can accumulate to 
favourable levels, acid structure is maintained and the appropriate flavour profile is 
produced.  When phenological events occur more rapidly there is higher sugar 
production and loss of acids, requiring a decision to either harvest while there is a 
balance between sugars and acids before flavours have fully developed or to wait 
for flavours to develop but produce an unbalanced wine, high in alcohol content 
and low acidity (Gladstones 1992; Schultz 2000; Jones & Alves 2012; Barnuud et al. 
2014).  Some of these faults can be adjusted after harvest but require additional 
inputs, and thus costs (Jones & Alves 2012).   
Adequate vine nutrition is also vital to ensure that the vine can successfully produce 
a crop, however, this aspect of vine management is more influenced by the soil in 
which the vine is grown in rather than the climatic conditions experienced by the 
vine (Robinson 1992). 
2.4.4. Irrigation 
Irrigation has the capacity to regulate the deficit between precipitation and 
evapotranspiration, influencing yield (Lanari et al. 2014), sugar content (Lanari et al. 
2014), flavonoid compounds (Zarrouk et al. 2012), anthocyanins (Basile et al. 2011), 
acid levels (Salazar-Parra et al. 2010), berry size (Van Leeuwen et al. 2009) and pH 
(Gamero et al. 2014). To ensure optimal use of a limited resource, water, a number 
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of different strategies have been identified that can reduce water usage such as the 
application of anti-transpiration compounds, Regulated Deficit Irrigation and Partial 
Rootzone Drying (Jackson 2008; Webb, L. et al. 2010; Palliotti et al. 2014).  Irrigation 
can also be used as an effective frost mitigation strategy (Jones & Wilson 2010) 
2.5. Climate and grape growing business profitability 
Annual profit, or the wealth a business has created in a year, is a result of income 
earned less expenses incurred (McLaney & Atrill 2012).  Therefore, an increase in 
income has a similar effect on profitability as a decrease in expenditure; and a 
decrease in income will have a similar effect as an increase in expenditure.  For a 
grape grower, revenue levels will be a product of the grape sale price and vine yield, 
and expenditure will include the costs of production and overheads.  Diversified 
business models will also achieve income from other sources such as wine sales, 
cellar door cafes etc. and will have associated expenses for those activities.  When 
evaluating profitability of an organisation, it is also common to use profitability 
ratios, such as return on investment, return on assets, or return on equity (McLaney 
& Atrill 2012).  While these ratios provide additional information for the analysis of 
company performance they still will be strongly influenced by the level of 
expenditure incurred. 
As climatic conditions are changing, and are expected to continue to change (IPCC 
2014), there is increasing interest in understanding the economic impacts of these 
changes, particularly for agricultural enterprises that are very reliant on climatic 
conditions.  
2.5.1. Grape and wine sales price 
There is no pricing regulation within the Australian wine grape industry, thus the 
price attained for a grape crop will be strongly influenced by supply and demand 
factors, with quality also influencing pricing (Standing Committee on State 
Development 2010).  Demand for wine grapes is driven by consumer preference for 
wine and preference for a particular variety, or product of a particular region can 
alter significantly within a few years (Standing Committee on State Development 
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2010).  This is supported by both Landon and Smith (1997) and Oczkowski and 
Doucouliagos (2015) who found that wine quality is often not the main driver for 
the sale price of a bottle of wine.  While demand for a particular grape variety can 
change rapidly, grape supply cannot, thus as demand changes and supply does not, 
grape prices will rise or fall depending on the balance between supply and demand.   
Haeger and Storchmann (2006) considered if temperature, winter rainfall, and/or 
harvest-period rainfall could be identified as determinants of the price of Pinot Noir 
from California and Oregon, USA.  They found that climatic factors accounted for 
52% of the recommended retail price of the wine, with factors such as region, brand 
reputation and winemaker’s skill also having a strong influence on price.  As climatic 
factors influence quality attributes, this finding is in line with Landon and Smith 
(1997) and Oczkowski and Doucouliagos (2015). 
Ashenfelter and Storchmann (2010a) investigated the impact that a changing 
climate would likely have on wine sales values in the Mosel Valley, Germany.  They 
compared growing season temperature, precipitation during the growing season 
and winter precipitation to the reported retail, wholesale and auction prices and 
produced a model to predict changes to yield, quality levels and sales price, thus 
income.  They found that a temperature increase of 1oC would increase farm 
income by approximately 30%.  The increased income would be due to improved 
quality as grape crops achieved better “ripeness”.  Ripeness is often assessed by the 
sugar levels in the fruit (Allan 2003) and it has shown that sugar levels increase with 
faster ripening at higher temperatures (eg. Zelleke & Kliewer 1979; Jones & Davis 
2000).  With the Mosel Valley located at approximately 50oN, at the extreme cold 
limit for grape production, the finding that warmer temperatures will improve 
quality is not surprising, however, many Australian growing regions are at the other 
end of the temperature spectrum (Gladstones 1992).  Ashenfelter and Storchmann 
(2010a) also noted that the relationship between temperature and sales price was 
more pronounced at the higher end of the market, rather than with the lower 
quality but higher volume table wines. 
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Almaraz (2015) used a time varying coefficients regression approach to compare the 
effects of temperature on wine quality in Bordeaux, France for the period 1920 – 
2009.  Average vintage ratings were used as an indicator of wine quality.  Almaraz 
(2015) found that prior to the mid-1960’s there was a strong relationship between 
temperature and quality, however after that time the relationship between 
temperature and quality declined.  The decline in the link between temperature and 
quality was attributed to adaptive behaviours and technological improvements. 
In contrast, Salinger et al. (2015), considered how weather conditions and weather 
patterns related to Sangiovese vintage quality in Tuscany, Italy.  They assessed 
vintage ratings and weather variables for wines between 1980 and 2011 and found 
that temperature during spring and summer, as well as rainfall during veraison 
related to wine vintage ratings, with warmer dryer seasons likely to producer higher 
rated wine.  Additionally, Webb et al. (2008) considered wine price and 
temperature for a number varieties grown in southern Australia over four years.  
They found that as temperature increased beyond an optimal, variety dependant, 
point the sales price of wine grapes, which was used as an indicator of quality, 
reduced.  
2.5.2. Yield 
Jones and Davis (2000) considered the relationship between temperature variables 
and potential evapotranspiration, and wine production of Merlot and Cabernet 
Sauvignon in Bordeaux France between 1952 and 1997.  They found that crop 
management factors were more important than weather conditions in determining 
final yield, and thus wine volume produced.  Government regulation, such as the 
French appellation d’origine also influence yield (Bock et al. 2013; Meloni & 
Swinnen 2014). 
Bock et al (2013) considered the impact of temperature on grape vine yield 
between 1805 – 2010 for Lower Franconia, Germany.  At 49oN, this region is also at 
the cold limit for grape growing.  Due to its long timespan, a number of non-climate 
factors have had an impact on the data, for example, war, changes in changes 
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varieties grown, and changes to management techniques.  Bock et al (2013) found 
that across the entire period of the study only 15% of change in yield could be 
attributed to temperature, however this did rise to 28% for the period 1968 – 2010.   
Camps and Ramos (2012) considered the impact of temperature and precipitation 
on the yield of three different white varieties at three locations in northern Spain.  
No significant trends were found between yield and maximum and average growing 
season temperature and only limited correlations were found with minimum 
temperature and days above 30oC.  The water deficit (evapotranspiration less 
precipitation) during the flowering-veraison period and yield was the only 
relationship to show a significant correlation. 
Chevet, Lecocq and Visser (2011) also considered the impact that climate had on 
yield for two adjacent chateaux in Pauillac, France between 1847 – 2009.  The 
results indicated that as time progressed, the impact that growing season 
temperature had on yield had diminished.   The authors surmise that this is due to 
improved crop management techniques, such as the use of pesticides, improved 
fertilisers, and improved varieties and increased attention to the vineyard such as 
green harvesting to control yield and improve quality.  It could be expected that this 
increased attention to the vines would come at an economic cost. 
These results indicate that it will be very challenging to assess the economic impact 
that climatic conditions may have on grape growing enterprises from the 
perspective of yield.  
2.5.3. Grape production expenditure 
Business expenditure can be divided into direct costs and overhead costs.  Direct 
costs are costs that can be attributed to the particular object (Horngren et al. 2006), 
in the case of this study, a vineyard block.  This includes expenditure related to pest 
and disease control, vine management, vineyard floor management, and irrigation.  
The majority of these costs will be for labour, machine use, fuel, and chemicals 
(White 2011).  Overhead costs are costs incurred by the company that do not have a 
direct link to production activities (Mott 2008).  In the case of vineyard operations 
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these may include administrative labour, office costs, electricity, and insurance 
(White 2011). 
In their review of the economic implications of climate change for the wine 
industry, Ashenfelter and Storchmann (2016) recognised that there were almost no 
studies that analysed costs in relation to climate or weather variables.  In an earlier 
study, Ashenfelter and Storchmann (2010b) used regression analysis to compare 
reported profits and costs from wineries in the Mosel and nearby regions to three 
climatic variables, (i) growing season temperature, (ii) growing season rainfall, and 
(iii) total rainfall in the preceding winter.  They did not find a significant relationship 
between overall costs, or any of the component costs of personnel, material, 
depreciation and miscellaneous and any of the three climatic variables.  However, 
the costs being examined relate to wineries, thus it is feasible to assume that costs 
of wine production as well as grape growing would be included, additionally, 
overhead costs have also been included.  Thus it is possible that the impact that 
climatic conditions may have on the direct costs of grape production has been 
overshadowed by the additional data. 
2.6. Conclusion 
Australia’s grape growing and wine production enterprises combine to form an 
important industry for Australia  (WFA 2014).  Grape growing, and thus by default 
wine production, is strongly influenced by climatic conditions, that are now 
changing and expected to continue to change (Jackson 2008; IPCC 2014).  To 
maintain viability, the grape growing and wine industry must understand how 
climate affects the profitability of the industry so that it can target adaptive 
responses effectively.   
The majority of research considering climatic impacts on areas that are likely to 
have direct impact on profitability have considered wine sale price and wine grape 
yield.  Both of these areas have been shown to be strongly affected by forces other 
than climate, with wine sale price being influenced by brand reputation, region, 
supply and demand influenced by rapidly changing consumer preferences and the 
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wine maker’s expertise (Landon & Smith 1997; Haeger & Storchmann 2006; 
Standing Committee on State Development 2010; Oczkowski & Doucouliagos 2015); 
and wine grape yield being strongly influenced by crop management decisions and 
government regulations (Jones & Davis 2000; Chevet et al. 2011; Camps & Ramos 
2012; Bock et al. 2013).  There has been almost no research undertaken considering 
the impact that climatic conditions will have on the direct costs of wine grape 
production (Ashenfelter & Storchmann 2016), with the one piece of research 
identified, Ashenfelter and Storchmann (2010b), considering total costs for a 
winery, including overheads and, potentially, costs associated with wine-making 
rather than focusing on the production costs of grape growing.   
There are many factors of grape production that are influenced by climatic 
conditions such as pest challenges, weed growth, canopy and bunch growth and 
irrigation requirements.  All of these factors need management and will incur costs 
to do so.   
This chapter provided the context in which this research is placed.  The next chapter 
will discuss the choice of a multiple-case study with qualitative and quantitative 
elements as the methodology used for this study and its validity, the recruitment of 
participants and the collection and management of data.    
3. METHODOLOGY 
3.1. Introduction 
The purpose of this chapter is to discuss and justify the choice of a multiple-case 
study using qualitative and quantitative data as the methodology used for this 
study, the validity of this approach, the recruitment of participants and the 
collection and management of data.    
3.2. Why a multiple case study? 
The main research question for this study is “how does weather influences the cost 
of production of wine grapes”?  Thus this project is focused on exploring the links 
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between weather events and cost of production for wine grapes.  As identified by 
Ashenfelter and Storchmann (2016) there has been almost no research conducted 
considering the impact that weather conditions have on production costs for wine 
grape production.  
As with this research topic, where prior research is very limited, but there is reason 
to expect that there are issues or elements worthy of research, an exploratory 
process is appropriate (Stebbins 2008).  An exploratory process is likely to produce 
hypotheses that will require future study to be tested and verified (Stebbins 2001).  
A case study allows the researcher to use multiple sources of evidence, both 
quantitative and qualitative, to explore the research question and identify 
operational links, over time, for the variables.  It is relevant when investigating 
contemporary events in a “real world” context where behaviour cannot be 
controlled.  Yin (2014) identified three different types of case studies, explanatory, 
descriptive and exploratory with the purpose of an exploratory case study to 
identify areas where further research could be undertaken. Case studies can either 
be undertaken as a study of a single case, which can be particularly useful to 
understand unusual or extreme events, or as a multiple case study, where multiple 
cases are investigated, providing the ability to draw cross-case conclusions and the 
benefit of replication, with each hypotheses identified in each case either 
supporting or questioning hypotheses from the other cases (Yin 2014). This study 
will be conducted using multiple cases.  Multiple case studies have been used to 
study many phenomenon across many disciplines including the exploration of ways 
to improve farmer engagement with new technology (Eastwood et al. 2012), 
understanding farmer decision making to propose methods to improve 
sustainability and reduce the impact of farm practices on local biodiversity 
(Chappell et al. 2016) and to explore if climatic influences on the phenological 
stages and annual growth of sapling Scots Pine (Pinus sylvestris) could be inferred to 
mature trees providing an opportunity to assess annual growth without needing to 
measure hard-to-access adult trees (Seo et al. 2012).  In each of these studies, 
concepts were proposed with the recognition that further research was required to 
test the validity of the concept. 
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3.3. Advantages and disadvantages of a case study 
In an exploratory context, the case study has advantages over an experiment, 
where the item of study is separated from its context and thus the impact of 
previously unrecognised factors will not be identified (Eisenhardt 1989; Jones & 
Lyons 2004; Yin 2014).  Case studies also have an advantage over surveys, where, 
unlike an experiment, responses may be influenced by context, however, the size of 
the questionnaire is limited and there is no opportunity for the researcher to 
follow-up and further explore the responses.  Case studies allow the researcher to 
explore the issue from more than one perspective (Eisenhardt 1989; Jones & Lyons 
2004; Yin 2014).  However, case studies are often criticised for not producing 
results that can be generalised, discussed below in “external validity”, and for a 
perceived lack of rigour.  A number of design tests have been identified to ensure 
validity and reliability of case studies, and while different researchers may use 
different terminology, four tests are identified - construct validity, internal validity, 
external validity and reliability (eg Hirschman 1986; Riege 2003; Yin 2014). 
3.3.1. Construct validity 
Construct validity refers to the use of appropriate measures to collect data, in a way 
that will promote accuracy and reduce the potential for the influence of researcher 
bias (Riege 2003; Yin 2014).  Yin (2014) suggest three tactics that can improve 
construct validity:  
i. Use multiple sources of evidence, or triangulation – in this study both 
qualitative and quantitative data has been gathered.  Semi-structured 
interviews were conducted with both representatives from the study 
vineyard and with industry associates, such as agronomists and agriculture 
supplies stockists in the same region as the vineyard.  Financial data relating 
to the vineyard block was also assessed.  The use of both qualitative and 
quantitative data improves construct validity as quantitative evidence can 
indicate relationships not identified from the qualitative evidence 
(Eisenhardt 1989).  The use of both quantitative and qualitative evidence 
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has previously been used in studies where the aim has been to improve 
understanding of farmer decision making processes (eg. Feola et al. 2015; 
Laris et al. 2015).  In this instance, the research question refers to cost of 
production, as all expenditure will be made as a result of a decision made by 
the producer, production costs are, effectively, the financial expression of 
decision making. 
ii. Establishment of a chain of evidence - Interview guides (see appendix 1 and 
2) were developed to ensure consistency between interviews with 
interviews being recorded and those recordings retained.  An interview 
record, based on the recorded interview, highlighting each point of 
discussion was made for each interview.  While a standardised request for 
financial data over a standard-time frame would have been preferable, this 
was not possible, due to the different accounting records kept by each 
organisation, however, all participants did supply similar types of data, 
although the period of the data ranged from two – six years.  The data 
supplied was provided electronically and has been retained. 
iii. Have draft case study report reviewed by key informants – due to the 
requirements of confidentiality this was not possible. 
3.3.2. Internal Validity 
Internal validity refers to the credible establishment of cause and effect 
relationships rather than the identification of false or coincidental relationships and 
is imperative for explanatory or causal case studies (Riege 2003; Yin 2014).  
However, as this study is exploratory in nature and does not attempt to identify 
causal links, rather identify areas worthy of further research it is not relevant 
(Trochim 2006). 
3.3.3. External Validity 
External validity refers to the potential to extrapolate results or the generalisation 
of findings beyond the cases studies (Yin 2014).  Yin (2014) notes the difference 
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between statistical generalisation, used with quantitative research where sample 
size is expected to be sufficient to extrapolate the results of the study to a 
population and analytic generalisation where generalisations apply to concepts 
rather than populations.  Yin (2014) also suggests that the cross analysis of multiple 
cases can strengthen the external validity of the findings.  For this study, where 
almost no prior research has been undertaken, it is necessary to undertake a 
process of inductive reasoning, to generate and generalise concepts, or identify 
areas for further research that, at a later date, may be examined by a deductive 
process to draw logical conclusions or statistical probabilities (Stebbins 2001; Yin 
2014).  There is no intention that statistical generalisation be made from this 
research. 
3.3.4. Reliability 
The object of reliability is the assurance that if a later researcher conducted the 
same study, using the same methods that they would have similar findings and 
conclusions (Yin 2014).  Riege (2003) does note that as qualitative research 
measures the responses from people, discussing real-life events with their inherent 
bias and potentially poor recall capacity, rather than static measurements, there is 
the possibility that a different researcher may reach different conclusions, however, 
these potential differences may actually be a valuable source of information.  To 
support reliability Yin (2014) recommends the use of a case study protocol and the 
development of a case study database. 
The case study protocol is broken into four areas: 
i. The overview of the case study - identifying the research question, 
theoretical framework and identification of key readings.  This step has been 
covered in the first two chapters of this report. 
ii. The data collection procedures - including identification of contact persons, 
data collection plan and field work preparation.  Initial contact for the 
majority of potential participants was made through their local industry 
association.  The industry associations were identified from the Wine 
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Makers Federation website (http://www.wfa.org.au/information/industry-
organisations-/regional-associations/).  Direct contact was also made to 
some potential participants known to the research supervisor.  The data 
collection plan was detailed in the project proposal.  Interview guides were 
prepared to identifying topics to be covered during interviews and ensure 
consistency between interviews. 
iii. Data collection questions – includes the formulation and evaluation of the 
questions.  These questions were formulated from grape management 
issues identified during the literature review (Chapter 2).  The draft 
questions were then considered in conjunction with the supervisory team to 
ensure that they adequately addressed the issues surrounding the research 
question. 
iv. Guide for case study report – includes consideration of communication 
style, logical order of the report and presentation of outcomes.  This report 
is produced in consideration of its submission as Masters of Science 
dissertation.  The communication style and layout reflect this. 
A case study database was established and used. 
3.4. Participants 
This section identifies how potential participants were contacted, the responses 
received from those contacts and a description of the participants who provided data. 
3.4.1. Wine grape producers 
Wine and grape growing industry associations were identified from the Wine Makers 
Federation website (http://www.wfa.org.au/information/industry-organisations-
/regional-associations/).  These associations were contacted via email and requested 
to distribute a participation request to their members.  This approach is similar to the 
method used by McGregor and English (2010) in their study with Mohair producers.  
Additionally, direct contact was made with industry contacts expected to have the 
capacity to provide the required data.  The main criteria required of participants was 
Page | 36  
 
that they had accounting practices that allowed for identification of costs at a block 
level, that the vineyard block had been managed consistently and that a minimum five 
years of financial data was available.  Unfortunately, due to the challenges in recruiting 
participants, this final criterion was relaxed.     
Positive responses and subsequent involvement in the project are outlined in table 
3.1.  The most common reason for not continuing with the project was that 
organisational accounting practices did not provide an opportunity to investigate 
individual vineyard blocks.  Figure 3.1 shows the geographical location of participants 
that continued with the project. 
Table 3.1 Vineyards interested in being involved in the project 
Region  
Continued with project 
Y/N 
Reason for not 
continuing 
Granite Belt (GB-1) Yes – 6 years of data   
Margaret River (MR) Yes –5 years of data but 
only annual data 
 
Orange Region No Could not supply data at 
block level 
Swan Valley No Could only provide one 
year of data 
Granite Belt (GB-2) Yes – 6 years of data, 
although 2010/11 year 
data was removed. 
During this year the 
block was being 
revitalised and 
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expenditure  was not 
consistent with vines in 
a productive state. 
King Valley (KV) Yes – 3 years of data  
Grampians No Could not supply data at 
block level 
Riverland No Did not supply data 
Tenterfield No Only 2 years of production 
and financial data not 
available at block level. 
Granite Belt No Did not supply data 
Burnett  No Did not supply data 
Pyreenes Yes – 3 years of data  
Murray Valley (MV) Yes – 2 years of data  
Heathcote No Only provided one year of 
data 
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Figure 3.1 - Australian Map identifying location of participants (AGWA 2014) 
3.5. Participant Descriptions 
This section provides a description of the research project participants. 
3.5.1. Wine grape producers  
Granite Belt – both blocks at the Granite Belt were owned and managed by the 
same organisation, however they were located on different sites.  Grapes produced 
were used by the organisation to produce its own wine which was supplied to both 
the domestic and export market. Consistent practices were used over the research 
period.  An extreme rainfall event occurred in January 2011, causing wide-spread 
damage resulting in significant and abnormal influences on production costs, this 
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period was removed from the analysis.  The main contact was the Vineyard 
Manager. 
King Valley – this block was owned by a large organisation with vineyards in 
multiple regions.  Grapes produced by the organisation were used to produce its 
own wine which was supplied to both the domestic and export markets.  Consistent 
management practices were used over the research period.  The main contact was 
the Vineyard Manager. 
Murray Valley - this block was owned by a large organisation with vineyards in 
multiple regions.  Grapes produced by the organisation were used to produce its 
own wine which was supplied to both the domestic and export markets.  Consistent 
management practices were used over the research period.  The main contact was 
the Vineyard Manager of the King Valley site, which was owned by the same 
company. 
Pyrenees – this block was owned by an organisation with one site.  Grapes 
produced by the organisation were used to produce its own wine which was 
supplied to both the domestic and export markets.  Consistent management 
practices have were used over the research period.  The main contact was the Chief 
Winemaker. 
Margaret River – this block was managed by a viticultural management consultancy 
firm.  Grapes from this block were sold to a winery.  Consistent management 
practices were used over the research period.  The main contact was the Managing 
Director and Senior Consultant of the consultancy firm. 
3.5.2. Industry Associates 
Industry associates were also interviewed to provide an alternative perspective on 
issues related to vineyard management expenditure.  The intent was to interview 
chemical/fertiliser suppliers, labour suppliers and irrigation suppliers.  Industry 
associate participants were identified through an internet search and initially 
contacted by telephone where a brief explanation of the project was given and a 
request for an interview was made.  They then received a follow-up email 
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confirming the meeting time and providing further details of the research project.  
All interviews were undertaken at the participant’s workplace.  As many of the 
chemical/fertiliser suppliers also supplied irrigation equipment, further interviews 
with specific irrigation suppliers were deemed unnecessary.  Only one labour 
supplier was interviewed due to the difficulty in identifying viticulture labour 
suppliers to the Victorian regions and that all producers stated that they did not 
have any difficulty sourcing staff.  The industry associates interviewed were: 
Granite Belt labour supplier – This organisation supplies mostly backpacker labour 
to various horticultural businesses in the Granite Belt.  The contact was the 
Recruitment Manager. 
Granite Belt agricultural supplies company – The local branch of a nationwide 
organisation.  The contact was the Branch Manager. 
King Valley agricultural supplies company – The local branch of a nationwide 
organisation.  The contact was the Agronomist. 
Murray Valley agricultural supplies company – The local branch of a nationwide 
organisation.  The contact was the Agronomist. 
Pyrenees agricultural supplies company – A meeting was scheduled, however, due 
to unexpected circumstances, the manger was not available at the agreed time and 
it was not possible to reschedule. 
3.6. DATA 
Both qualitative and quantitative data were collected.  This section describes the 
data collected, how variables were calculated, and how the data was managed.  The 
quantitative data collected was in the form of rainfall and temperature data from 
the Australian Bureau of Meteorology (BOM) - www.bom.gov.au and time sheet 
and expenditure, or budgeted activity costs from wine grape growing organisations.  
This data was considered from the perspective of phenological stages, harvest – 
budburst, budburst – flowering, flowering – veraison, and veraison – harvest.  The 
dates for budburst, flowering and veraison are routinely recorded by vineyard 
managers, and are commonly used by those undertaking studies of grape vine 
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phenology (eg. Jones & Davis 2000; Fraga, H. et al. 2016; Ruml et al. 2016).  The 
data was also considered annually, with one year considered to be from harvest to 
harvest, thus the number of days in a year may vary.  The Margaret River data was 
only considered on an annual basis for the financial year as the detail of the data 
supplied did not allow for seasonal analysis.   The qualitative data collected was 
from semi-structured interviews with individuals from the wine grape growing 
organisation and industry associates.  
3.6.1. Consideration of temperature variables for this study 
This section identifies which temperature variables were chosen for this study and 
why.  There are a range of temperature variables that have been used for studies 
relating to climatic influence on grape and vine attributes, as described in table 3.2. 
Table 3.2. Considered temperature variables 
Temperature 
Variable 
Variable Description Reference 
Winkler Index 
(WI) 
A process of heat 
summation to calculate 
growing degree days 
(GDD).   
Winkler et al. (1974), Bardaji 
and Iraizoz (2015), Duchene 
and Schneider (2005), Hall and 
Jones (2009), Moriondo et al. 
(2013), Nicholas et al. (2011) 
Biologically 
Effective 
Degree Days 
(BEDD) 
Similar to the WI 
however it places an 
upper threshold on 
effective temperature 
and makes 
adjustments for 
latitude and day 
length.   
Gladstones (1992), Hall and 
Jones (2009), Moriondo et al. 
(2013), Nicholas et al. (2011) 
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Average 
Growing 
Season 
Temperature 
(GST) 
Calculated by finding 
the average 
temperature for the 
growing season.  
October to April in the 
southern hemisphere 
and April to October in 
the northern 
hemisphere.   
Ashenfelter and Storchmann 
(2010a), Byron and Ashenfelter 
(1995), Barnuud et al. (2014), 
Camps and Ramos (2012), 
Chevet et al. (2011), Hall and 
Jones (2009), Jones and Alves 
(2012), Jones et al. (2005), 
Moriondo et al. (2013), Webb 
et al. (2011) 
Cool Night 
Index (CI) 
Considers the average 
minimum temperature 
of the ripening month.  
March – southern 
hemisphere and 
September – northern 
hemisphere. 
Moriondo et al. (2013), 
Tonietto and Carbonneau 
(2004) 
Average 
January 
Temperature 
(MJT) 
Considers the mean 
temperature in 
January.  Commonly 
used in Australia 
Webb et al. (2008) 
Diurnal 
Temperature 
Range (DTR) 
The difference 
between maximum 
and minimum daily 
temperatures 
Koufos et al. (2014), Webb et 
al. (2008), Gladstones (1992), 
Tonietto and Carbonneau 
(2004), Nicholas et al. (2011) 
Average 
Maximum 
Temperature 
(Tmax) 
Daily maximum 
temperature averaged 
over the period being 
considered 
Koufos et al. (2014), Chevet et 
al. (2011), Duchene and 
Schneider (2005), Haeger and 
Storchmann (2006), Lopez-
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Bustins et al. (2014), Nicholas 
et al. (2011), Sadras and Petrie 
(2011) 
Average 
Minimum 
Temperature 
(Tmin) 
Daily minimum 
temperature averaged 
over the period being 
considered 
Duchene and Schneider (2005), 
Lopez-Bustins et al. (2014), 
Moriondo et al. (2013), 
Nicholas et al. (2011), Sadras 
and Petrie (2011) 
Average 
Temperature 
(Taverage) 
Average daily 
temperature over the 
period being 
considered 
Bock et al. (2013), Duchene and 
Schneider (2005), Hall and 
Jones (2009), Nicholas et al. 
(2011) 
Extreme cold 
days (EC) 
The number of days 
with extremely cold 
weather – the 
definition of extreme 
cold is site specific 
Jones and Davis (2000), Koufos 
et al. (2014), Nicholas et al. 
(2011) 
Extreme hot 
days (EH) 
The number of days 
with extremely hot 
weather – the 
definition of extreme 
hot is site specific 
Jones and Davis (2000), Koufos 
et al. (2014), Nicholas et al. 
(2011) 
 
Many variables only consider particular parts of the year e.g. growing season (WI, 
BEDD, GST) and  ripening period (MJT, CI) rather than providing the flexibility required 
for this project to consider both a phenological time frame and an annual time frame.   
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The climate variables explored in this project are DTR, Tmax, Tmin, Taverage, and the 
weather extremes for the period (EH, EC).  
3.6.2. Sourcing of weather data 
Weather data was taken from the closest BOM weather station, to the vineyard, that had 
consistent temperature and/or rainfall data, see table 3.3.  Where recordings were missing, 
data was accessed from the next closest weather station.  It is recognised that there may 
be some distance between the BOM weather station and the vineyard resulting in some 
differences in conditions recorded at the weather station and those experienced at the 
vineyard block however, the use of data from BOM weather stations is common practice in 
Australian research on relationships between weather conditions and factors relating to 
grape production (eg Sadras & Petrie 2011; Webb et al. 2011). 
Table 3.3 Primary and alternative BOM weather stations used to access weather data for 
this project 
Region Temperature 
and Rainfall 
Primary Weather  
Station 
Alternative Weather 
Station 
Granite Belt Temperature 
and Rainfall 
Stanthorpe Leslie 
Parade (041095) 
Applethorpe 
(041175)  
King Valley Temperature Wangaratta Aero 
(082138) 
Albury Airport AWS 
(072160) 
 Rainfall Wangaratta Aero 
(082138) 
Milawa Brown Bros 
(082029) 
Margaret River Temperature Witchcliffe (009746) Cape Leeuwin 
(009518) 
Busselton Aero 
(009603) 
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 Rainfall Margaret River 
(009574) 
Witchcliffe (009746) 
Murray Valley Temperature Kerang (080023) Swan Hill (077094) 
 Rainfall Lake Boga (077025)  
Pyreenes Temperature Pyreenes – Ben 
Nevis (079101) 
 
 Rainfall Moonambel 
(079031) 
Barkley (079002) 
 
3.6.3. Calculation of weather variables 
This section identifies how the weather variables were calculated. 
Rainfall - the total measured rainfall for the period in question, either annual or 
phenological stage. 
Tmax – the average of the maximum daily temperatures for the period in question, 
either annual or phenological stage. 
Tmin – the average of the minimum daily temperatures for the period in question, 
either annual or phenological stage. 
Tave – the average temperature for the period in question, either annual or 
phenological stage. 
DTR – the average daily diurnal temperature range (maximum temperature minus 
minimum temperature) for the period in question, either annual or phenological 
stage. 
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EH – an extreme hot day was considered to have occurred when the maximum 
temperature was above the 9th decile for the relevant weather station.  For 
phenological stage analysis budburst – flowering used October deciles, flowering – 
veraison used December deciles, veraison – harvest used February deciles, and 
harvest – budburst used the May decile.  For annual calculations the January decile 
was used.  Extreme hot day temperature indicators will vary between sites and are 
detailed in table 3.4 and table 3.5. 
EC – An extreme cold day will have been considered to have occurred when the 
minimum temperature is below the 1st decile temperature for the relevant weather 
station.  For phenological stage analysis budburst – flowering used October deciles, 
flowering – veraison used December deciles, veraison – harvest used February 
deciles.  The harvest – budburst used the July decile, as did annual calculations.  
Extreme cold day temperature indicators will vary between sites and are detailed in 
table 3.4 and table 3.5. 
Table 3.4 Temperature indicators for EH and EC days for phenological stages 
Site 
Harvest-
Budburst 
Budburst-
Flowering 
Flowering-
Veraison 
Veraison-
Harvest 
EH (oC) EC (oC) EH (oC) EC (oC) EH (oC) EC (oC) EH (oC) EC (oC) 
Granite Belt 21.9 -4.6 28.0 3.8 31.7 10.6 31.0 12.8 
King Valley 21.4 -2.2 27.3 1.6 35.7 6.7 36.5 9.2 
Murray Valley 22.8 0.3 29.5 4.4 36.7 8.9 37.9 10.3 
Pyreenes 12.2 2.0 19.7 4.8 24.8 8.0 26.2 11.3 
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Table 3.5 Temperature indicators for EH and EC for annual analysis. 
 
Site 
 
Extreme heat indicator 
 
Extreme cold indicator 
 
Granite Belt 32.0 -4.6 
King Valley 38.3 -2.2 
Murray Valley 38.9 0.3 
Margaret River 32.6 3.0 
Pyreenes 26.6 2.0 
 
3.6.4. Vineyard Financial Data 
Vineyards were requested to supply production costs for one block of Shiraz grapes 
and dates for transition between phenological stages.  There is a common 
understanding of phenological stages across the industry as identified figure 2.6 
(Dry et al. 2004).  As the financial data required is not kept by vineyards in the 
format required for this project,  it has been necessary to use timesheet hours to 
allocate costs to the appropriate phenological stage.  
All actual financial data, as opposed to budgeted financial data, has been converted 
to a common year dollar to remove the impact of inflation (Chevet et al. 2011).  For 
this purpose the Reserve Bank of Australia’s (2015) Inflation Calculator has been 
used to provide an annual adjustment rate to adjust all data to 2014 values prior to 
analysis. 
Financial data has been categorised by phenological stage (harvest – budburst, 
budburst - flowering, flowering – veraison, and veraison - harvest) and activity (pest 
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and disease management, vine management, vineyard floor management, and 
irrigation).  Selection of categories (ie phenological stage and activity) within the 
case to analyse, rather than attempting to consider the case in its entirety can assist 
with cross-case comparison and reduce the influence of information processing bias 
by the researcher (Eisenhardt 1989). 
For all sites, other than the Margaret River site, “annual” is considered to be from 
harvest to harvest, thus the exact number of days will vary between years.  The 
Margaret River site has been analysed using the Australian financial year i.e. July 1 – 
June 30. 
3.6.5. Participant interviews  
Interviews range between fully structured interviews, where the participants are asked the 
same questions in the same order and participants choose from a predetermined list of 
answers to unstructured where the researcher ask minimal very broad questions and 
listens whilst the participant gives them “their story”(Morse 2012).  For this project, semi-
structured interviews have been used.  Semi-structured interviews can be used as part of 
either an inductive or deductive process.  Semi-structured interviews have open-ended 
questions that are planned in advance, with all participants being asked the same 
questions, participant responses are free-flowing and the interviewer may prompt or probe 
to seek further information and clarity  (Morse 2012).  Interviews enable a researcher to 
gain understanding of activities and decision making that cannot be directly observed 
(Minichiello 1995). 
Semi-structured interviews were undertaken with representatives from each of the 
vineyards and individuals from organisations associated with wine grape production – a 
labour supplier in the Granite Belt and agricultural supplies retailers in the Granite Belt, 
King Valley and Murray Valley.  An interview had been arranged with an agricultural 
supplies retailer in the Pyrenees however it was not possible to conduct that interview.  All 
interviews were conducted in June and July 2016. 
The questions for the semi-structured interviews were formulated from grape 
management issues identified during the literature review (Chapter 2).  The questions were 
then reviewed by the research supervisory team to ensure that all relevant aspects were 
covered. 
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All interviews were conducted face-to-face at the participant’s place of business, with the 
exception of the Margaret River producer, which was conducted over the telephone, due 
to budgetary constraints which precluded the researcher from travelling to the 
participant’s place of business.  Minichiello (1995) acknowledged that face-to-face 
interviews has the potential to enhance the rapport between the researcher and 
interviewee and improve understanding.  All interviews were openly recorded using a 
digital voice recorder.  The recorded interviews were then reviewed, with all discussion 
points manually noted.  Major themes of each interview were identified and then themes 
were compared between cases to identify common themes.  The interview discussion 
points and identified themes were discussed with the research supervisory team.    
 
3.6.6. Ethical treatment of participants and their data 
The need for ethical behaviour is important.  Ethical behaviour, or behaviour that is 
virtuous, protects others from harm and attempts to have a positive impact on the 
world (Israel 2015).  Two important aspects of ethical research are informed 
consent and ensuring that participating in the research does not cause harm (Israel 
2015). 
Faden et al. (1986) argued that participants in any research need to consent to their 
participation in the research and that the consent must be informed.  To provide 
informed consent the participants must have a substantial understanding of the 
purpose of the research, possible outcomes, how results might be disseminated 
and if the data will be reused. 
All participants in this research are mature individuals in positions of responsibility 
within their organisation.  Each participant received a participant information sheet 
outlining the purpose of the research, possible outcomes, how results might be 
disseminated and if the data will be reused.  Participants were offered the 
opportunity to discuss the project further with the researcher before providing 
consent and were advised that they could withdraw their consent at any time.  Each 
participant was requested to complete a consent form.   
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A further consideration is to protect participants from harm (Israel 2015).  Possible 
harm that could have resulted from this research is the release of information of a 
commercial, sensitive or confidential nature, either by the research communicating 
that information to others, publication of research without adequate safe guards to 
assure anonymity, or by poor handling of data.  
Prior to the collection of data, this project and its methodology were subject to a 
review of the Ethics Committee of the University of Southern Queensland.  
Approval to proceed was given (Approval number H15REA183).   
To ensure ethical treatment of qualitative and quantitative data, the data has been 
obtained, used and stored as follows: 
I. Financial data was received in either MS Excel format, or as a PDF.  The data 
was input into MS Excel spreadsheet, with source identification removed 
and a regional code allocated.  MS Excel was used to manipulate the data 
into a consistent format, remove inflation, adjust the expenditure to a per 
hectare figure and to allocate expenditure to the correct phenological stage.  
Once this was done the summarised data was transferred to IBM SPSS 
software for analysis. 
II. Recordings of interviews and interview transcriptions have been saved using 
code which signifies region only. 
III. Temperature and rainfall data was taken from the Bureau of Meteorology 
website (www.bom.gov.au).  This is public information and as such there 
was no need to protect privacy or secure the information.  All use of this 
data has been acknowledged. 
IV. All data is stored on a password protected computer. 
3.7. Conclusion 
This chapter discussed the choice of a multiple-case study with qualitative and 
quantitative elements as the methodology used for this study and its validity, the 
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recruitment of participants and the collection and management of data.  The next 
chapter will identify and discuss both the qualitative and quantitative results of the 
research. 
 
4. RESULTS AND ANALYSIS 
4.1. Introduction 
The purpose of this chapter is to present the results of the analysis of both the 
qualitative and quantitative data.  First a descriptive analysis of the weather data 
(quantitative) is provided and then the presentation and discussion of the 
relationship between the weather variables and the cost of production 
(quantitative and qualitative) is provided, and finally, the limitations to this study 
are identified.  The weather variables used for this study are total period rainfall, 
average maximum temperature,  average temperature, average diurnal 
temperature range, number of extreme cold days in the period and number of 
extreme hot days in the period.  Cost of production expenditure has been divided 
into four categories, pest and disease management, vineyard floor management, 
vine management and irrigation.  The relationships between the temperature 
variables and the activity production costs have been considered at both the 
phenological stage and on an annual basis.  Due to the large number of results, full 
details are not included in the main body of this report, they have been provided in 
the appendices.  Appendix 3 provides detail of the descriptive statistics for the 
temperature variables and appendices 4 - 7 provides details of the correlation 
analyses between the weather variables and the four activity production costs. 
4.2. Analysis of weather variables 
4.2.1. Introduction 
This section discusses the descriptive statistics of the weather variables used for 
this study for each region of study.  The weather variables are total period rainfall, 
average maximum temperature,  average temperature, average diurnal 
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temperature range, number of extreme cold days in the period and number of 
extreme hot days in the period.   
4.2.2. Evaluation of the annual weather variables 
This section provides a summary of the descriptive statistics for the annual weather 
variables for Granite Belt, Margaret River, King Valley and the Pyreenes regions.  
Full details of the descriptive statistics for the annual weather variables can be 
found in appendix 3.  As there was only data available for one complete production 
year (harvest to harvest) for the Murray Valley, this region has not been considered 
on an annual basis.  The number of days per year will vary around 365 for the 
Granite Belt, King Valley and the Pyreenes as one year was defined from harvest to 
harvest.  Margaret River data has been analysed on a financial year basis. 
The King Valley had the highest average maximum temperature during this study, 
with average maximum temperatures of 22.6 oC and 23.1oC, followed by the Granite 
Belt, with average maximum temperatures ranging from 21.0oC to 22.7oC, the 
Margaret River with average maximum temperatures ranging from 19.9oC to 
22.4oC, whilst the Pyreenes has the lowest average maximum temperatures at 
approximately 16.5oC.  However both the Pyreenes and King Valley have larger 
standard deviations, indicating a larger difference between summer and winter 
maximum temperatures than the other regions. 
The Pyreenes also had the coldest annual average minimum temperatures with 
7.6°C and 7.5°C.  However, the King Valley with average minimums of 7.6°C and 7.9 
°C, is similar despite having the warmest average maximum temperatures and was 
colder than both the Granite Belt with average minumum temperatures ranging 
from 8.4 oC to 10.2 oC and the Margaret River with average miminum temperatures 
ranging between 9.6 °C and 11.3 oC.  The Margaret River region also has the 
smallest standard deviations indicating a smaller difference between summer and 
winter temperatures than the other regions.   
As could be expected, the King Valley has the largest average diurnal temperature 
range with 14.7 °C and 15.5 °C, followed by the Granite Belt,  Margaret River and 
Pyreenes.  These results are to be expected as the Margaret River is located on the 
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coast and thus its climate is more influenced by the moderating effect of the ocean 
than the other regions. 
Total annual rainfall recorded in the research years and the average annual rainfall 
for each region is shown in figure 4.1.  The average rainfall data identifies the 
Margaret River as the region of highest rainfall, followed by Granite Belt, Pyrenees, 
King Valley and Murray Valley respectively.  During the study period the Pyrenees 
had below average annual rainfall, the King Valley received approximately average 
rainfall and the Murray Valley had higher than average rainfall.  Both the Granite 
Belt and Margaret River had total annual rainfall above and below average rainfall 
during the study period.    
 
 
 
Figure 4.1 Annual rainfall during subject years and average annual rainfall for each 
region 
GB – Granite Belt, KV – King Valley, MR – Margaret River, MV – Murray Valley, PY - Pyrenees 
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4.2.3. Phenological stage weather 
This section discusses the descriptive statistics for the weather variables at each 
location for the various phenological stages.  The regions discussed in this section 
are the Granite Belt, Murray Valley, King Valley and Pyrenees.  Margaret River 
weather data is not included in this section as only annual financial data was 
received from the Margaret River participant.  For full details of the descriptive 
statistics see appendix 3. 
Harvest - budburst, which includes dormancy, occurs roughly from April – mid-
September in the southern hemisphere.  The Pyrenees region has shown the 
coldest average maximum temperatures for this period, however the average 
minimum temperatures were similar in all regions, thus, the Pyrenees, as would be 
expected has the smallest average diurnal temperature range.  The standard 
deviation of Pyrenees maximum temperatures is larger than the other regions, 
while the standard deviation of Granite Belt minimum temperatures is larger.  
Indicating that producers both these regions must manage more extreme 
conditions than in the King Valley and the Murray Valley during the harvest – 
budburst stage. 
Budburst to flowering occurs roughly from mid-September to mid-November in the 
southern hemisphere.  Again the Pyrenees region has colder average maximum 
temperatures than the other regions, however during this period it also has the 
coldest average minimum temperatures and the smallest diurnal temperature 
range.  The standard deviation of the Granite Belt average maximum temperatures 
is smaller than for the other regions indicating more consistent day-time 
temperatures.   
Flowering to veraison occurs roughly between mid-November and mid-January in 
the Southern Hemisphere.  The Pyrenees region recorded the lowest average 
temperatures for this period, with the King Valley recording the highest.  The 
Pyrenees region also recorded the lowest average minimum temperatures and the 
Granite Belt recorded the highest average minimum temperatures during this 
period.  The Pyrenees and Granite Belt regions had similar diurnal temperature 
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ranges, followed by the Murray Valley and the King Valley with the largest range.  
The standard deviations for maximum temperature, minimum temperature and 
temperature range were lowest for the Granite Belt, indicating more stable weather 
during this period than for the other regions. 
Veraison to harvest occurs roughly between mid-January and mid-March/early 
April, in the Southern Hemisphere.  The Pyrenees and Granite belt regions show the 
similar average temperatures for this period, with the Murray Valley higher and the 
King Valley higher again.  However, whist the Pyrenees region also recorded the 
lowest average minimum temperatures, the Granite Belt recording the highest 
average minimum temperatures during this period.  Thus the Granite Belt region 
had the smallest diurnal temperature range, with the King Valley showing with the 
largest range.  The standard deviations for maximum temperature, minimum 
temperature and temperature range were lowest for the Granite Belt, indicating 
more stable weather during this period than for the other regions. 
Total rainfall for each phenological stage in each region are shown in figure 4.2.  As 
can be seen, different regions received the majority of their rainfall during different 
phenological stages, with Granite Belt rainfall being much higher during the 
flowering to veraison period than in the other regions, while the Pyrenees showed 
higher rainfall than other regions during the veraison to harvest stage and the King 
Valley generally showed higher rainfall than the other region during the harvest to 
budburst stage. 
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Figure 4.2.  Total rainfall for budburst to flowering during the study years. 
4.3. How weather influences pest and disease expenditure 
4.3.1. Introduction to pest and disease expenditure 
Expenditure is made for pest and disease management either as a pre-emptive 
strategy to avoid the impact of pests and disease on the crop, or as an attempt to 
limit damage once a pest and/or disease issue has been identified (Dry et al. 1992).   
Expenditure is likely to include tractor and spray machinery running costs, labour, 
monitoring costs, pesticides and fungicides (Dry et al. 1992).  Participants were 
asked to identify the major pest and disease issues for their vineyards, these are 
shown in table 4.1. 
GB – Granite Belt, KV – King Valley, MV – Murray Valley, PY - Pyrenees 
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Table 4.1. Major pest and disease issues reported in each region 
Region Pest and Disease issue 
Granite Belt  Downy Mildew 
 Powdery Mildew 
 Botrytis 
 Deer/pigs/kangaroos 
King Valley  Botrytis – major issue 
 Downy Mildew – constant issue, but manageable and unlikely 
to cause crop loss  
 Powdery Mildew 
Murray Valley  Botrytis – major issue 
 Powdery Mildew – constant but at low levels 
 Light Brown Apple Moth – occasional 
 Downy Mildew – not very common, will see an outbreak 
every 6 – 8 years 
Pyrenees  Downey Mildew 
 Powdery Mildew 
 Light Brown Apple Moth 
Margaret River  Powdery Mildew – major issue 
 Downey Mildew 
 Botrytis 
 Garden weevil 
 Snails 
 Mealy Bugs 
 Birds 
All producers reported that they use conventional spraying products, i.e. not 
organic, however, the Pyrenees site did report that they limit the use of pesticides 
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as much as possible as they prefer to use beneficial insects to assist with the control 
of disease pressure where possible.   
4.3.2. Summary of results of correlation analyses between pest and disease 
management expenditure and weather variables 
A summary of the correlation analyses conducted between pest and disease 
management expenditure data and the weather variables is shown in table 4.2.  Full 
details of the correlation analyses between pest and diseases expenditure data and 
the weather variables are available in appendix 4. 
Table 4.2 Summary of findings for the relationships identified between pest and 
disease expenditure and rainfall/temperature variables 
Variable Annual Harvest – 
Budburst 
Budburst - 
Flowering 
Flowering – 
Veraison 
Veraison - 
Harvest 
Total rainfall for the 
period 
*MR (6) -  **GB-1 (6)+ 
 
**GB-2 (5)– 
 
*KV (3) - 
Average Maximum 
Temperature 
**GB-1 (6) – 
 
*GB-1 (6)- *GB-1 (6) - *GB-1(6)- 
**GB-2 (5)- 
 
 
Average Minimum 
Temperature 
 **GB-1 (6) – 
 
  *GB-1 (6)- 
Average 
Temperature 
 ***GB-1 (6)–  **GB-2 (5) -  
Average Diurnal 
Temperature Range 
**MR (6) + 
**GB-2 (5)+ 
**GB-1 (6) - 
 *GB-1 (6) - *GB-1 (6) -  
No of extreme hot 
days 
**GB-1 (6) – **GB-1 (6) -  *PY (3) -  
No of extreme cold 
days 
    **GB-1 (6) + 
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Site, (n), positive or negative relationship identified - Relationships are identified 
where r >+.5 or <- .5, with significance indicated where:  
*  p<.1 
** p<.05 
*** p<.01 
Mostly negative results No results or inconsistent 
results 
Mostly positive results 
Positive correlations were also identified for the Pyrenees site during veraison – 
harvest for average maximum temperature (r=.991, p<.1) and average temperature 
(r=1, p<.01).  These correlations are unreliable as there are only three data points 
available, and two of these had a $0 spend.  They have been removed from the 
summary. 
4.3.3. Pest and disease management expenditure and rainfall 
Rainfall was often identified by participants as a trigger for increased pest and 
disease pressure and thus expenditure, with comments such as: 
“It’s mainly rain, rain will promote shoot growth which promotes moth larvae” 
        Pyrenees producer 
“Particularly rain through January leading into February is what we are 
worried about” 
        King Valley producer 
“If you do get heavy rain people will have a few more sprays” 
King Valley chemical supplier 
“If we get wet weather and then we have a downy issue or more likely a 
botrytis issue” 
Margaret River producer 
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The opinion of those interviewed regarding the role of rainfall in increasing disease 
pressure is mostly supported by research.  Rainfall has been identified as a key 
factor to increase pressure for downy mildew (Plasmopara viticola) (eg. Blaeser & 
Weltzien 1979; Rossi & Caffi 2007; Rossi & Caffi 2011) and Botrytis cinera (eg. Bulger 
1987; Zhang & Sutton 1994) infection.  However, while increased humidity, 
potentially caused by rainfall, has been shown to increase the rate of infection of  
powdery mildew (Erysiphe necator) (Carroll & Wilcox 2003), Chellemi and Marois 
(1991) found that at some temperatures, rainfall may actually suppress sporulation, 
rather than encourage it.  There is no shown relationship between rainfall and light 
brown apple moth pressure, however, the availability of food, preferably young 
leaves, influences adult weight and reproductive capacity (Danthanarayana et al. 
1995; Read et al. 2003).  As rainfall will promote new vine growth, a link between 
rainfall and light brown apple moth pressure can be assumed.  
Considering the stated relationship between rainfall, pest and disease pressure, 
pest and disease management expenditure, and the supporting literature, it could 
be anticipated that positive correlations would be found between pest and disease 
expenditure and rainfall.  Additionally, when the Granite Belt producer was asked to 
anticipate the results from this study, the response was “it would all be about 
rainfall”.  However, these anticipated results were not identified (see table 4.2), 
with only one strong positive correlation at the GB-1 site (r=.855, p<.05) identified 
during budburst-flowering.  All other correlations identified were negative.  The 
negative correlations could potentially be explained by the inability to actually work 
in the block during and shortly after rain events and potential difficulty in accessing 
product in times of high demand.  Participants confirmed that on some occasions 
ready access to pesticides can be challenging with statements such as: 
 “the one that is always a bit of a risk is Ridomil ……………… we tend to keep a 
bit of a stock of Ridomil just in case …………… it is a bit of a pain (because) 
particularly Ridomil can go past its used by date ……. It’s one of the more 
expensive chemicals as well” 
King Valley producer 
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“Downy Mildew is the one where occasionally (hard to get)………….one year I 
remember having to go to the transport yard and guard a truck load of fulvic 
acid because the growers knew it was coming in and they were going in and 
pulling it off the truck, and another one ………….. it was really hard to get a 
product called Ridomil and/or metalaxyl and we had to get it from 
(elsewhere).” 
Murray Valley chemical supplier 
“The broad acre market in Queensland/New South Wales will affect how 
readily we can get stock for our customers here” 
King Valley chemical supplier 
“Chickpeas is our biggest killer here.  At certain times they take all the stock of 
this one chemical.  Two years ago we couldn’t get any of this one chemical we 
need for botrytis because the chickpeas had it” 
Granite Belt producer 
Rainfall does appear to influence the timing of pest and disease expenditure with 
the majority of expenditure occuring earlier in the Pyrenees and King Valley, during 
budburst – flowering whereas, in the Granite Belt, the majority of costs are incurred 
during flowering – veraison.  The timing of the expenditure appears to link with 
rainfall patterns, see figure 4.2, with higher rainfall at the Pyrenees and King Valley 
occurring during the budburst – flowering stage, and higher rainfall at the Granite 
Belt occurring during flowering – veraison.  This suggests that changes in rainfall 
patterns may influence the timing of pest and disease expenditure.  In the years 
studied, the Murray Valley rainfall was similar between budburst – flowering and 
flowering – veraison, as was expenditure.  As the Australian Wine Industry Code of 
Conduct states that all payments for grapes must be finalised by September 30 in 
the same year of harvest (WGGA 2011), a change of timing of expenditure during 
the growing season should not have a significant impact on the cash flow of grape 
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production, however this may be of concern for diversified business models where 
the cash flow issues of one sector of the business will impact others. 
4.3.4. Pest and disease management expenditure and temperature 
None of the grape producers or chemical suppliers identified temperature as a 
factor with regard to disease pressure, although, the Murray Valley producer 
recognised that local climate, rather than identifying rainfall specifically, reduced 
disease pressure, and the Margaret River producer identified that hot dry weather 
will reduce the amount of flowering in the local vegetation, thus increasing the 
amount of bird pressure and costs for bird netting. 
Research, however, indicates that temperature has a significant effect on disease 
pressure.  Steel et al. (2011) found that infection rates for Botrytis cinerea at 27oC, 
were approximately 30% lower than they were at 20oC.  Williams et al. (2007) found 
that downy mildew (Plasmopara viticola) zoospores will germinate in temperatures 
between 5oC – 30oC, but not at 35oC and that germ tubes penetrated the stomate at 
temperatures between 10oC – 25oC, but not at 30oC or 35oC, these findings were 
supported by Caffi et al. (2016) who found that P. viticola zoospore release and 
infection rates were highest at 15oC – 20oC.  Choudhury et al. (2014) found exposing 
powdery mildew (Erysiphe necator) to periods of heat stress reduced colony size 
and increased latency period, although additional heat stress periods did not 
exacerbate these results which supports Peduto et al. (2013) findings that that 
temperatures above 30 degrees will have an impact on colony size and germination, 
although the length of exposure to higher temperatures also had an impact.  
Population growth, and thus disease pressure of Light Brown Apple Moth is also 
strongly influenced by temperature, with Danthanarayana et al. (1995) finding that 
population growth is at its maximum between 20 °C and 25 °C, with growth 
stopping at 7.1 °C and 30.7 °C. Given this research, it could be expected that pest 
and disease spend would negatively correlate with temperature variables at high 
temperatures, but positively correlated to temperature variables at low 
temperatures.    
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The qualitative results (see table 4.2 for summary) suggest that, for these sites, 
higher temperatures may be more important as an influence over pest and disease 
expenditure than total rainfall.  The results indicate that as temperature increases 
pest and disease costs are likely to decrease, with consistent negative correlations 
identified with average maximum temperature, average temperature and number 
of extreme hot days.  However, at the other end of the temperature spectrum, 
where it would be expected that costs would rise as temperatures rose past 
minimum viable temperature, no evidence was shown at these sites in the research 
years.   
The other issue to consider is that the results indicating that higher temperatures 
are likely to cause reduced disease expenditure, may not negate the participant’s 
assertions that rainfall is the major trigger for pest and disease pressure.  The lack of 
relationships shown between pest and disease expenditure and rainfall, may be a 
result of using the “wrong” measure for rainfall.  This research has considered the 
total volume of rainfall, however, there is potential that a better measurement 
would have been “cloudiness”, and that when participants were referring to rain, 
they in fact meant rainy or overcast days which would not necessary directly relate 
to the amount of rainfall.  Increased cloudiness, often found during La Niña events, 
will result in reduced maximum temperatures (Power et al. 1998), and support 
damp conditions favourable to disease spread.  Thus the higher expenditure during 
years with lower maximum temperatures may be a factor of more agreeable 
temperatures, but may also relate to cloudiness, further improving conditions for 
disease spread.  It may be possible to investigate this supposition in future studies 
using the global solar exposure data available from the Bureau of Meterology. 
4.3.5. Issues influencing the ability to identify linear correlations between pest and 
disease management expenditure and weather variables   
There are a number of issues that will influence the capacity to identify 
relationships between pest and disease management expenditure and the weather 
variables.  They are the practice of scheduled spraying, the limitations of disease 
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management during veraison – harvest, and non-inflationary movements in the cost 
of supplies. 
4.3.5.1. Scheduled spraying  
The practice of schedule spraying is common within the grape production industry 
(Pertot et al. 2017) and it is expected that the practice will have reduced the 
capacity of this research to identify linear relationships between pest and disease 
management expenditure and the weather variables.  Scheduled spraying results in 
a base expenditure that is not dependent on weather or disease pressure, however 
it was acknowledged that weather patterns and events will have some impact with 
the potential for additional sprays.  Participant statements indicate that producers 
prefer to avoid risk when it came to disease management: 
“I just have a really strict spray schedule………….. we stick to the spray 
schedule, we don’t miss any even if it’s dry ………….. I don’t miss a spray.  A lot 
of people say oh yeah we’re not spraying we don’t have any disease, but then 
it will start raining and it won’t stop.  I sit back and I don’t have a problem.” 
Granite Belt producer 
“here the programme doesn’t change that much because people don’t want to 
take the risk, they’ll do a few sprays regardless because the pressure is always 
there” 
        King Valley chemical 
supplier 
“I’d prefer to have it covered, pay a bit extra money than not spray because 
it’s all beautiful and there’s no disease pressure and all of a sudden it hits the 
fan and you lose your crop” 
Pyrenees producer 
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“We generally spray on a calendar, but if the weather is more conducive to 
powdery or downy we change the frequency…………………. The first four or five 
sprays they’re set, what we’re going spray and when we’re going to do it” 
Margaret River producer 
4.3.5.2. Limitations of pest and disease management during veraison – 
harvest period 
There are limitations to the management of pest and disease issues during veraison 
– harvest.  Firstly, there are restrictions on the application of chemicals due to pre-
harvest withholding periods (Essling & Lord 2016) and secondly, the perceived value 
of the application of pesticides and fungicides at this stage is questioned, as 
indicated in statements such as: 
“Your options are very much limited going post-veraison…………………….Post-
veraison you can apply chemistry, it won’t stop but it might reduce an 
infection but you still probably going to have quite a high infection which 
means that the fruit’s not accepted it might drop the overall severity from 25% 
to 15%, but 15% is still too high” 
King Valley producer 
 “Once the berries get to about pea sized it’s very hard to get the chemical or 
anything inside the bunch” 
Granite Belt chemical supplier 
4.3.5.3. Non-inflationary changes in the cost of supplies 
Non-inflationary changes in the cost supplies for pest and disease management 
products, are likely to influence the ability to identify relationships between pest 
and disease pressure and weather variables.  Non-inflationary changes in the costs 
will likely be driven by market forces and may result in higher prices being charged 
for an item that is short in supply, or prices being lowered so that an established 
product can compete with a new, potentially more effective, product on the 
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market.  However, different participants had differing views on how the cost of 
supplies changed: 
“There is such competition it’s not in their best interest not to try and push a 
product up too high” 
Granite Belt chemical supplier 
“Some probably haven’t changed for 20 years, and others, …………… driven by 
the broad acre market, if they use it all they may have to fly in stock 
……………….. which obviously increases costs………… and sometimes a product 
might be deregistered or there might be a new product comes onto the market 
and there’s no generics and it might be quite high and then it can drop away in 
price as it comes off its trademark” 
King valley chemical supplier 
“They can vary significantly ………………. (product name) pricing has dropped by 
40% this year, copper seems to fluctuate quite a bit, sulphur this year has gone 
up by 20%” 
King Valley producer 
“Supply and demand, if a product gets used to fight a particular pest or 
disease somewhere that impacts on availability and that impacts on price” 
Margaret River producer  
4.3.6. Implications for pest and disease management 
There are two main implications worthy of consideration identified from this 
research for wine grape producers with regard to pest and disease management.  
Both relate to the risk avoiding strategy of scheduled spraying to manage pest and 
disease threat, and the issue of climate change.  Firstly, there is the potential that 
wine grape producers will not identify opportunities that a change in climate may 
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provide to amend their spray schedules, creating unnecessary expenditure and 
potentially negatively impacting on the environment. 
Whilst recognising the financial benefit of effectively managing pest and disease 
pressure on the vineyard, it should also be recognised that decision making, with 
regard to farm management, is often based on personal experience, or guidance 
from a more experienced person, in the case of an inexperienced farmer; it can 
become habitual; and will be strongly influenced by perceived vulnerability to risk  
(Hoe & Ruegg 2006; Abdalla et al. 2012; Mankad 2016).  
There is a high degree of certainty that average temperatures will continue to rise in 
Australia, with a currently predicted worst case scenario of an increase of up to 5 °C 
by 2070.  The occurrence of extreme hot days is also likely to increase.  These 
impacts are likely to most strongly affect inland regions.  There is uncertainty 
regarding the impact that anthropogenic climate change is likely to have on rainfall 
(IPCC 2014). 
In a potentially rapidly changing climate the reliance on a tried and tested spray 
regime may encourage producers to apply pesticide/fungicide sprays that are less 
and less required.  While most producers did state that they undertook some form 
of formal, or informal, pest and disease monitoring process, the absence of 
pest/disease pressure did not result a reduction in the standard spray schedule, just 
removed the need for additional sprays.  Thus there is no trigger to consider the 
amendment of the standardised spray schedule. 
Secondly, there is the potential for the over-estimation of the impact that a 
changing climate will have on pest and disease expenditure and thus vineyard 
profitability.  Increased pest and disease pressure, thus increased expenditure to 
manage the increased pressure, and the corresponding decrease in profitability is 
often identified or implied as an issue of consideration when considering the impact 
that climate change may have on wine production and vineyard profitability (eg. 
Salinari et al. 2006; Bregaglio et al. 2013; Rayne & Forest 2016), however the 
reliance on schedule spraying suggests that there is less likely to be a linear increase 
Page | 68  
 
in expenditure in relation to disease pressure.  A spray schedule will manage pest 
and disease pressure to a particular threshold before there is the requirement for 
additional spraying, thus where a climate change induced increase in pest and 
disease pressure that does not go above that threshold, the wine grape producer 
will not incur additional expenditure. 
Considering the stated preference for a risk avoiding spray schedule strategy when 
managing pest and disease expenditure, and that easily accessible (i.e. BOM) 
forecasts long-term weather patterns is only available with an outlook of 
approximately three months, this research suggests there is not a lot of 
opportunities for short range business planning.  The exception may be where there 
are forecasts for El Niño or positive IOD weather patterns which are likely to result 
in hot dry weather suggesting that additional pest and disease spraying beyond the 
standard spray schedule will not be required.  However, as producers already 
recognise a link between disease pressure and “rainfall”, and acknowledge that they 
do access weather forecasts, it is likely that this opportunity is already recognised. 
4.3.7. Conclusion    
The investigation into the relationship between pest and disease management 
expenditure and the weather variables suggests that high temperatures appear to 
correlate with lower pest and disease management expenditure.  However, rainfall, 
although identified by producers and mostly supported by literature, did not show 
the expected relationship with pest and disease expenditure.  This may be due to 
the requirement to consider cloudiness rather than total volume of rainfall, 
however, predominant rainfall patterns do potentially influence the timing of pest 
and disease expenditure.   
Three main factors were identified that had the potential to influence the 
identification of relationships between pest and disease expenditure and weather 
patterns in a quantitative analysis.  They were the non-inflationary movements in 
prices for supplies; pre-harvest withholding periods of agrochemicals; the 
questioned value of spraying post-veraison; and the practice of scheduled spraying.   
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Three impacts of the practice of scheduled spraying were identified, (i) the potential 
to miss savings because of reliance on spray schedule, (ii) as climate changes there 
may be the potential that maintaining an existing spray schedule will lead to 
unnecessary spraying and with negative environmental impacts and (iii) the 
potential to over-estimate the financial impact that an anticipated increase in 
disease pressure may have by ignoring the buffering impact of the spray schedule 
and making calculations considering a linear relationship between pest and disease 
pressure and expenditure.  
The next section considers how the weather variables may influence vineyard floor 
management expenditure. 
4.4. How weather influences vineyard floor management expenditure 
4.4.1. Introduction to vineyard floor management expenditure 
Decisions about how to manage the vineyard floor, and thus expenditure incurred, 
are influenced by climate, vineyard site and soil type  (Ripoche et al. 2010).  A cover 
crop can be used for soil improvement, frost mitigation, reduced soil moisture loss, 
provision of refuge for beneficial insects and weed suppression (Jones & Wilson 
2010; Guerra & Steenwerth 2012).   
“It’s nice to have a bit of a weed mat, we used to roll it so it would sit over the 
top so you wouldn’t get weeds growing up, it created a bit of a fire hazard – 
we opted out on that, so now we slash and leave it low.  It’s also about frost 
management, the higher the grass on the ground the higher it takes the frost 
point up in the canopy” 
Pyrenees producer 
Four main vineyard floor management strategies were identified by Guerra and 
Steenwerth (2012), cultivation, herbicide, cover crops and mulches.   The wine 
grape producers all identified the use of a cover crop (see table 4.3) as their main 
strategy, with some participants identifing additional limited use of herbicide.  The 
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costs incurred to manage the vineyard floor will predominately include, tractor and 
machinery running costs, labour and herbicide. 
Table 4.3.  Details of the strategies used by participants : 
Region Strategy 
Granite Belt Use barley and oats for bulk and mulch, slash at 
budburst and dig it in.  Ensure that grass is mowed.  
Have used mustard to suppress nematodes in the 
past. 
King Valley Permanent volunteer sward (mixure of grasses, 
medics and clover) which will brown off around 
January or February.  Keep the undervine area clear.  
Herbicide application during winter and spring as well 
as mowing. 
Murray Valley Permanent volunteer sward which browns off quickly 
and is mowed. 
Pyrenees Permanent grasses.  Minimises inputs but will apply 
herbicide and mow. 
Margaret River Volunteer cover crop.  Will try to stick to one slashing 
pass.  Try and do only one knockdown herbicide and 
use sheep in vineyards where possible. 
4.4.2. Summary of results of correlation analyses between vineyard floor 
management expenditure and weather variables 
Correlation analyses were undertaken to consider the relationship between 
vineyard floor management expenditure and the weather variables.  The full details 
of the analyses is provided in appendix 5.  Table 4.4 provides a summary of results. 
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Table 4.4. Summary of revised findings for vineyard floor expenditure compared 
with weather variables. 
 Annual Harvest – 
budburst 
Budburst - 
Flowering 
Flowering 
– Veraison 
Veraison - 
Harvest 
Rainfall *GB-2 (4) +   **GB-1 (6)+ 
 
 
Average Maximum 
Temperature 
**MR (6) -     
Average Minimum 
Temperature 
**GB-1 (6) + 
*GB-2 (4)+ 
*GB-1 (6) +  **GB-1 (6)+ 
 
*KV(3)- 
 
 
Average 
Temperature 
*MR (6) -    
 
 
Average Diurnal 
Temperature Range 
    **KV (3) + 
No of extreme hot 
days 
**MR (6)-    **KV (3) + 
No of extreme cold 
days 
    *GB2 (5)+ 
 
Mostly negative results No results or inconsistent results 
(ie equal negative and positive) 
Mostly positive results 
Site, (n), positive or negative relationship identified - Relationships are identified 
where r>+.5 or <- .5, with significance indicated where:  
*  p<.1 
** p<.05 
*** p<.01 
Negative correlations were identified for the Pyrenees site during veraison – harvest 
for average maximum temperature (r=-.997, p<.05), average minimum temperature 
(r=-.998, p<.05), average temperature (r=-.999, p<.05) and average diurnal 
temperature range (r=-.998, p<.05).  Having very strong negative relationships for 
all four variables is very unlikely and as there are only three data points available, it 
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is likely that the results are unreliable.  They have been removed from the 
summary. 
4.4.3. Vineyard floor management expenditure and rainfall 
As the major focus of vineyard floor management is the control of vegetation on the 
vineyard floor, it can be expected that both rainfall and temperature would 
influence expenditure.  The participants again identified rainfall as a factor likely to 
influence activity and thus expenditure, for example: 
“We’ll slash it off at budburst and we’ll disc it in just for a bit organic matter.  
It usually shoots again, it all depends how your season is (inference of rainfall) 
it might come up a little bit more ……………… we like to keep the grass down 
low to keep the airflow through the vines ………………. so we keep it well 
slashed” 
Granite Belt producer 
“It depends on the rains because you don’t use a type of herbicide to actually 
kill the grass and keep it killed, you’ve got to use Basta and things like that just 
to knock it down” 
Granite Belt chemical suppliers 
“We’ll look at the weather and we’ll time the sprays, a lot of rain and we’ll 
close the window in a bit”  
Margaret River producer 
As a major focus in vineyard floor management for the participant vineyards 
involves ensuring that vineyard floor planting is kept low, weather that encourages 
more plant growth is likely to increase expenditure.  The results from the 
correlation analyses, see table 4.4, give some support to the participant’s 
expectation that rainfall will encourage plant growth, thus requiring more slashing 
and therefore increase vineyard floor management expenditure.   
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4.4.4. Vineyard floor management expenditure and temperature 
As with pest and disease issues, none of the participants identified temperature as 
influential to vineyard floor management.  Research recognises that temperature is 
important to plant growth, with optimal growth periods and upper and lower limits 
where growth will cease (eg. Lynch 1990; Nakamura et al. 2002; Lv et al. 2010; Xiao 
et al. 2017).  Furthermore, it has been shown that while dicotyledon growth 
patterns are influenced by the circadian clock, with growth slowing during night, 
this is not so with monocotyledons.  Moncotyledon plants such as barley, oats, and 
grasses, will continue to grow while temperatures are suitable (eg. Walter et al. 
2009; Poire et al. 2010; Ruts et al. 2012).   
As there are upper and lower temperature limits for plant growth (eg. Lynch 1990; 
Nakamura et al. 2002; Lv et al. 2010; Xiao et al. 2017), it could be expected that 
negative correlations would be indentified with average maximum temperature, 
where increases in average maximum temperature would move toward upper 
growth limits.  This would also suggest, that there would be positive correlations 
between vineyard floor management costs and average minimum temperature.  
This would be due to two factors (i) as minimum temperatures increase they will 
move toward optimal growth temperatures, and (ii) as many of the reported 
vineyard floor plants are monocotyledons, thus less influenced by the circadian 
clock, improved growing conditions as nights became warmer, would lead to longer 
growing period resulting in increased leaf growth, requiring additional 
management.  The results of the correlation analyses, summarised in table 4.4, do 
tend to align with these expectations, particularly in the Granite Belt where the 
reported cover crop was almost entirely monocotyledon planting.  There was no 
evidence of correlation between minimum temperatures and vineyard floor 
expenditure at the Margaret River site, however, it is unknown whether 
monocotyledon or dicotyledon plants dominate the reported cover crop and 
additionally, the use of sheep to ensure that the cover crop remains low would 
reduce the need for additional expenditure for slashing in high-growth years. 
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4.4.5. Issues influencing the ability to identify linear correlations between vineyard 
floor management expenditure and weather variables   
There are two issues that may have had some effect on the potential to identify 
relationships between vineyard floor management expenditure and the weather 
variable.  Firstly, as with pesticide application, there are pre-harvest withholding 
periods for herbicide application (Essling & Lord 2016).  However, this is not likely to 
have a major impact as participants generally reported that additional management 
activities usually involved slashing passes, rather than increased application of 
herbicides, and secondly, the availability and quality of supplies.  While some 
participants identified this issue,  
 “A few years ago there was some issues getting Basta” 
King Valley producer 
 “There is a lot of price pressure on the glyphosate …………….a lot of the 
resellers will think they are doing their farmers a favour by getting a cheaper 
form of glyphosate and if you get conditions which aren’t good like dry dusty 
conditions, those cheaper glyphosates will be the ones that fail” 
Murray Valley chemical supplier 
“In a wet year you may see some occasional shortages (for glyphosate or 
gluphosinate), but very rare ……………………… and it’s more driven by, again, 
broad acre” 
King Valley chemical supplier 
it did not appear to be considered a serious problem.  Again, with slashing being 
reported as the activity likely to be increased, if required, the issue of supply of 
herbicide is not likely to have any significant influence on vineyard floor 
management costs. 
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4.4.6. Implications for vineyard floor management 
As mentioned previously, the impact of anthropogenic climate change, on Australia, 
is expected to result in an increase in average temperatures and the number of 
extreme hot days, and a reduction in the number of cold days with impacts being 
more noticeable in inland regions.  There is uncertainty regarding the impact that 
anthropogenic climate change is likely to have on rainfall (IPCC 2014). 
Despite this research suggesting that rainfall is likely to result in higher vineyard 
floor management expenditure, with the uncertainty regarding future rainfall, it is 
not possible to suggest how vineyard floor expenditure is likely to be influenced by 
rainfall in the future.  However, there is consensus that climate change is likely to 
lead to increased temperatures.  This research suggests that high higher day-time 
temperatures may lead reduced costs.  However, higher night-time temperatures, 
particularly if monocotyledons are grown on the vineyard floor, may lead to 
increased vineyard floor management costs.  The impact of using dicotyledon 
plantings on the vineyard floor instead of monocotyledon plantings may be worthy 
of further investigation. 
For short-term business planning, this research suggests that where La Niña, or 
positive IOD weather patterns are forecast, with increased rainfall and warmer 
night-time temperatures (Power et al. 1998) producers can anticipate increased 
vineyard floor management expenditure, particularly those with the majority of 
monocotyledon plantings.    
4.4.7. Conclusion 
Rainfall was identified by participants as being related to vineyard management 
costs, and there is some support from the correlation analyses for this.  Again, 
temperature was not mentioned, however the correlation analyses suggest that 
higher maximum temperatures may lead to reduced expenditure, while higher 
minimum temperatures, particularly where monocotyledon plantings are dominant 
may lead to higher expenditure.  Two main factors that had the potential to 
influence the identification of relationships between vineyard floor management 
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expenditure and weather patterns in a quantitative analysis were, (i) pre-harvest 
withholding periods for herbicide application and access to product, however 
neither of these issues was considered critical. 
The next section considers how the weather variables may influence vine 
management expenditure. 
4.5. How weather influences vine management expenditure 
4.5.1. Introduction to vine management expenditure 
Vine management is the most labour intensive aspect of wine grape growing.  
Activities that are undertaken to manage the vine include fertilisation, pruning, 
shoot thinning, bunch thinning, leaf plucking, frost protection and harvest.  These 
activities are undertaken for three main reasons (i) to maintain the health of the 
vine (eg. Robinson 1992; Smart 1992; Koblet et al. 1996), (ii) improve/maintain the 
quantity and/or quality of the grapes produced (eg. Smart 1992; Stoll et al. 2009; 
Palliotti et al. 2014), and (iii) harvest the crop.   
4.5.2. Summary of results of correlation analyses between vine management 
expenditure and weather variables 
Correlation analyses have been undertaken to identify relationships between vine 
management expenditure and the weather variables.  Full details of the results of 
this analysis can be found in appendix 6, with summarised information displayed in 
table 4.5. 
  
Page | 77  
 
Table 4.5.  Summary of quantitiative results  
Variable Annual Harvest – 
Budburst 
Budburst - 
Flowering 
Flowering 
– Veraison 
Veraison - 
Harvest 
Rainfall *MR (6) -     
Average Maximum 
Temperature 
   ***PY (3) + **GB-1 (6) – 
 
Average Minimum 
Temperature 
**MR (6) -  *GB-2(5)- *KV (3) + **PY (3) + 
Average 
Temperature 
  *KV (3) -   
Average Diurnal 
Temperature 
Range 
  **GB-2 (5)+  ***GB-1 (6) – 
 
No of extreme hot 
days 
     
No of extreme 
cold days 
***MR (6) +     
 
Mostly negative results No results or inconsistent results 
(ie equal negative and positive) 
Mostly positive results 
Site, (n), positive or negative relationship identified - Relationships are identified 
where r>+.05 or <- .5, with significance indicated where:  
*  p<.1 
** p<.05 
*** p<.01 
4.5.3. Vine management expenditure, the weather variables, and the issues 
influencing the ability to identify linear correlations 
The results, as shown in table 4.5, of the correlation analyses when considering vine 
management costs and rainfall/temperature variables are inconsistent.  There are 
many factors that will contribute to the absence of findings for vine management 
expenditure.   
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Firstly, many of the activities undertaken are routine.  Vines are pruned before 
budburst, as the vines grow wire lifting is undertaken, for some vineyards fruit 
thinning may occur, and finally harvest.  The main influence that weather will have 
with these activities, is not if they will be undertaken, but the ease in which the 
activity occurs and potentially a slight variation in the timing of the activity.   
“But then you’ve got 3 or 4 wet days, I worked out that it’s going to take 3 
months with everyone doing 38 hours, we lost a day Monday, we losing it 
today probably tomorrow and Friday that’s put us a long way behind now on 
our targets so we are going to have to employ a couple more people, probably 
in a month just to catch us up.” 
Granite Belt producer 
However, participants did identify some activities as being influenced by weather. 
“If we are getting quite a bit of rain we will definitely have to do another 
trimming pass………… an average of two times, but in a wetter season that 
could easily increase for something like Shiraz up to three.” 
King Valley producer 
“If we are getting wet weather we are more likely to leaf pluck” 
King Valley producer 
“Dry hot weather – we’ll put a Seasol through the sprayer straight onto the 
foliage” 
Granite Belt producer 
“If we get a particularly hot year we won’t pluck and stuff as much” 
Margaret River producer 
“Generally the water availability sets your (growth) so we don’t get extra 
growth” 
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Pyrenees producer 
The Margaret River producer also identified failed dormancy as an issue.   
“Our biggest issue down here is dormancy ………………… this year has been 
good, it’s been cold and wet, but sometimes we don’t get full dormancy, so 
budburst can be quite early so we need to manage that ……………… we delay 
pruning, we use Dormex, they’re the main ways of trying to manage it” 
Margaret River 
Grape vines require a period of chilling (Tave <10oC) to terminate dormancy and 
enable budburst (Gladstones 1992).  Without the appropriate chilling, grape vines 
are likely to have delayed, uneven and limited budburst (Lavee & May 1997).  In 
years when the appropriate temperatures for chilling are not achieved then the 
application of growth regulator product to artificially break dormancy is required to 
regulate budburst. 
Secondly, non-weather related matters influence decisions about expenditure, as is 
the case with fertiliser.  In general, it was reported that decisions regarding fertiliser 
application were based on the findings of a petiole analysis to identify which micro-
nutrients were deficient. 
 “(Fertilisers) generally is quite a standard routine” 
King Valley producer 
“We’ve got our rules you’ve got to look after it, because you’ve got to look 
after if for the following year as well, so if you malnourish it will affect you the 
next year” 
Pyrenees producer 
“we usually do it in August just probably a month before budburst so that it’s 
in near the roots by budburst…….. and then foliar ……………………. play it by ear, 
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look at the vine, look at the vigour, if there is too much vigour it’s not putting it 
into the bunch, tone it back a bit …………………. Pull up a month before harvest” 
Granite Belt producer 
Thirdly, a number of events that are likely to have an influence on the vine and thus 
expenses are “one-off” or extreme events such as frosts, storms/hail, or fire.  These 
types of events can have significant impact on both production expenditure and the 
income received for a block in a particular season, they are challenging to identify in 
a correlation analysis due to their irregularity. 
  . 
However, anticipated changes in climate are likely to cause expenditure for these 
types of events to increase.  The IPCC (2014) suggests that extreme hot weather 
events are likely to become more common requiring management strategies to 
counteract losses to the crop from heat stress (Webb, L. et al. 2010).  Extreme hot 
weather is also likely to increase the number of bushfires (IPCC 2014), which at best, 
will result in more incidents of smoke taint to the grapes, creating undesired 
characteristics in the wine from those grapes (Krstic et al. 2015), but may result in 
vines being damaged or lost.  The number of  days with the potential to generate 
severe storms is also predicted to increase, on the east coast of Australia, in the 
coming years (Allen et al. 2014), thus it can be expected that damage to vines and 
trellises with the resulting expenditure for repairs and loss of crop income is likely 
to increase.  However, while it is likely that the number of extreme cold events will 
be reduced resulting in fewer frost events (IPCC 2014), there is the potential that an 
enriched CO2 environment may leave the vine more susceptible to frost damage 
when those events occur (Barker et al. 2005; Loveys et al. 2006; Jurczyk et al. 2013; 
Chang et al. 2016). 
 “To be honest, it’s probably the extreme weather events that cost the most, 
you can sort of manage through dry years, to an extent you can manage 
through wetter years as well ………………. It’s the number of those extreme 
weather events ………….. that’s probably the more worrying thing.  If you get a 
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hail storm come through at the right time, or the wrong time ………………. It can 
pretty much wipe that whole season’s crop out……………. Or, if you just get a 
huge amount of rainfall in a few days……………… if that’s at harvest time you 
might not be able to get on the ground for a week and things will go rotten.  
Smoke’s a big issue here as well, if you’re getting those really extreme 
heatwaves, followed by lots of wind and you get bushfires up in the mountains 
then that’s going to create smoky conditions that will knock out a whole 
region with smoke taint”   
King Valley producer 
“we put Seasol on four days before and then the day before (frost), we are 
watching the weather the whole time, so we know when it’s going to freeze 
and when it’s not …………………….. at this time of year (July) we don’t worry 
about it, once they are dormant, it’s just from budburst ………………………. A 
couple of years in a row, the day before the big frost it was a blustery day and 
we couldn’t get the Seasol on, two years in a row and we’ve lost most of that 
block.” 
Granite Belt producer 
“Frost is a big one here ……… the whole vineyard here is under frost protection, 
(frost protection triggered) sometimes none, but quite often it’ll be two, three, 
five times.” 
King Valley producer 
Hail storms usually hit the week before Christmas, so then it’s OK everyone 
don’t have Christmas, let’s go spraying.  That’s our main worry through the 
season is hail storms, then you get botrytis and everything else with it 
…………………..(example) it knocked the vine over, shoot thinning, got rid of 
bunches with botrytis, hedged, there was a lot more work but it only hit one 
block, broken trellis, we were probably in there for 2 weeks, the four of us. 
Granite Belt producer 
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With that hail storm it really did a lot of damage, some growers just more or 
less went along and cut all their bunches off and walked away, from that they 
just used a bit of copper and sulphurs just to keep the foliage still going, 
because you don’t want to suddenly go oh bugger it I’ve got no production and 
just let them go, you’ve still got to look after your plant” 
Granite Belt chemical supplier 
Fourthly, decisions made regarding expenditure on the vine can be influenced by 
anticipated crop return influenced expenditure decisions. 
“Whether or not you are making any sales as well because the vineyard 
generally the first to suffer, one of the first things you try and cut costs on in 
years that are tough” 
Pyrenees producer 
“Very much price dependant and end-point dependant, depending of the price 
point of the product it’s going to go into and what the specs are” 
Margaret River producer 
“I suggest if there was a wholesale event (frost) ……………………..if they had a 
fertiliser programme laid out for the season and they had a frost and it 
knocked a fair portion of their crop down  they would cut back (on fertiliser)” 
Murray Valley chemical supplier 
As noted above the participants did identify some vine management activity that is 
influenced by weather conditions, however it is expected that these have not been 
identified in the correlation analyses as they are either overshadowed by the large 
routine costs involved in vine management, or they are “one-off” or extreme 
events. 
As vine management is the most labour intensive activity, often requiring the 
sourcing of additional labour, there was the potential that access to staff may have 
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been problematic, and that non-inflationary changes in the costs involved with 
those staff may have influenced results.  However, despite having to compete with 
other crops for staff in some regions, none of the producers identified access to 
staff as an issue, additionally all producers stated that there were no fluctuations, 
other than inflationary pressure, for the cost of staff.   
“Strawberries are our biggest concern, they need a lot of staff when we are 
picking and pruning” 
“Last year we had a lot of the year before pruners but a lot of them have got 
too old, but I’ve found quite a few young ones, but they’ve only been working 
for a week.  You’ve sort of got to ride them, you’re working twice as hard 
………………….. I thought I was going to have trouble but I didn’t end up having 
trouble” 
Granite Belt producer 
“The biggest demand for grape pickers would be February, March, a bit into 
April which are the exact months that the apples are on……………………… the 
fortunate thing for the vineyard owners is that it comes at the busiest time of 
the year and there’s heaps of people around …………………. 99% of the time it’s 
fairly to round up a crew, everyone loves picking grapes, it’s the easiest job, 
it’s the best pay, it’s an hourly rate.  The strawberry runner farm …………………. 
they’re the ones that create a labour shortage, they start at the beginning 
March now and they employ close to 500 people for about 5 – 6 weeks 
…………………. So there’s a period during March where sometimes we are 
scratching for workers” 
Granite Belt labour supplier 
“We compete with other crops in the King Valley but also through Shepparton 
and up towards Beechworth and Stanley, so cherries is certainly one through 
their peak growing season …….. blueberries is another one, obviously apples 
and stone fruit” 
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“We certainly have trouble getting good reliable casual labour (as opposed to 
contract labour) ……………… the key labour period for us is through pruning and 
then that early growing season when we are doing wire lifting………. And then 
bunch thinning or shoot thinning…………………. We can get contractors when we 
need them ……………. Communication is the key, because there is quite often 
there is a language barrier there, as long as you get that right there is no real 
problem” 
King Valley producer 
“We’ll get itinerant workers in, generally labour hire group ………………… we’ve 
got trained people out there at the moment they’re a Malaysian team 
…………….. you just keep an eye on them to make sure they are doing what you 
want …………………. If you leave it too late you get the lesser qualified staff and 
then you have to manage them a bit more”  
Pyrenees producer 
4.5.4. Conclusion 
Many of the activities that result in vine management expenditure result from 
activities that will occur every year regardless of weather conditions, such as 
harvest and pruning; are reliant on “non-weather” influenced indicators such as 
petiole analyses or anticipated financial return for crop; or are the result of one-off 
random events such as frost or fire.  While the participants did acknowledge that 
some activities were influenced by weather conditions, it is likely that the impact 
that weather has on those particular expenses is overshadowed by the majority of 
vine management expenses that do not appear to be influenced by weather 
conditions.   
The next section considers how the weather variables influence irrigation 
expenditure. 
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4.6. How weather influences irrigation expenditure 
4.6.1. Introduction to irrigation expenditure 
Irrigation has a number of purposes, although the predominant one is to maintain 
the balance between the water available to the vine and the requirements of the 
vine.  Irrigation can also be used to protect the vine from frost damage (Jones & 
Wilson 2010) and as a salinity management strategy to leach salt below the root 
zone (McCarthy 2014).  The main costs for irrigation will be fuel, labour and water, 
although only participants at the Murray Valley and King Valley sites reported that 
they paid for water.   
4.6.2. Summary of results of correlation analyses between irrigation expenditure and 
weather variables 
Correlation analyses have been undertaken to consider the relationship between 
irrigation and the weather variable, full details of the analyses are available in 
appendix 7, with summary details provided in table 4.6. 
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Table 4.6.  Summary of relationships identified between irrigation exenditure and 
the weather variables. 
Variable Annual Harvest – 
Budburst 
Budburst- 
Flowering 
Flowering 
– Veraison 
Veraison - 
Harvest 
Rainfall  **GB-2 (4) + 
 
  *GB-1 (6) - 
*GB-2(5) – 
 
Average Maximum 
Temperature 
     
Average Minimum 
Temperature 
     
Average 
temperature 
  *KV (3) +  *KV (3) + 
*PY (3) + 
Average Diurnal 
Temperature Range 
     
No of extreme hot 
days 
GB-2 (5) +     
No of extreme cold 
days 
     
 
Mostly negative 
results 
No results or inconsistent results (ie equal 
negative and positive) 
Mostly positive 
results 
Site, (n), positive or negative relationship identified - Relationships are identified 
where r>+.5 or <-.5, with significance indicated where:  
*  p<.1 
** p<.05 
*** p<.01 
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4.6.3. Irrigation expenditure, the weather variables, and the issues influencing the 
ability to identify linear correlations 
Water availability to the vine can be influenced by many factors including, rainfall, 
the vine root depth and distribution (Jackson et al. 1999), the amount of 
evapotranspiration, which is directly influenced by solar energy and wind (Allen et 
al. 1998), and the water holding capacity of the soil (Cotching 2011).  Thus 
temperature and rainfall would be expected to have a strong influence on irrigation 
costs, with costs reduced during wet and/or cool years and increased during hot 
and/or dry years.  In salt prone areas increased irrigation costs may also be 
expected during harvest – budburst, while the vine is dormant, where irrigation is 
used to leach salt below the root zone (McCarthy 2014).   Increased costs could also 
be expected around budburst for sites where irrigation is used to mitigate against 
frost events (Jones & Wilson 2010) . 
Participants recognised the impact of both rainfall and temperature on irrigation 
costs. 
“If we have a dry spring, a dry winter we’ll start irrigating earlier” 
Margaret River producer 
“Because of the rainfall there is some years where they just don’t irrigate” 
King Valley chemical supplier 
“If it’s really, really hot here you just turn the water on.” 
King Valley producer 
“If you get a prolonged drought you get salt issues.” 
Pyrenees producer 
While the results of the correlation analyses do, in general, support the expected 
findings, they are not as strong as would be expected.  There are a number of 
reasons for this.  The first one is in the data received, although it was acknowledged 
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that a major factor of irrigation was the cost of running the pumps, the data 
provided often did not include electricity, and provided no way of allocating cost of 
fuel for the length of time the pumps were running.  Participants identified that 
different weather patterns will influence the length of time that irrigation pumps 
are running. 
“Extreme heat - All night-time water …………………. so I’ve got the pumps going 
24hours so there’s more power” 
Granite Belt producer 
“Cost of power – it’s all about pumping it is a big expenses” 
Pyrenees producer 
Secondly, not all producers could guarantee that they would have all the water they 
needed, thus even if weather conditions would encourage the use of irrigation and 
thus expenditure, it may not have been an option. 
“We’ve run out a couple of times, but it’s usually at harvest time when we 
would shut it down anyway………. When it gets really hot at Christmas time, 
that’s when I do my watering ……………. when you get that 40 °C heat” 
Granite Belt producer 
“You’re always going to get something but the danger of (not) getting 
allocations ………… is real” 
Murray Valley producer 
Thirdly, the impact of changes in water quality to workload and thus cost, while 
being acknowledged, was considered minor and often not reported.  Increased 
turbidity caused by sediment movement during flood will result in an increase in the 
need to change pump filters.   
 “Our creeks turn ……………… all the shit comes to the top …………………. You’ve 
just got to back flush the filters probably every half hour whereas usually it’s 
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once a day or you just stop watering for those couple of days.  It only happens 
2 or 3 times a year …………………….. it just happens, there is no routine to it” 
Granite Belt producer 
“So the sand filters they might only clean once a week or once a month, but if 
it looks like dirty water …………………….. well they might have to do it on a daily 
basis” 
Murray Valley chemical supplier 
While the act of changing the filter may not take long, there are likely to be 
additional, sometimes unrecognised, costs such as the potential cost of additional 
water used for back flushing filters; 
“If you get a dirty water event, probably the main issue would be the amount 
it would increase the back flushing they would need to do.  Every time it back 
flushes, it actually spits water out that can’t be used and so it’s got to go back 
in the river or a drainage pond or something like that so what you’ll find is you 
need to set your system up so that you’re not wasting too much water in that 
process.  I mean, you could use up to 15% of your water just to back flush the 
filters.” 
Murray Valley chemical supplier 
the time and potential cost eg wages, fuel of travel to the pump site; and the 
potential impact and cost of interrupting other activities.  It has been shown that 
when a task is interrupted, rather than directly returning to the main task after the 
interruption has been completed, people will often find other, unrelated, tasks to 
do before returning to their original task (Iqbal & Horvitz 2007), and that once they 
have returned to that task they are more likely to make mistakes (eg. Gillie & 
Broadbent 1989; Brumby et al. 2013).  
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4.6.4. Conclusion 
Participants recognised the influence of both rainfall and temperature on their use 
of irrigation, this perception agrees with the published literature, however the 
correlation analyses were not as supportive of the link between irrigation and the 
weather variables as would be expected.  Three main reasons for the lack of 
agreement by the correlation analyses were identified (i) the data did not allow for 
the allocation of costs based on the number of hours of irrigation, (ii) potential lack 
of water availability for some producers, and (iii) the often unrecognised and 
unrecorded impact that a dirty water event, could have on expenditure. 
4.7. Limitations to data 
This project has been limited by access to data.  There are potentially two major 
reasons for this.  Firstly, the information required was not available.  As identified in 
table 3.2, fourteen positive responses were received from interested participants, 
however when the potential participants were provided with more detail on the 
required data, almost 20% stated that they did not have the level of detail required, 
and of those that could provide the data a number did not have the length of 
historical records required.  This difficulty in accessing the data required, may 
indicate that many growers may not have a level of record keeping that allows them 
to adequately understand their business, to identify opportunities or to recognise 
where changes are required. 
And secondly, that producers may have had the information required but did not 
wish to release it.  Although there is no direct evidence of this, McGregor and 
English (2010) undertook a project with similar data requirements within the 
Australian mohair industry, contact was also made through industry associations.  
They received 14 positive responses, of which less than half provided complete 
data.  Although the Mohair industry is much smaller than the wine industry, thus 
their response rate would be higher, the difficulty McGregor and English also had in 
accessing information may suggest that producers are hesitant to release financial 
information.  The McGregor and English (2010) project was the only one identified 
Page | 91  
 
with similar data requirements to this research.  Which may also indicate that 
accessing the type of data required for this project is very difficult. 
5. RECOMMENDATIONS 
Three recommendations have been drawn from this research, first, that further 
study be undertaken to ascertain the relationship between disease pressure and 
spraying activity, secondly, further investigation of the use of Dicotyledon planting 
instead of monocotyledon planting on the vineyard floor, and finally, the need to 
improve financial record-keeping to allow block level analysis. 
5.1. Recommendation 1 – Further study into the relationship between 
disease pressure and spraying activity. 
Research often states or implies that a changing climate may lead to increased 
disease pressure and thus increased expenditure (eg. Salinari et al. 2006; Bregaglio 
et al. 2013; Rayne & Forest 2016).  Understanding if the practice of scheduled 
spraying has the potential to absorb some increases in pest/disease pressure before 
additional expenditure, and if so, to what extent, as well as understanding the 
threshold levels between additional sprays will enable more accurate projections of 
the financial implications of a changing climate to pest and disease management 
expenditure. 
As identified, grape vine producers tend to take a risk adverse strategy when 
considering the management of pest and disease.  This strategy is unlikely to 
prompt growers to reassess their spray schedules, even if changed climatic 
conditions are likely to result in less pest and disease pressure.  However, if, as 
Webb et al. (2008) have suggested average Australian tonnage price reduces as 
January temperatures rise the pressure on profit margins may provide the impetus 
for a reassessment of the spray schedule.  Again understanding the threshold levels 
between sprays may provide an opportunity to enhance profitability.   
There have been many studies undertaken to identify decision support-processes 
that could lead to pesticide/fungicide application based on disease pressure, rather 
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than the reliance on a spray schedule (eg. Caffi et al. 2012; Thiessen et al. 2016; 
Valdes-Gomez et al. 2017).  As previously mentioned, the informants in this study 
indicated they would prefer a strategy that reduced risk, over one that reduced 
cost.  However, these studies may provide insight into methodology that could be 
used to assess the threshold levels between additional spray applications. 
Additionally, if climatic conditions change so that disease pressure is minimised and 
pesticide use decreased, there may be the opportunity to access potentially more 
lucrative niche markets, which may counterbalance the risk of not relying on a 
spray schedule. 
5.2. Recommendation 2 – Further study into the potential of using 
dicotyledon planting on the vineyard floor instead of monocotyledon 
planting. 
In regions with warm night temperatures there may be the potential to reduce 
vineyard floor management costs, particularly slashing, by using dicotyledon plants 
on the vineyard floor instead of monocotyledon plants.  Dicotyledon plants such as 
clovers and medics will slow their growth overnight, unlike monocotyledon plants, 
such as grass, barley or oats, which will continue to grow whilst the temperature is 
appropriate.  In regions that currently experience cool nights, consideration of 
vineyard floor planting may have the potential to be an adaptive strategy in a 
warming climate, and in regions that already have warm nights there may be 
potential to reduce costs by changing vineyard floor planting, particularly in 
vineyards where a cover crop is sown annually.  Any study of this nature would also 
have to consider other reasons for the choice of vineyard floor planting and their 
contribution to pest and disease control, soil health, vine health and grape quality. 
5.3. Recommendation 3 – Improved management of financial data to 
allow financial analysis at the block level. 
As identified in “4.7 Limitations to data”, approximately 20% of interested 
participants stated that they could not continue with the project as they did not 
Page | 93  
 
have the information required at the block level.  Whilst considering overall 
business profitability is important, it is also important to understand the 
profitability of each block to enable informed decision making.  This 
recommendation is similar to a recommendation made in a viticultural 
benchmarking report produced by AHA Viticulture (2004) in which they 
recommended “dividing the vineyard into the smallest practical units ……….. and 
managing these units individually to achieve the optimum performance from each 
unit”.  This report includes a brief case study of the profitability of one wine grape 
producer for one year.  In this instance if the year’s profit were considered from a 
whole-of-business perspective, an operating profit of $3,411 per ha is shown, 
however when broken down into smaller units, per ha profits range between a loss 
of $1,988 per ha, to a profit of $7,373 per ha.  Whilst there may be a sound 
business reason to run a particular part of the business at a loss, without the 
detailed information, that decision cannot be made. 
6. CONCLUSION 
Seasonal weather patterns influence grape vine (Vitis vinifera) physiology (eg. 
Gladstones 1992; Schultz 2000; Jones & Alves 2012; Barnuud et al. 2014) and also 
have some influence on wine price (eg. Haeger & Storchmann 2006; Ashenfelter & 
Storchmann 2010a).  However, management strategies appear to counteract most 
of the influence that weather has on wine grape yield and some of the impacts to 
quality (eg. Jones & Davis 2000; Chevet et al. 2011; Camps & Ramos 2012).  These 
strategies can be expected to incur costs, however there has been very little 
research conducted into how weather influences wine grape production costs 
(Ashenfelter & Storchmann 2016). 
This research used both quantitative and qualitative data to investigate the 
research question.  There were two main findings.  Firstly, while prior research 
suggests that temperature and rainfall strongly influence the lifecycle of pests and 
disease (eg. Zhang & Sutton 1994; Rossi & Caffi 2007; Steel et al. 2011; Peduto et al. 
2013), the same strength of relationship was not identified between the cost of 
managing pests and disease and weather conditions.  A number of potential 
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reasons for this were identified, however it is expected that the main reason is the 
practice of scheduled spraying.  It is recommended that further study be 
undertaken to better understand how pest and disease pressure relates to pest and 
disease management expenditure (Recommendation 1).  Understanding this 
relationship will improve analysis of the viability of vineyards in a changing climate. 
Secondly, the quantitative research suggested there may be a link between warmer 
nights and vineyard floor expenditure.  This relationship may possibly be due to the 
growth patterns of grasses and other monocotyledons which continue to grow 
whilst conditions are suitable, unlike dicotyledons which will slow their growth 
overnight (Poire et al. 2010; Ruts et al. 2012).  Whilst it was acknowledged that 
there may be many reasons why a particular cover crop is chosen for a vineyard 
floor, further investigation of the benefits of replacing monocotyledonous planting 
with dicotyledonous planting (Recommendation 2) may identify an opportunity to 
reduce costs or adapt to a changing climate.  
Unfortunately, this study was somewhat hampered by challenges accessing the 
financial data for the quantitative aspects of this study.  This challenge led to the 
third recommendation of the dissertation - that wine grape producers should 
consider financial management that provides them with insight into their business 
at block level, to enable more informed decision making. 
This research was exploratory in nature and while it did not identify any causal 
relationships, it did identify potential opportunities for wine grape producers. 
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APPENDIX 1 – INTERVIEW GUIDE FOR WINE GRAPE PRODUCERS 
 
Weather and Pest and Disease 
 What are your main pest and disease issues? 
 How do you identify pest and disease pressure? 
 Do you believe that weather conditions impact your pest and disease 
pressure? 
o Do you see different pressures related to different weather events? 
o Do you focus on pests/disease more, or less, at different 
phenological stages?  
o Do different pests/diseases require different treatments? 
 If so, what? 
 Do these require more/less labour/machine hours? 
 Can you always access the products and staff you need?  If not, 
o Why do you believe you cannot access the staff/products? 
o What impact does this have on the business/vines? 
 Do prices fluctuate between seasons/years?  If so, why do you believe this 
occurs? 
Weather and Vineyard Floor Management 
 What is your vineyard floor management strategy 
o Why have you chosen this 
o Do past or anticipated weather conditions influence this strategy eg.  
do you do something different, is there a need for more 
mowing/herbicide. 
 Can you always access the products and staff you need?  If not, 
o Why do you believe you cannot access the staff/products? 
o What impact does this have on the business/vines? 
o Do prices of products fluctuate between seasons/years?  If so, why 
do you believe this occurs? 
Weather and Vine Management 
 What is your pruning/thinning strategy? 
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o Why have you chosen this? 
o Do past or anticipated weather conditions influence this strategy? 
 Do you harvest by machine or hand? 
o impact do past or anticipated weather conditions have on harvest 
decisions? 
 Can you always access the staff you need?  If not, 
o Why do you believe you cannot access the staff? 
o What impact does this have on the business/vines? 
o Do prices of products fluctuate between seasons/years?  If so, why 
do you believe this occurs? 
 What frost mitigation strategies do you use? 
o Is there any hindrance to applying this strategy? 
 How do you make choices regarding fertiliser application? 
o Do you believe weather has any influence on these decisions. 
Weather and irrigation 
 What irrigation strategy do you use? 
 Do you focus more on particular phenological stages? 
 Where do you source your irrigation water from?  
o Is there a cost for this water? 
o Does the cost fluctuate? 
 Do you always have access to enough water?  If not,  
o why? 
o How does this affect your business/crop? 
 Do you find you need to replace filters or conduct other maintenance more 
or less frequently in some years?  If so, why? 
Weather and Other 
 Are there any other issues/expenditures that you believe are influenced by 
weather conditions? 
o What are they? 
o How does weather influence the issue/expenditure? 
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o How do you manage this? 
o What impact does it have? 
 Are there other issues/activities that are influenced by shortage of supply? 
o What are they? 
o How does weather influence the issue/expenditure? 
o How do you manage this? 
o What impact does it have? 
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APPENDIX 2 - INTERVIEW GUIDE FOR INDUSTRY ASSOCIATES 
 
Questions for local suppliers of chemicals/fertilisers: 
 Do weather conditions affect your volume of sales, if so how? 
o Fertiliser? 
o Herbicide? 
o Pesticide? 
 Do weather conditions affect which products (ie brand/active ingredient) 
you sell, if so how? 
o Fertiliser? 
o Herbicide? 
o Pesticide? 
 Do you notice any area more, or less, effected than the others?  Why do you 
believe this occurs? 
 Do you believe some producers are more, or less, effected than others?  If 
so, why? 
 Do producers of other crops use the same products as grape producers, if 
so, which crops? 
o Do the producers of these crops appear to have similar demand 
patterns as grape growers? 
 Do you find there are years where you cannot match your supply with 
demand?   
o What is the cause of this? 
o What impact do you believe this will have on producers? 
 Do costs for products fluctuate much between years/seasons? 
o What is the cause of this? 
 
Questions for local labour hire companies: 
 Do weather conditions affect the demand for labour hire staff?  If so, how? 
 Do weather conditions affect the reason for labour hire staff? If so, how? 
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 Do you notice any area more, or less, effected than the others?  Why do you 
believe this occurs? 
 Do you believe some producers are more, or less, effected than others?  If 
so, why? 
 Do you supply staff to producers of other crops? 
o Do these producers appear to have similar demand patterns as grape 
growers? 
o Do you find there are years where you cannot match your supply 
with demand? 
 What is the cause of this? 
 Does it affect the cost charged for staff? 
 What impact do you believe this will have on the producer? 
 
Question for irrigation suppliers: 
 Do weather conditions affect the demand for irrigation consumables eg 
filters?  If so how? 
 Do you notice any area more, or less, effected than the others?  Why do you 
believe this occurs? 
 Do you believe some producers are more, or less, effected than others?  If 
so, why? 
 Are there times when you are unable to meet the demand for consumables? 
o What is the cause of this? 
o Does it affect the sale cost of the product? 
o What impact do you believe this has on the producer? 
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APPENDIX 3 – DESCRIPTIVE STATISTICS FOR WEATHER VARIABLES 
Annual Temperature 
GRANITE BELT 
  N Range Minimum Maximum Mean Std. Deviation 
09-10 Max Temp 358 27.1 9.1 36.2 22.7 5.6095 
Min Temp 357 25.2 -4.0 21.2 9.3 6.6616 
Temp Range 358 26.5 1.0 27.5 13.5 5.7614 
       
10-11 Max Temp 392 25.0 9.7 34.7 20.9 4.9153 
Min Temp 392 25.3 -4.8 20.5 10.2 5.9479 
Temp Range 392 22.0 1.7 23.7 10.7 4.7853 
       
11-12 Max Temp 363 24.4 9.6 34.0 21.1 5.2858 
Min Temp 362 28.3 -7.3 21.0 8.6 6.2298 
Temp Range 363 23.6 1.2 24.8 12.6 4.9095 
       
12-13 Max Temp 344 27.0 9.0 36.0 21.9 5.5680 
Min Temp 344 26.3 -6.0 20.3 8.4 6.9688 
Temp Range 344 23.9 .6 24.5 13.5 5.5241 
       
13-14 Max Temp 365 28.3 8.8 37.1 22.7 5.6107 
Min Temp 365 28.4 -5.6 22.8 9.1 5.9927 
Temp Range 365 24.5 2.5 27.0 13.5 4.8717 
       
14-15 Max Temp 373 27.2 9.8 37.0 22.6 5.6349 
Min Temp 372 28.0 -7.0 21.0 9.6 6.6394 
Temp Range 373 27.5 2.0 29.5 13.1 5.0304 
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KING VALLEY 
13-14 Max Temp 378 35.2 8.2 43.4 23.1 7.8796 
Min Temp 378 24.5 -2.5 22.0 7.6 5.2849 
Temp Range 378 31.6 .1 31.7 15.5 5.8526 
       
14-15 Max Temp 359 30.8 8.2 39.0 22.6 7.4686 
Min Temp 359 25.7 -3.6 22.1 7.9 5.5288 
Temp Range 359 27.1 2.0 29.1 14.7 5.6164 
       
MARGARET RIVER 
04-05 Max Temp 336 26.7 11.1 37.8 20.7 5.0346 
Min Temp 327 19.6 .5 20.1 10.3 3.8780 
Temp Range 365 49.3 -16.0 33.3 9.8 6.9525 
       
05-06 Max Temp 351 24.8 12.5 37.3 19.9 4.4546 
Min Temp 346 20.2 -1.0 19.2 9.4 4.0223 
Temp Range 365 42.2 -13.7 28.5 10.3 5.4765 
       
06-07 Max Temp 349 26.6 12.3 38.9 21.2 4.7405 
Min Temp 345 19.8 0.0 19.8 10.7 3.7560 
Temp Range 365 57.4 -18.9 38.5 10.2 6.9358 
       
07-08 Max Temp 359 25.8 13.5 39.3 21.3 4.7746 
Min Temp 356 19.7 1.1 20.8 11.2 3.4906 
Temp Range 366 53.6 -16.0 37.6 10.0 5.5823 
       
10-11 Max Temp 364 24.1 12.1 36.2 22.429 5.4821 
Min Temp 363 19.2 1.6 20.8 10.742 4.3431 
Temp Range 365 22.6 0.0 22.6 11.685 4.4969 
       
11-12 Max Temp 364 28.2 12.4 40.6 22.237 5.5340 
Min Temp 365 19.8 .6 20.4 11.267 4.0341 
Temp Range 366 44.9 -19.9 25.0 10.879 5.1617 
       
Pyrenees 
13-14 Max Temp 368 38.3 2.5 40.8 16.579 8.1379 
Min Temp 367 27.3 -.5 26.8 7.649 5.5556 
Temp Range 368 22.2 .1 22.3 8.951 4.4264 
       
14-15 Max Temp 362 36.3 .3 36.6 16.554 7.5692 
Min Temp 362 24.2 -1.0 23.2 7.530 4.7471 
Temp Range 362 23.5 .1 23.6 9.024 4.6899 
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Harvest – Budburst Temperature 
 
YEAR  
NO DAYS LOWEST HIGHEST MEAN 
STANDARD 
DEVIATION 
GRANITE BELT 
09-10 Max Temp 184 9.1 30.7 19.1 3.9698 
Min Temp 184 -4.0 18.0 5.2 5.6181 
Temp Range 184 2.1 27.5 13.9 5.7753 
      
10-11 Max Temp 202 9.7 28.5 18.4 4.1788 
Min Temp 202 -4.8 16.8 6.6 5.6318 
Temp Range 202 1.8 23.7 11.7 5.2319 
      
11-12 Max Temp 165 9.6 26.5 17.0 3.4679 
Min Temp 164 -7.3 15.2 3.6 4.7446 
Temp Range 165 2.5 24.8 13.4 5.1396 
      
12-13 Max Temp 180 9.0 28.0 18.2 3.7459 
Min Temp 180 -6.0 15.0 3.6 5.4296 
Temp Range 180 .6 24.5 14.6 5.5640 
      
13-14 Max Temp 188 8.8 28.7 18.8 4.0852 
Min Temp 188 -5.6 18.0 5.6 5.1565 
Temp Range 188 2.9 23.5 13.1 4.9572 
      
14-15 Max Temp 195 9.8 30.8 18.7 4.0595 
Min Temp 195 -7.0 19.2 5.3 5.8510 
Temp Range 195 2.2 28.5 13.4 5.2588 
      
KING VALLEY 
13-14 Max Temp 190 8.2 31.1 17.4 4.7556 
Min Temp 190 -2.5 18.2 5.1 4.2716 
Temp Range 190 .1 23.9 12.3 4.5120 
      
14-15 Max Temp 187 8.2 29.1 16.9 4.0980 
Min Temp 187 -3.6 16.9 5.0 4.4895 
Temp Range 187 2.0 21.1 11.9 4.5225 
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MURRAY VALLEY 
14-15 Max Temp 141 9.8 27.0 17.4 3.8974 
Min Temp 141 -1.9 13.7 5.5 3.3008 
Temp Range 141 4.1 21.0 12.0 3.6668 
      
PYREENES 
13-14 Max Temp 211 2.5 33.7 12.9 6.2506 
Min Temp 210 -.5 22.8 6.1 4.3800 
Temp Range 211 .1 15.1 6.8 3.0442 
      
14-15 Max Temp 206 .3 29.9 12.3 5.5904 
Min Temp 206 -1.0 19.7 5.8 3.9119 
Temp Range 206 .1 16.0 6.4 3.2340 
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Budburst – Flowering Temperature 
 
YEAR  
NO. DAYS LOWEST HIGHEST MEAN 
STANDARD 
DEVIATION 
GRANITE BELT 
09-10 Max Temp 34 13.4 30.0 23.6 4.0562 
Min Temp 33 -1.5 15.2 6.4 4.0455 
Temp Range 34 3.0 25.6 17.3 5.6188 
      
10-11 Max Temp 46 12.0 27.4 20.9 3.4455 
Min Temp 46 2.0 14.7 10.8 3.0138 
Temp Range 46 3.3 19.4 10.1 4.0019 
      
11-12 Max Temp 55 14.0 29.5 22.2 3.9791 
Min Temp 55 .8 16.8 9.4 4.0558 
Temp Range 55 4.0 20.9 12.7 4.4159 
      
12-13 Max Temp 37 11.0 32.4 24.4 4.6913 
Min Temp 37 .5 15.0 8.2 3.6787 
Temp Range 37 2.1 24.2 16.2 5.6784 
      
13-14 Max Temp 34 18.0 32.2 25.6 3.3444 
Min Temp 34 .0 15.0 7.6 4.3827 
Temp Range 34 4.5 27.0 18.1 5.0288 
      
14-15 Max Temp 37 16.0 35.5 25.7 4.4257 
Min Temp 37 2.0 16.9 9.4 3.5791 
Temp Range 37 3.0 23.9 16.3 4.9216 
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KING VALLEY 
12-13 Max Temp 58 11.7 36.4 24.0 5.3433 
Min Temp 58 .6 17.8 7.0 3.9640 
Temp Range 58 2.1 25.4 17.1 5.3314 
      
13-14 Max Temp 68 15.5 34.5 24.6 5.0596 
Min Temp 68 -1.7 16.3 6.0 3.8138 
Temp Range 68 1.4 30.8 18.6 5.7841 
      
14-15 Max Temp 52 15.5 34.5 25.1 5.1571 
Min Temp 52 .2 15.7 6.9 3.7474 
Temp Range 52 3.6 29.1 18.2 5.9234 
      
MURRAY VALLEY 
13-14 Max Temp 67 11.8 37.7 23.6 5.2344 
Min Temp 67 2.0 15.8 8.6 3.7242 
Temp Range 67 2.3 25.5 15.0 5.2075 
      
14-15 Max Temp 51 18.3 39.0 27.3 5.4769 
Min Temp 51 4.0 15.9 9.7 3.2697 
Temp Range 51 6.8 24.9 17.6 4.6528 
      
PYRENEES 
12-13 Max Temp 52 5.7 27.1 16.0 5.4216 
Min Temp 52 -1.7 17.8 5.7 4.1672 
Temp Range 52 1.9 17.5 10.4 3.5672 
      
13-14 Max Temp 52 8.4 28.5 15.6 5.1317 
Min Temp 52 -.3 16.5 5.6 3.7385 
Temp Range 52 2.5 16.8 10.0 3.6862 
      
14-15 Max Temp 51 7.0 30.1 19.3 5.7213 
Min Temp 51 .6 18.4 6.9 4.2531 
Temp Range 51 4.9 19.9 12.4 3.3177 
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Flowering – Veraison Temperature 
 
YEAR  
NO DAYS LOWEST HIGHEST MEAN 
STANDARD 
DEVIATION 
GRANITE BELT 
09-10 Max Temp 74 19.2 36.2 27.7 4.5231 
Min Temp 74 8.6 19.6 14.8 2.9419 
Temp Range 74 3.3 24.0 12.9 5.0821 
      
10-11 Max Temp 66 18.0 32.8 23.4 3.3320 
Min Temp 66 4.5 19.5 15.1 2.4777 
Temp Range 66 2.2 21.2 8.3 3.8076 
      
11-12 Max Temp 65 13.5 34.0 25.2 4.0478 
Min Temp 65 7.9 21.0 13.5 2.4624 
Temp Range 65 2.8 22.4 11.7 4.1780 
      
12-13 Max Temp 82 19.6 36.0 27.9 3.9189 
Min Temp 82 5.5 20.3 15.2 3.0580 
Temp Range 82 2.2 23.0 12.7 4.5011 
      
13-14 Max Temp 76 18.6 37.1 27.6 3.7251 
Min Temp 76 6.8 22.8 13.0 3.4710 
Temp Range 76 4.6 22.3 14.6 3.7015 
      
14-15 Max Temp 68 18.0 37.0 28.1 3.8362 
Min Temp 67 10.3 21.0 15.5 2.2494 
Temp Range 68 2.0 29.5 12.9 4.4568 
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KING VALLEY 
12-13 Max Temp 53 20.3 43.4 31.4 5.5932 
Min Temp 53 5.9 22.4 13.0 4.3460 
Temp Range 53 4.9 33.4 18.4 6.9441 
      
13-14 Max Temp 56 22.9 43.4 31.3 4.9076 
Min Temp 56 3.2 22.0 11.9 4.6140 
Temp Range 56 8.1 31.7 19.5 4.8849 
      
14-15 Max Temp 53 21.7 39.0 30.7 4.0882 
Min Temp 53 6.2 22.1 12.7 4.0699 
Temp Range 53 2.0 28.1 17.9 5.2274 
      
MURRAY VALLEY 
13-14 Max Temp 59 16.7 42.2 28.8 5.9651 
Min Temp 59 6.0 24.9 12.7 4.3858 
Temp Range 59 3.2 24.9 16.1 5.1053 
      
14-15 Max Temp 47 22.0 39.0 30.5 4.1517 
Min Temp 47 9.1 21.6 13.8 3.3306 
Temp Range 47 7.2 23.1 16.7 3.4988 
      
PYRENEES 
12-13 Max Temp 62 12.3 38.0 25.1 6.0347 
Min Temp 62 3.7 23.5 10.8 5.0712 
Temp Range 62 2.5 24.7 14.3 4.3062 
      
13-14 Max Temp 62 7.4 40.8 23.0 7.5367 
Min Temp 62 1.4 26.8 10.6 6.1268 
Temp Range 62 2.2 22.3 12.4 4.4530 
      
14-15 Max Temp 66 12.3 36.6 23.6 5.4180 
Min Temp 66 3.6 23.2 11.0 4.4394 
Temp Range 66 1.3 23.6 12.5 4.7783 
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Veraison to Harvest Temperature 
 
YEAR  
NO DAYS MINIMUM MAXIMUM MEAN 
STANDARD 
DEVIATION 
GRANITE BELT 
09-10 Max Temp 66 18.5 35.5 26.7 3.9445 
Min Temp 66 7.0 21.2 15.8 2.4410 
Temp Range 66 1.0 23.0 10.9 5.2733 
      
10-11 Max Temp 78 18.9 34.7 25.6 4.0250 
Min Temp 78 7.4 20.5 15.0 2.8204 
Temp Range 78 1.7 19.0 10.5 3.8968 
      
11-12 Max Temp 78 17.8 31.6 25.7 3.0677 
Min Temp 78 4.7 19.7 14.4 3.1871 
Temp Range 78 1.2 22.3 11.3 4.9923 
      
12-13 Max Temp 45 19.1 29.7 23.7 2.4833 
Min Temp 45 9.0 18.9 15.2 1.7467 
Temp Range 45 1.8 17.5 8.5 3.2414 
      
13-14 Max Temp 67 20.3 37.0 26.5 3.7708 
Min Temp 67 10.2 21.8 15.5 2.1934 
Temp Range 67 2.5 21.0 11.1 3.8379 
      
14-15 Max Temp 73 20.0 34.2 26.4 2.7682 
Min Temp 73 8.5 20.1 15.6 2.3870 
Temp Range 73 3.1 20.5 10.9 3.8509 
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KING VALLEY 
12-13 Max Temp 51 22.3 42.2 32.5 4.7784 
Min Temp 51 8.2 20.1 14.2 3.1741 
Temp Range 51 6.6 32.9 18.3 6.3224 
      
13-14 Max Temp 64 19.9 42.2 31.3 5.1858 
Min Temp 64 6.2 20.7 13.0 3.4731 
Temp Range 64 5.6 26.7 18.3 4.8293 
      
14-15 Max Temp 67 21.5 38.7 30.3 3.6685 
Min Temp 67 5.6 18.8 13.0 3.8753 
Temp Range 67 6.3 25.9 17.3 4.2980 
      
MURRAY VALLEY 
13-14 Max Temp 119 13.1 45.5 29.5 7.6230 
Min Temp 118 4.0 27.7 14.4 5.0329 
Temp Range 119 1.6 32.9 15.3 5.1567 
      
14-15 Max Temp 104 17.4 41.8 30.1 5.3989 
Min Temp 104 6.8 25.8 14.2 4.4347 
Temp Range 104 5.2 23.8 15.9 3.7729 
      
PYRENEES 
12-13 Max Temp 42 13.4 33.0 25.2 5.2702 
Min Temp 42 4.7 22.1 12.0 4.7840 
Temp Range 42 2.9 18.3 13.2 3.3628 
      
13-14 Max Temp 43 15.8 39.4 26.5 6.3914 
Min Temp 43 4.5 26.7 13.4 6.2708 
Temp Range 43 1.5 20.4 13.1 4.5474 
      
14-15 Max Temp 39 15.3 34.1 23.8 5.7095 
Min Temp 39 4.9 22.3 11.3 4.7779 
Temp Range 39 3.4 18.1 12.6 3.4851 
 39     
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Extreme Hot Days 
 
Annual 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 21 3 24 13.50 7.287 
GB-2 4 14 3 17 12.25 6.292 
King Valley 2 12 2 14 8.00 8.485 
Margaret River 6 26 0 26 11.83 8.495 
Pyrenees 2 8 40 48 44.00 5.657 
 
Harvest - Budburst 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 32 14 46 37.17 12.432 
GB-2 4 32 14 46 33.50 14.271 
King Valley 2 7 26 33 29.50 4.950 
Murray Valley 1 0 17 17 17.00 . 
Pyrenees 2 1 89 90 89.50 .707 
 
Budburst - Flowering 
 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 10 0 10 6.00 3.742 
GB-2 5 6 4 10 7.20 2.588 
King Valley 3 4 18 22 20.00 2.000 
Murray Valley 2 9 10 19 14.50 6.364 
Pyrenees 3 12 12 24 16.33 6.658 
 
Flowering - Veraison 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 17 1 18 10.17 6.555 
GB-2 5 13 4 17 11.80 5.070 
King Valley 3 9 4 13 8.67 4.509 
Murray Valley 2 4 3 7 5.00 2.828 
King Valley 3 8 22 30 25.67 4.041 
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Veraison - Harvest 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 10 0 10 6.17 4.535 
GB-2 5 10 0 10 5.40 4.615 
King Valley 3 9 1 10 7.00 5.196 
 
Murray Valley 2 10 7 17 12.00 7.071 
Pyrenees 3 11 12 23 18.33 5.686 
 
Extreme Cold Days 
 
Annual 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 6 0 6 3.00 2.530 
GB-2 4 4 2 6 4.25 2.062 
King Valley 2 6 2 8 5.00 4.243 
Margaret River 6 17 6 23 11.17 6.014 
Pyrenees 2 6 24 30 27.00 4.243 
 
Harvest - Budburst 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 6 0 6 3.00 2.530 
GB-2 4 4 2 6 4.25 2.062 
King Valley 2 6 2 8 5.00 4.243 
Murray Valley 1 0 6 6 6.00 . 
Pyrenees 2 8 18 26 22.00 5.657 
 
Budburst - Flowering 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 5 3 8 5.67 2.338 
GB-2 5 5 3 8 6.20 2.168 
King Valley 3 7 2 9 4.33 4.041 
Murray Valley 2 7 1 8 4.50 4.950 
Pyrenees 3 9 18 27 23.67 4.933 
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Flowering - Veraison 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 19 2 21 7.00 7.211 
GB-2 5 19 2 21 8.00 7.583 
King Valley 3 8 1 9 3.67 4.619 
Murray Valley 2 6 0 6 3.00 4.243 
Pyrenees 3 12 18 30 24.67 6.110 
 
Veraison - Harvest 
 N Range Minimum Maximum Mean Std. Deviation 
GB-1 6 11 3 14 8.17 4.956 
GB-2 5 11 3 14 7.00 4.528 
King Valley 3 16 0 16 8.33 8.021 
Murray Valley 2 8 20 28 24.00 5.657 
Pyrenees 3 3 19 22 20.67 1.528 
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APPENDIX 4 – CORRELATION ANALYSES RESULTS  - PEST AND DISEASE EXPENDITURE 
Annual 
 
 
GB-1 GB-2 KV MR PY 
Annual Pest and Disease Costs per 
ha 
Annual Pest and Disease 
Costs per ha 
Annual Pest and 
Disease Costs per ha 
Annual Pest and 
Disease Costs per ha 
Annual Pest and 
Disease Costs per ha 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. 
(2-
tailed) N 
Pearson 
Correlation 
Sig. 
(2-
tailed) N 
Pearson 
Correlation 
Sig. 
(2-
tailed) N 
Pearson 
Correlation 
Sig. 
(2-
tailed) N 
Annual Pest and 
Disease Costs per 
ha 
1   6 1   4 1   2 1   6 1   2 
Total Annual 
Rainfall 
.675 .141 6 -.477 .523 4 1.000**   2 -.739 .094 6 -1.000**   2 
Average Maximum 
Daily Temperature -.923
** .009 6 .866 .134 4 1.000**   2 .343 .506 6 -1.000**   2 
Average Minumum 
Daily Temperature .400 .432 6 .258 .742 4 1.000
**   2 -.309 .551 6 1.000**   2 
Average Diurnal 
Temperature Range -.910
* .012 6 .958* .042 4 1.000**   2 .898* .015 6 -1.000**   2 
Average Daily 
Temperature -.640 .171 6 .717 .283 4 1.000
**   2 .028 .958 6 -1.000**   2 
Number of Extreme 
hot days in the year -.844
* .035 6 .756 .244 4 1.000**   2 .131 .805 6 1.000**   2 
Number of Extreme 
cold days in the 
year 
-.136 .797 6 -.364 .636 4 -1.000**   2 .409 .421 6 -1.000**   2 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed)  
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Harvest – Budburst 
 
GB-1 GB-2 KV MV PY 
Pest and Disease costs 
for phenological stage 
per ha 
Pest and Disease costs 
for phenological stage 
per ha 
Pest and Disease costs for 
phenological stage per ha 
Pest and Disease costs 
for phenological stage 
per ha 
Pest and Disease 
costs for phenological 
stage per ha 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlati
on 
Sig. 
(2-
tailed) N 
Total rainfall for 
phenological stage -.617 .192 6 .840 .160 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Average maximum 
temperature for 
phenological stage 
-0.778* .068 6 .473 .527 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Average minimum 
temperature for 
phenological stage 
-0.878** .021 6 .418 .582 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Average diurnal 
temperature range for 
phenological stage 
.489 .325 6 -.116 .884 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Average temperature 
for phenological stage -.933
*** .007 6 .468 .532 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Number of extreme hot 
days in phenological 
stage 
-.889** .018 6 .394 .606 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
Number of extreme cold 
days in phenological 
stage 
.693 .127 6 .644 .356 4 N/A N/A 2 N/A N/A 1 N/A N/A 2 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed)  
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Budburst – Flowering 
 
GB-1 GB-2 KV MV PY 
Pest and Disease costs for 
phenological stage per ha 
Pest and Disease costs 
for phenological stage per 
ha 
Pest and Disease costs for 
phenological stage per ha 
Pest and Disease costs for 
phenological stage per ha 
Pest and Disease costs 
for phenological stage 
per ha 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. (2-
tailed) N 
Pearson 
Correlation 
Sig. 
(2-
tailed) N 
Total rainfall for 
phenological stage .855
** .030 6 -.786 .115 5 .116 .926 3 N/A N/A 2 -.357 .767 3 
Average maximum 
temperature for 
phenological stage 
-.800* .056 6 .779 .120 5 -.987 .104 3 N/A N/A 2 -.832 .374 3 
Average minimum 
temperature for 
phenological stage 
.501 .311 6 -.146 .815 5 -.072 .954 3 N/A N/A 2 -.834 .372 3 
Average diurnal 
temperature range for 
phenological stage 
-.759* .080 6 .660 .226 5 -.584 .603 3 N/A N/A 2 -.848 .356 3 
Average temperature for 
phenological stage -.437 .387 6 .511 .379 5 -.801 .409 3 N/A N/A 2 -.832 .374 3 
Number of extreme hot 
days in phenological 
stage 
-.701 .121 6 .742 .151 5 -.353 .770 3 N/A N/A 2 .068 .956 3 
Number of extreme cold 
days in phenological 
stage 
-.241 .646 6 -.202 .744 5 .162 .896 3 N/A N/A 2 -.095 .940 3 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Flowering to Veraison 
 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological stage
.663 .151 6 -.932
** .021 5 -.915 .264 3 N/A N/A 2 .899 .289 3
Average maximum 
temperature for 
phenological stage
-.758* .081 6 -.903
** .035 5 .941 .220 3 N/A N/A 2 -.250 .839 3
Average minimum 
temperature for 
phenological stage
.106 .841 6 -.700 .188 5 -.453 .701 3 N/A N/A 2 -.806 .403 3
Average diurnal temperature 
range for phenological 
stage
-.745* .089 6 -.298 .627 5 .866 .333 3 N/A N/A 2 .867 .332 3
Average temperature for 
phenological stage
-.600 .208 6 -.904
** .035 5 .153 .902 3 N/A N/A 2 -.593 .596 3
Number of extreme hot days 
in phenological stage
-.695 .125 6 -.800 .104 5 .782 .429 3 N/A N/A 2 .989* .095 3
Number of extreme cold 
days in phenological stage
-.120 .821 6 .147 .813 5 .672 .531 3 N/A N/A 2 -.041 .974 3
GB-1 GB-2 KV MV PYPest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Veraison to Harvest 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological stage
-.145 .784 6 -.804 .101 5 -.994* .067 3 N/A N/A 2 .676 .527 3
Average maximum 
temperature for 
phenological stage
.231 .660 6 .521 .368 5 .756 .454 3 N/A N/A 2 .991* .088 3
Average minimum 
temperature for 
phenological stage
-.772* .072 6 .491 .401 5 .971 .154 3 N/A N/A 2 .971 .154 3
Average diurnal temperature 
range for phenological 
stage
.638 .173 6 .329 .589 5 .278 .821 3 N/A N/A 2 .885 .309 3
Average temperature for 
phenological stage
-.091 .864 6 .591 .293 5 .862 .339 3 N/A N/A 2 1.000
*** .000 3
Number of extreme hot days 
in phenological stage
-.118 .824 6 .720 .170 5 .278 .821 3 N/A N/A 2 .254 .837 3
Number of extreme cold 
days in phenological stage
.888
** .018 6 -.529 .359 5 -.769 .441 3 N/A N/A 2 .189 .879 3
PYGB-1 GB-2 KV MVPest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
Pest and Disease costs 
for phenological stage 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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APPENDIX 5 – CORRELATION ANALYSES RESULTS  - VINEYARD FLOOR MANAGEMENT EXPENDITURE 
Annual 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total Annual Rainfall .615 .194 6 0.937* .063 4 N/A 2 -.365 .477 6 N/A 2
Average Maximum 
Daily Temperature
.203 .700 6 .316 .684 4 N/A 2 -.843** .035 6 N/A 2
Average Minumum 
Daily Temperature
.856** .030 6 0.917* .083 4 N/A 2 -.624 .186 6 N/A 2
Average Diurnal 
Temperature Range
-.243 .643 6 -.202 .798 4 N/A 2 -.609 .200 6 N/A 2
Average Daily 
Temperature
.699 .123 6 .565 .435 4 N/A 2 -0.787* .063 6 N/A 2
Number of Extreme 
hot days in the year
.194 .713 6 .157 .843 4 N/A 2 -.838** .037 6 N/A 2
Number of Extreme 
cold days in the year
.296 .569 6 .847 .153 4 N/A 2 .380 .458 6 N/A 2
Annual Vineyard Floor 
Management Costs per 
GB-1 GB-2 KV MR PYAnnual Vineyard 
Floor Management 
Annual Vineyard Floor 
Management Costs per 
Annual Vineyard Floor 
Management Costs per 
Annual Vineyard Floor 
Management Costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Harvest – Budburst 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
.153 .772 6 .846 .154 4 N/A 2 N/A 1 N/A 2
Average 
maximum 
.690 .130 6 .357 .643 4 N/A 2 N/A 1 N/A 2
Average 
minimum 
.337 .514 6 .422 .578 4 N/A 2 N/A 1 N/A 2
Average diurnal 
temperature 
.109 .837 6 -.271 .729 4 N/A 2 N/A 1 N/A 2
Average 
temperature for 
.529 .280 6 .418 .582 4 N/A 2 N/A 1 N/A 2
Number of 
extreme hot days 
.573 .234 6 .293 .707 4 N/A 2 N/A 1 N/A 2
Number of 
extreme cold 
days in 
.302 .561 6 .516 .484 4 N/A 2 N/A 1 N/A 2
Vineyard Floor 
Management costs per 
GB-1 GB-2 KV MV PYVineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Budburst – Flowering 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological stage
.588 .219 6 -.119 .849 5 .245 .843 3 N/A 2 -.772 .438 3
Average maximum 
temperature for 
phenological stage
-.440 .383 6 .325 .594 5 -.957 .187 3 N/A 2 -.997** .045 3
Average minimum 
temperature for 
phenological stage
0.756* .082 6 .161 .796 5 -.201 .871 3 N/A 2 -.998** .043 3
Average diurnal 
temperature range 
for phenological 
-.664 .150 6 .134 .829 5 -.474 .686 3 N/A 2 -.999** .027 3
Average 
temperature for 
.201 .703 6 .365 .546 5 -.872 .325 3 N/A 2 -.998** .045 3
Number of extreme 
hot days in 
-.358 .486 6 .478 .415 5 -.228 .853 3 N/A 2 -.434 .715 3
Number of extreme 
cold days in 
phenological stage
-.655 .158 6 -.161 .796 5 .289 .813 3 N/A 2 .410 .731 3
Vineyard Floor 
Management costs per 
GB-1 GB-2 KV MV PYVineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Flowering – Veraison 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
.901** .014 6 .436 .463 5 .080 .949 3 N/A 2 -.845 .360 3
Average maximum 
temperature for 
phenological 
-.272 .601 6 .551 .336 5 -.011 .993 3 N/A 2 .141 .910 3
Average minimum 
temperature for 
phenological 
.868** .025 6 .710 .179 5 -0.991* .086 3 N/A 2 .735 .474 3
Average diurnal 
temperature range 
for phenological 
-.671 .145 6 -.116 .853 5 .757 .454 3 N/A 2 -.917 .261 3
Average 
temperature for 
.159 .764 6 .705 .184 5 -.883 .311 3 N/A 2 .500 .667 3
Number of 
extreme hot days 
.010 .985 6 .623 .262 5 -.332 .785 3 N/A 2 -.966 .166 3
Number of 
extreme cold days 
in phenological 
-.683 .135 6 -.443 .455 5 .920 .256 3 N/A 2 -.070 .955 3
Vineyard Floor 
Management costs per 
GB-1 GB-2 KV MV PYVineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Veraison – Harvest 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
.077 .885 6 -.415 .487 5 -.246 .841 3 N/A 2 .952 .198 3
Average maximum 
temperature for 
phenological 
.457 .362 6 .510 .380 5 .876 .320 3 N/A 2 .793 .417 3
Average minimum 
temperature for 
phenological 
.553 .255 6 -.385 .522 5 .562 .620 3 N/A 2 .962 .175 3
Average diurnal 
temperature range 
.228 .664 6 .749 .145 5 .997** .046 3 N/A 2 .538 .638 3
Average 
temperature for 
.559 .249 6 .272 .659 5 .775 .436 3 N/A 2 .869 .329 3
Number of 
extreme hot days 
.686 .133 6 .067 .915 5 .997** .046 3 N/A 2 .699 .507 3
Number of 
extreme cold days 
in phenological 
.153 .772 6 0.827* .084 5 -.866 .333 3 N/A 2 -.321 .792 3
Vineyard Floor 
Management costs per 
GB-1 GB-2 KV MV PYVineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
Vineyard Floor 
Management costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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APPENDIX 6 – CORRELATION ANALYSES RESULTS  - VINE MANAGEMENT EXPENDITURE 
Annual 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total Annual 
Rainfall
.232 .658 6 -.632 .368 4 N/A 2 -0.749* .086 6 N/A 2
Average Maximum 
Daily Temperature
-.462 .356 6 -.003 .997 4 N/A 2 -.535 .274 6 N/A 2
Average Minumum 
Daily Temperature
-.082 .878 6 -.610 .390 4 N/A 2 -.849** .032 6 N/A 2
Average Diurnal 
Temperature 
-.324 .531 6 .404 .596 4 N/A 2 .138 .794 6 N/A 2
Average Daily 
Temperature
-.520 .290 6 -.227 .773 4 N/A 2 -.725 .103 6 N/A 2
Number of 
Extreme hot days 
-.090 .865 6 .366 .634 4 N/A 2 -.437 .386 6 N/A 2
Number of 
Extreme cold days 
in the year
.070 .895 6 -.271 .729 4 N/A 2 .946*** .004 6 N/A 2
Annual Vine 
Management Costs per 
GB-1 GB-2 KV MR PYAnnual Vine 
Management Costs per 
Annual Vine 
Management Costs per 
Annual Vine 
Management Costs per 
Annual Vine 
Management Costs per 
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Harvest – Budburst 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
.047 .930 6 .012 .988 4 N/A 2 N/A 1 N/A 2
Average maximum 
temperature for 
.037 .945 6 .710 .290 4 N/A 2 N/A 1 N/A 2
Average minimum 
temperature for 
.278 .593 6 .331 .669 4 N/A 2 N/A 1 N/A 2
Average diurnal 
temperature range 
-.317 .540 6 .355 .645 4 N/A 2 N/A 1 N/A 2
Average 
temperature for 
.205 .697 6 .518 .482 4 N/A 2 N/A 1 N/A 2
Number of 
extreme hot days 
.013 .981 6 .715 .285 4 N/A 2 N/A 1 N/A 2
Number of 
extreme cold days 
in phenological 
-.662 .152 6 .083 .917 4 N/A 2 N/A 1 N/A 2
Vine Management costs 
per ha
GB-1 GB-2 KV MV PYVine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Budburst – Flowering 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
-.356 .488 6 -.763 .134 5 .587 .600 3 N/A 2 -.220 .859 3
Average maximum 
temperature for 
.366 .475 6 .478 .415 5 -.781 .429 3 N/A 2 -.744 .466 3
Average minimum 
temperature for 
-.429 .395 6 -0.867* .057 5 -.551 .629 3 N/A 2 -.746 .464 3
Average diurnal 
temperature range 
.450 .370 6 .897** .039 5 -.112 .928 3 N/A 2 -.763 .448 3
Average 
temperature for 
.016 .975 6 -.217 .726 5 -0.991* .083 3 N/A 2 -.744 .465 3
Number of 
extreme hot days 
.295 .570 6 .307 .616 5 .150 .904 3 N/A 2 .211 .865 3
Number of 
extreme cold days 
in phenological 
.591 .216 6 .826 .085 5 .624 .571 3 N/A 2 -.237 .848 3
PYGB-1 GB-2 KV MV
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Flowering – Veraison 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
.300 .563 6 -.399 .506 5 -.087 .944 3 N/A 2 -.655 .546 3
Average 
maximum 
-.495 .318 6 -.388 .519 5 .018 .989 3 N/A 2 1.000*** .005 3
Average minimum 
temperature for 
.340 .510 6 -.058 .926 5 0.990* .091 3 N/A 2 .779 .431 3
Average diurnal 
temperature 
-.617 .192 6 -.382 .525 5 -.752 .458 3 N/A 2 .259 .834 3
Average 
temperature for 
-.269 .606 6 -.257 .676 5 .886 .307 3 N/A 2 .931 .238 3
Number of 
extreme hot days 
-.360 .483 6 -.392 .514 5 .338 .780 3 N/A 2 -.398 .740 3
Number of 
extreme cold days 
in phenological 
-.514 .297 6 -.286 .641 5 -.917 .260 3 N/A 2 .976 .139 3
PYVine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
GB-1 GB-2 KV MV
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Veraison – Harvest 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological stage
.654 .159 6 .023 .971 5 -.320 .793 3 N/A 2 .791 .419 3
Average maximum 
temperature for 
phenological stage
-.857** .029 6 .362 .550 5 -.473 .686 3 N/A 2 .953 .195 3
Average minimum 
temperature for 
phenological stage
-.004 .994 6 -.123 .843 5 -.022 .986 3 N/A 2 .997** .047 3
Average diurnal 
temperature range 
for phenological 
-.942*** .005 6 .459 .437 5 -.877 .320 3 N/A 2 .793 .417 3
Average 
temperature for 
-.683 .135 6 .248 .687 5 -.307 .802 3 N/A 2 .986 .108 3
Number of extreme 
hot days in 
phenological stage
-.417 .411 6 .166 .789 5 -.877 .320 3 N/A 2 .413 .729 3
Number of extreme 
cold days in 
phenological stage
-.421 .406 6 .365 .545 5 .456 .699 3 N/A 2 .021 .987 3
PYVine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
Vine Management costs 
per ha
GB-1 GB-2 KV MV
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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APPENDIX 7 – CORRELATION ANALYSES RESULTS  - IRRIGATION EXPENDITURE 
Annual 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total Annual 
Rainfall
-.580 .228 6 .193 .807 4 N/A N/A 2 .067 .900 6 N/A N/A 2
Average Maximum 
Daily Temperature
.464 .354 6 .878 .122 4 N/A N/A 2 .272 .602 6 N/A N/A 2
Average Minumum 
Daily Temperature
-.455 .364 6 .640 .360 4 N/A N/A 2 .463 .355 6 N/A N/A 2
Average Diurnal 
Temperature 
.576 .231 6 .717 .283 4 N/A N/A 2 -.107 .841 6 N/A N/A 2
Average Daily 
Temperature
.145 .784 6 .866 .134 4 N/A N/A 2 .375 .463 6 N/A N/A 2
Number of 
Extreme hot days 
.573 .234 6 .961** .039 4 N/A N/A 2 .206 .695 6 N/A N/A 2
Number of 
Extreme cold days 
in the year
-.534 .275 6 .481 .519 4 N/A N/A 2 -.653 .159 6 N/A N/A 2
Annual Irrigation Costs 
per ha
GB-1 GB-2 KV MR PYAnnual Irrigation Costs 
per ha
Annual Irrigation Costs 
per ha
Annual Irrigation Costs 
per ha
Annual Irrigation Costs 
per ha
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
  
Page | 140  
 
Harvest – Budburst 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological stage
.045 .932 6 .961** .039 4 N/A 2 N/A 1 N/A 2
Average maximum 
temperature for 
.718 .108 6 .849 .151 4 N/A 2 N/A 1 N/A 2
Average minimum 
temperature for 
.487 .327 6 .810 .190 4 N/A 2 N/A 1 N/A 2
Average diurnal 
temperature range for 
-.048 .928 6 -.293 .707 4 N/A 2 N/A 1 N/A 2
Average temperature 
for phenological 
.640 .171 6 .871 .129 4 N/A 2 N/A 1 N/A 2
Number of extreme 
hot days in 
.659 .154 6 .818 .182 4 N/A 2 N/A 1 N/A 2
Number of extreme 
cold days in 
phenological stage
-.648 .164 6 .364 .636 4 N/A 2 N/A 1 N/A 2
GB-1 GB-2 KV MV PY
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Budburst – Flowering 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
.129 .808 6 -.137 .826 5 -.768 .443 3 N/A 2 .770 .441 3
Average maximum 
temperature for 
-.139 .793 6 .360 .552 5 .604 .587 3 N/A 2 .258 .834 3
Average minimum 
temperature for 
-.012 .982 6 .238 .700 5 .739 .471 3 N/A 2 .255 .836 3
Average diurnal 
temperature range 
-.081 .879 6 .111 .859 5 -.135 .914 3 N/A 2 .230 .852 3
Average 
temperature for 
-.166 .753 6 .445 .453 5 0.993* .075 3 N/A 2 .257 .835 3
Number of 
extreme hot days 
-.082 .878 6 .515 .375 5 -.388 .746 3 N/A 2 .967 .165 3
Number of 
extreme cold days 
in phenological 
.159 .763 6 -.292 .633 5 -.797 .413 3 N/A 2 -.973 .148 3
GB-1 GB-2 KV MV PY
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Flowering – Veraison 
 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
-.642 .170 6 .300 .624 5 -.810 .399 3 N/A 2 .179 .885 3
Average 
maximum 
.367 .475 6 .545 .342 5 .849 .355 3 N/A 2 .632 .564 3
Average minimum 
temperature for 
-.217 .680 6 .603 .282 5 -.630 .566 3 N/A 2 .000 1.000 3
Average diurnal 
temperature 
.441 .382 6 -.010 .988 5 .952 .199 3 N/A 2 .915 .264 3
Average 
temperature for 
.217 .679 6 .645 .240 5 -.057 .963 3 N/A 2 .298 .808 3
Number of 
extreme hot days 
.566 .241 6 .706 .183 5 .634 .563 3 N/A 2 .466 .691 3
Number of 
extreme cold days 
in phenological 
.240 .647 6 -.282 .646 5 .813 .396 3 N/A 2 .781 .430 3
GB-1 GB-2 KV MV PY
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
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Veraison – Harvest 
 
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Pearson 
Correlatio
n
Sig. (2-
tailed) N
Total rainfall for 
phenological 
stage
-0.802* .055 6 -0.875* .052 5 -.872 .326 3 N/A 2 .735 .474 3
Average 
maximum 
temperature for 
.327 .526 6 .336 .581 5 .953 .195 3 N/A 2 .976 .141 3
Average 
minimum 
.180 .733 6 .192 .756 5 .987 .105 3 N/A 2 .987 .102 3
Average diurnal 
temperature 
.268 .608 6 .271 .659 5 .635 .562 3 N/A 2 .843 .362 3
Average 
temperature for 
.325 .529 6 .337 .579 5 0.992* .080 3 N/A 2 0.997* .053 3
Number of 
extreme hot days 
.400 .431 6 .445 .453 5 .635 .562 3 N/A 2 .333 .784 3
Number of 
extreme cold days 
in phenological 
-.298 .567 6 -.375 .534 5 -.959 .183 3 N/A 2 .107 .932 3
GB-1 GB-2 KV MV PY
 
*. Correlation is significant at the 0.10 level (2-tailed). 
**. Correlation is significant at the 0.05 level (2-tailed). 
*** Correlation is significant at the 0.01 level (2-tailed) 
 
