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Abstract
The Gaussian Moat problem asks whether one can walk to infinity in the Gaussian integers
using the Gaussian primes as stepping stones and taking bounded length steps or not. In this
paper, we have analyzed the Gaussian primes and also developed an algorithm to find the
primes on the R2 plane which will help us to calculate the moat for higher value. We have
also reduced a lot of computation with this algorithm to find the Gaussian prime though their
distribution on the R2 plane is not so regular. A moat of value
√
26 is already an existing result
done by Genther et.al. The focus of the problem is to show that primes are getting lesser as we
are approaching infinity. We have shown this result with the help of our algorithm. We have
calculated the moat and also calculated the time complexity of our algorithm and compared
it with Genther-Wagon-Wick’s algorithm. As a new ingredient, we have defined the notion of
primality for the plane R3 and proposed a problem on it.
1 Introduction
It has been always an interesting question that one can walk through the real line to infinity if
one takes the bounded length and steps on the primes? This is the same as saying that there
are arbitrarily large gaps in the primes. The proof is quicksort, a gap of size n can be given by
(n+ 1)! + 2, (n+ 1)! + 3, . . . , (n+ 1)! + (n+ 1) where n is approaching infinity. So the primes are
getting rarer as we are walking through the real axis and going to infinity.
Now we can think about the concept of irreducibility in the plane R2. Well, the integers in
the two-dimensional plane are known as the Gaussian integers (denoted by the ring Z[i]). So the
primes in the two-dimensional plane are called the Gaussian Primes. On that note, an interesting
question arises that “In the complex plane, is it possible to walk to infinity in the Gaussian integers
using the Gaussian primes as stepping stones and taking bounded-length steps?” This is the famous
unsolved problem called “The Gaussian moat” problem posed by Basil Gordon in 1962 [1–3] at the
International Congress of Mathematics in Stockholm (although it has sometimes been erroneously
attributed to Paul Erdo˝s). The question is getting more complex because of the two-dimensional
plane.
In 1970, Jordan and Rabung establish that steps of length 4 would be required to make the
journey through the Gaussian Primes. In the paper “Prime Percolation” by Ilan Vardi [14], has
been given a probabilistic result with the help of the Crame´r’s conjecture. He has used percolation
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theory which predicts that for a low enough density of random Gaussian integers no walk exists.
In the paper “A stroll through Gaussian Primes” by Genther et.al [4] has found the moat of size√
26 which covers the prime up to 106. They have given a computational aspect using the distance
k-graph in the G-primes and with the help of Mathematica software, they have proved the existence
of the G-prime approximately up to 106.
In this literature, we have constructed an algorithm to find the Gaussian primes. We have
analyzed the G-primes for each y = a line (for a ≥ 1) in the first octant and develop an algorithm
using which we can get the large value of G-prime. Most importantly one can reduce a lot of
computation with this algorithm to find the Gaussian prime though their distribution on the R2
plane is not so regular. As a new ingredient, we have added that using this algorithm we can cover
all the Gaussian primes inside a circle centered at the origin with a sufficiently large radius (say
10A with the large value of A). This is the same as saying that we can get all the primes up to 10A
for the sufficiently large value of A and this work has been never done before. In the section 4.1
we have shown that we can calculate the exact number of Gaussian primes of a certain area. For
example, for the circle x2 + y2 = R2 (R ≈ 10A) we can count the exact number of G-prime inside
the circle.
Using this algorithm and the Gauss circle problem we have shown that the primes are getting
rare as we are approaching infinity that is nothing but the prime density in getting lesser as their
values are increasing on the complex plane. Note that the Crame´r’s probabilistic model for the
primes does not consider the prime arithmetic progression. So we can not say that the prime
density is getting lesser means the width of the moat will increase on the complex plane because
the width of the moat depends on the distribution of primes and it is more irregular and not directly
related to the prime distribution of the real number line.
We have described the moat calculation process and also provided an example. We have shown
the graph of the moat calculation with the norm less than 100, which indicates that the width of
the moat will increase as we are approaching infinity. Also, we have calculated the time complexity
and compared it with the general searching method of Gaussian primes and the algorithm given by
Genther et.al.
We have also defined the notion of primality for the plane R3 and proposed a problem on it.
We can say that it is an extension of the Gaussian Moat problem to the R3 plane.
2 Background
The Gaussian integers are the complex numbers z = a+ bi where a, b ∈ Z[i] (the ring of G-integers
is denoted by Z[i], consist of integers in the field Q(i)) and i =
√−1 [9–12]. The Gaussian integers
admits a well defined notion of primality and there is a simple characterization of the Gaussian
primes, so we can define Gaussian prime [13] (denoted by G-prime) as follows:
Definition 1 Gaussian primes are Gaussian integers z = a + bi satisfying one of the following
properties.
1. If both a and b are non zero then, a + bi is a Gaussian prime iff |a + bi| = a2 + b2 is an
ordinary prime.
2. If a = 0, then bi is a Gaussian prime iff |b| is an ordinary prime and |b| ≡ 3 ( mod 4).
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Figure 1: Gaussian primes of norm less than 1000
3. If b = 0, then a is a Gaussian prime iff |a| is an ordinary prime and |a| ≡ 3 ( mod 4).
Note: |(a+ bi)|2 = a2 + b2 = p ≡ 1( mod 4) is called Pythagorean primes.
Two Gaussian integers v, w are associates if v = uw where u is a unit. In such a case |v| = |w|.
It is well known and not hard to prove that a prime p ≡ 1( mod 4) can be written uniquely as
the sum of two squares where the primes p ≡ 3( mod 4) cannot be written in such fashion. Which
is nothing to say that the primes of the form 4k + 1 are split into two G-prime factors where the
primes of the form 4k + 3 remain prime. Now, what is about the only even prime 2? Well, the
prime 2 is a special G-prime which can be written as 2 = 12 − i2 = (1 + i)(1− i) and it is the only
G-prime which lives on the line x = y.
Let us consider the prime 5. There are exactly eight G-primes corresponding to the prime 5
because we can write it as 5 = (±1)2 + (±2)2. So the G-primes corresponding to 5 are ±1 ± 2i
and ±2± i. Hence, up to associates, there are exactly two distinct G-primes corresponding to each
prime p ≡ 1( mod 4) [6–8]. Now, let us look at the geometrical interpretation of the G-prime. If
p is a prime congruent to 1 ( mod 4) consider the circle of radius
√
p centered at the origin then
for eightfold symmetry of the R2 plane, two G-primes lies in each quadrant corresponding to the
prime p. Similarly, if a Gaussian integer a+ bi is composite then ±a± bi and ±b±ai are composite
as well. Thus the geometric structure of the Gaussian integers has an induced eightfold symmetry.
Figure 1 (taken from [4]) shows all the G-prime of the norm less than 1000.
Now the question arises that “one can walk to infinity using steps of length k or less?” To prove
that the answer is No we can try to find a moat from G-primes in the first octant (the sector
0 ≤ θ ≤ pi4 ) such that the width of the moat will increase as one is walking towards the infinity. So,
for the eightfold symmetry we can take the first octant and through the line, x = y we can cut it
and one side is the reflection of the other one. If we can cut a swath from the positive x−axis to
the line y = x to get the moat, then the eightfold symmetry allows the reflection across the y−axis
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Figure 2: Eight fold symmetry reflection of the first octant
to the line y = −x. In this note, we will think two G-primes in the first quadrant from different
octant as the reflection of one another with respect to the line x = y. For example, the prime 73,
in the first octant there are two G-prime corresponding to 73 namely, 8 + 3i and 3 + 8i. According
to our consideration 3 + 8i is the reflection of 8 + 3i (as shown in figure 2).
Now let us look at the geometrical view of the G-primes. It has been conjectured that
lim
n→∞
√
pn+1 −√pn = 0
where pn denotes the nth prime. If the conjecture is true, then the circles upon which the G-primes
lie become more crowded as one travels farther away from the origin in the complex plane. Thus
there would be no chance of finding truly annular moat (i.e., a moat that is the region between two
circles) of composite Gaussian integers. Well, analytic number theorists have been proved that the
answer is No. So mathematically which is same as saying that
lim sup pn − pn−1 =∞
where pn denotes the n-th prime number.
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Figure 3: Distribution of G-primes in the first octant of eight fold symmetry
Note an important result by Terence Tao [19] on the G-primes, he has showed that the G-primes
P [i] ⊆ Z[i] contain infinitely constellations of any prescribed shape and orientation. More precisely,
he has shown show that given any distinct Gaussian integers ν0, . . . , νk−1, there are infinitely many
sets {a + rν0, . . . , a + rνk−1}, with a ∈ Z[i] and r ∈ Z \ {0}, all of whose elements are Gaussian
primes.
3 Walking on the G-primes
Our aim in this paper is to construct an algorithm to find the distribution of G-prime in the R2 plane
that one can walk to infinity putting the steps on the G-primes. As the analytical number theorist
says that such kind of walk is not possible with the bounded length steps, our result completely
agrees with this statement. In this note, we have analyzed the G-primes theoretically and used
the basic facts about the prime numbers that one can walk through the G-primes more easily. In
the work done by Genther et.al they have calculated a moat of size
√
26 by their computational
method. In this paper, we have used some tools from analytic number theory to get a better way
for such kind of walk on the R2 plane.
The main problem: In the complex plane, is it possible to “walk to infinity” in the Gaussian
integers using the Gaussian primes as stepping stones and taking bounded-length steps?
In the paper, by Genther et.al they have checked the G-primes using the distance k-graph. Using
this method they have checked the moat for the G-primes of value 106. This method requires lots
of counting. As we know that the primes will get rare as we increase the value. So, this method
can not work for sufficiently large values of primes. We will use some tools from analytic number
theory that one can get the moats of higher value.
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In 1936 Swedish mathematician Harald Crame´r has formulated an estimate for the size of gaps
between consecutive prime numbers [20]. It states that
Creame´r’s conjecture: The gaps between consecutive primes are always small, and the con-
jecture quantifies asymptotically just how small they must be, i.e.,
pn+1 − pn = O
(
(log pn)
2
)
where pn denotes the nth prime number. Which is same as saying that
lim
n→∞ sup
pn+1 − pn
(log pn)2
= 1.
Now let us describe an overview of our work and how we have used the Crame´r’s estimate.
We are going to analyse the G-prime distribution for each line y = a (for a ≥ 1) on the xy plane.
For x = 0, is the real axis and by the definition of G-primes, they are the primes of the form 3
mod 4. By the Chebyshev’s bias [21], we have an asymptotic formula for them and moat problem
is focused on the G-primes lies on the quadrant. We don’t have any asymptotic formula for the
primes of the form a2 + b2 where one of the a or b is fixed and the other one varies. Actually, if we
see this problem very closely then it leads to a famous unsolved problem which is named by n2 + 1
conjecture. That is not the focus of this paper, so let’s get back to the main topic.
In this section, we have given an overview of the constructed algorithm in this paper. We have
described the eightfold symmetry (see figure 3) of the xy plane in the previous section. We will
analyze the G-prime distribution only for the first octant in this paper and the result for the other
octants follow from it. Now if we are standing on a G-prime on the first octant then Crame´r’s
conjecture is a helpful tool to find the next G-prime for that line but it will be easier if we can get
the distribution of G-primes in a circle area. So we will consider a circle and inside of that circle,
we will check the G-primes. It is the most important step that how we will choose the circle and
it’s the radius because this choice of the circle we will be able to reduce the computation.
But to calculate the moat we need to cover all the G-primes. The main twist of our method is
that we have sliced the first octant in such fashion that it will be more easy to find the G-primes.
The slices are not so smooth which means we have not sliced using the straight lines. As we know
the distribution of primes are very irregular as they tend to infinity and our algorithm is especially
focused on the large primes. So it is more difficult to see the distribution of primes on the R2
plane for their larger values. Let us construct the paths and the lines which are slicing the first
octant. After this construction, we develop the mathematics for this algorithm and also describe
it’s geometrical reasoning.
4 Construction of the line Ln from the path Pn
In this section, we are going to construct the line Ln with respect to the path Pn. Let us write the
G-primes as a set up to 10A for the sufficiently large value of A.
A = {p : p = m2 + n2, p ≤ R,m, n 6= 0}
A = {p : n2 − p = m2, p ≤ R,m, n 6= 0}
R− p = m2; p ≤ R.R = m2 + p,R ≈ 10A, (1)
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where A is sufficiently large and finite.
So before construct the line let us define the path Pn.
Definition 2 A path Pn is a set of Gaussian primes such that
Pn = {pn(n,a) : all the primes p lies on the line y = a and close from the line Ln−1},
where the value of a varies.
Notation: For the n-th prime lies on the line y = a and in the path Pn (for n ∈ N) is denoted by
pn(n,a).
Now first consider the path P1. In the next two sections, we will describe more about the paths
P1, P2, . . . Pn in details, before that we will construct the lines first. For this section let us follow
the definition 2. If we take the line x = y then it is the first line, we can call it L0. Now from the
path P1, we will construct the line L1. By definition 2 we can write,
P1 = {p1(n,a) : all the primes p lies on the line y = a and close from the line x = y}.
We know the distribution of the G-primes which are closest to the line L0 up to 10A from the path
P1. The path P1 can be written as a step function. We will draw a line through the origin with
the tangent θ1 <
pi
4 (say) and close to the path P1 i.e., the line L1 will pass through the farthest
G-prime of the path P1 from the line L0( i.e., x = y) and which starts from the origin.. So, if we
see the geometrical view (see figure 4) then L0 and L1 has sliced the first octant up to 10A.
We have constructed the line L1 with respect to the line L0 and the path P1. Similarly, we
will construct the line L2 with respect to the line L1 and the path P2 with this similar method of
construction.
In such fashion we will construct the other lines L2,L3, . . . ,Ln, and the tangents are θ2, θ3, . . . , θn
respectively. By construction of the lines the inequality, θn < θn−1 < . . . < θ1 < pi4 = θ0 holds.
A question can come that why we are constructing the line Ln instead of using the path Pn
directly. Well, if we see the path then it is not so smooth, when are walking on the path P2 and
considering the circle then we need to compute more if we consider the path directly instead of
constructing the line.
Theorem 1 For the first path, P1 the considered circle or the rings will always intersect with the
line x = y.
Proof: If we see the geometrical view of the considered area of the circle then this statement is
clear from the picture (see figure 7). We will describe the logic behind this and prove the statement.
Precisely, when we will get the next prime p(n+1,a) from the prime p(n,a) on the line y = a using
Crame´r’s bound we are crossing a long distance because as we know primes will get rarer for each
y = a line. Similarly, if we walk through the x = b line (where p(n,a) = a
2 + b2) then have to walk
the same distance on this line too from the point p(n,a) as we have walked for the line y = a. We
have considered those primes for the path P1 which lie near to the line x = y. So after crossing this
distance, we have come in the second octant.
To reach the second octant from the first octant we have crossed the x = y line obviously (see
figure 5). So, for the path P1 the considered circle and the line x = y will intersect each other.
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Figure 4: The line Ln with respect to the path Pn
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Figure 5: Intersection of the line Ln and the circle S(n,a)
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Theorem 2 For the n-th path (for all n ≥ 2) Pn the considered circle or the rings will always
intersect with the line Ln−1 constructed from the path Pn−1.
Proof: We will prove this theorem using the same logic of theorem 1. The line L1 has constructed
by connected the farthest primes from the x = y line. So the line L1 is close from the path P2.
Precisely, when we will get the next prime p(n+1,a) from the prime p(n,a) on the line y = a using
Crame´r’s bound we are crossing a long distance because as we know primes will get rarer for each
y = a line. Similarly, if we walk through the x = b line (where p(n,a) = a
2 + b2) then have to walk
the same distance on this line too from the point p(n,a) as we have walked for the line y = a. We
have considered those primes for the path P2 which lie near to the line L1. To cross this distance,
we must cross the line L1 (see figure 5).
4.1 G-prime counting
In this section, we have constructed the line Ln and described how it is slicing the octant. For each
slice, we can count the exact number of G-prime i.e., for the n-th slice the number of G-prime is
|Pn|, which is clear from the definition 2. Then for the circle x2 + y2 = R2 (where R ≈ 10A) we
can count the exact number of G-prime inside it.
5 Mathematical description of the algorithm
In this section, we describe the mathematics for the analyzing process and the algorithm to find
the Gaussian moat. We will also prove the result that using this algorithm we can cover all the
G-prime up to the level we want to count the moat.
We consider the first octant of the R2 plane and we will analyze the G-primes for the first octant
and how to calculate the moat for it. Other quadrants of the R2 plane follow similarly. For the
first quadrant if we consider the function f such that (a, b)
f−→ (b, a) with a > b then for each point
in the second octant can be think as a image of the point of first octant. The function f has been
drawn in figure 2. Then if we calculate the moat of the first octant we will get the moat for the
second octant too using this function f . So after adding them, we will get the moat for the first
quadrant and the moat constructing procedure for the other quadrants follows similarly.
It is quite evident that except 2 there is no other G-prime on the line x = y (see Remark 1).
Let us fixed that we want to calculate the moat upto 10A for sufficiently large value of A. So we
start our walk through the G-prime from the line y = a (for some large value of a ∈ N) [We can
start our walk from the G-prime 1 + i also]. Take the first prime on the line y = a and say it is
p(1,a) [Example: for the line y = 1, the first G-prime is 2, i.e., p(1,1) = 1 + i]. We are on the first
octant, so for all the pair of coordinates (a, b) we have a > b. Let |p(1,a)| = |a2 + b12| i.e., the value
of the first prime on the line y = a.
By the Creame´r’s estimation we know there is a gap of size O
(
(log p(n,a))
2
)
between the prime
p(n+1,a) and p(n,a) for all n and a. So, we take the segment of size O
(
(log p(1,a))
2
)
on the line
y = a from the point p(n,a). Then consider the circle S(1,a) with the radius r(1,a) = O
(
(log p(1,a))
2
)
.
Now, consider the first quadrant of the circle. By theorem 1 this circle S(1,a) will intersect with
the line x = y. By Creame´r’s conjecture it is possible that there is a prime at the end of the
considered segment but that probability is low. The reason for this low probability is that we are
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not considering all the primes. In fact, we have considered only congruent 1 modulo 4 primes and
we have fixed the line y = a so primes will get more rare.
We will consider the area which this bounded by the intersection of the first octant of the circle
S(1,a) and the line x = y (or L0) (see figure 7). Next, we will check the primes inside the considered
area of the circle S(1,a). If there are primes then choose the nearest prime from the point p(1,a)
where we are standing on. Otherwise, take the ring of radius r(1,a) and continue the same process
until we reach the target value.
Continuing this process we have got some G-primes from p(1,a) upto 10
A. If we join them then
we will get a path through the G-primes and this path is very near from the line x = y. So, we call
this path P1 and we can say that the path P1 is nothing but a set of selected G-primes. We can
write
P1 = {p1(n,a) : all the primes p lies on the line y = a and close from the line x = y},
where the value of a varies.
Our target is to calculate the Gaussian moat for which we have to cover all the G-primes up
to 10A. The path P1 does not cover all the G-primes. To cover all of them we start the same
procedure from the point p(k,a) (for some k ≥ 2) and instead of taking the line x = y we will take
the line L1 (as we have constructed in section 4) and obtain the path P2.
So in general to get the path Pn we take the prime p(n′,a) (for some n
′ ≥ n) and we will consider
the circle area with respect to the line Ln−1. We define the path Pn
Pn = {pn(n,a) : all the primes p lies on the line y = a and close from the line Ln−1},
where the value of a varies.
Continuing this process we will get the paths,
First Path = P1
Second Path = P2
...
n-th Path = Pn (for some n)
until we cover all the G-primes upto 10A. We will calculate the moat after getting all the path
P1, P2, . . . Pn upto 10
A.
We will be able to consider all the G-primes using this process. Now let us state and prove this
result.
Theorem 3 One can cover all the g-prime using this algorithm.
Proof: We have started from the prime p(1,a) and obtain the path P1 up to 10
A. P1 is the nearest
path from the line x = y by it’s definition. We will start the same procedure from the prime p(2,a)
to obtain the path P2. Continuing this process we will get a set of paths {P1, P2, . . . , Pn} for some
value of n and Pn is the closest path from the real axis. Since, we have fixed our target up to 10
A
where A is sufficiently large but finite. So, the value of n is also finite and the set {P1, P2, . . . , Pn}
is finite. The set of lines L0 (which is actually the line x = y), L1,L2, . . . ,Ln−1 are also finite. If
we consider the circle x2 + y2 = R2 where R = 10A then the lines {L0,L1, . . . ,Ln−1} have sliced
11
the first octant of the circle and each path P1, P2, . . . Pn has covered all the G-primes in each of the
slices (see figure 4). So if we take their union i.e.,
P = P1 ∪ P2 ∪ . . . ∪ Pn =
⋃
n
Pn,
then it is straight forward that P will consider all the G-primes in the first octant of the circle
x2 + y2 = R2. We will continue the same process for the other octants.
Hence, we have proved that using this algorithm we can consider all the G-primes.
6 Geometrical interpretation of the algorithm
In this section, we describe the geometrical view of the algorithm.
We consider the x = y line and we analyze the area in the first quadrant under the x = y line
(which is the first octant). Our goal is to find a path such that a person can walk over the G-primes
through infinity. We need not to consider the G-primes lies on the x-axis. The nearest G-prime
from the origin on the first quadrant is 1 + i. It is the only exception where a G-prime lies on the
line x = y (see remark 1). So, let us start our walking from the G-prime (1, 1).
Our basic idea in this paper is to analyze the G-prime for each y = a line. Unfortunately, we
don’t have any asymptotic formula for the prime of the form a2 + b2 (for all a, b ∈ N) in general. If
we take b = 1, it leads to a famous problem of number theory which is known as n2 + 1 conjecture.
So, we don’t know the asymptotic behavior of the prime on the line y = 1. Actually, we are
assuming that n2+1 conjecture is true in this paper. Otherwise, we can not say that there exist
infinitely many G-primes.
Let us get back to our main target. Now the question arises that how can we get the nearest
prime on each y = a line? Well, we can reduce the problem by talking the approximation given
Crame´r, which is also a well-known result of number theory known as Crame´r’s conjecture.
Let us observe the geometry for a point on xy-plane. For the point p, there are eight possibilities
where one can take another step if one is standing on that point (as shown in figure 6).
If one is putting his steps forward then we need not consider the left side points and the points
below p. Because those points already have been covered in the sense that we can get the nearest
prime among those points with respect to p. So, there are only four possibilities left. Now we will
consider only those points which lie below the x = y line and our goal is to check them and find the
nearest G-prime from the point p. As we know primes get rare as we approach through infinity. If
we see the primes on the line y = a (for a ∈ N) then it is obvious that we will get them more rarely.
To find the larger G-primes no elementary method can work. That’s why we have used Crame´r’s
estimate for the gaps between two consecutive primes, which has a controllable error term. Some-
times, our method may not work for a very smaller value of G-prime. Using this method one
can find the G-prime of smaller value but in that case, we will have to look the error term. This
algorithm is focused on the larger values of G-primes.
It is not necessarily true that if we are standing on a prime which lies on the line y = a then the
next nearest G-prime will lie on the same line. So, we will consider a circle of radius O
(
(log pn)
2
)
(as we know the exact value of the prime where we are standing on) with center p (at the point
12
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Figure 6: Geometrical interpretation for a point on the xy-plane
where we are standing on). As we have described previously that we do not need to consider the
lower half portion of the circle. For the upper half portion of the circle, we only consider the first
quadrant area of it. We will check the G-primes in the area bounded by x = y line and the first
quadrant of the circle S(n,a) (the shaded area as shown in figure 7).
For each y = a line inside the considered area we will check the prime. For each line, we have
already covered the previous prime so from that one we will take the Crame´r’s estimate for each
line. In this way, we will be able to reduce lots of computation which helps us to find sufficiently
large G-prime. We will take the nearest prime from the point p and continue this process. If there
is no prime in our considered area then again we will take a ring with an outer radius O
(
(log pn)
2
)
and continue the same process.
At the starting point we have moved on from the y = a line to y = a + 1 very soon and we
have not covered the rest of the G-primes lie on the line y = a. So after computing the G-primes
up to 10A (for the sufficiently large value of A) we will get back to the starting point and take the
next prime from the line y = a for the same value of a and continue the process to cover all the
G-primes for the circle x2 + y2 = R2.
Remark 1 Let us consider a point (a, a) on the line x = y, then |a+ ai|2 = 2a, which is not a
prime. So, 2 is the only G-prime on x = y line.
Note: For the path P1 we know there is no G-prime on the line L0 (i.e., x = y). Similarly,
for the path Pn (∀n ≥ 2), we have already counted the G-primes lie on the line Ln (∀n ≥ 1). To
construct the path Pn (∀n ≥ 2) we need not worry about the G-primes lie on the line Ln (∀n ≥ 1)
and no need of counting.
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The considered
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•
Figure 7: The shaded region is the considered area of the circle
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7 The Main Algorithm
We have described the mathematical and geometrical interpretation of the algorithm in the previous
sections. From that discussion, it is clear that one can not walk to infinity using steps of bounded
length and putting the steps on the G-primes. The value of prime will increase as we are approaching
infinity. We have used the Creame´r’s estimate for two consecutive prime and from that result, it
follows directly.
In this section, we will write the algorithm.
First, we write the algorithm for the path P1 then we generalize it for any path Pn.
Algorithm 1: Algorithm for the path P1
1 Select the starting point p(1,a) (say) (where a ∈ N).
2 Let |p(1,a)| = |a2 + b2|. Take the lenth O
(
(log p(1,a))
2
)
.
3 Consider the circle S(1,a) with the radius r(1,a) = O
(
(log p(1,a))
2
)
.
4 Consider the area of the first quadrant of the circle.
5 Select the considered area below the line y = x.
6 Check the primes inside the selected area.
7 if there are primes then
8 select the nearest prime from the point p(1,a);
9 else
10 Take the ring with the outer radius r(1,a) and check the primes inside it;
11 end
12 Choose the nearest prime.
13 Continue the process.
Algorithm 2: Algorithm for the path Pn, for all n ≥ 2
1 Select the starting point p(n,a) (say) (where a ∈ N).
2 Let |p(n,a)| = |a2 + b′2|. Take the length O
(
(log p(n,a))
2
)
.
3 Consider the circle S(n,a) with the radius r(n,a) = O
(
(log p(n,a))
2
)
.
4 Consider the area of the first quadrant of the circle.
5 Select the considered area below the straight line Ln−1.
6 Check the primes inside the selected area.
7 if there are primes then
8 select the nearest prime from the point p(n,a);
9 else
10 Take the ring with the outer radius r(n,a) and check the primes inside it;
11 end
12 Choose the nearest prime.
13 Continue the process.
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8 Prime density in R2
We can directly show that the number of primes is getting rare as we are tending to infinity on
the real number line. For the complex plane, the distribution of prime is not so regular and we
can not directly say that the density of prime is getting lesser as we are approaching infinity. In
this section, we are going to prove that fact using our algorithm. Note that the density of prime
cannot say about the distribution of prime. Here we have proved our result using the Crame´r’s
probabilistic model for the complex prime number, which does not consider the prime arithmetic
progression. So, our result concern only about the density of primes in the complex plane.
Another important result we are going to use is the bound of the Gauss circle problem. Before
going in deeper let us state the problem.
The Gauss Circle problem: Consider a circle in R2 with center at the origin and radius
r ≥ 0. Gauss’ circle problem asks how many points there are inside this circle of the form (m,n)
where m and n are both integers. Since the equation of this circle is given in cartesian coordinates
by x2 + y2 = r2, the question is equivalently asking how many pairs of integers m and n there are
such that
m2 + n2 ≤ r2.
The first progress on a solution was made by Carl Friedrich Gauss, hence its name. N(r) is
roughly pir2, the area inside a circle of radius r. This is because on average, each unit square
contains one lattice point. Thus, the actual number of lattice points in the circle is approximately
equal to its area, pir2. So it should be expected that
N(r) = pir2 + E(r)
for some error term E(r) of relatively small absolute value. Gauss managed to prove [22] that
|E(r)| = 2
√
2pir
Hardy [23] and, independently, Landau found a lower bound by showing that
|E(r)| 6= o
(
r1/2(log r)1/4
)
using the little o-notation. It is conjectured [24] that the correct bound is
|E(r)| = O
(
r1/2+
)
Writing |E(r)| ≤ Crt, the current bounds on t are
1
2
< t ≤ 131
208
= 0.62 . . . ,
with the lower bound from Hardy and Landau in 1915, and the upper bound proved by Huxley in
2000 [25].
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Figure 8: The considered square
We are going to use this bound to prove that the prime density is getting lesser for the higher
values of primes on the complex plane. Let us start our main discussion. For the first line L0 and
the path P1, suppose we are standing on the prime p = (a, b). Then the equation of the circle with
radius r is
(x− a)2 + (y − b)2 = r2, (2)
where r has been approximated by the Crame´r’s bound. We need to find the point of intersection
of the circle stated in equation 2 and the line x = y. So we have
(x− a)2 + (x− b)2 = r2
=⇒ 2x2 − 2(a+ b)x+ (a2 + b2 − r2) = 0.
It is easy to calculate the point of intersection from high school geometry. The point of intersection
is (a′, b′) (say). Consider the area of the square with the sides {(a, b), (a+ r, b), (a′, b′), (a, a)} (see
figure 8). Now the question arises that why we are taking this square. Well if we see the geometry
behind this then it is easy to observe that the scalar values of the point A and C (in the figure 8)
are minimum and maximum respectively. The other points inside this square lie between A and
C. So we have considered all the primes in the segment bounded by A and C and they both are
known.
For any integer N the probability that the number is prime is 1ln(N) . There are almost
1
4pir
2
many lattices in the considered area of the figure 7 (This result comes from the Gauss circle problem
with the error term E(r)). From the Prime Number Theorem [26] we can say that pi(n) ∼ n/ log(n),
where pi(n) is the prime-counting function for all n ≥ 2.
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Now the number of primes between (a2 + b2) (i.e., the point A) and
(
(a+ r)2 + (b+ r)2
)
(i.e.,
the point C) is, pi(n1)−pi(n2) where we have taken n1 =
(
(a+ r)2 + (b+ r)2
)
and n2 = (a
2+b2) for
the convinient of the calculation. Now let us consider the Crame´r’s model for the Gaussian primes
to prove that the number of primes is getting lesser as we are going to infinity on the complex
plane.
Let us calculate the number of primes on the cosidered square.
pi(n1)− pi(n2) ∼ n1
ln(n1)
− n2
ln(n2)
=
(a+ r)2 + (b+ r)2
ln(n1)
− a
2 + b2
ln(n2)
=
(a+ r)2 ln(n2) + (b+ r)
2 ln(n2)− (a2 + b2) ln(n1)
ln(n1) ln(n2)
=
a2 ln
(
n1
n2
)
+ b2 ln
(
n1
n2
)
ln(n1) ln(n2)
+ 2r
{
(a+ b) + r
ln(n1)
}
. (3)
[Note: It is known that r = (log pn)
2 > 0. So,
0 < a2 < (a+ r)2,
0 < b2 < (b+ r)2
which implies 0 < a
2+b2
(a+r)2+(b+r)2 < 1.]
From the note we can write ln
(
n2
n1
)
= ln
(
a2+b2
(a+r)2+(b+r)2
)
< ln 1 = 0. So the first term of the
equation 3 will vanish. Then we have pi(n1) − pi(n2) ∼ 2r
{
(a+b)+r
ln(n1)
}
. In words we can say that
there are 2r
{
(a+b)+r
ln(n1)
}
many primes between n1 and n2 or inside the square.
[Note that n1 − n2 = (a+ r)2 + (b+ r)2 − (a2 + b2) = 2r(a+ b) + 2r2 = 2r(a+ b+ r).]
The number of Gaussian integers inside the square are n1 − n2 and the number of Gaussian
primes are 2r
(
a+b+r
ln(n1)
)
. Then the probability is
pi(n1)− pi(n2)
n1 − n2 + E(r)
=
2r(a+b+r)
ln(n1)
2r(a+ b+ r)
+ E(r)
=
1
ln(n1)
+ E(r),
where E(r) is the error term of the Gauss circle problem.
But we have considered a specific area of the circle. So, we need not to consider whole square. We
can calculate only that area which is the intersection of the circle and the suare (see figure 9). The
probability that the number of lattices can be a prime inside the the considered area is 342r
(a+b+r)
ln(n1)
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Figure 9: Intersection of the circle and the square
where n1 = (a+r)
2+(b+r)2. Observe that r2− 14r2 = r2
(
1− 14pi
) ≈ 0.3r2. So, the considered area
is (1 − 0.3)r2 = 0.7r2. So the probability that a Gaussian integer is G-prie inside the considered
area of the circle is 0.7ln(n1) + E(r).
According to our algorithm and from this calculation it is easy to observe that the probability
that we will get a G-prime inside the considered circle is getting lesser as the value of the prime is
increasing but the value of the radius is increasing with the value of the prime.
Now we can say that as the values of primes are increasing that as we are approaching the
infinity the radius is increasing and the probability to get a prime inside the considered circle is
decreasing.
This result shows that the Gaussian primes are getting lesser as we are approaching infinity.
Remark 2 We have shown the calculation for the line L0 and the path P1, for the other lines Li
(for i = 1, 2, . . .) and the paths the method is same and for the lines, we can reduce the partial line
equations from high school algebra.
9 The Moat calculation and Time Complexity
In this section, we are going to show the moat calculation an also we have given the distribution
of the paths to calculate the moat (see figure 10) with norm less than 100. We can find the moat
from the list of the Gaussian primes using the minimum time. Here we have also calculated the
time complexity of our algorithm and also compare it with the regular method of Gaussian prime
searching (i.e., where a computer checks the G-prime for each Gaussian integer) method. Also, we
have compared it with Genther-Wagon-Wick’s algorithm.
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Figure 10: Paths for the G-primes with norm less than 100 with the moat value 2
First, we will discuss the method of moat calculation then we will move to calculate the time
complexity.
Now let us focus on the algorithm and how to calculate the moat from it. If we see the figure 10,
then it is clear that the G-primes are separated by the moats. Recall the definition of the paths, a
path is nothing but a set of G-primes. For each path Pi (for i = 1, 2, . . . , n) we will separate the
paths to calculate the moat.
Let p1
(k) and p2
(k) be two consecutive elements belong to the path Pk and the distance between
p1
(k) and p2
(k) is l(n) i.e., ∣∣p1(k) − p2(k)∣∣ = l(k) where p1(k), p2(k) ∈ Pk.
Assume that we have the list of Gaussian prime with norm less than 10A (for sufficiently large
A) and n paths are needed to cover all the G-prime for some positive integer n. We will calculate
the distance for each path and for each pair of primes in the path. We will have the same distance
between the two consecutive elements of the path and between two consecutive paths there will be
same distance between two pairs taken from each path and we will get our desired moat in this
way.
Let us elaborate on the method with an example. Consider the circle with radius 10 and it is
clear from the figure 10 that it needs two paths P1 and P2 to cover all the G-primes with norm less
than 100.
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Moat Calculation Table
Paths Primes Distance from the
next prime
Partitions
P1 (1, 1) 1 p1 = {(1, 1), (2, 1),
(2, 1)
√
2 (3, 2), (5, 2)}
(3, 2) 2 p2 = {(5, 4), (6, 5)}
(5, 2) 2 p3 = {(8, 5)}
(5, 4)
√
2
(6, 5) 2
(8, 5)
P2 (4, 1) 2
(6, 1)
√
2
(7, 2)
√
2
(8, 3)
Observe that there is same distance between (5, 4), (7, 2) and (6, 5), (8, 3) that is 2
√
2 and the
distance between (5, 4), (6, 5) and (7, 2), (8, 3) is
√
2 so we can imagine a rectangle with sides 2
√
2
and
√
2. Again the distance between (6, 5), (8, 5) and (5, 2), (5, 4) is 2. Now the picture is clear and
there exist a moat of width 2 where the primes (3, 2), (5, 2), (7, 2), (8, 3), (8, 5) lies in the right side
of the moat and the primes (5, 4), (6, 5) lies in the left side of the moat.
Remark 3 If we see the shape of a moat then we can split it in three rectangles and in four right
angle triangle. Two of those rectangles will have the same sides and the height of that rectangle is
the desired moat.
The moat calculation method indicates that the width of the moat will increase as we are
increasing the values of the prime. To prove this statement mathematically we need to know more
about the distribution of the primes on the complex plane.
Now we move our focus to the time complexity of the algorithm. To calculate the time complexity
we need to fix a target first. Fix that we want to find all the G-primes with norm less than 100.
There are approximately 100pi4 = 78.53 ≈ 79 integer coordinates inside the first quadrant of the
circle (this result has been calculated from the Gauss circle problem which we have stated already).
If the computer takes time t to check each coordinate then generally it will take 100t times.
In the Genther et.al’s algorithm, they have calculated the moat directly so they have only left the
coordinates where both of the x and y are primes. If we see the time in this process then there are
4 primes less than 100, then the number of such (x, y) pairs are 4P2 + 4 = 12 + 4 = 16. Totally it
will take (79− 16)t = 63t. In our case if we follow our algorithm then it will take 31t, it is easy to
calculate from each step of the algorithm. In comparison, our algorithm takes almost 2.5 times of
the general method and less than half time of the method given by Genther et.al.
[Note: t is the standard time taken by the computer to check each coordinate.]
10 Related Questions
Walking through the Gaussian prime is basically to find the prime distribution in the plane R2. So,
we can extend this search for higher dimensions.
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One of the famous result in mathematics is the Legendre’s three-square theorem [15] which
states that,
Legendre’s three-square theorem: Any natural number can be represented as the sum of
three squares of integers
n = x2 + y2 + z2,
if and only if n is not of the form n = 4a(8b+ 7) for integers a and b.
So, we can define the notion of primality for R3, if a > 1 then 4a(8b + 7) is not prime. Our
concern is only about those primes which are of the form (8b+ 7).
Take the set P−{8b+ 7} where P is the set of all primes. Then the question arises that what is
the distribution of the prime numbers in the plane R3? If we re-write the statement formally then
it says,
Problem 1 In the plane R3, is it possible to walk to infinity in the integer lattices talking the steps
on the primes with the bounded-length?
Another important question arises with this problem that why we are not extending this G-
prime problem for Rn for all n ≥ 4. Well, by the four-square theorem [16–18] we know every
natural number can be written as the sum of four squares. So we can write any prime number as
the sum of four square then the searching them may not be so interesting.
11 Conclusion
In this paper, we have analyzed the distribution of G-prime and constructed an algorithm which
makes easy to walk on the G-primes. This method for Gaussian prime searching is better than the
other because it can avoid computations despite having the irregular distribution of G-primes. It
is clear from this algorithm that one can not walk to infinity using steps of bounded length and
putting the steps on the G-primes. We have proved that this algorithm is covering all the G-primes.
We have also shown that it is easy to find the exact number of G-primes for a certain area using this
algorithm. Using this algorithm and other results we have proved that the prime density is getting
lesser on the complex plane as the values of the primes increase. At last, we have described the
moat calculation process and given an example of moat calculation with the graph. Also, we have
computed the time complexity of our algorithm and compared it with the other algorithms. As a
new concept, we have defined the notion of primality for the R3 plane and proposed the problem
which is an extension of the Gaussian moat problem.
Acknowledgement
This research was supported by my guide and mentor Prof. Ritabrata Munshi. We thank our guide
from the Tata Institute of Fundamental Research, Bombay who provided insight and expertise that
greatly assisted the research, although he may not agree with all of the interpretations of this paper.
We would also like to show our gratitude to Prof. Ritabrata Munshi, (TIFR, Bombay) for sharing
his pearls of wisdom with us during the course of this research.
22
References
[1] R. Guy, Unsolved problems in number theory (3rd ed.), Springer-Verlag, pp. 55-57, 2004.
[2] H. Montgomery, Ten Lectures on the Interface Between Analytic Number Theory and Harmonic
Analysis, American Mathematical Society, CBMS, Providence, Rhode Island, 1994.
[3] S. Wagon, Mathematica in Action, 2nd ed., Springer/TELOS, New York, 1998.
[4] E. Gethner, S. Wagon, B. Wick “A stroll through the Gaussian primes”, The American Math-
ematical Monthly, 105 (4): 327-337, 1998.
[5] N. Tsuchimura, “Computational results for Gaussian moat problem”, IEICE transactions on
fundamentals of electronics, communications and computer science, 88 (5): 1267-1273, 2005.
[6] H. Rademacher, Topics in Analytic Number Theory, Springer-Verlag, New York, 1973.
[7] G. H. Hardy and E. M. Wright, An Introduction to the Theoty of Numbers, 5th ed., Clarendon
Press, Oxford, 1988.
[8] D. Zagier, A one-sentence proof that every prime p ≡ 1( mod 4) is a sum of two squares, Amer.
Math. Monthly 97, 144, 1990.
[9] C. F. Gauss, Theoria residuorum biquadraticorum. Commentatio secunda., Comm. Soc. Reg.
Sci. Go˝ttingen 7 (1832) 1-34; reprinted in Werke, Georg Olms Verlag, Hildesheim, 1973, pp. 93-
148. A German translation of this paper is available online in “H. Maser (ed.): Carl Friedrich
Gauss Arithmetische Untersuchungen u˝ber ho˝here Arithmetik. Springer, Berlin 1889, pp. 534.
[10] B. J. Fraleigh, A First Course In Abstract Algebra (2nd ed.), Reading: Addison-Wesley, 1976.
[11] I. Kleiner, “From Numbers to Rings: The Early History of Ring Theory”. Elem. Math. 53 (1):
18-35, 1998.
[12] P. Ribenboim, The New Book of Prime Number Records (3rd ed.). New York: Springer, 1996.
[13] D. M. Bressoud and S. A. Wagon, Course in Computational Number Theory. London: Springer-
Verlag, 2000.
[14] I. Vardi, Prime percolation, to appear in Experiment. Math.
[15] E. Landau, V. Zahlentheorie, New York, Chelsea, 1927. Second edition translated into English
by J. E. Goodman, Providence RH, Chelsea, 1958.
[16] C. F. Gauss, Disquisitiones Arithmeticae, Yale University Press, p. 342, section 293, 1965.
[17] G. H. Hardy, E. M. Wright, . Heath-Brown, D. R.; Silverman, J. H.; Wiles, Andrew, eds. An
Introduction to the Theory of Numbers (6th ed.), (2008) [1938].
[18] K. Ireland, M. Rosen, Michael A Classical Introduction to Modern Number Theory (2nd ed.),
1990.
[19] T. J. Tao, Anal. Math. (2006) 99: 109. https://doi.org/10.1007/BF02789444.
23
[20] H. Crame´r, “On the order of magnitude of the difference between consecutive prime numbers”,
Acta Arithmetica, 2: 23-46, 1936.
[21] M. Rubinstein, P. Sarnak, “Chebyshev’s bias”. Experimental Mathematics. 3: 173-197, 1994.
[22] G.H. Hardy, S. Ramanujan: Twelve Lectures on Subjects Suggested by His Life and Work, 3rd
ed. New York: Chelsea, (1959), p.67.
[23] G.H. Hardy, On the Expression of a Number as the Sum of Two Squares, Quart. J. Math. 46,
(1915), pp.263283.
[24] R.K. Guy, Unsolved problems in number theory, Third edition, Springer, (2004), pp.365366.
[25] M.N. Huxley, Integer points, exponential sums and the Riemann zeta function, Number theory
for the millennium, II (Urbana, IL, 2000) pp.275290, A K Peters, Natick, MA, 2002, MR1956254.
[26] G. H. Hardy, J. E. Littlewood, “Contributions to the Theory of the Riemann Zeta-Function
and the Theory of the Distribution of Primes”. Acta Mathematica. 41: 119196, (1916).
24
