3D tele-immersion (3DTI) has the potential of enabling virtual reality interaction among remote people with real-time 3D video. However, today's 3DTI systems still su↵er from various performance issues, limiting their broader deployment, due to the enormous demand on temporal (computing) and spatial (networking) resources. Past research focused on system-centric approaches for technical optimization, without taking human users into the loop. We argue that human factors (including user preferences, semantics, limitations, etc.) are an important and integral part of the cyber-physical 3DTI systems, and should not be neglected. This thesis proposes a comprehensive, human-centric framework for managing video data and functions across the 3DTI pipeline. Our approach is comprehensive because it involves all components of the video function pipeline. It is also comprehensive in the sense that both temporal and spatial resource challenges are considered and tackled.
INTRODUCTION

Problems
This pipeline of 3DTI is severely resource demanding. Temporally, the one-way latency (or end-to-end delay from the capturing site to the rendering site) for interactive applications needs to be small (e.g., no more than 150 milliseconds), and the frame rate needs to be reasonable, preferably over 10 frames per second (fps), meaning that each frame has to be processed within 100 milliseconds. This is nontrivial because the operations that need to be applied on Copyright is held by the author/owner(s). MM'11, November 28-December 1, 2011, Scottsdale, Arizona, USA.
ACM 978-1-4503-0616-4/11/11. every frame (such as 3D reconstruction, rendering) are very expensive. We refer that as the temporal challenge in the environment. Spatially, the use of 3D representation and multi-view capturing leads to a high demand on network bandwidth, because within a stream not only color but also depth information is encoded and multiple streams need to be sent from each site for di↵erent views. With 10 cameras running at a pixel resolution of 320x240, a frame rate of 10 fps, 5 bytes for each pixel (3 bytes for RGB color and 2 bytes for depth), for example, the outgoing tra c alone could require 10⇥320⇥240⇥10⇥5⇥8 = 307 Mbps of bandwidth. Obviously, the resource demand directly depends on the amount of video data to process and/or disseminate. We refer to that as the spatial challenge in this thesis.
Great research e↵orts have been devoted to making the systems more resource-e cient (e.g., [1] [2][4] [5] ), but the focus has been primarily on system-centric, algorithmic optimizations of the video functions or data reductions that leave end users out of the loop. Therein, resource allocation runs without considering the user inputs, preferences, or semantics. Data are not prioritized according to user needs but rather treated equally for resource competition. Tradeo↵s among di↵erent Quality-of-Service (QoS) metrics are not carefully examined in terms of their impact on the overall perceived quality or Quality-of-Experience (QoE) of users. Such approaches are inherently limited because the human factors -an important and integral part of cyber-physical tele-immersive environments -are neglected.
Without more intelligent data adaptation and accompanying algorithms for controlling video functions, immersive 3DTI communication would not be possible with today's hardware and communication infrastructure. The immense amount of data generated from multi-view cameras in each site causes long computing delay, hurdling the interactivity (e.g., frame rate) of the systems. It also causes network congestion that in turn causes packet loss (flickering or freezing e↵ect on the display), prolonged network delay (inconsistency across sites), and decreased or unstable frame rate, all of which negatively impact user experience. In order to promote the overall system performance and eventually the overall perceived quality, we must develop intelligent and e cient adaptation schemes on tele-immersive video data.
However, this is a grand challenge with three main unanswered research questions. First, how do we reduce/adapt data to address the temporal and spatial challenges aforementioned in a way that does not hurt perceived visual quality but actually improves it? Eliminating data is beneficial for lessening resource load, but it intuitively comes at the cost of sacrificing visual quality as e.g., details are removed, resolutions are down-sampled. How do we intelligently reduce/adapt data to achieve better perceived quality for users? Second, how do we improve performance of the systems given the stringent resource constraint? E↵orts to improve qualities in 3DTI are largely complicated by the dire demand on temporal and spatial resources even with data reduced. For example, in a work we show how resource constraints render the data dissemination problem to be NP-complete. Then how do we e ciently improve qualities subject to the constraints? Third, how do we quantify user experience, and how does it relate to system performance? What is user experience? Does it simply refer to user satisfaction? Or is it equivalent to the perceived quality of video? How do technical metrics (e.g., frame rate, delay) impact user experience? How do we measure their relationships? We refer to this as the quality challenge in the thesis.
Our Approaches
Human-centric-ness. In this thesis, we take the paradigm shift towards the Human-Centric Computing (HCC) model in addressing the above research challenges. HCC represents a set of principles and strategies that "bear the human focus from the beginning to the end" [3] . Since the ultimate goal of tele-immersion is to deliver compelling experience to end users, we believe that taking a more human-centric perspective is crucial. We argue that human factors (such as user inputs, preferences, semantics, and limitations etc.) are an essential part of the cyber-physical tele-immersive systems, and should be carefully taken into consideration throughout the design, development, and evaluation process of 3D tele-immersion.
The HCC model empowers us to center our thinking around users, and make according design choices throughout the development and implementation of the systems. The instillation of human-awareness allows us to develop new approaches for managing the daunting resource demand in the complex cyber-physical tele-immersive systems. In the thesis, we demonstrate that by taking human into our control loop, we can have better understanding in various aspects of the 3DTI systems, such as (1) which image details are actually imperceptible to human eyes, thus unnecessary, (2) with the same resources, whether one should rather want lower frame rate with higher spatial resolution, or higher frame rate with lower spatial resolution, (3) which streams are semantically more important to users at a given point of time, and (4) which is more important: increasing the number of views, or reducing end-to-end latency (in terms of improving perceived usefulness of the systems).
This thesis proposes a novel, comprehensive, human-centric framework for improving the qualities of 3DTI throughout its video function pipeline. We make three major contributions at di↵erent phases of the pipeline.
Addressing the temporal challenge. At the sending side, we develop an intra-stream data adaptation scheme that reduces level-of-details within each stream without users being aware of it. It e↵ectively alleviates the data load for computation-intensive operations, thus improves the temporal e ciency of the systems.
Addressing the spatial challenge. Yet even with intrastream data reduced, spatial e ciency is still a problem due to the multi-stream/multi-site nature of 3DTI collaboration.
We thus develop an inter-stream data adaptation scheme at the networking phase to reduce the number of streams with minimal disruption to the visual quality. It considerably reduces the data load for networking, and thus enhances the spatial resource e ciency.
Addressing the quality challenge. Finally, at the receiving side, we take a holistic approach to study the "quality" concept in 3DTI environments. Our human-centric quality framework focuses on the Quality-of-Experience (QoE) concept that models user's perceptions, emotions, performances, etc. It investigates how the traditional Quality-ofService (QoS) impacts QoE, and reveals how QoS should be improved for the best user experience. This thesis essentially demonstrates the importance of bringing human-awareness into the design, execution, and evaluation of the complex resource-constrained 3DTI environments.
CONCLUSION
Despite great potential, the existing 3DTI environments are crippled due to a huge demand for computing and networking resources that are needed to maintain high interactivity (e.g., in end-to-end delay, video frame rate) and rich vividness (e.g., in video spatial resolution, depth accuracy) of collaboration. The main focus of this thesis is to improve qualities of 3DTI environments under stringent resource constraints. To achieve this goal, we follow the human-centric principle and focus on those perceptually important qualities, i.e., interactivity and vividness, for the users. Our methodology is human-centric as we leverage the semantics and constraints at the user level for the purpose of quality improvement.
