This paper considers the microbial batch culture process for producing 1,3-propanediol (1,3-PD) via glycerol fermentation. Our goal is to design an optimal control scheme for this process, with the aim of balancing two (perhaps competing) objectives: (i) the process should yield a sufficiently high concentration of 1,3-PD at the terminal time; and (ii) the process should be robust with respect to changes in various uncertain system parameters. Accordingly, we pose an optimal control problem, in which both process yield and process sensitivity are considered in the objective function. The control variables in this problem are the terminal time of the batch culture process and the initial concentrations of biomass and glycerol in the batch reactor. By performing a time-scaling transformation and introducing an auxiliary dynamic system to calculate process sensitivity, we obtain an equivalent optimal control Communicated by Mimmo Iannelli. 2 Guanming Cheng et al.
glycerol as the substrate. Previous research indicates that this batch culture process is highly promising for producing commercially-viable 1,3-PD of high concentration [2] [3] [4] [5] [6] .
The microbial conversion process for synthesizing 1,3-PD has been studied since the 1980s [7] . An experimental investigation into the multiple inhibitions of the fermentation process is given in [8] , and studies based on metabolic flux and metabolic pathway analysis are given in [9] [10] [11] [12] [13] . Mathematical models of the microbial conversion process, together with various process control strategies, have been considered in [14] [15] [16] [17] [18] [19] [20] . However, these references do not take parameter uncertainty into account. Parameter uncertainty is a key issue in practice because it is difficult (if not impossible) to determine the exact values of many parameters in the dynamic equations describing microbial conversion. Thus, in this paper, we consider the robust control of the microbial batch culture process in the presence of parameter uncertainties.
The problem is to design a control scheme that maximizes the yield of 1,3-PD at the terminal time, and also minimizes the process sensitivity with respect to parameter uncertainties. Sensitivity analysis deals with the influence that uncertain factors (e.g., random noise) exert on system performance. In the microbial batch culture process, the control variables are the concentrations of biomass and glycerol in the batch reactor at the initial time, as well as the terminal time of the process.
The dynamic model contains 9 uncertain model parameters, and the influence that these parameters exert on the final 1,3-PD yield needs to be minimized. Thus, inspired by the work in [21] [22] [23] [24] [25] [26] , we propose an optimal control formulation that incorporates a non-standard sensitivity term to measure the sensitivity of the 1,3-PD yield with respect to the uncertain parameters. The trade-off in the objective function between process sensitivity and process yield is governed by a non-negative weight factor. When the weight factor is small, the objective function favours maximizing yield over minimizing sensitivity; when the weight factor is large, minimizing sensitivity is the priority. This paper is organized as follows. In Section 2, we introduce a nonlinear dynamic model with uncertain parameters to describe the microbial batch culture process. In Section 3, we formulate an optimal control problem that balances the competing objectives of high 1,3-PD yield and low process sensitivity. Because our objective function contains a non-standard sensitivity term, the optimal control problem cannot be solved using conventional techniques. Thus, we develop a computational method for evaluating the process sensitivity term in Section 4, and then subsequently use this method to obtain an equivalent optimal control problem in standard form. We then develop a particle swarm optimization method in Section 5 for solving the equivalent problem. Finally, numerical results are reported in Section 6.
Dynamic Model
The dynamic model of the batch culture process is based on the following assumptions [27, 28] . Assumption 2.1 Nothing is added to, or removed from, the batch reactor during the batch culture process.
Assumption 2.2
The solution in the reactor is sufficiently well-mixed so that the concentrations of reactants are uniform.
Under the above Assumptions 2.1 and 2.2, the mass balance relationships for biomass, substrate and products in the microbial batch culture can be expressed as the following nonlinear dynamic system:
and
where t denotes process time (in hours); t f denotes the terminal time of the process; x i (t), i = 1, 2, 3, 4, 5, are, respectively, the concentrations (in mmol L −1 ) of biomass, glycerol, 1,3-PD, acetate and ethanol at time t in the reactor; and x 0i , i = 1, 2, 3, 4, 5, are, respectively, the initial concentrations of biomass, Robust Suboptimal Control of a Microbial Batch Culture Process 5 glycerol, 1,3-PD, acetate and ethanol. Furthermore, µ is the specific growth rate of cells (in h −1 ), q 2 is the specific consumption rate of substrate (in h −1 ), and q i , i = 3, 4, 5, are the specific formation rates of products (in h −1 ). These quantities can be expressed by the following equations [27] :
where µ m is the maximum specific growth rate (in h −1 ); k 2 is the Monod saturation constant for substrate (in mmol L −1 ); x * i , i = 2, 3, 4, 5, are, respectively, the critical concentrations of glycerol, 1,3-PD, acetate and ethanol required for cell growth; m i , i = 2, 3, 4, 5, are, respectively, the maintenance terms of substrate consumption and product formation (in mmol g −1 h −1 ) under substrate-limited conditions; Y 2 is the maximum growth yield (in mmol g −1 ); and Y i , i = 3, 4, 5, are the maximum product yields (in mmol g −1 ).
The values of µ m and x * i , i = 2, 3, 4, 5, are well-defined [6] :
µ m = 0.67, x * 2 = 2039, x * 3 = 939.5, x * 4 = 1026, x * 5 = 360.9.
However, the values of the other model parameters are uncertain and difficult to determine exactly.
We collect the uncertain parameters into a vector σ:
Methods for estimating the values of these uncertain parameters using experimental data are given in [18, 19, [29] [30] [31] [32] . The following estimates are used in [6] : 
We will use these estimates as nominal parameter values in this paper.
The initial concentrations of 1,3-PD, acetate and ethanol in the dynamic model (1)-(2) are given:
x 03 = 0.01, x 04 = 0.01, x 05 = 0.01.
The initial concentrations of biomass and glycerol, on the other hand, are control variables to be optimized.
Our aim is to choose these control variables in such a way that the sensitivity of the microbial process with respect to changes in the nominal parameter values (7) is minimized.
Optimal Control versus Robust Control: A Trade-off
The control variables in the microbial fermentation process (1)-(2) are the initial concentrations of biomass and glycerol, and the terminal time of the process. Let x i (·|x 01 , x 02 , t f , σ), i = 1, 2, 3, 4, 5, denote the solution of (1)-(2) corresponding to the control variables x 01 , x 02 and t f and the parameter vector
Suppose that we are given a nominal parameter vector σ ∈ R 9 . The control objective in microbial fermentation is to maximize the yield of 1,3-PD. Thus, we want to choose the control variables x 01 , x 02 and t f to maximize the following objective function:
which is proportional to the final 1,3-PD yield.
The control variables are subject to the following bound constraints:
The problem of maximizing 1,3-PD yield can be formulated as follows.
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x 01 , the initial concentration of glycerol x 02 , and the process terminal time t f to maximize (9) subject to the bound constraints (10) .
In Problem P, the optimal control variables are determined under the assumption that the nominal parameter estimates are exact. However, this is usually not the case in practice; the nominal estimates are only approximations of the true model parameters. Thus, inspired by the work in [21] [22] [23] [24] [25] [26] , we consider the following measure of system sensitivity with respect to the uncertain model parameters:
Clearly, (11) measures the rate at which the process yield changes in response to small changes in the model parameters. Thus, a low value for system sensitivity indicates that the system is robust. We now propose the following modified objective function that incorporates our desire to maximize (9) and minimize (11) :
where α ≥ 0 is a weight factor selected by the system operator.
Our new optimal control problem is stated below.
Problem P α . Given the nominal parameter vector σ ∈ R 9 , choose the initial concentration of biomass
x 01 , the initial concentration of glycerol x 02 , and the process terminal time t f to maximize (12) subject to the bound constraints (10). (ii) the objective function contains a non-standard sensitivity term. To circumvent the first difficulty, we treat t f as an optimization variable and apply the transformation
Then the original dynamic system (1) can be converted into an equivalent form as follows:
wherex
The initial conditions (2) stay the same:
where x 03 , x 04 , x 05 are given by (8) , and x 01 and x 02 are control variables. Under the time-scaling transformation t = t f τ , the objective function (9) becomes:
Furthermore, the modified objective function in Problem P α becomes:
It follows that Problem P α is equivalent to the following optimal control problem with fixed terminal time.
ProblemP α . Given the nominal parameter vector σ ∈ R 9 , choose the initial concentration of biomass
x 01 , the initial concentration of glycerol x 02 , and the process terminal time t f to maximize (19) subject to the bound constraints (10) .
In ProblemP α , the trade-off between process yield and process sensitivity can be adjusted through the weight α. When α = 0, the sensitivity term inJ α disappears and ProblemP α involves maximizing process yield without regard for process robustness. In this case, ProblemP α is a standard optimal control problem and can be solved using conventional optimal control methods. However, when α > 0, conventional optimal control methods are not applicable because the objective function (19) contains a non-standard sensitivity term. In the next subsection, we introduce an auxiliary dynamic system to compute the sensitivity term.
Computing System Sensitivity
Denote
Thus, σ 1 corresponds to k 2 , σ 2 corresponds to m 2 , and so on. For each k = 1, 2, . . . , 9, consider the following auxiliary dynamic system: (20) with the initial conditionsψ
where ∂μ/∂σ k , ∂μ/∂x j , ∂q i /∂σ k , ∂q i /∂x j are defined in the obvious manner (explicit formulas for these derivatives are given in the appendix). Letψ k i (·|x 01 , x 02 , t f , σ), i = 1, 2, 3, 4, 5, denote the solution of (20)- (21) corresponding to the control variables x 01 , x 02 , and t f , and the nominal parameter vector σ ∈ R 9 .
The following important result shows that the solution of the auxiliary system (20)- (21) gives the sensitivity of the state with respect to the model parameters. 
Then for each k = 1, 2, . . . , 9,
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Proof Let k ∈ {1, . . . , 9} be arbitrary but fixed. Furthermore, let e k denote the kth unit basis vector in R 9 , and let g denote the right-hand side of the dynamic system (13):
To prove the theorem, we need to show that
whereψ k (·) denotes the vector-valued solution of (20) and (21) with respect to x 01 , x 02 , t f , and σ, and
x δ (·) denotes the vector-valued solution of (13) and (17) with respect to x 01 , x 02 , t f , and σ + δe k . That
We will prove equation (22) in four steps.
Step 1. Preliminaries
For each real number δ ∈ R, define a corresponding function v δ : [0, 1] → R 5 as follows:
Thus, using the definition of g,
Sincex δ andx 0 are continuous, v δ is also continuous. It follows from the mean value theorem that, for
where
According to the theorem hypothesis, there exists an open bounded neighbourhood of 0, denoted by ∆, such that for all δ ∈ ∆,
where B 5 ( √ 5L 1 ) denotes the closed ball in R 5 of radius √ 5L 1 centered at the origin. Since B 5 ( √ 5L 1 ) is convex, for each δ ∈ ∆, we have
Furthermore, it is obvious that there exists a constant L 2 > 0 such that for each δ ∈ ∆,
where B 9 (L 2 ) denotes the closed ball in R 9 of radius L 2 centered at the origin.
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Clearly, from (25) and (26), and the definitions of ∂μ/∂σ k , ∂μ/∂x i , ∂q i /∂σ k , ∂q i /∂x j in the Appendix, there exists a real number L 3 > 0 such that for each δ ∈ ∆,
where | · | 5 denotes the Euclidean norm in R 5 and | · | 5×5 denotes the corresponding induced matrix norm in R 5×5 .
Step 2. The function v δ is of order δ
Let δ ∈ ∆ be arbitrary. Taking the norm of both sides of (24) and applying the definition of L 3 gives
Thus, applying Gronwall's Lemma gives
Since δ ∈ ∆ was selected arbitrarily, this inequality holds whenever the magnitude of δ is sufficiently small. Thus, the function v δ is of order δ, as required.
Step 3. Definition and limiting behavior of ρ 1
For each δ ∈ ∆, define two corresponding functions λ 1,δ : [0, 1] → R 5 and λ 2,δ : [0, 1] → R 5 as follows:
Furthermore, define another function ρ 1 : ∆ \ {0} → R as follows:
Now, clearly:
Moreover, since these convergences take place inside the balls B 5 ( √ 5L 1 ) and B 9 (L 2 ), respectively, and ∂g/∂σ k and ∂g/∂x are uniformly continuous on the compact set 
Step 4. Now, we use the results proved in the previous steps to establish (22) . First, let δ ∈ ∆ be arbitrary but fixed. Using (24) 
Furthermore, using the definition of g, the vector-valued solution of the auxiliary system (20)- (21) is
Multiplying (29) by δ −1 and then subtracting (30) gives
Therefore,
By Gronwall's Lemma,
Since δ ∈ ∆ was selected arbitrarily, we can take the limit as δ → 0 in the above inequality and apply (28) to establish
which proves equation (22), as required. ⊓ ⊔ According to Theorem 4.1, the state is differentiable with respect to the uncertain parameter vector σ. Moreover, the partial derivative of the state with respect to σ satisfies the auxiliary system (20)- (21) .
We now use this result to derive a formula for the system sensitivity in ProblemP α . 
Then
Proof By Theorem 4.1, ∂x i (1|x 01 , x 02 , t f , σ) ∂σ k =ψ k i (1|x 01 , x 02 , t f , σ), i = 1, 2, 3, 4, 5, k = 1, 2, . . . , 9.
Thus, differentiatingG(x 01 , x 02 , t f |σ) with respect to σ k yields
Consequently,
as required. ⊓ ⊔ Theorem 4.2 shows that the system sensitivity can be computed by solving the auxiliary system (20)- (21) . We will now use this result to convert ProblemP α into a Mayer optimal control problem in which the objective only depends on the final state reached by the system.
Transformation into Mayer Form
By combining the state and auxiliary systems, we obtain the following expanded system of ordinary differential equations:
where k = 1, 2, . . . , 9, andμ andq i are defined by (15)- (16) , with the initial conditions
According to Theorem 4.2, the objective function (19) can be expressed as follows: ProblemQ α . Given the nominal parameter vector σ ∈ R 9 , choose the initial concentration of biomass
x 01 , the initial concentration of glycerol x 02 , and the process terminal time t f to maximize (33) subject to the bound constraints (10) .
In the next section, we introduce a particle swarm optimization algorithm to solve ProblemQ α .
Particle Swarm Optimization Algorithm
Because of the complex nonlinear differential equations constituting the expanded system (31)-(32), ProblemQ α is a non-convex dynamic optimization problem. Thus, when applied to ProblemQ α , gradientbased optimization algorithms will likely get trapped at a local solution. To overcome this difficulty, we introduce a particle swarm optimization (PSO) algorithm, similar to those described in [33] [34] [35] , to solve ProblemQ α . The main idea of the PSO algorithm is to construct a "swarm" of particles in the feasible space defined by the box constraints (10) . As the algorithm progresses, the particles in the swarm update their positions according to local and global information. Previous studies [36] have demonstrated that the standard PSO algorithm converges quickly in the initial stages, but slows rapidly when approaching the optimal solution. Therefore, improved PSO algorithms were subsequently proposed in the literature [36, 37] . These improved PSO algorithms tend to avoid local optimal solutions, and thus premature convergence, by significantly enhancing the information communication in the evolutionary process. In this paper, we adapt the algorithm in [37] to solve ProblemQ α .
The parameters in the PSO algorithm are defined below.
• N is the total number of particles in the swarm.
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• l is an integer for testing convergence (if the optimal objective value has not changed after l iterations, then we terminate the algorithm).
• c 1 and c 2 are the cognitive and social scaling parameters.
• w min and w max are the minimum and maximum inertia weights.
• V min and V max are vectors containing the minimum and maximum particle velocities.
• K min and K max are the minimum and maximum number of iterations.
• d 1 and d 2 are control factors.
• τ is the convergence tolerance.
The following variables in the PSO algorithm are updated as the algorithm proceeds.
• w is the inertia weight.
• k is the iteration index.
•J n * α is the best objective value found by the nth individual particle.
• (x n * 01 , x n * 02 , t n * f ) is the best control strategy found by the nth individual particle.
•J * α is the best objective value found by any member of the swarm.
• (x * 01 , x * 02 , t * f ) is the best control strategy found by any member of the swarm.
•J * ,k α is the value ofJ * α at the end of the kth iteration.
The detailed steps of the PSO algorithm are described below.
PSO Algorithm
Step 1. Initialize the parameters N , l, c 1 ,
Step 2. Initialize the variables,
Step 10. For each n = 1, 2, . . . , N , compute:
where r ′ j ∈ (0, 1) and r ′′ j ∈ (0, 1), j = 1, 2, 3, are random numbers.
Step 11. For each n = 1, 2, . . . , N , update the velocity of the nth particle according to the follow-
where V j min and V j max denote the jth components of V min and V max , respectively.
Step 12. For each n = 1, 2, . . . , N , compute:
x n 01 = x n 01 + v n 1 ,x n 02 = x n 02 + v n 2 ,t n f = t n f + v n 3 .
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Step 13. For each n = 1, 2, . . . , N , update the position of the nth particle according to the following formula:
10, ift n f > 10.
Step 14. Set k + 1 → k and return to Step 4.
Numerical Results
For the parameters in the PSO algorithm, we choose the following values: Using the PSO algorithm (implemented within FORTRAN), we solved ProblemQ α for various values of α. The optimal control variables and optimal objective values generated by the PSO algorithm are listed in Table 1 . The results in Table 1 show that, as the weight α increases, the system sensitivity with respect to the uncertain parameters in σ decreases substantially, with little change to the optimal 1,3-PD yield. This suggests that the optimal control strategies for α > 0 are far more robust than the optimal control strategy for α = 0. The optimal state trajectories corresponding to the solutions in Table 1 are shown in Fig. 1 . Note that our FORTRAN program for implementing PSO uses the 6th Runge-Kutta method to solve the expanded system (31)-(32). To investigate the robustness properties of the solutions in Table 1 , we randomly perturbed the parameter vector σ and calculated the corresponding 1,3-PD yield (as measured byG) for each optimal control strategy in Table 1 . It turns out that the 6th component of σ, i.e., Y 2 , is the most critical parameter in terms of process sensitivity: ∂G/∂σ 6 = ∂G/∂Y 2 is the dominant term in the sensitivity values in Table 1 . Accordingly, in our simulations, we generated the perturbed parameter vectors as follows: for each k = 6, we perturbed σ k by 1% (in the negative direction); for k = 6, we perturbed σ 6 by a random percentage from the intervals (0, 5%), (5%, 10%), . . . , (45%, 50%),
where the upper limit of each interval is referred to as the "disturbance percentage". For each disturbance percentage (5%, 10%, . . . , 50%), we generated 1,000 random parameter vectors according to the above procedure and calculated the corresponding value ofG under the optimal control strategies for α = 0 and α = 1. Our results are shown as box plots in Fig. 2 . Note that, as expected, the results for α = 1
show far less variation in the 1,3-PD yield than the results for α = 0. Thus, the optimal control strategy for α = 1 gives more robust performance, at minimal cost to the final 1,3-PD yield. For our next set of simulations, we varied the disturbance percentage from 0.1% to 50% in increments of 0.1%. For each disturbance percentage, a single perturbed parameter vector was generated as follows: σ 6 was perturbed by the given disturbance percentage (in the negative direction), and the other parameters were perturbed by 1% (in the negative direction). For each perturbed parameter vector, the value of G under the optimal control schemes for α = 0 and α = 1 was computed. The results are plotted in Fig. 3 The final yield of 1,3-PD (measured byG) under the optimal control schemes for α = 0 and α = 1 and perturbed parameter vectors the optimization model by including a non-standard sensitivity term, which penalizes deviations in the 1,3-PD yield with respect to parameter changes. A computational method, based on the time-scaling transformation, sensitivity analysis, and particle swarm optimization, was developed for solving the nonstandard optimization model. The numerical results in Section 6 show that the method is successful at the producing robust control strategies that achieve good performance while ensuring that sensitivity with respect to parameter changes is below acceptable levels. Future work will involve investigating the theoretical properties of the cost function (33) to develop tailored optimization procedures. This has the potential to accelerate numerical convergence.
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Appendix
The explicit formulas for the derivatives ofμ in (20)-(21) are given below.
, ∂μ(τ ) ∂σ k = 0, k = 2, 3, . . . , 9,
The explicit formulas for the derivatives ofq 2 in (20)-(21) are given below. The explicit formulas for the derivatives ofq i , i = 3, 4, 5, in (20)-(21) are given below.
∂x j , j = 3, 4, 5.
