










Invloed van structuur en samenhang op de onderhoudbaarheid  



















Masteropleiding Computer Science 
Faculteit Management, Science & Technology 
Open Universiteit Nederland 
























Titel Invloed van structuur en samenhang  
op de onderhoudbaarheid  
van Haskell programma’s 
  
 Impact of structure and cohesion  
on the  maintainability 
of Haskell programs 
  
Student Harm van den Hoven 
Studentnummer 850061865 
Datum afstudeerpresentatie 12 november 2015 
  
Opleiding Masteropleiding Computer Science 
 Faculteit Management, Science & 
Technology,  




Voorzitter prof.dr. Johan Jeuring 


















SAMENVATTING ........................................................................................................... VII 
SUMMARY .................................................................................................................... VIII 
HOOFDSTUK 1: INLEIDING ............................................................................................... 1 
1.1 Introductie ............................................................................................................... 1 
1.2 Doelstelling ............................................................................................................. 4 
1.3 Onderzoeksvraag .................................................................................................... 4 
1.4 Leeswijzer ............................................................................................................... 5 
HOOFDSTUK 2: SOFTWAREKWALITEIT ........................................................................... 7 
2.1 Inleiding .................................................................................................................. 7 
2.2 Kwaliteitsmodellen ................................................................................................. 8 
2.3 Onderhoudbaarheid ................................................................................................ 9 
2.4 Modularisatie ........................................................................................................ 10 
2.5 Coupling ............................................................................................................... 11 
2.6 Cohesion ............................................................................................................... 11 
2.7 Information hiding ................................................................................................ 12 
HOOFDSTUK 3: SOFTWAREMETRIEKEN ........................................................................ 13 
3.1 Inleiding ................................................................................................................ 13 
3.2 Algemene metrieken ............................................................................................. 15 
3.3 Information Flow Complexity .............................................................................. 16 
3.4 CK metrics suite ................................................................................................... 17 
3.5 MOOD metrics suite ............................................................................................. 18 
3.6 Message Passing Coupling ................................................................................... 19 
3.7 Metrieken voor functionele talen .......................................................................... 19 
3.8 SIG Maintainability Model ................................................................................... 20 
3.9 Selectie van metrieken .......................................................................................... 21 
HOOFDSTUK 4: CODE ANALYSE TOOL .......................................................................... 23 
4.1 Inleiding ................................................................................................................ 23 
4.2 Metrieken .............................................................................................................. 23 
4.3 Haskell abstract syntax tree .................................................................................. 25 
4.4 Generiek programmeren ....................................................................................... 27 
4.5 Ontwerp en implementatie.................................................................................... 28 
4.6 Bijzonderheden ..................................................................................................... 29 
HOOFDSTUK 5: VALIDATIE ............................................................................................ 31 
5.1 Inleiding ................................................................................................................ 31 
5.2 Dataset voor benchmark ....................................................................................... 31 
5.3 Dataset voor case studies ...................................................................................... 32 
5.3.1 Selectie revisiegeschiedenis .......................................................................... 34 
5.3.2 Analyseren revisie-informatie ....................................................................... 34 
5.3.3 Resultaten analyse versie-informatie ............................................................. 36 







5.4.1 Programma meetniveau ................................................................................. 37 
5.4.1 Module meetniveau ....................................................................................... 39 
5.5 Resultaten case studies ......................................................................................... 41 
5.5.1 QuickCheck ................................................................................................... 43 
5.5.2 Ampersand ..................................................................................................... 43 
5.5.3 Helium ........................................................................................................... 44 
5.5.4 Ideas ............................................................................................................... 44 
5.5.5 Pandoc ........................................................................................................... 45 
5.5.6 Parsec ............................................................................................................. 45 
5.5.7 UUlib ............................................................................................................. 45 
5.6 Resultaten enquêtes .............................................................................................. 46 
5.7 Metrieken over de tijd........................................................................................... 47 
5.8 Validiteit en betrouwbaarheid .............................................................................. 48 
5.9 Conclusie .............................................................................................................. 49 
HOOFDSTUK 6: CONCLUSIE ........................................................................................... 52 
6.1 Inleiding ................................................................................................................ 52 
6.2 Antwoorden op de onderzoeksvragen .................................................................. 52 
6.3 Contributies .......................................................................................................... 53 
6.4 Verder onderzoek ................................................................................................. 55 
LITERATUUR .................................................................................................................. 56 
LIJST VAN FIGUREN ....................................................................................................... 61 
LIJST VAN TABELLEN ..................................................................................................... 61 
BIJLAGEN ....................................................................................................................... 62 









Een goede onderhoudbaarheid van software is belangrijk: 40 tot 80 procent van de 
totale kosten van software gaat zitten in de onderhoudsfase. Door meer inzicht te 
verkrijgen in de mate van onderhoudbaarheid van software kan deze gericht worden 
verbeterd en kan dit kosten besparen. Softwaremetrieken kunnen hiervoor worden 
ingezet. Metrieken zijn berekeningsmethoden om broncode eigenschappen te 
kwantificeren. Hoewel er veel onderzoek is gedaan naar softwaremetrieken voor 
objectgeoriënteerde en imperatieve programmeertalen is er minder onderzoek verricht 
naar functionele talen. Dit onderzoek is het eerste dat zich daarbij op structuur en 
samenhang focust. 
 
Het doel van dit afstudeeronderzoek is om de onderhoudbaarheid van Haskell 
programma’s te meten. Het onderzoek richt zich daarbij specifiek op de eigenschappen 
koppeling, cohesie en information hiding van Haskell modules. Koppeling heeft 
betrekking op de mate van afhankelijkheid van andere modules. Cohesie zegt iets over 
de mate waarin code in een module één welbepaalde taak uitvoert. Information hiding 
tot slot betreft het verbergen van de interne werking van een module. 
 
Dit onderzoek heeft geresulteerd in een selectie van vijf metrieken voor Haskell 
programma’s en de ontwikkeling van een code analyse tool voor het berekenen van 
deze metrieken. Hiertoe zijn concepten rond metrieken uit het objectgeoriënteerde 
paradigma vertaald naar de functionele taal Haskell. Om iets over de verdeling van de 
scores te weten te komen zijn de gekozen metrieken uitgerekend voor 902 Haskell 
programma’s, die geselecteerd zijn uit de Hackage repository. Naast de analyse van de 
broncode is ook de revisiegeschiedenis geanalyseerd voor zeven case studies. 
 
Voor het berekenen van koppeling in Haskell programma’s kunnen de Coupling 
Between Modules (CBM) en Coupling Factor (CF) metriek worden gebruikt. De Lack 
of Cohesion of Module elements (LCOM) en Cohesion Factor (CHF) metriek zijn 
geschikt om de mate van cohesie te bepalen. Om iets te zeggen over information hiding 
is de Hiding Factor (HF) metriek geschikt. Op basis van de correlatiematrices blijkt dat 
de 5 metrieken onderling geen sterke correlatie hebben en ook niet met andere, al 
bestaande metrieken zoals Lines of Code (LOC). Dit maakt dat de in dit onderzoek 
gedefinieerde metrieken bruikbaar zijn en niet slechts een alternatief voor bestaande 
metrieken. 
 
Uit dit onderzoek blijkt aan de hand van zeven case studies dat Haskell modules met 
een hoge koppeling, lage cohesie en weinig information hiding gevoelig zijn voor 
veranderingen. Onder gevoelig voor veranderingen wordt in dit onderzoek verstaan: 
vaak mee veranderen met wijzigingen in andere modules. Modules met de hoogste 
scores voor koppeling blijken oververtegenwoordigd in de lijst van modules die meest 
mee veranderen: de score is 45% ten opzichte van een gemiddelde van 20%. Ook voor 
modules met de laagste scores voor cohesie en information hiding is dit het geval. De 









Maintainability of software is important: 40 to 80 percent of software lifecycle costs 
occur during the maintenance phase. By getting more insight into the level of 
maintainability of software, the quality of software can be improved and costs can be 
reduced. Software metrics can be used to accomplish this. Metrics are measurement 
methods to quantify source code properties. Although a lot of research has been done 
for object oriented and imperative programming languages, only a few studies have 
been performed for functional languages. This thesis is the first to research structure and 
cohesion for functional languages. 
 
This thesis describes how to measure the maintainability of Haskell programs. The 
research  focusses on the properties coupling, cohesion and information hiding. 
Coupling refers to the level of dependency on other modules. Cohesion is a measure of 
the degree in which code in a module performs one specific task. Finally, information 
hiding concerns hiding the internal working of a module. 
 
This research has resulted in a selection of five metrics for Haskell programs and the 
development of a code analysis tool for measuring these metrics. To achieve this, 
concepts about metrics for the object oriented paradigm are translated to the functional 
language Haskell. To learn about the distribution of the scores, the chosen metrics are 
calculated for 902 Haskell programs, which have been selected from the Hackage 
repository. Besides the analysis of the source code, the revision history is also analyzed 
for seven case studies. 
 
To measure coupling in Haskell programs, the Coupling Between Modules (CBM) and 
Coupling Factor (CF) metrics can be used. The Lack of Cohesion of Module elements 
(LCOM) and Cohesion Factor (CHF) metrics are suitable to determine the degree of 
cohesion. To measure the level of information hiding, the Hiding Factor (HF) metric is 
appropriate. Based on correlation matrices, the 5 metrics appear to have no strong 
mutual correlation, nor are they correlated with existing metrics such as Lines of Code 
(LOC). This makes the metrics defined in this research useful, and not only an 
alternative for existing  metrics.   
 
Based on seven case studies, this research shows that Haskell modules with high 
coupling, low cohesion and little information hiding are sensitive to change. In this 
thesis, sensitive to change means: frequently changing together with changes in other 
modules. Modules with the highest scores for coupling appear to be overrepresented in 
the list of modules that change most frequently with others: the score is 45% with 
respect to an average of 20%. This is also the case for modules with the lowest scores 


















In softwareontwikkelingsprojecten is het telkens weer een uitdaging om met de 
beschikbaar gestelde hoeveelheid tijd en geld de gevraagde functionaliteit met de 
gewenste kwaliteit op te leveren. Vaak verlopen IT-projecten anders dan de vooraf 
gemaakte inschattingen en planning.  
Het komt regelmatig voor dat er tussentijds extra middelen (tijd en/of geld) nodig zijn, 
omdat het project achter op schema ligt. Indien daar niet in kan worden voorzien, dan 
gaat dat ten koste van iets anders: van kwaliteit en/of kwantiteit. Dit spanningsveld 
tussen geld, tijd, kwantiteit en kwaliteit wordt door Sneed en Mérey (1985) het devil’s 
square genoemd. Het model geeft de onderlinge relaties tussen deze vier belangrijkste 
sturingsparameters weer.  
 
 
Figuur 1: Sneed’s devil’s square (bron: Sneed & Mérey 1985) 
 
Bekend onderzoek van de Standish Group heeft uitgewezen dat 68% van de IT-
projecten de gestelde targets niet haalt: 44% is uitgelopen, heeft het budget 
overschreden of is opgeleverd met minder dan de gevraagde functionaliteit. 24% van de 









 Hoewel er door sommige onderzoekers vraagtekens worden 
geplaatst bij de validiteit van de onderzoeksresultaten (Glass 2006; Jorgensen en 
Moløkken-Østvold 2006; Eveleens en Verhoef 2010) laten ook andere onderzoeken 
geen cijfers zien om trots op te zijn.  
 
De praktijk leert dat wanneer een deadline van een IT-project niet gehaald dreigt te 
worden, men vaak op kwaliteit probeert bij te sturen. Dit lijkt in eerste instantie niet 
direct iets te kosten, in tegenstelling tot het beschikbaar stellen van meer tijd of geld. 
Concreet betekent dit dat codereviews en software-inspecties worden overgeslagen en 
minder goed wordt getest of de software voldoet aan alle gestelde kwaliteitseisen. Het 
gevolg is dat de software nog wel binnen tijd en budget wordt opgeleverd, maar met 
gebreken die pas tijdens het gebruik of in de onderhoudsfase van de software aan het 
licht komen. Boehm heeft echter al in 1973 gesteld dat tekortkomingen het beste in een 
zo vroeg mogelijk stadium kunnen worden aangetoond en opgelost, omdat de kosten 
voor herstel dan het kleinst zijn. Ook McConnell en Johannis (2004) deelden deze 
conclusie. Figuur 2 illustreert dit. 
 
 
Figuur 2: Relatieve kosten t.o.v. moment van constatering (bron: Farley 1985) 
 
Tal van studies hebben reeds aangetoond dat codereviews een effectief hulpmiddel zijn 
om in een vroeg stadium ontwerp- en programmeerfouten te elimineren. Het percentage 
van fouten in software wat voorkomen wordt kan oplopen tot wel 90 procent (Glass 
2002). Ook Shull et al. (2002) stellen dat met peer reviews 60 procent van de fouten 
gevonden kan worden. Codereviews en inspecties zijn echter arbeidsintensief en worden 
daardoor regelmatig overgeslagen. Om deze technieken effectiever in te kunnen zetten, 
zou het helpen om de locaties in de broncode in beeld te krijgen waar de kans op 
ontwerp- en programmeerfouten het grootst is.  
 
Softwaremetrieken 
Bij objectgeoriënteerde en imperatieve talen worden softwaremetrieken ingezet om 
foutgevoelige locaties in software op te sporen. Bekende metrieken zijn het aantal regels 
programmacode (Lines of Code) en de cyclomatische complexiteit (McCabe 1977) van 
                                                 
 
1
 The Standish Group International, Inc. “CHAOS Summary 2009 - The 10 Laws of CHAOS” 
http://www.slideshare.net/AccelerateManagement/chaos-summary-2009-the-standish-group 







verschillende onderdelen. Naarmate het aantal coderegels toeneemt, kan het meer 
inspanning kosten voor de ontwikkelaar om het programma te begrijpen. Hetzelfde 
geldt voor het aantal beslispunten in een stuk code: hoe meer, hoe complexer de code 
wordt. Softwaremetrieken zijn sinds de jaren 70 een actief onderzoeksgebied. Er is een 
grote hoeveelheid aan eerder werk voor objectgeoriënteerde en imperatieve talen, zoals 




Imperatieve programmeertalen zoals Pascal en C worden gekenmerkt door het gebruik 
van opdrachten (assignments) die na elkaar moeten worden uitgevoerd. Het programma 
zegt in feite hoe iets gedaan moet worden. Functionele programmeertalen daartegen 
definiëren functies waarbij er aangegeven wordt wat het resultaat moet zijn. Deze talen 
zien berekeningen als de evaluatie van wiskundige functies.  
Voor functionele programmeertalen zoals Haskell is er verrassend genoeg maar weinig 
onderzoek gedaan naar metrieken. De meeste studies zijn gericht op refactoring 
(Lämmel 2002; Li 2003; Sherriff en Williams 2004; Thompson 2005). Een van de 
weinige onderzoeken op het gebied van metrieken voor functionele talen is dat van Van 
den Berg (1995). Hij onderzocht softwarekwaliteit vanuit het gezichtspunt van de 
programmeur en richtte zich op de begrijpelijkheid van functionele programma’s. 
Volgens Van den Berg zijn er diverse factoren die de begrijpelijkheid beïnvloeden zoals 
de gebruikte taal, de naamgeving van de variabelen, de structuur, documentatie en de 
ervaring van de programmeur.  
Een andere bijdrage aan het onderzoeksgebied is het proefschrift van Ryder (2004). In 
zijn onderzoek identificeerde hij een collectie van metrieken voor functionele talen, aan 
de hand van bestaande metrieken uit objectgeoriënteerde en imperatieve talen. Ook deed 
hij verkennend onderzoek naar de relatie tussen metrieken en wijzigingen (change 
history). Een van zijn conclusies was dat er geen enkelvoudige metriek is die een goede 
correlatie heeft met het herstellen van programmafouten of structuurwijzigingen 




Een goed software ontwerp is gebaseerd op het opdelen van een systeem in kleinere 
onderdelen. In het software engineering vakgebied wordt de term modularisatie gebruikt 
en dit hangt samen met het concept ‘Separation of Concerns’ (Parnas 1972; Dijkstra 
1976) wat vandaag de dag beschouwd wordt als een van de belangrijkste principes 
binnen software engineering. Verdeel een systeem in modules, zodanig dat iedere 
module zich bezighoudt met slechts één welbepaalde taak.  
De meeste moderne programmeertalen bieden mogelijkheden om een programma op te 
delen in modules. In objectgeoriënteerde talen zoals Java zijn dat klassen, in functionele 
talen zoals Haskell zijn dat modules. Dergelijke modulaire programma's zijn beter te 
begrijpen dan wanneer het gehele programma in een enkel groot bestand is opgenomen. 










Software evolutie en co-evolutie 
Software is door onderhoud en toevoeging van extra functionaliteit onderhevig aan 
veranderingen. Dergelijke evolutie van software is noodzakelijk, omdat software anders 
in toenemende mate minder bruikbaar wordt (Lehman 1980). Een goed software 
ontwerp zorgt er onder andere voor dat software zodanig wordt opgedeeld in modules, 
dat veranderingen in de ene module geen aanpassing in andere modules vereisen. 
Modules die vaak mee moeten veranderen zijn immers minder goed onderhoudbaar en 
moeten iedere keer weer getest worden. Dergelijke co-evolutie van modules is een 
indicatie dat er een sterke, impliciete koppeling is en de structuur en samenhang van het 
programma voor verbetering vatbaar is. 
 
Mining software repositories 
Software repositories zoals versiebeheersystemen, defect tracking tools of 
gearchiveerde communicatie zoals e-mailberichten bevatten grote hoeveelheden data. 
Het doorzoeken van dergelijke bronnen op zoek naar informatie wordt mining software 
repositories (MSR) genoemd. Informatie die door middel van MSR verkregen kan 
worden, kan niet alleen ondersteunen bij het onderhouden van software of het 
verbeteren van softwareontwerp, maar ook bij het empirisch valideren van nieuwe 
technieken (D’Ambros et al. 2008). Met het ontstaan van het Hackage platform voor 
Haskell packages is er een grote hoeveelheid data beschikbaar waar gebruik van kan 
worden gemaakt. 
 
Gebrek aan validatie 
In de literatuur zijn heel veel softwaremetrieken beschreven. Niet zelden zijn er 
verschillende metrieken die heel verschillend zijn en toch claimen hetzelfde attribuut te 
meten. De oorzaak wordt doorgaans toegeschreven aan het gebrek aan validatie van 
softwaremetrieken. Oftewel: verzekeren dat de metriek daadwerkelijk een juiste 
numerieke weergave is van het geclaimde attribuut. Van den Berg gebruikte voor 
validatie enkele case studies en een experiment. Ook Ryder’s onderzoek beperkte zich 
tot twee case studies. Meer data en onderzoek is daarom nodig om de validiteit en 
toepasbaarheid van metrieken voor functionele talen te kunnen beoordelen. 
 
1.2 Doelstelling 
Het doel van dit afstudeeronderzoek is om de onderhoudbaarheid van Haskell 
programma’s te meten. Het onderzoek richt zich daarbij specifiek op de deelaspecten 
structuur en samenhang. Om dit te kunnen meten zal de programmacode van meerdere 
Haskell programma’s geanalyseerd worden. Voor deze analyse zal een 
softwaremetrieken tool worden ontwikkeld in Haskell. 
 
1.3 Onderzoeksvraag 








Zijn Haskell modules met een hoge koppeling, weinig samenhang en beperkte 
information hiding gevoeliger voor veranderingen? 
 
Onder gevoelig voor veranderingen wordt in dit onderzoek verstaan: vaak mee 
veranderen met wijzigingen in andere modules. 
De onderzoeksvraag kan opgedeeld worden in deelvragen. De antwoorden op deze 
deelvragen moeten leiden tot de beantwoording van de centrale vraag. De deelvragen 
weerspiegelen de benodigde informatie die nuttig of noodzakelijk is om het doel van het 
onderzoek te bereiken. Hieruit volgt ook welk onderzoeksmateriaal benodigd is.  
 
De deelvragen voor dit onderzoek zijn: 
 
1. Wat zijn koppeling, samenhang en information hiding en wat is de relatie met 
onderhoudbaarheid van software? 
2. Wat zijn softwaremetrieken en welke metrieken kunnen worden gebruikt om de 
mate van koppeling, samenhang en information hiding te beoordelen? 
3. Hoe moeten koppeling, samenhang en information hiding worden gemeten voor 
de programmeertaal Haskell? 
 
De gehanteerde onderzoeksstrategie is een combinatie van bureauonderzoek, case 
studies en een enquête. Door middel van bureauonderzoek is een theoretisch kader 
gevormd. Om een goed beeld te krijgen van de waardes en variatie van de metrieken en 
of er bijvoorbeeld correlatie is met andere, al bestaande metrieken zijn een groot aantal 
packages (programma’s) op Hackage geanalyseerd. Voor het empirische deel zijn een 
aantal Haskell programma’s geselecteerd die als case study dienen. Er is gekozen voor 
de meervoudige case study strategie om te kunnen bepalen of de resultaten van de eerste 
case ook voorkomen in andere cases en kunnen worden gegeneraliseerd.  
Om kwantitatief te kunnen valideren of wat met behulp van de metrieken wordt 
gemeten ook gecorreleerd is aan de praktijk, wordt naar co-evolutie in de source code 
repository gekeken. Om de onderzoeksresultaten ook nog kwalitatief te kunnen 




In dit eerste hoofdstuk is een korte inleiding gegeven op het gebied van 
softwarekwaliteit, metrieken en onderhoudbaarheid van software. 
 
In hoofdstuk 2 zal bestudeerd worden wat softwarekwaliteit precies is en in welke sub-
attributen het onder te verdelen is. Vervolgens zal het kwaliteitsaspect 
onderhoudbaarheid nader bekeken worden en worden de begrippen coupling, cohesion 
en information hiding besproken. 
 
In hoofdstuk 3 zal aan de hand van bestaande literatuur worden onderzocht wat 







van modules. Daarbij zal gekeken worden naar metrieken uit andere 
programmeerparadigma’s, zoals imperatief en objectgeoriënteerd programmeren. Tot 
slot zal een selectie van metrieken worden gemaakt, die gebruikt zullen worden voor het 
onderzoek. 
 
In hoofdstuk 4 zal een ontwerp worden gemaakt voor een code analyse tool waarmee 
softwaremetrieken voor Haskell programma’s kunnen worden berekend. Tevens zullen 
geavanceerde programmeertechnieken onderzocht worden, die van pas kunnen komen 
bij het ontwikkelen van de tool.  
 
Dataverzameling zal in hoofdstuk 5 gebeuren met behulp van de code analyse tool. 
Vervolgens zal de verkregen informatie worden geanalyseerd.  
 
In hoofdstuk 6 zal worden afgesloten met de conclusies en contributies van het 


















Onze maatschappij is afhankelijk geworden van software en daarom is het van belang 
dat deze van goede kwaliteit is. Fouten in software kunnen niet alleen kostbaar zijn, 
maar ook rampzalige gevolgen hebben. De meeste software gerelateerde tools en 
methodes claimen de kwaliteit van software in zeker mate te beoordelen of te 
verbeteren. Maar wat bedoelt men precies met softwarekwaliteit? Kwaliteit is een 
complex concept met meerdere invalshoeken: it’s in the eye of the beholder (Garvin 
1984). Een definitie van Weinberg (1991) in ‘Quality Software Management: Systems 
Thinking’ is vergelijkbaar: "Quality is value to some person". Deze definities leggen de 
nadruk op dat kwaliteit subjectief is en verschillende personen kwaliteit van dezelfde 
software anders ervaren. Om kwaliteit op een betekenisvolle manier te kunnen meten, is 
een scherpere definitie daarom noodzakelijk. De IEEE (1990) definitie van 
softwarekwaliteit is: 
 
1. The degree to which a system, component, or process meets specified 
requirements. 
2. The degree to which a system, component, or process meets customer or user 
needs or expectations. 
 
In paragraaf 2.2 worden enkele modellen voor softwarekwaliteit bekeken, waaronder 
het kwaliteitsmodel van Garvin en het bekende ISO 25010 model. Deze modellen laten 
zien dat softwarekwaliteit vanuit verschillende perspectieven kan worden beschreven en 
het perspectief bepaalt hoe we kwaliteit meten. De product view is relevant voor dit 
onderzoek. Ook laten de modellen zien dat kwaliteit een containerbegrip is en uit 
verschillende aspecten bestaat. Het aspect onderhoudbaarheid, relevant voor dit 
onderzoek, wordt in alle modellen benoemd en zal in paragraaf 2.3 verder belicht 
worden. Modulariteit is weer een subkarakteristiek van onderhoudbaarheid volgens het 
ISO model en zal in paragraaf 2.4 worden besproken. Het heeft betrekking op de 
opdeling van een programma in kleinere delen en heeft daardoor een relatie met de 
begrippen koppeling en samenhang. In de paragrafen 2.5 tot en met 2.7 zal tot slot 
verder worden ingegaan op de begrippen coupling, cohesion en information hiding en 









Transcendental view Herkenbaar maar niet definieerbaar 
User view Geschiktheid voor het doel 
Manufacturing view Conformering aan ontwerpeisen en specificaties 
Product view Gekoppeld aan inherente kenmerken van het 
softwareproduct, die gemeten kunnen worden. 
Value-based view Afhankelijk van wat de klant ervoor wil betalen 
Tabel 1: Perspectieven volgens Garvin (1996) 
2.2 Kwaliteitsmodellen 
Bij het ontwikkelen van software zijn doorgaans verschillende stakeholders betrokken: 
gebruikers, opdrachtgevers, ontwikkelaars, beheerders, et cetera. Allemaal hebben ze 
hun eigen wensen of eisen. De manier waarop we kwaliteit ervaren en meten, hangt af 
van het gezichtspunt (viewpoint) dat we nemen (Kitchenham 1996). Garvin (1984) 
stelde in zijn invloedrijke paper dat kwaliteit vanuit vijf verschillende perspectieven kan 
worden beschreven: de transcendental view, user view, manufacturing view, product 
view en value-based view. Dit onderzoek richt zich op de kwaliteit van het 
softwareproduct, dus vanuit de product view bekeken. 
 
Naast een algemeen kwaliteitsmodel zoals van Garvin, zijn er meer specifieke 
kwaliteitsmodellen voor software opgesteld. Eén van de eerste modellen voor software 
productkwaliteit was dat van McCall (1997). McCall identificeerde 11 
kwaliteitsfactoren gerelateerd aan 3 perspectieven. Kenmerk onderhoudbaarheid 
(maintainability) is daarbij in de groep ‘product revision’ opgenomen en daarmee één 
van de factoren die de aanpasbaarheid van een softwareproduct beïnvloedt. Voor iedere 
factor zijn weer één of meer kwaliteitscriteria gedefinieerd. Voor onderhoudbaarheid 
zijn dat eenvoud (simplicity), bondigheid (conciseness) en modulariteit (modularity). 
Boehm definieerde in 1978 een hiërarchisch model, dat op het hoogste niveau 3 basis 
requirements kent, welke weer geassocieerd worden met 7 kwaliteitsfactoren. 
Onderhoudbaarheid is in het model van Boehm geassocieerd met de kwaliteitsfactoren 
testbaarheid, begrijpelijkheid en aanpasbaarheid. Kwaliteitsfactoren worden vervolgens 
opgedeeld in zogeheten primitive constructs, die kunnen worden gemeten.  
 
Later is uit deze modellen het bekende ISO 9126
2
 model voortgekomen, dat in 2011 
opgevolgd is door het ISO 25010
3
 model (Figuur 3). Onderhoudbaarheid is in het ISO 
model een kwaliteitskarakteristiek, dat verder wordt onderverdeeld in de 
subkarakteristieken modulariteit, herbruikbaarheid, analyseerbaarheid, wijzigbaarheid, 
testbaarheid. Hoewel er verschillen zijn in de modellen, hebben ze gemeen dat ze 
onderhoudbaarheid allemaal expliciet benoemen. 
                                                 
 
2
 http://en.wikipedia.org/wiki/ISO/IEC_9126  
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Figuur 3: ISO/IEC 25010 kwaliteitsmodel voor software producten (bron: nog vermelden) 
 
Subkarakteristiek Omschrijving 
Modulariteit Zegt iets over de mate waarin de software is 
opgedeeld in componenten of modules, zodanig dat 
wijzigingen zo min mogelijk impact hebben in andere 
delen van het systeem. 
Herbruikbaarheid Zegt iets over de mate waarin onderdelen in meer dan 
één systeem gebruikt kunnen worden. 
Analyseerbaarheid Zegt iets over de hoeveel tijd of inspanning die nodig 
is om fouten die optreden te analyseren en de oorzaak 
te achterhalen. Hoe ingewikkelder de code, hoe 
moeilijker dit zal zijn. Ook het ontbreken van 




Zegt iets over hoeveel de tijd of inspanning die het 
kost om de software te wijzigen, in geval van fouten 
of wanneer extra functionaliteit moet worden 
toegevoegd. Een goede structuur vergemakkelijkt 
doorgaans aanpassingen of uitbreidingen. 
Testbaarheid Zegt iets over de mogelijkheid om te kunnen 
verifiëren dat doorgevoerde wijzigingen het gewenste 
effect hebben. 
Tabel 2: Subkarakteristieken van onderhoudbaarheid uit ISO 25010 model 
 
2.3 Onderhoudbaarheid 
Canning (1972) rapporteerde in zijn artikel “That Maintenance Iceberg” dat onderhoud 
in enge zin hoofdzakelijk wordt gezien als het corrigeren van fouten en in brede zin als 
het uitbreiden van de functionaliteit. Hij beargumenteerde dat de kosten van onderhoud, 
toen geschat op de helft tot twee derde van de resources, slechts het topje van de ijsberg 
waren.  Een oorzaak waarom onderhoud aan software zoveel inspanning en kosten met 







(1978). Wanneer een aanpassing wordt gedaan aan code, moeten er bijgevolg mogelijk 
ook andere wijzigingen worden doorgevoerd, niet alleen in de code zelf, maar ook in 
documentatie, ontwerp, test suites, et cetera. Om meer onderscheid te kunnen maken in 
onderhoudsactiviteiten kwam Swanson (1976) met een indeling in drie categorieën voor 
onderhoud: adaptief, perfectief en correctief. Later voegde hij daar met Lientz (1980) 
preventief onderhoud aan toe. Uit een onderzoek van Lientz in 1980 bleek dat adaptief 
en perfectief onderhoud samen goed waren voor 75% van het totale onderhoud en 
correctief onderhoud 21% bedroeg. Een definitie van softwareonderhoud volgens IEEE 
(1990) is: 
 
“The process of modifying a software system or component after delivery to 
correct faults, to improve performance or other attributes, or adapt to a changed 
environment.” 
 
Te zien is dat de eerste drie soorten onderhoud van Swanson terugkomen in deze 
definitie. Onderhoudbaarheid wordt vervolgens door IEEE gedefinieerd als: 
 
“Het gemak waarmee het software systeem of component te onderhouden is.” 
 
Gemak is een breed begrip, maar wordt niet specifieker door ISO gedefinieerd.  
Zoals het ISO 25010 model aangeeft, is onderhoudbaarheid opgesplitst in de 5 
subkarakteristieken modulariteit, herbruikbaarheid, analyseerbaarheid, wijzigbaarheid 
en testbaarheid. Al deze 5 subkarakteristieken dragen bij aan het karakteristiek 
onderhoudbaarheid. Hoeveel precies zegt het ISO model niet, evenals hoe de 
kwaliteitskarakteristieken gemeten kunnen worden. Het ontbreken van heuristieken en 
vuistregels, wegingsfactoren en manieren om de karakteristieken te meten zijn punten 
van kritiek van Al-Kilidar et al. (2005). 
2.4 Modularisatie 
In het software engineering vakgebied wordt de term modularisatie gebruikt voor het 
opdelen van een systeem in kleinere delen. Dit hangt samen met het concept ‘Separation 
of Concerns’ (Parnas 1972; Dijkstra 1976), wat vandaag de dag beschouwd wordt als 
een van de belangrijkste principes binnen software engineering. Verdeel een systeem in 
modules, zodanig dat iedere module zich bezighoudt met slechts één welbepaalde taak.  
De meeste moderne programmeertalen bieden mogelijkheden om een programma op te 
delen in modules. In objectgeoriënteerde talen zoals Java zijn dat klassen. In functionele 
talen zoals Haskell zijn dat modules, in weer andere talen zijn het units. Dergelijke 
modulaire programma's zijn beter te begrijpen dan wanneer het gehele programma in 
een enkel groot bestand is opgenomen en maken tevens hergebruik mogelijk. Echter 
geeft Hatton (1996) aan dat ook programma's met te veel kleine modules weer 
moeilijker te doorgronden zijn.  
 
Zowel te veel functionaliteit in een enkele module als te veel fragmentatie worden als 
anti-patterns bestempeld. Wenselijke eigenschappen die men wel wil bereiken met 
modularisatie of decompositie zijn een sterke interne samenhang (cohesie), weinig 
afhankelijkheden (coupling) en daarnaast het zoveel mogelijk verbergen van de interne 








Eén van de doelstellingen van het opdelen van programma’s in modules is om te 
voorkomen dat wijzigingen in een bepaald stuk programmacode impact hebben op 
andere stukken programmacode. De mate waarin modules gekoppeld zijn, is belangrijk 
om te beschouwen. Als modules sterk zijn gekoppeld, zal het niet makkelijk zijn om de 
modules onafhankelijk te wijzigen. Een definitie van coupling volgens Chidamber & 
Kemerer (1991) is: 
 
“Two classes are coupled when methods declared in one class use methods or 
instance variables of the other class.” 
 
Koppeling is geen wenselijke eigenschap en men dient te streven naar een zo laag 
mogelijke koppeling. Omdat modules in een programma toch in zekere mate moeten 
samenwerken, zal koppeling niet volledig voorkomen kunnen worden.  
 
       Geen koppeling          Losse koppeling           Sterk gekoppeld 
 
Figuur 4: Mate van koppeling 
 
2.6 Cohesion 
In de software engineering verwijst het begrip cohesie naar de mate waarin elementen in 
een module bij elkaar horen (Yourdon 1979). Als een module een welbepaalde taak 
uitvoert en niet meer dan dat, dan zal dat een hogere cohesie als gevolg hebben. In 
tegenstelling tot coupling is cohesie een gewenste eigenschap. Een definitie van cohesie 
volgens Fenton (1992) is:  
 
“The cohesion of the module is the extent to which its individual components are 
needed to perform the same task” 
 
Biemans (1995) definieert cohesie als: 
 
“A measure of the degree to which elements of a module belong together” 
 
Cohesie heeft een ordinale meetschaal en wordt doorgaans weergegeven als “high 
cohesion” of “low cohesion”. High cohesion gaat meestal samen met low coupling en 
vice versa. Coupling en cohesie zijn termen die vaak tegelijk gebruikt worden. Waar 
coupling verwijst naar de inter-module afhankelijkheden, beschrijft cohesie hoe 









Figuur 5: Cohesie en koppeling (bron: Tucker 1997) 
 
2.7 Information hiding 
Het principe van information hiding stelt dat aspecten van een programma die een grote 
kans op wijzigingen hebben, niet benaderbaar moeten zijn van buitenaf. Parnas (1972) 
introduceerde het principe en beargumenteerde om "difficult design decisions or design 
decisions which are likely to change" te verbergen. Een hoge mate van information 
hiding is net zoals cohesie wenselijk. Een definitie van information hiding volgens 
IEEE (1990) is: 
 
“A software development technique in which each module’s interface reveal as 
little as possible about the module's inner workings and other modules are 
prevented from using information about the module that is not in the module's 
interface specification.” 
 
Information hiding wordt ook wel eens vergeleken met een ijsberg, waarvan het 
grootste gedeelte niet zichtbaar is. Onderstaande figuur illustreert dit. 
 




De techniek om information hiding te realiseren en toegang te beperken wordt met 
encapsulation aangeduid. In de praktijk worden information hiding en encapsulation 
veel door elkaar gebruikt. 
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Software measurement is het proces waarbij eigenschappen van software entiteiten 
worden (op)gemeten. Door te meten kan een uitspraak worden gedaan over bijvoorbeeld 
de kwaliteit van software in zijn algemeenheid of meer specifiek de onderhoudbaarheid. 
Een definitie van software measurement volgens Fenton et al. (1998) is: 
 
“Software measurement is the objective quantification of attributes of software 
entities: processes, products and resources.” 
 
Meer formeel stellen Fenton et al.: 
 
“Formally, we define measurement as a mapping from the empirical world to 
the formal, relational world.” 
 
In de definitie wordt onderscheid gemaakt in een drietal soorten software entiteiten. Dit 
onderzoek richt zich op de categorie softwareproduct. Attributen (eigenschappen) 
worden door Fenton et al. in twee klassen ingedeeld: interne en externe attributen. 
Interne attributen zijn alleen afhankelijk van het product zelf, bijvoorbeeld omvang. 
Externe eigenschappen zijn mede afhankelijk van de omgeving, bijvoorbeeld 
betrouwbaarheid. Dit onderzoek richt zich op de interne attributen. Om een attribuut van 
een entiteit op te kunnen meten en deze te kwantificeren is een maat (measure) nodig. 
Een definitie van een measure volgens Fenton et al. (1998) is: 
 
“A measure is the number or symbol assigned to an entity by this mapping in 
order to characterize an attribute.” 
 
Een concreet voorbeeld van een entiteit is de broncode van een softwareprogramma. 
Een attribuut daarvan is grootte. Dit kan gemeten worden door het aantal regels te tellen 
en uitgedrukt worden in een getal, bijvoorbeeld 100.  
Met metrieken worden de berekeningsmethoden aangeduid om attributen te 








De relatie tussen kwaliteitskarakteristieken, attributen van entiteiten en metrieken kan 
met behulp van onderstaande figuur worden geïllustreerd. Een voorbeeld van een 
kwaliteitskarakteristiek volgens het ISO 9126 model is onderhoudbaarheid. Een 
subkarakteristiek daarvan is wijzigbaarheid (C). Wijzigbaarheid wordt beïnvloed door 
onder andere de complexiteit van de broncode (B). Deze complexiteit kan weer gemeten 
worden, bijvoorbeeld met behulp van de metriek cyclomatische complexiteit (A). 
 
 




Voor het mappen van attributen naar nummers en symbolen is een meetschaal nodig en 
kan gebruik worden gemaakt van vier categorieën: nominaal, ordinaal, interval en ratio 
(Fenton 1994; Kitchenham et al. 1995). 
 
 Nominaal - indeling op basis van categorieën, bijvoorbeeld programmeertalen 
Java, C# en Haskell. Rekenkundige operaties of vergelijkingen zijn niet 
mogelijk. Beschrijvende statistieken wel. 
 Ordinaal - indeling op basis van geordende categorieën, bijvoorbeeld 
sterrenclassificatie voor hotels. Vergelijken kan, 5 sterren is beter dan 4 sterren, 
maar rekenkundige operaties zijn onzinnig. 
 Interval - naast ordening heeft ook de afstand tussen waardes betekenis. Het 
nulpunt is arbitrair gekozen. Tellen is daardoor zinvol, vermenigvuldigen echter 
niet. Een voorbeeld is temperatuur. 20 graden Celsius is warmer dan 10 graden 
Celsius. Echter kan niet gezegd worden dat het 2 keer zo warm is. 
 Ratio - gelijk aan de interval schaal, maar met absoluut nulpunt. Voorbeelden 
zijn lengte en gewicht. 
 
Meetinstrumenten 
Om eigenschappen van objecten te kunnen kwantificeren of kwalificeren is een 
meetinstrument nodig. Voorbeelden zijn invulformulieren, vragenlijsten, audits, reviews 
of geautomatiseerde systemen. Pfleeger (1993) stelt dat men data bij voorkeur 
automatisch verzamelt en analyseert. Hiermee wordt een onzekerheid in het meetproces 
uitgeschakeld, namelijk de onderzoeker. Voor dit onderzoek zal daarom een code 








Metrieken kunnen betrekken hebben een softwareprogramma (systeem) als geheel, maar 
ook op lagere niveaus zoals modules of functies. Dit onderzoek richt zich op structuur 
en samenhang van Haskell programma’s en daarom op de meetniveaus programma en 
module. 
 
In deze eerste paragraaf is een inleiding gegeven en zijn enkele belangrijke begrippen 
gedefinieerd. Om metrieken voor koppeling en samenhang te kunnen definiëren, is het 
van belang de relatie tussen source code eigenschappen en kwaliteitskarakteristieken te 
kennen. In paragraaf 3.2 zullen enkele algemene metrieken worden besproken, 
waaronder Lines of Code. De information flow complexity (IFC) is een metriek voor 
het meten van complexiteit veroorzaakt door koppelingen en komt in paragraaf 3.3 aan 
bod. In paragraaf 3.4 tot en met 3.6 zullen vervolgens relevante metrieken voor 
koppeling en cohesie worden onderzocht die voor objectgeoriënteerde talen gelden, 
zoals de metrieken van Chidamber en Kemerer en metrieken uit de MOOD suite. Deze 
kunnen ook bruikbaar zijn voor de functionele taal Haskell. In paragraaf 3.7 komen 
enkele metrieken voor functionele programmeertalen aan bod die door Ryder (2005) 
zijn gedefinieerd. In paragraaf 3.8 zal naar het model van de Software Improvement 
Group (SIG) worden gekeken, dat gekoppeld is aan het ISO model voor 
softwarekwaliteit. Tot slot wordt in paragraaf 3.9 een selectie gemaakt van metrieken 
die voor dit onderzoekt gebruikt zullen worden. 
3.2 Algemene metrieken 
Sinds de jaren 70 is er veel onderzoek gedaan naar softwaremetrieken. Er zijn diverse 
metrieken gedefinieerd die de kwaliteitsaspecten van software proberen te meten. Een 
veel gebruikte metriek is Lines of Code (LOC) die omvang van software meet. Het 
gebruik van LOC om softwaresystemen te vergelijkingen vereist wel dat ze in dezelfde 
programmeertaal geschreven zijn (Jones 1991). Een programma in de functionele taal 
Haskell kan bijvoorbeeld aanzienlijk compacter zijn dan hetzelfde programma 
geschreven in COBOL. Een andere bekende metriek is de Cyclomatische Complexiteit 
(CC) (McCabe 1976). Aan de hand van het aantal paden of beslispunten in een 
programmadeel, kan de complexiteit berekend worden. Beslispunten zijn bijvoorbeeld 
if-else structuren, maar ook do-while lussen. Hoe meer beslispunten, hoe complexer het 
programma.  
Naast enkelvoudige metrieken zijn er ook samengestelde metrieken. Een voorbeeld is de 
Maintainability Index (MI) van Coleman et al. (1994), die gebaseerd is op verschillende 
ongerelateerde metrieken zoals LOC en CC. Kritiek op de MI is er onder andere van 
Heitlager et al. (2007) die stelt dat de MI een samengesteld nummer is, waardoor de 
oorzaak van een slechte onderhoudbaarheid volgens het model moeilijk te bepalen is. 
 
De meeste metrieken zijn in de loop der tijd uitvoerig geëvalueerd door andere 
onderzoekers. Deze metrieken zijn weer een inspiratiebron geweest voor het formuleren 
van metrieken voor objectgeoriënteerde en functionele talen, zoals Haskell. 
Onderstaande tabel geeft een opsomming van de metrieken die relevant zijn voor het 
meten van koppeling, cohesie of information hiding. In de volgende paragrafen zullen 










IFC - Information Flow Complexity (Henry & Kafura 1981) Koppeling 
CBO – Coupling Between Objects (Chidamber & Kemerer 1994) Koppeling 
MPC – Message Passing Coupling (Li & Henri 1993) Koppeling 
CF – Coupling Factor (Abreu 1995) Koppeling 
SCCS – Strongly Connected Component Size (Ryder & 
Thompson 2005) 
Koppeling 
IDEG – Indegree (Ryder & Thompson 2005) Koppeling 
OUTD – Outdegree (Ryder & Thompson 2005) Koppeling 
  
LCOM - Lack of Cohesion Objects (Chidamber & Kemerer 1994) Cohesie 
LCOM2 en LCOM3 (Henderson-Sellers et al. 1996) Cohesie 
LCOM4 (Hitz & Montazeri 1995) Cohesie 
TCC - Tight Class Cohesion (Bieman & Kang 1995) Cohesie 
LCC - Loose Class Cohesion (Bieman & Kang 1995) Cohesie 
  
MHF - Method Hiding Factor (Abreu 1995) Information Hiding 
AHF - Attribute Hiding Factor (Abreu 1995) Information Hiding 
Tabel 3: Bestaande metrieken voor koppeling, cohesie en information hiding 
3.3 Information Flow Complexity 
Een metriek die iets zegt over de structuur van een programma is de Information Flow 
Complexity (IFC) van Henry en Kafura (1981). Deze metriek meet de complexiteit van 
een module aan de hand van de omvang en de flow van informatie. Het is een 
structuurmetriek omdat het primair gebaseerd is op de flow van informatie. Hoe hoger 
de stroom van informatie, hoe complexer het programma. De complexiteit neemt 
daarbij progressief toe. Onderscheid wordt gemaakt tussen inkomende (fan-in) en 
uitgaande datastromen (fan-out). 
 
IFC = (fan-in * fan-out)2  
 
Waarbij: 
fan-in = aantal modules dat functies aanroept in M 
fan-out = aantal modules dat door M wordt aangeroepen 
 
De totale complexiteit van een programma is de som van de complexiteit van alle 
modules in het programma. Henry en Kafura hebben een studie uitgevoerd waarbij de 
metriek toegepast werd op een UNIX operating system en vergeleken werd met de 
gegevens over wijzigingen en onderhoud. Het onderzoek liet een correlatie zien tussen 
hoge meetwaardes en modules die bekend stonden als moeilijk te onderhouden. 
Opgemerkt moet worden dat als een module geen externe interactie heeft, de metriek 
een complexiteit van 0 oplevert. Henry en Kaufa rechtvaardigen dit door te stellen dat 
dergelijke modules in zekere zin geïsoleerd zijn van het softwaresysteem als geheel en 







3.4 CK metrics suite 
Met de komst van het objectgeoriënteerde paradigma zijn er ook specifieke metrieken 
voor OO-programma’s gedefinieerd. Traditionele metrieken zoals lines of code en 
cyclomatische complexiteit zijn niet geschikt om de toepassing van OO-concepten te 
meten, zoals gebruik van klassen, objecten of overerving (Chidamber 1992). Chidamber 
en Kemerer (1994) ontwikkelden een set van zes metrieken voor OO-programma’s, die 
bekend staat als de CK metrics suite. Twee interessante metrieken uit de CK suite die 
gericht zijn op structuur en samenhang zijn de Coupling Between Objects (CBO) en 
Lack of Cohesion in Methods (LCOM) metriek.  
 
De CBO metriek wordt berekend aan de hand van het aantal klassen waarmee een 
klasse is gekoppeld. Klasse A is gekoppeld met klasse B als A methodes/data/attributen 
van B gebruikt. De aanname is dat klassen met veel koppelingen foutgevoeliger zijn dan 
klassen met weinig koppelingen. De CBO metriek lijkt sterk op de eerder besproken 
fan-out metriek van Henry en Kafura. 
 
De LCOM metriek heeft als doel de mate van cohesie in een klasse te meten. Dit wordt 
gedaan door het aantal paren van functies in een klasse zonder gedeelde variabelen, te 
verminderen met het aantal paren van functies mét gedeelde variabelen. Wanneer de 
waarde negatief is, wordt deze op 0 gezet.  
 
Evaluatie door Basili et al. (1996) in een academische omgeving heeft uitgewezen dat 
vijf van de zes metrieken nuttige indicatoren bleken voor de foutgevoeligheid van een 
softwareprogramma. LCOM bleek in de meeste gevallen een waarde van nul te hebben 
met daarnaast enkele grote uitschieters en werd als weinig bruikbaar beschouwd. 
Andere kritiek op de LCOM metriek heeft geleid tot varianten, zoals LCOM2 en 
LCOM3 (Henderson-Sellers, Constantine & Graham, 1996) en LCOM4 (Hitz & 
Montazeri, 1995). De LCOM4 meet het aantal “connected components” in een klasse. 
Ideaal gezien zijn alle elementen in een klasse verbonden en is LCOM4 daarmee 1. Als 
niet alle elementen met elkaar verbonden zijn neemt LCOM4 toe, zoals in de figuur 
hieronder te zien is. Een LCOM4 van 2 of hoger kan een indicaties zijn dat een klasse 
meer dan één taak uitvoert en opgesplitst zou kunnen worden. 
 
Bieman en Ott (1994) introduceerden vergelijkbare metrieken zoals Tight Class 
Cohesion (TCC) en Loose Class Cohesion (LCC). Een kenmerkend verschil met de 
LCOM4 metriek is dat bij de TCC en LCC alleen zichtbare (public) methodes in 









3.5 MOOD metrics suite 
Een andere verzameling metrieken voor objectgeoriënteerde programma’s is de MOOD 
metrics suite. MOOD staat voor Metrics for Object Oriented Design en de set is door 
Abreu (1995) gedefinieerd. De originele MOOD metrics suite bevat 6 metrieken. 
Basismechanismen van het OO-paradigma zoals encapsulation, inheritance en message 
passing kunnen met behulp van de MOOD suite worden gemeten. De metrieken hebben 
betrekking op het systeemniveau en kunnen beschouwd worden als een aanvulling op 
de CK metrics. De resultaten van Harrison et al. (1998) tonen aan dat de metrieken 
bruikbaar zijn om een algemene beoordeling van een softwaresysteem te geven. 
 
De Method Hiding Factor (MHF) en Attribute Hiding Factor (AHF) uit de suite meten 
het gebruik van het information hiding concept. De MHF geeft de mate aan waarin de 
methodes in een klasse verborgen zijn. Als alle methodes private zijn, dan is de MHF 
100%. Evenzo geeft de AHF de mate aan waarin de attributen in een klasse verborgen 
zijn. Als alle attributen private zijn, dan is de AHF 100%. In geval van een MHF van 
100% zijn alle methodes verborgen en zal hergebruik niet mogelijk zijn. In geval van 
0% is geen enkele methode verborgen wat weer problemen kan geven bij aanpassingen. 
Een waarde tussen de 8 en 25% wordt acceptabel genoemd. Voor de AHF geldt dat deze 
zo hoog mogelijk moet zijn. Ideaal gezien zijn alle attributen van een klasse verborgen. 
 
De berekening van de MHF voor het hele systeem vindt plaats op de onderstaande 
wijze. TC is hierbij het totaal aantal klassen van het programma. Md betreft het aantal 
gedefinieerde (defined) methodes, Mh het aantal verborgen (hidden) methodes en Mv het 












De Coupling Factor (CF) heeft betrekking op het mechanisme van message passing en 
geeft de mate van koppeling tussen klassen weer. Klasse A is gekoppeld met klasse B 
als A minstens één methode of attribuut van B gebruikt. Koppeling verhoogt 
complexiteit en vermindert herbruikbaarheid. Hoge waarden voor de CF moeten daarom 
voorkomen worden. Tegelijkertijd zullen klassen samen moeten werken dus zal 
koppeling voorkomen. Abreu adviseert dat de waarde voor CF niet hoger moet zijn dan 
12. De wijze van berekening is: 
 
CF = Aantal koppelingen / Maximaal mogelijke koppelingen 
 
De CF gebruikt dezelfde definitie als de eerder genoemde CBO metriek uit de set van 
Chidamber en Kemerer. Belangrijk verschil met de CBO metriek is dat de CF 
koppelingen in beide richtingen telt. Bij de CBO metriek telt een koppeling van A naar 
B en B naar A slechts als één koppeling.  
3.6 Message Passing Coupling 
Een aanvullende metriek die koppeling tussen klassen beoogd te meten, is de Message 
Passing Coupling (MPC) metriek van Li en Henry (1993). De MPC van een klasse is 
het aantal call statements naar methodes buiten de klasse. Het is een indicatie van hoe 
afhankelijk de lokale methodes in een klasse afhankelijk zijn van methodes uit andere 
klassen. 
 
MPC = aantal call statements naar methodes uit andere klassen 
 
De MPC lijkt op de IFC van Henry & Kafura, met als verschil dat het alleen de 
uitgaande stroom in beschouwing neemt.  
3.7 Metrieken voor functionele talen 
Functionele programmeertalen kenmerken zich door het gebruik van functies voor het 
verwerken van informatie. Ze zien berekeningen als de evaluatie van wiskundige 
functies. Een van de weinige studies op het gebied van metrieken voor functionele 
programmeertalen is dat van Ryder en Thompson (2005). In hun paper definiëren zij 
een groot aantal metrieken voor de taal Haskell, waarvan de meeste gebaseerd zijn op 
metrieken uit imperatieve of objectgeoriënteerde talen. Ze categoriseren de metrieken in 
een viertal groepen: patterns, distance, call graph attributes en function attributes. 
Omdat functieaanroepen een wezenlijk onderdeel van Haskell vormen, meten Ryder en 
Thompson een aantal eigenschappen van de call graph van een Haskell programma. 
Relevante metrieken voor dit onderzoek zijn de Strongly connected component size, de 
Indegree en de Outdegree. 
 
De Strongly connected component size (SCCS) betreft de subgraphs waarin alle 
functies zijn verbonden met alle andere functies, direct of indirect. Ryder en Thompson 
verwachten dat wanneer SCCS groter wordt, het aantal wijzigingen eveneens zal 
toenemen. SCCS is volgens Ryder en Thompson een maat voor koppeling, 








De Indegree (IDEG) betreft het aantal functies waardoor een functie wordt aangeroepen. 
Deze metriek is geïnspireerd door de fan-in metriek van Constantine en Yourdon 
(1979). De tegenhanger Outdegree (OUTD) betreft het aantal functies dat een functie 
zelf aanroept. Deze metriek lijkt op de fan-out metriek van Constantine en Yourdon. 
Belangrijk verschil met de fan-in en fan-out is dat de IDEG en OUTD toegepast worden 
op individuele functies in plaats van modules. 
 
De metrieken zijn door Ryder en Thompson onderzocht in de vorm van een tweetal case 
studies, waardoor het moeilijk is om de conclusies te valideren. Ook zijn veel van de 
metrieken gecorreleerd. Wat tevens ontbreekt is een koppeling van de metrieken aan 
een raamwerk voor softwarekwaliteit, zoals het ISO model.  
 
Figuur 8: SIG model uit 2007 (bron: Heitlager et al. 2007) 
 
3.8 SIG Maintainability Model 
Een model dat wel voorziet in een koppeling met een raamwerk voor softwarekwaliteit 
is het maintainability model van de Software Improvement Group (SIG). Het bestaat uit 
een geselecteerde set van broncode eigenschappen, die gemeten kunnen worden door 
middel van metrieken en gemapped zijn op de subattributen van onderhoudbaarheid uit 
het ISO 9126 model (figuur 8). Sinds 2007 heeft SIG het model periodiek aangepast en 
uitgebreid, onder andere door de komst van het ISO 25010 model, de opvolger van de 
ISO 9126 standaard. In het nieuwe ISO 25010 model is subattribuut stabiliteit komen te 
vervallen en zijn modulariteit en herbruikbaarheid toegevoegd. SIG heeft het model 
aangepast door source code eigenschappen unit interfacing, module coupling, 
component balance en component independence toe te voegen. Unit testing is uit het 
model verwijderd. 
 
Sterke punten van het SIG model zijn de systematiek en de koppeling aan het ISO 
model, de manier van aggregatie en het hanteren van thresholds (grenswaarden). De 
thresholds en wegingsfactoren die in het SIG model worden gebruikt voor de 
beoordeling, zijn gekalibreerd tegen een benchmark met source code analyseresultaten. 
Een benchmark kan beschouwd worden als een referentiekader en manier om de 







Kalibratie op het niveau van producteigenschappen wordt met de volgende richtlijnen 
uitgevoerd. Het relatieve aantal producten in de repository dat een bepaald aantal sterren 
krijgt, moet de volgende distributie volgen. 
 
5 sterren 5% van de producten 
4 sterren 30% van de producten 
3 sterren 30% van de producten 
2 sterren 30% van de producten 
1 ster 5% van de producten 
 
De beste 5% van de producten in de repository in termen van een bepaalde eigenschap, 
bijvoorbeeld unit size, krijgt een 5 sterren rating. De volgende beste 30% krijgt 4 
sterren, et cetera. De laatste 5% krijgt 1 ster. De scores voor de verschillende 
producteigenschappen leiden tot scores voor de ISO subkarakteristieken voor 
onderhoudbaarheid. Deze resulteren in een eindscore voor de onderhoudbaarheid zelf. 
SIG geeft scores van 1 tot 5 sterren, waarbij 5 het beste is.  
 
De systematiek van het SIG model kan worden gebruikt om source code eigenschappen 
van Haskell programma’s zoals koppeling, cohesie en information hiding onderling te 
vergelijken. Als benchmark kan Hackage worden gebruikt, de open source repository 
voor Haskell programma’s. 
3.9 Selectie van metrieken 
De metrieken die gebruikt worden om koppeling, cohesie information hiding te meten, 
moeten voldoen aan de volgende criteria: 
 De metriek moet automatisch te berekenen zijn aan de hand van de broncode. 
Compileren of uitvoeren van de code moet niet noodzakelijk zijn, omdat dit niet 
altijd mogelijk is, bijvoorbeeld in geval van externe afhankelijkheden. 
 De waarde van een metriek is wetenschappelijk aangetoond. Dit garandeert dat de 
toepasbaarheid van de metriek bekend is. 
 
Information hiding 
Voor het meten van information hiding bij Haskell programma’s zal de Method Hiding 
Factor (MHF) metriek van Abreu worden gebruikt. Deze metriek voldoet aan de 
gestelde criteria. De metriek is zowel op moduleniveau als op packageniveau 
(systeemniveau) te gebruiken. Op packageniveau kunnen de resultaten op moduleniveau 




Voor het meten van koppeling is gekozen voor de Coupling Between Objects (CBO) 
metriek van Chidamber en Kemerer. De metriek meet de koppeling tussen de modules 
in een programma aan de hand van module imports. De andere bestudeerde metrieken 
zoals IFC, MPC en SCCS, IDEG en OUTD meten de koppelingen tussen functies of 
methodes onderling, en daardoor op een lager detailniveau. Dit onderzoekt richt zich op 







De CBO is een metriek die meet op moduleniveau. Om ook op systeemniveau iets te 
zeggen over de koppeling, is de Coupling Factor (CF) metriek van Abreu geschikt. 
Zowel de CBO als de CF metriek voldoen aan de selectiecriteria. 
 
Cohesie 
Om de cohesie binnen modules te meten zal de Lack of Cohesion of Methods (LCOM4) 
metriek van Hitz en Montazeri worden gebruikt. Dit is een verbeterde variant van de 
voorlopers LCOM, LCOM2 en LCOM3. De LCC en TCC metrieken van Biemans en 
Ott zijn vergeleken met de LCOM4 minder gevalideerd en toegepast. 
Om cohesie op systeemniveau te meten zal gebruik worden gemaakt van een nieuwe 
metriek: de Cohesion Factor (CHF). Deze metriek is geïnspireerd door de Coupling 
Factor (CF) en manier van aggregeren, en gebuikt daarbij de uitkomsten op 
moduleniveau van de LCOM4 metriek. De CHF drukt de totale cohesie van een 
systeem uit als een percentage van de hoogst mogelijke cohesie. Hoe hoger het 

















In dit hoofdstuk wordt het ontwerp toegelicht van de code analyse tool die ten behoeve 
van dit onderzoek is ontwikkeld. De tool is zo ontwikkeld dat deze een opgegeven 
directory met Haskell broncode analyseert en de resultaten in Excel kunnen worden 
getoond.  
Paragraaf 4.2 beschrijft de precieze specificatie van de eerder geselecteerde metrieken. 
De tool moet deze metrieken gaan berekenen. Vervolgens zal in paragraaf 4.3 bekeken 
worden hoe de abstract syntax tree (AST) van een Haskell module eruitziet. Het 
voordeel van het gebruiken van de AST in plaats van de source code is dat er geen 
Haskell source code parser geschreven hoeft te worden. In paragraaf 4.4 zal toegelicht 
worden wat generiek programmeren inhoudt en hoe deze techniek van pas komt bij het 
doorlopen van de AST van een module. Paragraaf 4.5 beschrijft hoe het ontwerp van de 
tool eruitziet en welke bestaande packages zijn gebruikt om de tool te ontwikkelen. Tot 
slot worden in paragraaf 4.6 een aantal bijzonderheden genoemd van de Haskell taal, 
waarmee rekening gehouden moest worden bij het ontwikkelen van de tool.  
 
4.2 Metrieken 




Naam metriek Hiding Factor 
Afkorting HF 
Meetniveau Module en programma 
Meetschaal Ratio 
Basis in literatuur MHF/AHF uit MOOD suite (Abreu 1995) 
Omschrijving Het percentage verborgen entiteiten (functies, data 
constructors, operators en instance-declaraties) in een Haskell 
programma of module. 
Formule Som van alle niet geëxporteerde
5
 entiteiten / totaal aantal 
entiteiten. 
Minimale waarde 0% (slecht) 
Maximale waarde 100% 
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Basis in literatuur CBO uit C&K suite (Chidamber & Kemerer 1994) 
Omschrijving Het aantal andere modules binnen hetzelfde programma waar 
een bepaalde Haskell module afhankelijk van is. Een 
afhankelijkheid ontstaat door een import van een andere 
module. 
 
Geïmporteerde modules uit algemene bibliotheken of andere 
programma’s worden buiten beschouwing gelaten. Het tellen 
van dergelijke modules zou tot hogere scores voor koppeling 
leiden, terwijl gebruik van standaard bibliotheken juist goed is. 
Formule Aantal geïmporteerde modules uit hetzelfde programma 
Minimale waarde 0 
Maximale waarde Aantal modules van het programma – 1 
 




Basis in literatuur CF uit MOOD suite (Abreu 1995) 
Omschrijving Het totaal aantal koppelingen tussen modules in een Haskell 
programma als percentage van het maximaal mogelijke 
koppelingen. 
Formule Som van alle imports van modules uit hetzelfde programma / 
maximaal mogelijke imports. 
 
Het maximaal mogelijke imports voor een Haskell programma 
met N modules is: N * (N-1)/2 
Minimale waarde 0% (goed) 








Basis in literatuur LCOM4 uit C&K suite (Chidamber & Kemerer 1994) 
Omschrijving Het aantal groepjes van verbonden elementen in een Haskell 
module. Hoe meer groepjes er zijn, hoe meer ongerelateerde 








Formule Aantal samenhangende groepjes van elementen/functies 
Minimale waarde 0 (bij een module zonder functies/elementen) 
Maximale waarde Het aantal functies/elementen in de module 
Optimale waarde 1 
 




Basis in literatuur LCOM4 uit C&K suite (Chidamber & Kemerer 1994) 
Aggregatiemethodiek zoals bij Coupling factor (Abreu 1995) 
Omschrijving cohesie voor alle modules in een Haskell programma tezamen, 
uitgedrukt als percentage van de optimale cohesie. 
Formule { 1 - (Som van LCOM scores) – (Aantal van alle modules, met 
een LCOM4 ≠ 0) } / Som van aantal functies 
 
Modules met 0 functies/elementen worden buiten 
beschouwing gelaten, omdat hier geen sprake is van cohesie. 
Meetellen zou het resultaat positief beïnvloeden. 
Minimale waarde 0% (slecht) 




Lines Aantal regels van een module of programma 
LOC Aantal coderegels van een module of programma 
COM Aantal commentaaregels van een module of programma 
COM% Percentage commentaaregels 
BL Aantal witregels van een module of programma 
Node size Aantal nodes in de abstract sysntax tree van een module of 
programma 
Modules Aantal modules van een programma 
Functies Aantal functies van een module of programma 
 
4.3 Haskell abstract syntax tree 
Wanneer Haskell broncode wordt geparsed door een source code parser, levert dit een 
abstract syntax tree (AST) op. Een AST is een abstracte representatie van de broncode 
van het programma. Voor het berekenen van de meeste metrieken is het handig om de 
AST te gebruiken in plaats van de broncode. Er hoeft dan immers geen eigen Haskell 
source code parser geschreven te worden. De AST kan relatief eenvoudig verkregen 
worden door gebruik te maken van de library haskell-src-exts die vrij beschikbaar is en 
op Hackage gedownload kan worden. Deze library stelt verschillende parse functies 
beschikbaar, waaronder de parseFileContentsWithComments functie die naast de 









parseFileContentsWithComments :: ParseMode -> String -> 
                                 ParseResult (Module, [Comment]) 
 
De AST datastructuur van een Haskell module die door middel van deze parse functie 
verkregen kan worden, ziet er op het hoogste niveau als volgt uit. 
 
SrcLoc ModuleName [ModulePragma] (Maybe WarningText) (Maybe 
[ExportSpec]) [ImportDecl] [Decl] 
 
Naast de bestandslocatie en modulenaam, zijn er nodes met informatie over pragma 
instructies, geëxporteerde elementen, geïmporteerde modules en top-level declaraties. 
Elke node heeft weer child nodes waardoor een grote boom ontstaat. Om een idee te 
krijgen van een AST, kan de volgende eenvoudige Haskell module Voorbeeld.hs 
worden geparsed. 
 
module Test2.Voorbeeld (MyPublicDataType) where 
 
{- 
    Module Voorbeeld.hs 
-} 
 
import Data.List   
 
myprivatefunction :: Int -> Int 
myprivatefunction i = i * 4 
 
hoogte = 4 
 




(SrcLoc {srcFilename = "C:/src/Test2/Voorbeeld.hs", srcLine = 1, 
srcColumn = 1})  
 (ModuleName "Test2.Voorbeeld")  
 []  
 Nothing  
 (Just [EAbs (UnQual (Ident "MyPublicDataType"))])  
     [ImportDecl {importLoc = SrcLoc {srcFilename = 
"C:/src/Test2/Voorbeeld.hs", srcLine = 7, srcColumn = 1}, 
importModule = ModuleName "Data.List", importQualified = False, 
importSrc = False, importPkg = Nothing, importAs = Nothing, 
importSpecs = Nothing}]   
 TypeSig (SrcLoc {srcFilename = "C:/src/Test2/Voorbeeld.hs", 
srcLine = 11, srcColumn = 1}) [Ident "myprivatefunction"] (TyFun 
(TyCon (UnQual (Ident "Int"))) (TyCon (UnQual (Ident "Int")))), 
 FunBind [Match (SrcLoc {srcFilename = 
"C:/src/Test2/Voorbeeld.hs", srcLine = 12, srcColumn = 1}) 
(Ident "myprivatefunction") [PVar (Ident "i")] Nothing 
(UnGuardedRhs (InfixApp (Var (UnQual (Ident "i"))) (QVarOp 
(UnQual (Symbol "*"))) (Lit (Int 4)))) (BDecls [])], 
 PatBind (SrcLoc {srcFilename = "C:/src/Test2/Voorbeeld.hs", 
srcLine = 14, srcColumn = 1}) (PVar (Ident "hoogte")) Nothing 









Te zien is dat een kleine hoeveelheid source code een AST met een behoorlijk aantal 
nodes oplevert. In deze AST kan er nu gezocht worden naar relevante nodes voor het 
berekenen van metrieken. Voor het berekenen van het aantal functies zijn onder andere 
de FunBind en PatBind nodes relevant, want deze nodes representeren functies. 
4.4 Generiek programmeren 
Het berekenen van metrieken vereist doorgaans het doorlopen (traversing) van de AST 
van een programma. Het schrijven van de benodigde code kan een omslachtige en 
tijdrovende taak zijn. Dergelijke code om door een datastructuur te navigeren wordt ook 
wel met boilerplate code aangeduid. Typische kenmerken zijn dat het repetitieve code 
is, sterk gekoppeld aan de datastructuur en veel omvangrijker dan de uiteindelijke actie 
die moet worden uitgevoerd. Onderstaand is een voorbeeld
6
 van een eenvoudige 
datastructuur opgenomen met de taak om alle Var elementen te verzamelen. De functie 
variables is gemaakt om deze taak uit te voeren. 
 
data Expr = Var String 
          | Val Int 
          | Neg Expr 
          | Add Expr Expr 
          | Sub Expr Expr 
          | Mul Expr Expr 
          | Div Expr Expr 
 
variables :: Expr -> [String] 
variables (Var x  ) = [x] 
variables (Val x  ) = [] 
variables (Neg x  ) = variables x 
variables (Add x y) = variables x ++ variables y 
variables (Sub x y) = variables x ++ variables y 
variables (Mul x y) = variables x ++ variables y 
variables (Div x y) = variables x ++ variables y 
 
Er zijn diverse nadelen te noemen ten aanzien van deze code. Als het data type Expr 
wordt uitgebreid, bijvoorbeeld met een data constructor Abc Expr Expr, dan moet de 
functie variables hierop aangepast worden. De code kan daarnaast snel subtiele bugs 
bevatten waar makkelijk overheen gekeken kan worden. Meer in zijn algemeenheid is 
de code lang, repetitief en omslachtig. Wat gewenst is, is een meer generieke manier om 
te werken met dergelijke datastructuren. Ryder (2004) gebruikt in zijn 
softwaremetrieken tool Medina een verzameling van utility functies om de last van 
boilerplate code te verminderen, maar noemt het gebruik van generieke 
programmeertechnieken en libraries een punt ter verbetering. Ryder stelt dat het 
implementeren van nieuwe metrieken daarmee eenvoudiger wordt. Voordelen van 
generieke programmeer libraries voor dit soort werk zijn reeds gedemonstreerd door 
HaRe (Li 2006), een refactoring tool voor Haskell programma’s. 
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Rodriguez et al. (2008) hebben een aantal libraries voor generiek programmeren in 
Haskell vergeleken, waaronder de meest bekende: Scrap Your Boilerplate (Lämmel 
2003) en Uniplate (Mitchell 2008). Zij concludeerden dat Uniplate over het algemeen 
sneller is dan Scrap Your Boilerplate (SYB). Door de elegante en compacte code geven 
ze Uniplate ook een betere score op de punten “practical aspects” en “ease of learning 
and use”. Uitbreidbaarheid is een punt waar SYB een hogere score krijgt dan Uniplate. 
Voor dit onderzoek is de SYB library gebruikt voor de code analyse tool. De eerder 
beschreven functie variables kan door gebruik te maken van SYB met onderstaande 
code in twee regels worden gerealiseerd (de type signature niet meegerekend). 
 
variables :: Data a => a -> [String] 
variables = everything (++) ([] ‘mkQ’ f) 
 where f (Var y) = [y] 
 
De aanroep van de functie everything bestaat uit operator, een startwaarde en een 
waarde die gecombineerd wordt. De ++ operator voegt de subresultaten samen. De lege 
lijst [] is de default waarde. De mkQ functie maakt een type extensie van f, die toegepast 
kan worden op elke node in de boom. Tot slot past de functie everything de functie f 
toe op alle nodes van het type Expr in de boom. Het toevoegen van een nieuwe 
constructor Abc Expr Expr aan de datastructuur zou vervolgens geen effect hebben op 
de code. Omdat de code aanzienlijk compacter is, is de kans op fouten ook veel kleiner. 
4.5 Ontwerp en implementatie 
Onderstaande figuur geeft het conceptuele ontwerp van de code analyse tool weer. 
Haskell source code bestanden worden ingelezen en geparsed (code parser). Vervolgens 
wordt de AST geanalyseerd en worden metrieken berekend (code analyzer). De 
informatie wordt in CSV-bestanden opgeslagen. Deze bestanden kunnen vervolgens in 
Excel worden geïmporteerd. De informatie kan dan worden weergegeven in tabellen en 
grafieken en eenvoudig ververst worden als er een nieuwe analyse is uitgevoerd. 
 
Figuur 9: Conceptueel ontwerp 
 
De belangrijkste bestaande Haskell packages die gebruikt zijn, zijn: 
 




Library haskell-src-exts is gebruikt om de Haskell source code te parsen en de AST van 
modules te verkrijgen. SourceGraph is een package waarmee Haskell code statisch 








Van SourceGraph zijn een drietal Haskell modules overgenomen en licht aangepast. De 
functionaliteit van SourceGraph om resultaten grafisch te presenteren is niet gebruikt. 
 
Er is bij de implementatie van de tool zoveel mogelijk getracht verantwoordelijkheden 
te scheiden en onder te brengen in aparte modules, volgens het principe van separation 
of concerns. In onderstaande tabel worden de belangrijkste modules opgesomd met 
daarbij de functionaliteit en verantwoordelijkheid.  
 
Module Functionaliteit en verantwoordelijkheid 
Main.hs Main module, nodig voor maken van executable 
HaskellMetrics.hs Bevat functies voor het aansturen van de analyse en 
wegschrijven van de resultaten naar CSV-
bestanden. 
Base.hs Bevat de abstract data types die gebruikt worden 
bij de analyse. 
ModuleMetrics.hs Bevat functies voor het berekenen van metrieken 
op module niveau. 
CodeSizeMetrics Bevat functies voor het berekenen van metrieken 
zoals coderegels, commentaarregels en witregels. 
ParseUtils.hs Bevat functies voor het parsen van Haskell files. 
FileUtils.hs Bevat functies voor het uitlezen van directories en 
files. 
GeneralUtils.hs Bevat algemene functies 
RevisionAnalysis.hs Bevat functies voor het analyseren van de 
versiegeschiedenis van een Haskell package 
 
De programmacode van de tool is met behulp van HLint geanalyseerd en suggesties ter 




Bij het ontwikkelen van de code analyse tool en het analyseren van de Haskell code 
moest er rekening gehouden worden met een aantal taal specifieke eigenschappen van 
de Haskell programmeertaal. 
 
Omgaan met CPP instructies 
Binnen Haskell is het mogelijk om zogeheten C preprocessor (CPP) instructies op te 
nemen. Deze instructies worden vóór het compileren van de broncode uitgevoerd en 
kunnen worden toegepast om er bijvoorbeeld voor te zorgen dat code met meer dan één 
versie van een dependency kan werken.  
 
#if MIN_VERSION_base(4,0,0) 
... code that works with base-4 ... 
#else 










Bij het parsen met behulp van haskell-src-ext geven deze modules met CPP instructies, 
indien niet vooraf verwerkt, een parse fout. Omdat het lastig is om deze instructies te 
verwerken zonder inhoudelijke kennis van het programma en de opties, is ervoor 
gekozen om de instructies automatisch te verwijderen vóór het parsen. Hiertoe worden 
alle coderegels die beginnen met een # vervangen door een lege regel. 
 
stripCppLines :: String -> String 
stripCppLines s = unlines $ map removeLine (lines s)  
    where 
        removeLine ('#':xs) = "" 
        removeLine xs = xs 
 
Omgaan met Pragma’s 
Naast CPP is het mogelijk om pragma’s mee te geven aan de compiler. Pragma’s in de 
taal Haskell hebben de vorm {-# abc … #-} waarbij abc het type pragma aangeeft. 
Voorbeelden van pragma’s zijn: 
 
{-# LANGUAGE FlexibleContexts, TypeOperators #-} 
{-# OPTIONS_GHC -Wall #-} 
{-# WARNING "This is an unstable interface." #-} 
 
Pragma’s kunnen er in enkele gevallen toe leiden dat het parsen van de broncode met 
behulp van haskell-src-ext niet lukt. Dit is onder andere het geval bij de 
OPTIONS_GHC pragma. Tegelijkertijd zijn de LANGUAGE pragma’s weer wel nodig 
om te kunnen bepalen welke Haskell extensions geactiveerd moeten worden bij het 
parsen. Om met deze aspecten om te gaan worden alle pragma instructies, behalve de 
LANGUAGE pragma, vervangen door een lege regel. 
 
Omgaan met Extentions 
De LANGUAGE pragma instructie kan een aantal taaluitbreidingen (extensions) 
specifiëren. Om een Haskell module die gebruik maakt van dergelijke extensions goed 
te parsen, moet de parser deze extensions vooraf activeren. Om deze extensions te 
bepalen is de readExtensions functie van haskell-src-ext gebruikt. Deze leidt aan de 
hand van de source code de gebruikte extensions af.  
 
Omgaan met lokale functiedefinities 
Binnen de taal Haskell bestaat de mogelijkheid om lokale functiedefinities te maken. 
Deze (sub)functies kunnen alleen binnen de scope van de functie worden aangeroepen. 
Omdat ze niet geëxporteerd kunnen worden, worden ze niet meegeteld bij het bepalen 



















Met de ontwikkelde code analyse tool kunnen de metrieken worden berekend. Om een 
score te kunnen geven en Haskell programma’s onderling te kunnen vergelijken op 
information hiding, coupling en cohesion, zal een benchmark worden samengesteld. Het 
Hackage platform, een open source repository voor Haskell programma’s, zal hiervoor 
gebruikt worden. Door middel van een aantal case studies kan vervolgens onderzocht 
worden of de geselecteerde metrieken zoals hiding factor (HF) en coupling between 
modules (CBM) iets zeggen over de onderhoudbaarheid. Door te kijken naar de 
versiegeschiedenis kan achterhaald worden hoe vaak Haskell modules mee veranderen 
met één of meer andere modules, ofwel de co-evolutie. Daarbij is het nodig om de 
versiegeschiedenis op te schonen en de allereerste versies buiten beschouwing te laten. 
Deze versies bevatten vaak nog “quick en dirty” code. 
 
In paragraaf 5.2 zal de dataset voor de benchmark worden bepaald. Het Hackage 
platform bevat ruim 5500 Haskell packages (programma’s) maar niet alle packages 
komen in aanmerking. Vervolgens zullen in paragraaf 5.3 enkele case studies worden 
geselecteerd. Ook voor de case studies zijn bepaalde criteria gesteld. In paragraaf 5.4 
zullen de Haskell packages uit de benchmark met de code analyse tool worden 
geanalyseerd. Dit leidt tot inzicht in de populatie en thresholds die gebruikt kunnen 
worden voor het toekennen van scores bij de case studies. Er wordt een onderscheid 
gemaakt tussen de metrieken en thresholds op Haskell programmaniveau en die op 
moduleniveau. In paragraaf 5.5 worden zeven case studies uitgevoerd en de resultaten 
geanalyseerd. Om te beoordelen of de resultaten aansluiten bij de praktijk zijn tevens 
enquêtes gehouden onder ontwikkelaars van de Haskell programma’s van de case 
studies. Deze resultaten worden in paragraaf 5.6 behandeld. In paragraaf 5.7 zal nog 
bekeken worden of waardes van metrieken over de tijd veranderen. Paragraaf 5.8 zal de 
validiteit en betrouwbaarheid bespreken. Tot slot zal met een conclusie worden 
afgesloten in paragraaf 5.9. 
5.2 Dataset voor benchmark 
Gebleken is dat de Hackage repository relatief veel kleine programma’s bevat met 








de koppelingsfactor 100%, de cohesiefactor 100% en hiding factor 0%. Dit zorgt een 
vertekend beeld van koppeling, cohesie of information hiding Een onjuist beeld kan ook 
ontstaan bij programma’s waarvan een substantieel aantal modules niet kan worden 
geparsed. Hierdoor kunnen import relaties niet of niet volledig geanalyseerd worden, 
wat leidt tot een onjuist beeld van de koppeling. De volgende criteria zijn daarom voor 
de benchmark gehanteerd: 
 
 Een programma moet bestaan uit ten minste 10 modules die geparsed kunnen 
worden.  
 Een programma moet bestaan uit ten minste 20 functies. 
 Het percentage modules van een programma dat niet geparsed kan worden met 
haskell-src-exts
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 bedraagt maximaal 10%. 
 
Op basis van deze criteria zijn 902 packages overgebleven van de ruim 5.500 packages 
die beschikbaar waren op Hackage op 14 november 2014. Het meest beperkende 
criterium is de ondergrens van 10 modules. Dat reduceert de dataset al direct tot circa 
1.100 packages. 
5.3 Dataset voor case studies 
Voor de selectie van de case studies zijn eveneens criteria gehanteerd. Belangrijk is dat 
er voldoende revisiehistorie beschikbaar is ten behoeve van de validatie. Voor de 
validatie wordt gekeken in welke mate modules met de hoogste scores voor een 
bepaalde metriek, vertegenwoordigd zijn in de lijst van modules die het meest mee 
veranderen met andere modules. Iedere keer dat aanpassingen aan één of meer 
programmabestanden worden doorgevoerd in het versiebeheersysteem, leidt tot 1 
revisie. Daarnaast moeten ontwikkelaars die onderhoud uitvoeren benaderd kunnen 
worden voor een online enquête. Het doel van de enquête is om te beoordelen of de 
onderzoeksresultaten ook aansluiten bij de praktijk. De volgende criteria zijn daarom 
voor de case studies gehanteerd: 
 
 De 3 criteria die voor de benchmark zijn gehanteerd, zoals beschreven in 
paragraaf 5.2, blijven gelden. 
 Een programma moet oud genoeg zijn om evolutie te hebben ondergaan. 
Daartoe moet het een versiegeschiedenis hebben van ten minste 100 revisies 
over een periode van tenminste 1 jaar.  
 De repository van het programma is publiek beschikbaar, of toegang kan worden 
verkregen. 
 Eén of meer ontwikkelaars van het programma zijn bekend, zodat een enquête 
kan worden gehouden. 
 
Op basis van deze criteria zijn 7 Haskell programma’s als case studie geselecteerd. Van 
deze programma’s is de laatste gepubliceerde versie genomen, op peildatum 14 
november 2014. In onderstaande tabellen zijn de naam, versiedatum en locatie van de 











sources op Hackage opgenomen. Ook is de url van de repository, het nummer van de 
eerste en laatste revisie, en het aantal revisies vermeld. Opgemerkt moet worden dat niet 
elk revisienummer in de range iets oplevert uit de SVN repository. Zo werden er voor 
Ideas in de range van 695 tot en met 6550 geen 5856 revisies gevonden maar 2032. 
 
Package Ampersand (van 2014-06-16) 
Source locatie https://hackage.haskell.org/package/ampersand-3.0.2 
Repository https://svn.code.sf.net/p/ampersand/code/trunk 
Eerste revisie 182 
Laatste revisie 1447 
Aantal revisies 909 
 
Package Helium (van 2014-09-02) 
Source locatie https://hackage.haskell.org/package/helium-1.8 
Repository https://svn.science.uu.nl/repos/sci.hage0101.helium 
Eerste revisie 1 
Laatste revisie 607 
Aantal revisies 607 
 
Package Ideas (van 2014-05-15) 
Source locatie https://hackage.haskell.org/package/ideas-1.2 
Repository https://ideas.cs.uu.nl/svn/Feedback 
Eerste revisie 695 
Laatste revisie 6550 
Aantal revisies 2032 
 
Package Pandoc (van 2014-08-31) 
Source locatie https://hackage.haskell.org/package/pandoc-1.13.1 
Repository https://github.com/jgm/pandoc 
Eerste revisie 1 
Laatste revisie 5629 
Aantal revisies 5618 
 
Package Parsec (van 2014-09-25) 
Source locatie https://hackage.haskell.org/package/parsec-3.1.7 
Repository https://github.com/aslatter/parsec 
Eerste revisie 1 
Laatste revisie 129 
Aantal revisies 129 
 
Package UUlib (van 2014-04-15) 
Source locatie https://hackage.haskell.org/package/uulib-0.9.16 
Repository https://svn.science.uu.nl/repos/project.STEC.uulib 
Eerste revisie 1 
Laatste revisie 354 
Aantal revisies 354 
 
Package QuickCheck (van 2014-06-16) 
Source locatie https://hackage.haskell.org/package/QuickCheck-2.7.6 
Repository https://github.com/nick8325/quickcheck 
Eerste revisie 1 
Laatste revisie 401 








5.3.1 Selectie revisiegeschiedenis 
Omdat de eerste beginselen van een programma vaak experimentele (quick en dirty) 
code bevatten en directory structuren nog wijzigen, zijn de startrevisies van de 
onderzochte programma’s opnieuw bepaald. Als uitgangspunt is gehanteerd om te 
starten bij de eerste, op Hackage gepubliceerde versie van het programma. Daar is van 
afgeweken indien daardoor toch relevante historie zou worden gemist. 
 
Voor de programma’s QuickCheck, Parsec, Pandoc en Ideas zijn de eerste 
gepubliceerde versies op Hackage als startpunt gekozen. Eventuele revisies voor deze 
publicatiedatum zijn niet meegenomen in de analyse.  
Aan Ampersand wordt sinds september 2011 ontwikkeld, maar het programma is pas in 
juni 2014 voor het eerst op Hackage geplaatst. De commentaren in de revisiehistorie 
wijzen erop dat de revisies vanaf nummer 244 (oktober 2011) bruikbaar zijn. Ook voor 
Helium geldt dat er maar 1 versie op Hackage is gepubliceerd, in september 2014, maar 
de ontwikkeling al een lange geschiedenis kent, vanaf december 2002. Uit de 
revisiecommentaren is opgemaakt dat vanaf revisie 14 (januari 2003) als stabiel is 
bestempeld. Voor UUlib tot slot geldt dat er in januari 2008 voor de eerste keer een 
versie op Hackage is gepubliceerd. De ontwikkeling is echter al gestart in november 
2005. Onderstaande tabel geeft de revisie-informatie weer na corrigeren, die gebruikt is 
in dit onderzoek. 
 
Package Eerste revisie Laatste revisie Van T/m Aantal 
Ampersand 2011-10-13 2013-11-17 244 1447 894 
Helium 2003-01-13 2014-08-22 14 607 594 
Ideas 2009-10-23 2014-05-15 2376 6550 1182 
Pandoc 2007-08-16 2014-08-31 596 5629 5023 
Parsec 2008-01-13 2014-09-25 2 129 128 
UUlib 2005-12-07 2014-04-15 31 354 324 
Quickcheck 2006-11-14 2014-03-13 1 401 400 
Tabel 4: Selectie revisiegeschiedenis 
5.3.2 Analyseren revisie-informatie 
Met de locatie van de repository en de revisienummers kan de revisie-informatie 
worden opgehaald. Het commando om informatie bij een revisie op te halen via de 
opdrachtregel (command prompt) is als volgt: 
 
svn log -r 401 -v https://github.com/nick8325/quickcheck >> output.txt 
 
De revisie-informatie van één revisie, nummer 401 in dit geval, wordt hiermee naar een 
outputbestand met de bestandsnaam output.txt weggeschreven. Door een loop toe te 
voegen en het revisienummer telkens op te hogen, kan alle revisie-informatie worden 
gezameld. Deze informatie kan vervolgens geparsed en verder geanalyseerd worden. 
Voor het parsen van deze revisie-informatie is het Haskell package Parsec gebruikt. 
De revisie-informatie is volgens een vaste structuur opgebouwd. Onderstaande 








een bestandslocatie geeft aan wat voor wijziging het betreft: M is modified (aangepast), 
A is added (toegevoegd), D is deleted (verwijderd), R is renamed (hernoemd).  
 
------------------------------------------------------------------------  
r2 | bj.rn.bringert | 2006-11-14 17:03:26 +0100 (di, 14 nov 2006) | 2 lines 
Changed paths: 
   M /trunk/Chalmers/QuickCheck/Arbitrary.hs 
   A /trunk/Chalmers/QuickCheck/Arbitrary.hs 






Voor dit onderzoek zijn de revisies interessant waarbij ten minste 2 Haskell modules 
zijn gewijzigd. Daar wordt gekeken naar modules die gevoelig zijn voor wijzigingen en 
vaak mee veranderen met andere modules, zijn revisies met slechts 1 gewijzigde 
Haskell module niet relevant.  
 
Hieronder is een voorbeeld opgenomen van de output van het parsen van QuickCheck 
revisie-informatie. Achter iedere module is vermeld hoe vaak de module mee is 
gewijzigd met één of meerdere andere Haskell modules. Een X voor de modulenaam 
betekent dat de module in de versiegeschiedenis voorkomt, maar niet meer in de actuele 
source code. Dit kan een module zijn die in de loop der tijd verwijderd is. Een F (failed) 
voor de modulenaam betekent dat de module wel voorkomt in de actuele source code, 
maar dat deze module niet geparsed kon worden. Een dergelijke module kan daardoor 
ook niet geanalyseerd worden met de analyse tool. 
Te zien is dat module Property.hs 48 keer mee is gewijzigd met andere modules. 
Module Simple.hs bestaat niet meer en is wellicht verwijderd in de loop der tijd. 
Module Random.hs kon niet geparsed worden en kan dus niet geanalyseerd worden. 
 
Package naam: QuickCheck 
Aantal revisies: 400 
Aantal revisies met gewijzigde Haskell files: 271 
--------------------------------------------------------------- 
Aantal revisies met minstens 2 gewijzigde Haskell files: 94 
Modules en aantal keer dat ze voorkomen: 
 
  /trunk/Test/QuickCheck/Property.hs   48 
  /trunk/Test/QuickCheck/Test.hs    37 
  /trunk/Test/QuickCheck.hs           36 
  /trunk/Test/QuickCheck/Arbitrary.hs   27 
  /trunk/Test/QuickCheck/Gen.hs      15 
  /trunk/Test/QuickCheck/Monadic.hs   12 
  /trunk/Test/QuickCheck/State.hs    9 
  /trunk/Test/QuickCheck/Text.hs    9 
  /trunk/Test/QuickCheck/Function.hs   8 
  /trunk/Test/QuickCheck/All.hs          7 
  /trunk/Test/QuickCheck/Exception.hs   7 
  /trunk/Test/QuickCheck/Modifiers.hs   6 
  /trunk/Test/QuickCheck/Poly.hs    6 
X /trunk/examples/ExSimple.hs          5 
X /trunk/examples/Simple.hs           5 
X /trunk/examples/ExSet.hs           4 
F /trunk/Test/QuickCheck/Random.hs    3 
X /trunk/examples/ExMerge.hs          3 








X /trunk/examples/ExFol.hs           2 
X /trunk/examples/ExHeap.hs           2 
X /trunk/examples/ExLambda.hs          2 
X /trunk/examples/ExTrie.hs           2 
X /trunk/examples/Example2.hs          2 
X /trunk/examples/Weird.hs           2 
X /trunk/Chalmers/QuickCheck/Examples/ExLambda.hs 1 
X /trunk/Chalmers/QuickCheck/Examples/ExSet2.hs       1 
X /trunk/Test/QuickCheck/TH.hs    1 
X /trunk/examples/ExSet2.hs     1 
X /trunk/examples/ExWords.hs    1 
X /trunk/examples/Set.hs     1 
5.3.3 Resultaten analyse versie-informatie 
Om te bepalen of de gekozen metrieken HF, CBM en LCOM bruikbaar zijn, is gekeken 
in welke mate ze de modules die het meest mee veranderen kunnen aanwijzen. Per case 
studie is gekeken hoeveel modules, uit de top 20% van modules die het meest mee 
wijzigen, aangewezen kunnen worden met een bepaalde metriek. Wanneer dit meer dan 
20% bedraagt, is dit mogelijk een aanwijzing dat modules die gevoelig zijn voor 
wijzigingen kunnen worden gevonden met behulp van de  betreffende metriek. De 
keuze voor 20% is gebaseerd op het Pareto-principe (80-20-regel). 
Tabel 5 geeft de resultaten daarvan weer. Te zien is dat voor Ampersand 5 van de 15 
modules aangewezen kunnen worden met de MHF metriek, ofwel 33%. De kans dat een 
module toevallig aangewezen wordt is 20%. Voor de CBM metriek geldt dat 7 van de 
15 modules aangewezen kunnen worden, ofwel 47%. De LCOM weet 6 van de 15 
modules aan te wijzen, ofwel 40%. 
 
Wanneer we ook naar de andere cases studies kijken valt op dat de CBM voor de meeste 
Haskell programma’s de beste resultaten geeft, met scores van rond de 50%. Parsec en 
UUlib zijn de 2 uitzonderingen. Als we letten op de omvang van deze packages, dan 
behoren deze uitzonderingen tot de kleinste van de case studies. Voor de HF lijkt het 
beeld omgekeerd te zijn: juist de bij Parsec en UUlib is het resultaat van de HF daar het 
beste. De LCOM metriek tot slot geeft voor de 4 grootste packages de beste resultaten. 
 
Package HF CBM LCOM 
Ampersand 5 uit 15 7 uit 15 6 uit 15 
Helium 7 uit 17 8 uit 17 6 uit 17 
Ideas 3 uit 22 10 uit 22  6 uit 22 
Pandoc 2 uit 16 8 uit 16 5 uit 16 
Parsec 4 uit 5 1 uit 5 1 uit 5 
Quickcheck 2 uit 3 3 uit 3 0 uit 3 
UUlib 4 uit 6 1 uit 6 2 uit 6 
Totaal 27 uit 84 (32%) 38 uit 84 (45%) 26 uit 84 (31%) 
Tabel 5: Scores van de metrieken 
5.4 Cijfers benchmark 
De 902 packages zijn met de code analyse tool geanalyseerd en bevatten tezamen 








5.4.1 Programma meetniveau 
Onderstaande tabel geeft de resultaten weer op het meetniveau van Haskell 
programma’s. Het bovenste deel van een tabel presenteert de statistische informatie, 
zoals aantal (N), kleinste waarde (Min) en grootste waarde (Max) en het gemiddelde, de 
standaard deviatie en de mediaan. Het onderste deel presenteert de thresholds die later 
gebruikt kunnen worden om scores op een schaal van 1 tot en met 5 toe te kennen. 
 













Min 89 10 22 0 0 0 4 
Max 100.375 767 13.543 10 94 73 100 
Gem 4.199,55 27,52 559,69 0,49 23,50 25,88 84,80 
Std 8.032,56 40,18 1.016,99 1,00 18,17 12,85 14,56 
Mediaan 2.015,00 17,00 302,00 0,00 21,00 24,50 89,00 
        5% 604,4 10 83,05 0 0 7 58 
35% 1.489 14 218,7 0 14 20 85 
65% 2.773,25 23 406,3 0 27 30 92 
95% 14.836,4 74,95 1.862,9 2 57 48 98 
Tabel 6: Resultaten benchmark en thresholds, op programmaniveau 
  
Te zien is dat de hiding factor (HF) van de Haskell programma’s uit de benchmark een 
gemiddelde heeft van 23,5%. Ofwel, 76,5% van alle functies is niet verborgen. 
Onderstaande histogram laat de verdeling zien. Het histogram laat zien dat de verdeling 
asymmetrisch is en een duidelijke staart heeft aan de rechterkant. 
 
 
De coupling factor (CF) van de Haskell programma’s uit de benchmark bedraagt 
gemiddeld genomen 25,88%. Onderstaande histogram illustreert de verdeling bij de 
coupling factor. De verdeling is hier meer symmetrisch dan bij de HF, met een kleine 










De cohesion factor (CHF) van de programma’s uit de benchmark is gemiddeld 84.80%. 




Om te beoordelen of de verschillende metrieken al dan niet gecorreleerd zijn, is 
onderstaande correlatiematrix opgesteld. Te zien is dat er zeer weinig correlatie is 
tussen de metrieken HF, CF en CHF onderling, of met LOC of aantal functies. Wanneer 
dit wel het geval zou zijn, zou het bestaansrecht van de metriek ter discussie gesteld 
kunnen worden. Bij de CF metriek wordt wel een correlatie van -0,42 gevonden met het 
aantal modules. Met andere woorden, naarmate het aantal modules van een programma 
toeneemt, lijkt de coupling factor af te nemen. Gelet op de formule voor CF is dit te 
verklaren. De coupling factor is het aantal koppelingen als percentage van het maximaal 
mogelijke koppelingen. Naarmate het aantal modules toeneemt, neemt het maximaal 
mogelijke koppelingen ook toe, en als die extra modules in geringe mate gebruikt 
worden, zal CF daardoor afnemen. 
 
HF 
     
  
CF -0,06
    
  
CHF 0,21 0,04
   
  
LOC 0,10 -0,27 -0,04
  
  
Modules -0,03 -0,42 0,00 0,41
 
  
Functies 0,00 -0,29 -0,03 0,79 0,63










5.4.1 Module meetniveau 
Op het meetniveau van Haskell modules geeft onderstaande tabel de resultaten weer. 




24.827 LOC Functies 






Min 0 0 0 0 0 
Max 64.810 2.458 100 124 2.450 
Gem 152,58 20,33 22,53 2,84 4,22 
Std 701,73 55,94 33,07 4,04 27,72 
Mediaan 71,00 9,00 0,00 2,00 1,00 
      5% 10 0 0 0 0 
35% 45 5 0 1 1 
65% 109 14 18 3 2 
95% 447 67 94 9 14 
Tabel 7: Resultaten benchmark en thresholds, op moduleniveau 
 
De hiding factor van Haskell modules uit de benchmark bedraagt gemiddeld 22,53%. 
De mediaan is 0% en geeft aan dat de verdeling asymmetrisch is, met een staart aan de 
rechterkant. Het grootste deel van de Haskell modules uit de benchmark heeft dus 0% 
van de functies afgeschermd. Onderstaande histogram visualiseert de distributie. 
 
 
De CBM metriek kent een gemiddelde van 2,84. Er worden per module dus gemiddeld 
bezien circa 3 andere modules geïmporteerd. De hoogste gevonden waarde voor CBM 
is 124. Aangezien de mediaan 2 bedraagt en onder het gemiddelde ligt, is ook hier 











De LCOM metriek heeft een gemiddelde waarde van 4,22. Gemiddeld gezien zijn er per 
Haskell module 4 verschillende, niet samenhangende groepjes van elementen te 
onderkennen. De mediaan is 1 en ook het histogram laat zien dat de staart aan de 
rechterkant zit.  
 
 
Net zoals bij de metrieken op programmaniveau is het van belang om ook bij de 
metrieken op moduleniveau naar de correlatie te kijken. Onderstaande tabel geeft de 
correlaties weer tussen de verschillende metrieken. De correlatie tussen HF, CBM en 
LCOM blijkt zeer gering te zijn. Voor de LCOM metriek geldt dat er wel een zekere 
mate (0,55) van correlatie is met het aantal functies in een module. Een verklaring zou 












    
  
CBM 0,11





LOC 0,08 0,08 0,23
 
  
Functies 0,06 0,14 0,55 0,56
   HF CBM LCOM LOC Functies
 
5.5 Resultaten case studies 
Met de code analyse tool zijn 7 Haskell programma’s geanalyseerd en nader bekeken. 
Onderstaande tabel toont de resultaten van de code analyse. 
De variatie in information hiding is het grootst en loopt van 2% bij Helium tot 79% bij 
Pandoc. Voor koppeling liggen de scores tussen de 8% voor Pandoc en Ideas, en 35% 
voor QuickCheck. Wat de cohesie betreft liggen de scores zeer dicht bij elkaar, tussen 
90% voor UUlib en 98% voor Pandoc.  
 













ampersand-3.0.2 17.142 74 2.454 3 23 11 94 
helium-1.8 100.375 86 11.834 1 2 11 93 
ideas-1.2 14.252 110 2.786 0 24 8 94 
pandoc-1.13.1 25.808 80 2.343 8 79 8 98 
parsec-3.1.7 2.894 31 251 0 8 15 93 
QuickCheck-2.7.6 2.990 15 526 1 10 35 95 
uulib-0.9.16 3.350 29 773 0 22 12 90 


















Wanneer de resultaten van de case studies worden vergeleken met de in paragraaf 5.4.1 
bepaalde benchmark en thresholds dan geeft dit onderstaande scores. Hierbij is 1 ster de 
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In de volgende paragrafen zullen de resultaten per case studie worden besproken. 
5.5.1 QuickCheck 
QuickCheck bevat 16 modules en heeft een in totaal omvang van 3.592 regels code, 
inclusief commentaar en witregels. 15 modules konden worden geparsed met de analyse 
tool. Bij 1 module lukte dit niet, vanwege CPP instructies. 
 
Information Hiding Koppeling Cohesie 
10% 35% 95% 
   
 
Information hiding 
De hiding factor voor QuickCheck is met 10% laag te noemen en geeft een score van 2 
sterren. Voor de gehele benchmark populatie bedraagt dit gemiddeld 23%. Uit de 
analyse blijkt dat bij slechts 5 van de 15 modules 1 of meer functies worden verborgen. 
De functies uit andere 10 modules zijn volledig zichtbaar. 
 
Koppeling 
Coupling factor voor QuickCheck is 35%, wat relatief hoog is een score van 2 sterren 
oplevert. Het gemiddelde van de benchmark bedraagt afgerond 26%. De modules 
QuickCheck.hs, Property.hs en Test.hs hebben de hoogte scores voor koppeling. Bij 
nadere bestudering van module QuickCheck.hs blijkt dat deze module zelf geen functies 
bevat, maar een soort van facade is en andere, geïmporteerde modules beschikbaar stelt.  
 
Cohesie 
De score voor cohesiefactor is 95%, wat goed is voor 4 sterren. De benchmark kent een 
gemiddelde van circa 85%. Wat cohesie betreft zijn de modules Text.hs, All.hs en 
Arbitrary.hs kandidaten voor opsplitsing in meerdere modules. De modules bevatten de 
meeste groepjes van niet-gerelateerde functies en voeren wellicht verschillende taken 
uit, die wellicht in aparte modules kunnen worden ondergebracht.  
 
Analyse revisiegeschiedenis 
Uit de analyse van de revisiegeschiedenis blijkt dat Property.hs, Test.hs en 
QuickCheck.hs het meest zijn gewijzigd in combinatie met 1 of meerdere andere 
modules. Deze 3 modules zijn ook de modules met de hoogste score voor koppeling. 
Uit de analyse zijn verder geen relaties gevonden met information hiding of cohesie. 
5.5.2 Ampersand 
 
Information Hiding Koppeling Cohesie 
23% 11% 94% 
   
 
Ampersand scoort 3 sterren voor information hiding. 23% van de elementen is 
verborgen. De koppelingsfactor is 11%, wat beter dan gemiddeld is en goed voor 4 








Uit de analyse op moduleniveau blijkt dat 32 modules van de 74 modules geen enkele 
functie verborgen hebben. De Modules DatabaseDesign.Ampersand en 
DatabaseDesign.Ampersand.Fspec hebben hoge waardes voor de CBM metriek. Uit 
analyse van de broncode blijkt dat deze modules als van facade optreden en modules uit 
dieper gelegen directories beschikbaar stellen. Dit wordt over het algemeen beschouwd 
als een goed systeemontwerp. Echter zijn de onderliggende Haskell modules en functies 
ook afzonderlijk aan te roepen buiten de facade module om. 
5.5.3 Helium 
 
Information Hiding Koppeling Cohesie 
2% 11% 94% 
   
 
Helium scoort net als QuickCheck slecht op information hiding. Slechts 2% van de 
functies is verbogen. De koppelingsfactor is 11% en geeft 4 sterren. De cohesiefactor is 
92%, wat goed is voor eveneens 4 sterren. 
 
Uit analyse op moduleniveau blijkt dat 63 van de 86 modules geen enkele functie 
verbergen. Van de modules met een hoge CBM waarde blijkt een groot deel uit 
gegenereerde code te bestaan. Ook voor een aantal modules met een slechte score voor 
cohesie (LCOM) is dit het geval. De code analyse tool houdt hier geen rekening mee. 
5.5.4 Ideas 
 
Information Hiding Koppeling Cohesie 
24% 8% 94% 
   
 
Ideas heeft 24% van haar functies verborgen, wat in lijn is met het gemiddelde van de 
benchmark. Het geeft een score van 3 sterren voor information hiding. De 
koppelingsfactor is met 8% de laagste van alle case studies en levert 4 sterren op, nog 
net geen 5 sterren. De cohesiefactor bedraagt 94% is geeft eveneens 4 sterren. 
 
Uit analyse op moduleniveau blijkt dat 32 van de 110 modules geen van hun functies 
verbergen. Bij modules moet een vrij hoge koppeling zitten enkele modules met 
testfunctionaliteit, te weten Ideas.Common.ExerciseTests, Ideas.Text.OpenMath.Tests 
en Ideas.Common.Strategy.Tests. Hoewel deze modules ook onderhouden moeten 
worden, komt het vaker voor dat dergelijke modules veel koppelingen hebben. Ook 
komt er een facade module voor met een hoge CBM score: Ideas.Common.Library. 
 
Wat cohesie betreft vallen de modules Ideas.Text.XML.Document en Ideas.Text.HTML 
in eerste instantie op in negatieve zin. Module Document bevat veel definities van data 
types. Module HTML bevat verschillende functies die elkaar onderling niet aanroepen, 
maar wel logisch lijken samen te hangen. Ook module Ideas.Common.Utils heeft een 








Het is gangbaar dat utility modules tal van functies bevatten, die onderling niet direct 
een relatie hebben. 
5.5.5 Pandoc 
 
Information Hiding Koppeling Cohesie 
79% 8% 98% 
    
 
Pandoc scoort op alle aspecten zeer goed. Information hiding van 79% is goed voor 5 
sterren Dit is verreweg de beste score van alle case studies. De koppelingsfactor is met 
8% goed voor 4 sterren, bijna 5 sterren. De cohesiefactor is met 98% ook 4 sterren, 
maar zit tegen 5 sterren aan. De grenswaarde ligt namelijk precies op 98. 
 
De ontwikkelaars van Pandoc hebben duidelijk veel aandacht besteed aan information 
hiding. Bij maar 5 modules is de hiding factor 0% en bij geen van deze modules is de 
information hiding te verbeteren. Wat koppeling betreft springt alleen module 
Tekst.Pandoc er echt uit met een CBM van 38. Uit analyse blijkt dat het de main 
module is van het programma is. De cohesie is alleen bij Text.Pandoc.Options erg laag 
en heeft een LCOM waarde van 24. Uit nadere bestudering van de code van de module 




Information Hiding Koppeling Cohesie 
13% 13% 95% 
   
 
Parsec kent een information hiding van 13%, wat minder dan gemiddeld is en goed voor 
2 sterren. De koppelingsfactor is met 13% relatief goed en levert een score van 4 
sterren. De cohesiefactor tot slot bedraagt 95%, goed voor 4 sterren. 
 
Van de 31 modules zijn er 23 die geen enkele van hun functies hebben verborgen. In 13 
van die gevallen lijkt dat ook niet anders te kunnen. De koppeling is goed te noemen 
met geen waardes voor CBM hoger dan 6. Wat cohesie betreft valt alleen module 
Text.Parsec.Combinator op, met een LCOM waarde van 14. Na bestudering van de 
code kan dit verklaard worden doordat de module types met data constructors bevat. 
5.5.7 UUlib 
 
Information Hiding Koppeling Cohesie 
32% 16% 90% 









UUlib heeft 32% van haar elementen verborgen, wat iets boven het gemiddelde ligt en 
resulteert in 3 sterren. De koppelingsfactor is 16%, goed voor 4 sterren. De 
cohesiefactor tot slot is 90%, wat 3 sterren oplevert. Daarmee heeft UUlib de laagste 
score voor cohesie van de case studies. 
 
Bij UUlib zijn er 21 modules van de 29 die geen enkele functies verborgen hebben. 
Desondanks is de totale hiding factor toch nog 32%. De meeste functies blijken zich te 
bevinden in modules waar wel information hiding is toegepast. Koppeling tussen de 
modules is goed te noemen en de hoogste waarde voor CBM is 7. Wat cohesie betreft 
zijn er modules die aandacht behoeven. Module UU.Scanner.TokenParser, 
UU.Scanner.Token en UU.Parsing.MachineInterface hebben allen een LCOM waarde 
van 14. Uit bestudering van de broncode van module Token blijkt dat de hoge score 
komt door een data type met veel data constructors. Ook in module MachineInterface 
komen veel types voor met data constructors. 
5.6 Resultaten enquêtes 
Om te kunnen beoordelen of de resultaten van dit onderzoek ook aansluiten bij de 
praktijk is een vragenlijst opgesteld en gestuurd naar de ontwikkelaars die de Haskell 
programma’s van de case studies momenteel (juni 2015) onderhouden. Per Haskell 
programma is 1 ontwikkelaar gekozen. De gebruikte vragenlijst is opgenomen in de 
bijlagen. Van de 7 enquêtes zijn er 3 beantwoord retour ontvangen, waarvan 1 
gedeeltelijk. De 3 respondenten waren allen bekend met de begrippen modularisatie en 
information hiding. Eén respondent gaf aan niet bekend te zijn met de begrippen 
coupling en cohesion. 
 
Voor Helium en UUlib konden de scores van de tool worden vergeleken met die van 
ontwikkelaars. Voor Helium viel op dat de information hiding door de code analyse tool 
met 2 sterren werd gewaardeerd, terwijl en de ontwikkelaar 4 sterren gaf. Voor 
koppeling was het oordeel gelijk. Bij cohesie scheelde het 1 ster. 
 
Helium 
Oordeel door Information Hiding Koppeling Cohesie 
Code Analyse Tool    
Ontwikkelaar    
 
UUlib kreeg zowel van de analyse tool als van de ontwikkelaar 3 sterren voor 
information hiding. De ontwikkelaar gaf daarbij aan dat hij het eens was met de analyse 
en hij niet veel aandacht had besteed aan het afschermen van functies. Hij gaf ook aan 
dat gebruikers van het package soms op detailniveau willen inprikken. 
Voor het aspect koppeling was er 1 ster verschil in de beoordeling. Voor cohesion 
kwam de code analyse tool op 3 sterren en terwijl de ontwikkelaar 5 sterren gaf. Een 
mogelijke verklaring hiervoor werd niet gegeven. 
 
UULib 
Oordeel door Information Hiding Koppeling Cohesie 








Ontwikkelaar    
 
5.7 Metrieken over de tijd 
Naast een momentopname is het interessant om ook kort te beschouwen hoe de waarden 
voor de metrieken zich ontwikkelen over de tijd. Voor 7 case studies uit paragraaf 5.5 is 
een versie verder uit het verleden genomen (t1), de versie die voor dit onderzoek 
gebruik is (t2) en een meer recente versie (t3). Opgemerkt moet worden dat de 
programma’s niet allemaal dezelfde mate van onderhoud kennen. Zo zijn er slechts 2 
versies van Helium beschikbaar op Hackage en 4 voor Ampersand. De andere 
programma’s hebben daarentegen een rijkere historie, wat ook zorgt voor meer 
verandering van de waardes van metrieken over de tijd. 
 
Te zien valt dat de coupling in 5 van de 7 gevallen gelijk blijft of af is genomen. In 
slechts 2 gevallen, bij QuickCheck en UUlib, is deze toegenomen. Cohesie is alleen bij 
UUlib is afgenomen. Bij de andere programma’s is deze over de tijd gelijk gebleven of 
verbeterd. Information hiding is in 4 van de 7 gevallen verslechterd en in 3 gevallen 
gelijk gebleven of verbeterd. 
 
 










Figuur 11: Cohesion Factor (CHF) over de tijd 
 
 
Figuur 12: Hiding Factor (HF) over de tijd 
 
5.8 Validiteit en betrouwbaarheid 
Net als elk onderzoek is ook dit afstudeeronderzoek onderhevig aan bedreigingen met 
betrekking tot de validiteit. In deze paragraaf worden de constructvaliditeit, interne en 
externe validiteit en tot slot de betrouwbaarheid besproken. 
 
Constructvaliditeit  
Hebben we gemeten wat we wilden meten? Zijn de gebruikte metrieken daadwerkelijk 
indicatoren voor onderhoudbaarheid? In de eerste plaats hebben de gebruikte metrieken 
allemaal een sterke wetenschappelijke basis. Tevens is naast de source code ook de 








bepaalde modules inderdaad vaker mee wijzigen dan andere en dus lastiger te 
onderhouden zijn. De metingen zijn per case studie over één bepaalde periode 
uitgevoerd. Binnen de tijd voor dit onderzoek was het niet mogelijk om de metingen 
ook over meerdere, verschillende periodes uit te voeren. Dit zou de validiteit vergroten. 
Tot slot is ook een enquête gehouden onder de ontwikkelaars van enkele Haskell 
programma’s, als extra middel om de validiteit te vergroten. Dit betreft kwalitatieve 
validatie. Door de beperkte response op de enquête is de invloed op de validiteit echter 




Is er een andere verklaring voor de gevonden resultaten? Volgen de conclusies uit de 
metingen? Dit vereist dat alternatieve verklaringen voor de resultaten van het onderzoek 
zijn geëlimineerd. Door verschillende bronnen en onderzoekstechnieken te gebruiken, is 
getracht tot een zo groot mogelijke interne validiteit te komen. Het risico bestaat dat de 
code analyse tool waarmee de data wordt verzameld en de metrieken worden berekend 
niet correct is geïmplementeerd. Om dit risico te verkleinen is de code van de tool 
gereviewed en zijn analyseresultaten van programma’s periodiek besproken. Ook zijn 
enkele analyseresultaten handmatig berekend en gecontroleerd. Ten aanzien van analyse 
de revisie-informatie geldt dat de metrieken op de laatste versie zijn genomen en de 
wijzigingen van eerdere versies, en niet van latere versies. Het analyseren van ook latere 
versies zou de validiteit van het onderzoeken kunnen vergroten.  
 
Externe validiteit 
In welke mate zijn de onderzoeksresultaten generaliseerbaar? Binnen de gegeven tijd 
voor dit onderzoek waren 7 case studies mogelijk. Generalisatie is hierdoor beperkt 
mogelijk. Ook bestaat het risico dat de geselecteerde case studies geen goede 
afspiegeling zijn van de gehele populatie (sampling bias), wat van invloed kan zijn op 
de uitkomsten en conclusies. Om de externe validiteit verder te vergroten, zullen meer 
case studies moeten worden uitgevoerd en is evaluatie op grotere schaal noodzakelijk.  
 
Betrouwbaarheid (herhaalbaarheid) 
In hoeverre zou een andere onderzoeker bij het uitvoeren van hetzelfde onderzoek tot 
dezelfde onderzoeksresultaten komen? Voor het onderzoek is gebruik gemaakt van 
programma’s (packages) waarvan de broncode vrij beschikbaar is op het internet. Zo 
kunnen andere onderzoekers de case studies herhalen en de resultaten beoordelen.  
Voor het onderzoek is een code analyse tool ontwikkeld, waarmee de data automatisch 
kan worden verzameld en geanalyseerd. Dit draagt bij aan de betrouwbaarheid. Tot slot 
is er een goede documentatie bijgehouden van de onderzochte packages, de versies 
ervan, de zelf geschreven programmacode, ontwerpbeslissingen en de inrichting van de 
ontwikkel- en testomgeving. 
5.9 Conclusie 
Het doel van dit onderzoek was om te bestuderen of Haskell modules met een hoge 
koppeling, weinig cohesie en beperkte information hiding gevoeliger zijn voor 
veranderingen. Dit is onderzocht door metrieken voor modules te berekenen en deze te 








een bepaalde metriek oververtegenwoordigd zijn in de lijst van modules die gevoelig 
zijn voor wijzigingen, is er een aanwijzing dat er een verband is. 
 
De CBM metriek weet de Haskell modules die het meest mee veranderen het beste aan 
te wijzen. Gemiddeld 45% van de modules wordt correct aangewezen door deze 
metriek. De HF en LCOM metriek behalen een score van respectievelijk 32 en 31%. 
Dat is minder dan de CBM, maar nog altijd meer dan de kans dat een module toevallig 
goed wordt gekozen (20%). Op basis van de resultaten van de case studies kan dus 
geconcludeerd worden dat er een relatie is tussen een hoge koppeling, lage cohesie, 
weinig information hiding en het vaak mee veranderen van modules. 
 
Aan de resultaten van de enquêtes kunnen door de beperkte response weinig conclusies 
worden verbonden. Wel valt op dat de ontwikkelaars in bijna alle gevallen hogere 
scores gaven dan de code analyse tool. Gemiddeld bezien gaven ze 1 ster meer per te 
beoordelen aspect. Een verklaring zou kunnen zijn dat het moeilijk is om eigen code 
objectief te beoordelen. 
 
Vergelijking cijfers benchmark met andere programmeertalen 
Voor de hiding factor (HF) op programmaniveau geldt dat deze varieert van 0 tot 94%, 
met een gemiddelde van 24%. De coupling factor (CF) ligt tussen de 0 en 73% en 
bedraagt gemiddeld 26%. De Haskell benchmark bevat 902 programma’s. 
Onderstaande tabel toont de resultaten van enkele gerelateerde onderzoeken voor andere 
programmeertalen zoals C++. Opgemerkt moet worden dat deze onderzoeken slechts 
enkele programma’s hebben geanalyseerd. 
 
Hoewel de gemiddelde hiding factor met 24% voor de Haskell benchmark in eerste 
instantie laag lijkt, laten 3 onderzoeken voor objectgeoriënteerde talen lagere 
gemiddeldes zien. Alleen het onderzoek van Kaur et al. vond een hogere gemiddelde 
waarde voor de hiding factor. Gekeken naar de coupling factor (26%) valt op dat de 
scores bij 3 van de 4 onderzoeken voor objectgeoriënteerde talen juist aanzienlijk beter 
zijn dan. Alleen het onderzoek van Kaur et al. vond een vergelijkbaar resultaat. 
 
 Case studies Hiding factor % Coupling factor % 
Onderzoek Taal Aantal  Min Max Gem Min Max Gem 
Abreu (1995) C++ 8 10 37 19 3 24 9 
Melo & Abreu (1996) C++ 8 0 36 15 2 22 8 
Harrison et al. (1998) onbekend 9 8 25 15 3 6 4 
Kaur et al. (2010) onbekend 6 0 89 57 2 78 24 
 
Voor de coupling between modules (CBM) op moduleniveau, die gebaseerd is op de 
CBO metriek, liggen de waardes tussen de 0 en 124, met een gemiddelde van 2,8. De 
Haskell benchmark voor dit onderzoek bevat 902 programma’s met in totaal 24.827 
modules. Gerelateerde onderzoeken voor de talen C++ en Java laten deels vergelijkbare 
resultaten zien. Ook hier moet worden opgemerkt dat deze onderzoeken slechts enkele 










 Case studies CBO 
Onderzoek Taal Aantal  Min Max Gem 
Chidamber & Kemerer (1994) C++ 2 0 234 n/a 
Basili et al. (1995) C++ 8 0 30 6,8 
Mei-Huei Tang et al. (1999) C++ 3 0 28 2,0 
Subramanyam et al. (2003) Java 
C++ 
2 0 29 2,9 
 
Correlatie met andere metrieken 
Op basis van de correlatiematrices blijkt dat de metrieken HF, CF, CHF, LCOM en 
CBM onderling geen sterke correlatie hebben en ook niet met andere, al bestaande 
metrieken zoals LOC. Dit maakt dat de metrieken bruikbaar zijn en niet slechts een 
alternatief voor bestaande metrieken. 
 
Verbeterpunten voor code analyse 
De code analyse tool houdt nog geen rekening met uitzonderingen zoals gegenereerde 
code, facade modules, utility modules, test modules, of modules met hoofdzakelijk 
datatypes en constructors. Dergelijke modules scoren doorgaans slecht op bijvoorbeeld 
cohesie en koppeling. Door dergelijke modules te identificeren bij de codeanalyse, 




















In dit hoofdstuk zullen de onderzoeksvragen uit hoofdstuk 1 worden beantwoord. Tevens zal 
worden ingegaan op de contributies van dit onderzoek en de aansluiting bij andere, 
gerelateerde onderzoeken. Tot slot zullen suggesties voor verder onderzoek worden 
besproken. 
6.2 Antwoorden op de onderzoeksvragen 
 
1. Wat zijn koppeling, samenhang en information hiding en wat is de relatie met 
onderhoudbaarheid van software? 
 
Koppeling betreft de mate van afhankelijkheid van andere modules. Koppeling heeft een 
negatieve invloed op de onderhoudbaarheid van software.  
Samenhang of cohesie betreft de mate waarin code in een module één welbepaalde taak 
uitvoert. Naarmate een module verschillende taken uitvoert, neemt de cohesie af en daarmee 
de onhoudbaarheid. 
Information hiding tot slot betreft het verbergen van de interne werking van een module. 
Naarmate andere modules minder van de interne functies kunnen aanroepen en gebruiken, 
zullen er minder afhankelijkheden kunnen ontstaan waarmee rekening moet worden gehouden 
bij aanpassingen. Dit komt de onderhoudbaarheid ten goede. 
 
2. Wat zijn softwaremetrieken en welke metrieken kunnen worden gebruikt om de mate 
van koppeling, samenhang en information hiding te beoordelen? 
 
Metrieken zijn berekeningsmethoden om source code eigenschappen te kwantificeren. Voor 
het berekenen van koppeling in Haskell programma’s kunnen de Coupling Between Modules 
(CBM) en Coupling Factor (CF) metriek worden gebruikt. Voor cohesie zijn de Lack of 
Cohesion of Module elements (LCOM) en Cohesion Factor (CHF) metriek geschikt. Voor 
information hiding kan de Hiding Factor (HF) metriek worden gebruikt. 
 










Koppeling kan gemeten worden door het tellen van het aantal module imports in een Haskell 
module. Samenhang of cohesie door het berekenen van het aantal groepjes van verbonden 
elementen in een Haskell module. Information hiding kan worden gemeten door het 
berekenen van het percentage functies dat verborgen is. Een functie is verborgen als deze niet 
impliciet of expliciet geëxporteerd wordt. De precieze formules zijn in paragraaf 4.2 
beschreven.  
 
Uit analyse van de resultaten blijkt dat Haskell modules met veel types en constructores een 
slechte score voor de LCOM metrieken laten zien. Het is daarom aan te bevelen om data 
constructors niet mee te tellen bij het bepalen van cohesie. Voor de CBM metriek is het aan te 
bevelen om facade modules zonder eigen functionaliteit uit te sluiten. 
 
4. Zijn Haskell modules met een hoge koppeling, weinig samenhang en beperkte 
information hiding gevoeliger voor veranderingen? 
 
Uit dit onderzoek blijkt aan de hand van 7 case studies dat Haskell modules met een hoge 
koppeling, lage cohesie en weinig information hiding vaker mee veranderen. Modules met de 
hoogste scores voor koppeling zijn oververtegenwoordigd in de lijst van modules die meest 
mee veranderen. De score is 45% ten opzichte van een gemiddelde van 20%. Ook voor 
modules met lage scores voor cohesie en information hiding is dit het geval. De scores zijn 
respectievelijk 31% en 32%, ten opzichte van een gemiddelde van 20%. 
 
6.3 Contributies 
Dit onderzoek heeft geresulteerd in een selectie van metrieken voor Haskell programma’s en 
de ontwikkeling van een code analyse tool voor het berekenen van deze metrieken. De 
volgende contributies aan het onderzoeksgebied van functioneel programmeren en 
softwaremetrieken zijn gemaakt: 
 
 Vertaling van concepten rond metrieken uit het objectgeoriënteerde paradigma naar de 
functionele taal Haskell en definitie van enkele metrieken. Het onderzoek van Ryder 
(2004) richt zich op metrieken op het niveau van functie en lager, zoals call graphs, 
patterns, operators en operands. Information hiding en cohesie zijn door Ryder geheel 
niet bekeken. Koppeling is wel door Ryder onderzocht, maar op het niveau van 
functies onderling in plaats van tussen modules. 
 Om de mate van cohesie op programmaniveau uit te drukken is een nieuwe metriek 
gedefinieerd: de Cohesion Factor (CHF). Deze maakt gebruik van de LCOM4 metriek 
(Hitz & Montazeri 1995) en de manier van aggregeren zoals in bij de CF metriek uit 
de MOOD metrics suite (Abreu 1995). 
 Het toepassen van de systematiek van het SIG model om Haskell programma’s 
onderling te vergelijken. Dit heeft geleid tot thresholds die gebruikt kunnen worden bij 
het beoordelen van Haskell code. Omdat de Hackage repository zeer veel kleine 
programma’s bevat van slechts een paar modules, en deze de resultaten sterk 
beïnvloeden, zijn selectiecriteria opgesteld om tot een goede benchmark te komen. 
 Het uitrekenen van diverse metrieken voor de complete Hackage repository. Dit geeft 








Haskell programma’s. Een observatie is dat de information hiding gemiddeld 24% 
bedraagt, wat aan de lage kant lijkt. Echter laten andere onderzoeken voor 
objectgeoriënteerde talen, zoals Java en C++, lagere percentages zien (Abreu 2005; 
Melo & Abreu 1996; Harrison et al. 1998). 
 Doordat zeer veel programma’s zijn doorgerekend, kon voor de metrieken ook de 
onderlinge correlatie worden beoordeeld. Hierdoor kan worden voorkomen dat nieuwe 
metrieken worden geïntroduceerd of toegepast die geen toegevoegde waarde hebben. 
 
In dit onderzoek zijn verschillende technieken en methodes gebruikt die ook door anderen 
zijn toegepast, hoewel soms op een andere manier. 
 
Livshits en Zimmermann (2005) ontwikkelden een tool voor het vinden van 
veelvoorkomende foutpatronen in software. Deze tool analyseert softwareprogramma’s door 
te kijken naar de versiegeschiedenis. Dit onderzoek maakt ook gebruik van de 
versiegeschiedenis van programma’s, maar gebruikt deze om metrieken te valideren 
 
Sherriff et al. (2005) definieerden een model om bugs in software te voorspellen met behulp 
van softwaremetrieken. Op basis van een bestaande metrics suite voor Java, STREW-J, 
ontwikkelden ze een set metrieken voor Haskell. Nieuwe metrieken werden toegevoegd op 
basis van literatuuronderzoek en interviews met experts. Ook dit onderzoek maakt gebruik 
van literatuuronderzoek om metrieken te definiëren op basis van bestaande metrieken uit 
objectgeoriënteerde en imperatieve talen. Ook zijn experts benaderd bij het valideren van 
metrieken. Dit onderzoek richt zich echter op de structuur en samenhang van software in 
plaats van het voorspellen van bugs. 
 
Hage en Van Keeken (2009) ontwikkelden een tool, NEON genaamd, voor het berekenen van 
karakteristieken van Haskell programma's van eerstejaars studenten. Als onderzoekdata 
gebruikten zij een verzameling van Haskell programma's die in het kader van de cursus 
'functioneel programmeren' aan de Universiteit Utrecht waren gemaakt. In plaats van de data 
van de Universiteit Utrecht is voor dit onderzoek de Hackage repository gebruikt. Een 
voordeel is dat deze vrij beschikbaar is, wat de herhaalbaarheid van het onderzoek vergroot. 
 
Király et al. (2010) presenteren een manier om de complexiteit van functionele programma's 
te meten. Ze beschrijven een aanpak om een aantal metrieken uit de objectgeoriënteerde en 
imperatieve paradigma's toe te passen op functionele programmeertalen. Voor hun onderzoek 
hebben ze de taal Erlang gebruikt. Dit onderzoek gebruikt een soortgelijke aanpak maar past 
deze toe op een andere functionele taal: Haskell. 
 
Brown en Thompson (2010) presenteren in hun paper een nieuwe techniek voor het opsporen 
en verwijderen van gedupliceerde code in Haskell programma's. Ze kiezen voor een aanpak 
die de Abstract Syntax Tree (AST) gebruikt. Voor dit onderzoek wordt ook de AST gebruikt, 
maar toepast om de mate van koppeling, cohesie en information hiding te berekenen. 
 
Bezirgiannis et al. (2013) deden onderzoek naar het gebruik van generiek programmeren in 
Haskell programma's. Ze analyseerden daarbij ook de Hackage repository. In dit 









6.4 Verder onderzoek 
Dit onderzoek heeft zich gericht op het kwaliteitsattribuut modulariteit uit het ISO 25010 
model, wat een subattribuut van onderhoudbaarheid is. De code eigenschappen koppeling, 
cohesie en information hiding zijn gebruikt om scores toe te kennen.  
Het ISO model kent echter nog meer subattributen van onderhoudbaarheid, zoals testbaarheid 
en herbruikbaarheid. Verder onderzoek zou daarnaar kunnen kijken, om zo tot een complete 
set van metrieken te komen om de onderhoudbaarheid van Haskell programma’s te meten. 
 
Een andere mogelijk tot verder onderzoek zou visualisatie van de analyseresultaten kunnen 
zijn. Dit kan ontwikkelaars helpen om snel inzicht te krijgen in hun programma’s en de 
modules of plaatsen die aandacht behoeven. Wanneer men vanuit de visualisaties ook door 
kan klikken naar de precieze locaties in de source code bestanden en een integratie met een 
Haskell ontwikkeltool kan realiseren, kan dit de productiviteit van Haskell ontwikkelaars 
verder vergroten. 
 
Tot slot kan het interessant zijn om de gehele Hackage repository te monitoren over de tijd en 
te kijken of er trends waarneembaar zijn. Neemt koppeling toe? Of worden cohesie en 
information hiding bijvoorbeeld minder over de tijd? Voor de 7 case studies in dit onderzoek 
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