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RADNER EQUILIBRIUM AND SYSTEMS OF QUADRATIC BSDES
WITH DISCONTINUOUS GENERATORS
LUIS ESCAURIAZA, DANIEL C. SCHWARZ, AND HAO XING
Abstract. Motivated by an equilibrium problem, we establish the existence of a solution for
a family of Markovian backward stochastic differential equations with quadratic nonlinearity
and discontinuity in Z. Using unique continuation and backward uniqueness, we show that
the set of discontinuity has measure zero. In a continuous-time stochastic model of an
endowment economy, we prove the existence of an incomplete Radner equilibrium with
nondegenerate endogenous volatility.
1. Introduction
The equilibrium problem. Equilibrium is a fundamental concept in economics. It de-
termines asset prices in financial markets so that supply and demand are matched when
agents trade optimally. A milestone in the development of the theory was Radner’s [Rad82]
extension of the classical framework of Arrow-Debreu which allowed market incompleteness
feature in an equilibrium model. The present paper focuses on an important source of market
incompleteness: the number of sources of randomness in the economic environment is larger
than the number of risky assets, so that agents cannot fully hedge the risk they face by trad-
ing in the financial market. In a continuous-time stochastic model of an endowment economy,
we prove the existence of an incomplete Radner equilibrium whose asset price volatility is
determined endogenously.
We consider a model of a financial market consisting of one riskless asset (bond) in zero net
supply and one risky asset (stock) in unit supply. The stock pays a random dividend at the
time horizon, normalized to be 1.1 A finite population of CARA agents trade both assets in
order to maximize their expected utility of terminal consumption. Agents consume the profit
or loss that results from their dynamic trading and the random endowments they receive at
the time horizon. One example of a random endowment is an agent’s labor income, which
cannot be fully insured against moral hazard considerations by dynamic trading. Therefore
we allow more than one source of randomness to define the random endowments of the
agents and the stock dividend. When CARA agents consume intertemporally, equilibrium
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1This normalization simplifies the notation. All of our results hold for any finite horizon T ≥ 0.
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problems of a similar type were considered in [CLM12], [CL14], and [LSS16], where the
existence of equilibrium is established under a linear structure for the stock dividend and
the random endowment. Whether equilibrium exists under general conditions still remains
an open problem. To the best of our knowledge, the present paper obtains the first general
existence result of an incomplete equilibrium in a continuous-time stochastic model of an
endowment economy.
Backward stochastic differential equations. Since the seminal paper [PP90], backward
stochastic differential equations (BSDEs) have been a subject of extensive study. Given
a time horizon (normalized to be 1) and a filtered probability space (Ω,F , (Ft)t∈[0,1],P)
satisfying the usual conditions, a BSDE is an equation of the form
Y t = G+
∫ 1
t
f(s,Y s,Zs) ds−
∫ 1
t
Zs dWs, t ∈ [0, 1], (1)
where W is a d-dimensional {Ft}t∈[0,1]-Brownian motion, G ∈ F1 is an N -dimensional ran-
dom vector, and f : Ω × [0, 1] × RN × RN×d → RN is called the generator of the BSDE.
A solution to (1) is a pair (Y ,Z) of an N -dimensional semimartingale Y and an N × d-
dimensional adapted process Z so that (1) is satisfied a.s. for all t.
We characterize the equilibrium problem as a system of BSDEs where N the dimension of
the system corresponds to the sum of the number of agents in the economy and the risky asset.
The generator f depends on Z nonlinearly and exhibiting quadratic growth. The wellposed-
ness of systems of BSDEs (N > 1) whose generators are allowed to grow quadratically is an
important and long-standing open problem posed by Peng in [Pen99]. The wellposedness of
such systems with a “smallness” assumption on the L∞-norm of G is established in [Tev08].
Without further structural assumptions on f , solutions may not exist as is illustrated by
the example in [FdR11]. Several structural assumptions on f have been identified: [Tan03]
studies linear-quadratic systems, [CN15] proposes a special structure which, in a Markovian
setting and using a change of probability measure, allows the problem to be transformed
into one which can be solved, [HT16] proposes a diagonally-quadratic structure under which
existence and uniqueness are obtained without the Markovian assumption. Superquadratic
cases in the Markovian setting are studied in [KLT19]. Also in the Markovian setting, ex-
istence and uniqueness are established under a general Lyapunov condition and an a priori
local boundedness assumption in [XZˇ18]. From an application point of view, the global exis-
tence and uniqueness of Radner equilibria is studied in [KXZˇ15] and obtained in a Markovian
setting. Systems of BSDEs with quadratic growth in Z are also applied to other types of
equilibrium problems, see [KP16] for a price impact model and [WZˇ20] for an equilibrium
problem in an annuity market. Related PDE approach is taken in [Zˇit12, Zha12, CL15].
The system of BSDEs considered in the present paper departs from the aforementioned
literature because its generator f is discontinuous in Z. A standard technique to construct a
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solution to (1) is to consider a family of approximating BSDEs whose generators fn are well-
behaved and converge to f as n → ∞. Let (Y n,Zn) be the solution of the approximating
BSDE with generator fn. Suppose that (Y n,Zn)n (or a subsequence thereof) converges to
(Y ,Z). In order to verify that (Y ,Z) is indeed a solution to (1), one needs to prove that,
for each t ∈ [0, 1],∫ 1
t
fn(s,Y n,s,Zn,s) ds→
∫ 1
t
f (s,Y s,Zs) ds, P− a.s., as n→∞. (2)
To this end, the continuity of f is a standard assumption; for N = 1 cases, see [LSM97] for
continuous generators with linear growth, [Kob00] and [BH06] for generators with quadratic
growth; for N > 1 cases, see [XZˇ18] and [HR19] for generators with quadratic growth.
In the case of the equilibrium problem considered in this paper, f (z) is discontinuous at
the point |z0| = 0, where z0 is the first row of the N × d dimensional matrix z. Studying
the discontinuity of the stochastic process f(Z) is therefore closely related to determining
the zeros of the process Z, i.e., the nodal set of Z. When N > 1 and d = 1, [HM14] studies
a system of BSDEs with discontinuous generators which emerges from non-zero-sum Nash
games of bang-bang type. The generators of the BSDEs are modified at the nodal set of Z
to establish the existence of an equilibrium. A similar approach is used in the case when
d > 1 in [HM18]. When N = d = 1, [MPR16] uses the representation of Z in terms of
Malliavin derivatives to study the existence of densities of BSDE solutions in a Markovian
setting. The nondegeneracy of Z ensures that the marginal law of Y is absolutely continuous
with respect to the Lebesgue measure on R. Using a PDE representation of Z, [CLQX20]
examines the nodal set and the monotonicity of Z. When d > 1 and N ≥ 1, Z is vector- or
even matrix-valued. Using representations of Z to investigate whether some components of
Z equals zero becomes less effective. No general results beyond the linear case are available
to the best of our knowledge.
In the equilibrium context, the discontinuity of f (Z) arises when the stock volatility
degenerates. Nondegenerate volatility has been studied in the literature in the context of dy-
namically complete Radner equilibria and the problem of market completion with derivatives,
cf. [AR08], [HMT12], [HR13], [Kra15], and [Sch17]. Thanks to the market completeness,
the systems of equations are linear. Our incomplete market gives rise to highly nonlinear
systems, making the analysis of the stock volatility more challenging.
Unique continuation property and backward uniqueness. Consider a scalar function
u : [0, 1]× R → R satisfying a parabolic differential equation
Pu =W (∇u)⊤ + V u, over [0, 1)× Rd, (3)
where P := ∂t +
1
2
∇ · (A(x, t)∇) is a (backward) parabolic operator with leading coefficients
A : [0, 1] × Rd → Rd×d and functions W : [0, 1] × Rd → Rd and V : [0, 1] × Rd → R,
called respectively the first order drift term and the zero order potential. Recalling that
when 1
2
A is the identity matrix, W ≡ 0 and V ≡ 0, the locally bounded solutions u to
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the backward heat equation (3) verify that u(t, ·) is an analytic function with respect to
the space-variables, for all times 0 ≤ t < 1, the historial study of the unique continuation
property consists essentially on trying to find minimal conditions on A, W and V such that
the solutions u to (3) preserve certain know properties of space analytic functions even when
A, W and V are not analytic. For example,
Does u satisfying (3) and u(τ, ·) = 0 over {τ} × Bρ, for some ρ > 0 and 0 ≤ τ < 1, imply
that u(τ, ·) ≡ 0 over Rd? If one knows that u(τ, ·) has a zero of infinite order at x = 0, for
some 0 ≤ τ < 1, does it follow that u(τ, ·) ≡ 0?
On the other hand, the Backward uniqueness investigates the following type of backward in
time uniqueness property:
Does u satisfying (3) and u(τ, ·) ≡ 0 over Rd, for some 0 ≤ τ < 1, imply that u ≡ 0 over
[τ, 1]× Rd?
We refer to the review [Ves09] for a textbook treatment on unique continuation properties
and backward uniqueness for solutions to second order parabolic equations.
For our application to BSDEs, consider a Markovian setting where G = g(X1) for a
function g : Rd → RN and a vector-valued forward process X . The BSDE (1) is expected
to admit a Markovian solution (Y ,Z) = (v,u)(·, X) for functions v : [0, 1]× Rd → RN and
u : [0, 1] × Rd → RN×d. Suppose that u satisfies a system of equations of type (3) with
the terminal condition u(1, ·) = ∇g. The unique continuation and backward uniqueness
properties for u can help us investigate the nodal set of u. More specifically, if the nodal set
of u has positive Lebesgue measure on [0, 1]× Rd, then unique continuation and backward
uniqueness would imply that u ≡ 0 on [0, 1]×Rd, which may contradict with nonzero terminal
condition ∇g. Therefore the nodal set of u must have zero Lebesgue measure on [0, 1]×Rd.
Our contribution and main results. Motivated by the equilibrium problem, we consider
a family of Markovian BSDE systems whose generator has quadratic growth in Z, satisfies
the structural condition identified by Bensoussan and Frehse (cf. [BF02]) and an a priory
boundedness condition. Moreover, the generator is discontinuous when the first row of the
matrix-valued process Z is zero, that is when |Z0| = 0. For bounded terminal conditions
satisfying certain global integrability conditions, we prove in Theorem 5.2 the existence
of a solution (Y ,Z) where Y and Z are both bounded and Z0, the first row of Z0, is
nonzero almost everywhere. As an application, Theorem 3.4 establishes the existence of a
Radner equilibrium in which the stock volatility is nondegenerate almost everywhere. We
also identify two economies in which we obtain explicit solutions for all equilibrium quantities
including stock expected return, volatility, and optimal strategies of agents. Example 4.1
considers an economy where the market is complete, that is when d = 1, and Example 4.2
studies an incomplete economy in which the stock dividend and the endowments are Gaussian
distributed.
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The present paper contributes to the literature in several ways. First, we present a self-
contained backward uniqueness result over Rd in Theorem 7.2 for a vector-valued function u
which satisfies a second order backward parabolic differential inequality with variable time-
dependent leading coefficients, a bounded first order drift term, and an unbounded potential
of zero order term. To our surprise, despite of the simplicity of the question raised in the
statement of Theorem 7.2 and of the large number of related existing publications, we found
that the result in Theorem 7.2 has not been considered in the current literature on backward
uniqueness for second order parabolic equations (cf. [Lax56, IY58, LM60, LP61, AN67,
Kur94, ESSˇ03a, ESSˇ03b, ESSˇ04, Kuk04, Ngu10, DSJP15, WZ15, WZ16, WZ19]) or in related
publications on unique continuation properties of their local solutions (cf. [LO74, Lin90,
SS87, Sog90, HL94, Che96, Poo96, Esc00, EV01, EF03, Fer03, AV04, EFV06, KT09]). This
backward uniqueness result implies that |Z0| 6= 0 almost everywhere, hence the discontinuity
of f is avoid and the convergence in (2) holds. Our result could be useful to study BSDEs
with discontinuous generators and nodal sets of Z, in particular in the case when d > 1.
Second, we complement the Ho¨lder estimate of solutions to systems of quadratic BSDE in
[XZˇ18] with a local Sobolev norm estimate on an unbounded domain. This result parallels the
boundary Sobolev estimate in [BF02, Proposition 5.1] which applies on a bounded domain.
In combination with the classical Sobolev embedding theorem, this Sobolev norm estimate
allows us to show that Z is bounded. Applying this norm estimate to an approximating
sequence of a quadratic BSDE system with continuous generator, one could establish the
uniform BMO-norm estimate of Zn · W needed to construct a solution by the stability
argument in [HR19].
Third, we obtain a general existence result for an incomplete Radner equilibrium in a
continuous-time endowment economy. When there exists a set of stochastic weights, in-
complete equilibrium is established by [Jar17] among agents whose utilities are defined on
positive real line, using a representative agent approach. We took another approach which
does not require existence of these stochastic weights. We also complement the study of non-
degenerate volatility in the literature studying dynamically complete equilibria. We replace
the analysis of the time analyticity of solutions of PDEs with backward uniqueness results
and clarify that the time analyticity assumption on model coefficients can be replaced with
weaker conditions in the case of a single stock.
Structure of the paper. The remainder of the paper is organized as follows. The equi-
librium problem is presented in §2 and subsequently characterized via a system of BSDEs
in §3. The main equilibrium result is also presented in §3 and followed by two examples
in §4. A class of quadratic BSDE systems with discontinuous generators is introduced and
the main existence result is presented in §5. In §6, a sequence of approximating BSDEs
is constructed and properties and convergence of solutions are analyzed. A self-contained
backward uniqueness result is presented in §7. Finally, additional proofs are presented in §8.
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Notation and conventions. We mark row vector or matrix valued functions or processes
by bold symbols, except the Rd-valued spatial variable x which is an independent variable.
Superscripts indicate components in a vector or matrix valued object. For a (I + 1) × d
matrix z, we denote z0 and zi, for i = 1, . . . , I, rows of z from the first to the last. The
superscript ⊤ of a matrix indicates its transpose. Subscripts are time index or index in a
sequence.
For a scalar function v : [0, 1] × Rd → R, ∇v is the gradient as a Rd-valued row vector.
For a vector-valued function v : [0, 1]×Rd → RI+1, ∇v is understood as the R(I+1)×d-valued
Jacobian matrix.
For 1 ≤ p ≤ ∞, γ ∈ (0, 1] and a domain B ⊆ Rd with its closure B, Sobolev spaces
W 2p (B),W
2
∞(B),W
1,2
p ((0, 1)×B),W 1,2p,loc((0, 1)× Rd) and Ho¨lder spaces C
γ
2
,γ([0, 1]× B) and
C1+
γ
2
,2+γ([0, 1]×B) are defined as in [LSU67]. L∞ + Ld+2 is the following class of functions
{f : [0, 1]× Rd → R : f = g + h, g ∈ L∞((0, 1)× Rd), h ∈ Ld+2((0, 1)× Rd))}.
The vectorial version is defined analogously. The Banach space L∞t L
2
x([0, T ] × Rd) is the
space of functions f : [0, T ]× Rd → R with the finite norm
‖f‖L∞t L2x([0,T ]×Rd) := esssupt∈[0,T ]
( ∫
Rd
|f(t, x)|2dx
) 1
2
.
For a filtered probability space (Ω,F , (Ft)t∈[0,1],P), Et[·] denotes the conditional expecta-
tion E[·|Ft], H0(Rd) is the class of Rd-valued progressively measurable processes, η ·S denotes
the stochastic integral
∫ ·
0
ηtdSt, and E(η·S) is the stochastic exponential exp
(− 1
2
〈η·S〉+η·S).
2. The Model
Time and uncertainty are described by a filtered probability space (Ω,F , (Ft)t∈[0,1],P)
satisfying the usual conditions. The initial σ-algebra F0 is trivial and F = F1.
There exists a single perishable and perfectly divisible consumption good in the economy
which serves as nume´raire: income, consumption and prices are expressed in units of this
good. A total of I agents, whose lifespan is represented by the interval [0, 1], populate the
economy. Agents are endowed with an endowment E = (Ei)i=1,...,I , where each E
i is a
random variable measurable with respect to F1. Wealth may be consumed at the end of the
time horizon only and the agents’ preference ordering over consumption is represented by
CARA utility functions
U i(x) = −e− xδi , x ∈ R, i = 1, . . . , I.
Hence individual agents may differ in their degree of risk-tolerance δi > 0.
The financial market consists of one riskless asset (bond) in zero net supply and one risky
asset (stock) in unit net supply. The price of the riskless asset is assumed to be constant,
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equivalent to the assumption of the interest rate being zero.2 The stock pays a dividend
ξ ∈ F1. At the initiation of the market, the unit of stock is distributed amongst the agents,
thereafter it can be traded without any frictions. Throughout time the agents’ positions in
the stock are represented by a stochastic process θ = (θi)i=1,...,I . At the end of the time
horizon the price S1 of the stock equals the dividend; prior, on the time interval [0, 1) its
value St is determined endogenously by the equilibrium conditions specified below. Notably,
the filtration in our setting will be generated by multiple sources of randomness. Therefore,
the risk transfers that agents can achieve by trading a single stock are limited and the market
is incomplete.
Agents form self-financing portfolios in order to maximise their expected utility of terminal
consumption. Agent i’s optimization problem is
sup
θi
E
[
U i
( ∫ 1
0
θit dSt + E
i
)]
.
The CARA nature of the agents’ utility functions allows us to simplify notation by scaling
all variables
Ei → E
i
δi
, ξ → ξ∑
k δ
k
, S → S∑
k δ
k
, θi → θ
i
αi
, where αi :=
δi∑
k δ
k
. (4)
Hence αi ∈ [0, 1] and∑i αi = 1. Hereafter the variables (E, ξ, S, θ) will always represent the
scaled, dimensionless quantities. The scaling of consumption has the effect that all agents
now rely on the same utility function U = U(x) when computing their preference ordering
over scaled consumption:
U(x) = −e−x, x ∈ R.
Using the scaled variables agent i’s optimization problem is now of the form
sup
θi
E
[
U
( ∫ 1
0
θit dSt + E
i
)]
. (5)
Throughout, the consistency of their mutual investment decisions is ensured by the equilib-
rium conditions laid out in the below definition.
Let Q = {Qi}i=1,...,I denote the set of probability measures defined by
dQi
dP
=
U ′
( ∫ 1
0
θit dSt + E
i
)
E
[
U ′
( ∫ 1
0
θit dSt + E
i
)] = e−
∫ 1
0 θ
i
t dSt−Ei
E
[
e−
∫ 1
0 θ
i
t dSt−Ei
] .
If Q is well defined, we call it the set of pricing measures.
Definition 2.1. A pair (θ, S) consisting of a predictable process θ = (θi)i=1,...,I and a
semimartingale S is a Radner equilibrium, if
(i) the collection Q is well defined, S1 = ξ and, for i = 1, . . . , I, the processes S and θi ·S
are Qi-martingales;
2Because agents in this economy only consume at the end of the time horizon, this assumption entails no
loss of generality.
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(ii) the stock market clears:
I∑
i=1
αiθit = 1, t ∈ [0, 1]. (6)
The clearing condition (6) is formulated in terms of agents’ scaled positions in the stock.
It readily implies that in equilibrium agents’ unscaled holdings in the stock sum to one. We
do not explicitly state the clearing condition for the bond market. Condition (6) and the
self-financing nature of agents’ portfolios immediately imply that the agents’ positions in the
bond sum to zero.
The following lemma, the proof of which is presented in §8, recalls that in light of the
equilibrium stock price S the agents’ choice of strategy θ in the above definition is optimal.
Lemma 2.2. Let (θ, S) be a Radner equilibrium according to Definition 2.1, then, for i =
1, . . . , I, it holds that E[|U(θi · S + Ei)|] <∞ and
E
[
U
( ∫ 1
0
θit dSt + E
i
)]
≥ E
[
U
( ∫ 1
0
ηt dSt + E
i
)]
,
for all processes η such that η · S is a supermartingale under the pricing measure Qi.
3. Radner equilibria as solutions to a system of BSDEs
We assume throughout the rest of the paper that the filtration (Ft)t∈[0,1] is generated by
a d-dimensional Brownian motion W = (W j)j=1,...,d.
Given a trading strategy θ and a stock price S, we denote by R = (Ri)i=1,...,I the agents’
certainty equivalents of their continuation utilities, given by
Rit := U
−1
(
Et
[
U
( ∫ 1
t
θiu dSu + E
i
)])
. (7)
The following theorem characterises Radner equilibria in terms of solutions to a system of
quadratic BSDEs. The vector-valued process ζ, γ i, i = 1, . . . , I, introduced in this theorem
are always considered as row vectors.
Theorem 3.1. A pair (θ, S) is a Radner equilibrium if and only if there exist processes
R ∈ H0(RI), ζ ∈ H0(Rd), and γ ∈ H0(RI×d) such that (S,R, ζ,γ) satisfies, for i = 1, . . . , I
and every t ∈ [0, 1],
 St = ξ −
∫ 1
t
(∑
k α
kγku + ζu
)
ζ⊤u du−
∫ 1
t
ζu dWu
Rit = E
i + 1
2
∫ 1
t
((
ζu +
∑
k α
kγku − γiu
)
ζ⊤u
|ζu|
)2
1{ζu 6=0} − 12 |γiu|2 du−
∫ 1
t
γiu dWu
(8)
and such that θ has the decomposition
θit = 1 +
(∑
k α
kγkt − γit
)
ζ⊤t
|ζt|2 , if ζt 6= 0, (9)
or is arbitrarily chosen to satisfy (6), if ζt = 0, and the stochastic exponentials Z i :=
E(−(γi+θiζ) ·W ) and the processes Z iS and Z i(θi ·S) are P-martingales for all i = 1, . . . , I.
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Denote Z to be a R(I+1)×d-valued process whose first row is ζ and other rows are specified
by γ. If we define the function f = (f 0, f 1, . . . , f I)(z) : R(I+1)×d → RI+1, by
f 0(z) =− (∑k αkzk + z0)(z0)⊤,
f i(z) =1
2
(
(z0 +
∑
k α
kzk − zi) (z0)⊤|z0|
)2
1{z0 6=0} − 12 |zi|2, i = 1, . . . , I,
(10)
where the summation over k runs from 1 to I and z0 denotes the first row of the matrix z,
then f (z) represents the generator of the BSDE system (8). Observe that f has quadratic
growth in z and that when
∑
k α
kzk − zi 6= 0, the maps z0 7→ f i(z) are discontinuous at
|z0| = 0. To illustrate this point, let us consider the following example:
Example 3.2. Consider d = I = 2. Take
∑
k α
kzk − zi = (1, 0). Then, for any z > 0,
(∑
k α
kzk − zi) (z0)⊤|z0| =


1 z0 = (z, 0)
−1 z0 = (−z, 0)
0 z0 = (0, z)
.
Therefore the previous expression is discontinuous at z0 = (0, 0).
The discontinuity of f i, i = 1, . . . , I, at |z0| = 0 introduces major difficulties to establish
the existence of a solution (S,R, ζ,γ) to the BSDE system (8) in order to prove the existence
of a Radner equilibrium. In §5, we will study a family of BSDEs, containing (8), with
discontinuous generators at |z0| = 0 and construct a solution (Y ,Z) such that |Z0| 6= 0
a.s.-dt× dP.
We consider a Markovian setting in which randomness is driven by a d-dimensional process
X satisfying
dXt = b(t, Xt)dt+ σ(t, Xt) dWt, X0 given, (11)
where X0 and functions b : [0, 1]×Rd → Rd, σ : [0, 1]×Rd → Rd×d are given. Stock dividend
and endowment are specified by
ξ = g0(X1) and E
i = gi(X1), i = 1, . . . , I.
We impose the following assumptions on the coefficients (b,σ, g):
Assumption 3.3.
(i) The function b is once continuously differentiable in space and the function σ is once
continuously differentiable in both time and space. Both functions and their first
order derivatives are globally bounded and
‖∇b‖L∞((0,1)×Rd) + ‖∇σ‖L∞((0,1)×Rd) + ‖∂tσ‖L∞((0,1)×Rd) ≤ Lb,σ,
for some constant Lb,σ.
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(ii) The functions b, σ, and their first order derivatives in space are Ho¨lder continuous
in time and space: there exists α ∈ (0, 1] such that for all h ∈ {bj , σij, ∂xkbj , ∂xkσij :
i, j, k = 1, . . . , d},
|h(t1, x1)− h(t2, x2)| ≤ Lb,σ(|t1 − t2|α2 + |x1 − x2|α), for any t1, t2 ∈ [0, 1], x1, x2 ∈ Rd.
(iii) There exists a constant λ > 0 such that the matrix-valued function A := σσ⊤
satisfies
λ|ξ|2 ≤ ξ⊤A(t, x)ξ ≤ λ−1|ξ|2, for any (t, x) ∈ [0, 1]× Rd and ξ ∈ Rd. (12)
(iv) The function g is twice continuously differentiable and g ∈ W 22 ∩W 2∞(Rd). Moreover,
there exists a point x0 ∈ Rd such that |∇g0(x0)| 6= 0.
The previous assumption readily imply that the SDE in (11) admits a unique strong
solution X .
We now present our main result on the existence of Radner equilibrium.
Theorem 3.4. Let Assumption 3.3 hold. Then there exists a Radner equilibrium (θ, S) with
nondegenerate stock volatility, i.e., |ζ| 6= 0 a.s.-dt× dP.
4. Examples
Our first example is an economy with one source of randomness, i.e., d = 1. The equilib-
rium market is endogenously complete.
Example 4.1. Assume that the dividend ξ and the endowments E satisfy
E
[
e−G
]
<∞, E
[
e−Gξ
]
<∞, E
[
e−GEk
]
<∞, k = 1, . . . I,
where G = ξ +
∑
k α
kEk. Moreover, e−Gξ is Malliavin differentiable and its Malliavin
derivative Dt(e
−Gξ) 6= 0 a.s. for any t ≤ 1.
We conjecture that the equilibrium volatility ζ 6= 0 almost everywhere. In this case,
summing up all equations in (8) yields the following BSDE for S +
∑
k α
kRk:
St +
∑
k α
kRkt = G− 12
∫ 1
t
(ζs +
∑
k α
kγks )
2 ds− ∫ 1
t
(ζs +
∑
k α
kγks ) dWs,
which can be solved by using an exponential transform (Cole-Hopf transform) to obtain
St +
∑
k α
kRkt = − lnEt
[
e−G
]
and ζ +
∑
k α
kγk can be identified as β from the martingale representation
de−(St+
∑
k α
kRkt ) = −βt e−(St+
∑
k α
kRkt ) dWt, e
−(S1+
∑
k α
kRk1 ) = e−G.
We now introduce an equivalent measure P˜ ∼ P via dP˜/dP|Ft = Et[e−G]/E[e−G]. Then
Girsanov’s theorem yields that W˜ := W +
∫ ·
0
βs ds is a P˜-Brownian motion. It then follows
immediately from (8) that
St = E˜t[ξ] and St +
∑
k α
kRkt − Rit = E˜t[ξ +
∑
k α
kEk − Ei],
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meanwhile ζ and ζ +
∑
k α
kγk − γi can be identified via above martingale representations
under P˜. Solving above equations, we can obtain Ri and γi for each i. On the other hand,
it follows from the Clark-Ocone formula that
ζt =
Et
[
Dt(e
−Gξ)
]
E[e−G]
.
Therefore the process ζ is nonzero almost everywhere from our assumption. Finally, one can
verify Z it = dP˜/dP|Ft , moreover Z iS and Z i(θi · S) are P-martingales for all i = 1, . . . , I.
Therefore the solution of (8) constructed above identifies an equilibrium thanks to Theorem
3.1.
Our second example features Gaussian dividend and endowments. There exist a closed
form Radner equilibrium with an incomplete market.
Example 4.2. Consider (scaled) dividend and endowments of the form
ξ = b0W1 and E
i = biW1, i = 1, . . . , I,
where b0 and bi, i = 1, . . . , I, are all constant d-dimensional (row) vectors with |b0| 6= 0,
and W1 is the time 1 value of a d-dimensional Brownian motion W . In this case, the BSDE
system (8) admits an explicit solution
ζ ≡ b0, γi ≡ bi, i = 1, . . . , I,
St =(t− 1)
(∑
k α
kbk + b0
)
(b0)⊤ + b0Wt,
Rit =(t− 1)
[
− 1
2
((
b0 +
∑
k α
kbk − bi) (b0)⊤|b0| )2 + 12 |bi|2]+ biWt, i = 1, . . . , I.
Agent’s (scaled) optimal investment strategy is
θi =
(b0 +
∑
k α
kbk)(b0)⊤
|b0|2 −
bi(b0)⊤
|b0|2 , i = 1, . . . , I.
Observe that
(b0 +
∑
k α
kbk)(b0)⊤ = Cov(ξ +
∑
k α
kEk, ξ), bi(b0)⊤ = Cov(Ei, ξ), |b0|2 = Var(ξ).
Reverse the scaling in (4). Let S˜ =
∑
k δ
kS, ξ˜ =
∑
k δ
kξ, E˜i = δiEi, and θ˜i = αiθi be the
(unscaled) stock price, dividend, endowment, and investment strategy, respectively. Then
the (unscaled) stock price has an expected return and variance
µ˜ = 1∑
k δ
kCov
(∑
k E˜
k + ξ˜, ξ˜
)
, ζ˜ζ˜
⊤
= Var(ξ˜), (13)
respectively. Agent’s (unscaled) optimal investment strategy is
θ˜i = δi
µ˜
ζ˜ζ˜
⊤ −
Cov(ξ˜, E˜i)
Var(ξ˜)
. (14)
Results in (13) and (14) have several economic implications:
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(i) For given stock dividend ξ˜, expected return of stock price increases with the covariance
between aggregated endowment and stock dividend. When aggregated endowment
is deterministic, expected return is Var(ξ˜)/
∑
k δ
k, which is the variance of dividend
normaized by the aggregated risk tolerance of all agents.
(ii) Agent’s optimal investment strategy (14) can be decomposed as a mean-variance ef-
ficient component δi µ˜/(ζ˜ζ˜
⊤
) and a hedging component Cov(ξ˜, E˜i)/Var(ξ˜). When the
covariance between endowment and stock dividend is positive, investing in stock is
risky, because its final payoff is likely to co-move with agent’s endowment. Therefore,
agent reduces her holding in stock. Meanwhile, when the covariance between endow-
ment and stock dividend is negative, agent’s hedging component in positive. Agent
uses additional position in stock to hedge randomness in her endowment.
5. A quadratic BSDE system with discontinuous generators
Motivated by the equilibrium problem in the previous section, we consider a class of
systems of Markovian BSDEs, which contains the system (8) as a special case. Given the
process X satisfying (11), we seek a pair of processes (Y ,Z) which satisfies
Y t = g(X1) +
∫ 1
t
f(Zs) ds−
∫ 1
t
Zs dWs (15)
and such that the process Y is continuous,
∫ 1
t
f(Zs) ds and
∫ 1
t
|Zs|2 ds finite a.s., for all
t ∈ [0, 1]. We call such a pair of processes a solution of the BSDE system (15).
Due to the Markovian nature of the equation we exploit the duality between systems of
BSDEs and systems of semilinear PDEs in order to prove the existence of a solution (Y ,Z)
to (15). Specifically, we will construct a sufficiently regular function v : [0, 1]× Rd → RI+1,
such that
Y t = v(t, Xt) and Zt = (∇vσ)(t, Xt),
which solves the Cauchy problem

∂vi
∂t
+ Lvi + f i(∇vσ) = 0, (t, x) ∈ [0, 1)× Rd,
vi(1, ·) = gi, x ∈ Rd, i = 0, . . . , I,
(16)
where
L := 1
2
d∑
j,k=1
Ajk(t, x)
∂2
∂xj∂xk
+
d∑
j=1
bj(t, x)
∂
∂xj
and A := σσ⊤. (17)
Let z0 be the first row of z ∈ R(I+1)×d. Define Ξ a
Ξ = {z ∈ R(I+1)×d : |z0| = 0}.
We assume the following conditions on f :
Assumption 5.1.
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(i) The function f 0 is zero on Ξ and it is locally Lipschitz continuous on R(I+1)×d, for
i = 1, . . . , I, f i is locally Lipschitz continuous on R(I+1)×d \ Ξ: for every compact set
K ⊂ R(I+1)×d (if i = 0) or K ⊂ R(I+1)×d \ Ξ (if i = 1, . . . , I) there is a constant Lf,K
such that
|f i(z1)− f i(z2)| ≤ Lf,K |z1 − z2|, for any z1, z2 ∈ K.
(ii) For each i = 0, 1, . . . , I, the function f i admits a decomposition of the form
f i(z) = ziℓi(z) + qi(z) + si(z),
such that for all z ∈ R(I+1)×d the functions ℓi : R(I+1)×d → Rd, qi : R(I+1)×d → R and
si : R(I+1)×d → R satisfy
|ℓi(z)| ≤M |z|,
|qi(z)| ≤M ∑ij=0 |zj|2,
|si(z)| ≤ κ(|z|),
(BF)
for some constant M and a locally bounded function κ : [0,∞) → [0,∞) which
satisfies limr→∞ κ(r)/r2 = 0.
(iii) There exist a sequence of functions Lk : R(I+1)×d → Rd, k = 1, . . . , K, with K > I+1,
which satisfy |Lk(z)| ≤ L0(1 + |z|) for some constant L0, and a sequence of nonzero
vectors a1, . . . ,aK ∈ RI+1 which positively span3 RI+1, such that
a⊤k f (z) ≤
1
2
|a⊤k z|2 + a⊤k zLk(z), (wAB)
for all z ∈ R(I+1)×d and k = 1, . . . , K.
(iv) The first order derivative ∇f 0, the (I + 1) × d matrix (∂zijf 0), is locally Lipschitz
continuous on R(I+1)×d. For i = 0, 1, . . . , I, let (∇f 0)i be the (i + 1)-th row of ∇f 0.
There exists a constant M such that, for any z ∈ R(I+1)×d,
|(∇f 0)0(z)| ≤M |z|,
|(∇f 0)i(z)| ≤M |z0|, i = 1, . . . , I. (18)
Assumption 5.1 (ii) shows that its generator f has quadratic growth in z. BSDEs of this
type need structural conditions on f to ensure its wellposedness (see [FdR11]). The structural
condition (BF) was discovered by [BF02]. Condition (wAB) was proposed in [XZˇ18] to
provide a-priori L∞-bound of the solution v to (15). These two conditions combined provide
Ho¨lder estimates for v; see [BF02] and [XZˇ18].
In contrast to aforementioned literature, major difficulty raises in our current situation
due to the discontinuity of f i at Ξ for i = 1, . . . , I. To construct a solution to (15) or (16),
one typically approximates the discontinuous f i by a sequence of well-behaved continuous
3A sequence of nonzero vectors a1, . . . ,aK ∈ RI+1 positively span RI+1 if for each a ∈ RI+1 there exist
nonnegative constants λ1, . . . , λK such that λ1a1 + · · ·+ λKaK = a.
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functions (f in)n∈N. After establishing wellposedness for the approximating systems with the
generator fn and obtaining the solution vn, one aims to construct a limit v from the sequence
(vn)n∈N. In order to show that v is indeed a solution to the system (16), one needs to prove
that the nonlinear term converges almost everywhere, that is to say that
f in(x,∇vnσ)→ f i(∇v σ) almost everywhere, (19)
for any i = 1, . . . , I. Due to the discontinuity of f i at Ξ, in order to establish the convergence
in (19), we will prove a backward uniqueness result in §7. It shows that, when |∇g0(x0)| 6= 0
for some point x0 (see Assumption 3.3 (iv)), then
|∇v0| 6= 0 almost everywhere on [0, 1]× Rd. (20)
To establish (20), we need to establish global integrability of v and ∇v. This requires the
global integrability of g in Assumption 3.3 (iv) and that the growth bounds on the right-hand
sides of (BF) and (18) do not have additive constants.
We now present our main existence result for the system of BSDEs (15).
Theorem 5.2. Under Assumption 3.3 and 5.1, the multidimensional BSDE (15) admits a
Markovian solution Y t = v(t, Xt) and Zt = (∇vσ)(t, Xt), t ∈ [0, 1], where v ∈ L∞ ∩W 1,22 ∩
W 1,2d+2((0, 1)× Rd) and ∇v ∈ L∞((0, 1)× Rd). Moreover, the set
{(t, x) ∈ [0, 1]× Rd : |∇v0| = 0}
has Lebesgue measure zero.
Remark 5.3. Uniqueness result currently is out of reach and is left for future investigation.
This is because the generator f lacks the local Lipschitz property∣∣f (z)− f (z˜)∣∣ ≤ C(1 + |z|+ |z˜|)|z − z˜|, for any z, z˜, (21)
for some constant C. This local Lipschitz property is needed to compare two solutions and
is assumed for the uniqueness result in [XZˇ18, Theorem 2.14]. In our equilibrium application
(8), a sufficient condition for (21) is |ζ| bounded uniformly away from zero, which is difficult
to establish.
6. A candidate solution
In this section, we will construct a candidate solution v for (16). First, we construct a
family of functions (fn)n∈N approximating f and consider the associated family of systems
of PDEs approximating (16). Each function fn is Lipschitz continuous and has certain
important properties which we prove in Lemma 6.1. These properties allow us to apply results
from [XZˇ18] to construct solutions (vn)n∈N to the approximating PDEs, and to show that
the sequence (vn)n∈N is bounded and locally Ho¨lder continuous, uniformly in n. Secondly, we
extend a Sobolev estimate for systems of PDEs whose nonlinearity exhibits at most quadratic
growth in the gradient term, which was first proved in [BF02] for bounded domains, to our
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setting of unbounded domains to show that the sequence (vn)n∈N is locally bounded in the
W 1,2p -norm. This allows us to prove in Corollary 6.4 that the sequence (∇vn)n∈N is globally
bounded and that its L∞-norm is uniformly bounded in n. Thirdly, we construct v by taking
a convergent subsequence of (vn)n∈N. However, in order to send n → ∞ in approximating
system to verify that v is indeed a solution to the system (16), we need to prove (20). To
prepare for this in the next section, we close this section with a global W 1,2p -estimate for v
on (0, 1)× Rd in Proposition 6.5.
6.1. An approximating family.
Lemma 6.1. Under Assumptions 3.3 and 5.1 (i)-(iii), there exists a sequence of Lipschitz
continuous functions (fn)n∈N, which satisfies:
(i) Each fn : R
d × R(I+1)×d → RI+1 admits the decomposition
f in(x, z) = z
iℓin(x, z) + q
i
n(x, z) + s
i
n(x, z), i = 0, 1, . . . , I, (22)
where ℓin, q
i
n and s
i
n satisfy (BF) with the constant M and the function κ independent
of n.
(ii) Each fn satisfies
a⊤k fn(x, z) ≤
1
2
|a⊤k z|2 + a⊤k zLkn(x, z), (23)
where a1, . . . ,aK is the same set of vectors as in (wAB) which positively spans R
I+1
and each Lkn is a bounded function.
(iii) As n→∞,
f 0n(x, z)→ f 0(z), (x, z) ∈ Rd × R(I+1)×d,
f in(x, z)→ f i(z), (x, z) ∈ Rd × (R(I+1)×d \ Ξ),
with the convergence being uniform on compact subsets.
(iv) For any locally bounded function h : [0, 1] × Rd → R(I+1)×d, each fn(·,h(·, ·)) ∈
Lp((0, 1)× Rd) for any p ∈ [1,∞].
Proof. To prove assertions (i) to (iv) above we truncate the quadratic growth of f , multiply
it with a function vanishing at z0 = 0 and localize it using the newly introduced space
variable x. Define a truncation function Πn(z) := (|z| ∧n)(z/|z|). It is Lipschitz continuous
and satisfies |Πn(z)| = |z| ∧ n. Let ϕ : [0,∞) → [0,∞) be another Lipschitz continuous
function satisfying ϕ(0) = 0 and ϕ(r) = 1 when r ≥ 1. Define ϕn(r) := ϕ(nr). Let η be a
smooth cut-off function on Rd such that η(x) = 1 when |x| ≤ 1 and η(x) = 0 when |x| ≥ 2.
Define ηn(x) := η(x/n) for x ∈ Rd. The sequence of functions (fn)n∈N is now defined in the
following way: for (x, z) ∈ Rd × R(I+1)×d,
f in(x, z) := f
i(Πn(z))ϕn(|z0|)ηn(x), i = 0, 1, . . . , I. (24)
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From the truncation function Πn and the local Lipschitz continuity of f
0 on R(I+1)×d and
f i on R(I+1)×d \ Ξ, for i = 1, . . . , I, we obtain the Lipschitz continuity of each f in on these
domains. In fact, the multiplication factor ϕn allows us to deduce that, also for i = 1, . . . , I,
the functions f in are Lipschitz continuous on the entire domain R
d × R(I+1)×d. To see this,
let (x¯, z¯) ∈ Rd × R(I+1)×d with the first row of z¯ equal to zero. Observe that f in(x¯, z¯) = 0
because ϕn(0) = 0. Then, for any (x, z) ∈ Rd × R(I+1)×d,
|f in(x, z)− f in(x¯, z¯)| = |f in(x, z)| ≤ Cn|z0| ≤ Cn|(x, z)− (x¯, z¯)|,
where the constant Cn depends on the maximum of f
i(Πn(·)) and the Lipschitz constant of
ϕn. The second inequality follows because |z0| ≤
(|x− x¯|2 +∑Ii=1 |zi − z¯i|2 + |z0|2)1/2.
From the construction of fn, we see that fn admits the decomposition (22) with ℓ
i
n(x, z) =
ℓi(Πn(z))((|z| ∧ n)/|z|)ϕn(|z0|)ηn(x), if i = 0, . . . , I. The functions qin and sin are defined
similarly. Because the values of (|z| ∧ n)/|z|, ϕn and ηn are less than one, the functions ℓin,
qin, and s
i
n satisfy (BF) with the same constant M and the same function κ uniformly in n.
This confirms the assertions in (i).
We now prove (ii). Using the inequality (wAB), we obtain for any k and any n that
a⊤k fn(x, z) = a
⊤
k f(Πn(z))ϕn(|z0|)ηn(x)
≤ 1
2
|a⊤k z|2
( |z|∧n
|z|
)2
ϕn(|z0|)ηn(x) + a⊤k z |z|∧n|z| Lk(Πn(z))ϕ(|z0|)ηn(x)
≤ 1
2
|a⊤k z|2 + a⊤k zLkn(x, z),
where Lkn(x, z) = ((|z| ∧ n)/|z|)Lk(Πn(z))ϕ(|z0|)ηn(x) and it is bounded due to the at most
linear growth of Lk and the boundedness of Πn, ϕ, and ηn.
The construction of f in immediately implies the convergence in (iii). Finally, it follows
from the construction of fn that fn(·,h(·, ·)) has compact support and is also bounded on
its support. Hence the claim in (iv) readily follows.

With the approximating family (fn)n∈N constructed in Lemma 6.1, we consider the fol-
lowing family of systems of BSDEs

Xt = X0 +
∫ t
0
b(s,Xs) ds +
∫ t
0
σ(s,Xs) dWs,
Y n,t = g(X1) +
∫ 1
t
fn(Xs,Zn,s) ds−
∫ 1
t
Zn,s dWs.
(25)
Having established the Lipschitz continuity of each fn and the properties (23) and (22) in
Lemma 6.1, we may use the results in [XZˇ18] in order to prove the following corollary.
Corollary 6.2. Under Assumptions 3.3 and 5.1 (i)-(iv), the system of BSDEs (25) admits
a Markovian solution (Y n,Zn); there exists a function vn : [0, 1]× Rd → RI+1 such that:
(i) Y n,t = vn(t, Xt) and vn is bounded and locally Ho¨lder continuous on [0, 1]× Rd.
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(ii) For any R > 0, the L∞-norm of vn and the Ho¨lder norm of vn are independent of n
and x0 on [0, 1]×BR(x0).
Proof. Result (i) follows from Theorem 2.5 in [XZˇ18]. Thanks to (23) and the argument in
[XZˇ18, p. 543], the L∞-norm of vn is independent of n on [0, 1] × Rd. Moreover, Theorem
2.5 and Proposition 5.5 in [XZˇ18] imply that the Ho¨lder norm of vn on (0, 1) × BR(x0) is
also bounded uniformly in n and x0. 
6.2. Local Sobolev estimates. In this section we establish local Sobolev estimates for the
family of functions vn. We begin with the following general Sobolev estimate for systems
of PDEs whose nonlinear term exhibits at most quadratic growth in the gradient term.
The proof of this result follows extending the argument in [BF02, Proposition 5.1] to an
unbounded domain.
Proposition 6.3. Given a point x0 ∈ Rd, parameters 0 < r < R < ∞, p ∈ (1,∞),
and functions v˜ : [0, 1] × Rd → RI+1, g˜ : Rd → RI+1, such that, for some α ∈ (0, 1),
v˜ ∈ (W 1,2p ∩ Cα/2,α)((0, 1)×BR(x0)), g˜ ∈ W 2p (BR(x0)); if v˜ satisfies

∣∣∂v˜
∂t
+ Lv˜∣∣ ≤ C(1 + |∇v˜|2), (t, x) ∈ [0, 1)×BR(x0),
v˜(1, ·) = g˜, x ∈ Rd,
(26)
then
|v˜|W 1,2p ((0,1)×Br(x0)) ≤ C(α, p, r, R, [v˜]Cα/2,α((0,1)×BR(x0)), |v˜|Lp((0,1)×BR(x0)), |g˜|W 2p (BR(x0))), (27)
where C is a constant depending only on the quantities in the brackets.
Before presenting the proof of Proposition 4.3 we apply it to the Markovian solution of
the approximating family of BSDEs (25). Given that each fn admits the decomposition (22)
with each term satisfying the condition (BF) uniformly in n and since σ is bounded, we
obtain that
|fn(x,∇vnσ)| ≤ C
(
1 + |∇vn|2
)
,
for some constant C. Therefore the inequality (26) is satisfied. Applying Proposition 6.3 to
each function vn, we obtain the next corollary.
Corollary 6.4. Suppose Assumptions 3.3 and 5.1 (i)-(iii) hold. Then
(i) vn ∈ W 1,2p,loc for any p ∈ (1,∞) and, for every r > 0, its W 1,2p -norm on (0, 1)×Br(x0)
is bounded, uniformly in n and x0.
(ii) The spatial derivative ∇vn is locally Ho¨lder continuous and globally bounded on [0, 1]×
Rd. Moreover, the Ho¨lder and L∞-norms of ∇vn are bounded uniformly in n on
[0, 1]× Rd.
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(iii) For some γ ∈ (0, 1), vn ∈ C1+ γ2 ,2+γ([0, 1) × Br(x0)) for any r and x0, and it solves
the Cauchy problem

∂vin
∂t
+ Lvin + f in(x,∇vnσ) = 0, (t, x) ∈ [0, 1)× Rd,
vin(1, ·) = g, x ∈ Rd, i = 0, . . . , I.
(28)
Proof. As we have shown above, vn satisfies (26). It is assumed in Assumption 3.3 (iv) that
g is twice continuously differentiable, hence g ∈ W 2p,loc for any p ∈ (1,∞). Moreover, thanks
to Corollary 6.2 (ii), the L∞ and Ho¨lder norms of vn in (0, 1)× BR(x0) are independent of
n and x0, for any R > r. Then (i) follows from Proposition 6.3.
To prove (ii) we choose p > d + 2 in (i). Then it follows from the classical Sobolev
embedding theorem (see [LSU67, Page 80, Lemma 3.3]) that
|∇vn|Cα/2,α((0,1)×Br(x0)) ≤ C(|vn|W 1,2p ((0,1)×Br(x0))),
for some α ∈ (0, 1 − (d + 2)/p). Recall that the W 1,2p − estimate of vn on (0, 1) × Br(x0)
is uniform in n and x0. Therefore, the claim in (ii) follows from the fact that, on the same
domain, the Ho¨lder and the L∞ norms of ∇vn on [0, 1]×Br(x0) are dominated by the Cα/2,α-
norm of ∇vn. Therefore they are also dominated by the constant C, which is independent
of n and x0.
For each i and n, given ∇vn and a spatial domain Br(x0), consider the following linear
boundary value problem

∂u
∂t
+ Lu = −f in(x,∇vnσ), (t, x) ∈ [0, 1)× Br(x0),
u = vin, (t, x) ∈ [0, 1]× ∂Br(x0) ∪ {1} ×Br(x0).
Thanks to (ii), ∇vn is Ho¨lder continuous on [0, 1] × Br(x0). Hence f in(·,∇vnσ) is Ho¨lder
continuous on the same domain as well. It follows from [Fri64, Chapter 3, Theorem 9] that
the previous boundary value problem has a unique C1+
α
2
,2+α-solution, hence, also a W 1,2p -
solution. It then follows from the uniqueness of W 1,2p -solutions for linear parabolic equations
(see e.g. [LSU67, Chapter IV, Theorem 9.1]) that the unique solution for the previous
boundary value problem is vin. Therefore v
i
n ∈ C1+
α
2
,2+α([0, 1]× Br(x0)). 
Proof of Proposition 6.3. For any point x0 ∈ Rd and a function h : [0, 1] × Rd → RI+1 we
write,
|h|(k)p,s,x0 := |h|W kp (Bs(x0)), |h|p,s,x0 := |h|Lp((0,1)×Bs(x0)),
|h|(r,k)p,s,x0 := |h|W r,kp ((0,1)×Bs(x0)), [h]αs,x0 := [h]Cα/2,α((0,1)×Bs(x0)).
If x0 = 0 we omit x0 from the above definitions.
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Without loss of generality we set x0 = 0. We introduce a family of smooth cut-off functions
τR,δ : R
d → R, parametrised by δ ∈ [0, 1], with the property that
τR,δ(x) =

1, x ∈ BR−δ,0, x /∈ BR−δ/2
and
|∇τR,δ| ≤ C
δ
and |∇2τR,δ| ≤ C
δ2
,
for some constant C. These properties imply that
|∇τ 2R,δ| ≤
C
δ
τR,δ ≤ C
δ
and |∇2τ 2R,δ| ≤
C
δ2
.
We fix a value for δ and observe that the components τ 2R,δv˜
i, i = 1, . . . , I + 1, of the
vector-valued function τ 2R,δv˜ verify the following terminal boundary value problems over the
cylinder [0, 1)×BR− δ
2
:


∂
∂t
(τ 2R,δ v˜
i) + L(τ 2R,δv˜i) = τ 2R,δ
(
∂v˜i
∂t
+ Lv˜i
)
+ v˜iLτ 2R,δ +A∇τ 2R,δ · ∇v˜i,
τ 2R,δv˜
i(t, x) = 0, (t, x) ∈ (0, 1)× ∂BR− δ
2
,
τ 2R,δv˜
i(1, ·) = τ 2R,δ g˜i, x ∈ BR− δ
2
.
The assumptions on v˜ guarantee that the right-hand side of this system of equations
belongs to Lp((0, 1)× BR). Moreover, taking into account the conditions on the coefficients
of L in Assumption 3.3, specifically the boundedness of b and the boundedness and continuity
of σ, we may use the energy estimate from [LSU67, Theorem 9.1 in Chapter 4] to obtain
|τ 2R,δv˜|(1,2)p,R−δ/2 ≤ C
I+1∑
i=1
∣∣∣τ 2R,δ (∂v˜i∂t + Lv˜i)+ v˜iLτ 2R,δ +A∇τ 2R,δ · ∇v˜i∣∣∣
p,R−δ/2
+ C|τ 2R,δ g˜|(2)p,R−δ/2
≤ C|τ 2R,δ|∇v˜|2|p,R−δ/2 +
C
δ2
|v˜|p,R−δ/2 + C(p, R)
δ2
+ C|g˜|(2)p,R−δ/2,
(29)
where the second estimate follows from (26), the properties of the cut-off function τR,δ and
Young’s inequality applied to A∇τ 2R,δ · ∇v˜i, i = 1, . . . , I + 1.
Define v˜0(t) := v˜(t, x0) = v˜(t, 0) and, in order to facilitate the integration by parts in the
below estimate, observe the decomposition
|∇v˜|2 = ∂
∂xk
(
∂v˜i
∂xk
(v˜i − v˜i0)
)
−∆v˜i(v˜i − v˜i0).
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Using integration by parts, we obtain
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2p dx dt
=
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2(p−1)
∂
∂xk
(
∂v˜j
∂xk
(v˜j − v˜j0)
)
dx dt
−
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2(p−1)∆v˜j(v˜j − v˜j0) dx dt
=− 2p
∫ 1
0
∫
BR−δ/2
τ 2p−1R,δ
∂τR,δ
∂xk
|∇v˜|2(p−1) ∂v˜
j
∂xk
(v˜j − v˜j0) dx dt
− 2(p− 1)
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2(p−2)
∂v˜n
∂xl
∂2v˜n
∂xk∂xl
∂v˜j
∂xk
(v˜j − v˜j0) dx dt
−
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2(p−1)∆v˜j(v˜j − v˜j0) dx dt
≤C(p)
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2(p−1)|∇2v˜||v˜ − v˜0| dx dt
+ C(p)
∫ 1
0
∫
BR−δ/2
τ 2p−1R,δ |∇τR,δ||∇v˜|2p−1||v˜ − v˜0| dx dt.
Using Young’s inequality, the above is
≤C(p)
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2p|v˜ − v˜0| dx dt
+ C(p)
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇2v˜|p|v˜ − v˜0| dx dt
+ C(p)
∫ 1
0
∫
BR−δ/2
|∇τR,δ|2p|v˜ − v˜0| dx dt.
From the Ho¨lder continuity of v˜, for every (t, x) ∈ (0, 1)×BR−δ/2, |v˜(t, x)− v˜0(t)| ≤ [v˜]αRRα,
the right-hand side above is bounded from above by
≤C(p)[v˜]αRRα
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇v˜|2p dx dt
+ C(p)[v˜]αRR
α
∫ 1
0
∫
BR−δ/2
τ 2pR,δ|∇2v˜|p dx dt
+ C(p)[v˜]αRR
α
∫ 1
0
∫
BR−δ/2
|∇τR,δ|2p dx dt.
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Now choose R1 such that 1−C(p)[v˜]αR1Rα1 > 0. Replacing R in the aforegoing computations
with any R˜ ∈ (0, R1) and possibly also replacing δ with a smaller δ˜ ∈ (0, δ), we obtain∫ 1
0
∫
BR˜−δ˜/2
τ 2p
R˜,δ˜
|∇v˜|2p dx dt ≤ C(p)[v˜]
α
R˜
R˜α
1− C(p)[v˜]α
R˜
R˜α
∫ 1
0
∫
BR˜−δ˜/2
|∇2v˜|p dx dt+ 1
δ˜2p
C(α, p, R˜, [v˜]α
R˜
).
(30)
From (29) and (30) we find that
|∇2v˜|p
p,R˜−δ˜ ≤
C(p)[v˜]α
R˜
R˜α
1− C(p)[v˜]α
R˜
R˜α
|∇2v˜|p
p,R˜−δ˜/2 +
1
δ˜2p
C(α, p, R˜, [v˜]α
R˜
, |v˜|p,R˜) + C|g˜|(2)pp,R˜
By possibly choosing an even smaller R1 above, we may assume that
δ˜2p
C(p)[v˜]α
R˜
R˜α
1− C(p)[v˜]α
R˜
R˜α
≤ 1
2
.
Defining
F (δ˜) := δ˜2p|∇2v˜|p
p,R˜−δ˜,
G(δ˜) := δ˜2pC|g˜|(2)p
p,R˜
+ C(α, p, R˜, [v˜]α
R˜
, |v˜|p,R˜),
we obtain the recursive relationship
F (δ˜) ≤ 1
2
F
( δ˜
2
)
+G(δ˜).
Since the function f(δ˜) is bounded for all δ˜ ∈ (0, R˜) and g is monotonically increasing it
follows that
F (δ˜) ≤
∞∑
n=0
1
2n
G
( δ˜
2n
)
≤ 2G(δ˜).
Dividing this inequality by δ˜2p we obtain the estimate
|∇2v˜|p
p,R˜−δ˜ ≤ C(α, δ, p, R˜, [v˜]αR˜, |v˜|p,R˜, |g˜|
(2)
p,R˜
).
From a finite covering of the ball BR˜−δ˜/2 with smaller balls BR˜−δ˜(x1) together with (29)
and (30) it follows that
|v˜|(1,2)
p,R˜−δ˜ ≤ C(α, δ, p, R˜, [v˜]αR˜, |v˜|p,R˜, |g˜|
(2)
p,R˜
).
A further covering argument now yields the result with r = R− δ. 
6.3. Limit of the approximating family and a global Sobolev estimate. In this
section we establish the existence of the limit of (vn)n∈N as n → ∞ and study some of its
properties. The resulting function v : [0, 1] × Rd → RI+1 serves as a candidate solution
for the system of PDEs (16). Corollary 6.2 implies that (vn)n∈N is uniformly bounded and
equi-continuous on [0, 1]×BR(x0). Therefore, the Arzela´-Ascoli theorem allows us to extract
a subsequence of (vn)n∈N, which converges uniformly. A diagonal procedure then produces
a further subsequence which converges locally uniformly to a continuous function v. It is
RADNER EQUILIBRIUM AND QUADRATIC BSDE SYSTEMS 22
well known that this convergence preserves the local Ho¨lder continuity and local Sobolev
integrability. In particular, Corollaries 6.2 and 6.4 imply that the Ho¨lder norm and the
W 1,2p -norm of v are finite on (0, 1)× Br(x0), uniformly in x0. Moreover, the L∞-norm of v
and ∇v is also finite on [0, 1]×Rd. Finally, to prove (20) and to prepare for the next section,
we will need the following global W 1,2p -norm estimate of v on (0, 1)× Rd.
Proposition 6.5. Suppose Assumptions 3.3 and 5.1 (i)-(iii) hold. Then vn ∈ W 1,22 ∩
W 1,2d+2((0, 1) × Rd), and its W 1,22 ∩ W 1,2d+2-norm is bounded uniformly in n. Therefore, also
v ∈ W 1,22 ∩W 1,2d+2((0, 1)× Rd).
To prove Proposition 6.5, let us first prepare the following result.
Lemma 6.6. Suppose Assumptions 3.3 and 5.1 (i)-(iii) hold. Then vn ∈ L2 ∩ Ld+2((0, 1)×
Rd) and its L2 ∩ Ld+2-norm is bounded uniformly in n.
Proof. We will only prove the statement that vn ∈ Ld+2. The assertion that vn ∈ L2 is
proved similarly given that g ∈ W 22 according to Assumption 3.3 (iv). Let a1, . . . , ak be
the positively spanning set from condition (wAB). Given k ∈ {1, . . . , K}, we consider the
following BSDE:
dY¯ kn,t = −
[1
2
|Z¯kn,t|2 + Z¯kn,tLkn
(
Xt,∇vn(t, Xt)
)
dt
]
+ Z¯
k
n,t dWt, Y¯
k
n,1 = a
⊤
k g(X1).
Because g and Lkn are bounded, this BSDE admits a solution (Y¯
k
n , Z¯
k
n) such that Y¯
k
n,t =
v¯kt (t, Xt) for some bounded function v¯
k
n and Z¯
k
n ∈ BMO; see [Kob00]. Further, construction
of Lkn in Lemma 6.1 and boundedness of ∇vn uniformly in n in Corollary 6.4 (ii) imply
that Lkn(·,∇vn) is bounded on [0, 1] × Rd uniformly in n. Therefore, the generator of the
previous BSDE satisfies the condition (BF), uniformly in n, the same argument used to prove
Corollary 6.4 (ii) (now applied to a 1-dimensional BSDE) allows us to deduce that ∇v¯kn ∈ L∞
and that the L∞-norm is bounded uniformly in n. Therefore, also Z¯kn,t = (∇v¯knσ)(t, Xt) is
bounded uniformly in n.
We now define a measure P¯ under which
dW¯t = dWt −
[1
2
Z¯
k
n,t + L
k
n(Xt,∇vn(t, Xt))
]
dt
defines a P¯-Brownian motion W¯ . Then the function v¯kn solves the linear Cauchy problem

∂v¯kn
∂t
+ L¯vkn = 0, (t, x) ∈ [0, 1)× Rd,
vkn(1, ·) = a⊤k g(·), x ∈ Rd,
(31)
where L¯ is the infinitesimal generator of the stochastic process X which solves the SDE
dXt =
[
b(t, Xt) + σ(t, Xt)
(
1
2
Z¯
k
n,t + L
k
n(Xt,∇vn(t, Xt))
)]
dt+ σ(t, Xt) dW¯t.
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Note that coefficients of L¯ are bounded uniformly in n. Therefore, given g ∈ W 2d+2((0, 1)×
Rd), the W 1,2d+2-estimate for linear PDEs (see e.g. [LSU67, Chapter IV, Theorem 9.1]) implies
that
v¯kn ∈ Ld+2((0, 1)× Rd), (32)
and the Ld+2-norm of v¯kn are bounded uniformly in n as well.
Meanwhile, thanks to (23), the comparison theorem for Lipschitz BSDEs (see, e.g., [EKPQ97,
Theorem 2.2]) implies that a⊤k vn ≤ v¯kn. Therefore, a⊤k vn is bounded from above by a
Ld+2((0, 1) × Rd) function. It remains to establish that when the sequence (a⊤k vn)k=1,...,K
is bounded from above by a sequence of Ld+2((0, 1)× Rd) functions for a positive spanning
set {a1, . . . ,aK} of RI+1, then vn ∈ Ld+2((0, 1)× Rd) itself. This fact is proved similarly as
shown in the first paragraph of [XZˇ18, Page 542]. Because the Ld+2-norm of v¯kn is bounded
uniformly in n, so is the Ld+2-norm of vn. 
Proof of Proposition 6.5. The constant C below will differ from line to line throughout this
proof. Recall that fn admits the decomposition (22) with each term in the decomposition
satisfying the condition (BF). Therefore, thanks to the global boundedness of ∇vn which
we established in Corollary 6.4 (ii), we deduce from (28) that∣∣∣∣∂vin∂t + Lvin
∣∣∣∣ ≤ ∣∣f in(x,∇vnσ)∣∣ ≤ C|∇vn|. (33)
The constant C depends on ‖∇vn‖L∞ , which is bounded uniformly in n, and ‖σ‖L∞ . Using
the fact that, according to Assumption 3.3 (iv), g ∈ W 2d+2(Rd) and the W 2,1d+2-estimate for
linear PDEs (see e.g. [LSU67, Chapter IV, Theorem 9.1]), we obtain
‖vin‖W 1,2d+2((0,1)×Rd) ≤ C
(
‖∇vn‖Ld+2((0,1)×Rd) + ‖gi‖W 2d+2((0,1)×Rd)
)
(34)
and
‖vin‖W 1,2d+2((0,1)×Rd) ≤ C
(
‖f in‖Ld+2((0,1)×Rd) + ‖gi‖W 2d+2((0,1)×Rd)
)
.
Thanks to Lemma 6.1(iv), the right-hand side of the second inequality above is bounded,
hence ‖vin‖W 1,2d+2((0,1)×Rd) is bounded as well for all i = 0, . . . , I and n ≥ 1. Summing both
sides of (34) over i, we obtain
‖vn‖W 1,2d+2((0,1)×Rd) ≤ C
(
‖∇vn‖Ld+2((0,1)×Rd) + ‖g‖W 2d+2((0,1)×Rd)
)
. (35)
From the classical Sobolev interpolation inequality (see e.g. [Lie96, Lemma 7.19]) we know
that
‖∇vn‖Ld+2((0,1)×Rd) ≤ ǫ‖∇2vn‖Ld+2((0,1)×Rd) +
C(d)
ǫ
‖vn‖Ld+2((0,1)×Rd),
for some constant C(d) depending on d. Choosing ǫ so that Cǫ ≤ 1/2, where C is the
constant in (35), we combine the previous two estimates to conclude that
‖vn‖W 1,2p ((0,1)×Rd) ≤ C
(
‖vn‖Ld+2((0,1)×Rd) + ‖g‖W 2d+2((0,1)×Rd)
)
. (36)
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Therefore the statement in the proposition now follows from Lemma 6.6 and the fact that
g ∈ W 2d+2((0, 1) × Rd). The assertion that vn ∈ W 22 is proved similarly with d + 2 above
replaced by 2. 
7. Backward uniqueness
We will show in this section |∇v0| 6= 0 a.e. on [0, 1]×Rd. Denote u := ∇v0 = (u1, . . . , ud).
The following result presents the properties that u satisfies.
Lemma 7.1. Suppose Assumptions 3.3 and 5.1 hold. Then u ∈ W 1,22 ((0, 1)×Rd) and there
are V and W : (0, 1)× Rd → R with
‖V ‖(L∞+Ld+2)((0,1)×Rd) + ‖W‖L∞((0,1)×Rd) ≤ λ−1, (37)
for some λ ∈ (0, 1) such that the components of u verify inequalities
|Puj| ≤W |∇u|+ V |u|, over [0, 1)× Rd for j = 1, . . . , d, (38)
and with P := ∂t +
1
2
∇ · (A∇ ).
To show that |u| 6= 0 a.e., we need the following Backward Uniqueness result.
Theorem 7.2 (Backward Uniqueness). Suppose that
(i) the vector valued function u : [0, 1] × Rd → Rd satisfies u ∈ W 1,22 ((0, 1) × Rd) and
(38) with (37) hold.
(ii) the matrix valued function A satisfies (12) and is globally Lipschitz with respect to
both the time and the space variables over [0, 1]× Rd.
Then, if the set
E = {(t, x) ∈ [0, 1)× Rd : |u(t, x)| = 0}
has positive Lebesgue measure in (0, 1)× Rd, u ≡ 0 over [0, 1]× Rd
Remark 7.3. When V and W are bounded functions over [0, 1]× Rd, the same result holds
provided that u is inW 1,22,loc((0, 1)×Rd) and |u(x, t)| ≤ eN |x|
2
over [0, 1]×Rd, for some N ≥ 1,
and under some more constrain conditions on ∇A over [0, 1] × Rd. See [Ngu10, Theorem
1.1], [WZ19, Theorem 1.2] and the references there in.
Remark 7.4. Under the hypothesis in Theorem 7.2, the combination of the reasonings behind
[EFV06, Theorem 2 (3) and (2.20)], [Fer03, Theorem 3] and the proof of Theorem 7.2 imply
that if u(1, ·) 6≡ 0 over Rd, then
{x ∈ Rd : u(t, x) = 0}
has zero Lebesgue measure for all 0 ≤ t < 1. Also, the combination of the reasonings behind
[EFV06, Theorem 3 (2)], [HL94, Theorem 1.1] and the proof of Theorem 7.2 imply that the
Hausdorff dimension of
{(t, x) ∈ [0, 1)× Rd : u(t, x) = 0}
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is less or equal than d, when u(1, ·) 6≡ 0 over Rd.
We will first prove Theorem 7.2 and then come back to the proof of Lemma 7.1 at the
end of this section. The idea of the proof for Theorem 7.2 is the following. First, by the
Lebesgue differentiation theorem, there is some (τ, z) ∈ E such that
lim
r→0+
|E ∩Qr(τ, z)|
|Qr(τ, z)| = 1,
where Qr(τ, z) denotes the backward parabolic cube [τ, τ + r
2] × Br(z) and Qr = Qr(0, 0).
Without loss of generality, we may assume that (τ, z) = (0, 0). Then, we show that u must
have a zero of infinite order with respect to the (t, x) variables at (0, 0). (See [Reg01] for the
elliptic analog.) Subsequently we use the Carleman inequality for parabolic operators with
variable coefficients derived in [EF03, Theorem 4]4 to show that u(0, ·) ≡ 0 on Rd. Then, by
backward uniqueness and with a second Carleman inequality (see [EF03, Theorem 3]), we
derive u ≡ 0 elsewhere.
Lemma 7.5. For sufficiently small r depending on λ and d∥∥u∥∥
L
2(d+2)
d (Qr)
≤C r−1
∥∥u∥∥
L2(Q2r)
, (39)
where C depends on λ and d.
Proof. Let ϕ ∈ C∞0 (Q2r) with 0 ≤ ϕ ≤ 1 and ϕ ≡ 1 in Qr, with Q2r ⊂ [0, 1)× Rd. Multiply
Pui by ϕ2ui and add up in i. Then, from the product rule
ϕ2u · Pu = ϕ2ui (∂tui + 12 ∇ (A∇ui))
= 1
2
∂t|ϕu|2 − |u|2ϕ∂tϕ+ 14 ∇ ·
(
ϕ2A∇|u|2)− 1
2
A∇(ϕui) · ∇(ϕui) + |u|2
2
A∇ϕ · ∇ϕ
(40)
Multiply (40) by −2 and integrate the result over [τ, 4r2]× B2r for 0 ≤ τ ≤ 4r2 while using
the fact that ϕ = 0 on the boundary of B2r. Then, we get
−2 ∫ 4r2
τ
∫
B2r
ϕ2u · Pu dt dx = ∫
B2r
|ϕ(τ)u(τ)|2 dx+ ∫ 4r2
τ
∫
B2r
A∇ (ϕui) · ∇ (ϕui) dt dx
+ 2
∫ 4r2
τ
∫
B2r
|u|2 [ϕ∂tϕ− 12 A∇ϕ · ∇ϕ] dt dx.
It then follows from (38) that
−2 ∫ 4r2
τ
∫
B2r
ϕ2u · Pu dt dx ≤C
∫ 4r2
τ
∫
B2r
ϕ2|u|(W |∇u|+ V |u|) dt dx
≤C
∫ 4r2
τ
∫
B2r
V (ϕ|u|)2 +W |ϕu||∇(ϕu)|+W |ϕ∇ϕ||u|2 dt dx.
The above inequality, (12), (37), the natural bounds satisfied by ϕ, r2|∂tϕ| + r|∇ϕ| ≤C 1,
and Ho¨lder’s inequality with p = d+2
2
imply that for 0 < r ≤ 1
‖ϕu‖2L∞t L2x([0,4r2]×Rd) + ‖∇ (ϕu) ‖
2
L2([0,4r2]×Rd) ≤C r−2
∫
Q2r
|u|2 dt dx
+ ‖V2‖
L
d+2
2 (Q2r)
‖ϕu‖2
L
2(d+2)
d ([0,4r2]×Rd)
+ r‖ϕu‖L∞t L2x([0,4r2]×Rd)‖∇ (ϕu) ‖L2([0,4r2]×Rd), (41)
4Here one could also use the Carleman inequalities in [KT09].
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where V = V1 + V2, with
‖V1‖L∞((0,1)×Rd) + ‖V2‖Ld+2((0,1)×Rd) ≤ 2λ−1. (42)
The interpolation inequality in Lemma 7.11 (i), Jensen’s inequality and (42) give∥∥ϕu∥∥
L
2(d+2)
d ([0,4r2]×Rd)
≤ ∥∥ϕu∥∥
L∞t L2x([0,4r2]×Rd)
+
∥∥∇(ϕu)∥∥
L2([0,4r2]×Rd) (43)
and
‖V2‖
L
d+2
2 (Q2r)
≤C 2rλ−1. (44)
Then, (41) and (44) yield
‖ϕu‖2L∞t L2x([0,4r2]×Rd) + ‖∇ (ϕu) ‖
2
L2([0,4r2]×Rd) ≤C r−2
∫
Q2r
|u|2 dt dx
+ r
[
‖ϕu‖2L∞t L2x([0,4r2]×Rd) + ‖∇ (ϕu) ‖
2
L2([0,4r2]×Rd)
]
.
Now, if r is small we can hide the second term on the right-hand side above on the left-hand
side, which implies by (43)∥∥ϕu∥∥
L
2(d+2)
d ([0,4r2]×Rd)
≤C ‖ϕu‖L∞t L2x([0,4r2]×Rd) + ‖∇ (ϕu) ‖L2([0,4r2]×Rd) ≤C r−1‖u‖L2(Q2r),
for 0 < r ≤ r(λ, d) and Lemma 7.5 follows. 
Lemma 7.6. If the set E has positive Lebesgue measure on [0, 1)×Rd and (τ, z) is a Lebesgue
point of E, then u has a zero of infinite order at (τ, z); i.e., there is R > 0 such that for all
m ≥ 1 there is Cm with
|u(t, x)| ≤ Cm(t− τ + |x− z|2)m2 , (t, x) ∈ QR(τ, z). (45)
Proof. Without loss of generality and after a translation we may assume that (τ, z) = (0, 0).
Then, starting with the right-hand side of (39),∥∥u∥∥
L2(Q2r)
=
∥∥u∥∥
L2(Q2r\E) ≤ |Q2r \ E|
1
d+2
∥∥u∥∥
L
2(d+2)
d (Q2r\E)
≤C r
( |Q2r \ E|
|Q2r|
) 1
d+2 ∥∥u∥∥
L
2(d+2)
d (Q2r)
(46)
where the first inequality follows from Jensen’s inequality. It then follows from (39) and (46)
that for 0 < r ≤ r(λ, d)
∥∥u∥∥
L
2(d+2)
d (Qr)
≤C
( |Q2r \ E|
|Q2r|
) 1
d+2 ∥∥u∥∥
L
2(d+2)
d (Q2r)
,
where the constant C is independent of r. Now, because (0, 0) is a Lebesgue point of E
lim
r→0+
|Q2r \ E|
|Q2r| = 0
and for all ǫ > 0, there is some rǫ > 0 such that∥∥u∥∥
L
2(d+2)
d (Qr)
≤ ǫ ∥∥u∥∥
L
2(d+2)
d (Q2r)
, 0 < r ≤ rǫ.
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The iteration of the previous inequality implies that
lim
r→0
r−m
∥∥u∥∥
L
2(d+2)
d (Qr)
= 0, m ≥ 1.
Finally, standard estimates for sub-solutions to parabolic equations [Lie96, Theorem 6.17]),
- which are well known to extend for vector solutions to parabolic systems with a diagonal
principal part - (38), (37) and (12) imply that with constants depending on λ and d
max
Qr
|u| ≤C −
∫
Q2r
|u| dsdy, 0 ≤ r ≤ 1
2
.
The last two facts show that (45) holds for R small and (τ, z) = (0, 0). 
Lemma 7.7 (Strong uniqueness). Assume that u has a zero of infinite order with respect to
the (t, x) variables at (0, 0). Then, u(0, x) ≡ 0 over Rd.
Lemma 7.7 follows from the following Carleman inequality [EF03, Theorem 4]. See also
[Esc00], [EV01], [ESSˇ03a, p. 148], [ESSˇ04, §3] or [ESSˇ03b, Prop. 6.1] for similar Carleman
inequalities for cases where the leading part of P is the backward heat operator.
Lemma 7.8. Assume that 1
2
A(0, 0) is the identity matrix. Then, there are N and 0 < δ ≤ 1
depending only on λ and d such that with γ = 2α/δ2, for each α ≥ N there is an increasing
C∞ function σ : (0, 1] −→ [0,+∞) verifying
t/N ≤ σ(t) ≤ t, 0 ≤ t ≤ 1/2γ, (47)
and such that the inequality
α
d
2(d+2)‖σ 12−αG 12v‖
L
2(d+2)
d ([0,1]×Rd)
+ α‖σ−αG 12v‖L2([0,1]×Rd) +
√
α‖σ 12−αG 12∇v‖L2([0,1]×Rd)
≤ N‖σ 12−αG 12Pv‖L2([0,1]×Rd) + eNαγα+N
[‖v‖L2([0,1]×Rd) + ‖∇v‖L2([0,1]×Rd)] , (48)
holds for any v ∈ C0 ∩W 1,22 ((0, 12γ )× Rd). Here G(t, x) = t−
d
2 e−|x|
2/4t.
Proof of Lemma 7.8. As in [EF03, Theorem 4 and Lemma 4], setting G(t, x) = t−
d
2 e−|x|
2/4t
and when 1
2
A(0, 0) is the identity matrix, the Assumptions 3.3 (i)-(iii) and (12) hold, there
are N = N(λ, d) ≥ 1 and 0 < δ0 = δ(λ, d) < 1 such that if α ≥ 2, 0 < δ ≤ δ0, γ = α/δ2,
σ(t) = β(γt)/γ and β(t) = t exp
[
−
∫ t
0
(
1− exp
(
−
∫ s
0
τ−
1
2
(
log
(
1
τ
)) 3
2 dτ
))
ds
s
]
,
(49)
the Carleman inequality (where integration is carried out over (0,+∞)× Rd),
αγ
∫∫
σ−γ|v|2G dt dx+ γ ∫∫ σ1−γ|∇v|2G dt dx
≤ N ∫∫ σ1−γ |Pv|2G dt dx+ eNγγγ+N ∫∫ |v|2 + |∇v|2 dt dx, (50)
holds for any v ∈ C∞0 ((0, 12γ )× Rd). The main point about (49) and (50) is that
θ ≤ σ˙(t) ≤ 1 and θt ≤ σ(t) ≤ t, 0 < t ≤ 1/(2γ), (51)
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holds over the support of v [EF03, Lemmas 4], for some 0 < θ < 1 which depends only on
the choice of β and is independent of γ ≥ 1; i.e. of α ≥ 2 and 0 < δ ≤ δ0.
In what follows we fix the value of δ and take it equal to δ0. On the other hand, the reader
can verify that the authors of [EF03] could have also added the integral∫∫
σ1−α
[
∂tv − 12A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v
]2
G dt dx, where F = 2|x|
2−A(0,x)x·x
8t2
,
(52)
(left aside along the proof of [EF03, Theorem 4]) to the left-hand side of (50), while integra-
tion by parts over (0, τ)× Rd, 0 < τ ≤ 1, shows that the following identity holds
2
∫ τ
0
∫
Rd
σ1−α
[
∂tv − 12A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v
]
v G dt dx
=
∫
Rd
σ(τ)1−α|v|2(x, τ)G(x, τ) dx− ∫ τ
0
∫
Rd
σ˙ σ−α|v|2G dt dx
+
∫ τ
0
∫
Rd
σ1−α
[
FG− ∂tG+ 12∇ · (A(0, x)∇G)
] |v|2 dt dx.
(53)
The Lipschitz continuity of A(0, ·) and the fact that 1
2
A(0, 0) is the identity matrix imply
that
|FG− ∂tG+ 12∇ · (A(0, x)∇G) | ≤N |x|t G (54)
while from Young’s inequality and the support properties of v
∣∣2 ∫ τ
0
∫
Rd
σ1−α
[
∂tv − 12A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v
]
v G dt dx
∣∣
≤ ∫∫ σ1−α [∂tv − 12A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v]2G dt dx
+ γ−1 sup
0<τ<1
∫
Rd
σ1−α(τ)|v|2(τ, x)G(τ, x) dx . (55)
It then follows from (53), (55), (54) and (51) that for α ≥ N , with a possibly larger new N
sup
0<τ<1
∫
Rd
σ(τ)1−α|v|2(τ, x)G(τ, x) dx
≤N
∫∫
σ1−α
[
∂tv −A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v
]2
G dt dx
+
∫∫
σ−α (1 + |x|) |v|2G dt dx.
(56)
Also, the inequality∫ |x|2
8t
|h|2G(t, x) dx ≤ 2t ∫ |∇h|2G(t, x) dx+ d
2
∫ |h|2G(t, x) dx (57)
holds for all h in C∞0 (R
d) and t > 0 [EFV06, Lemma 3]. Multiply then (57) applied to v(t, ·)
by σ−α and integrate the corresponding inequality over [0, 1] to get∫∫
σ−α |x|
2
t
|v|2G dt dx ≤N
∫∫
σ1−α|∇v|2G dt dx+ ∫∫ σ−α|v|2G dt dx. (58)
By (51), the Ho¨lder inequality, Young’s inequality and the support properties of v imply that∫∫
σ−α|x||v|2G dt dx ≤N
∫∫
σ−α |x|
2
t
|v|2G dt dx+γ−1 sup0<τ<1
∫
σ1−α(τ)|v(τ, x)|2G(τ, x) dx.
(59)
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Then, (56), (59) and (58) yield
sup
0<τ<1
∫
Rd
σ(τ)1−α|v|2(τ, x)G(τ, x) dx
≤N
∫∫
σ1−α
[
∂tv −A(0, x)∇ logG · ∇v + 12Fv − ασ˙2σ v
]2
G dt dx
+
∫∫
σ−α|v|2G dt dx+ ∫∫ σ1−α|∇v|2G dt dx,
(60)
Also, the triangle inequality and (51) imply that∫∫
σ1−α|∇ (G1/2v) |2 dt dx ≤N ∫∫ σ1−α|∇v|2G dt dx+ ∫∫ σ−α |x|2t |v|2G . (61)
It now follows from (50), (60), the fact stated in (52), (61) and (58) that
‖σ 1−α2 G 12 v‖L∞t L2x([0,1]×Rd) +
√
α‖∇(σ 1−α2 G 12v)‖L2([0,1]×Rd) + α‖σ−
α
2G
1
2v‖L2([0,1]×Rd)
+
√
α‖σ 1−α2 G 12∇v‖L2([0,1]×Rd) ≤ N‖σ
1−α
2 G
1
2Pv‖L2([0,1]×Rd)
+ eNαγ
α
2
+N
[‖v‖L2([0,1]×Rd) + ‖∇v‖L2([0,1]×Rd)] . (62)
Then, by Lemma 7.11 (i) with [a, b] = [0, 1] and the control we have on the first and the
second terms on the left-hand side of (62), we get
α
d
2(d+2)‖σ 1−α2 G 12 v‖
L
2(d+2)
d ([0,1]×Rd)
+ α‖σ−α2G 12 v‖L2([0,1]×Rd) +
√
α‖σ 1−α2 G 12∇v‖L2([0,1]×Rd)
≤ N‖σ 1−α2 G 12Pv‖L2([0,1]×Rd) + eNαγ
α
2
+N
[‖v‖L2([0,1]×Rd) + ‖∇v‖L2([0,1]×Rd)] , (63)
when α ≥ N(λ, d) and v ∈ C∞0 (0, 12γ )× Rd.
Then, mollification and the Dominated Convergence Theorem show that (63) holds for
functions v ∈ C0 ∩ W 1,22 ((0, 12γ ) × Rd). Finally, Lemma 7.8 follows from (63) after one
replaces α by 2α and redefines γ as 2α/δ20 in (63) . 
Proof of Lemma 7.7. After the constant change of variables x = R y, R = 1√
2
A1/2(0, 0),
which satisfies
N−1|y| ≤ |x| ≤ N |y|, x ∈ Rd, with N = N(λ), (64)
we may after abusing of the notation, assume that in the original coordinates (t, x), the
matrix 1
2
A(0, 0) is the identity.
In what follows N and γ are the constants defined in Lemma 7.8 so that it holds for any
α ≥ N . Let now u satisfy the conditions in Lemma 7.7, vǫ = φǫ(t) θ(x)u, where θ ∈ C∞0 (Rd)
and φǫ ∈ C∞0 (R) verify θ = 1 for |x| ≤ 1, θ = 0 for |x| ≥ 2, φǫ = 1 when ǫ ≤ t ≤ 1/(6γ) and
φǫ = 0 when t ≤ ǫ/2 or t ≥ 1/(4γ). Apply now the inequality (48) to each component of viǫ
of vǫ. Then, after adding up in i, we get
α
d
2(d+2)‖σ 12−αe−|x|2/8tvǫ‖
L
2(d+2)
d ([0,1]×Rd)
+ α‖σ−αe−|x|2/8tvǫ‖L2([0,1]×Rd)
+
√
α‖σ 12−αe−|x|2/8t∇vǫ‖L2([0,1]×Rd) ≤ N‖σ
1
2
−αe−|x|
2/8tPvǫ‖L2([0,1]×Rd)
+ eNαγα+N
[‖vǫ‖L2([0,1]×Rd) + ‖∇vǫ‖L2([0,1]×Rd)] . (65)
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After writing V as V1 + V2 with V1 and V2 as in (42), from Ho¨lder’s inequality
‖σ 12−αG 12V vǫ‖L2([0,1]×Rd) + ‖σ
1
2
−αG
1
2W∇vǫ‖L2([0,1]×Rd)
≤ ‖V1‖L∞([0,1]×Rd)‖σ−αG
1
2vǫ‖L2([0,1]×Rd) + ‖V2‖Ld+2([0,1]×Rd)‖σ
1
2
−αG
1
2vǫ‖
L
2(d+2)
d ([0,1]×Rd)
+ ‖W‖L∞([0,1]×Rd)‖σ
1
2
−αG
1
2∇vǫ‖L2([0,1]×Rd),
it is possible to hide on the left-hand side of (65) the term W |∇vǫ| + V |vǫ| arising on the
right-hand side of the inequality
|Pvǫ| ≤N W |∇vǫ|+ V |vǫ|+ |∇u|1[0, 1
4γ
]×(B2\B1)
+ |u|
(
α 1[0, 1
4γ
]×(B2\B1)∪[ 16γ , 14γ ]×B2 + ǫ
−11[ ǫ
2
,ǫ]×B2
)
,
after one requires α to be sufficiently large. Also, from (47) there is N ≥ 1 independent of
α ≥ 1 such that
σ−αG
1
2 ≤ eNααα, when (x, t) ∈ [0, 1
4γ
]× (B2 \B1) ∪ [ 16γ , 14γ ]× B2.
Altogether, we get that for α ≥ N , for some N depending only on λ and d
‖t−αe−|x|2/8tu‖L2([ǫ, 1
6γ
]×B1) ≤ eNααα
[‖u‖L2([0,1]×B2) + ‖∇u‖L2([0,1]×B2)]
+ ǫ−1eNααα‖t−αe−|x|2/8tu‖L2([ ǫ
2
,ǫ]×B2).
Next, the fact that u has a zero of infinite order at (0, 0) with respect to the (t, x) variable,
implies that the last term above tends to zero when ǫ→ 0+, and we get
‖t−αe−|x|2/8tu‖L2([0,1]×B1) ≤ NeNααα
[‖u‖L2([0,1]×B2) + ‖∇u‖L2([0,1]×B2)] , for all α ≥ 0. (66)
Also, from Stirling’s formula αα ≤ NeNαα!, for all α ∈ N [Ahl66]. Then, after multiplying
(66) by 1/
(
α!e2Nα2α
)
and adding up over α ≥ 0, we derive that for some large new N as
above
‖e1/Nt−|x|2/8tu‖L2([0,1]×B1) ≤ N
[‖u‖L2([0,1]×B2) + ‖∇u‖L2([0,1]×B2)] .
In particular,
‖e1/2Ntu‖L2([0,1]×B2/√N ) ≤ N
[‖u‖L2([0,1]×B2) + ‖∇u‖L2([0,1]×B2)] . (67)
Finally, the standard estimates for sub-solutions to parabolic inequalities (see [Lie96, Theo-
rem 6.17]) imply that with constants depending on λ and d
|u(x, t)| ≤N 1
t
d
2+1
∫ 2t
t
∫
B√t(x)
|u| dsdy, when x ∈ Rd and 0 ≤ t ≤ 1/4 (68)
and from (67) and (68)
|u(x, t)| ≤ Ne−1/Nt [‖u‖L2([0,1]×B2) + ‖∇u‖L2([0,1]×B2)] , when |x| ≤ 1/√N and 0 < t < 14 .
Thus, u vanishes to infinite order with respect to the (t, x) variables at all points (0, y), with
|y| < 1/√N .
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Because of (64), one can now repeat the same reasoning but now with center at the point
(0, y) with |y| < 1/√N and find that u vanishes to infinite order with respect to the (t, x)
variables at all points (0, y), with |y| < 2/√N . Eventually, one derives that u(0, ·) ≡ 0 over
Bm/
√
N for all m ≥ 1, which confirms Lemma 7.7. 
Lemma 7.9. There is C = C(λ, d) such that the inequality∥∥eM(t+δ)∂tf∥∥L2((0,T )×Rd) +√M∥∥eM(t+δ)∇f∥∥L2((0,T )×Rd)
+
√
αM
∥∥eM(t+δ)f∥∥
L2((0,T )×Rd) ≤C
∥∥eM(t+δ)(t + δ)−αPv∥∥
L2((0,T )×Rd) (69)
holds for any α > 0, M ≥ λ−2, 0 < δ ≤ 1
4M
and v ∈ W 1,22 ((0, T )× Rd) with v(0, ·) ≡ 0 and
v(T, ·) ≡ 0 over Rd, when f = (t + δ)−αv and T = 1
4M
− 2δ.
Proof. Let γ : [0,+∞) → R+ and σ : [0,+∞) → R be two smooth functions to be chosen.
For v ∈ C∞0 ((−δ,+∞)× Rd) set f = eσ(t)v. Then
eσ(t)Pv = eσ(t)Pe−σ(t)f = ∂tf − σ˙(t)f +∇ ·
(
A(t, x)∇f) = ∂tf − Sf,
where S = σ˙(t) − ∇ · (A(t, x)∇ ) is for each fixed time t a symmetric operator; i.e.,∫
Rd
(Sφ)ψ dx = ∫
Rd
φ(Sψ) dx, for any φ, ψ ∈ C∞0 (Rd).
Then,∥∥√γ eσPv∥∥2
L2((−δ,+∞)×Rd) =
∥∥√γeσPe−σf∥∥2
L2((−δ,+∞)×Rd) =
∥∥√γ(∂tf − Sf)∥∥2L2((−δ,+∞)×Rd)
=
∥∥√γ∂tf∥∥2L2((−δ,+∞)×Rd) + ∥∥√γSf∥∥2L2((−δ,+∞)×Rd) − 2 ∫∫(−δ,+∞)×Rd γ∂tfSf dt dx.
For the third term above, using integration by parts and because S is a symmetric operator,
− 2 ∫∫
(−δ,+∞)×Rd γ∂tfSf dt dx = −
∫∫
(−δ,+∞)×Rd γ
[
∂tfSf + ∂tfSf
]
dt dx
=
∫∫
(−δ,+∞)×Rd
[− ∂t (γfSf) + γ˙fSf + γfStf + γfS∂tf − γfS∂tf] dt dx
=
∫∫
(−δ,+∞)×Rd
(
γ˙S + γSt
)
f dt dx,
where St = σ¨(t)−∇ · (∂tA(t, x)∇). From the definition of S and St, we have
γ˙S + γSt = ddt
(
σ˙γ
)−∇ · ((γ∂tA+ γ˙A)∇ ).
Combining the previous three identities, we get∥∥√γ eσPv∥∥2
L2((−δ,+∞)×Rd) =
∫∫
(−δ,+∞)×Rd γ|∂tf |2 dt dx+
∫∫
(−δ,+∞)×Rd γ|Sf |2 dt dx
+
∫∫
(−δ,+∞)×Rd
d
dt
(σ˙γ)|f |2 + (γ∂tA+ γ˙A)∇f · ∇f dt dx. (70)
Take now σ(t) = −α log(t+ δ) and γ(t) = e2M(t+δ). Then, because λ2M ≥ 1, we have
d
dt
(σ˙γ) = α(t+ δ)−2e2M(t+δ)[1− 2M(t + δ)] ≥ α
2
(t + δ)−2e2M(t+δ), over (−δ, T + δ) (71)
and (
γ∂tA+ γ˙A
)
ξ · ξ ≥Mλe2M(t+δ)|ξ|2, for ξ ∈ Rd, and (t, x) ∈ R1+d. (72)
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Then, (71) and (72) confirm that the inequality∥∥eM(t+δ)∂tf∥∥L2((−δ,T+δ)×Rd) +√M∥∥eM(t+δ)∇f∥∥L2((−δ,T+δ)×Rd)
+
√
αM
∥∥eM(t+δ)f∥∥
L2((−δ,T+δ)×Rd) ≤ N
∥∥eM(t+δ)(t + δ)−αPv∥∥
L2((−δ,T+δ)×Rd) (73)
holds for any v ∈ C∞0 ((−δ, T + δ)× Rd) after dropping the integral∫∫
(−δ,+∞)×Rd γ|Sf |2 dt dx
from the right-hand side of (70).
Next, when v ∈ W 1,22 ((0, T )× Rd), the identity
v(t2, x)− v(t1, x) =
∫ t2
t1
∂tv(t, x) dt
and the Minkowski inequality show that
‖v(t2, ·)− v(t1, ·)‖L2(Rd) ≤
√
|t2 − t1| ‖∂tv‖L2((0,T )×Rd)), for t1, t2 ∈ [0, T ], (74)
and v ∈ C([0, T ], L2(Rd). Now, if v(0, ·) and v(T, ·) are a.e. zero over Rd, the extension of
v to R1+d as v = 0 for t ≤ 0 and t ≥ T (abusing the notation we continue to denote it v)
belongs to W 1,22 (R
1+d).
Let now vǫ,R = θR (v ∗ φǫ) be a compactly supported in space mollification of v, where
θR(x) = θ(x/R) for some θ ∈ C∞0 (B2), with θ = 1 over B1 and φ ∈ C∞0 ((−1, 1) × B1) is
a standard mollifier with integral 1 over R1+d. Then, for ǫ small and R > 0, vǫ,R lies in
C∞0 ((−δ/2, T + δ)×Rd) and vǫ,R converges in a dominated way as R→ +∞ and ǫ→ 0+ to
v in W 1,22 (R
1+d). Also fǫ,R = (t + δ)
−αvǫ,R converges in a dominated way to f = (t + δ)−αv
in W 1,22 ((−δ/2, T + δ)× Rd).
Finally, for ǫ > 0 small, we can plug in vǫ,R in the inequality (73), where t + δ ≥ δ/2.
Then, letting first R→ +∞ and after ǫ→ 0+, the dominated convergence theorem confirms
that Lemma 7.9 holds. 
Lemma 7.10 (Backward Uniqueness). If u(0, ·) ≡ 0 on Rd, then u ≡ 0 on [0, 1]× Rd.
Proof. For α ≥ 1, M > 0 and 0 < δ ≤ 1
40M
small, let T = 1
4M
−2δ ≥ 1
5M
be as in Lemma 7.9.
Consider a smooth truncation function φ : [0, 1] → R such that 0 ≤ φ ≤ 1, φ(t) = 1 when
0 ≤ t ≤ 1
8M
and φ(t) = 0 when t ≥ 1
6M
. Set v(t, x) = φ(t)u(t, x). We first apply Lemma
7.9 to each component vi, i = 1, . . . , I, of v, which lies in W
1,2
2 ([0, T ]× Rd), v(0, ·) ≡ 0 and
v(T, ·) ≡ 0 over Rd. To this end, we have
Pvi = φPui + φ˙ ui =: I + II. (75)
For II, by the construction of φ, |φ˙| ≤C M and φ˙ 6= 0 only when t lies in the interval [ 18M , 16M ].
Therefore, for 0 < t+ δ ≤ T + δ ≤ 1
4M
, we have∣∣eM(t+δ)(t+ δ)−αφ˙ θRui∣∣ ≤C (8M)1+α|u|. (76)
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For I and due to (38)
eM(t+δ)(t + δ)−αφ
∣∣Pui∣∣ ≤C W ∣∣(t+ δ)−αφ∇u|+ V ∣∣∣(t+ δ)−αφu∣∣∣ ≤C W |∇f |+ V |f | (77)
where f = (t + δ)−αφu. Applying Lemma 7.9 to each vi, i = 1, . . . , d and adding up over i
on both sides of (69), we obtain from (75)-(77) and (42) that the following holds∥∥∂tf∥∥L2((0,T )×Rd) +√αM∥∥f∥∥L2((0,T )×Rd) +√M∥∥∇f∥∥L2((0,T )×Rd)
≤C (8M)1+α
∥∥u∥∥
L2((0,1)×Rd) +
∥∥∇f∥∥
L2((0,T )×Rd) +
∥∥f∥∥
L2((0,T )×Rd) +
∥∥V2f∥∥L2((0,T )×Rd). (78)
For the last term on the left-hand side above, Ho¨lder’s inequality and (42) yield∥∥V2f∥∥L2((0,T )×Rd) ≤ ‖V2‖Ld+2((0,T )×Rd)∥∥f∥∥L 2(d+2)d ((0,T )×Rd) ≤C ∥∥f∥∥L 2(d+2)d ((0,T )×Rd).
Applying Lemma 7.11 (i) and (ii) to the right-hand side of the previous inequality, we get∥∥f∥∥
L2((0,T )×Rd) ≤C
∥∥∇f∥∥ dd+2
L((0,T )×Rd)
∥∥∂tf∥∥ 2d+2L2((0,T )×Rd)
≤C ǫ− d+2d
∥∥∇f∥∥
L2((0,T )×Rd) + ǫ
d+2
2
∥∥∂tf∥∥L2((0,T )×Rd), (79)
for any ǫ > 0. Then, the left-hand side of (78) is bounded by
≤ C
[∥∥f∥∥
L2((0,T )×Rd)) +
(
1 + ǫ−
d+2
d
)∥∥∇f∥∥
L2([0,1]×RJ) + ǫ
d+2
d
∥∥∂tf∥∥L2((0,T )×Rd))] , (80)
with C = C(λ, d). Choose then ǫ sufficiently small so that Nǫ
d+2
d ≤ 1 Then, choose M
sufficiently large such that √
M ≥ 2C
(
1 + ǫ−
d+2
d
)
.
Then (80) shows that the last three terms on the left-hand side of (78) are dominated by the
left-hand side of (78), if we choose and fix a sufficiently large value of M .
As a result, we have from (78) that for that value of M , α ≥ 1, 0 < δ ≤ 1
40M
and with
T = 1
4M
− 2δ ≥ 1
5M
, we have
√
α
∥∥(t+ δ)−1−αφu∥∥
L2((0,
1
5M
)×Rd) ≤ C(8M)
(1+α)
∥∥u∥∥
L2([0,1]×RJ). (81)
Letting then δ tend to zero and recalling that φ ≡ 1, when t ≤ 1
16M
, where t−1−α ≥ (16M)1+α,
we get from (81) ∥∥u∥∥
L2([0,
1
16M
]×Rd) ≤ C 2
−α∥∥u∥∥
L2([0,1]×Rd), when α ≥ 1.
Sending α → ∞ we conclude that ∥∥u∥∥
L2([0,
1
16M
]×Rd) = 0. Now iterating the same reasoning
over the time interval [ 1
16M
, 1), as many times as it is necessary. To reach the terminal time
t = 1, applying the estimate (74) to u, we obtain u ∈ C([0, T ], L2(Rd)). Therefore u(1, ·) ≡ 0
and we confirm the statement of Lemma 7.10. 
Lemma 7.11. There is a constant C depending on d ≥ 1 such that the following inequalities
hold for any interval [a, b] in R.
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(i)
∥∥f∥∥
L
2(d+2)
d ([a,b]×Rd)
≤C
∥∥∇f∥∥ dd+2
L2([a,b]×Rd)‖f‖
2
d+2
L∞t L2x([a,b]×Rd).
(ii)
∥∥f∥∥
L∞t L2x([a,b]×Rd)
≤ √b− a∥∥∂tf∥∥L2([a,b]×Rd), when f(a, ·) ≡ 0 over Rd.
Proof. For α ∈ (0, 1), let Λα be the fractional differential operator and Iα the fractional
integral operator. Then f = IαΛαf , Λ̂αf = |ξ|αfˆ , and Îαg = |ξ|−αgˆ, where ·ˆ is the Fourier
transform. Young’s inequality implies that for any ǫ > 0 and ξ in Rd, |ξ|2α ≤ ǫ2α+ ǫ2α−2|ξ|2.
Then ∥∥Λαf(t, ·)∥∥L2(Rd) ≤ ǫα∥∥f(t, ·)∥∥L2(Rd) + ǫα−1∥∥∇f(t, ·)∥∥L2(Rd).
Minimizing with respect to ǫ > 0 the above right-hand side, we obtain∥∥Λαf(t, ·)∥∥L2(Rd) ≤ ∥∥∇f(t, ·)∥∥αL2(Rd)∥∥f(t, ·)∥∥1−αL2(Rd). (82)
On the other hand, when 1
2
− 1
r
= α
d
and 0 < α < d, Iα maps L2(R2) into Lr(R2) [Ste70, p.
119], i.e., there exists a constant C depending on r such that∥∥Iαg(t, ·)∥∥Lr(Rd) ≤C ∥∥g(t, ·)∥∥L2(Rd). (83)
Combining (82),(83), together with f = IαΛαf and choosing r = 2(d+2)d , α = dd+2 , we obtain∥∥f(t, ·)∥∥
L
2(d+2)
d (Rd)
≤C
∥∥∇f(t, ·)∥∥ dd+2
L2(Rd)
∥∥f(t, ·)∥∥ 2d+2
L2(Rd)
.
Taking the 2(d+2)
d
power of both sides and integrating with respect to time over [a, b] we
confirm the statement in (i).
By the Fundamental Theorem of Calculus f(t, x) =
∫ t
a
∂tf(s, x)ds, when f(a, x) ≡ 0 and
|f(t, x)| ≤ ( ∫ t
a
|∂tf(s, x)|2ds
) 1
2
√
t− a,
which implies ∥∥f∥∥
L∞t L2x([a,b]×Rd)
≤
√
b− a∥∥∂tf∥∥L2([a,b]×Rd).

Proof of Lemma 7.1. It follows from Proposition 6.5 that u,∇u ∈ L2((0, 1)× Rd).
Taking the derivative with respect to xn on both sides of the equation satisfied by v0 in
(16), we obtain
∂tu
n + 1
2
∑
j,k ∂xj
(
Ajk ∂xku
n
)
= 1
2
∑
j,k ∂xjA
jk ∂xku
n − 1
2
∑
j,k ∂xnA
jk ∂xju
k −∑j bj∂xjun −∑j ∂xnbj uj
−∑j,k ∂f 0∂z0j σkj ∂xkun −∑j,k ∂f
0
∂z0j
∂xnσ
kj uk
−∑i 6=0,j,k ∂f 0∂zij σkj∂2xnxkvi −∑i 6=0,j,k ∂f
0
∂zij
∂xnσ
kj ∂xkv
i.
(84)
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Recall from Assumption 3.3 (i), b,σ,∇b,∇σ ∈ L∞. Moreover, it follows from Assumption
5.1 (iv) that∣∣∣ ∂f 0
∂z0j
(∇v σ)
∣∣∣ ≤C |∇v| and ∣∣∣ ∂f 0
∂zij
(∇v σ)
∣∣∣ ≤C |u|, i = 1, . . . , I, j = 1, . . . , d,
for a constant C depending on M in Assumption 5.1 (iv) and ‖σ‖L∞ . Thanks to Corollary
6.4 (ii) and Proposition 6.5, ∇v ∈ L∞∩Ld+2∩L2 and ∇2v ∈ Ld+2∩L2, we confirm (37) and
(38) from (84) and we further obtain V ∈ (L∞ + L2)((0, 1)×Rd), where the L∞ component
comes from the last term in the second line of (84). Now due to the fact that W ∈ L∞ and
u,∇u, V ∈ L2, the Sobolev norm estimate for linear parabolic equations (see e.g. [LSU67,
Chapter IV, Theorem 9.1])) implies that u ∈ W 1,22 ((0, 1)× Rd). 
8. Additional proofs
8.1. Proof of Lemma 2.2. We fix i ∈ {1, . . . , I}. The finiteness of E[|U(θi ·S+Ei)|] follows
from the assumption in Definition 2.1 that the set Q is well defined. To prove the optimality,
define the conjugate function of U by
V (y) := sup
x∈R
{U(x)− xy} = y(ln y − 1), y > 0,
and observe that
V (U ′(x)) = U(x)− xU ′(x) ≥ U(c)− cU ′(x), c ∈ R.
In particular, letting ai := E[U ′(θi · S + Ei)], we find that
U
( ∫ 1
0
θit dSt+E
i
)
−ai dQi
dP
( ∫ 1
0
θit dSt+E
i
)
≥ U
( ∫ 1
0
ηt dSt+E
i
)
−ai dQi
dP
( ∫ 1
0
ηt dSt+E
i
)
,
for all processes η. Taking the expectation under P on both sides of the inequality yields the
result due to the fact that η · S is a supermartingale under Qi . 
8.2. Proof of Theorem 3.1. Let (θ, S) be a Radner equilibrium, Q = {Qi}i=1,...,I the set
of associated pricing measures and R the certainty equivalent process defined by (7). For
i = 1, . . . , I, we define the martingales
Kit := Et
[
ξU ′
( ∫ 1
0
θiu dSu + E
i
)]
= Et
[
ξe−
∫ 1
0 θ
i
u dSu−Ei
]
,
Lit := Et
[
U ′
( ∫ 1
0
θiu dSu + E
i
)]
= Et
[
e−
∫ 1
0 θ
i
u dSu−Ei
]
.
Since S is a martingale under every element of Q and from the representation dQi/dP =
Li1/L
i
0, we obtain that
St = E
Qi
t [ξ] =
Kit
Lit
,
Rit = − lnLit −
∫ t
0
θiu d
(
Kiu
Liu
)
,
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which we may write as
St = S0 +
∫ t
0
d
(
Kiu
Liu
)
,
Rit = R
i
0 −
∫ t
0
(
d lnLiu + θ
i
u d
(
Kiu
Liu
))
.
(85)
Because the filtration is generated by the Brownian motion W , therefore, any local mar-
tingale can be represented as a stochastic integral with respect to W . This and the fact
that L > 0 allows us to deduce that there exist processes β,η ∈ H0(RI×d) such that the
martingales K and L have the representation
Kit = K
i
0 +
∫ t
0
Liuβ
i
u dWu,
Lit = L
i
0 +
∫ t
0
Liuη
i
u dWu.
A simple application of Itoˆ’s formula now yields
d
(
Kit
Lit
)
= −(βit − Stηit)(ηit)⊤ dt + (βit − Stηit) dWt,
d lnLit = −
1
2
|ηit|2 dt + ηit dWt
and therefore the SDE
St = S0 −
∫ t
0
(βiu − Suηiu)(ηiu)⊤ du+
∫ t
0
(βiu − Suηiu) dWu.
Because S solves each of the I previous SDEs, there exists a row vector ζ ∈ H0(Rd) and
µ ∈ H0(R) such that, for every i ∈ {1, . . . , I},
ζt = β
i
t − Stηit,
µt = −ζt(γit + θitζt)⊤,
where −γ i := ηi + θiζ. Taking into account the terminal conditions S1 = ξ and Ri1 = Ei,
we may write (85) in backward form:
St = ξ +
∫ 1
t
µu du−
∫ 1
t
ζu dWu,
Rit = E
i − 1
2
∫ 1
t
|γiu|2 − |θiuζu|2 du−
∫ 1
t
γiu dWu.
From the market clearing condition
∑
i α
iθi = 1 we deduce that
µt = −(
∑
k α
kγkt + ζt)ζ
⊤
t ,
θit = 1 + (
∑
k
αkγkt − γit)
ζ⊤t
|ζt|2
, if ζt 6= 0.
A simple substitution now yields the BSDE formulation in the statement of the theorem.
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It remains to consider the stochastic exponentials Z i = E(−(γi + θiζ) ·W ). Observe that
Z it = e−
1
2
∫ t
0
|γiu+θiuζu|2 du−
∫ t
0
γiu+θ
i
uζu dWu
= e−
1
2
∫ t
0 |ηiu|2 du+
∫ t
0 η
i
u dWu
=
Lit
Li0
= Et
[
dQi
dP
]
.
Hence each Z i is a P-martingale. Since S and θi ·S are martingales under Qi, it now follows
that Z iS and Z i(θi · S) are martingales under P.
Suppose (S,R, ζ,γ) is a solution of the BSDE stated in the theorem. Let θ be defined as in
(9) if ζ 6= 0, and take arbitrary values satisfying (6) if ζ = 0, and let Z i = E(−(γi+θiζ) ·W )
be the density process of a probability measure Qi. Then
dQi
dP
= Z i1 = e
− 1
2
∫ 1
0
|γit+θitζt|2 dt−
∫ 1
0
γit+θ
i
tζt dWt
= e−R
i
1+R
i
0−
∫ 1
0 θ
i
t dSt
=
U ′
(∫ 1
0
θit dSt + E
i
)
E
[
U ′
(∫ 1
0
θit dSt + E
i
)] ,
where we deduced e−R
i
0 = E[e−R
i
1−θi·S] from the fact that E[Z i1] = 1. Hence Z = (Z i)i=1,...,I
defines the elements of the set of pricing measures Q. We further observe that S1 = ξ and
that, for every i ∈ {1, . . . , I}, since Z iS and Z i(θi · S) are martingales under P and the
density process Z i is a martingale, it follows that S and θi · S are Qi-martingales. Given
the expression (9) for each θi, one easily verifies that also the clearing condition (6) holds.
Lastly, undoing the computations in the ‘only if’ part of the proof shows that R is indeed
the certainty equivalent defined by (7). 
8.3. Proof of Theorem 3.4. We will check that an invertible linear transformation of f
in (10) satisfies Assumption 5.1. Once this is done, Theorem 5.2 implies the existence of a
Markovian solution Y˜ t = v˜(t, Xt) and Z˜t = (∇v˜σ)(t, Xt), t ∈ [0, 1] with Y˜ and Z˜ both
bounded for the BSDE with the transformed generator f˜ . Invert the linear transformation,
same properties hold for (Y ,Z). In notation of (8), ζ = Z0 and γi = Zi, i = 1, . . . , I.
Recall θi from (9), we obtain
θiζ = ζ +
∑
k α
kγk − γi. (86)
Boundedness of ζ and γi imply that θiζ is bounded no matter whether ζ = 0 or not.
Therefore the stochastic exponential Z i = E(−(γi + θiζ) ·W ) defines a probability measure
Qi via dQi/dP|F1 = Z i1. It then follows from the first equation of (8) and (86) that
dSt = ζt dW
i
t ,
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where dW it = dWt + (
∑
k α
kγkt + ζt)dt defines a Q
i-Brownian motion W i. Thanks to the
boundedness of ζ, S is a Qi-martingale. Moreover,
θi dSt = θ
iζt dW
i
t .
Therefore boundedness of θiζ implies the Qi-martingale property of θi ·S. Now, the ‘only if’
statement of Theorem 3.1 implies that (θ, S) is a Radner equilibrium.
Come back to the linear transformation of f . Introduce f˜ whose components are
f˜ 0(z˜) = f 0(z), f˜ i(z˜) = (f i − f I)(z), i = 1, . . . , I − 1, f˜ I(z˜) = f˜ I(z),
z˜
0 = z0, z˜i = zi − zI , i = 1, . . . , I − 1, z˜I = zI .
Assumption 5.1 (i) is clearly satisfied. To check (ii), observe that
f˜ 0(z˜) =z˜0ℓ0(z˜),
f˜ i(z˜) =f i(z)− f I(z) = z˜iℓi(z˜)− 1
2
z˜
i(z˜i + 2z˜I), i = 1, . . . , I − 1,
where
ℓ0(z˜) =− (∑k αk(z˜k + z˜I) + z˜0)⊤,
ℓi(z˜) =− 1
2
(z˜0)⊤
|z˜0|
(
2z˜0 + 2
∑
k α
k(z˜k + z˜I)− z˜i − 2z˜I) (z˜0)⊤|z˜0| 1{|z˜0 6=0|}, i = 1, . . . , I − 1,
are both at most linear growth function of z˜. Meanwhile f˜ I(z˜) is at most quadratic growth
function of z˜. Therefore (BF) is satisfied by f˜ . To verify (iii), note that
−f 0(z) =− z0ℓ0(z),
−f i(z) ≤ 1
2
|zi|2, i = 1, . . . , I,
Moverover
f 0(z) +
∑
i α
if i(z)
= −1
2
(f 0(z))2
|z0|2 1{z0 6=0} +
(f 0(z))2
|z0|2 1{z0 6=0} +
f 0(z)
|z0|2
(∑
i α
izi
)
(z0)⊤1{z0 6=0} + f 0(z)
+ 1
2
∑
i α
i
(
zi(z0)⊤
|z0|
)2
1{z0 6=0} − 12
∑
i α
i|zi|2
≤ I + II,
where, due to f 0(z) = 0 when z0 = 0,
I =
(f 0(z))2
|z0|2 1{z0 6=0} +
f 0(z)
|z0|2
(∑
i α
izi
)
(z0)⊤1{z0 6=0} + f 0(z) = −f 0(z)1{z0 6=0} + f 0(z) = 0,
II = 1
2
∑
i α
i
(
zi(z0)⊤
|z0|
)2
1{z0 6=0} − 12
∑
i α
i|zi|2 ≤ 0.
The two estimates above combined implies f 0(z) +
∑
i α
if i(z) ≤ 0. Therefore the previous
estimates imply that f satisfies (wAB) with a positively spanning vectors in RI+1:
ai = −ei, i = 1, . . . , I + 1, and aI+2 = (1, α1, . . . , αI),
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where (ei) are the standard basis vectors of R
I . Recall that the positively spanning property
is remains after invertible linear transformation (see. e.g. [XZˇ18, Remark 2.13]). Therefore
f˜ satisfies (wAB) as well. Finally, from the specific form of f 0(z), we can verify Assumption
5.1 (iv) as well. In conclusion, f˜ satisfies all conditions in Assumption 5.1. 
8.4. Proof of Theorem 5.2. Corollary 6.4 (ii) shows that the Ho¨lder and L∞-norms of
∇vn are bounded uniformly in n. Then by Arela´-Ascoli theorem, ∇vn converges to ∇v
local uniformly. On the other hand, Lemma 7.1 and Theorem 7.2 imply that, if there is a
measurable set in [0, 1)×Rd with positive Lebesgue measure such that |∇v0| = 0 there, then
∇v0 ≡ 0 on [0, 1] × Rd. However, this is contradicts with |∇g0(x0)| 6= 0 in Assumption 3.3
(iv). Therefore, we confirm (20). As a result, the convergence (19) follows from the local
uniform convergence of ∇vn to ∇v and the local uniform convergence of fn to f in Lemma
6.1 (iii). We have seen from Corollary 6.4 (iii) that each vn satisfies (28). Sending n →∞,
we obtain that v solves (16) in weak sense, hence almost everywhere. It follows Corollary 6.4
(ii) and Proposition 6.5 that v ∈ L∞ ∩W 1,22 ∩W 1,2d+2((0, 1)×Rd) and ∇v ∈ L∞((0, 1)× Rd).
Finally, (Y t,Zt) = (v,∇vσ)(t, Xt) solves the BSDE (15) thanks to Krylov’s Itoˆ formula in
[Kry80, Chapter 2, Section 10, Theorem 1]. 
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