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Abstract
The increasing digitalization in all spheres of electronics applications, from telecom-
munications systems to consumer electronics appliances, requires analog-to-digital
converters (ADCs) with a higher sampling rate, higher resolution, and lower power
consumption. The evolution of integrated circuit technologies partially helps in meet-
ing these requirements by providing faster devices and allowing for the realization
of more complex functions in a given silicon area, but simultaneously it brings new
challenges, the most important of which is the decreasing supply voltage.
Based on the switched capacitor (SC) technique, the pipelined architecture has
most successfully exploited the features of CMOS technology in realizing high-speed
high-resolution ADCs. An analysis of the effects of the supply voltage and technology
scaling on SC circuits is carried out, and it shows that benefits can be expected at
least for the next few technology generations. The operational amplifier is a central
building block in SC circuits, and thus a comparison of the topologies and their low
voltage capabilities is presented.
It is well-known that the SC technique in its standard form is not suitable for
very low supply voltages, mainly because of insufficient switch control voltage. Two
low-voltage modifications are investigated: switch bootstrapping and the switched
opamp (SO) technique. Improved circuit structures are proposed for both. Two ADC
prototypes using the SO technique are presented, while bootstrapped switches are
utilized in three other prototypes.
An integral part of an ADC is the front-end sample-and-hold (S/H) circuit. At high
signal frequencies its linearity is predominantly determined by the switches utilized.
A review of S/H architectures is presented, and switch linearization by means of boot-
strapping is studied and applied to two of the prototypes. Another important parameter
is sampling clock jitter, which is analyzed and then minimized with carefully-designed
clock generation and buffering.
The throughput of ADCs can be increased by using parallelism. This is demon-
ii
strated on the circuit level with the double-sampling technique, which is applied to
S/H circuits and a pipelined ADC. An analysis of nonidealities in double-sampling
is presented. At the system level parallelism is utilized in a time-interleaved ADC.
The mismatch of parallel signal paths produces errors, for the elimination of which a
timing skew insensitive sampling circuit and a digital offset calibration are developed.
A total of seven prototypes are presented: two double-sampled S/H circuits, a
time-interleaved ADC, an IF-sampling self-calibrated pipelined ADC, a current steer-
ing DAC with a deglitcher, and two pipelined ADCs employing the SO technique.
Keywords: analog integrated circuit, analog-to-digital conversion, BiCMOS, boot-
strapped switch, CMOS, double-sampling, IF-sampling, low voltage, operational am-
plifier, pipelined analog-to-digital converter, sample-and-hold circuit, switched-capac-
itor, switched-opamp, time interleaving.
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Chapter 1
Introduction
1.1 Motivation
For four decades the evolution of integrated circuits has followed Moore’s law, ac-
cording to which the number of transistors per square millimeter of silicon doubles
every 18 months. At the same time transistors have become faster, making possible
ever-increasing clock rates in digital circuits. This trend seems set to continue for at
least another decade without slowing down. Thus, in the near future the processing
power of digital circuits will continue to increase at an accelerating pace.
For analog circuits the evolution of technology is not as beneficial. Thus, there
is a trend to move signal processing functions from the analog domain to the digi-
tal one, which, besides allowing for a higher level of accuracy, provides savings in
power consumption and silicon area, increases robustness, speeds up the design pro-
cess, brings flexibility and programmability, and increases the possibilities for design
reuse. In many applications the input and output signals of the system are inher-
ently analog, preventing all-digital realizations; at the very least a conversion between
analog and digital is needed at the interfaces. Typically, moving the analog-digital
boundary closer to the outside world increases the bit rate across it.
In telecommunications systems the trend to boost bit rates is based on employing
wider bandwidths and a higher signal-to-noise ratio. At the same time radio archi-
tectures in many applications are evolving toward software-defined radio, one of the
main characteristics of which is the shifting of the analog-digital boundary closer to
the antenna.
Because of these trends, there is an urgent need for data converters with increasing
conversion rates and resolution. A part of this needed performance upgrade comes
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with the evolution technology, but often the demand is higher than this alone can
provide. Thus, there is still room, and a need, for innovations in circuit design.
The increasing integration level leads to systems with a smaller number of chips,
the ultimate goal being a single chip solution, the system on a chip (SoC). This means
that analog and digital circuits have to live on the same silicon die, which brings
additional challenges in analog design, such as mixed signal issues and limitations in
the choice of technology. Data converters are inherently mixed signal circuits and face
the same challenges on a smaller scale even without going as far as SoC. Furthermore,
the evolution of technology has been driven by the microprocessor industry and hence
does not always go in the best direction for the analog. However, the recent rapid
growth of the wireless telecommunications devices market has given a boost to the
development of advanced mixed signal technologies, such as silicon germanium-based
BiCMOS.
The main challenges in data converter design are decreasing supply voltage, short
channel effects in MOS devices, mixed signal issues, the development of design and
simulation tools, and testability. In analog-to-digital converters (ADCs), they need to
be met at the same time as the requirements for sampling linearity, conversion rate,
resolution, and power consumption are becoming tighter.
This work concentrates on low voltage issues in ADCs by searching for and devel-
oping techniques and circuit structures suitable for today’s and the future’s low voltage
technologies. In parallel, the increasing demands for ADCs have been answered by
developing high-frequency high-linearity sampling techniques and applying them to
ADC prototypes.
1.2 Organization of the Thesis and Research Contri-
butions
The new ideas and circuits presented in this thesis have been partially reported in
related publications [1]–[17]. The organization of the thesis is as follows:
Chapter 2 analyzes the effects of supply voltage and technology line width scal-
ing on the signal-to-noise ratio, speed, and power consumption of switched capacitor
circuits. Rather than searching for the fundamental limits, which has already been
done by several authors, the analysis takes into account the limitations of real circuit
structures and the properties of short channel MOS transistors.
Chapter 3 reviews the sample-and-hold operation, which is followed by a review
of A/D conversion in Chapter 4. The chapter also introduces the most common high
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speed Nyquist rate ADC architectures the main focus being on the pipelined ADC. Its
optimal stage resolution is studied and methods of calibration discussed.
In Chapter 5 sample-and-hold circuit architectures are reviewed and compared.
Chapter 6 investigates the use of a MOS transistor as a sampling switch, focusing
on high-frequency linearity issues. The known switch bootstrap circuits are reviewed
and some improvements aimed at enhancing linearity and reducing signal feedthrough
are proposed. One new circuit is also introduced.
Chapter 7 discuses opamp requirements in switched capacitor circuits. The most
important single-stage and two-stage topologies are compared. How to meet the re-
quirements of a high-speed, high-resolution pipelined ADC is demonstrated with a
two-stage BiCMOS topology which has been developed [1].
Chapter 8 deals with clock generation issues in pipelined ADCs. Clock jitter is
studied and an analysis of jitter in an inverter buffer is presented. The use of DLL for
generating non-overlapping clock signals is also discussed.
In Chapter 9 an analysis of nonidealities in the double-sampling technique is car-
ried out. A structure for eliminating one of them, the timing skew, is proposed [9].
Chapter 10 is a review of the switched opamp technique. Three new switchable
opamps are proposed [8, 6, 2] and a passive input interface structure is developed to
overcome the speed limitations of the existing active solutions [2].
In Chapter 11 another recently-introduced low voltage SC technique, based on
unity gain reset opamps, is briefly described. The chapter also considers some low
voltage current mirror, current source, and bandgap reference circuits [14].
Chapter 12 presents seven prototype circuits. Four of them have been designed
and tested by the author himself, while the other three are results of the team work, in
which the author has been the responsible project manager.
The first two are double-sampled S/H circuits [11, 10, 9], the latter of which uses
the developed skew-insensitive sampling structure. The third prototype [4] is a 10-
bit time-interleaved ADC, which is the result of work carried out jointly with Lauri
Sumanen. The design of the S/H front-end, digital offset calibration, clock generation,
and reference voltage buffering have been on author’s responsibility and the architec-
ture design as well as the development of the new comparator structure have been
collaborative achievements. The fourth circuit [1] is an IF-sampling self-calibrated
pipelined ADC, the design of which was performed by a team consisting of the au-
thor, Lauri Sumanen, and Tuomas Korhonen. Again the author’s part of the work has
been the design of the S/H front-end (including the opamp and bootstrapped switches)
and clock generation. In the calibration the idea of adding an extra capacitor to the
MDAC and the idea of doubling the gain of some back-end stages during calibration
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are from the author. In the fifth prototype [16] a current steering DAC is combined
with a current memory-based deglitcher. The implementation was carried out mainly
by Jussi Pirkkalaniemi, the key ideas being from the author. The last two prototypes
are pipelined ADCs realized with the switched-opamp technique. The first of them
[8] is the first-ever reported application of this technique to a pipelined ADC. Its ideas
and circuit structures are further developed in the second prototype [2].
Chapter 2
Low Voltage Issues
The whole history of integrated circuits has followed a trend of descending supply
voltage. For a long time the de facto standard was 5 volts. The migration to a 3.3-volt
supply in the mid-’90s started a trend in which almost every new process generation
has a lower nominal supply voltage than its predecessor. Today the 0.25-µm generation
uses a 2.5-V supply and, according to Semiconductor Industry Association’s roadmap
[18], it will be scaled down to 1.2 V by 2004 and to 0.9 V by 2008.
Table 2.1 shows process parameters for different technology generations. The
data, including the effective channel length, supply voltage, oxide thickness, threshold
voltage, and threshold voltage matching parameter, is collected from real processes.
The table is reprinted from [19].
There are two main drivers for voltage scaling: technology and power. The shrink-
ing technology feature size leads to lower break down voltages and thus supply volt-
age scaling is mandatory. Due to the ever-increasing integration level, which aims
Table 2.1 Technology data collected from different processes [19].
Lmin VDD Tox Vth AVth
1.0 5.0 250 0.95 20
0.8 5.0 200 0.85 13
0.5 3.3 135 0.73 11
0.35 3.3 100 0.59 9.0
0.25 2.5 60 0.52 6.0
0.18 1.8 50 0.42 4.2
0.12 1.2 42 0.32 3.8
0.10 1.2 36 0.31 3.2
0.07 0.9 30 0.30 2.5
6toward a system-on-a-chip (SoC), the power dissipation of a single chip tends to rise,
which leads to severe heat problems and increased cooling system costs. On the other
hand, the rapidly-growing market for portable battery-operated devices, such as lap-
tops, PDAs, and cellular phones, demands high signal processing capacity together
with low power dissipation.
The power dissipation of a logic gate is given by
PDIG =
1
2
·V 2DD ·CL · fclk ·α, (2.1)
where VDD is the supply voltage, CL the load capacitance, fclk the clock frequency, and
α the switching probability. It is obvious that as a result of the quadratic dependence,
the most effective way to reduce power consumption is to lower the supply voltage.
Although it affects the circuit speed, every new technology generation comes with
enhanced device characteristics and the possibility of increasing parallelism in the
logic, which together more than compensate for the speed loss.
The situation regarding analog circuits is much more complicated and, as will be
shown later, not so bright. The fundamental limits of power consumption in different
types of analog circuits are discussed in several papers: switched capacitor filters in
[20], continuous time filters in [21, 22], and data converters in [23]. The common
finding in these papers is that there is a certain energy needed to present the signal and
the resulting power is proportional to the signal or clock frequency and the desired
signal-to-noise ratio, but not dependent on the semiconductor devices used or the sup-
ply voltage. In reality that fundamental limit cannot be reached or even approached
because of the limitations of the technology (speed, noise, parasitic capacitances, etc.)
and the circuit topologies. Low-voltage circuit techniques for different applications
have been compared and analyzed, e.g. for filters in [24], for analog and digital video
signal processing [25], and for various applications from sensor readout circuits to RF
circuits in [26].
The remainder of this chapter concentrates on analyzing how supply voltage scal-
ing affects the analog circuits, when the limitations of a CMOS technology are taken
into account. The analysis concentrates on SC circuits and their most important build-
ing blocks: opamps and switches. The opamp is assumed to dominate power con-
sumption, while the speed is determined by both the opamp and the switches.
To simplify the calculations, the transistor current is assumed to follow the square-
law model, which does not describe very accurately the behavior of the deep-submi-
cron transistors. The short channel effects and their impact on the results are, however,
also discussed briefly.
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2.1 Signal-to-Noise Ratio
One fundamental difference in analog signal processing compared to the digital is the
significance of thermal noise [27], which sets a limit for the smallest distinguishable
signal in the analog circuits. On the other hand, the supply voltage limits signal am-
plitude on the high side. The difference between these two boundaries determines the
dynamic range, which is a key parameter in most systems. For a sinusoidal signal the
peak signal-to-noise ratio is determined by
√
DR =
√
SNRmax =
Vmax
2
√
2 ·Vn
=
VDD−Vmargin
2
√
2 ·Vn
, (2.2)
where Vmax is the maximum peak-to-peak signal amplitude and Vn the rms noise volt-
age. In real circuits the signal can never go all the way from the negative supply rail
to the positive one; thus the Vmargin in the second form of the equation. The required
margin is highly dependent on circuit topology and somewhat dependent on current
levels and the process parameters. It is typically some hundreds of millivolts at its
minimum, ranging up to several volts at its maximum.
Lowering the supply voltage leads to decreased signal-to-noise ratio unless the
noise level is scaled down simultaneously. What the cost is of keeping the DR constant
in terms of circuit speed and current consumption is discussed next.
The thermal noise in CMOS circuits originates mainly from two sources: the re-
sistors and the transistors. Which one dominates is circuit-dependent. In switched
capacitor circuits the dominant noise source is typically the switch on-resistance and
the rms noise voltage is given by
Vn = k1
√
kT
C
, (2.3)
where k is Boltzmann’s constant, T the absolute temperature, C the sampling capaci-
tor, and k1 a constant dependent on circuit topology. For a given circuit the only way
a designer can reduce the noise is to increase the capacitance.
The equation for gate-referred MOS transistor noise has the following form:
Vn =
√
4γkT B
gm
, (2.4)
where B is the noise bandwidth, gm the transistor transconductance, and γ the noise
excess factor. It will be shown later that in SC circuits gm must be scaled linearly
with the capacitance C to keep the circuit speed unaffected. This leads to the same
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type of supply voltage dependency in circuit speed and power consumption as with
the equation (2.3) and thus this case will not be discussed separately.
One hypothetical way to reduce thermal noise is cooling. However, substantial
noise reduction is not obtained without extensive cooling. For example, cooling a
circuit from room temperature (300 K) to the temperature of liquid nitrogen (77 K)
reduces the noise by 6 dB or, alternatively, allows capacitor sizes to be reduced by a
factor of four.
2.2 Circuit Speed
The speed of analog circuits is not usually directly dependent on the supply voltage.
However, if the dynamic range is kept constant while decreasing the supply voltage,
the capacitances have to be larger and thus the circuit speed is reduced. In addition,
low-voltage circuit topologies are, in many cases, inherently slower than their high-
voltage counterparts. Furthermore, the value of the parasitic drain and source junction
capacitance increase as the substrate doping level increases and the reverse bias volt-
age decreases.
In switched capacitor circuits the maximum clock frequency is inversely propor-
tional to the settling time, which is determined by slew rate and opamp bandwidth.
For a single stage opamp the gain bandwidth product is given by
GBW = gm
2piCL
=
gm
k3C
, (2.5)
where gm is the transconductance of the input transistor and CL the load capacitance,
which can be approximated to be proportional to the sampling capacitor C with circuit-
dependent proportionality factor k3. Solving C from (2.3) and (2.2), and substituting
it to (2.5) yields
GBW =
gm(VDD−Vmargin)2
k3DR · k21kT
. (2.6)
Thus, when the settling time is dictated by the opamp GBW , the speed of an SC circuit
decreases with the square of the supply voltage if DR is kept constant. It should be
noted that the bandwidth loss can be compensated for by increasing the transconduc-
tance gm.
Especially in moderate resolution circuits, the settling time can be dictated by the
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slew rate, which is given by
SR = k4
Vmax
TS
=
ISR
CL
, (2.7)
where TS is the clock period and ISR the available slewing current. Solving TS and
substituting CL and Vmax from (2.3) and (2.2) yields
TS =
k4VmaxCL
ISR
=
k21k3k4DR2kT
ISR(VDD−Vmargin) , (2.8)
which indicates that the attainable clock rate decreases linearly with the supply voltage
unless the slewing current is increased.
2.3 Power Consumption
In the previous section it was shown that scaling down the supply voltage causes speed
loss in the SC circuits unless the gm of the opamp input transistor and/or the slewing
current ISR is/are increased. What the power consumption will be, if both the circuit
speed and the DR are preserved while the supply voltage is reduced, is analyzed next.
2.3.1 Saturated MOSFET in Strong Inversion
Let us first look at the case where the circuit speed is limited by the opamp GBW .
The opamp is a single stage operational transconductance amplifier (OTA) and its
input transistor is realized with a MOSFET biased in the saturation region. Thus, the
transconductance is
gm =
√
IDµCoxW
L
=
√
IDµCG
L2
, (2.9)
where ID is the drain current, µ the carrier mobility, Cox the gate oxide capacitance,
and W and L the channel width and length. The second form of the equation is written
using the expression for the gate capacitance CG = CoxWL. The gate capacitance
appears between the opamp input and the ground and thus has an effect on the transfer
function. It can be shown (see Appendix B) that in SC amplifiers (and integrators)
there exists an optimum gate capacitance CG,opt , which minimizes the settling time.
This optimum is proportional to the sampling capacitor: CG,opt = k5C, where k5 is a
circuit-dependent proportionality factor.
Now equation (2.5) for GBW can be rewritten
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GBW =
√
µk5
√
ID
k3L
√
C
. (2.10)
Solving ID yields
ID =
k23L2GBW 2C
µk5
. (2.11)
Using this the power consumption can be calculated to be
PSC,si ∝ IDVDD =
k23k21L2GBW 2DR · kT
µk5
· VDD
(VDD−Vmargin)2 , (2.12)
where the second form is obtained by substituting C from (2.3) and (2.2). Next it is
necessary to ask, if Vmargin depends on VDD. An assumption valid in most cases is that
Vmargin is determined by the saturation voltage Vdsat =VGS−VT of the amplifier output
stage transistors. An analysis carried out in Appendix C shows that, if the technology
is fixed, Vdsat will be constant.
So it can be seen that for a given technology (fixed L) the power tends to increase
when the supply voltage is decreased.
2.3.2 Saturated MOSFET in Weak Inversion
In many low-power and low-to-medium speed circuits the transistors are biased in the
weak inversion region, where the transconductance is linearly dependent on the drain
current and independent of the transistor aspect ratio. The power consumption can be
calculated as before, resulting in
PSC,wi ∝
k3k21GBW ·DR · k2T 2n
q
· VDD
(VDD−Vmargin)2 , (2.13)
where n is the subthreshold slope factor and q the charge of an electron. The parameter
n is only slightly dependent on the bias point and the technology line width, being
approximately 1.3 in a bulk silicon technology and 1.0 in a fully depleted silicon on
insulator (SOI) technology [28].
2.3.3 Slew Rate Limited Power Consumption
When the SC circuit speed is slew rate limited, the power consumption is proportional
to the slewing current and can be calculated using (2.8):
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PSC,sr ∝
k3k4k21DR · kT ·VDD
TS(VDD−Vmargin) . (2.14)
It is interesting to note that Vmargin is the only term in the equation that has some
technology dependency.
2.3.4 Technology Impact
How do the previous equations change when the voltage is scaled along with the tech-
nology? At least down to the 0.07-µm generation, the maximum supply voltage scales
roughly linearly with the technology line width (see Table 2.1). Taking this into ac-
count by replacing the L proportionality with VDD proportionality, the equation (2.12)
for strong inversion can be rewritten
PSC,scaledL ∝
V 3DD
(VDD−Vmargin)2 . (2.15)
The analysis in Appendix C yields that Vmargin is proportional to V mDD, m ranging from
1 to 1.5. Substituting this into the previous equation results in a curve that decreases
linearly with VDD for m = 1 and decreases even faster if m is larger.
The technology scaling does not change the equations for weak inversion and slew-
rate determined power except through Vmargin. When m = 1 the slew-rate limited
power is constant.
What makes power reduction possible in strong inversion is the fact that supply
voltage scaling forces one to increase sampling capacitor size, resulting, as a positive
side effect, in a larger optimum transistor gate capacitance. At the same time, the
scaled-down technology offers more transconductance for a fixed current and fixed
gate capacitance. In practice, the transconductance up-grade is obtained by increasing
the W/L ratio, which moves the bias point toward weak inversion. Eventually, the
transistor enters into weak inversion, where transconductance is not dependent on the
aspect ratio and thus the power starts to increase according to (2.13).
2.3.5 Power Consumption: Summary and Conclusions
Figure 2.1 illustrates how the power consumption of thermal noise-limited SC circuits
depends on the supply voltage, according to the previous equations. It is clear that, for
a given technology, reducing the supply voltage increases the power consumption, the
limiting factor being either opamp bandwidth or slew rate. When a scaled technology
is utilized, with its nominal supply voltage, the slew rate-limited power is independent
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Figure 2.1 The effect of supply voltage scaling on the power consumption an SC circuit. A
case where the technology line width is scaled along the supply voltage is compared to a case
where the technology is fixed.
of the supply voltage, and the opamp bandwidth-limited power consumption decreases
with the supply when the transistors are in strong inversion and increases when they
are biased in the weak inversion. In practice, the power follows the curve which is
largest and, as a result, there is an optimum technology after which further scaling
leads to increased power consumption. The analysis presented in [22] shows a similar
trend in continuous time circuits.
The analysis has not taken account of the short channel effects, the most impor-
tant of which is velocity saturation. The carrier velocity saturates when the VGS−VT
voltage reaches a certain value, which is several volts for long channel devices but
decreases with technology scaling. In velocity saturation the transistor current does
not follow the square law; instead it is given by [29]
ID = vsatCoxW (VGS−VT ) . (2.16)
Consequently, the transconductance is independent of the current. As the technol-
ogy is scaled down, the strong inversion region—between the weak inversion and the
velocity saturation—gets narrower and eventually vanishes altogether [30, 31].
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In Appendix B it is shown that for a given current and fixed L the minimum settling
time of an SC amplifier is obtained in the strong inversion region and, when it is
absent, at the point where the weak inversion region turns into the velocity saturation
region. In the latter case the power consumption follows the weak inversion curve.
2.4 Matching
In most low-to-medium resolution circuits capacitor sizes are not limited by thermal
noise but the matching. For example, in a 10-bit pipelined ADC with 2-V signal
range the thermal noise sets the capacitor size below 0.1 pF, which is considerably
smaller than typical capacitor sizes in 10-bit ADCs. In the signal transfer function
capacitor ratios multiply voltages. Thus, the errors resulting from the mismatch do
not depend on the absolute voltage values, making possible the scaling down of the
supply and the signal range without changing the capacitor size. This results in a
linear power reduction in opamp-bandwidth-limited power consumption and an even
larger reduction in the slew rate-limited power consumption, even without technology
scaling. At some point the thermal noise floor will be reached and capacitor size has
to be increased.
Another type of mismatch error is the comparator and opamp offset voltage, orig-
inating from transistor threshold voltage and β (=CoxµW/L) mismatch. In the signal
transfer function the offset appears in an additive manner, thus causing larger rela-
tive error if the signal range is decreased. A widely accepted model for the threshold
voltage mismatch of two transistors is given by [32, 33]
σ2 (∆VT ) =
A2Vth
WL
+S2VthD2 (2.17)
and for the β mismatch by
σ2
(
∆β
β
)
=
A2β
WL
+S2βD2. (2.18)
In most analog circuits the last term, which depends on the distance D between the
devices, is small compared to the first one in both the equations and thus can be ne-
glected.
In today’s technologies the threshold voltage mismatch is the dominant source of
offset in typical analog circuits. From Table 2.1 it can be seen that the parameter AVth
scales linearly with the line width, and thus technology scaling improves the matching.
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The β mismatch, however, does not improve significantly with the technology, and
consequently at some point it starts to dominate [34], putting an end to the trend of
improving matching. Although VT matching improves with technology, the decreasing
supply voltage and the increasing oxide capacitance result in worse matching with a
given circuit speed and power consumption [35, 34].
Offset voltages are a major concern in flash and folding-and-interpolating ADCs,
while pipelined ADCs are fairly robust against offsets. It has to be remembered that
since mismatch is time invariant, it is fundamentally different from thermal noise.
Therefore, various techniques can be used to reduce, correct, and calibrate the errors
originating from mismatch. These techniques can be analog, digital, or mixed signal.
2.5 Operational Amplifiers
When opamps are employed as building blocks in SC circuits, they can almost always
be used in the inverting feedback configuration, where the signal swing in the opamp
input is very small. Thus, the input structure does not limit the signal range. The
opamp output stage, in contrast, sees the full signal swing and ultimately sets the
maximum limit for it.
Single-stage opamp topologies, such as the telescopic opamp or the folded cascode
opamp, are regarded as the fastest and most power-efficient structures for integrated
applications. In achieving the required high DC gain they rely on cascoding, which
limits the output signal swing. When two or more gain stages are used, the required
DC gain can be obtained without cascoded structures in the amplifier output. This
type of opamp, for example, the traditional Miller opamp, requires somewhat more
power to achieve the same bandwidth as single-stage opamps.
In Figure 2.2 two output stages and corresponding signal swings are shown: a
cascoded output stage on the left and a rail-to-rail output stage on the right. Despite
its name, the latter circuit cannot provide true rail-to-rail signal swing, since there is
one transistor between the signal and the supply rail. This is, however, as close as
it is possible to go: thus, the name is justified. For proper operation the transistors
have to be in saturation, which requires the drain-source voltage to be at least equal
to the saturation voltage Vdsat , which depends on the current level and technology
line width. In typical opamp designs the values are some hundreds of millivolts. In
practice, in addition to the Vdsat , some extra voltage margin has to be reserved to
achieve robustness against inaccurate biasing and to get a decent output impedance.
The reduction in signal swing in the cascode stage is twice that in the rail-to-rail
stage. It is obvious that as the supply voltage gets lower the margin eats an increasing
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portion of the signal range. How this affects power consumption is illustrated in Fig-
ure 2.3. There the power consumption, given by equation (2.12), is plotted against the
supply voltage for both output stages. The power is normalized in such a way that for
the cascode circuit it is 1 at 5 V. The voltage margin in the rail-to-rail circuit is set to
1.0 V and in the cascode circuit to 2.0 V.
At 5 V the circuit with the cascode stage dissipates 78% more power, which will
probably be compensated for in a more efficient opamp topology. When the supply
voltage is lower, the penalty grows bigger, being 400% at 3 V, which undoubtedly fa-
vors the opamp with the rail-to-rail output stage. Thus, opamp topology has a signifi-
cant effect on power consumption. Consequently, multi-stage opamps with rail-to-rail
output stage are preferable choices in low-power low-voltage designs.
2.6 MOS Switches
Another crucial building block in the SC circuits is the switch. An ideal switch has
infinite resistance when it is open and zero resistance when it is closed. At high supply
voltages (5 V and higher), a MOS transistor has been a good enough approximation
of that. On the other hand, the finite on-resistance of a closed MOS switch has already
caused problems in some applications with a 3-V supply and the problems are believed
to get worse as the supply is scaled down. Whether these problems are due to increased
circuit performance requirements or to the technology scaling is investigated next.
The on-resistance of a MOS switch can be written as
RON ≈ LWµCox(VGS−VT ) , (2.19)
where VGS is the transistor gate-source voltage and VT the threshold voltage. The
equation is valid when VGS ≥ VT ; with smaller gate-source voltages the resistance is
infinite. To turn the switch properly on, its gate-source voltage has to be VT plus some
overdrive to make the on-resistance small enough.
A single-transistor switch cannot conduct over the whole rail-to-rail signal range,
since, for example, an nMOS switch, whose gate is tied to VDD, cuts off when the
signal level is raised within a threshold voltage of VDD. This is illustrated in Fig-
ure 2.4 (a), where the inverse of the on-resistance is plotted against the signal level.
The whole range can be covered by putting an nMOS and a pMOS transistor in paral-
lel to form a CMOS switch or a transmission gate (Figure 2.4 (b)). The on-resistance
has its largest value in the mid-range between the supplies, when the overdrive voltage
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Figure 2.4 Inverse of the switch on-resistance as a function of the signal voltage for an nMOS
(a) and a CMOS (b) switch with high supply voltage and a CMOS switch with low supply
voltage (c).
is approximately VDD/2−VT . Thus, the maximum on-resistance, which is given by
RON,max ∝
L
CoxµW (VDD−2VT ) , (2.20)
has a strong correlation with the supply voltage.
When VDD becomes smaller than VT,n +VT,p a non-conducting gap appears in the
mid-supply range (Figure 2.4 (c)). In most applications the switch becomes useless
much earlier as a result of too-large on-resistance, which makes the settling times
long. Another problem, especially in S/H circuits, is the signal-dependent nature of the
resistance, which causes harmonic distortion when sampling continuous time signals.
Consequently, the resistance has to be much smaller than in the case of a constant
on-resistance.
What is the effect of technology scaling on the on-resistance? Because of increas-
ing leakage current in digital circuits the threshold voltage cannot be scaled down
linearly with the supply voltage, but the scaling rather follows a square root func-
tion. The threshold voltage values from 0.35-µm generation to 0.07-µm generation in
Table 2.1 fit quite accurately to 0.32 ·√VDD. Using this and assuming a linear depen-
dence between the line width and the supply voltage equation (2.20) can be rewritten
RON,max ∝
V 2DD
CG
(
VDD−0.64 ·
√
VDD
) , (2.21)
where CG =CoxWL.
Remembering that reducing the signal range increases the capacitances, the correct
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parameter to look at, is not the resistance, but the time constant, which is given by
τ = RC ∝ C
CG
· V
2
DD(
VDD−0.64 ·
√
VDD
) . (2.22)
The parasitic capacitances of the switch are proportional to CG and it is reasonable to
assume that they can be allowed to grow at the same rate as the capacitance C. Thus,
the first term in the equation is constant and the second one decreases linearly with the
supply at high VDD values, but starts to rise rapidly when the supply goes below 0.9 V.
Methods to reduce the on-resistance can be divided into two categories: technology-
based and circuit-based. The technology-based methods reduce the resistance by low-
ering the transistor threshold voltage, while the circuit-based methods increase the
overdrive voltage.
One method is the use of a dual-VT process, which provides two types of transis-
tors, with either a high or low threshold voltage. The idea of this technology is to
improve the speed of digital logic by using low-VT transistors in critical places but at
the same time keeping the leakage current small with high-VT transistors. In analog
designs the low-VT transistors can be employed as switches. There are, however, at
least two problems with this technology: it is not a mainstream technology—at least
today—and so it costs more and is not necessarily available with analog extensions
(capacitors and resistors). Circuits with low threshold switches may also suffer from
charge leakage.
Another technology that may alleviate the switch problem is the silicon-on-insula-
tor (SOI) technology. SOI MOSFETs have inherently lower leakage current than their
bulk CMOS counterparts and so with the same channel length the threshold voltage
of an SOI transistor is typically smaller. The future will show whether this technology
will become mainstream.
The methods that improve the switch by means of circuit techniques increase the
overdrive voltage from 0.5VDD −VT . The switch transistor gate-source voltage can
always be raised to at least VDD without violating the technology specifications. A
switch with a gate-source voltage of VDD will have an overdrive voltage of VDD−VT ,
which is a substantial improvement on the earlier situation. One technique that can
be used to realize this is gate-voltage bootstrapping. In this the voltage at the switch
transistor gate is capacitively boosted above the supply voltage so that it follows the
signal voltage with an offset equal to VDD.
Another completely different circuit technique that also results in an overdrive of
VDD−VT is the switched opamp technique [36]. In this the SC circuit and the opamp
are modified in such a way that all the switches can operate against ground or virtual
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Figure 2.5 Time constant of a switched capacitor as a function of supply voltage.
ground. Consequently, the switch does not see any voltage swing and the overdrive is
always the maximum.
In Figure 2.5 the time constant is plotted as a function of the supply voltage with
two different overdrive voltages, with and without technology scaling. It can be seen
that technology scaling yields smaller SC time constants, even without any special
techniques, down to a supply of 0.9 V. Increasing the overdrive brings a significant
advantage by lowering the on-resistance in all supply voltages and extending switch
usability to lower voltages.
Both bootstrapping and the switched opamp technique are discussed and analyzed
more deeply in the following chapters.
2.7 Conclusions
In today’s world, where digital circuits offer more speed and capacity with reduced
power consumption with every new technology generation, the expectations for ana-
log circuits are similar. It has, however, been clear for a long time that the benefits
of technology scaling are not so great for them, mainly because of the decreasing
supply voltage. During recent times the question has rather been whether or not the
technology scaling degrades the performance of the analog circuits.
The analysis of SC circuits presented in this chapter shows that there is, indeed,
2.7 Conclusions 20
some benefit to be gained from technology scaling, at least for the next few technology
generations. This, however, is probably not enough for the increased requirements and
expectations that exist. Thus, there is an urgent need for techniques at the architectural
and circuit levels for alleviating the problems associated with low voltage and more
effectively taking advantage of the technology.
At the circuit level it is of the utmost importance to maximize the signal swing,
which has a large impact on opamps and switches. In noise-limited circuits, using a
supply voltage smaller than the maximum allowed does not bring any advantage at the
circuit level. When accuracy is limited by capacitor matching, a lower supply may be
justified.
Technology scaling is best exploited by doing things digitally. This does not only
mean moving the signal processing functions from the analog domain to the digital
one but also combining both techniques in realizing the system blocks. A good ex-
ample is that of digitally self-calibrated pipelined ADCs, where technology scaling
has made possible the incorporation of more and more complex digital calibration al-
gorithms into ADCs. Similar types of techniques, to be used against mismatch and
nonlinearity, can probably be developed for other applications as well in order to im-
prove performance and permit more robust analog structures.
Chapter 3
Sample-and-Hold Operation
3.1 S/H Basics and Performance Metrics
The main function of a sample-and-hold (S/H) circuit is to take samples of its input
signal and hold these samples in its output for some period of time. Typically, the
samples are taken at uniform time intervals; thus, the sampling rate (or clock rate) of
the circuit can be determined.
The operation of an S/H circuit can be divided into sample mode (sometimes also
referred as acquisition mode) and hold mode, whose durations need not be equal. In
hold mode, the output of the circuit is equal to the previously sampled input value. In
sample mode, the output can either track the input, in which case the circuit is often
called a track-and-hold (T/H) circuit, or it can be reset to some fixed value. In some
circuits the output is held over the whole period of the sampling clock. This is achieved
by having separate circuitry to perform the sampling and the holding operations.
The most common terms and performance metrics used in conjunction with S/H
circuits ([37, 38]) are briefly introduced in the remainder of this section. Which of
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Figure 3.1 Output waveforms of different S/H circuits.
3.1 S/H Basics and Performance Metrics 22
acquisition time 
droop rate
hold step
Output
Input
hold settling time
CLK
t
aperture delay 
Figure 3.2 Time domain S/H circuit performance metrics.
them are more important than the others greatly depends on the application of the S/H
circuit. The technology utilized also has some effect on which parameters are usually
given in circuit specifications. To fully characterize an S/H circuit, specifications both
in the time domain and in the frequency domain have to be defined. Unfortunately,
some of the terms used are not well-established and thus the definitions in different
sources may be contradictory.
The acquisition time is the time from the command to switch from hold mode to
sample mode to the moment when the circuit is ready to take a new sample, i.e. it
tracks the input. Acquisition time is one of the parameters that define the maximum
achievable sampling rate.
The aperture time or aperture delay is the fixed time from the sampling command
to the moment when the sample is actually taken.
Random variation in the sampling moment is known as aperture uncertainty or
aperture jitter.
The hold mode settling time determines the time from the sampling moment to the
moment when the circuit output has settled within the specified accuracy of its steady
state value. If the S/H circuit is used in front of an ADC, the ADC can digitize the
S/H circuit output at that moment. The hold mode settling time has a major impact on
the maximum sampling rate of the S/H circuit.
The signal may leak from the circuit when in hold mode. The rate of change in
output that results from this is specified by the droop rate.
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The hold step or pedestal error is usually defined for track-and-hold circuits. It is
the difference in the output value at the end of the tracking and during hold mode. The
pedestal may be signal-dependent and thus produce harmonic distortion.
During hold mode the signal at the circuit input may couple to the output. The frac-
tion of the input signal seen at the output is specified by the hold mode feedthrough.
Usually, S/H circuits have a unity gain (i.e. the amplitude of the output signal is
equal to the amplitude of the input signal), but other gain values can be used as well.
The gain error determines the deviation of the gain from the nominal value.
The dynamic range is the difference in decibels between the maximum allowed
input voltage and the minimum input voltage that can be sampled with a specified
level of accuracy.
Nonlinearity in the S/H circuit causes distortion. Measured with a sinusoidal input
signal, the total harmonic distortion (THD) is the ratio of the sum of error energy in
the frequencies harmonically related to the input frequency to the signal energy at the
fundamental frequency. The THD can be given as a percentage or in decibels. In sam-
pled data systems, aliasing complicates the identification of the harmonic frequencies
in the spectrum.
The spurious free dynamic range (SFDR) is the ratio of the largest spurious fre-
quency and the fundamental frequency.
The signal-to-noise ratio (SNR) is the ratio of noise energy to signal energy.
The signal-to-noise-and-distortion ratio (SNDR or SINAD) is the ratio of all error
energy to signal energy. Quite often the term signal-to-noise ratio is used although
SNDR is actually meant.
When an S/H circuit is employed in the ADC front-end it is meaningful to speak
of resolution, which is expressed as a number of bits. Resolution is just another way
to express the SNDR for the maximum input signal and it is obtained by (SNDR−
1.76)/6.02.
3.2 Spectra of Sampled Signals
An ideal S/H circuit takes samples of an input signal at uniform intervals T . In the
time domain this corresponds to multiplying the signal by an impulse train
y(t) = x(t) ·
∞
∑
n=−∞
δ(t−nT ), (3.1)
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Figure 3.3 Sampling in time domain.
where δ(t) represents Dirac’s delta function. The result is a train of impulses whose
values correspond to the instantaneous values of the input signal.
The spectrum of the sampled signal is a convolution of the input spectrum and the
spectrum of the impulse train, which is also an impulse train
Y ( f ) = X( f )?
∞
∑
n=−∞
1
T
δ( f − n
T
). (3.2)
This is illustrated in Figure 3.4, where fS is the sampling frequency and B the signal
bandwidth. The resulting spectrum is the original spectrum plus an infinite number of
images of the original spectrum centered at multiples of the sampling frequency. The
figure also clearly shows that as long as the bandwidth of the input signal is less than
half of the sampling frequency the images do not overlap and thus the original signal
can be restored by filtering. If this condition—known as the Nyquist criterion—is not
satisfied, a part of the image spectrum is aliased into the desired signal band, caus-
ing irreversible distortion. Because of this, the input signal usually has to be band
limited before sampling in order to avoid the aliasing of noise and other unwanted
signals present outside the desired signal band. In sub-sampling (or under-sampling)
the aliasing is utilized to sample high frequency narrow-band signals. There, a sig-
nal band around some multiple of the sampling frequency is aliased to the baseband,
which actually corresponds to down conversion. This can be used in radio receivers
to digitize the intermediate frequency (IF) signal, using a relative narrow band ADC.
In principle, the signal can be sub-sampled even at radio frequency (RF), but noise
aliasing and sampling clock jitter limit performance and prevent the use of technique
in most systems [39].
3.2.1 Spectrum of a Sampled and Held Signal
In practice, the output waveform of a sampling circuit cannot be a train of infinitely
narrow impulses. In most practical implementations the sample is held in the output
of the circuit until the next sample is taken (Figure 3.5). In that case the circuit is
known as a sample-and-hold (S/H) circuit. Sometimes the output tracks the input for
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half of the sample period and is held in the sampled value for the other half. This
type of circuit can be called a track-and-hold (T/H) circuit. However, inconsistent
terminology is quite often seen.
If the signal processing after a S/H circuit is performed in discrete time, which is,
for instance, the case in ADCs with a front-end S/H circuit, the spectrum is the ideal
periodic spectrum as in Figure 3.4. On the other hand, if the output waveform of the
S/H circuit is used as a continuous time signal the spectrum is different. A deglitcher
preceding a DAC is a typical example of this kind of circuit. A similar situation can
also occur when measuring S/H circuits.
The time domain representation of a sampled-and-held signal is a convolution of
the sampled signal (3.1) and a square pulse
y(t) =
[
x(t) ·
∞
∑
n=−∞
δ(t−nT )
]
?Π
(
t
T
− 1
2
)
, (3.3)
where Π(t/T − 1/2) denotes a square pulse from t = 0 to t = T . In the frequency
domain the convolution corresponds to multiplication and thus the spectrum of the
sampled-and-held signal is the spectrum of a sampled signal multiplied by the spec-
trum of the square pulse, which has the form of sin(x)/x. Using this well-known rela-
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tionship the spectrum of a sampled-and-held signal can be written as
Y ( f ) = e− jpi f T · sin(pi f T )
pi f T
∞
∑
n=−∞
X( f − n
T
). (3.4)
A power spectrum of this form is shown in Figure 3.6. In many cases the sinc at-
tenuation is not tolerable and the signal has to be either predistorted before the hold
operation or corrected after it.
3.2.2 Sampling Function
When ideal impulses (Dirac’s delta functions) are used to describe operations in ana-
log continuous time signal processing, one should be on the alert. It turns out that it is
impossible to realize a circuit performing the sampling according to (3.1). In practice,
a circuit cannot pick the instantaneous value of its input signal, but rather it takes a
weighted average of the input during a time window around the sampling moment.
Mathematically, this is equal to integrating the product of the input signal and the
sampling function from minus infinity to plus infinity in the time domain. For a single
sample this can be written as follows:
y(t0) =
∫
∞
−∞
x(t)h(t− t0)dt, (3.5)
where t0 is the sampling instant and h(t) the sampling function. The same for an
infinite sequence of samples is
y(nT ) =
∞
∑
n=−∞
∫
∞
−∞
x(t)h(t−nT )dt (3.6)
=
∞
∑
n=−∞
x(nT )?h(−nT ) (3.7)
= [x(t)?h(−t)]
∞
∑
n=−∞
δ(t−nT ). (3.8)
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The integral in (3.6) can be identified as a convolution resulting (3.7). This can be in-
terpreted as a sampled form of the convolution integral. In (3.8) the same is presented
using the Dirac’s delta function. Utilizing this, the frequency domain signal can be
easily obtained with the Fourier transform:
Y ( f ) = [X( f ) ·H(− f )]?
∞
∑
n=−∞
δ( f − n
T
). (3.9)
This shows that in the frequency domain the effect of the sampling function is seen as
a multiplication by the conjugate of the Fourier transform of the sampling function.
Since the Fourier transform of an impulse is 1 the equation (3.9) is consistent with
(3.2). A more realistic sampling function than Dirac’s delta function is a triangular
pulse, whose Fourier transform is sin2(pi f Tb/2)/(pi f Tb/2)2, where Tb is the width of
the base of the triangle. In general it can be said that a real sampling function always
adds a low-pass filtering effect to the sampling operation. The modeling of the limited
tracking bandwidth can also be included in the sampling function [40].
3.3 Noise Issues in S/H Circuits
3.3.1 kT/C Noise
Any sampling circuit can be considered as consisting of at least a switch and a capac-
itor. The switch always has some finite on-resistance which generates thermal noise.
The power spectral density of this noise is the well-known 4kT R V2/Hz, where k is
Boltzmann’s constant, T the absolute temperature, and R the resistance. The noise in
the voltage sample is the resistor noise filtered by the low-pass circuit formed by the
sampling capacitor and the switch on-resistance. Integrating the resistor noise spec-
tral density weighted by the low-pass transfer function yields the mean square noise
voltage on the capacitor
σ2 = 4kT R
∫
∞
0
1
1+( f 2piRC)2 d f (3.10)
=
4kT R
(2piRC)2
∞0 2piRC arctan( f 2piRC) = kTC . (3.11)
By looking at the result it becomes obvious why this noise is often referred to as kT/C
noise. An interesting point is that the noise voltage does not depend on the value of
the switch on-resistance, and thus the only parameter which can be used to control the
noise is the value of the sampling capacitor. Although the desired signal bandwidth
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is typically at least an order of magnitude smaller than the noise bandwidth of the
sampling circuit, the sampled noise is still determined by (3.11). This is due to the
fact that the sampling operation aliases all the noise energy into the Nyquist band.
In ADCs a common requirement is that thermal noise power is smaller than the
power of the quantization noise, which can be shown to be LSB2/12. This sets the
lowest limit for capacitor value C as follows
C > kT ·12
LSB2
=
kT ·12
2−2NV 2FS
, (3.12)
where N is the number of bits and VFS the voltage corresponding to the ADC full scale.
Sometimes the requirement is more stringent, allowing only 1 dB of SNR degradation,
which changes the factor 12 in the equation to 46.3. According to (3.12), in the case of
1-volt full-scale voltage, the capacitor values required for 10- and 16-bit resolution are
0.052 pF and 210 pF respectively, which indicates that the capacitor values for 16-bit
resolution begin to be too large for practical integration. To overcome this, a popular
solution in high-resolution applications is to use an oversampling ADC architecture,
in which the capacitor size can be reduced linearly with the oversampling ratio.
3.3.2 Jitter in Sampling Clock
Random variation of the sampling instant is known as jitter. It originates from clock
generator phase noise and sampling circuit noise. How the jitter is transformed to the
amplitude error in the sampled voltages can be understood as follows: the error in the
sampled voltage is equal to the change in the input voltage between the ideal sampling
instant and the actual sampling instant. The voltage change in turn is proportional to
the jitter and the rate of change of the input signal, i.e. its derivative. For a sinusoidal
input the derivative is the cosine function multiplied by the corner frequency, which
means that the voltage error is proportional to the frequency and the amplitude of the
input signal. It can be shown [41] that the signal-to-noise ratio limited by jitter can be
written as
SNR =−20log(2pi f ∆t), (3.13)
where f is the frequency of the input signal and ∆t the rms value of the jitter. It can
be seen that increasing the amplitude of the input signal does not improve SNR, since
it also increases voltage error. Jitter is studied further in Chapter 8.
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3.3.3 Other Noise Sources
Most S/H circuits need a buffer amplifier or an opamp, at least when in hold mode. The
internal noise sources of the amplifier add in power to the thermal noise of the switch
on-resistances. In passive sampling the noise is band limited by the RC time constant
of the sampling circuit. When an amplifier contributes to the circuit transfer function,
which is usually the case in hold mode and, in some closed-loop S/H architectures,
also in sampling mode, its finite bandwidth is likely to be the dominant band-limiting
factor. To reduce the amount of aliased noise the bandwidth of the amplifier should
be kept as small as is permitted by the settling requirements [42]. This is important,
since if the S/H circuit is followed by an ADC the S/H circuit noise during hold mode
is also aliased due to the sampling performed by the ADC.
In addition to white noise, S/H circuits also suffer from flicker or 1/ f noise. How-
ever, in high-speed applications (a clock frequency of several megahertz), the white
noise typically dominates. This is further enhanced by noise aliasing. If the 1/ f noise
becomes a problem there are several techniques, such as correlated double sampling
(CDS) or chopper stabilization to get rid of it [42].
3.4 Basic S/H Circuit Architectures
In hold mode an S/H circuit remembers the value of the input signal at the sampling
moment, and thus it can be considered as an analog memory cell. The basic circuit
elements that can be employed as a memory are capacitors and inductors, of which the
capacitors store the signal as a voltage (or charge) and the inductors as a current. In
addition to the inductor, a current memory needs a switch that is a good short circuit
when it is closed. Similarly, a switch which is a good open circuit in its off-state is
needed for a voltage memory. Since capacitors and switches with a high off-resistance
are far easier to implement in a practical integrated circuit (IC) technology than in-
ductors and switches with a very small on-resistance, all sample-and-hold circuits are
based on voltage sampling. There also exists current mode S/H circuits, but they
always include voltage-to-current and current-to-voltage converters which allow the
sampled quantity to be voltage.
S/H circuit architectures can roughly be divided into open-loop and closed-loop
architectures. The main difference between them is that in closed-loop architectures
the capacitor, on which the voltage is sampled, is enclosed in a feedback loop, at least
in hold mode.
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Figure 3.7 A simple S/H circuit (a) and a practical S/H circuit (b).
3.4.1 Open-Loop Architectures
The simplest S/H circuit consists of a switch and a capacitor (Figure 3.7 (a)). In
sample mode the switch is closed and the voltage on the capacitor tracks the input
signal. During the transition to hold mode the switch is opened and the input voltage
value at the switch opening moment stays on the capacitor. This circuit, however, is
impractical since it is not capable of driving any load. Therefore a buffer has to be
used to drive the load. An input buffer may also be needed to adjust the signal level to
one suitable for the switch and to reduce hold mode feedthrough. An S/H circuit with
an input and an output buffer is shown in Figure 3.7 (b).
The main advantage of this open-loop S/H architecture is its high speed. Accuracy,
however, is limited by the harmonic distortion arising from the nonlinear gain of the
buffer amplifiers and the signal-dependent charge injection from the switch. These
problems are especially emphasized with a MOS technology.
3.4.2 Closed-Loop Architectures
A well-known technique to improve linearity is the utilization of negative feedback.
The feedback can be used internally in the buffer amplifiers in an open-loop architec-
ture like the one in Figure 3.7 (b). However, this does not help with switch-induced
distortion. The signal-dependent charge injection can be avoided by operating the
switch at a constant potential, which can be realized by enclosing the switch in a feed-
back loop to create a virtual ground. Figure 3.8 shows a basic closed-loop S/H circuit
following this idea [43, 44].
As a result of feedback the output tracks the input in sample mode. The switch
is connected to the virtual ground provided by the second operational amplifier and
thus it introduces only a constant error charge. When the switch is opened the global
feedback loop is broken and the input voltage is sampled into the capacitor CH . The
capacitor is permanently connected in a feedback loop around the second operational
amplifier, which is used as a buffer both in track mode and hold mode.
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Since the feedback loop encloses two opamps in tracking mode the circuit has
to be heavily compensated in order to avoid instability. This naturally reduces the
speed of the circuit. Another potential disadvantage is hold mode feedthrough via the
parasitic input capacitances of the first operational amplifier.
A closed-loop S/H architecture, commonly used in switched capacitor (SC) cir-
cuits and referred to as flip-around S/H, is shown in Figure 3.9. It performs the sam-
pling passively, i.e. it is done without the opamp, which makes signal acquisition fast.
In hold mode the sampling capacitor is disconnected from the input and put in a feed-
back loop around the opamp, as in the circuit shown in Figure 3.8. Signal-dependent
charge injection from the switches is avoided by a technique called bottom plate sam-
pling, which relies on special timing of the switch control signals. This technique is
discussed in more detail in Section 6.3.
Chapter 4
A/D Converters
4.1 A/D Conversion
Analog-to-digital (A/D) conversion can be separated into two distinct operations: sam-
pling and quantization. Sampling transforms a continuous time signal into a corre-
sponding discrete time signal, while quantization converts continuous amplitude dis-
tribution into a set of discrete levels, which can be expressed with digital code words.
Figure 4.1 shows the principle of A/D conversion.
Some A/D converter (ADC) architectures, the flash for instance, can perform sam-
pling and quantization simultaneously, and in some ADCs, which are targeted for DC
signals, no sampling is needed at all. In high performance ADCs, however, sampling
and quantization are usually separated to make it possible to optimize the circuitry
for both tasks without compromises. Furthermore, the performance of many ADC
architectures, which do not necessarily need a separate sampling circuit, can often be
improved by adding one.
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Figure 4.1 Principle of A/D conversion.
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The sampling operation has already been discussed in Chapter 3 and the architec-
tures of S/H circuits will be investigated in Chapter 5. In the remainder of this chapter
the quantization operation is studied in more detail and the most common high-speed
ADC architectures are introduced. There is also a bias is toward those architectures
most suitable for CMOS technologies. Furthermore, the focus is on high-speed and
medium- to high-resolution (8 bits or more) ADCs. Oversampling ADCs are not dis-
cussed.
4.1.1 Direct Quantization
The most straightforward way to perform quantization is to compare the signal to a
reference with a comparator. One comparison yields a one-bit result, telling whether
the signal is larger or smaller than the reference. Thus, to get greater accuracy i.e. a
larger number of bits, more comparisons are needed. For a single signal value, several
successive comparisons can be made against different reference levels (successive ap-
proximation architecture), yielding at most as many bits as there are comparisons. Al-
ternatively, with several parallel comparators the signal can be compared against many
references at once (flash architecture), which gives a multibit result in one comparison
phase. In the case of two-step flash these two methods are combined, requiring fewer
comparators than flash ADC and being faster than successive approximation ADC.
In these architectures quantization accuracy is, to a large extent, determined by
comparator accuracy. The larger their number and speed requirement are, the more
difficult their realization at a reasonable cost in area and power becomes. As a re-
sult, architectures using analog signal preprocessing prior to quantization have been
developed.
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4.1.2 Quantization After Analog Preprocessing
The preprocessor provides gain, which relaxes the comparator accuracy requirement.
Since the signal range in ADCs is typically comparable to the supply voltage, a linear
amplifier cannot provide significant gain. Thus, the preprocessor either has a piece-
wise linear transfer function (algorithmic and pipeline ADCs) or produces several
shifted nonlinearly amplified signals, out of which one is selected automatically (flash
with distributed preamplification) or depending on a coarse approximation of the sig-
nal (folding-and-interpolating ADC). The two different types of transfer functions are
illustrated in Figure 4.2. The preprocessing can be realized in a continuous or discrete
time domain.
Preprocessing also helps in reducing the number of comparators. This can be
seen, for instance, from the piece-wise linear transfer function, which folds several
incoming subranges into one output range, reducing the number of comparators in the
final quantization by a factor equal to the number of folds. To prevent information loss,
a coarse quantization has to be performed prior to or in parallel with the preprocessing
to distinguish the correct input subrange. The accuracy requirement of the coarse
quantization can be relaxed by using redundancy (overlapping subranges), and thus it
does not affect the final quantization.
4.1.3 ADC Figures of Merit
Some of the parameters used with ADCs are also found in the case of S/H circuits
and hence have already been presented in the previous chapter. A more comprehen-
sive presentation of ADC specifications than the one that follows can be found, for
example, in [37].
The sampling rate tells how many samples the ADC can process in a time unit
and the latency how many clock cycles there are between the sampling instant and the
moment when the digital code is available at the ADC output.
The accuracy of the conversion is specified by its resolution, which is given in
bits. Often, resolution is a synonym for the number of output bits, not all of which
necessarily carry any valuable information. Thus, the real accuracy can be specified
by an effective number of bits (ENOB), which is just the signal-to-noise-and-distortion
ratio (SNDR) expressed in bits.
Ideally, the SNDR is limited by the finite precision of the quantization, which
leaves an error between the original non-quantized signal and the quantized signal.
Often, this error is treated statistically and referred to as quantization noise as a conse-
quence of its uniform amplitude distribution and virtually flat spectral density. Quanti-
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zation noise limits the SNDR (with full-scale signal) to 6.02 ·N+1.76 dB, where N is
the resolution. In a practical ADC thermal noise, disturbing signals, and transfer func-
tion errors make the SNDR smaller. From this measured SNDR value the effective
number of bits can be calculated:
ENOB = (SNDR−1.76)6.02 . (4.1)
To gain more information about how the error energy is spectrally distributed,
spurious free dynamic range (SFDR) and total harmonic distortion (THD) are often
specified. Their definition is the same as with S/H circuits, and unless otherwise
specified they are obtained with a full-scale input signal. The effective resolution
bandwidth (ERB) is the input signal frequency, below which the ENOB is less than
half a bit worse than its DC value.
The full-scale signal range is expressed in volts. From it, the voltage step cor-
responding to the least significant bit (LSB) can be calculated: LSB = VFS/2N . The
static errors in the transfer function are specified with differential non-linearity (DNL)
and integral non-linearity (INL), both of which are referenced to the LSB. They can
be either presented graphically as a function of the output code, or only the maximum
value, which is a single number, can be given. The DNL is the error in the step size
between two adjacent quantization levels, which is ideally 1 LSB. The INL is the cu-
mulative DNL, and it is equal to the deviation from a straight line drawn between the
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end points of the transfer function. The DNL and INL are illustrated in Figure 4.3.
In addition to these the ADC may also contain offset and gain error, which are not
shown in the figure.
4.2 Flash ADC
Flash ADC, which is the fastest and one of the simplest ADC architectures, is shown
in Figure 4.4. It performs 2N−1 -level quantization with an equal number of compara-
tors. The reference voltages for the comparators are generated using a resistor ladder,
which is connected between the positive (VREF+) and the negative (VREF−) reference
voltage determining the full-scale signal range. Together the comparator outputs form
a 2N −1 -bit code, where all the bits below the comparator whose reference is the first
to exceed the signal value are ones, while the bits above are all zeros. This so-called
thermometer code is converted to N-bit binary word with a logic circuit, which can
also contain functions for removing bit errors (bubbles).
Since the input signal is directly connected to the inputs of the comparators, flash
architecture is very fast; the speed is only limited by the comparators. Thus, the
fastest reported ADCs are realized with this architecture. Flash ADC also has very
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low latency—typically one to two clock cycles—which allows it to be utilized in ap-
plications using feedback (e.g. gain control loop).
The most prominent drawback of flash ADC is the fact that the number of com-
parators grows exponentially with the number of bits. Increasing the quantity of the
comparators also increases the area of the circuit, as well as the power consumption.
Thus, very high resolution flash ADCs are not practical; typical resolutions are seven
bits or below.
Other issues limiting the resolution and speed include nonlinear input capacitance,
location-dependent reference node time constants, incoherent timing of comparators
laid out over a large area, and comparator offsets. To manage the offsets the uti-
lization of auto-zeroing comparators is often necessary. Alternatively, the offsets and
input capacitance can be reduced by means of distributed preamplification combined
with averaging [45, 46], and possibly also with interpolation [47], which can both be
considered as exponents of the signal preprocessing discussed in the previous section.
In averaging each comparator is preceded by a preamplifier, whose output is cou-
pled to the outputs of the adjacent preamplifiers via a resistive averaging network.
As a result, the input signal for a comparator is not produced by its own preampli-
fier alone, but it is a weighted average of the outputs of the preamplifiers in a small
neighborhood. Comparator offset is reduced by the preamplifier gain and the pream-
plifier offset is an average of the random offsets of all the amplifiers participating in
the amplification.
Not every comparator needs to have a preamplifier of its own; instead, some (typ-
ically every other or three out of four) amplifiers can be eliminated and the missing
signals generated by means of interpolation. Neither averaging nor interpolation re-
duces the number of the comparators, and thus it does not significantly extend flash
architecture toward higher resolutions.
Recently, the main application of flash ADCs has been in disk drive read channel
circuits and local area network interfaces. Typically, six-bit resolution with a sampling
rate of several hundred megahertz is required. Even gigahertz rates seem to be within
the reach of state-of-the-art CMOS technologies [48, 49].
4.3 Subranging ADC
One way to reduce the number of comparators in flash ADC is to perform the quanti-
zation in two phases [50]. First a coarse quantization determines the subrange where
the signal lies and then, in the second phase, the quantization is performed inside
this range. Consequently, the number of comparators can be reduced from 2N − 1 to
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2 ·(2N/2−1), assuming that the number of bits determined in each phase is the same.
In an 8-bit ADC this means 30 comparators instead of 255. This type of architecture
is known as either two-step flash or subranging architecture.
A block diagram of a subranging ADC is shown in Figure 4.5. There, the input
signal is first sampled with a sample-and-hold circuit, which guarantees that both of
the flashes have the same input signal. The first flash resolves the most significant bits
(MSBs), which are also utilized for determining the coarse input range, according to
which the reference voltages for the second flash are selected. A principal implemen-
tation of this selection, employing a common resistor ladder for both stages, is shown
in Figure 4.6. For example, when the coarse A/D conversion tells us that the signal is
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between the first stage reference voltages VR1,2 and VR1,3, the taps in range 3 are used
as fine references.
Subranging architecture allows for higher resolutions than the flash method, thanks
to the reduced number of comparators. It cannot achieve as high a speed because of
the S/H circuit that is needed and the fact that the fine ADC can operate only after the
coarse result is available. The architecture does not alleviate the comparator accuracy
requirement, unless inter-stage gain is introduced. Then, however, it should rather
be referred to as a two-stage pipeline. Adding redundant comparators, which are
connected to the taps in the verges of the neighboring subranges, to the fine ADC, can
be used to relax the comparator accuracy requirements in the coarse flash.
The applications of subranging architecture are most often found in video sig-
nal acquisition, where 10-bit resolution with a 20–40 MS/s sampling rate is typically
needed. With CMOS technology a sampling rate as high as 100 MS/s with 8-bit reso-
lution has been reported in [51], while 12-bit resolution at 54 MS/s has been achieved
in [52].
4.4 Folding-and-Interpolating ADC
4.4.1 Folding
Figure 4.7 shows the idea of folding. In this the input signal range is divided into
eight subranges (A to H), at the boundaries of which the signal is folded up or down.
As a result the output signal range is squeezed into one-eighth, reducing the required
number of comparators by the same amount. In addition, folding allows signal ampli-
fication back to the full scale (not shown in the figure), which helps in reducing the
effect of comparator offsets and noise.
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The concept of folding is very similar to subranging, the major difference being
that folding does not need a priori knowledge of the input subrange. As a result, no
S/H circuit is needed, which leads to faster operation. Although the subrange need
not be known at the time of folding, it is needed in the forming of the final conversion
result. Thus, a coarse ADC is used in parallel with the folding circuit, as shown in the
principal block diagram in Figure 4.7.
In practice, realizing a transfer function with the triangle wave shape is very dif-
ficult, since especially the sharp corners tend to become smoothed. This problem can
be solved by producing several versions of the folded signal, each shifted a different
amount in the x-direction, and using only the linear part of each curve. This is illus-
trated in Figure 4.8, where five nonlinear curves are used instead of one linear one. The
little marks around the zero crossings show which portion of each curve is utilized.
All the comparators responsible for detecting the signal in this range are connected to
the circuit producing that particular curve. Often, the number of curves is increased
up to the point where they equal the number of comparators. As a result, there is only
one comparator per curve and it only has to detect the signal zero crossing, making
the linearity of the curve unimportant.
4.4.2 Interpolation
The folder is a rather complex circuit, and thus the number of them should not be too
large. Fortunately, it can be reduced by generating part of the signals by interpolating
between two signals produced by adjacent folders. In Figure 4.8 two of the signals
(dashed lines) are generated with interpolation. The interpolation happens in the y-
direction, as a result of which the resulting curve is not a perfect substitute for a real
folded signal. In fact, only one zero crossing can be interpolated between two curves
without an error. In practice, however, a larger number of interpolated signals can
be used, when the folded signals are sufficiently linear and the shifting of the zero
crossings is taken into account in the interpolation network.
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4.4.3 ADC Architecture
A block diagram of folding-and-interpolating ADC is shown in Figure 4.9. In this
four folders are followed by an interpolation network, to which the comparators are
connected. A coarse flash ADC determines the correct input subrange, which is used
with the comparator outputs to form the final output code in the logic block. Different
internal signal propagation delays in the coarse ADC and in the folding and interpo-
lating circuitry need to be taken into account to guarantee simultaneous timing in the
two circuits. Adding redundant folded or interpolated signals increases tolerance to
timing errors and comparator inaccuracy in the coarse ADC.
A CMOS implementation of the folding amplifier is shown in Figure 4.10 [53].
It produces a four-times-folded differential current signal with five differential pairs.
The interpolation between two folders can be realized with a resistor ladder.
The folding-and-interpolating architecture can achieve high sampling rates. This
is mostly thanks to open loop circuitry (folding amplifiers do not use feedback) and
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continuous time operation. The circuit has a relatively small silicon footprint and it can
typically be realized with a digital CMOS process, i.e. without precision capacitors.
4.4.4 Limitations and Improvements
A well-known problem in this architecture is the fact that because of the folding the
frequencies of the internal signals are much higher than the frequency of the incom-
ing signal. As a result the performance typically begins to degrade at relatively low
signal frequencies. The problem can be alleviated by using an S/H circuit in front of
the converter, which, however, often diminishes the speed advantage. In distributed
track-and-hold [54] each differential pair in the folding amplifier has its own preampli-
fier with track-and-hold, which has less stringent specifications than a front-end S/H
circuit would have. As a result, a higher speed can be achieved.
The folding-and-interpolating architecture was originally developed for bipolar
technology, which is ideal for realizing accurate open-loop circuits thanks to good
VBE matching and high transconductance of the bipolar transistor. On the other hand,
the offset voltages in MOS transistors are the main obstacle to increasing resolution.
Thus, techniques such as averaging [46, 55] and self calibration [56] are used to reduce
offset sensitivity.
The folding can be carried out in many cascaded stages, minimizing the number
of folds per stage [46, 55]. Consequently, the number of differential pairs connected
to the input is reduced, which allows for the biasing of the transistors to a larger
gate-source voltage, which increases the speed via increased transconductance. The
capacitive load is also reduced, giving an additional increase in circuit speed.
The throughput of the folding-and-interpolating architecture can be improved, at
the cost of latency, by using pipelining, which can be realized by combining cascaded
folding with the distributed T/H as demonstrated in [57] and [56]. Both of these
designs also use subranging to reduce the number of folders.
The resolution of the folding-and-interpolating ADCs reported has typically been
in the 8–10-bit region and the sampling rates from some dozens of megahertz to a
hundred megahertz. As high as a 400-MS/s sampling rate has been achieved [58]—
with 6-bit resolution, though. The resolution of CMOS realizations has been limited
to 10 bits, with one exception [56], which uses background self-calibration to cancel
the offsets of the folding amplifiers.
The folding amplifier structure based on differential pairs does not allow for very
low-voltage operation, since it requires at least VT + 2Vdsat on top of the input signal
swing. Consequently, many of the ADCs described in the references use a 5-volt
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supply and not a single one goes below three volts.
4.5 Pipelined ADC
Like folding-and-interpolating ADC, pipelined ADC also uses analog preprocessing
to divide the input range into subintervals and to amplify the signal inside them, as
seen from the transfer function shown in Figure 4.11. The realization of the prepro-
cessing is, however, totally different. The architecture has evolved by making use of
the strengths of the switched capacitor technique, which provides very accurate and
linear analog amplification and summation operations in the discrete time domain. As
a result the sawtooth-shaped transfer function can readily be realized. Because of the
high quality of the preprocessing it is often used so extensively that the resolution of
final A/D conversion is only one or two bits.
A predecessor of pipelined ADC is algorithmic (or cyclic) ADC, which performs
the conversion (or processing) in several time steps. It uses a single processing unit,
which works with the analog sample for a certain, say, m, number of clock cycles. In
pipelined ADC, m of those units—usually called pipeline stages—are cascaded. Each
stage processes the same sample only for one clock cycle, after which it passes it to
the next stage for further processing. The end result and the latency are the same as in
algorithmic ADC, but the throughput has increased m times, being now one conversion
per clock cycle.
4.5.1 Pipelined A/D Conversion: Principle
The principle in pipelined (and algorithmic) A/D conversion is to find a set of refer-
ence voltages whose sum equals the signal sample being converted. This is realized by
sequentially subtracting different reference voltages from the sample until the residue
becomes zero, indicating that the sum of the subtracted references equals the original
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sample value. An analogy can be found in weighing flour on a pair of scales using a
set of weights. In ADC the residue is amplified between the subtraction steps in order
to increase accuracy.
4.5.1.1 Operation of a Pipeline Stage
For each stage, the input signal is the output of the previous stage (VOUT,i−1)—except
for the first stage, for which it is the input voltage VIN . The stage evaluates the in-
coming signal with a coarse A/D conversion, which yields the digital output code Qi.
Now, as the magnitude of the input signal is roughly known, the closest multiple of the
reference voltage (Qi ·VR,i) can be subtracted from it and the resulted residue signal
amplified by the stage gain Gi, yielding the output voltage
VOUT,i = Gi ·VOUT,i−1−Qi ·VR,i, (4.2)
which is used as an input for the next stage. It should be noted here that the coarse
A/D conversion needs only to be accurate enough to prevent residue voltage saturation
after amplification. If this is satisfied, its accuracy does not affect the converter’s
final accuracy, unlike the precision of the amplification and the reference subtraction.
Tolerance toward sub-ADC errors requires that the input range of the next stage and
the set of its reference voltages have at least as much overhead as the largest allowed
error is.
4.5.1.2 Forming the Output Code
In principle, the conversion can be continued for an infinite number of cycles, each of
which increases the precision of the result. In reality, the result does not improve after
some point as a consequence of component mismatch and noise. Once the desired
number of conversion cycles has been gone through, the final conversion result is the
sum of the subtracted reference voltages, referred to the input of the ADC:
VOUT = Q1 ·VR,1 +
m
∑
i=2
(
Qi ·VR,i/
i−1
∏
j=1
G j
)
, (4.3)
where Qi is the i:th stage digital output as a bit vector and VR,i an equal length vector
containing the stage’s reference voltages. The digital code corresponding to (4.3)
is obtained by replacing the reference voltages with their digital values. Typically,
the final resolution is increased by performing an A/D conversion (without forming
a residue) for the last residue signal. This is the only sub-A/D conversion whose
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Figure 4.12 Pipelined ADC.
accuracy directly affects the accuracy of the conversion.
4.5.2 Pipeline Architecture
The block diagram of the pipelined ADC is shown in Figure 4.12. It consists of m
stages, each of which produces k bits plus one redundant bit, which overlaps with the
bits of the next stage. The last pipeline stage is followed by a flash ADC, providing j
bits. As a result, the final resolution N is m · k+ j. In practice, the resolution of all the
stages does not need to be equal and the redundant bit does not need to be a full bit
(i.e. the number of possible output codes can be less than 2k+1).
A functional block diagram of one stage is shown in the inset. The incoming volt-
age is sampled by the S/H circuit and simultaneously digitized by the sub-ADC. The
result of the A/D conversion is immediately converted back to analog form and sub-
tracted from the sampled-and-held signal. The resulting residue voltage is amplified
by Gi, which is nominally equal to 2k. In a switched capacitor realization the S/H oper-
ation, the D/A conversion, the subtraction, and the amplification are all performed by
a single circuit block, called a multiplying analog-to-digital converter (MDAC), which
consists of an opamp and a set of switched capacitors. The low resolution sub-ADC
is usually a flash, consisting of a few comparators and logic gates.
A front-end S/H circuit is not necessarily needed, since the pipeline stage already
contains an S/H circuit. When the input is a rapidly-changing signal, the relative
timing of the first stage S/H circuit and the sub-ADC is critical and often relaxed with
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a front-end S/H circuit.
Consecutive stages operate in opposite clock phases and as a result one sample
traverses two stages in one clock cycle. So, the latency in clock cycles is typically
half the number of stages plus one, which is required for digital error correction. For
feedback purposes, where low latency is essential, a coarse result can be taken after
the first couple of stages. The different bits of a sample become ready at different
times. Thus, digital delay lines are needed for aligning the bits.
The first monolithic pipelined ADC [59] was implemented with the switched ca-
pacitor technique, which has since become the standard in pipelined ADCs. Current
mode approaches have also been tried [60, 61], but they have not been able to achieve
the same performance.
4.5.3 RSD Correction
The simplest pipeline stage is a 1-bit stage with one redundant quantization level, as
a consequence of which it is often referred to as a 1.5-bit stage. Its transfer function
is shown in Figure 4.13. The signal range both in the input and in the output is from
−VREF to +VREF . Nominally, the comparator decision levels are set to −VREF/4 and
+VREF/4 and the ADC output codes for the three regions are “00”, “01” and “10”.
Comparator offset can shift the decision level, as shown in the figure with the
dashed line. Consequently, the ADC output code remains “00” instead of “01”. The
residue, however, stays in the input range of the next stage, which is all that matters, as
discussed earlier. The final conversion result is the sum of all the subtracted reference
voltages. Thus, if one stage subtracts a smaller reference than it nominally should,
the subsequent stages compensate for this by subtracting larger references. How this
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works in the case illustrated in the figure is shown next.
Due to quantization error the residue now lies in the “10” region (instead of the
“00” or “01” region) of the next stage. Since the outputs of the stages are summed
with one-bit overlap, the second most significant bit will be correct, regardless of the
comparison error. When the codes of the following stages are taken into account, the
third bit also gets corrected, and so on.
In the digital domain the correction is a simple addition, as illustrated in Fig-
ure 4.14. On the left is shown how the bits of the final result are obtained by summing
the output bits of the stages with one-bit overlap. On the right the same bits are rear-
ranged to show how the correction can be performed with a single adder. Since “11”
codes are not possible (except in the last flash stage), the sum cannot overflow.
This widely-employed error correction method is referred to as redundant signed
digit (RSD) correction, and was developed for algorithmic ADCs in [62] and [63] and
utilized in pipelined ADC in [64]. Other related methods have also been used (e.g.
[59]).
The redundancy allows for quantization errors as far as the residue stays in the
input range of the next stage, which translates to ±VREF/4 maximum error in 1.5
bits/stage architecture. The errors can be static or dynamic; it is only essential that the
bits going to the correction logic circuitry match those which are D/A converted and
used in residue formation.
The same correction method can easily be expanded to larger resolution stages as
well. As a minimum, one extra quantization level is required [65], but for maximum
error tolerance the nominal number of comparators (2k−1) has to be doubled.
4.5.4 Switched Capacitor Realization
Switched capacitor implementation of an MDAC suitable for a 1.5-bit pipeline stage
is shown in Figure 4.15. During clock phase φ it samples the input voltage into two
nominally equally-sized capacitors C1 and C2. In the second phase the capacitor C2 is
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connected in a feedback loop around the amplifier and the capacitor C1 to one of the
three reference voltages, according to the output of the stage’s sub-ADC. The resulting
output voltage is given by:
VOUT =
C1 +C2
C2
·VIN +Q · C1C2 ·VREF = 2VIN +Q ·VREF , (4.4)
where Q is the ADC output code with possible values −1, 0, and +1. The second
form of the equation, which is consistent with (4.2), is obtained with equal capacitor
values.
If there is mismatch in the capacitor values, C1 being C+ ∆C2 and C2 C− ∆C2 , the
gain will be 2+ ∆CC instead of 2 and the reference voltage
(
1+ ∆CC
)
VREF instead of
VREF . Similarly, a finite opamp gain will reduce the gain to 2 ·
(
1− 2A − CinC·A
)
and
the reference voltage to
(
1− 2A − CinC·A
)
VREF , where A is the opamp gain and Cin the
capacitance from the negative opamp input node to the ground. Depending on the
opamp topology, Cin may be much larger than the physical capacitor because of the
Miller effect.
The effect of finite opamp bandwidth can be analyzed by replacing A with A/(1+ s),
which assumes a single pole opamp model. The bandwidth requirement is discussed
in more detail later in this section.
The voltage VREF is a global reference, common for all ADC stages. Thus, any
deviation from the nominal value will be seen as absolute gain error, which is usually
not harmful. In general, a DAC with two levels (0 and VREF for instance) is always
linear. In a fully differential circuit a third level can be added by defining the reference
as the difference between two voltages (VREF+ and VREF−), to which the capacitors
in the positive and negative half circuit are connected. Two levels are obtained by
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alternating the polarity of the connection and the third—the zero—by shorting the
capacitors together.
In higher resolution pipeline stages, more than three DAC levels are required. They
can be obtained by generating more reference voltages with a resistor ladder, but then
the circuit is not any more insensitive to the values of reference voltages. A better and
more commonly used solution is to split the capacitor C1 into several pieces, which
can be independently connected to the references. The advantage stems from the fact
that capacitor matching is typically better than resistor matching. A generic MDAC,
thus, consists of a capacitor C2, equal to C, and a capacitor C1, which is constructed
of G−1 pieces, each equal to C.
Several techniques for achieving resolutions higher than what is permitted by
matching have been developed, from which self-calibration techniques are covered
later on this section. The reference feedforward technique [66] and commutated feed-
back capacitor switching (CFCS) [67, 68] improve the DNL, but do not affect the
INL. In 1-bit/stage architecture the capacitive error averaging technique, which has
previously been used in algorithmic ADCs [69], can be used [70, 71]. With it, a vir-
tually capacitor ratio-independent gain-of-two stage can be realized. The technique,
however, requires two opamps per stage (a modification, which does not, has been
proposed in [72]) and needs at least one extra clock phase.
4.5.5 Scaling
Some of the error sources in different stages, opamp gain for instance, are clearly
correlated. Thus, when referred to the ADC input, they add up linearly resulting
Vε,tot =Vε,1 +
1
G1
Vε,2 +
1
G1G2
Vε,3 + · · · (4.5)
The first stage error dominates, but when the stage gain is low, errors in the latter stages
also make a significant contribution to the total error. For example, in 1.5 bits/stage
architecture the total error is about 2Vε, when the errors in the stages are equal (Vε). In
a stage with two effective bits (gain 4) the factor 2 reduces to 1.3.
Thermal noise and random capacitor mismatch in different stages can be con-
sidered uncorrelated. Consequently, their total effect can be found by summing the
squares of the input referred voltages yielding
V 2n,tot =V 2n,1 +
(
1
G1
Vn,2
)2
+
(
1
G1G2
Vn,3
)2
+ · · · (4.6)
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Now the total noise in the 1.5 bits/stage architecture is only about 1.15Vn and practi-
cally totally determined by the first stage if stages with higher gain are used.
The stages need not be identical. In fact, considerable savings in power and sili-
con area can be achieved when the capacitors in the latter stages are scaled down [73],
which relaxes opamp specifications and reduces the circuit area. The scaling requires
budgeting a larger amount of the total noise (and capacitor mismatch) to the latter
stages, which can, however, easily be done without making the first stage specifica-
tions much more stringent.
In principle, the noise contribution of every stage can be made equal, which is
obtained with the scaling factor G2. It would, however, increase the first stage speci-
fications too much. Thus, a more reasonable scaling factor would be, for instance, G,
except in the 1.5 bits/stage architecture, where even a smaller scaling factor may be
optimal. Analysis in [74] shows that, from a power consumption point of view, the
optimal scaling factor is between G and G1.5; the larger the stage resolution, the larger
the optimal scaling factor.
It is possible also to relax opamp gain and bandwidth in the latter stages, but
not as much as capacitor size. Designing every stage with individual specifications
is often too laborious. Instead, using two or three differently-sized stages is a good
compromise. Scaling brings the largest advantages to the very first stages, whose
requirements are the toughest. Thus, the efforts should be focused there.
4.5.6 Per-Stage Resolution
What is the best stage resolution? The smaller the stage resolution is, the larger the
total number of stages becomes. On the other hand, each additional bit in a stage
doubles the number of its comparators and halves the tolerable comparator offset.
Furthermore, the sub-ADC input capacitance is proportional to the number of com-
parators. Thus, the exponential growth in the number of comparators sets an upper
limit for the practical stage resolution, which seems to be around five bits.
4.5.6.1 Opamp DC Gain
When it comes to circuit speed and power consumption, the opamp is typically more
important than the comparators. Thus, the effect of stage resolution on it is investi-
gated next. The amount of sampled thermal noise is determined by the size of the
sampling capacitor. To keep the noise the same regardless of the stage resolution,
let the total sampling capacitance (Ctot ) be fixed. Thus, Ctot = G ·C, which leads to
decreasing unit capacitor C for increasing stage resolution.
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The output voltage of an MDAC in the presence of finite opamp gain can be written
as
VOUT = (G ·VIN +Q ·VREF) ·
(
1− G
A
− GCin
CtotA
)
. (4.7)
The maximum error occurs, when the output voltage should be at its nominal maxi-
mum (±VREF ), which is obtained, for example, when Q = −G+ 1 and VIN = VREF .
Then the corresponding input referred error voltage is
Vε =
1
G
(
G
A
+
GCin
CtotA
)
VREF , (4.8)
which can be seen to be independent of the stage resolution [76].
Using (4.8), the required opamp DC gain in an N-bit pipeline ADC can be derived.
The full-scale input range is 2VREF , making the LSB step equal to VREF/2N−1. A
common requirement is that the error is smaller than the maximum quantization error,
i.e. 0.5 LSB. When neglecting the input capacitance, the requirement becomes A> 2N .
In decibels the same is given by
20log(A)> 6.02 ·N dB. (4.9)
In practice, the finite input capacitance slightly raises this requirement. When the
effects of many stages are combined according to (4.5), a weak dependence on stage
resolution is introduced, requiring, for instance, an opamp DC gain in a gain-of-2
stage 3.6 dB larger than in a gain-of-4 stage.
4.5.6.2 Capacitor Matching
Capacitor mismatch is typically proportional to the square root of capacitor size. Since
the stage gain is inversely proportional to the unit capacitor size, increasing the stage
resolution, which makes the unit capacitor smaller, reduces the input-referred error.
Thus, a large resolution stage is less sensitive to capacitor mismatch [75].
4.5.6.3 Opamp Bandwidth
The opamp bandwidth (together with the slew rate) determines the settling time. In
Appendix A the GBW requirement for an OTA in an SC amplifier has been derived.
According to this, settling to N-bit accuracy within time T requires
GBW >
(N− k) · ln2 ·
(
2k + CtotCL −
Ctot
2k·CL +
Cin(2k·CL+Ctot)
CtotCL
)
2piT
, (4.10)
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Figure 4.16 Required opamp GBW as a function of stage resolution.
where CL is the opamp load capacitance without the MDAC capacitors. The GBW is
defined with the OTA transconductance and the load capacitance, resulting GBW =
gm/2piCL. Assuming that the load is primarily caused by the sampling capacitance
of a similar MDAC and Cin is equal to Ctot(2k−1)/2k (see Appendix B), the term in
parentheses becomes 2k+1 +1−2−k+1. Thus, the required opamp bandwidth depends
almost exponentially on the stage resolution. This is illustrated in Figure 4.16, where
(N− k)(2k+1 +1−2−k+1) is plotted against k, with N values 8, 10, 12, and 14.
When the ADC sampling rate has to be maximized without capacitor scaling, 1.5
bits/stage architecture is clearly the best choice [76]. In contrast, when capacitor scal-
ing is used and other specifications, such as power consumption and area, are also
important, higher stage resolution is often preferable.
Increasing the stage gain decreases the feedback factor of the circuit, which leads
to a higher opamp bandwidth requirement. Since unity gain stability is not needed
from the opamp, the reduced feedback factor somewhat helps in fulfilling the in-
creased bandwidth requirement. Higher stage gain also makes possible more aggres-
sive capacitor scaling in the latter stages, which reduces both the total area and power
consumption as well as the capacitive load to the previous stage.
Let us first consider the case where capacitor scaling is not performed. In a design
space where the technology limits have not yet been reached (i.e. OTA bandwidth
4.5 Pipelined ADC 53
1 2 3 4 5
0
10
20
30
40
50
g
m
 vs. Stage Resolution
Stage Resolution (k)
g m
/C
to
t
Scaling factor: 2k      
Scaling factor: 21.5k
Figure 4.17 Relative opamp transconductance in a 12-bit pipelined ADC as a function of stage
resolution using two different capacitor scaling factors.
can still be increased), OTA power consumption is approximately proportional to the
square of gm, on which the GBW linearly depends. When increasing stage resolution
from one effective bit (k = 1) to two bits (k = 2), the GBW has to be increased by a
factor of roughly 1.9, which corresponds to an increase in opamp power consumption
by a factor of 3.6. Since the number of stages is simultaneously halved, the total power
consumption increases by a factor of 1.8. Further increasing stage resolution makes
the penalty bigger. Thus, 1-bit architecture seems also to be optimal for low power
when capacitor scaling is not used. Only if opamp power consumption is dominated
by the slew rate instead of the GBW requirement may a higher stage resolution be
justified [4].
Let us now scale down the capacitors by a factor of 2k between the stages, when
going toward the end of the pipeline. As a result the following stage loads the MDAC
with a sampling capacitance equal to Ctot/2k. Let us assume for a moment that the
opamp’s load is dominated by this capacitor. The opamp GBW will be 2k · gm/Ctot ,
while the GBW required by the settling is proportional to (N−k) ·(2k+2−3). Thus, the
requirement for the opamp gm stays almost constant. This suggests that maximizing
stage resolution, which minimizes the number of stages, leads to minimum total power
consumption, and the speed is rather independent of stage resolution. More aggressive
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scaling increases the advantage of high stage resolution, as seen from Figure 4.17,
where the required gm as a function of stage resolution in a 12-bit ADC is shown.
In practice, however, besides the next stage sampling capacitor the opamp load
comprises its own output capacitance, the input capacitance of the next stage com-
parators, and the wiring capacitance as well. The part of the GBW determined by
them does not improve without increasing the opamp current. Furthermore, increas-
ing stage resolution increases the number of comparators, which partially cancels the
effect of scaling. In [77] stage resolution 2 or 3 bits was found optimal for low power.
The analysis, however, was made without going to the circuit level.
To summarize, it is advantageous to use high stage resolution when the sampling
capacitor is large, clearly dominating the opamp load [74]. This is the situation in the
front stages of a high resolution ADC [78, 79, 75]. Since 1.5 bits/stage architecture
does not permit extensive scaling, a higher speed can be achieved with 2-bit or 3-bit
stages.
4.5.7 Calibration
RSD logic takes care of comparator errors, but errors in the stage gain G and the
reference levels produced by the sub-DACs remain in the output code. These errors
are primarily dependent on capacitor matching, which is typically sufficient for 11 to
12-bit resolution. If, for some reason, the matching is worse or a higher resolution is
pursued, some form of self-calibration [80] or trimming is often used.
Two approaches can be taken to calibrate out the errors: mixed signal or fully
digital. In mixed signal calibration, the erroneous component values are measured
from the digital output and adjusted closer to their nominal ones [81], which requires
the capacitors in the MDACs to be adjustable. Alternatively, a calibration DAC can be
used to sum calibration coefficients to the MDAC input [80]. Both methods apply the
correction to the analog signal path, and thus require extra analog circuitry.
In the fully digital approach the component values are not adjusted [82, 83, 65]:
they are just measured and used as they are. The idea behind this can be understood
by looking again at the equation (4.3) for the conversion result. If the stage gain or
the reference voltages deviate from their nominal values, it is not considered as an
error: they are just unknown. Measuring them and using the measured values instead
of the nominal ones in the formation of the ADC output code yields a perfectly correct
result. The accuracy of this method depends on the accuracy of the measurement.
Pipeline architecture has been found very suitable for calibration [81, 83, 65, 84,
85, 79, 86]. The number of components to be calibrated is sufficiently small, since
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only the errors in the first few stages are significant as a result of the fact that, when
referred to the input, the errors in the latter stages are attenuated by the preceding
gain. Furthermore, no extra ADC is necessarily required for measuring the calibration
coefficients, since the back-end stages can be used for measuring the stages in front of
them.
In the next equation the residue after the last pipeline stage is written on the left
and the corresponding output of the final flash ADC on the right.
VIN ·
m
∏
i=1
Gi−
m
∑
i=1
(
Qi ·VR,i ·
m
∏
j=i+1
G j
)
= Dm+1 (4.11)
The first term on the left is the input voltage, amplified by the total gain of the pipeline.
The next term is the sum of the subtracted reference voltages, amplified by the gains
of the subsequent stages. It can be seen that an error in the gain terms alone affects
only the magnitude of the input voltage, which is usually not harmful. Thus, the gain
terms can be left uncalibrated, which makes possible the realizing of the calibration
algorithm without multipliers.
As stated earlier, only the errors in the foremost stages are significant in practice.
Let us assume that only the two first stages have errors and all the following stages
are error-free. The residue after the second stage equals the digital output produced
by the back-end stages:
VING1G2−Q1 ·VR,1 ·G2−Q2 ·VR,2 = DLSB, (4.12)
Isolating stage 1 from the rest of the pipeline and setting the stage 2 input voltage to
zero and forcing Q2 to go through all the possible bit codes, the unknown reference
voltages VR,2 can be measured with the back-end. After that the stage 1 reference
voltages VR,1 ·G2 can be measured in the same manner, the calibrated stage 2 now
being a part of the back-end. It should be noted, that the calibration automatically
takes into account the unideal gain (G2) of stage 2 as well as the gain of the back-end.
If more stages need to be calibrated, the procedure can be started at any point in the
pipeline.
The calibration has limited accuracy, even with an error-free back-end, since the
measured calibration coefficients cannot be more accurate than the resolution of the
back-end ADC permits. When, during the normal operation, a term corresponding
to a measured reference voltage is added to the back-end bits, the truncation error in
the conversion result and in the measured value add up. In practice the number of
cumulated errors is much larger, since the number of summed measurements needed
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for the determining of a single reference voltage in a switched capacitor MDAC is, in
worst case, proportional to 2k, where k is the resolution of the stage [79].
To improve accuracy, the resolution of the back-end is typically enhanced by two
or three bits. The calculations are performed with the enhanced resolution, after which
the output is truncated to its final accuracy.
The calibration cycle to determine the coefficients is typically performed at startup.
This is not always sufficient, since the component values may drift over time and
change with temperature and supply voltage. Thus, the calibration has to be repeated
from time to time, which requires suspending the normal operation of the converter. In
many systems the input signal contains idle periods, which can be used for calibration.
This is not always possible and the calibration has to be performed in the background.
It can be done by having redundant circuit blocks (e.g. an extra pipeline stage [87]), so
that when one element is being calibrated it is taken offline and replaced by another.
Alternatively, some input signal samples can be substituted with digitally interpolated
values and the freed clock cycle used for calibration [88, 79]. Running the ADC at
a slightly higher clock rate than the front-end S/H circuit and queuing the sampled
voltages is another way to free clock cycles for calibration [89].
If the reference levels in the MDAC are realized with resistor string instead of the
more common capacitor array, the reference voltages can be measured with a separate
calibration ADC in the background without disturbing the operation of the ADC [90].
Then, however, the gain error of the back-end stages is not automatically taken into
account.
In [91], a dynamic element matching (DEM) DAC is used in the pipeline stage
and the DAC elements are measured directly from output bitstream with a correlator
during the normal operation.
4.6 Time-Interleaved ADC
Figure 4.18 shows the block diagram of an architecture in which four ADCs are used
in parallel to achieve four times the sampling rate of a single converter. This is often
known as time-interleaved architecture [92], since the operation of the ADC channels
is interleaved in such a way that one channel processes every fourth sample. The
digital outputs of the channels are combined with a multiplexer to a single full-speed
bitstream.
Time interleaving was used for the first time with pipelined ADCs in 1993 in a
four-channel [93] and in a two-channel ADC [94]. Since then several two-channel
parallel pipeline ADCs have been published: e.g. [95, 96, 97, 98, 99, 100, 101, 102].
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Figure 4.18 Four-channel time-interleaved ADC and its clock signals.
The implementation of a four-channel prototype, originally published in [4], will be
described in Section 12.4.
4.6.1 Problems and Solutions
The problems of time-interleaved architecture arise from channel mismatch. The
channels may have different offset voltages, their absolute gains can be different, or
there can be a constant skew in the clock signals [92]. How these errors are seen in
the spectrum of the sampled signal will be discussed in conjunction with the double-
sampling technique in Chapter 9.
Up to a certain resolution, component matching is good enough and the errors
can be kept to a tolerable level with careful design. High-resolution time-interleaved
ADCs, however, without exception use different techniques to suppress errors.
The offset can be rather easily calibrated using a mixed signal [101] or all-digital
circuitry [93, 4]. Calibrating the gain mismatch is also possible, but requires more
complex circuitry than offset calibration [99, 100]. The timing skew may originate
from the circuit generating the clock signals for different channels or it may be due to
different propagation delays to the sampling circuits. Skew can be most easily avoided
by using a full-speed front-end sample-and-hold circuit [94, 98, 4], as illustrated in
Figure 4.19. The ADC channels resample the output of the S/H when it is in a steady
state, and so the timing of the channels is not critical. The only problem is that the
S/H circuit has to be very fast, since it operates at full speed.
The errors caused by timing skew can be corrected with digital post-processing
if the signal bandwidth is limited to be somewhat smaller than the Nyquist band
[103]. The technique, however, requires measuring the actual skew, even with sub-
picosecond accuracy, which is not trivial. As an alternative to the digital method, the
skew can be compensated with adjustable delay elements, which also requires mea-
suring the skew.
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Figure 4.19 Time-interleaved ADC with front-end S/H circuit.
4.7 A/D Converters: Summary
For very low resolution (5 bits or below), flash architecture is typically the best choice.
It is clearly the fastest architecture and can be scaled up to a 6–7-bit resolution range.
Resolutions from 5 to 10 bits can be covered with subranging or folding and interpolat-
ing ADCs or with an architecture which is a combination of these. The speed achieved
is not as high as with flash ADC, but typically somewhat higher than with pipelined
ADC. Subranging and folding-and-interpolating ADCs can be realized without linear
precision capacitors and the circuit area is typically quite small.
Pipelined architecture can be used in a very wide resolution range, typically from
8 to 12 bits without calibration and up to 15 bits with calibration. The interstage
gain makes it possible to scale the components along the pipeline, which leads to
low power consumption. In addition, the switched capacitor technique—with some
modifications—has shown itself to be capable of very low-voltage operation [104, 2].
This will be demonstrated with two prototypes [8, 2] in Chapter 12.
Chapter 5
S/H Circuit Architectures
This chapter gives a brief description of the S/H architectures found in recent publica-
tions. Although the focus is on CMOS implementations, the most important bipolar
architectures are also presented. The examples will show that the differences between
the bipolar and the MOS device are highlighted in the design of S/H circuits. This
leads to very different architectural solutions in high-performance designs.
5.1 Bipolar Architectures
5.1.1 Diode Bridge
Traditionally, the high-speed S/H circuits implemented in GaAs technology employ
a diode bridge as the switching element. Since a good quality diode is often also
available in silicon bipolar technology, the same type of architecture can be used.
Figure 5.1 shows a simplified schematic of an S/H circuit based on the diode bridge
switch. In tracking mode clk is high and the current I1 flows through the diode bridge.
Since the impedance of a forward-biased diode is very low, the output voltage across
the capacitor C is almost the same as the input voltage. The circuit is turned into hold
mode when clk goes low and clk goes high, steering the bias current past the bridge.
The high impedance of the reverse-biased diodes virtually isolates the output from the
input. In a practical circuit, at least the output has to be buffered and, usually, some
additional diodes are needed to establish the reverse bias conditions.
The major disadvantage of the diode bridge S/H is the limited signal swing when
operating with low supply voltages (3.3 V or less). Also, high quality diodes are not
always available in bipolar technology.
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Figure 5.1 Simplified schematic of an S/H based on diode bridge .
A low voltage S/H circuit employing a single diode as a switch is reported in [105].
The circuit provides a 1.5 Vpp signal swing with a 3 V supply.
5.1.2 Switched Emitter Follower
Most bipolar S/H circuits in recent publications rely on a switched emitter follower
as a switch and are usually implemented using npn transistors only. The architecture
was first introduced in [106] and its schematic is redrawn in Figure 5.2. Both halves
of the differential circuit consist of a switch and an output buffer. The input is brought
to the switches through a differential input buffer, whose linearity is one of the major
concerns in this architecture. The linearity is improved by adding emitter degeneration
resistors in the input differential pair (Q1 and Q2) and diodes (Q3 and Q4) in series
with the load resistors.
In track mode the buffered input is sampled in the capacitor CH through the emitter
follower Q5. In transition to hold mode the bias current of the emitter follower is
turned off and its base is pulled down. The minimum size of the sampling capacitor
CH is limited by the droop rate of the held output. To make the droop smaller, the
bias current of the first emitter follower (Q8) in the output buffer is turned off in hold
mode. The droop in the differential output signal is considerably smaller than in the
case of single output, since it is mostly common mode.
In hold mode the signal at the output of the input buffer couples to the hold capac-
itor through the parasitic base-emitter capacitor of Q5. The feedthrough is minimized
by connecting a feed-forward capacitor C1 from the other output of the input buffer to
the hold node. This capacitor is implemented by employing the base-emitter junction
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Figure 5.2 S/H architecture using emitter follower switch [106].
capacitance of a BJT.
While a 120-MS/s sampling rate was achieved in [106] it was increased to 1.2 GS/s
in [107], mainly through the use of a more advanced technology. However, the in-
creased speed was paid for by decreased linearity (from 10 bits to 8 bits) and in-
creased power consumption (from 40 mW to 460 mW). In [108] some of the same
authors managed to restore the resolution to 10 bits while maintaining the previous
power consumption. This was achieved by modifying the input buffer and adding a
droop compensation circuit into the output buffer. A 10-bit 250-MS/s S/H circuit with
different buffers and a different hold-feedthrough cancellation technique is presented
in [109]. While all the previous designs require a 5-V supply, in [110] both the input
and the output buffers are redesigned so as to allow operation with a 2.7-V supply
voltage.
Another low voltage (3.3 V) architecture is presented in [111]. There, the need
for an input buffer is eliminated by using series type sampling, as in many CMOS
architectures. The THD, measured with a 10-MHz input signal, was 60 dBc at a
100-MHz sampling rate. The quasidifferential (two single-ended circuits in parallel)
circuit provides a differential signal swing as high as 3 V from a 3.3 V supply.
5.2 CMOS Architectures
One of the main challenges in bipolar S/H design is the lack of a good simple switch.
The MOSFET is almost an ideal switch. When operating in the triode region it can be
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Figure 5.3 A simple S/H circuit employing a source follower buffer.
considered as a voltage-controlled resistor. The capacitive coupling over an open MOS
switch is typically small and thus the hold mode feedthrough is less a problem. In
addition, the purely capacitive impedance seen from the gate of a MOSFET allows the
storing and buffering of sampled charges for a long time period without a significant
droop.
In bipolar S/H circuits the problems are mainly connected with the linearity the
buffer circuits and hold mode feedthrough via the junction capacitances of the switch
device. However, by paying great attention to buffer design and using different lin-
earization and feedthrough cancellation techniques, it is possible to make high-perfor-
mance S/H circuits with open loop buffers. In CMOS the lower transconductance of
the MOS device and the body effect make the simplest open loop buffer, the source
follower, much less linear than its bipolar counterpart, the emitter follower.
A well-known technique used to linearize circuits is to utilize negative feedback.
For example, an opamp connected to unity gain feedback makes a very linear buffer.
The use of feedback does not need to be restricted to the buffer only. Enclosing the
sampling capacitor in the feedback loop reduces the effects of nonlinear parasitic ca-
pacitances and signal-dependent charge injection from the MOS switches. Unfortu-
nately, an inevitable consequence of the use of feedback is reduced speed.
The tradeoff between speed and linearity has caused researchers to take two differ-
ent approaches to the design of high-speed high-resolution CMOS S/H circuits. One
is to use an open loop architecture and make an effort to maximize the linearity and
the other is to employ a closed loop architecture and maximize the speed.
5.2.1 S/H Circuit with Source Follower Buffer
Figure 5.3 shows a simple S/H circuit using the source follower buffer. Ideally, the
channel current of a MOS transistor depends only on the gate-source voltage of the
device. Consequently, a MOS transistor biased with a constant current provides a con-
stant voltage shift from the gate to the source. The circuit has purely capacitive input
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Figure 5.4 Simplified schematic of the S/H circuit presented in [112].
impedance and low output impedance, and thus it seems as if it is an ideal solution for
buffering a charge stored in a capacitor. However, there are two different nonidealities
that introduce input voltage dependency into the gate-source voltage. These are the
bulk effect, which is the channel current dependency on the source-bulk voltage, and
the finite output resistance seen when looking at the transistor from the drain. The
output impedance of the current source employed in biasing the source follower also
has an effect. The output impedance is inversely proportional to the channel length of
the transistor and thus it has an increased importance in short channel MOSFETs.
Probably the only way to get rid of the bulk effect is to connect the source and the
bulk of the transistor together. This requires that the transistor can be put in a well
of its own, which is possible only with pMOS transistors in a typical CMOS process,
which uses a p-type substrate. The penalty incurred by using a pMOS transistor is the
slower speed in comparison to an nMOS solution. A S/H circuit employing an nMOS
source follower buffer implemented in a non-typical CMOS process is presented in
[112]. An implementation using a standard CMOS process and pMOS source follower
is reported in [113]. The S/H circuits from [112] and [113] are shown in Figures 5.4
and 5.5 respectively.
In Figure 5.4 the effect of the finite output resistance of the source follower transis-
tor M2 is reduced by making its drain-source voltage almost constant by cascading it
with the transistor M1. To keep M2 in saturation its effective threshold voltage is made
larger than the threshold voltage of M1 by biasing its bulk with the diode-connected
transistor M3. The output impedance of the bias current source is enlarged by cas-
coding the current source transistor M5 with the transistor M4. As a result of the five
stacked transistors the circuit requires a 6-V supply voltage and the signal swing is
still limited to 800 mV. The circuit achieves roughly 60-dBc linearity at a 100-MHz
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Figure 5.5 S/H utilizing a linearized source follower buffer [113].
clock rate with a 10-MHz signal frequency.
A lower supply voltage (∼ 3 V) can be used with the circuit presented in Fig-
ure 5.5. The drain-source voltage of the source follower M1 is bootstrapped with a
circuit consisting of M2 and R. Although this is not explained in the reference, the
resistor R is used instead of a current source, probably in order to minimize the sup-
ply voltage. If a current source was used, connecting the gate of M1 through S1 to
the ground would cause the current source to drop from saturation, which would slow
down the transition to hold mode. To keep the current source in saturation, S1 should
be connected to a higher potential, increasing the required supply voltage and circuit
complexity. The drawback of using the resistor is the relatively high current flowing
through M2. This is due to the fact that the bias current I determines the minimum
voltage on the resistor R, which cannot be very high, in order to keep M1 in saturation
when its gate is connected to the ground. The current provided by M2 should generate
a voltage variation on the resistor R which is equal to the signal swing. In practice
this means that the average current through M2 during hold mode can be larger than
the current I. On the other hand, R must be much larger than 1/gm2 to make the drain-
source voltage of M1 constant enough. It might be impossible to set the value of R so
as to satisfy both these and the requirements set by the desired operating point.
In both circuits voltage-dependent charge injection from the switch transistors is
avoided by taking the sample by opening the switch S1 slightly before the input switch
S2. Since S1 is connected to a constant potential in both circuits, the charge it injects
to the sampling capacitor is constant. Because the capacitor is floating when S2 is
opened, its charge injection cannot distort the sampled voltage. This technique is
called bottom plate sampling and it is discussed in more detail in Section 6.3. Since
the left terminal of the capacitor is connected to a low impedance in hold mode, the
attenuation to input signal feedthrough is very high.
5.2 CMOS Architectures 65
Although distortion originating from the charge injection is prevented, a new
source of distortion is introduced. Let us consider the basic S/H circuit with a source
follower buffer in Figure 5.3 and assume that there is a nonlinear parasitic capacitance
from the input of the buffer to the ground. It is in parallel with the sampling capacitor
and thus the same voltage is sampled into both the capacitors. There is no charge re-
distribution in transition to hold mode and thus the nonlinear capacitance has no effect
on the sampled voltage.
Let us now consider either of the circuits in Figure 5.4 or Figure 5.5. In sampling
mode the input of the buffer is connected to a constant potential, while the input volt-
age is applied to the top plate of the sampling capacitor. In transition to hold mode
the sampling capacitor is flipped over by connecting its top plate to the signal ground.
The signal charge is redistributed between the sampling capacitor and the parasitic
capacitor at the buffer input. Any nonlinearity in the parasitic capacitance produces
harmonic distortion. The main source of nonlinear capacitance is the junction capaci-
tance of the drain-bulk diode of the switch transistor. The capacitive loading effect of
the source follower transistor is small, since both the gate-source and gate-drain volt-
ages are almost constant. To minimize distortion the sampling switch should be small
and the sampling capacitor large; thus there is a tradeoff between speed and linearity.
5.2.2 S/H Circuit Using Miller Capacitance
In [114] an interesting approach is used to reduce the signal dependent charge injec-
tion. The idea is to use the Miller effect to increase the effective capacitance in hold
mode in order to render negligible the voltage step resulting from the charge injection.
The sampling is fast and the switch sizes can be kept small thanks to the small physi-
cal sampling capacitor value, which is not multiplied by the Miller effect in sampling
mode. The proposed circuit is shown in Figure 5.6.
The operation of the circuit is as follows. In sampling mode both the switch tran-
sistors M1 and M2 are conducting and thus the opamp is connected to unity gain
feedback. The sampling capacitance is formed of the parallel combination of the ca-
pacitors C1 and C2, both connected to the low output impedance of the opamp. At the
sampling instant the switch transistors M1 and M2 are turned off. The transistor M2
operates at a constant potential and thus the charge it injects into C1 does not produce
distortion. The transistor M1, however, injects an input-dependent charge into node x.
Now, since the feedback path around the opamp is broken, the effective value of C2 is
multiplied by (A+1), where A is the open loop gain of the opamp. As a result of the
increased capacitance the injected charge produces only a negligible voltage change
5.2 CMOS Architectures 66
−
+
C1 
C2 
M1
M2
x

x1In Out
A
clk
Figure 5.6 Sample-and-hold circuit using Miller hold capacitance [114].
in node x.
Since the voltage at the input of the output buffer is the same before sampling
and in hold mode, the nonlinear parasitic capacitances do not distort the signal. The
dominant distortion source in this circuit originates from the fact that the two switches
operate simultaneously. The switches are coupled through the capacitor C1, and thus
turning off M1 introduces some signal dependence to the charge injected by M2 into
the capacitor C1. This phenomenon is analyzed more thoroughly in the reference.
5.2.3 Switched Transconductance S/H Architecture
A CMOS implementation of a known bipolar S/H architecture (e.g. [115]) is presented
in [116]. The main idea in this architecture is to perform the sampling by turning off
a MOSFET biased in the saturation region, as opposed to the more common practice
of operating the transistor switch in the triode region. The advantage of biasing the
switch in saturation is the fact that then the transistor channel is pinched off at the drain
end. Consequently, the charge released when the transistor is turned off is injected to
the source of the device, so it does not distort the sampled signal. However, since the
voltage at the drain of a saturated MOSFET is not strongly defined, the switch must
be enclosed in a feedback loop.
A simplified schematic of the architecture is shown in Figure 5.7. The circuit
consists of an opamp, a sampling capacitor, and a unity gain output buffer. The first
stage of the opamp is represented with an amplifier symbol, while the push-pull-type
output stage is drawn with two transistors and a constant voltage source.
In sampling mode the feedback loop is closed and the output voltage, as well as the
voltage on the sampling capacitor, follows the input voltage. The sampling is carried
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Figure 5.8 An S/H circuit whose gain is determined by resistor ratio [117].
out by turning off the output stage of the opamp by shorting the gates of the output
transistors to their sources.
In hold mode the feedback loop is broken and the voltage sampled in the capacitor
is buffered by the unity gain buffer. Feedback in sampling mode makes the linearity of
the buffer and the capacitor irrelevant also in hold mode. Since the output transistors
operate in saturation, the distortion caused by charge injection is also minimized.
In [116] the authors report 75-dBc SFDR for their pseudo-differential circuit. The
closed-loop architecture limits the sampling rate to 10 kHz.
5.2.4 Closed-Loop S/H Circuit with Resistor Ratio Defined Gain
A closed-loop S/H circuit proposed in [117] is shown in Figure 5.8. In tracking mode
(with the switch closed) the opamp is connected in an inverting feedback amplifier
configuration and the output voltage of the circuit is−R2/R1 ·VIN . When the switch is
opened this voltage is sampled in the hold capacitor CH. Since the switch is connected
to virtual ground it does not introduce a signal-dependent charge error. The tracking
mode bandwidth of the circuit is extended by adding the capacitor CC in parallel
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with the resistor R1 to create a zero, which is used to cancel the pole due to the hold
capacitor.
The circuit needs only one clock signal, which makes implementation simple.
Since the circuit can realize gains other than one, it can be used as an interstage S/H in
pipelined ADCs. The circuit can achieve quite high sampling rates (50 MS/s in [117]
and 150 MS/s with a BiCMOS technology in [118]), but its track-and-hold nature lim-
its the usable input signal bandwidth to far below the Nyquist frequency. Hold mode
feedthrough can also become a problem, since there is a coupling path from the input
to the output through the resistors. (A technique to reduce the feedthrough is pro-
posed in [118].) Furthermore, resistor matching is known to be worse than capacitor
matching in most IC technologies. Thus, it is preferable to use a circuit whose gain is
determined by a capacitor ratio in applications where an accurate gain is needed.
5.2.5 S/H Circuit with Capacitor Ratio Defined Gain
When an S/H circuit with a precise gain (which is generally different from one) is
needed, a switched capacitor circuit with a capacitor ratio defined gain is the best
solution. Figure 5.9 shows the S/H circuit used in a pipelined ADC design [59], which
is widely referred to. The input voltage is sampled passively in the capacitor(s) C1 and
in hold mode the sampled charge is transferred to the capacitor(s) C2. The ratio of the
held output voltage to the sampled input voltage is defined by C1/C2. In sample mode
the capacitors C2, as well as the opamp’s outputs, are reset. The feedback factor of
the circuit depends on the capacitor ratio and thus on the gain. The larger the gain is
set, the smaller the feedback factor becomes, which increases the settling time of the
circuit.
A common modification to the circuit shown in Figure 5.9 achieves faster settling
by means of a modified sampling configuration. Instead of resetting the capacitor C2
in sample mode, it is connected in parallel with C1. Consequently, the value of C1 has
to be reduced by the value of C2 to obtain the same gain as with the original circuit.
The reduction of C1 value increases the feedback factor in hold mode, which in turn
speeds up settling. The improvement is significant only with small (∼ 2) gain values.
A modification proposed in [81] adds a sampling switch between the opamp in-
puts. Now the original sampling switches, which are opened slightly before the new
switch, need only to pass a common mode signal, which allows making them small.
As a result unbalanced charge injection is reduced. Signal dependent charge injec-
tion reduces as well, since in the new configuration the voltage drop across the opamp
inputs is only half of the original when the same switch size is used.
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Figure 5.10 A half circuit of a fully differential S/H circuit without a reset phase [120].
5.2.6 S/H Circuit without a Reset Phase
The slew rate requirement for an S/H circuit output is set by the difference between
successive output levels. Resetting the output of an S/H circuit during sample mode
often makes the requirement tighter than required by the signal. A single-ended S/H
circuit in which the output in the sample mode stays in the vicinity of its last hold level
is presented in [119]. In [120] the idea is developed rather further by extending the
length of the hold phase to the whole clock period. The fully differential circuit was
later employed in [98] (the design is also reported in [121]).
The circuit from reference [120] is shown in Figure 5.10. For the sake of clarity the
capacitors and switches of only one half circuit are drawn. The sampling is performed
passively with the capacitor C1 in the same way as was done in Figure 3.9. During
sampling, the capacitor C3 is connected between VOUT− and the bias voltage VB2,
which is also the opamp input common mode level. In transition to hold mode the
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sampling capacitor C1 is connected in parallel with C2 and the bottom terminal of C3
is switched to the opamp’s negative input. Since the voltages on capacitors C2 and
C3 are complementary, they cancel each other out when the capacitors are connected
in series configuration at the beginning of hold mode. This naturally requires the
capacitors to be equal in size.
Cancellation performs the reset of the hold capacitor C2 and thus no separate reset
phase is needed. At the end of hold mode the capacitor C1 is disconnected from the
feedback loop, but the output voltage remains held by the capacitor C2. Thus the hold
phase is effectively extended to overlap with the next sampling period. This, however,
does not alleviate the settling requirement, since the output must be fully settled before
C1 is disconnected.
Due to the lack of a reset phase and the large feedback factor, the circuit achieves
high sampling rates. A 100-MS/s sampling rate with approximately 9-bit resolution is
achieved in [98].
Chapter 6
Sampling with a MOS
Transistor Switch
Usually, when used as a switch, a MOS transistor is operated in the triode region (or
linear region). Then the equivalent circuit for the transistor is a resistor whose value
is controlled by the transistor gate voltage. When the switch is closed the value of
the on-resistance is in a range from a few ohms to a few kilo-ohms. In contrast, the
resistance of an open switch is so high that in practice the switch is an open circuit.
In addition to the finite on-resistance, there are also parasitic capacitances associ-
ated with the switch. This is illustrated in Figure 6.1, where a simple MOS sampling
circuit is shown on the left and its equivalent RC circuit, including the parasitics, on
the right. The capacitances Cp1 and Cp2 are due to drain and source junction capaci-
tances and channel-to-bulk capacitance. The gate-to-source and gate-to-drain overlap
capacitances and gate-to-channel capacitances are represented by the capacitors C1
and C2. The resistor RCLK models the output impedance of the clock driver. In the
C  s
VIN
C  s
VIN
VCLK
RCLK
C  1 C
 
2
C  p1 C
 
p2
RON
Figure 6.1 MOS sampling circuit and its RC equivalent.
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Figure 6.2 The finite slope of the sampling signal V smpl results in an input voltage-dependent
sampling delay ∆t. For the sake of simplicity the transistor threshold voltage is assumed to be
zero.
sampling circuit of Figure 6.1 the value of RCLK plays an important role in hold mode
feedthrough in high frequency applications, since together with C1 and C2, it forms a
high pass coupling path past an open switch.
6.1 Voltage-Dependent Turn-Off Moment
A MOS switch like the one in Figure 6.1 turns off when its gate-source voltage be-
comes less than the transistor threshold voltage. (This is a simplification, accurate
enough to understand the problem here. In reality the switch resistance is a contin-
uous function of the gate-source voltage, which can be taken into account when the
sampling operation is described with sampling function, as will be discussed in Sec-
tion 6.5). When the switch is on, the source voltage equals the input voltage. As a
result of this and the finite turn-off slope a of the gate voltage, the delay ∆t from the
moment when the gate voltage starts to fall to the switch turn-off moment depends on
the input voltage. This is illustrated in Figure 6.2.
The following analysis shows how the voltage-dependent delay is reflected in the
sampled voltage VOUT . Making the assumption that the input voltage change during
∆t is small, an expression for ∆t can be written as
∆t ' VON −VIN(nT )
a
=
VON −Asin(ωnT )
a
, (6.1)
where the last form is obtained assuming a sinusoidal input. The output waveform can
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be approximated by
VOUT (nT ) =VIN(nT +∆t)'VIN(nT )+ dVINdnT ∆t. (6.2)
For a sinusoidal input this is
VOUT (nT )' Asin(ωnT )+ Aωcos(ωnT ) [VON −Asin(ωnT )]
a
. (6.3)
Expanding the last term yields
VOUT (nT ) = Asin(ωnT )+
AωVON
a
cos(ωnT )− A
2ωsin(2ωnT )
2a
. (6.4)
From this it can be clearly seen that the input voltage-dependent turn-off moment
results in second order harmonic distortion:
HD2 = 20log
(
AωTF
2ACLK
)
, (6.5)
where ACLK is the clock amplitude (VON −VOFF ) and TF the clock fall time (ACLK/a).
For example in a circuit where the clock amplitude is 3 V, signal amplitude 0.75 V,
signal frequency 50 MHz, and clock fall time 0.1 ns, the level of the resulting second
harmonic is as high as −48 dBc.
There are basically three ways to get around this problem. First, making the slope
of the clock waveform steep reduces the distortion. A second and more complicated
solution is to make the switch control voltage track the input signal [122]. The best
solution, however, is to use a circuit topology in which the switch is operated around
a constant voltage. This is discussed in more detail later in this chapter.
The bulk effect was ignored in this discussion. In practice it makes the transistor
threshold voltage signal-dependent, which is another source of distortion.
6.2 Charge Injection
A conducting MOS switch has a finite amount of mobile charge in its channel. When
the transistor is turned off, this charge is distributed between the source, drain, and
bulk terminals of the device. To design accurate SC circuits the nature of this charge
injection and redistribution phenomenon must be understood. Through the years the
charge injection has been analyzed and discussed in various papers e.g. [123, 124,
125, 126].
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Figure 6.3 A circuit model for understanding the charge injection in MOS switches.
Consider the circuit in Figure 6.3. There, a sampling capacitor is driven by the
voltage source VIN with the source resistance R through a nMOS switch transistor.
The capacitances C1 and C2 are associated with the source and drain terminals of
the transistor, C2 including the sampling capacitor. The distribution of the charge
is dependent on the ratio of C1 and C2 as well as the source resistance R and the
waveform of the switch control voltage VG. The total amount of the channel inversion
layer charge is dependent on the voltage VIN .
The amount of the released charge Qtot can be expressed [126] as
Qtot =CG(VGON −VT ), (6.6)
where CG is the total gate channel capacitance, VGON the transistor gate voltage in the
on-state and VT the effective threshold voltage. A first order approximation is that CG
is not dependent on the input voltage and VT has a linear input voltage dependency
through the bulk effect. In that case the amount of released charge is linearly depen-
dent on the input voltage, which is experimentally verified in [123] and [124]. To
model the charge more accurately, the nonlinear bulk effect and voltage dependency
of CG have to be taken into account.
As the transistor is turned off, a part of the inversion layer charge is leaked to
the substrate. This phenomenon, known as charge pumping, is due to two effects,
the capture of charge by the interface traps and recombination in the channel and
the substrate. It is shown in [126] that substrate leakage occurs only when the gate
voltage turn-off slope is extremely steep or the transistor channel is very long, and
thus in practical switches this effect can be ignored.
The remaining question is how the inversion layer charge is distributed between
the drain and the source terminals when the switch is turned off. This can be analyzed
by using the circuit shown in Figure 6.4 to model the distributed gate capacitance and
assuming the gate voltage to have the waveform shown in Figure 6.5 [126]. When the
switch is conducting the gate voltage has a value of VGON and when it turned off the
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Figure 6.6 A simplified MOS switch model for charge injection analysis.
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voltage is switched to VGOFF with the slope a. Using this, the channel conductance g
can be written as
g[VG(t)] = β(VG(t)−VT ) = β(VGON −at−VT ), (6.7)
where β = (W/L)µCOX . Now, the transistor channel during the turn-off can be mod-
eled with the time-varying conductance g. The injected charge is modeled with current
sources having a value of aCG/2 in parallel with the capacitors C1 and C2, as shown
in Figure 6.6. The analysis of this circuit yields a differential equation
dV
dT = (T −B)
[(
1+
C2
C1
)
V +2T
C2
C1
]
−1, (6.8)
where the normalized factors are
V =
∆V2
CG
2
√
a
βC2
(6.9)
T =
t√
C2
aβ
(6.10)
B = (VGON −VT )
√
β
aC2
(6.11)
Solving the equation (6.8) numerically gives the diagram shown in Figure 6.7. There,
the quantity ∆Q2/Qtot is expressed as a function of parameter B. The family of curves
represents the solutions with different C1/C2 ratios. When the values of B are small the
total charge is equipartitioned between the two capacitors, regardless of the capacitor
ratio. On the other hand, when B is large, the charge is partitioned according to the
capacitor ratio. The intermediate B values result in a partitioning somewhere between
the extreme cases.
Since the parameter B is dependent on the turn-off time through the slope a, the
meaning of the result can be understood as follows. When the transistor is turned off
rapidly, the channel is cut off before the potential difference between drain and source
has time to even out and, as a result, the channel charge is equally divided between
the drain and source terminals. On the other hand, a slow turn-off leaves time for the
drain and source voltages to become equalized, which results in a charge partitioning
according to the capacitor ratio. In this analysis the source resistance R is assumed to
be infinite. A more complete study with finite R values is performed in [125] showing
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Figure 6.7 Charge partitioning as a function of B [37].
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Figure 6.8 Canceling the charge injection with a dummy switch.
that the smaller the source impedance is, the smaller the part of the injected charge
that ends up in the capacitor C2 is.
In practical circuits the slope of the gate voltage is usually in the region where
the charge partitioning is dependent on the slope and capacitor values. Consequently,
the amount of injected charge is not well controlled and as a result of this, different
strategies are used and proposed to overcome the problem. First, the capacitor C1 in
parallel with the driving voltage source and the parameter B can be made large, so that
the injected charge returns to the driving circuit. This, however, increases the capaci-
tive load and makes the circuit slow. Another strategy is to make the capacitors equal
so as to make the charge injection equal as well. The same result can be achieved by
making the parameter B much smaller than 1. In the latter two cases, the charge injec-
tion can be canceled by using a half-sized dummy switch as illustrated in Figure 6.8.
The first order approximation of the amount of injected charge (6.6) indicates that
the charge is linearly dependent on the input voltage. In the S/H circuit shown in
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Figure 6.1 this only affects the gain of the circuit, which is usually not very harmful.
In practice, the charge injection also has a nonlinear component, which results in
harmonic distortion. Even the linear component alone can cause distortion in some
types of SC circuits, e.g. by changing the interstage gain in pipelined ADCs.
When simulating SC circuits in SPICE the designer should be aware that the
charge injection is not completely modeled in older MOS models. The quasi-static
transient model, used in those, may give incorrect result, especially when the slope
of the gate voltage is very steep [127]. In more recent models, such as BSIM3v3,
more accurate charge injection modeling is achieved by employing a non-quasi-static
model.
6.3 Bottom Plate Sampling
The discussion in the previous sections has shown that both the signal-dependent
charge injection and the signal-dependent turn-off moment originate from the fact that
the switch transistor sees the input voltage in its source terminal. If the switch was
operated around a fixed voltage, the error resulting from both phenomena would be
constant. A constant error is less harmful in many applications and it can be reduced
with a differential circuit topology.
In many closed-loop S/H architectures the sampling switch is connected to a vir-
tual ground to avoid signal-dependent errors. An example is shown in Figure 6.9.
The feedback loop includes two opamps, which inevitably slows down the circuit. By
using more than one switch, sampling against a constant potential can be achieved
without enclosing the switch in the feedback loop. This well-known technique [128],
called bottom plate sampling (also known as series sampling), is illustrated in Fig-
ure 6.10. The capacitor C is the sampling capacitor and the capacitor CL is a parallel
combination of the input capacitance of the following circuitry and the parasitic ca-
pacitances associated with the switch S2 and the sampling capacitor.
The idea goes as follows. In sampling mode the switches S1 and S2 are conducting,
while the switch S3 is open; thus, the input voltage is sampled in the capacitor C. At
the sampling instant the signal φ′ goes down, opening S2, which leaves node VOUT
floating. Since the switch S2 is always connected to the ground the charge it injects
into node VOUT is constant. Slightly later, the capacitor C is disconnected from the
input by opening the switch S1. The charge injection and the input voltage variation
during the time gap between opening S2 and S1 distort the voltage on C. This, however,
is not dangerous, since the sampled signal is in the form of a charge at node VOUT .
This charge cannot change after S2 is opened, because there is no other DC path from
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Figure 6.10 Bottom plate sampling.
that node. The sampling is completed by connecting the left-hand terminal of the
capacitor C to the ground by closing the switch S3.
In hold mode the signal can be taken out from node VOUT either as a voltage or as a
charge. If VOUT is connected to a high impedance its voltage is just an inversion of the
sampled input voltage. In practice, the load capacitance CL causes some attenuation
and, if the capacitance is signal-dependent, harmonic distortion. Alternatively, node
VOUT can be connected to a virtual ground, which makes it possible to handle the
sample in the form of a charge.
6.4 Nonlinear Time Constant
In sampling mode the circuit in Figure 6.1 forms a low pass filter; consequently, the
maximum frequency that the circuit can track is limited. The 3dB frequency of the
circuit is
f3dB = 12piRON(CS +Cp2 +C2) , (6.12)
where the clock driver output impedance RCLK is assumed to be zero. If absolute
accuracy is required then the minimum 3dB frequency is given by [10]
f3dB > 2(N−1)/2 f , (6.13)
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where f is the frequency of the input signal and N the resolution in bits. Using these
two equations the maximum switch on-resistance can be calculated. For example, 12-
bit accuracy in the 100-MHz signal band sets RON to 18 Ω, when a total capacitance
of 2 pF is assumed. This begins to approach the limits of what is achievable with
a single-transistor switch or a transmission gate with today’s technologies. In most
circuits, however, some attenuation can be tolerated, making higher resolutions and
wider bandwidths possible.
Unlike attenuation, harmonic distortion is intolerable in most applications. When
the signal amplitudes are large, accuracy and signal bandwidth are limited by distor-
tion, which originates from the fact that switch on-resistance and stray capacitances
are not constant but vary as functions of drain and source voltages. For a short channel
device the on-resistance is
RON =
1+ VD−VSEcL
Coxµe f f WL
[
VG− VS2 − VD2 −VTO− γ
(√
VS−VB−2φF −√2φF
)] , (6.14)
where VG, VS, VD, and VB are the voltages on the transistor’s gate, source, drain, and
bulk terminals. By looking at the equation three different signal-dependent terms can
be identified. The first and clearly dominant one is the gate-channel voltage VG −
(VS +VD)/2 in the denominator. The second is the threshold voltage dependency
on the source-bulk voltage (bulk effect) modeled with the square root terms in the
denominator. The last is the term in the numerator which depends on the drain-source
voltage, the critical electric field Ec, and the device channel length.
The dominant nonlinear parasitic capacitances are the drain and source junction
capacitances, which are given by [129]
C jbx =C j0 ·
(
1− VB−VX
Pp
)−M j
, (6.15)
where VX is the drain or source voltage, C j0 the junction capacitance with a zero
bias, Pp the bulk junction potential, and M j the bulk junction grading coefficient.
Actually, the capacitance is a sum of two components, the tub bottom capacitance
and the sidewall capacitance, which both follow equation (6.15) but with different
parameters.
There are basically two ways to reduce distortion: decreasing the absolute value
of the time constant and making the time constant less nonlinear. The remainder of
this section discusses these techniques in more detail, reviews known switch circuits,
and proposes some new ones.
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Figure 6.11 The junction capacitances of an nMOS transistor are linearized with diodes.
6.4.1 Linearization of Basic Switches
The commonly used basic switch—the transmission gate—can itself be considered as
a linearized circuit; as the signal voltage rises the increase in the on-resistance of the
nMOS transistor is compensated for by the decrease in pMOS on-resistance and vice
versa. Similarly, as the voltage rises, the drain and source junction capacitances of the
nMOS decrease, while in the pMOS the opposite happens.
The relative size of the transistors (the width of the pMOS compared to the width
of the nMOS) can be optimized in order to minimize distortion, as demonstrated with
simulations by the author in [10]. In principle, to the first order (ignoring the junction
capacitances, the bulk effect, and the short channel effects) the time constant can be
made flat in the voltage range where both the transistors are conducting (from VT,p to
VDD−VT,n). Optimum sizing, however, is rather sensitive to process parameters and
thus is not the same in different process corners. Consequently, size optimization can
yield only moderate linearity improvements.
In a single-transistor switch the junction capacitances can be linearized by putting
diodes of opposite type in parallel with the junctions [130], as shown in Figure 6.11.
This makes the capacitances more symmetrical about the mid-supply level, which
decreases the even order distortion.
The DC level of the signal has a large impact on the harmonic distortion, which
is especially emphasized with single-transistor switches. When using nMOS switches
it is advantageous to situate the signal range as low as possible, since switch on-
resistance and distortion increase rapidly toward high voltage values. In low-voltage
designs, however, the signal range is usually a considerable portion of the supply
voltage and so the DC level cannot be set far apart from the mid-supply level.
Some technologies offer low-threshold devices, which can be used to extend the
signal range and reduce distortion. In very low-voltage circuits the gained extra gate
overdrive of some hundreds of millivolts can help a great deal. The low threshold
voltage, however, may prevent the switch from being properly turned off, which can
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Figure 6.12 nMOS switch on-resistance as a function of signal level.
result in a leakage of the stored charge.
An effective way to reduce switch on-resistance and to extend the linear range is
to employ a voltage higher (in the case of nMOS) than the supply used to control the
switch transistor gate. This is illustrated in Figure 6.12, where the on-resistances of
nMOS switches with different gate overdrives are plotted as a function of signal level.
There are couple of ways to realize the higher voltage. The most straightforward is
to supply the voltage externally, which, however, is often too costly from the system
point of view. Thus, a better solution is to generate the voltage on chip. Since the
current drain from this supply is relatively small, it can be easily implemented with a
charge pump. To avoid potential cross talk problems and routing the voltage around
the chip, the voltage generation is often distributed. When this principle is adhered to
as far as possible, each switch has a charge pump of its own.
6.4.2 Gate Voltage Boosting
A switch with a local charge pump circuit is shown in Figure 6.13 [23]. There, the
capacitor C1 is charged to VDD−VT when clk is high. At the same time, the gate of
the switch transistor is held in the ground by the transistor M3. When the clock goes
down C1 boosts the gate of the switch transistor to 2VDD−VT . In practice, the voltage
is somewhat lower because of parasitic capacitances.
Another local charge pump circuit is shown in Figure 6.14 [73, 131]. In the previ-
ous circuit the capacitor precharging is carried out through the diode-connected nMOS
transistor M1. This diode switch limits the precharge voltage to VDD −VT . In Fig-
ure 6.14 the capacitor (now C2) is precharged through an nMOS switch M2. The
capacitor can be charged to VDD since the gate of M2 is controlled by a boosted volt-
age generated with M1 and C1 [132]. The well bias for the pMOS transistor M3 is
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Figure 6.14 Another local boost circuit for a MOS switch [73].
produced with another charge pump. More switch boost circuits can be found from
references [122, 133, 134].
6.4.3 Bootstrapped Switches
The boosted switches presented above are not generally suitable for deep submicron
technologies, because the high voltage levels cause reliability problems. Four mech-
anisms which can degrade a MOS device over time or suddenly destroy it are gate
oxide breakdown, gate-induced drain leakage, hot-electron effects, and punch-through
[104]. The first one is the result of too-high gate-source voltage, the second of too-high
gate-drain voltage, and the last two of too-high drain-source voltage.
The nominal supply voltage of a deep submicron technology is typically set as
high as reliability permits. Consequently, in a long-term reliable circuit the terminal
voltages of a transistor may not be much higher than the supply. There are, however,
two things that should be noticed. First, the voltages are not absolute values but rela-
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Figure 6.16 SC implementation of the offset voltage source.
tive voltages between the device terminals, and second, stress accumulates over time
and so the device’s life-time depends on the average (or DC) voltage rather than on
the maximum value. Of course, a sufficiently high voltage can cause instantaneous
failure.
6.4.3.1 Principle
To avoid violating the technology reliability specifications, the transistor gate-source
(or gate-drain) voltage may not exceed the nominal supply voltage. Taking this con-
dition into account, switch boosting can still be realized by making the gate voltage
track the source voltage with an offset VO, which is, at its maximum, equal to the sup-
ply voltage. This technique, called bootstrapping, is illustrated in Figure 6.15, where
a closed switch with a gate voltage VIN +VO is shown. Besides reliability, another
advantage of this circuit is that now the switch gate-source voltage is constant and, as
a result, a major source of nonlinearity in equation (6.14) is greatly attenuated.
The voltage source in Figure 6.15 can be implemented with a switched capacitor,
which is precharged in every clock cycle. Such a circuit is shown in Figure 6.16.
During the clock phase when the transistor is non-conductive the capacitor C1 is
precharged to V1 −V2. To turn the switch on, the capacitor is switched between the
input voltage and the transistor gate. The gate voltage, however, is not exactly the
sum of the input voltage and the precharge voltage, since the parasitic capacitances
associated with the switch transistor and the auxiliary switches cause some distortion.
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Figure 6.17 A long-term reliable bootstrapped switch [135, 104].
The gate voltage is given by
VG =
C1 (V1−V2)
Ctot
+
(C1 +C2 +C3)VIN(t)
Ctot
−C2VIN(t0)
Ctot
− C3VOUT (t0)
Ctot
(6.16)
= VO +VIN(t)− C4VIN(t)Ctot −
C2VIN(t0)
Ctot
− C3VOUT (t0)
Ctot
, (6.17)
where Ctot is the total capacitance (C1 +C2 +C3 +C4). In the second form the first
two terms—the offset voltage VO and the input voltage—are the desired ones, while
the three others are unwanted. The capacitive division between the capacitances from
the input node to the gate and from the gate to the signal ground results in a term
proportional to C4. The last two terms, proportional to the drain and source overlap
capacitances of the switch transistor, result from the fact that at the end of the switch
off-phase (time t0) the voltages at the source and at the drain are sampled into the
parasitic capacitances. In order to minimize distortion, the parasitic capacitances have
to be minimized and the bootstrapping capacitor C1 made large.
6.4.3.2 Circuits from the Literature
A practical implementation of the bootstrapped switch is shown in Figure 6.17 [135,
104]. There, the offset voltage is realized with the capacitor C1, which is precharged
to VDD during the main switch off-period. To turn on the switch MS, the precharged
capacitor is connected between its source and gate via the series switches M1 and M4.
Turning off MS is performed by disconnecting the capacitor C1 and pulling down the
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Figure 6.18 Another bootstrapped switch [136].
gate with M6. The transistor M5 is needed to prevent the gate-source voltage of M6
from exceeding VDD.
A slightly modified version of this circuit is presented in [136] and shown in Fig-
ure 6.18. There the nMOS transistor M3 is replaced with a pMOS transistor whose
gate is tied to the gate of MS. Consequently, the charge pump on the left in Figure 6.17
can be eliminated.
Some other bootstrapped switches are presented in [137], [138], and [139]. These
circuits, however, are not targeted on deep submicron technologies and thus not neces-
sarily suitable for low supply voltages. In baseband delta-sigma modulators the signal
does not change much within a clock cycle, making it possible to bootstrap the switch
with a signal value sampled half a clock period earlier [140, 141].
6.4.3.3 Eliminating the Bulk Effect
The linearity of these circuits is limited by second order effects, the two most impor-
tant of which are the bulk effect and the voltage dependent junction capacitances. In
a triple well process, an example of which is a typical BiCMOS processes, both of
them can be almost completely eliminated by connecting the switch transistor bulk to
the input node during the tracking phase. In the circuit shown in Figure 6.18 this can
simply be done by connecting the bulks of transistors MS and M1 to node n1. They
cannot be connected directly to the input, because when the switch is open the voltage
VIN may go far below VOUT , making the diode from the output node to the bulk for-
ward biased. In some circuits a buffer [138, 139] or a resistive circuit [142] is inserted
between the input and the bulk node to isolate the capacitance of the well-to-substrate
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Figure 6.19 Simulated distortion as a function of signal source output impedance.
junction from the input. This, however, increases the circuit’s complexity and intro-
duces phase shift between the input and the bulk voltage. Thus, the advantage gained
is questionable.
In some cases the elimination of the junction capacitances worsens the distortion,
because normally the capacitance nonlinearity partially cancels the on-resistance non-
linearity; for instance, in an nMOS device the junction capacitance decreases, while
the on-resistance increases, as the voltage level rises. Which source of nonlinearity
dominates depends on the output impedance of the signal source.
This is investigated with a simulation, in which the levels of the second and the
third harmonic in the tracked signal are calculated with different values of signal
source output impedance. The simulated circuit is a simple SC sampling circuit uti-
lizing the switch presented in Figure 6.18, with the bulks of MS and M1 connected
to n1. The simulation method used is transient analysis. For comparison the simula-
tion is also performed for the same circuit with the bulks of transistors MS and M1
connected to VSS. The signal source is a 44-MHz, 3.0-Vpp sinusoidal voltage source
with a series resistance RIN . An equal termination resistor is put in parallel with the
sampling circuit, resulting in a 1.5-Vpp input signal for the switch.
The results are shown in Figure 6.19, which proves that the level of the second
harmonic has a strong dependency on the resistance. Moreover, in the switch with
bulk node connected to a constant potential the two nonlinearity sources partially can-
cel each other out, resulting in a distortion minimum at 200 Ω. In the third harmonic,
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Figure 6.20 A bootstrapped switch without bulk effect in a standard CMOS technology.
which is more important in fully differential circuits, a similar clear cancellation can-
not be seen. Despite the cancellation, the circuit with input tracking bulk yields lower
distortion over the whole resistance range; thus, it should be used whenever the tech-
nology permits.
The improvement in linearity achieved by making the bulk node track the input is
so remarkable that accomplishing the same with a standard CMOS technology would
be desirable. The problem there is that the bulk node of the nMOS device (in a typical
process with p-type substrate) cannot be accessed. Thus, the switch transistor has to
be implemented with an inherently more resistive pMOS device.
Let us consider the circuit shown in Figure 6.18 and change every nMOS transistor
to pMOS and vice versa. Most of them can be changed without problems, but not
the transistors M3 and M4, because now nodes n2 and n3 go below VSS, which would
make the junction diode of any nMOS device connected to these nodes forward biased.
Author’s proposal as to how to overcome this problem is shown in Figure 6.20.
There, the device M3 is implemented with a diode-connected pMOS device as in
Figure 6.13, but it can also be implemented as in Figure 6.17.
The implementation of the series switch between the gate of the transistor MS and
the bootstrap capacitor is more difficult. The switch has to be a pMOS transistor with
the ability to conduct at voltage levels much below VSS. Thus, its gate voltage has to
be bootstrapped.
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Figure 6.21 Simulated waveforms in the circuit shown in Figure 6.20.
The operation of the circuit can best be understood by looking at the simulated
voltages in Figure 6.21. When the main switch is turned off, its gate node n3 is
shorted to VDD and the gate of M4 is connected to n3 via M7. The off-phase ends
when clk goes up. First, M7 is turned off and M8 on, and, as a result, the voltage at
node n5 starts to go down. Since n3 is still shorted to VDD, a voltage appears across
the capacitor C2. A short delay later, clk2 also goes up, releasing node n3, which now
starts to go down as M4 opens. When the voltage at n5 reaches the threshold level
of M8, the transistor automatically turns off, leaving node n5 floating. The bootstrap
capacitor C2 makes n5 follow n3 with an offset large enough to keep M4 properly
conducting. To lower the threshold voltage of M4 its bulk is switched to VSS during
the on-phase.
To ensure that the circuit is reliable in the long term it has to be made sure that
the gate-source or gate-drain voltage of the transistors connected to nodes n2, n3, and
n5 will not exceed VDD. Since the gate voltage of M4 follows node n3 there are no
problems with that device. The reliability of M7 and M8 is guaranteed by connecting
their gates to n4 instead of VDD, when it is desired that the devices are off.
Since the transistor M4 is not a very large device and its on-resistance does not
need to be very linear, the second bootstrap capacitor C2 and the transistors M7 and
M8 can be fairly small. Thus, the added parasitic capacitance is not large.
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The linearity of the proposed circuit has been compared with the circuit shown in
Figure 6.18 with transient simulations. The results show a lower third harmonic for
the proposed circuit at signal source resistance values greater than 250 Ω and a lower
second harmonic at all resistance values except the optimum 200 Ω of the reference
circuit (see Figure 6.19). In conclusion, the circuit is the preferable choice in single-
ended applications with a low to moderate impedance signal source (e.g. 50 Ω) and in
all applications with a high impedance signal source (>250 Ω).
Two other standard CMOS circuits for eliminating the bulk effect have been pro-
posed in the literature. In the first one [143] the bootstrap capacitor is connected
directly, without a series switch, to the gate of the switch transistor. During the off-
state this capacitor terminal is shorted to VDD and the other terminal is charged to 2VDD
with an additional charge pump.
The second circuit [144] removes the bulk effect, but not the effect of the junction
capacitances. There, the signal voltage is not directly connected to the gate of the
switch device, but is first predistorted to account for the bulk effect. This is done by
generating a proper gate-source voltage with a dummy switch, whose source tracks
a buffered signal voltage. The dummy switch operates in the saturation region and it
carries a constant current.
6.4.3.4 Double-Side Bootstrapping
By looking at the on-resistance equation (6.14) it can be seen that the dominant signal-
dependent term VG− (VS +VD)/2 is not made exactly constant with the circuits pre-
sented thus far, since, although the drain and source voltages are close to each other,
they are not the same because of the signal current through the switch; thus, the achiev-
able linearity is limited.
A proposal as to how to overcome this problem is shown in Figure 6.22. There,
the idea is to make the switch transistor gate follow the average of the drain and the
source voltage rather than either of them alone. This is accomplished by adding an-
other bootstrap capacitor on the output side of the switch transistor, and thus a suit-
able name for the technique is double-side bootstrapping. The total capacitance need
not be increased, since the original bootstrap capacitor can be divided into two equal
pieces without sacrificing accuracy. It appears from simulations that the improvement
achieved in linearity can be of the order of 5 decibels on the level of the 2nd harmonic.
A slightly different double-side bootstrapped switch is proposed in [145], however,
not for enhancing linearity, but for improving reliability at the beginning of the on-
phase when it is not known which side of the switch transistor is in lower potential.
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Figure 6.22 Double-side bootstrapped switch.
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Figure 6.23 High-pass feedthrough paths past a closed switch and a technique to cancel the
feedthrough.
6.4.3.5 Reducing Feedthrough
In high-frequency high-resolution applications the switch transistor is very large, even
when bootstrapping is applied. The large transistor has large parasitic capacitances
from the drain and the source to the gate and bulk nodes. In a bootstrapped switch
the parasitic capacitances of the auxiliary circuitry have to be minimized, and thus
no large devices are allowed. Consequently, the impedances shorting the gate and
the bulk of the switch transistor to the ground during the switch off-phase are not
negligible, which results in high-pass feedthrough paths past the closed switch, as
illustrated in Figure 6.23 (a). Feedthrough is a severe problem, especially in S/H
circuits, where the high frequency signal is present in the input whether the switch is
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Figure 6.24 A bootstrapped switch with feedthrough cancellation.
open or closed.
A technique for reducing feedthrough is proposed in Figure 6.23 (b). It is based on
the idea that in differential circuits the complementary signal can be used to cancel the
feedthrough by generating a signal with equal magnitude but opposite phase. This is
done by forming capacitors equal to C1 and C3 with a dummy transistor half the size
of the switch and connecting these capacitors to the complementary input signal. The
cancellation achieved is remarkable, but not perfect because of the signal dependency
of the capacitor values.
In Figure 6.24 the proposed technique is applied in a bootstrapped switch realized
with a triple-well process. During the switch on-phase the dummy transistor is con-
nected to the same input as the switch to make the voltage over the junction diodes
constant, which is essential in order to avoid distortion. Besides feedthrough reduc-
tion, the technique also brings another advantage: in the gate voltage equation (6.17)
the term proportional to the input voltage at the end of the off-phase is also canceled.
This switch, as a double-side bootstrapped version, has been employed as an input
switch in the IF-sampling ADC presented in Section 12.5.
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6.4.3.6 Bootstrapped Switch as a Sampling Switch
Thus far the presented circuits are intended to be used as an input switch (switch S1
in Figure 6.10) in a circuit using the bottom plate sampling technique. Since the sam-
pling switch (S2) is connected to the ground from its other end, it does not see the
signal swing and thus its on-resistance is allowed to be signal-dependent. In high
frequency applications, however, the signal current may have such a large amplitude
that it produces a significant voltage drop in sampling switch on-resistance (For ex-
ample, a 100-MHz, 1-Vpp signal sampled in a 5-pF capacitor with a switch which
has 10-Ω on-resistance results in a 31-mVpp voltage drop). As a result, the charge
released when the switch is opened is not totally signal-independent. Bootstrapping
the sampling switch reduces the on-resistance as well as makes the charge injection
less signal-dependent.
To be used as a sampling switch, the circuit shown in Figure 6.18 has to be slightly
modified in order to guarantee that the charge escaping from the bootstrapping circuit
does not distort the sampled signal charge. This can be done by turning off the transis-
tor M1 slightly before the switch transistor MS, which can be realized by connecting
M1’s gate to clk instead of node n3. Now the switch M1 does not have an on-resistance
as small and signal-independent as before but, because of the small signal swing seen
by the sampling switch, this is not critical.
6.5 Sampling Function
In the previous discussion the effect of the finite on-resistance of a MOS switch was
modeled with a limited bandwidth in tracking mode. The same thing can also be
thought of in a different way. As a result of the low-pass filtering effect the voltage
across the sampling capacitor depends not only on the instantaneous value of the input
voltage but also on its previous values. When a sample is taken it is a weighted average
of the input values from the beginning of the time to the sampling moment. In practice,
only a short time period has to be taken into account. The weighting can be modeled
with the sampling function and the averaging with integration, as done in equation
(3.5).
In a real circuit the resistance of the MOS switch cannot be changed from its
constant on-value (the nonlinear effects are neglected in this discussion) in tracking
mode to infinite in zero time. This is due to the finite slope of the transistor gate voltage
and the gate voltage feedthrough to the source and drain via the parasitic capacitances.
Since there is no single time instant which can be said to be the sampling moment, the
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sampling must be modeled with the sampling function.
A thorough analysis of the nMOS transistor sampling function based both on ana-
lytic formulation and simulations is presented in [146]. The authors define the aperture
time as the time interval which covers 80% of the sampling function area. Their analy-
sis shows that for very small sampling capacitor values the aperture time has an almost
linear dependence on the gate voltage fall time. On the other hand, when the sampling
capacitor is large, the sampling function is dominated by the tracking mode time con-
stant, which is typically the case in S/H circuits. Sub-samplers and digital high-speed
line receivers are applications where the bandwidth reduction resulting from the finite
turn-off time is remarkable.
Chapter 7
Operational Amplifiers
The opamp is a widely used building block in many types of analog circuits. Often, it
is just the spot where the limits of the technology are first met, when trying to enhance
the speed or reduce the power consumption of the circuits. In the SC technique and in
the pipelined ADC based on it the opamp is a central component.
Opamp design methodology and various circuit topologies have been thoroughly
covered in many textbooks. Thus, presenting a comprehensive study in this context
does not serve the present purpose; indeed it may not even be possible. Instead, this
chapter tries to concentrate on issues related to low-voltage and high-speed design
with modern IC technologies. The requirements of opamps in SC circuits are reviewed
and the most important and suitable circuit topologies, with their pros and cons, are
compared.
7.1 Requirements for SC Applications
The maximum speed and, to a large extent, the power consumption of SC circuits are
determined by the opamp. The opamps in SC circuits have some unique requirements,
the most important of which is the input impedance, which must be purely capacitive
so as to guarantee the conservation of charge. Consequently, the opamp input has to be
a MOSFET, either in the common source or the source follower configuration. Since
it is not possible to employ a BJT as an input transistor, the speed and power savings
offered by the BiCMOS technology cannot be fully exploited.
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7.1.1 Output Impedance
Another characteristic feature of SC circuits is the load at the opamp output, which
is typically purely capacitive. As a result, since there is no need to drive resistive
loads, the opamp output impedance can be high, making it possible to use operational
transconductance amplifiers (OTAs). The output stage of an OTA provides significant
voltage gain, enabling the achieving of the gain target with a smaller number of stages.
7.1.2 Output Voltage Range
The opamp output voltage range, as already discussed in Chapter 2, has a major impact
on the signal-to-noise ratio. Consequently, maximizing the voltage swing is especially
important in low-voltage and high resolution applications. Unfortunately, an output
stage with high signal swing cannot usually provide very high output impedance, thus
increasing the number of opamp stages. High output swing may also increase noise,
since the output stage current sources cannot be optimally sized for low noise.
In fully differential opamps the common mode voltage level at the output is not
automatically determined. To set it to the wanted level (typically in the middle of the
supply voltages) a common mode feedback (CMFB) circuit has to be used.
7.1.3 Input Common Mode Range
SC circuits typically employ opamps in the inverting feedback configuration (and
are fully differential, making signal inversion possible simply by crossing the wires),
which does not require a large common mode voltage range in the opamp input. Thus,
low-voltage circuits can be constructed with opamps that do not have a rail-to-rail
input stage. If present, the single-ended to differential conversion in the circuit front-
end, however, may need an opamp in the non-inverting configuration. In addition, a
fully differential input signal without an exactly-known common mode level requires
some common mode input range from the opamp of the front-end stage to accommo-
date signal CM voltage uncertainty or changes in it.
In SC circuits the opamp input common mode level need not be equal to the out-
put CM level, which is usually set to VDD/2 so as to maximize signal swing. This
freedom can be utilized in low voltage circuits, for example when an nMOS input
pair is employed, by setting the CM level close to the VDD, which leaves more voltage
headroom for the input pair and the tail current source. In principle, the CM level can
be raised all the way to VDD, but then care must be taken that the junction diodes of
the pMOS switches attached to the opamp input do not become forward biased during
7.1 Requirements for SC Applications 97
the settling.
7.1.4 DC Gain
The ultimate settling accuracy is limited by the finite opamp DC gain. What the exact
settling error is depends not only on the gain but also on the feedback factor in the
circuit utilizing the opamp. Typically, the DC gain requirement is from 60 dB up to
100 dB. In some circuits, such as a front-end S/H circuit, insufficient opamp DC gain
results only in a gain error which is usually tolerable. The DC gain, however, has to be
constant over the opamp output voltage range in order to avoid harmonic distortion.
7.1.5 Bandwidth and Phase Margin
When using a single pole model for the opamp, the settling time is determined by the
gain-bandwidth product (GBW) of the opamp and the feedback factor of the circuit.
In practical circuits, there is almost always more than just one pole and often zeros as
well. However, in order to use the opamp in a closed loop configuration, it has to be
designed in such a way that its frequency response is close to the single pole response.
Consequently, there is one dominant low-frequency pole, while the other poles and
zeros lie at much higher frequencies. In the frequency response their presence is seen
as a phase roll-off in the high frequencies. Thus, the phase margin at the unity gain
frequency has an effect on the settling time as well.
If the opamp is not utilized in unity gain feedback (e.g. auto-zeroing) the required
phase margin is not defined at the unity gain frequency but at the frequency of the
closed loop gain, and so it is easier to achieve.
The fastest settling is obtained when the first overshoot of the step response just
touches the upper settling bound [147]. The higher the accuracy requirement, the
closer the optimum becomes to the critically damped settling which corresponds to
a 76◦ phase margin in a two-pole system. This is significantly larger than the 60◦
rule of thumb used for continuous time circuits and mentioned in some textbooks in
conjunction with SC circuits.
Sometimes, when there is more than one non-dominant pole, zeros, pole-zero dou-
blets, or complex pole pairs in the circuit, the phase margin does not give a good indi-
cation of the settling time; it can be significantly longer or shorter than in a two-pole
system with the same phase margin.
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7.1.6 Slew Rate
Besides the opamp bandwidth, the settling time is limited by the fact that the opamp
can supply only a finite current to the load capacitor (or the compensation capacitor).
Consequently, the output cannot change faster than the slew rate, which is given by
SR = ISR
CL
, (7.1)
where CL is the load capacitance and ISR the available slewing current. When design-
ing an opamp, the load capacitor is known and the required slew rate (SR= k ·Vmax/TS)
can be calculated from the largest voltage step (Vmax) and the clock period (TS), half
of which is typically available for settling. A commonly used rule of thumb suggests
that one third of the settling time should be reserved for slewing, resulting in k of six.
The required slewing current is
ISR =
k ·VmaxCL
TS
. (7.2)
It is linearly dependent on the clock frequency, while the current needed to obtain
the opamp bandwidth has a quadratic dependence, which means that in high speed
circuits the opamp current often needs to be higher than required by the slew rate [4].
On the other hand, in slow- and medium-speed circuits the slew rate keeps the current
unnecessarily high. Since the slewing current is needed during only a fraction of the
clock period, remarkable power savings can be achieved if the current can be adjusted
according to the need. This can be accomplished either by using a class AB output
stage or by dynamic biasing. The latter, however, has not gained popularity, while the
class AB output stages are widely employed.
7.1.7 Noise
In high speed Nyquist-rate ADCs opamp noise is dominated by thermal noise, while
1/ f noise is less important. Consequently, for noise reasons, there is no point in using
a pMOS input pair (which has inherently lower 1/ f noise) in the opamp.
The total noise contribution of all the devices in the opamp is usually combined
as a single voltage source at the amplifier input. Assuming the noise sources to be
uncorrelated, the total noise is obtained as a root of the sum of the squares of the
individual input-referred noise sources. The noise contribution of the devices in the
opamp’s first stage is the most significant, and usually the noise of the other stages can
be neglected, since it is attenuated by the preceding voltage gain.
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For MOSFETs the gate-referred thermal noise density is given by
v2n = 4γ
kT
gm
∆ f , (7.3)
where T is the absolute temperature, k Boltzmann’s constant, ∆ f the differential fre-
quency, gm the transistor small signal transconductance, and γ the noise excess factor,
which is 2/3 for long channel devices (L>1.7 µm). In short channel devices the hot car-
rier effects increase the noise, leading to a larger value of γ. It has been experimentally
shown [148] that for 0.7-µm devices the value of γ ranges from 2.5 to 9, depending on
the bias conditions. Analytical models for γ have been proposed in [149] and [150]—
unfortunately, they are too complicated for hand calculations. In general, however,
γ increases as the gate-source voltage decreases and/or as the drain-source voltage
increases.
The input-referred noise of the opamp input pair is directly given by equation (7.3).
Thus, it is reduced by increasing the transconductance, which can be done by utilizing
nMOS devices, increasing the current, or increasing the aspect ratio of the devices.
The effect of the last method, however, is partially canceled by the increase in γ.
When referred to the opamp input, the noise voltages of the transistors used as
current sources (or mirrors) in the first stages are multiplied by the transconductance
of the device itself and divided by the transconductance of the input transistor. As a
result, the total input-referred noise is
v2n,opamp = 4 ·
kT γin
gm,in
∆ f ·
(
1+
γcs1 ·gm,cs1
γingm,in
+
γcs2 ·gm,cs2
γingm,in
+ · · ·
)
, (7.4)
which again suggests that maximizing input pair transconductance minimizes noise.
It can be further reduced by decreasing the transconductances of the current sources.
Since the current is usually set by other requirements, the only possibility is to de-
crease the aspect ratio of the device. This leads to an increase in the gate overdrive
voltage VGS−VT , which, as a positive side effect, also decreases γ. It should be noticed
that the overdrive voltage is equal to Vdsat . Consequently, obtaining low noise with low
supply voltage is difficult, especially with single stage opamps, where the output sig-
nal swing does not permit large Vdsat . Increasing L to avoid short channel effects is
also possible, but with a constant aspect ratio it increases the parasitic capacitances,
reducing the opamp bandwidth.
Cascode transistors do not make a significant contribution to noise, because their
noise voltage is transformed into current through the high output impedance of the
underlying current source.
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Figure 7.1 Telescopic OTA [120].
When looking at equation (7.4), it is clear that opamp topology does not affect the
noise contribution of the input pair except through the device type (nMOS or pMOS).
On the other hand, the number, and to some extent, the magnitude of the terms in
the parentheses are dependent on the topology. When comparing opamp topologies it
is convenient to write the term in parentheses as 1+ γOA, where γOA is referred to as
opamp noise excess factor.
7.2 OTAs with Single High-Gain Stage
OTAs with a single gain stage have been widely employed in SC circuits. A high
output impedance provides an adequate DC gain, which can be further increased with
gain boosting techniques. Single-stage architecture offers large bandwidth and a good
phase margin with small power consumption. Furthermore, no frequency compensa-
tion is needed, since the architecture is self-compensated (the dominant pole is deter-
mined by the load capacitance), which makes the footprint on the silicon small. On
the other hand, the high output impedance is obtained by sacrificing the output volt-
age swing, and the noise is rather high as a result of the number of noise-contributing
devices and limited voltage head-room for current source biasing.
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Figure 7.2 Folded cascode OTA [151].
7.2.1 Telescopic OTA
The telescopic OTA [120], shown in Figure 7.1, is probably the fastest possible archi-
tecture. Both the GBW and the lowest non-dominant pole are determined by nMOS
devices, resulting in both large bandwidth and good phase margin. The number of
current legs being only two, the power consumption is small.
The most prominent drawback of this architecture is the limited voltage swing
both at the output and the input of the opamp. From the high side the output swing
is limited to 2Vdsat below VDD and from the low side a minimum of 3Vdsat above VSS.
With this maximum possible output swing the input common mode range is zero. In
practice, some input CM range, which reduces the output swing, always has to be
reserved so as to permit inaccuracy and settling transients in the signal common mode
levels. With supply voltages of 5 V or larger the voltage swing, however, is often more
than sufficient, so that even an extra set of cascodes can be inserted in both the nMOS
and pMOS sides to enhance the DC gain. But, when the supply is 3 volts or less, the
swing is too small for most SC applications.
7.2.2 Folded Cascode OTA
The folded cascode OTA [151], shown in Figure 7.2, is probably the most commonly
used opamp architecture in SC circuits. It provides a larger output swing and input
CM range than the telescopic OTA with the same DC gain and without major loss of
speed. The output swing, VDD−4Vdsat , is not linked to the input CM range, which is
VDD−VT −2Vdsat (obtained using VGS =VT +Vdsat ).
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The choice between an nMOS and pMOS input pair has to be made on the basis
of the required phase margin. The nMOS input architecture, shown in Figure 7.2,
offers large GBW (gm1/CL) thanks to the nMOS input transistors, but the lowest non-
dominant pole (gm6/C1) associated with the node n1 is determined by the low pMOS
transconductance and the large stray capacitances of the pMOS current sources and
the cascode devices. On the other hand, utilizing a pMOS input pair gives lower GBW,
but the non-dominant pole is higher, thanks to the nMOS cascode devices.
Feedforward capacitors can be used to bypass the cascode transistors at high fre-
quencies to improve the phase margin [152, 153, 154, 155]. In principle, the technique
produces a zero, which is used to cancel the pole associated with the cascode node.
It is, however, not possible to place this zero exactly on top of the pole. Thus, there
is a sufficiently closely spaced pole-zero pair, a doublet, which is known to introduce
a slowly settling component in the step response [156]. Consequently, feedforward
techniques should be used with care in opamps employed in SC circuits.
It is possible to employ an nMOS and a pMOS input pair in parallel [157], which
increases the slew rate by 1/3 (with the same total current consumption), but at the
same time increases the input capacitance and thermal noise and lowers the non-
dominant pole. Another possible way to increase the slew rate and ensure that all
transistors remain in saturation during slewing is to clamp the cascode nodes with
diode-connected devices [158].
An important fact, which is not mentioned in many textbooks, is that impedance
seen at the cascode node is actually high at the DC [159]. The impedance is equal
to the output impedance of the opamp, attenuated by the gain of the cascode device
(gm/gds). Thus, in a folded cascode structure the impedance of the cascode node is in
the order of (2/gds). When going to higher frequencies the load capacitance starts to
dominate the opamp output impedance and, as a result, the impedance at the cascode
node decreases without forming a low-frequency pole in the frequency response.
In SC circuits high cascode impedance can be harmful, since it results in a Miller
multiplication of the gate-drain capacitance of the opamp input device. In an SC
amplifier a significant amount of charge intended for the feedback capacitor ends up
in the opamp input capacitances, resulting in a gain error. The Miller effect can be
avoided by inserting extra cascode transistors on top of the input pair [160, 161]. In
the case of an nMOS input pair, the added non-dominant pole is much higher than the
one already present in the transfer function and thus the phase margin is not reduced
significantly. An alternative method to get rid of the Miller effect is to put capacitors,
matched to the gate-drain capacitance of the input device, between the gate of the
input transistors and the drain of the complementary input transistor [70].
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Figure 7.3 OTA with low-gain preamplifier [73].
In BiCMOS technology the cascode transistors in a folded cascode opamp can
be implemented with bipolar devices, resulting in a considerably high non-dominant
pole.
7.2.3 Cascode Stage with Low-Gain Preamplifier
In addition to folding, another way to get the input pair current to the cascode output
stage is current mirroring. The resulted circuit provides a better slew rate than the
folded cascode, but introduces another non-dominant pole, which becomes lower as
the current mirroring ratio is increased.
A closely-related architecture is shown in Figure 7.3 [73]. Instead of a current
mirror, the first stage load is a pair of common gate-connected nMOS devices (M3
and M4) and the signal is taken into the output stage from the nMOS side. As a
result, the use of pMOS devices in the signal path is avoided, giving a large GBW
and pushing the non-dominant poles into high frequencies. There are, however, two
non-dominant poles, one associated with the first stage output and the other with the
cascode node, which makes the phase roll-off steep once it begins. To make sure that
the first stage output pole is high enough, the gm of M3 and M4 has to be large, limiting
the first stage gain (or current mirroring ratio) to sufficiently small values, typically
smaller than two. Unfortunately, the thermal noise increases as the first stage gain is
decreased and thus this topology is unsuitable when low noise is required. Also, the
input CM range is fairly limited.
In BiCMOS technology the output stage nMOS devices can be replaced with npn
transistors, resulting in a very high GBW.
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Table 7.1 Comparison of single-stage OTAs
Telescopic OTA Folded Cascode OTA with LG preamp
DC gain gm·gmgds·gds
gm·gm
gds·gds
gm1
gm3 ·
gm·gm
gds·gds
GBW gm1CL
gm1
CL
gm1
gm3 ·
gm6
CL
2. pole gm3Cn1
gm6
Cn1
gm3
Cn1 ,
gm7
Cn3
ISLEW IS IS mIS
IV DD IS 2IS IS +nIS
noise (γOA) γ7gm7γ1gm1
γ4gm4
γ1gm1 +
γ10gm10
γ1gm1
gm3
γ1gm1
(
γ3 + gm3gm6
(
γ6 + γ12gm12gm6
))
out swing VDD−5Vdsat − vincm VDD−4Vdsat VDD−4Vdsat
in CM 0 to VDD−5Vdsat VDD−VT −2Vdsat VT −Vdsat
min VDD VT +2Vdsat or 5Vdsat VT +2Vdsat 2VT +2Vdsat
M1
M2A1
VG
VREF
IOUT
nc
Figure 7.4 Regulated cascode current source.
7.2.4 Comparison of Single-Stage OTAs
The main characteristics of the OTAs presented above are collected in Table 7.1 using
the following notations: gmx is the transconductance of transistor Mx, CL is the load
capacitance, Cnx is the parasitic capacitance associated with node nx, and IS is the
input pair tail current. In the third OTA m is the ratio of the aspect ratios of M6 and
M3 and n is the ratio of the output stage current to the input stage current. The noise
is given with the noise excess factor γOA. It can be seen that each architecture has
its pros and cons, suggesting that the choice has to be made on the basis of which
specifications are important in the target application.
7.2.5 Gain Enhancement Techniques
In many applications the opamp DC gain requirement is higher than what is achievable
with simple single-stage topologies. Techniques to enhance the opamp DC gain with-
out going into multi-stage architectures are especially welcome in high speed circuits,
where the high current levels make the transistor gds large.
A very widely-used method is based on improving the cascoding effect of a single
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Figure 7.5 Regulated cascode current source: three implementations.
MOS transistor by using local negative feedback [162]. The resultant circuit, often
referred to as regulated cascode, is utilized in a current source that is shown in Fig-
ure 7.4. There, the auxiliary amplifier encloses the cascode transistor M2 in a feedback
loop, making the voltage on its source node almost constant. As a result, the output
impedance of the current source is given by
rout ≈ A1gm2gm1gds2gds1 . (7.5)
Thus, the regulation improves the impedance by the gain of the regulation amplifier
A1 and, when the current source is utilized in an OTA the DC gain is increased by the
same amount.
Three different implementations of the regulation amplifier are shown in Fig-
ure 7.5. The one in Figure (a) [162, 163] is very simple, but sets the voltage on the
cascode node unnecessarily high. The circuit in Figure (b) [164] utilizes a level shifter
and the other one in Figure (c) [165] a common gate amplifier, to allow the biasing of
the cascode node to a lower voltage. Using a more complicated regulation amplifier,
e.g. a folded cascode OTA, is also possible. In fully differential circuits the regulation
amplifier can also be fully differential.
The regulated cascodes were for the first time utilized in an opamp in [166], where
the DC gain of a folded cascode OTA was boosted to 90 dB. It was shown that if the
GBW of the regulation amplifier is larger than the dominant pole of the unregulated
opamp, the regulation does not have a significant effect on the opamp bandwidth.
However, it introduces a pole-zero doublet, which may slow down the settling to a
remarkable extent. Thus, it was suggested that the regulation amplifier GBW should
be larger than the closed loop bandwidth of the opamp.
The frequency response and the settling of the regulated cascode opamp were
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analyzed in more detail in [167] with the aid of a symbolic circuit simulator. It was
found that when the doublet is pushed into higher frequencies it in fact merges with the
non-dominant pole of the opamp, forming a complex pole pair and a zero. Achieving
fast settling with a reasonable cost requires the optimizing of the pole pair quality
factor, frequency, and the zero frequency with respect to each other. Optimal settling
calls for a regulation amplifier GBW, which is substantially higher than the opamp
GBW. An opamp designed according to these principles has been utilized in [168].
When the regulation amplifier is more complex than the one in Figure 7.5 (a) it
has non-dominant poles, which make the frequency response and the settling behavior
more complicated to analyze.
In addition to the cascode regulation other techniques for increasing the DC gain
have been proposed as well. Gain boosting with positive feedback has been investi-
gated, e.g. in [169] and [170]. In [171], dynamic biasing, where the opamp current
is decreased toward the end of the settling phase, is used to increase the DC gain. It
exploits the fact that current reduction lowers the transistor gds, which increases the
DC gain.
In a feedback configuration, due to finite opamp gain, the opamp input is not
a perfect virtual ground but sits on the voltage −VOUT/A0. Reducing this signal-
dependent value by some means has the same effect as increasing opamp DC gain.
In [173] a replica circuit with an opamp plus feedback circuit is used to generate
the voltage difference in the input terminals. A second replica opamp, which has its
output tied to the output of the main opamp, uses the generated voltage as its input to
drive the load. The main amplifier only needs to fine-tune the output voltage and as a
result, its effective DC gain is enhanced by A0/(1+β), where β is the feedback factor.
This technique is also suitable for circuits with a resistive load.
In SC circuits the same principle can be realized in the time domain by having
an extra clock phase prior to the amplification phase to sample the input voltage in a
capacitor put in series with the opamp input [172, 94].
7.3 Two-Stage Opamps
In high-resolution low-voltage applications thermal noise and the opamp output swing
are emphasized. Thus, two-stage opamps are often preferable to single-stage ones.
7.3 Two-Stage Opamps 107
M1 M2
M3 M4
M5
M6 M7
M9M8
VIN+ VIN-VOUT+ VOUT-
Cc1 Cc2
VBN1 VBN2
VBPVBP
VBN2
Figure 7.6 Miller opamp.
7.3.1 Miller Opamp
The Miller opamp is the most basic two-stage opamp. It provides rail-to-rail output
swing and low thermal noise and can be used with supply voltages down to VT +3Vdsat .
The GBW is gm1/Cc and the non-dominant pole gm6/CL, which is lower than in single-
stage OTAs. Consequently, when a large phase margin is required, the Miller opamp
cannot achieve as a large bandwidth as single-stage OTAs.
Often, a resistor is put in series with the compensation capacitor in order to get rid
of the right half plane (RHP) zero that results from the feedforward path through the
capacitor.
7.3.2 High-Gain First Stage and Rail-to-Rail Output Stage
The basic Miller topology offers only a moderate DC gain, which is often too small
for high resolution applications. The most straightforward way to increase the gain
is to employ a high-gain first stage. Since the first stage does not need to have a
large output voltage swing, it can be a cascode stage, either a telescopic or a folded
cascode. The advantages of the folded cascode structure (Figure 7.7) are a larger input
CM range and the avoidance of level shifting between the stages, while the telescopic
stage (Figure 7.8) can offer larger bandwidth and lower thermal noise. Thus, when
there is no special need for large input CM range the latter is more attractive.
Level shifting between the telescopic input stage and the rail-to-rail output stage
can be avoided by taking the signal into the output stage from the pMOS side. How-
ever, it has two disadvantages. First, the voltage across the first stage cascode current
sources would be only VT +Vdsat,12, which does not permit the optimal biasing of the
current sources for low noise. Second, the low transconductance of the pMOS device
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Figure 7.9 Capacitive level shifting: (a) principle and (b) with parasitic capacitances.
results in a low-frequency non-dominant pole.
The level shifting can be realized with a source follower. It will, though, increase
current consumption and noise. In SC circuits a capacitive level shifter, which does
not have these disadvantages, can be utilized [174]. Figure 7.9 (a) shows the principle
of a switched capacitor level shifter, which is based on a capacitor that is periodically
charged to the desired offset voltage (VB1−VB2).
The parasitic capacitances, shown in Figure 7.9 (b), form a capacitive voltage
divider with the level shift capacitor C1. Since, as a result of the Miller effect, the
gate-drain capacitor C3 is multiplied by the gain of the output stage, the capacitor C1
has to be large to avoid attenuation. It can easily be shown that with capacitive level
shifting the output stage DC voltage gain is
VOUT
VIN
=
gm1C1
go
(
C1 +C2 +C3 + gm1go C3
) , (7.6)
which is always less than C1/C3. With a sufficiently large C1 this is not a severe
limitation.
7.3.2.1 Frequency Compensation
When there are cascode nodes in the first stage, cascode compensation, in which the
compensation capacitor is connected to the cascode node instead of the first stage
output, can be used instead of the standard Miller compensation [175, 176]. It offers
higher GBW and the RHP zero is at a much higher frequency.
Instead of a single non-dominant pole there is a complex pole pair and a zero
[176]. It is well-known that, because of a complex pole pair, cascode compensation
can result gain peaking near the unity gain frequency, increasing the settling time. To
avoid this, the Q-value of the complex pole pair has to be less than 1/√2, which is
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satisfied when [177]
gmc >
2 ·Cc ·m
C2 (1+m)2
·gm2, (7.7)
where gmc is the transconductance of the cascode device, gm2 the transconductance
of the output stage input device, Cc the compensation capacitor, C2 the capacitance
from the first stage output to the ground, and m the ratio of the load capacitor to
the compensation capacitor. When the load capacitor is equal to the compensation
capacitor the equation reduces to gmc > 0.5 ·gm2 ·CC/C2. Typically, when the capacitor
ratio CC/C2 is of the order of ten or more, this is not easy to achieve. The situation is
somewhat easier if the cascode device has inherently larger gm than the output device
(e.g. nMOS vs pMOS or BJT vs MOSFET).
In [177] it is shown that a good compromise between bandwidth and gain peaking
can be achieved by combining the standard Miller and cascode compensation. In
[178] simulations show that using two compensation capacitors, one connected to the
cascode node in the signal path and the other to the cascode node in the current source
of a telescopic first stage, yields faster settling than a single capacitor connected to
either node alone.
7.3.2.2 Two-Stage BiCMOS Opamp
A two-stage BiCMOS opamp designed to achieve high speed, high DC gain, and
high SNR is shown in Figure 7.10. This opamp is utilized in the ADC prototype [1]
described in Section 12.5.
The telescopic input stage provides high DC gain and minimizes the number of
noise-contributing devices. The capacitive level shifting between the stages avoids
the use of pMOS devices in the signal path and allows for the optimal biasing of
the first stage common mode level for high DC gain and low noise. The level shift
capacitors are charged during one half of the clock period by switching one capacitor
terminal to a bias voltage, generated with a dummy structure, and letting the first stage
common-mode feedback set the voltage at the other terminal. The cascode devices are
implemented with bipolar transistors with an inherently much larger gm than the MOS
transistors. Consequently, the cascode compensation can be used without the need to
be concerned about gain peaking. The input stage and the output stage have separate
common mode feedback loops for two reasons: first, it is easier to achieve fast and
accurate CMFB without a fear of instability with separate loops and, second, the first-
stage CMFB is used to charge the level shift capacitor, which is not possible with a
single loop since the signal path between the stages is broken during charging. Both
the CMFB circuits are realized with standard SC circuits [179].
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Chapter 8
Clock Generation
The operation of different circuit blocks in SC circuits is synchronized with a clock
signal. To guarantee that the signal at the output of an opamp is sampled in a steady
state, non-overlapping clock signals are used in adjacent stages. As long as the sam-
pling clock edge arrives before the one that ends the hold-phase in the driving stage,
the circuit is very robust against small timing uncertainty at the clock edges. In the
front-end, where the clock is used to sample a continuous time signal, the situation is
completely different.
Any deviation of the sampling moment from its ideal value results in an error
voltage in the sampled signal. The error is equal to the signal change between these
two moments. Thus, the sampling clock has to be regarded as a sensitive analog signal
and treated accordingly.
The sampling moment is determined by the clock signal zero crossing, which cor-
responds to the moments when the clock phase is an integer multiple of 2pi. Random
variations in the phase, also known as phase-noise, are a source of timing errors. The
phase-noise is usually specified with the single-sideband noise spectral density L( f ),
which, being a frequency domain parameter, does not always give a good insight into
the timing error. A related time domain parameter, jitter, is defined as an rms error be-
tween a reference time point and the clock signal zero crossing. Cycle-to-cycle jitter
is often of interest and the previous zero crossing is taken as the reference point.
Besides random errors, the signals present on the chip or the circuit board can
couple to the clock.
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8.1 Jitter
The instantaneous voltage error caused by jitter ∆t can be approximated as
Vn ≈ ∆t · dVS(t)dt = ∆t ·AS2pi f cos(2pi f t), (8.1)
where VS(t) is the signal waveform, which in the second form is assumed to be a
sinusoid with amplitude AS and frequency f . The rms voltage error can be obtained
by squaring (8.1) and integrating it over the signal period, yielding
Vn = ∆t ·AS
√
2pi f . (8.2)
Using this, the signal-to-noise ratio can be calculated to be
SNR =−20 · log(2pi f ∆t) . (8.3)
It can be seen that the SNR is independent of signal amplitude and that it decreases as
the signal frequency increases. The maximum allowed jitter for a certain target SNR
is given by
∆t ≈ 1
f ·10 SNR+1620
. (8.4)
Knowing that the quantization noise power in an ADC is LSB2/12 and allowing the
error power generated by jitter be equally large (in the case of full-scale sine wave
input) the jitter requirement can be written as
∆t ≈ 1f ·7.7 ·2N . (8.5)
If only 1 dB SNR degradation is permitted, the factor 7.7 increases to 15.1.
8.1.1 Jitter Sources
The clock signal is usually taken from a crystal oscillator or from the output of a
phase locked loop (PLL), locked to a crystal reference. A typical oscillator phase
noise spectrum is shown in Figure 8.1 [180]. From it, three different regions can be
identified; in the vicinity of the carrier (small ∆ f ) the noise power is proportional to
1/∆ f 3. When going further in frequency the slope changes to 1/∆ f 2 and eventually
the noise spectrum becomes flat. The noise power in the non-flat region is inversely
proportional to the oscillator Q-value and power dissipation. The crystals have very
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Figure 8.1 Typical oscillator phase noise spectrum.
large Q’s and thus small phase noise and jitter.
In a PLL the phase noise of the voltage-controlled oscillator (VCO) is attenuated
by the loop filter; the wider the filter bandwidth, the faster the loop correcting action
and the resultant attenuation. On the other hand, the effect on the reference phase noise
is just the opposite; smaller bandwidth gives more attenuation. Typically, however, the
VCO phase noise dominates.
When sampling a sinusoidal input signal with a clock signal whose noise spectrum
has the shape shown in Figure 8.1, the resultant signal spectrum will have a similar
shape. Thus, in general, close-in-carrier phase noise spreads the signal spectrum,
while white wide-band phase noise raises the noise floor of the sampled signal. Many
applications set distinct requirements for them. For example, in a narrow channel
communication system the spreading of a strong interferer because of phase noise
may mask a nearby weak channel, leading to strict specifications for close-in phase
noise.
The jitter, being a single number, does not contain as much information as the
phase noise and thus is not always a sufficient figure of merit on its own. The thermal
noise originating after the oscillator, e.g. in the buffering, does not get accumulated
in the phase and thus the resulting phase noise has a white spectrum. Consequently,
it can be fully described by the jitter. Similarly, the jitter of a crystal oscillator is also
typically dominated by white phase noise.
There are not many ways to reduce the effects of jitter. Oversampling can be
used to spread the white noise arising from jitter over a wider frequency range, which
allows the SNR to be improved with discrete time (analog [181] or digital) filtering
and decimation. Increasing the oscillator frequency also tends to reduce the absolute
jitter, since for a constant single-side-band noise, the jitter is inversely proportional to
the oscillator frequency. In addition, it is important to avoid unnecessary buffering of
the sampling clock.
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Figure 8.2 Clock waveform and corresponding impulse sensitivity function (ISF).
8.1.2 Inverter Buffer
On-chip buffering for the clock signal is needed primarily for two reasons. First, the
capacitive loading in the clock lines may be high, requiring a buffer to keep the clock
edges sharp. Second, the incoming clock cannot usually be directly utilized, but it is
used as an input for a clock generator, which produces the non-overlapping clock sig-
nals. After the clock generator, the signals are buffered to achieve the required driving
capacity. The buffering is the critical place where a clock signal, which originally has
a low jitter can easily be contaminated.
The simplest buffer is the CMOS inverter. How its voltage noise turns into jitter
is investigated next. It is clear that with a large amplitude input signal the inverter
is a highly nonlinear circuit, and thus it has to be carefully considered, whether the
linear noise models are applicable. In conjunction with the ring oscillators [182], the
transformation of thermal noise into jitter is modeled with a linear time-varying model.
It is based on the observation that the sensitivity of the zero crossing moment to a noise
impulse varies over time (or phase), being largest when the inverter is changing its
stage and becoming practically zero when the output voltage is saturated to the high
or low logic level. The phenomenon is modeled with a time-varying dimensionless
impulse sensitivity function (ISF) Γ, which is illustrated in Figure 8.2.
Here, the analysis is simplified by assuming that the inverter output slews during
the whole transient and that the impulse sensitivity function is a square pulse with the
same length as the transient. Consequently, a linear time-invariant model is used.
The thermal noise is modeled with a current source connected to the output and
having the value in =
√
4kT γgm∆ f . The load of the inverter is a parallel combination
of the load capacitance and the output resistance of the inverter: ZL = (1/ro + sCL)−1.
The noise current is transformed to voltage in the output impedance, resulting in
Vn =
√
kT γgmro
CL
, (8.6)
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which is obtained by integrating the spectral density from the zero frequency to infin-
ity. The amount of time which the zero crossing moves as a result of the noise voltage
is inversely proportional to the slope of the signal. Since the inverter is slewing, the
slope is equal to the slew rate, resulting in the following equation for the jitter:
∆t = Vn
SR
=
√
kT γgmroCL
ID
=
√
2kT γroCL
W
L µCox (VDD−VT )3
, (8.7)
where SR (= ID/CL) is the slew rate. The last form of the equation is obtained using
the square law model for the transistor current. In [183] an analysis of a differential
delay cell yielded similar results.
Probably the main finding in this jitter equation is its dependence on inverter DC
gain (gmro), which is due to the fact that at low frequencies the noise current is trans-
formed into voltage in the output resistance. Since the signal slope is determined by
the slew rate, not the gain, there is no reason for having a large output resistance,
which suggests that even lowering it with an additional parallel resistor might be use-
ful. Another, fairly unsurprising finding is the fact that increasing the current reduces
the jitter. Furthermore, the last form of the equation shows clearly how advantageous
it is to have a large supply voltage.
8.2 Signal Crosstalk
One strong interfering signal, typically present both at the board and the chip level, is
the analog input signal itself. Capacitive or inductive coupling between it and the clock
can happen between the traces on the PCB, the package pins, or the bonding wires.
On the chip, coupling through the substrate or via modulation of the supply voltage is
possible. Fully differential circuitry reduces both the coupling and the sensitivity to it
and thus it should be used for both the input signal and the clock, if possible.
If the clock signal couples to the input signal, the sampling will alias the funda-
mental clock frequency and all its harmonics to the DC. The resulting DC offset is
generally not harmful.
On the other hand, if the input signal couples to the clock, the sampling produces
a spurious signal at twice the signal frequency, which will be shown next.
Let the ideal clock waveform be VCLK,id and the signal VIN . When the signal cou-
ples to the clock circuitry the resulting sampling clock is VCLK,id +B( f ) ·VIN , where
B( f ) is a frequency-dependent coupling factor. The situation in the vicinity of the
clock waveform zero crossing is illustrated in Figure 8.3. Assuming that the ideal
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Figure 8.3 Input signal coupling to the clock signal and its effect on the sampling moment.
clock signal is linear with slope a, the signal after the coupling is:
VCLK = a(t−nT )+B( f ) ·VIN(t), (8.8)
where nT is the ideal zero crossing moment. Solving t and assuming that the signal
does not change much between the ideal and the actual zero crossings yields
t ≈ nT − B( f ) ·VIN(nT )
a
= nT −∆t. (8.9)
It can be seen that the situation is analogous to the one, studied in Section 6.1 in
conjunction with signal-dependent switch turn-off moment. Using the result derived
there, the relative level of the spur at two times the signal frequency can be written as
HD2 =−20 · log
(
B( f )AS fSpi
a
)
, (8.10)
where AS is the amplitude and fS the frequency of the input signal. It can be seen that
level of the spur rises with signal frequency and amplitude, and it can be reduced by
reducing the coupling and by making the clock waveform steeper. It should be noted
that the clock slope of interest is where the coupling, not the sampling, happens. In
addition, since the spur is rather a result of mixing than of amplitude distortion, fully
differential circuitry does not help once the clock has been contaminated.
8.3 Circuits
8.3.1 Standard Non-overlapping Clock Generator
The clock generator for producing non-overlapping clock signals can be realized with
a simple circuit constructed of logic gates. Such a circuit is shown in Figure 8.4.
It is based on the idea that the falling edge of the input clock passes immediately
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Figure 8.5 Delay locked loop (DLL).
through the NAND gate NA1, while the rising edge has first to propagate through
the other NAND gate and the cascaded delay element. The resulted non-overlapping
signals clkA and clkB have a non-overlapping time equal to the sum of the delays at
the NAND gate and the delay element. The delay element is usually realized with an
even-numbered chain of inverters.
The main advantage of this circuit is its simplicity. At least a part of the buffer-
ing of output signals can be included in the delay elements, making the circuit quite
robust. On the other hand, the non-overlap time often becomes larger than necessary
because of the buffering included and the margin added to accommodate the process
and temperature variations. The resulting speed penalty is emphasized in high clock
rate circuits. Furthermore, the duty cycle of the generated clock signals is inherited
from the input clock, requiring it to be close to 50%.
8.3.2 DLL-Based Clock Generator
A process and temperature independent non-overlap time can be realized using a delay
locked loop (DLL). Figure 8.5 shows a simplified block diagram of a DLL. It consists
of a voltage-controlled delay line, a phase detector (PD), a charge pump (CP), and a
loop filter. Negative feedback is utilized to adjust the variable delay to be equal to the
clock period (or its half).
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Figure 8.6 Generation of non-overlapping clock signals using edge combining.
In the feedback loop the phase detector generates up and down pulses, which
are proportional to the phase difference between the input and the output clock. The
charge pump performs a D/A conversion on the pulses and the low pass filter averages
them over some time. The filter output voltage controls the delay line, eventually
forcing the phase difference to zero.
The delay line consists of several unit elements, which divide the total delay into
uniformly spaced sub-intervals, the number of which is equal to the number of ele-
ments. The output signals of the individual elements are available outside the delay
line. Figure 8.6 shows how these signals can be utilized to form non-overlapping clock
signals. The rising edges of four signals are combined with the logic AND operation,
resulting in two new signals, whose non-overlap time is equal to the unit delay and
hence a fixed portion of the clock period.
The DLL-based clock generator is clearly a more complex circuit than the circuit
based on NAND gates. Consequently, it consumes more power and area and requires
greater design effort. Thus, its benefits have to be carefully weighed against the dis-
advantages when the design decision is being made.
The utilization of a DLL can be more versatile than just constructing non-over-
lapping signals. For example, in the time-interleaved pipelined ADC presented in
[93] the need for a full-speed clock signal is avoided by utilizing a DLL to generate
all the required clock phases for the parallel channels. A DLL can be used to generate
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signals with virtually any duty cycle and even as a frequency multiplier.
When very low jitter is essential, it is advantageous not to put the sampling clock
through a clock generator, but take it as early after it arrives on the chip as possible.
A DLL can be employed to construct the required complementary non-overlapping
signal, as is done in the ADC prototype described in Section 12.5.
Chapter 9
Double-Sampling
The clock rate of the switched capacitor circuits is limited by the bandwidth of the
opamp; thus, in order to achieve a high speed it is essential to exploit the opamp
efficiently. This chapter introduces a technique to double the sampling rate of the
switched capacitor circuits without a need to increase the speed of the opamp. This
technique, called double-sampling, was first introduced in [184]. It has been applied in
various SC circuits such as filters, ∆Σ-modulators [185, 186], pipelined ADCs [97, 4],
and S/H circuits [11, 10, 9, 187].
This chapter begins with the introduction of double-sampling technique, after
which its nonidealities are analyzed. A circuit structure for eliminating one of those,
the timing skew, is proposed in the last section.
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Figure 9.1 A switched capacitor integrator.
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Figure 9.2 A double-sampled SC integrator.
9.1 Principle
An SC circuit can be divided into blocks, each comprising an opamp and a set of
switches and capacitors. The SC integrator shown in Figure 9.1 can be used as an
example block. The integrator operates in two phases; in the first phase the circuit
samples its input, which is usually the output of some other block, in the capacitor
CS. The second phase can be called the integration phase or amplification phase.
During it, the circuit performs a charge transfer from the sampling capacitor to the
integration capacitor CI with the aid of the virtual ground provided by the opamp.
Since the output of the circuit has to be fully settled by the end of the integration
phase, it can already be sampled by the following circuit block in this clock phase. If
this is done, the opamp is not needed in the sampling phase. Sometimes, the sampling
phase is used to auto-zero the amplifier, i.e. to cancel its input offset voltage, but this
is not necessary in many applications. Another possible way to exploit the opamp’s
idle phase is to duplicate the sampling circuitry and operate the two sampling circuits
in opposite clock phases. In this way the opamp and the integration capacitance are
shared between the two sampling circuits. The sampling rate of the resulted double-
sampled circuit, shown in Figure 9.2, is twice that of the original circuit. There is,
however, only a minor increase in power consumption, since it is dominated by the
opamp, which typically uses the class A architecture and hence consumes power also
when idle.
Double-sampling can also be applied to the S/H circuit shown in Figure 3.9, re-
sulting in the circuit shown in Figure 9.3. During the first clock phase the input is
sampled in the capacitor CS1 and the capacitor CS2 is connected to the feedback loop
around the amplifier. In the next clock phase the roles of the capacitors are changed
CS1 being in hold mode and CS2 in sample mode. The use of double-sampling in an
S/H circuit has been demonstrated with the prototype presented in Section 12.2.
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Figure 9.3 A double-sampled S/H circuit.
9.2 Nonidealities
Double-sampling introduces some nonidealities not present in conventional SC cir-
cuits. Most of them arise from the mismatch between the two parallel circuits and
are basically similar to the nonidealities in parallel ADCs, which have been analyzed
e.g. in [121]. A general analysis concerning the timing of parallel sampling systems
is given in [188]. Nonidealities in double-sampled SC filters have been investigated
in [189]; however, not all the results are directly applicable to double-sampled S/H
circuits. Thus, in the following sections the nonidealities of double-sampled circuits
are analyzed, taking an approach better suited to S/H circuits and ADCs.
9.2.1 Memory effect
Due to the finite gain of the opamp a fraction of the previous sample remains stored in
the parasitic capacitance in the input of the amplifier [96, 186]. Using the z-transform
the voltage gain of the circuit in Figure 9.3 can be written as
VOUT
VIN
=
1
1+ 1A
(
CS+Cin+Cp1
CS
)
− CinACS z−1
, (9.1)
where A is the DC gain of the opamp, CS the sampling capacitor, Cin the opamp input
capacitance, and Cp1 the parasitic capacitance at node n1. The equation differs from
the one for the conventional circuit (shown in Figure 3.9) in that it has an extra term,
proportional to z−1, in the denominator. The equation shows that double-sampling,
together with the finite opamp gain and the parasitic capacitances, adds a low-pass
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Figure 9.4 Time domain representation of a double-sampled signal in the presence of channel
offset.
filtering effect. In the worst case (at the Nyquist frequency) the additional error is
equal to the error caused by the opamp input capacitance in a conventional circuit.
9.2.2 Offset
A static DC offset between the two signal paths can be considered as a constant value
added to every other sample. In the time domain this can be written as
y(t) =
∞
∑
n=−∞
x(t) ·δ(t−nT )+
∞
∑
n=−∞
ε ·δ(t−n2T −T ), (9.2)
where ε is the magnitude of the offset and δ(t) the Dirac’s delta function. The time
domain signal is illustrated in Figure 9.4.
The frequency domain representation can be obtained with the Fourier transform,
which results in
Y ( f ) =
∞
∑
n=−∞
X( f ) ·δ( f − n
T
)−
∞
∑
n=−∞
(−1)nε ·δ( f − n
2T
). (9.3)
The equivalent magnitude spectrum is shown in Figure 9.5, where fS = 1/T is the
clock frequency of the whole system, i.e. it is twice the clock frequency of the indi-
vidual sampling circuits. The result obtained indicates that the offset between the two
parallel signal paths results in tones at multiples of fS/2.
In practice, large channel offset is not likely to occur in double-sampled circuits,
since the opamp, which is the main source of offset, is common for both the signal
paths.
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Figure 9.5 Frequency domain representation of a double-sampled signal in the presence of
channel offset.
9.2.3 Gain Error
If there is a gain mismatch between the parallel circuits, the sample sequences they
produce have different amplitudes. In the time domain this can be written as
y(t) = 1 ·
∞
∑
n=−∞
x(t) ·δ(t−n2T )
+(1−α) ·
∞
∑
n=−∞
x(t) ·δ(t−n2T −T ) (9.4)
=
∞
∑
n=−∞
x(t) ·δ(t−nT )
·
(
∞
∑
n=−∞
δ(t−nT )−α ·
∞
∑
n=−∞
δ(t−n2T −T )
)
, (9.5)
where α is the normalized gain mismatch. Figure 9.6 shows that the gain mismatch in
the time domain is equivalent to multiplying the ideal sample sequence by a sequence
of two alternating constant impulses.
In the frequency domain the multiplication corresponds to the convolution and
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Figure 9.6 Time domain presentation of a double-sampled signal in the presence of gain mis-
match.
thus the Fourier transform gives
Y ( f ) =
∞
∑
n=−∞
X( f − n
T
)−α ·
∞
∑
n=−∞
(−1)n ·X( f − n
2T
). (9.6)
This is illustrated in Figure 9.7, which reveals that the consequence of gain mismatch
is parasitic sidebands around the multiples of fS/2. If the signal bandwidth exceeds
fS/4 the sidebands alias to the signal band, degrading the signal-to-noise ratio. Even
if the spectra do not overlap, filtering is needed to remove the sidebands.
Gain mismatch originating from capacitor mismatch is a severe problem in some
double-sampled circuits. For example, in ∆Σ-modulators the mismatch down converts
the shaped noise energy around fS/2 to the baseband [185]. However, in the S/H
circuit shown in Figure 9.3 the gain is always one and independent of capacitor ratios,
and thus gain mismatch is not a problem.
9.2.4 Timing Skew
There can be a constant timing skew in the clock signals of the two parallel circuits.
This is illustrated in Figures 9.8 (a) and (b), where the sample sequences taken by
each circuit are shown. The sequence y′2(t) has a constant timing error ∆T , and thus
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Figure 9.7 Frequency domain representation of a double-sampled signal in the presence of
gain mismatch.
the sequences can be written
y′1(t) =
∞
∑
n=−∞
x(t) ·δ(t−n2T ) (9.7)
=
1
2T
∞
∑
n=−∞
x(t) · e jn2pit2T (9.8)
y′2(t) =
∞
∑
n=−∞
x(t) ·δ(t−n2T −T −∆T ) (9.9)
=
1
2T
∞
∑
n=−∞
x(t) · e jn2pi(t−T−∆T )2T . (9.10)
The output of the circuit y′(t) is the sum of y′1 and y′2. In practical circuits it is held
between the samples. If the subsequent signal processing is done in the discrete time
domain, the held y′(t) is resampled, resulting in a sequence of uniformly spaced sam-
ples, shown in Figure 9.8 (d). This sequence can be written as
y(t) =
∞
∑
n=−∞
x(t) ·δ(t−2nT )
+
∞
∑
n=−∞
x(t +∆T ) ·δ(t−2nT −T ) (9.11)
9.2 Nonidealities 128
x(0) x(2T) x(4T) x(6T)
T
0 2T
3T
4T
5T
6T
7T0 2T  4T 6T
t
t
t
t
T 3T 5T 7T0 2T 4T 6T
T 5T 7T
x(6T)x(4T)x(2T)x(0)
x(6T)x(4T)x(2T)x(0)
(a)
(b)
(c)
(d)
3T
y 1’(t)
y 2’(t)
y’(t)
y(t)
x(T+∆T) x(3T+∆T) x(5T+∆T) x(7T+∆T)
x(T+∆T) x(3T+∆T) x(5T+∆T) x(7T+∆T)
x(T+ ∆T) x(3T+ ∆T) x(5T+ ∆T) x(7T+ ∆T)
Figure 9.8 Time domain representation of a double-sampled signal in the presence of timing
skew.
=
1
2T
∞
∑
n=−∞
x(t) · e jn2pit
2T
+
1
2T
∞
∑
n=−∞
x(t +∆T ) · e jn2pi(t−T )
2T
. (9.12)
The resampling thus corrects the sample misalignment but retains the incorrect sample
values.
The frequency domain representation for the first sample sequence y1(t) = y′1(t)
(the sequence without the prime denotes the signal after the resampling) is
Y1( f ) = 12T
∞
∑
n=−∞
X( f − n
2T
) (9.13)
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Figure 9.9 Frequency domain representation of a double-sampled signal in the presence of
timing skew.
and for the second resampled signal
Y2( f ) = F
{
1
2T
∞
∑
n=−∞
x(t +∆T ) · e jn2pi(t+∆T )2T · e− jn2pi(T+∆T )2T
}
. (9.14)
Using the time shift theorem, the Fourier transform in (9.14) yields
Y2( f ) = 12T
∞
∑
n=−∞
X( f − n
2T
) · e j2pi f ∆T · e− jn2pi(T+∆T )2T . (9.15)
The output signal is the sum of Y1 and Y2; thus,
Y ( f ) = 1
2T
∞
∑
n=−∞
X( f − n
2T
) ·
[
1+ e− jnpi · e j2pi∆T ( f−n/2T )
]
. (9.16)
These equations can be understood with the help of Figure 9.9. There, the mag-
nitude and the phase of the signal spectra are represented in three dimensions—the
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phase in the polar coordinates and the frequency axis in perpendicular to the phase
plane. To make drawing easier, the base band signal spectra are represented as groups
of impulses. The uppermost spectrum is Y1( f ), which is the input signal sampled at the
rate of fS/2, and thus the baseband spectrum repeats at fS/2 intervals. The spectrum
in the middle is Y2( f ) which, again, is the input signal sampled at fS/2. The sampling
moment, however, is ideally shifted by half a clock period compared to y1(y). The
half period time domain shift causes the phase of the spectral images at odd multiples
of fS/2 to be rotated through 180 degrees. The samples, however, do not represent the
input signal values at nT +T/2, but the time ∆T later. This rotates the edges of the
spectral images in the phase plane.
Due to this bending, the sum of these two spectra (the bottom sequence) has some
remnants of the spectral images at odd multiples of fS/2, which would ideally (∆T =
0) be canceled out. If the bandwidth of the input signal is greater than fS/4, these
remains alias in the signal band. The wider the bandwidth, the larger the error signal,
since the phase rotation is proportional to the frequency offset from the center of the
image. Considering the time domain signal, this sounds reasonable, since the input
signal change between the ideal and the actual sampling moment (i.e. the error) gets
larger as the input frequency increases.
When the input is a sinusoidal signal (frequency f ), the error is a tone at the
frequency fS/2− f . When the magnitude of the error image is small compared to
the fundamental, it can be approximated with 20log(|pi∆T f |) dBc, which is obtained
from (9.16) using the small angle approximation.
The sources of the timing error are device mismatches in the clock generation
circuit and uneven clock line capacitances. If the clock signals for the parallel circuits
are generated using both the rising and falling edges of an external half-speed clock,
the deviation of its duty cycle from 50% is seen as the timing error. These errors
can be minimized but not totally eliminated by a careful layout design and by using a
full-speed external clock.
9.3 Skew-Insensitive Circuit
To overcome the timing skew problem a modification, which makes the double-sam-
pled circuits insensitive to the timing errors, has been proposed by the author in [9].
There, the idea is to perform the sampling with a single switch rather than two parallel
switches. In Figure 9.10 the technique is applied in a double-sampled S/H circuit.
The sampling is performed by the switch S0 clocked with the signal φS (Fig-
ure 9.11). The switches S1 and S2 act as a multiplexer, which controls the alternate
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Figure 9.10 Proposed timing skew-insensitive double-sampled S/H circuit.
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Figure 9.11 Timing of the skew-insensitive S/H circuit.
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use of the common sampling switch in the parallel circuits. When the half circuit
with the sampling capacitor CS1 is in tracking mode switches S0, S1, S2, and S3 are
on and switches S5 and S7 off. The sample is taken by applying a short zero pulse
to switch S0, during which switch S1 is turned off, followed by S3 being turned off.
Next, switches S5 and S7 are closed connecting the capacitor CS1 to the feedback loop
around the amplifier.
The time gap between turning off S0 and S1 must be quite short, since the voltage
at the floating node n0 changes along with the input voltage. The voltage change
causes a part of the sampled signal charge to be distributed to the parasitic capacitance
in that node. When switch S1 is turned off the charge in n0 is isolated, distorting
the total sampled charge. In addition to making the timing gap small, minimizing the
parasitic capacitance in n0 also helps to diminish this error source.
Skew removal requires of the sampling pulse that it goes to zero before the mul-
tiplexer switch (S1 or S2) is turned off and that it remains zero until the turn-off has
been completed. The pulse can be longer—even half of the clock period long—but
the acquisition time of the sampling circuit becomes shorter as the pulse length is in-
creased. However, if the circuit can track the input signal in half a clock period, a
full-rate clock with a 50% duty cycle can be used, which simplifies the design of the
clock generator.
This skew removal technique has been tested with the S/H circuit prototype pre-
sented in Section 12.3. Another similar technique has been developed (independently
from the author) by Gustavsson and Tan [190].
Chapter 10
Switched Opamp Technique
As discussed in Section 2.6, the inadequate switch transistor gate overdrive is the
main obstacle to the low-voltage operation of standard SC circuits. In Section 6.4.3 the
bootstrapped switches were investigated as a solution for this overdrive problem. Their
biggest disadvantage is the fact that even the simplest switch circuits may have more
than ten transistors, which increases the area and complexity of a SC circuit, which
contains dozens of such switches. The idea in the switched opamp (SO) technique
is not to modify the switch but the circuit itself, so that the switches always have the
maximum possible overdrive, which is VDD−VT .
10.1 Operation Principle
Let us look at the integrator implemented in the standard SC technique, shown in
Figure 10.1. There, two types of switches can be identified: series switches (S1 and
S5), which pass signals, the level of which varies over the whole voltage range, and
shunt switches (all the rest), whose other terminal is connected to the analog ground
potential. The switch S4, although a series switch in a sense, falls into the latter
category, since it operates against the virtual ground.
It is always possible to select a ground voltage equal to VSS (or VDD), which pro-
vides the maximum possible voltage overdrive for nMOS (or pMOS) switches. Sim-
ilarly, the level of the virtual ground can be set freely, but it affects, of course, the
design of the opamp input stage. The series switches are connected to the opamp
output, where the signal common mode level is set to VDD/2 to maximize the sig-
nal range. Consequently, the overdrive voltage, regardless of the switch type, is only
VDD/2−VT in the worst case.
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Figure 10.1 Switched capacitor integrator.
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Figure 10.2 Switched opamp integrator.
The main idea in the switched opamp technique is to eliminate these series switches.
The function of this type of switch, e.g. S5 in Figure 10.1, is to disconnect the opamp
from the next stage sampling capacitor CS2 in phase φ, when the capacitor’s left termi-
nal is shorted to the ground. If the opamp was not disconnected, there would be a race
between it and switch S6. In an SO circuit this condition is avoided by turning the
opamp output into a high impedance state during phase φ. Thus, like a tri-state logic
circuit, the opamp does not resist the pulling of its output to the ground and so there is
no need for a series switch. The SO implementation of the integrator, where the series
switches are eliminated and the opamp made switchable, is shown in Figure 10.2.
The SO technique was first introduced in [191] and [36] and further developed
in [192] by making the circuit fully differential and separating the input and output
common mode levels. Reported SO circuits include filters [36, 193], ∆Σ modulators
[194, 195], and the author’s two pipelined ADCs [8, 2].
The rest of this chapter covers the implementation issues and the design of a
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Figure 10.3 DC voltage correction with an extra capacitor CDC.
switchable opamp. Interfacing the SO circuit to the outside world is discussed as
well.
10.2 Compensating Common Mode Voltage Step
In SO circuits the signal DC level, or common mode level in fully differential circuits,
is not the same in the two clock phases. The consequences of this and a method to
avoid them are studied next.
Let us first ignore the capacitor CDC in the SC amplifier of Figure 10.3 and assume
that the signal AC voltage is zero. In the sampling phase (φ = 1) VIN is VDD/2, VOUT
is 0 V, and node n1 is shorted to VDD. In the amplification phase (φ = 0) the situation
in the input and the output is reversed; now VIN = 0 and VOUT = VDD/2. When the
capacitors CS and CF are equal, node n1 stays in balance, like the middle of a teeter
board.
Usually, the capacitors are not equal, which results in an error, which is seen as
an offset in single-ended circuits and a change in opamp input CM level in fully dif-
ferential circuits. In [192] an extra switched capacitor (capacitor CDC in the figure),
which injects a constant correction charge into the node n1 every clock cycle, was pro-
posed to overcome the problem. Setting the capacitor value to (CS−CF)/2 (assuming
CS >CF ) balances the voltage. In an integrator, the feedback capacitor is not reset and
as a result the required CDC is CS/2.
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10.3 Preventing Charge Leakage from Virtual Ground
The pn junctions at the drain and source of a MOS switch transistor form reverse-
biased diodes to the transistor bulk, which is normally connected to VSS in nMOS
transistors and to VDD in pMOS devices. If the signal voltage exceeds VDD in a node
where a pMOS switch is connected, the diode becomes forward biased and may leak
some of the charge stored in that node. A similar situation occurs with an nMOS
device when the voltage goes below VSS. Typically, a momentary forward bias of less
than 500 mV is not harmful with silicon diodes.
A node where the voltage may peak beyond the allowed limits and where the
charge conservation is of the utmost importance, is the virtual ground in the opamp
input. The situation in an SO amplifier which has the virtual ground (n1) set to VDD
is illustrated in Figure 10.4. The junction diode of the pMOS switch S2 is shown
between node n1 and VDD.
In Figure 10.5 (a) the voltages in the input, the output, and the virtual ground
are shown. The dotted curves represent the response for the minimum and maximum
input signal voltages. The curves shown are for a circuit where CS and CF are equal.
The switches and the opamp output stage are operated simultaneously. Consequently,
due to the opamp’s finite bandwidth, slew-rate, and the speed of the common mode
feedback, the output voltage changes more slowly than the input voltage. As a result,
the voltage at node n1 peaks safely downward. Charge injection from the switch S2
causes upward peaking at the very beginning of the transient.
When the capacitor CDC is present, it pushes the virtual ground in the opposite
direction as CS. The integrator is an extreme case, where the effect of CDC on the DC
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(VV G) during a transient.
voltage is maximal. Assuming that the switched capacitors have equal time constants,
the signal voltage may raise the virtual ground well above VDD before the opamp re-
sponds and nullifies the voltage difference between its input terminals. The situation
can be somewhat alleviated by ensuring that the voltage step caused by CDC comes
later than the one caused by CS, either by making its time constant larger (by control-
ling switch on-resistance) or delaying the clock phase controlling the switching [193].
It has to be noted, however, that in very low-voltage circuits the signal voltages are
also small, not easily causing spikes in excess the permissible ∼500 mV.
In an SO amplifier it is possible to set the output reset level and the virtual ground
at the same potential (both to VDD or VSS). In an integrator forward biasing the diodes
at opamp input during the sampling phase is not easily avoidable (it can, however, be
done with yet another set of switched capacitors [196]), and thus the levels are nor-
mally different [195]. Figure 10.5 (b) shows again the voltages in the input, the output,
and the virtual ground in an SO amplifier. Now charge leakage is a more serious risk,
since the input step pushes the virtual ground in a hazardous direction. Delaying the
switching of the input capacitors compared to CDC and the opamp makes this config-
uration also usable as shown with dotted curves in the figure.
10.4 Speed
Achieving clock rates with SO circuits as high as with traditional SC circuits is not
possible. There are several reasons for this, the most important of which is the finite
opamp recovery time from the off-state. In addition, the limitation that the capacitors
are permanently connected to the output of an opamp and the added extra capacitors
lead, in many cases, to circuit topologies with a lower feedback factor than in SC
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realizations.
Opamp recovery time depends on the settling of the internal nodes and charging
the voltage step of VDD/2 to the output capacitance. The internal settling can be
improved by switching only the opamp output stage, disconnecting the compensation
capacitors during the off-phase, and performing the switching with series switches
between a current source transistor source and the power supply rather than a shunt
switch at the current source transistor gate. In a differential SO circuit, switching of
the opamp causes VDD/2 common mode voltage step at the output. To minimize the
recovery time the common mode feedback circuit has to be fast and the opamp slew
rate toward the mid-supply level has to be high.
The penalty imposed by permanently-connected capacitors can be clearly seen
when an SO MDAC is compared to its SC counterpart. Figure 10.6 shows the SC
circuit typically employed in pipelined ADCs using the 1.5 bits/stage architecture.
The input voltage is sampled in two equally-sized capacitors. In the hold phase one
capacitor is used as a feedback capacitor while the other is connected to a reference
voltage.
The SO implementation of the same circuit [2] is shown in Figure 10.7. Since the
sampling capacitor cannot be disconnected from the previous stage, a separate feed-
back capacitor and capacitors for D/A conversion (subtracting the reference voltage)
are needed.
The settling speed of the circuit is determined, besides by opamp bandwidth, also
by the feedback factor of the circuit, which is given by the ratio of the feedback capac-
itor to the total capacitance. In the traditional circuit it is 1/2, while the larger number
of capacitors in the SO circuit lowers it to 1/4. Expanding the analysis to a general
MDAC, suitable for a k-bit pipeline stage, whose gain is G (= 2k), yields a feedback
factor of 1/G for the SC circuit and 1/(3G/2+1) for the SO one.
One additional speed penalty of the SO technique is the lack of double-sampling
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Figure 10.7 SO MDAC for a 1.5-b pipeline stage.
capability. Providing a valid output signal in both clock phases can, however, be
accomplished by adding to the opamp a second parallel output stage, as the example,
reported in [197], with a pseudo-2-path filter shows.
10.5 Power Supply Rejection and Noise
How switching the capacitors to VDD and VSS affects the power supply rejection ratio
is an unavoidable question with SO circuits. It should be noted that in principle the
voltages where the capacitors are connected need only to be at the same level as the
supply voltages; no direct on-chip connection is required.
If the virtual ground level and the output reset level are equal (both VDD or VSS),
this voltage level can be considered as a signal ground, against which all the signals
are referred. For signal capacitors the situation is not different from that in traditional
SC circuits. The extra capacitor CDC, in contrast, is connected to the opposite supply
rail, and the differential noise between the rails is coupled to the signal voltage, only
attenuated by the capacitor ratio, which is typically of the order of 6 dB [193].
Alternatively, if the virtual ground level, which is also the level of the sampling
ground, and the output reset level are opposites (one VSS and the other VDD, or vice
versa), the situation is worse. Now the signal is sampled a against different voltage
than the one against which the signal is referred in hold mode. As a result, the dif-
ferential noise between these levels is directly summed to the signal voltage, i.e. the
rejection is 0 dB.
Making the circuit fully differential ideally blocks all the noise that has been dis-
cussed. The rejection ratio is, of course, finite because of capacitor mismatch, but
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should typically be at least 50 dB. Thus, even if the reference levels are the analog
VDD and VSS, noise coupling through other routes is likely to dominate. In practice, all
but the very first reported SO circuits have been fully differential implementations.
The extra switched capacitor CDC adds its contribution to the thermal noise [195].
When its value is CS/2, the increase in noise level is 1.8 dB, which can be compensated
for by increasing the sampling capacitor by 50%.
10.6 Switchable Opamps
The switchable opamp is not essentially different from a conventional low-voltage
opamp. In many cases an opamp can be made switchable simply by adding one or
two transistors. Thus, the most important requirement for the opamp is a low-voltage
capability. From the switch perspective the SO technique requires a supply voltage
which is only VT plus some overdrive. The same is expected from the opamp. A
differential pair can operate with a VT +2Vdsat supply, and hence it complies with the
requirement. The other structures employed in the opamp need to be chosen in such a
way that this limit is not significantly exceeded.
The choice of the common mode potential of the virtual ground and the type of
the opamp input pair are linked; setting the CM level to VDD requires nMOS input
transistors, while setting it to VSS calls for pMOS devices. If low 1/ f noise is required,
a pMOS input pair is preferred, while nMOS devices provide larger gm leading to
wider bandwidth and lower thermal noise. On the other hand, the choice of the input
CM level also determines the type of the switches connected to the virtual ground,
which has an effect on their on-resistance and parasitic capacitances.
The role of the common mode feedback circuit is emphasized in SO circuits for
two reasons. First, the low voltage sets some limitations on applicable circuit struc-
tures and second, the change in output common mode level between the on and off
phases requires high-speed common mode feedback capable of supplying high com-
mon mode slewing currents.
Finally, the opamp, or at least its output stage, has to be switchable. The most
important requirement for the switching method is a fast recovery from the off state.
Next, some opamp circuits from the literature and three new proposals are studied
in more detail.
10.6 Switchable Opamps 141
φ
φ
M1 M2
M3 M4
M5
M6
M7
M8
VIN+VIN-
VOUT
CcIB
Figure 10.8 Steyaert’s switchable opamp [36].
10.6.1 Circuits from the Literature
10.6.1.1 Steyaert’s Switchable Opamp
The opamp in the original paper [36] by Steyaert and Crols is derived from the classic
Miller topology and shown in Figure 10.8. The switching is implemented with two
switches, one shunting the gates of pMOS current source transistors to VDD and the
other cutting off the current path between the output stage transistor M7 and VSS. The
circuit is single-ended and hence rather a proof of concept than a practical building
block. Nevertheless, besides the biquad in the original paper, a ∆Σ modulator utilizing
the opamp has been reported in [194]. The most prominent shortcoming of this circuit
is the long recovery time resulting from the need to charge and discharge the gate
capacitances of M5, M6, and M8 every clock cycle with a constant bias current IB.
The circuit has a minimum supply voltage of VT +3Vdsat and it does not allow for the
setting of the input CM level to VSS.
10.6.1.2 Fully Differential Switchable Opamp
The fully differential opamp [198, 193] shown in Figure 10.9 improves the previous
circuit in various ways. To begin with, the minimum supply voltage has been squeezed
to VT +2Vdsat by folding the first stage, which also allows for the setting of the input
CM voltage to VSS.
The recovery time has been improved by minimizing the effect of switching to the
opamp internal nodes. Thus, the first stage is not switched at all and the output stage
is only disconnected from the VSS rail, since there is no need to disconnect it from VDD
to which the output is shorted anyway. The switching is done by cutting off the output
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Figure 10.10 Common mode feedback circuit for the opamp shown in Figure 10.9.
transistor current with a series switch, which leads to faster recovery than shorting the
transistor gate to VDD, because the first stage output is not disturbed and the voltage
change over the gate-source capacitance is smaller. The compensation capacitors are
disconnected during the off-phase to avoid discharging them.
A fully differential opamp needs a common mode feedback circuit. In a two-
stage opamp the common mode voltages at the outputs of both the stages need to
be controlled. This is most often accomplished by enclosing both stages in a single
control loop, as also done in this opamp. The CMFB signal is applied to the first
stage via the gate node of nMOS current source transistors M3 and M4. For the
common mode signal the opamp has two cascaded inverting stages, and thus a negative
feedback requires one extra inversion in the feedback path.
Since a series switch cannot be put in the output of the opamp, the traditional SC
common mode feedback circuit [179] cannot be directly utilized in SO circuits. The
circuit shown in Figure 10.10 performs the common mode sensing with a capacitive
divider consisting of capacitors CP and CM, which are permanently connected to the
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Figure 10.11 Class AB switchable opamp [199].
opamp outputs. The common mode voltage step is offset with the capacitor CDC. As
a result, node n1 is nominally equal to VSS in both clock phases. The signal inversion
and the generation of proper output DC level are performed by the feedback amplifier,
consisting of a capacitor CF and a single-ended opamp A1. (The circuit is actually
an SC integrator, but here its transfer function is merely of interest in the continuous
time domain, hence the term amplifier.) The circuit can be used without problems in
low voltage applications, since all the switches are operated against VSS or VDD and
the virtual ground is set to VSS. It is, however, difficult to achieve simultaneously fast
and stable CMFB because of the extra inverting stage in the feedback loop.
10.6.1.3 Class AB Switchable Opamp
A switchable opamp (Figure 10.11) based on class AB operation was proposed in
[199] and later utilized in a ∆Σ modulator [195]. The fully differential circuit can
operate with a VT + 2Vdsat supply and the class AB structure provides a moderate
DC gain and high output driving capability. The common mode feedback is realized
with a structure similar to the one in Figure 10.10, except that the SC amplifier is
replaced with a simple open loop transconductor. The feedback signal is applied to
nodes n1 and n2 in the form of two equal currents. Due to the single gain stage opamp
architecture and the simplifications in the CMFB circuit, the resulting common mode
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Figure 10.12 Fully differential switchable opamp based on the Miller topology.
settling can be made substantially faster than in the previous circuit. The switching
is realized with series switches between the opamp local supply rails and the chips
global supply rails.
The main disadvantage of the opamp is the fact that the circuit has practically
only one gain stage, which, together with the large number of transistors, makes it
noisy and sensitive to offset voltages. In addition, the low voltage current mirrors M5
and M6 restrict the minimum input common mode voltage 2VT −Vdsat below VDD.
Consequently, there is a rather low maximum allowed supply voltage, which can be a
limitation in applications requiring the capability of operating in a wide supply voltage
rage.
10.6.2 Proposed Opamps
10.6.2.1 Opamp1
The first proposed switchable opamp has been developed for a pipelined ADC [8].
The circuit, shown in Figure 10.12, is based on a fully differential Miller opamp. To
maximize the bandwidth and to minimize the needed supply voltage, the signal to the
output stage is connected via the nMOS side. As a result the allowed supply voltage
is in the range from VT +2Vdsat to 2VT +Vdsat .
Only the output stage is switched. To prevent degeneration of the differential gain,
the source nodes of M6 and M7 are actually connected together above the switches,
although this is not shown in the schematic.
Figure 10.13 shows the common mode feedback circuit, which is based on the one
shown in Figure 10.10. The signal inversion, however, is realized differently—here
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with an open loop buffer instead of an opamp-based feedback circuit.
The main advantages of this opamp are its wide bandwidth, rather low thermal
noise, and simplicity. On the other hand, the circuit suffers from a slow common
mode slew rate, which is partly a consequence of the compensation capacitors not
being disconnected during the off-phase. The capacitors cannot be disconnected, since
their input stage side terminal is at a potential of VT +Vdsat , which does not permit the
realization of a well-conducting switch. As a result, when entering the on-phase, the
common mode feedback, already not particularly fast, has to load the capacitors back
to the nominal CM voltage, which slows it down considerably. Another drawback
of this architecture is the limitation of the maximum supply voltage, which may be
important in some applications.
10.6.2.2 Opamp2
The main problem with switchable opamps seems to be the recovery speed from the
off state. In the next proposed opamp [6] the problem is tackled by increasing the
bandwidth of the CMFB loop and by enhancing the common mode slew rate from the
reset level toward the mid-supply level.
The opamp architecture, shown in Figure 10.14, is basically the same two-stage
structure with a folded first stage as in Figure 10.9. The main difference is in the
design of the common mode feedback circuit, where the main goal has been to get rid
of the CMFB loop enclosing both the opamp stages, plus an extra inverter stage. This
can be accomplished by having a separate CMFB loop for each stage. The first stage
loop, however, is difficult to implement, and making the two loops settle nicely at the
same time can be tricky. Thus, the implementation is based on a different idea, which
is to totally eliminate the need for CMFB in the first stage and realize the second stage
CMFB with a simple passive SC circuit, yielding a fast and stable single pole CM
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settling behavior.
The first stage is loaded, instead of simple current sources, with a structure com-
monly utilized in comparator preamplifiers [200]. It consists of the four pMOS transis-
tors M8–M11, two of which (M10 and M11) are connected as diodes, while the other
two are in parallel with them and have their gates cross-coupled to the complementary
signal branch. Considering first a common mode signal, there is no difference be-
tween nodes n3 and n4, so they can be considered as shorted together. Consequently,
the impedance seen from either of the nodes is approximately the parallel combina-
tion of the two transconductances, these being 1/(gm8 + gm10) for node n3. This is
a low impedance, which yields a stable enough common mode voltage without any
feedback!
When a differential signal is applied, the transconductance of the cross-coupled
device appears with a negative sign and the equation, where the gds terms can no
longer be neglected, becomes
r3 =
1
gm10−gm8 +gds10 +gds8 . (10.1)
Making the devices M8 and M10 identical and assuming perfect matching, the gm
terms in the equation cancel each other out, resulting in a high differential impedance,
which is needed to achieve a high DC gain.
The potential problem in this type of load is the possibility that, for some reason,
the impedance will become negative, making the opamp unstable. Mismatch between
M8 and M10 is obviously one such reason, which is typically, however, small enough
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when the layout is drawn with care. Another, probably more serious threat is the dy-
namic mismatch, which is due to the fact that the gm cancellation works only in small
signal conditions. When the opamp is slewing, there can be a significant difference
in the gm’s, which makes the impedance in one branch momentarily negative, causing
oscillations in settling, which makes it considerably longer. Thus, when a high dif-
ferential slew rate is required, this opamp is probably not the best choice. Methods
for alleviating the potential problems include sizing the cross-coupled devices slightly
smaller than the diode devices or using source degeneration. The slewing behavior
can be improved by increasing the bias current.
For fast recovery, it is desirable that during the off-phase the fist stage output does
not saturate in the presence of input offset, which is avoided by shorting nodes n1 and
n2.
The common mode slew rate has to be high only in one direction, from VDD to
the mid-supply level in this circuit. The slew rate is maximized by having an active
pull-down, realized with M12 and M13 and the CMFB, instead of a pull-down with a
constant current.
Disconnecting the compensation capacitors in the off-phase serves two purposes.
It enhances the common mode slew rate, since when connected back again the capac-
itors pull the nodes n1 and n2 up at the beginning of the settling. This works in the
same direction as the common mode feedback and has a boosting effect on it. Fur-
thermore, if the consecutive output signal values do not differ much, preserving the
charge in the capacitors also reduces the differential settling time.
The CMFB circuit is shown in Figure 10.15. The sensing circuit, consisting of the
capacitors CP, CM, CDC, and the attached switches, is again similar to the one in
Figure 10.10. Here signal inversion is not needed, only level shifting to a proper level,
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which is realized with the capacitor CLS. The capacitor is precharged to the bias
voltage VB, which is generated with a bias current and a scaled-down replica of the
opamp output current source. The voltage VB is approximately equal to VT,n +Vdsat ,
which is a high enough potential for a pMOS switch. The switch, however, has a
rather high on-resistance as a result of the minimal overdrive, but it is not a problem,
since, once reached, the purpose of the switch is only to maintain a constant precharge
level in CLS.
What makes the realization of the CMFB more complicated than it first looks
is the fact that, due to the parasitic capacitances in the opamp output stage devices
M12 and M13, setting the output CM level correctly is not straightforward. This is
illustrated in Figure 10.16, where the voltages at the transistor terminals in both clock
phases are shown. The voltage change disturbs the common mode feedback because
of feedthrough via the parasitic gate-source and gate-drain capacitances, resulting in
too high an output common mode level. The problem is reduced to a tolerable level
by making the capacitors CP and CM large in comparison to the parasitics. Other
possibilities include isolating the transistor gate in the off-phase with an additional
series switch, using a dummy structure to compensate for the feedthrough, or buffering
the CMFB signal with a continuous time buffer such as the one employed in opamp1.
The proposed circuit has since been used in a switched opamp ∆Σ modulator by
Sauerbrey and Thewes [201], and a modified version of the circuit, where the cross-
coupled load is in nMOS side and the output stage uses nMOS gain devices, in another
low voltage ∆Σ modulator by Dessouky and Kaiser [145].
10.6.2.3 Opamp3
The third switchable opamp [2] is targeted to a pipelined ADC, where wide bandwidth,
high slew rate, and relatively large DC gain are essential. In contrast, because of the
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small feedback factor in SO MDACs, the phase margin requirement is not critical.
Consequently, nMOS gain devices are utilized in both stages, yielding the architecture
shown in Figure 10.17, which is practically an nMOS version of the opamp2 with a
conventional current source load. The minimum supply voltage is again VT +3Vdsat .
The achievable DC gain is larger than in the previous two opamps utilizing a cas-
code first stage, since here the transconductance in both the stages is realized with
nMOS devices. In addition, the extra Vdsat in the supply voltage, compared to the
opamp shown in Figure 10.9, is over the transistors M8 and M9—just where it is most
critically needed to improve first stage output impedance.
As discussed in Section 7.3.2.1, the combination of pMOS cascode devices and
nMOS transconductances in the output stage is bad from the point of view of fast
settling. When not aiming at unity gain stability, the situation is, however, manage-
able. Although the criterion (7.7) is not totally met, no peaking is observed, which is
probably due to the stabilizing effect of the intrinsic Miller capacitance, formed by the
gate-drain capacitances of devices M14 and M15.
The main reason for returning to a normal current source load is the requirement
for a high differential slew rate, which is not easily obtained with opamp2 for the
reasons given.
If the compensation capacitors were disconnected in the off-phase, the signal value
from the previous clock period would remain on them. Since, in a pipeline ADC, volt-
age changes in opamp output can be from the smallest negative to the largest positive,
this memory effect would increase the settling time in the worst cases. Thus, the ca-
pacitors are not disconnected, which also improves the phase response, since without
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the switches there is no series resistance with the capacitors. The disadvantage of not
disconnecting the capacitors, as in opamp1, is the increased demand for downward
common mode slewing current in the opamp first stage.
The novel features of this circuit are again in the common mode feedback. The
feedback signal is applied in the first stage, but for maximum speed and stability the
number of extra nodes in the CMFB loop is minimized. Because of the need for
signal inversion the sensed CM signal cannot be directly connected to the gate of
any transistors in the first stage. Thus, the extra pMOS devices M10 and M11 are
added to the cascode nodes and their currents are controlled with the CMFB signal.
Alternatively, the same can be achieved with a single nMOS device connected to the
node n0, as shown in Figure 10.18. The latter offers easier CM biasing (CMFB node
biased nominally to VDD) and less noise, but offers only limited slewing current for
charging the compensation capacitors in contrast to the solution employed, which
sinks a large downward current from the cascode nodes.
The common mode sensing is realized with the same structure as earlier (Fig-
ure 10.19); now, however, nothing else is needed. The capacitors are reset, instead of
VSS, against voltage VC which is equal to the bias voltage for the cascode devices in
the opamp. The voltage is low enough for the proper operation of an nMOS switch.
Returning the output common mode level to VDD/2 from the reset voltage is a
task to be performed every clock cycle. Since it is deterministic in nature, realizing it
does not need to be totally based on feedback. Thus, the output stage current sources
are dynamically biased with the structure shown in Figure 10.20. It uses a switched
capacitor to push the gate bias downward at the beginning of the on-phase. This
introduces a current pulse to the output stage, facilitating the task of the common
mode feedback circuit. The size of the switched capacitor and the current IB can be
used to adjust the magnitude and the duration of the current pulse.
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Table 10.1 Switchable opamps compared.
Baschirotto Peluso Opamp1 Opamp2 Opamp3
min supply VT +2Vdsat VT +2Vdsat VT +2Vdsat VT +3Vdsat VT +3Vdsat
max supply not limited* 2VT +Vdsat 2VT +Vdsat not limited not limited
GBW − + + − +
phase margin + + + + −
DC gain + − − + ++
thermal noise − −− + − −
slew rate + ++ + − +
CMFB −− + − ++ ++
* requires changing the cascode biasing from that presented, adding one Vdsat to the
minimum supply.
10.6.3 Switchable Opamps: Comparison
Table 10.1 shows a comparison of the presented switchable opamp topologies. It
should be noted that in most cases the GBW can be traded with the phase margin
by using the complementary topology (all nMOS devices changed to pMOS and vice
versa). What can be seen is the fact that all the topologies have their strengths and
weaknesses, making the choice of the opamp architecture application specific.
10.7 Input Interfaces for SO Circuits
Switching the opamp is a way to get rid of the series switches connected to the opamp
output. Typically, however, there are also series switches in the circuit input, which
are not eliminated by the technique.
In Steyaert’s and Crols’ SO circuit [36], which was a low pass biquad, two ap-
proaches were tested. The first one was a switch controlled with a voltage higher than
the supply, which is, however, not a true low-voltage technique. The same, using a
long-term-reliable bootstrapped switch, has later been proposed in [136]. The second
solution was to implement the first resistor, normally realized with a switched capac-
itor, as a real resistor. This technique can be used in some SO filters, but it is not
applicable to all SO circuits.
Reduced swing input signal in conjunction with a series switch was used in the
∆Σ modulators presented in [194] and [195]. This is not a true low-voltage technique
either, since when the supply voltage is reduced to a level where all switches are still
operational the available input signal swing is zero.
Bandpass circuits often have a non-switched capacitor in their input, and thus they
can be implemented in the SO technique without problems [193, 202].
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10.7.1 Active Input Structures
In Nyquist rate A/D converters DC decoupling is out of the question and reduced
signal range is unacceptable because of thermal noise and increased accuracy require-
ments for the comparators. At the time when the first SO pipeline ADC (Section 12.7)
[8] was designed, no suitable solutions for the input circuitry existed.
The structure employed, shown in Figure 10.21, is based on a continuous time
feedback amplifier. It makes possible the moving of the series switch from the circuit
input to the virtual ground created by the opamp, making low-voltage operation possi-
ble. Recently, similar techniques for bringing the opamp input near supply rails have
been investigated in conjunction with continuous time low-voltage circuits [203, 204].
The opamp is switchable, looking like just another switchable opamp to the fol-
lowing circuitry. In the on-state the DC voltage level at the amplifier output is VDD/2
and the node n0 is near the ground level. Biasing the virtual ground to a level different
from the output level is accomplished with a level-shifter (voltage source VOS) and
the extra resistor R3. Instead of the resistor, a current source can be used, which avoids
the degrading of the opamp gain but does not permit the biasing of n0 as low as the
resistor and makes the biasing less robust. Furthermore, the current source adds more
parasitic capacitance than the resistor.
The lower the voltage at n0, the better the switches conduct. In contrast, low n0
requires small R3, which degrades the effective gain of the opamp, as seen from the
transfer function, which is given by
VOUT
VIN
=−R2
R1
· 1
1+ 1A
(
1+ R2R1 +
R2
R3
) . (10.2)
The circuit is intended to allow signal frequencies in the megahertz range. Thus,
the bandwidth of the opamp is more important than the DC gain. Consequently, the
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opamp is a simple inverter, shown in Figure 10.22. It operates in class AB, which is
achieved via dynamic biasing, realized with switched capacitors, which also form the
offset voltage source (VOS in Figure 10.21). The capacitors C1 and C2 are refreshed
during the off-phase by connecting their right terminals to the gate bias voltages of the
transistors. The bias voltage on resistor R3, which is also the second bias voltage for
the capacitors, is produced with a switchable current source IB.
The main drawback of this input structure is its limited linearity, which is due to
inadequate opamp gain at the signal frequency and the signal dependent on-resistances
of the series switches, which are not negligible compared to the resistor values.
While the ADC prototype was still in the process of fabrication, a similar type of
input structure was proposed by Baschirotto et al. in [205]. The circuit is shown in
Figure 10.23. It is targeted on lower signal frequencies, allowing larger resistor values,
which makes it possible to leave out the series switches and simply ground node n0 in
the off-phase without a fear of input signal feedthrough. As a result, n0 can be biased
to VDD/2 and no extra resistor or current source is needed. The opamp utilized is a
two-stage structure providing good low frequency linearity. This circuit also suffers
from limited amplifier bandwidth, which degrades the high frequency linearity.
Input structures utilizing a transimpedance amplifier instead of an opamp have
recently been studied in [206]. These circuits have potential for somewhat larger
bandwidths than opamp-based circuits.
The author also initially started looking for partially current mode input structures
[207], but rejected the approach in favor of a totally passive circuit.
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10.7.2 Passive Input Interface
The input structures presented are based on the utilization of an active circuit block,
typically an opamp, whose finite bandwidth limits their linearity at high signal fre-
quencies. Hence, in high frequency applications a circuit without an opamp would be
attractive. Such a circuit was developed for the second ADC prototype (Section 12.8)
[2]. It is based on the idea that a DC decoupled signal can be brought into SO circuits
without problems, and since the opamp input is purely capacitive, DC decoupling
only leads to the loss of signal DC value. Even this can be avoided, if the DC voltage
on the coupling capacitor is known. Controlling the voltage on the capacitor can be
accomplished by resetting it every clock cycle.
A circuit realizing this idea, together with the required clock signals, is shown
in Figure 10.24. The input interface comprises resistor R, coupling capacitor C, and
switch transistors M1-M3. The first SO stage is partially shown on the right of the
input structure. Figure 10.25 shows simulated waveforms obtained with a 1.7-MHz
signal at a 5-MHz clock rate.
The circuit uses three clock phases, the hold phase lasting a half clock period,
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while the reset and the sample phase are each a quarter period long. During the reset
phase (φ = 0, r1=1, r2=1) the voltage on capacitor C is reset with shunt switch M3.
To allow the operation of the n-type reset switch node n1 is shorted to the ground and
node n2 is left floating.
In the sampling phase (φ = 0, r1=0, r2=0) the input voltage is sampled in the series
combination of the coupling capacitor C and the sampling capacitor CS. Making C
large compared to CS results in the majority of the signal appearing across CS. The
remaining attenuation can be compensated for by properly adjusting the ratio of CS
and CF in the first SO stage by setting
CS =C′S ·
C+C2
C−C′S
, (10.3)
where C′S is the nominal value of CS and C2 the parasitic capacitance at node n2. The
remaining gain error resulting from the uncertainty of C2 is small enough for most
applications.
In the hold phase (φ = 1), which is also the on-phase of the switchable opamp,
both nodes n1 and n2 are shorted to the ground and the reset switch is open so as to
improve isolation against input signal feedthrough. To the first switched opamp stage
the input circuitry looks just like another switchable opamp, when being in the off-
state. In this phase the charge sampled in CS is transferred to the feedback capacitor
CF.
The size of resistor R is set by two constraints. First, it should be large in order to
minimize the fractional signal voltage seen at n1, which results from resistive division
between R and M1’s on-resistance and causes signal feedthrough in the hold phase.
For the same reason, M1 and M2 should be wide devices. Their size, however, cannot
be made arbitrarily large, since their nonlinear parasitic capacitances are a source of
harmonic distortion. On the high side the size of R is limited by the sampling time
constant. The size of C is limited by the available area and its bottom plate parasitic
capacitance, as well as the time constant associated with the resetting.
There is one potential problem in the circuit, which can, however, be avoided by
one additional switch; when the capacitor is being reset nodes n1 and n2 are shorted
and as a result an attenuated version of the input signal is seen at node n2: V2R =
VIN ·RON1/(RON1 +R). At the end of the reset phase this voltage is sampled in CS,
introducing an error to the signal voltage, which will be sampled in the next phase.
The error is equal to
V2S =V2R · CS +C2C+CS +C2 . (10.4)
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The effect on the frequency response can be modeled with a two-tap FIR structure. If
the effect is intolerable, which is unlikely, it can easily be almost totally eliminated by
adding a series switch on the opamp side of CS, which enables it to be disconnected
during the reset phase.
The input structure does not significantly increase thermal noise, since the noise
sampled in the sampling phase is the normal kT/CS and the additional noise sampled
in the reset phase is determined by the total capacitance, including the large capacitor
C.
The clock signals with 25% and 75% duty cycles are most easily realized by using
a double rate clock signal, from which all the necessary clocks are generated.
Chapter 11
Other Low Voltage Techniques
and Building Blocks
11.1 Low Voltage SC Technique with Unity-Gain-Reset
Opamps
The main factor which makes switched opamp circuits slower than traditional SC
circuits is the time it takes to wake up the opamp from the off-state. Opamp switching
is needed to make possible the shorting of the output node to ground, which is in turn
needed by the charge transfer occurring in the following stage. The charge transfer,
however, does not require the output reset level to be either of the supply levels; it can
be any constant voltage.
The idea proposed in [208] uses this by connecting the opamp into unity gain
feedback instead of turning it off and shorting the output to ground. Consequently, the
opamp output settles to the virtual ground level in the reset phase. The principle of
this technique is illustrated in Figure 11.1, where two cascaded integrators are shown.
Originally it was proposed to set the reference level VREF equal to VSS, which
permits a supply voltage as low as in the switched opamp technique. This, however,
introduces two problems. First, the switch on the left side of the integration capacitor
C3 is an nMOS transistor, whose junction diode easily becomes forward biased when
the signal voltage on the capacitor pushes the node between the switch and the capac-
itor down in the reset phase. Second, driving the opamp output all the way down to
VSS in the reset phase pushes its output stage transistors out of saturation, resulting in
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Figure 11.2 Floating voltage source in the feedback loop prevents the charge leakage from
integration capacitor.
a recovery time which is not much better than in a well-designed switchable opamp.
In [209] a fully differential circuit was designed using VREF of 500 mV, which
does not permit as low a supply voltage, but removes both the problems mentioned.
Furthermore, letting the output CM level be the same 500 mV also in the integration
phase removes the need for extra DC correcting capacitors.
The original paper [208] proposes adding a floating voltage source in the unity
gain feedback loop so as to prevent the charge leakage without increasing the supply
voltage. The resulting circuit is shown in Figure 11.2. Now the output is reset to VDD
instead of VSS, which pulls the node behind the integration capacitors up when entering
the reset phase, and thus no leakage can occur. The opamp output is still driven out of
saturation, which can be avoided by making the voltage source somewhat smaller than
VDD. The voltage source can easily be realized with a switched capacitor, as shown in
the paper. The same authors have demonstrated the feasibility of the technique via the
design of a ∆Σ modulator reported in [210].
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Different CM levels in the reset and integration phase still require an extra switched
capacitor, just like SO circuits, for adjusting the CM level. Therefore, I propose here
that the voltage source should be VDD/2, which removes the need for the capacitor
while offering maximal voltage swing with minimal supply. The implementation of
a voltage source is, however, not easily done with a switched capacitor, but can be
realized with a resistive level shifter [211].
The non-switched opamp makes the technique potentially faster than the SO one.
However, the capacitors are still permanently connected to the opamp outputs and the
opamp is not available for signal processing during one half of the clock period. Thus,
the technique still features some speed penalties in comparison to SC circuits. Further,
the settling of a single stage involves two opamps, making it potentially longer. The
resetting also requires the opamp to be unity gain stable with a good phase margin,
which is not generally required in SO and SC circuits.
11.2 Current Sources and Mirrors
The traditional current mirror, either a simple topology or a cascoded structure, sinks
the current through a diode-connected transistor. As a result the input voltage is
VT +Vdsat , which does not leave much room for other circuit structures in low voltage
realizations. The low voltage current mirror, shown in Figure 11.3, removes this limi-
tation by using the cascode node as the input for the signal current; only the DC bias
current (I0) is supplied in the traditional way. Thus, the minimum input voltage is now
only Vdsat .
Since the signal current does not flow through the cascode transistor M3, the volt-
age variation at node n2 is very small (Vn1 divided by the gain of M3), i.e. the circuit
has a very low input impedance. This property can be exploited to realize a linear
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voltage-to-current converter by placing a series resistor in the input of the current mir-
ror [212].
Even a lower input, as well as output, voltage can be realized by biasing the tran-
sistors M1 and M2 in the triode region instead of saturation. Then, however, the output
impedance becomes so low that the circuit no longer acts as a current source (or mir-
ror). This can be corrected by adding a feedback loop, which makes the voltage at
node n2 track the output voltage. Two realizations are shown in Figure 11.4. The
one on the left [213] controls the gate voltage of the cascode transistor M3 with a
level shifter constructed with a diode-connected transistor M4, which is matched with
M3. The circuit on the right [214] uses an opamp to form the feedback loop. Another
similar type of circuit is reported in [215].
In the literature [214, 215] the triode region current source has been employed as a
tail current source in opamps. In principle it can be utilized in the output stage as well,
but the local feedback loop has an effect on the opamp frequency response, requiring
at least careful settling analysis and simulations.
11.3 Bandgap References
Like many other analog circuits, ADCs need a reference voltage, which is used for
determining the quantization levels. In experimental prototype circuits the reference
voltage is often supplied externally, while many commercial devices have an on-chip
voltage reference, which is more convenient for the end user. The on-chip reference
is typically realized with a bandgap reference (BGR) circuit, which provides a stable
reference voltage over a wide temperature range.
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11.3.1 Low Voltage BGR Circuits
The operation of bandgap reference is based on the fact that the base-emitter voltage
(VBE ) of a bipolar transistor has a negative temperature coefficient, while in the voltage
difference of two base-emitter junctions (∆VBE ), biased with different current densi-
ties, the temperature dependency is positive. Thus, a properly weighted sum of them
(VBE +K ·∆VBE ) is free of temperature dependency. In traditional BGR circuits the
sum is formed in the voltage domain, resulting in a reference voltage around 1.25 V,
which is clearly an obstacle to low voltage operation.
A lower supply can be used if currents are summed instead of voltages. Then
the required minimum supply voltage is the voltage of a forward-biased base-emitter
junction plus a headroom for a current source. Thus, the circuit can be realized with a
supply voltage around 0.9 V. Such circuits have been reported in [216, 217, 218, 219].
The low voltage BGR proposed in [217] is shown in Figure 11.5. The feedback
loop, consisting of an opamp and a pair of matched controlled current sources, forces
the voltages v1 and v2 to be equal. Consequently, the current through the resistor R1
is proportional to VEB and the current through the resistor R3 to the difference of the
emitter-base voltages of the two pnp transistors. Setting the resistor R2 equal to R1
makes their currents the same. Since the current of the controlled source is the sum of
currents through R2 and R3, it will be proportional to VEB+K ·∆VEB, which is exactly
what is required from a temperature-independent reference. The current generated is
mirrored through the resistor R4, producing the reference voltage across it.
The biggest problem in this circuit is the realization of the opamp input stage. With
the temperature, the emitter-base voltage (v1 in the circuit) goes to about 500 mV at
the lowest and above 800 mV at the highest. Thus, without increasing the supply
voltage, there is not enough room for a MOS transistor gate-source voltage between
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v1 and either of the supply voltages. In the future, when the MOS threshold voltage is
scaled down close to 300 mV, the problem will disappear, which will also be the case
when the process offers low VT MOS transistors. In a BiCMOS technology, similar
npn transistors which are used for generating the bandgap voltage can be used as the
opamp input devices [219].
Two solutions for a standard CMOS technology have been proposed. One is to
replace the opamp with a transimpedance amplifier and connect the resistors R1 and
R2 to its inputs instead of the ground [218]. And the second, proposed by the author
[14], is shown in Figure 11.6. There, the opamp uses a pMOS input pair and its inputs
are connected to intermediate taps of resistors R1 and R2. The tap voltages v3 and v4,
which are in a 1:3 proportion to the voltages v1 and v2, are low enough for the pMOS
input pair.
The current sources are cascoded to increase output current accuracy. This, un-
fortunately, eats the precious voltage headroom needed for low noise and low offset
biasing. With low VT transistors it would be possible to bias the output cascode in
such a way that the voltage at node n7 tracks v1, which would make the cascodes in
the other two current sources redundant.
The BGR circuit has two stable operation points: the desired one and the other
where the current is zero, i.e. voltages v1 and v2 are both zero. To ensure that the cir-
cuit always ends up in the correct operation point a startup circuit is included. There,
the resistor RS is used to produce a current which is injected into node n1 if the voltage
v1 goes below one threshold voltage of an nMOS transistor. In the desired operation
point the voltage v1 is above the threshold and thus the startup circuit has no effect
on the BGR circuit. Since the opamp is biased from the BGR, the startup circuit also
ensures its bias current.
According to simulations [14], the circuit can be used with a supply voltage rang-
ing from 0.95 V to 1.50 V and at temperatures ranging from −20 to +100◦C.
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11.3.2 Reference Voltage Driver
The voltage provided by the bandgap reference is generated across a resistor, and thus
it is not suitable for supplying a switched capacitor load without buffering. Typically,
ADCs (pipelined or delta-sigma) based on the switched capacitor or switched opamp
techniques utilize fully differential circuitry, which demands the reference voltage to
be differential, i.e. a difference of two voltages set symmetrically between the supply
rails. The circuitry in these ADCs operates in two phases, each lasting half of the
clock cycle. Consequently, the capacitors have to be loaded to the reference voltages
in half a clock period.
The proposed driver circuit is shown on the left in Figure 11.7. There, the ref-
erence current IREF is supplied by the bandgap reference, which is the circuit shown
in Figure 11.6 without the resistor R4. The current is mirrored with transistor M2 to
go through a floating resistor R1, matched with the resistors in the bandgap reference
circuit. As a result, the differential reference voltage appears across the resistor R1.
The common mode voltage level is controlled by adjusting the current of M1 with an
opamp and feedback loop. The bias voltage VB is generated with a replica circuit. To
improve the accuracy of the current mirroring, the voltage VC is adjusted in such a way
that the voltage of node n3 tracks node n2.
The generated reference voltages at nodes n1 and n2 are buffered with the unity
gain buffers A1 and A2. The schematic of the buffer A1 is shown on the right in
Figure 11.7. It is an amplifier, which consists of a differential pair and a low voltage
current mirror load, connected in unity gain feedback. The cascode transistor is bi-
ased in such a manner that node n1 tracks the input voltage in order to minimize the
systematic offset resulting from the amplifier imbalance. The buffer A2 is similar to
A1, except that all nMOS transistors are replaced with pMOS devices and vice versa.
Chapter 12
Prototypes and Experimental
Results
12.1 Measurement Setups and Methods
12.1.1 Measuring Dynamic Performance of S/H Circuits
The target application of an S/H circuit has a large impact on measuring the circuit.
If the circuit is designed to be used with an ADC integrated on the same chip, no ca-
pability of driving an external 50-Ω load is needed. This, however, prevents straight-
forward full-speed measurements. On the other hand, in ADC applications, only the
instantaneous value of the S/H circuit output at the end of the hold phase is of in-
terest. Consequently, continuous time measurements may give results that are too
pessimistic.
The easiest way to get rid of these problems is to characterize the S/H circuit
together with the ADC. Then, however, it may be difficult to distinguish between the
properties of the ADC and the S/H circuit. A 50-Ω driving capability can be obtained
with an on-chip buffer, yet its implementation is often even more demanding than the
design of the S/H circuit itself. So the designer can very easily end up in a situation
where he or she is measuring the output buffer rather than the S/H circuit.
A widely-used way to characterize S/H circuits is the beat frequency test [37].
There, two S/H circuits are integrated on the same chip and one is used to measure
the other. The measurement setup used to characterize the implemented circuits is
shown in Figure 12.1. In this, the output of the first S/H circuit (the one on the left)
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Figure 12.1 Measurement setup for beat frequency test.
is sub-sampled with the second circuit, whose clock signal is obtained by dividing
the clock of the first circuit with an on-chip divider by some integer N. Now, if the
input signal frequency is within a small offset, say ∆ f , of the clock frequency of the
second circuit ( fS/N), the signal is aliased to a low frequency, which is equal to the
frequency offset ∆ f . In a similar manner the possible harmonics in the first circuit
output become aliased to the frequencies 2∆ f , 3∆ f , 4∆ f , and so on, as illustrated in
the inset of Figure 12.1.
The beat frequency test provides a way to investigate the distortion characteristics
of a S/H circuit at high signal frequencies without the need to bring high frequency
signals out from the chip. The second S/H circuit does not even need to drive the 50-
Ω input impedance of the measurement equipment or balun, since the low frequency
signal can be handled with an active differential-to-single-ended converter constructed
of discrete opamps.
Since the second S/H circuit samples the fully settled output of the first one, the
measurement setup simulates the actual operation environment in front of an ADC on
the same chip. Although the output of the second circuit is measured in continuous
time, the error introduced is insignificant as a result of the fact that the difference be-
tween the concurrent sample values is very small. Also, the sinc attenuation resulting
from the hold operation can be ignored at low frequencies.
12.1.2 ADC Measurements
The methods for measuring ADC performance and the related figures of merit are
outlined in two IEEE standards. The more recent of them, IEEE-STD-1241 [220],
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is specially targeted on ADCs, and thus it virtually replaces the earlier one [221] for
waveform recorders.
12.1.2.1 Static Linearity
The quantization levels of an ADC can be measured using a servo loop. The linear-
ity errors, DNL and INL, are calculated from the measured levels. Alternatively, a
histogram-based method can be used to reduce the complexity of the measurement
setup. In this, a signal with a known waveform is applied to the ADC input and the
resultant output codes are collected into bins, each of which corresponds to one possi-
ble ADC output code. The number of samples that fall into a code bin represents the
bin width, while the ideal bin widths can be derived with the knowledge of the signal
waveform. The difference between these two is used to calculate the DNL and INL.
This so-called code density test can be performed at full speed and with a sufficiently
high signal frequency.
The histogram of a triangular or sawtooth wave is flat, making the calculations
easy. Generating either type of signal with adequate purity, however, is difficult. Thus,
a sinusoidal signal is often preferred, since it can readily be generated with a general
signal source and proper filtering. Furthermore, the signal’s purity can be checked
with a spectrum analyzer.
Properly selecting the signal frequency with respect to the clock frequency is im-
portant in order to guarantee that the code density is not affected by unwanted cor-
relation between the signal and the clock frequency. The required length of the data
record is set by the noise and desired tolerance and confidence levels. A more detailed
description of the code density test can be found from the standard [220] and an ear-
lier publication [222]. The development history of the method can be followed with
references [223, 224, 225, 226].
12.1.2.2 Signal to Noise and Distortion Ratio
The standard provides two methods for determining the SNDR, a frequency domain
method based on DFT (discrete Fourier transform) and a time domain method using
curve fitting. In the latter, the recorded sine wave is fitted to an ideal sine wave by
minimizing the mean square error. The difference between the curves includes the
ideal quantization error as well as the effect of static and dynamic ADC errors and
noise. Thus, the SNDR can be calculated. This is the method used in measuring the
prototypes described later in this chapter.
The alternative method extracts the error energy from the spectrum obtained with
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the DFT. The signal energy is in one frequency bin, while the error energy is dis-
tributed to the others, with the exception of the zero frequency bin, which also con-
tains the DC term. The method requires the signal energy to be contained exactly in
one bin, which is obtained when the record has an integer number of signal cycles.
The sine fit method does not have this restriction.
The SFDR and THD can be determined from the DFT spectrum.
12.2 S/H Circuit Using Double-Sampling
The goal of this design is to develop a high-speed CMOS S/H circuit for time-inter-
leaved ADCs. The target specifications were set as follows: 10-bit resolution, a
sampling rate higher than 100 MS/s, 2-Vpp differential signal swing from a 3.0-volt
supply, and reasonable power consumption. This prototype has been published in
[12, 10, 11].
12.2.1 Architecture
The architecture of the prototype is shown in Figure 12.2. It is a fully differential ver-
sion of the double-sampled S/H circuit shown in Figure 9.3. The differential structure
is almost a necessity in the mixed signal environment of ADCs, where the amount of
substrate noise and other disturbances is considerable.
The signal common mode level at the input and the output of the circuit need not
be the same; neither do the common mode level at the input and the output of the
opamp. This can be utilized to adjust the level of the continuous time input signal in
the region where the distortion caused by the signal-dependent switch on-resistance is
minimized. In the case of nMOS switches, the input signal level should be as small as
possible. There are, however, two reasons which set a lower limit for the input signal
common mode level. First, the negative peak voltage may not go much below VSS, in
order to prevent the pn-junctions in the drain and the source of the MOS switch from
becoming forward-biased. On the other hand, if the S/H circuit is driven without DC
decoupling the driver circuit probably cannot provide a signal swing that ranges down
to VSS. The signal levels used in this design are shown in Figure 12.3.
The offset between the opamp input and output common mode level in hold mode
is the same as the difference between the input signal CM voltage and the sampling
ground. The maximum tolerable offset is heavily dependent on the type of opamp.
From the sampling switch point of view, it is preferable to make the sampling ground
voltage as low as possible in order to reduce switch size. For maximum signal swing
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and minimum distortion the output common mode level is set half-way between the
supply voltages. The circuit employs the bottom plate sampling technique to avoid a
signal-dependent charge injection from the MOS switches.
12.2.2 Switches
The switches throughout the design are implemented with nMOS transistors. The dis-
tortion resulting from the signal-dependent switch time constant is suppressed below
the target level by controlling the switches with a voltage higher than the 3-volt sup-
ply. This voltage is not generated on the chip; instead, an external voltage source is
used.
Although bottom plate sampling minimizes the signal-dependent charge injection,
the constant common mode voltage step resulting from the injected charge and clock
feed through can still be a problem, since it may cause the common mode level in
the opamp input to exceed the valid range. By making the switches S1 and S8 equal
in size, the problem can be minimized, thanks to the fact that the switches operate in
opposite clock phases, and thus their charge injections cancel each other.
12.2.3 Clock Generator
Avoiding systematic timing skew in the double-sampled S/H circuit is essential. Thus,
so as to guarantee an exact 180◦ phase difference in the half-rate clocks, the input for
the clock generator is derived from the incoming full-rate clock using a synchronous
divide-by-two circuit, which is built with a differential D-flipflop [227]. The clock
generator relies on a standard structure, based on cross-coupled OR-gates, in produc-
ing the non-overlapping clock phases. The last clock buffer stages, which provide the
switch control voltage, use the high supply voltage.
12.2.4 Opamp
The opamp architecture, which has already been studied in Section 7.2.3, is based
on a cascode output stage and low-gain first stage. Since it is fully differential, it
requires a common mode feedback circuit. Due to the double-sampling, the common
mode feedback has to be active in both the clock phases. Such a feature is easily
implemented with a continuous-time CMFB circuit. In this design, however, two
parallel switched capacitor CMFB circuits are operated in opposite clock phases. The
circuit is shown in Figure 12.4.
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The simulated opamp frequency response shows a 450-MHz GBW and 62-degree
phase margin at the unity gain frequency and about a 70-degree one at the frequency
of closed loop gain in the target feedback configuration. The DC gain simulated with
the nominal transistor parameters is 62 dB and the settling time to 10-bit accuracy
4.5 ns.
12.2.5 Experimental Results
The circuit was fabricated with a 0.5-µm double-poly triple-metal CMOS process. A
photograph of the prototype chip, containing two S/H circuits and a programmable
divider, is shown in Figure 12.5.
The circuit is characterized with the beat frequency test with several sub-sampling
ratios. A spectrum of a 73.3-MHz, 1.75-Vpp signal, which is sampled at 220 MS/s, is
shown in Figure 12.6. The SFDR is limited by the third harmonic, which in this case
is at the 65.6-dBc level.
In addition to the signal and its harmonics, there is an extra spurious frequency at
the 25-kHz offset from the signal peak. It is not generated by the S/H circuit under
test. The same spur (and also a number of its multiples) is seen in the spectrum of the
signal generator, which is used as the clock source. Thus, it probably originates from
the leakage of the PLL reference in the signal generator.
The SFDR is measured as a function of the signal amplitude at 130 and 220-MS/s
sampling rates. The results are shown in Figures 12.7 and 12.8 respectively. There are
two curves in both the figures, a solid curve for a 200-kHz input signal and a dashed
curve for an input signal which is within a small frequency offset of one third of the
clock frequency. The results show that the circuit operates well at both clock rates.
As expected, the SFDR decreases as the signal amplitude is increased. At 220 MS/s
10-bit resolution is achieved with a 1.8-Vpp signal from DC up to one third of the
clock frequency.
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Figure 12.5 A photograph of the double-sampling S/H prototype.
Figure 12.6 Measured spectrum of a 73.3-MHz @ 1.75-Vpp signal sampled at 220 MS/s. The
aliased signal is seen at the 33.3-kHz frequency and its harmonics at multiples of that frequency.
The spur at a 25-kHz offset from the signal peak does not originate in the S/H circuit.
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Figure 12.7 SFDR as a function of the signal amplitude at a 130-MS/s sampling rate.
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Figure 12.9 SFDR of a 73.3-MHz signal sampled at a 220-MS/s rate as a function of the switch
control voltage.
Limitations in the measurement equipment prevented the testing of the circuit at
clock rates higher than 220 MS/s. Neither was it possible to measure the circuit with
a fS/2 input signal at 220 MS/s because of the lack of a proper filter to remove the
harmonics from the test signal. However, at 130 MS/s, the SFDR was even slightly
better with the fS/2 than with the fS/3 input signal, which is probably due to the fact
that with the fS/2 input frequency the voltage on the sampling capacitors is almost
unchanged between the samples.
An interesting study is the effect of the switch control voltage on the SFDR. The
measurement results obtained with a 73.3-MHz signal at a 220-MS/s sampling rate are
shown in Figure 12.9. The SFDR dependence on the control voltage is almost linear
from 3.2 V to 4.4 V. Increasing the voltage above 4.5 V does not give any improve-
ment, which indicates that the distortion from the other sources starts to dominate
at that level. The 4.5-V control voltage results in a 4-V maximum switch transistor
gate-drain voltage, which is a couple of hundred millivolts larger than the maximum
long-term reliable value.
The measurements with odd sub-sampling ratios revealed that there is a spurious
tone at fS/2− f . It most probably originates from the timing skew between the parallel
circuits. In the worst case, when the input signal frequency is from a small offset of
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Table 12.1 Measured performance of the double-sampling S/H.
Sampling rate 220 MS/s
SFDR 65 dBc
Differential input swing 1.8 Vpp
Supply voltage 3.0 V
Power consumption 25 mW
Active area 0.06 mm2
Technology 0.5-µm CMOS
the Nyquist frequency, the level of the spur is−61 dBc, which corresponds to a 2.6-ps
timing skew.
The power consumption of the circuit without the clock generator was measured
as 25 mW at a 220-MS/s sampling rate with a fS/3, 1.75-Vpp input signal. The
performance of the circuit is summarized in Table 12.1.
12.3 Timing Skew-Insensitive Double-Sampling S/H
In order to avoid the timing skew problem another version of the S/H circuit, employ-
ing the skew-insensitive sampling proposed in Section 9.3, was designed and tested.
This prototype has been reported in [9].
12.3.1 Architecture
The architecture of the circuit is a fully differential version of the timing skew-insensi-
tive circuit proposed in Section 9.3. For the sake of convenience it is shown again in
Figure 12.10. The building blocks, except the clock generator, (opamp, switches,
CMFB, etc.) are from the earlier prototype.
12.3.2 Clock Generator
The new clock generator is shown in Figure 12.11. The circuit generating the non-
overlapping signals is basically the same as used in the first S/H circuit. The short
pulses for the common sampling switch are constructed with a circuit consisting of
an inverter, a delay element, and a NAND gate. The D-flipflop generates the comple-
mentary half-speed clock signals.
To reduce the jitter in the sampling clock (φS), the buffer chain can be made shorter
by connecting the clock input of the D-flipflop directly to the incoming clock.
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Figure 12.10 Timing skew-insensitive double-sampling S/H circuit.
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Figure 12.12 The simulated effect of a 10-ps timing skew on the spectrum of the first (upper
plot) and the second (lower plot) prototype circuits.
12.3.3 Simulations
The effect of timing skew on the first and second S/H circuits is compared by adding
an intentional 10-ps timing skew in the clock signals. As expected, this has no effect
on the skew-insensitive circuit. The FFT spectra for both circuits calculated from tran-
sient simulations are shown in Figure 12.12. The clock frequency in the simulations
is 220 MS/s and the signal frequency one third of that. An error image with a 53-dBc
magnitude is seen at the 38-MHz frequency in the output of the first circuit. This is
exactly as predicted by the theory. There is no sign of this image in the spectrum of the
skew-insensitive circuit. Except for the image, the two spectra are almost identical,
which indicates that the new switching scheme does not degrade the other properties
of the circuit.
12.3.4 Experimental Results
The test chip was fabricated with the same 0.5-µm CMOS process as the first chip.
A photograph of the chip is shown in Figure 12.13. It turned out that an unfortunate
mistake was made in the beat frequency test setup design; the same programmable
divider that was used with the first prototype was applied without any modifications.
The new clock generator, however, now included a frequency division by two and, as
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Figure 12.13 Photograph of the skew-insensitive S/H prototype.
a result, the second S/H circuit on the chip could be clocked only with the rates fs/4,
fS/6, fS/8, etc. The odd sub-sampling ratios would have been needed to investigate
the spectrum image resulting from the timing skew. This is not possible with the even
ratios, since then the image aliases at the top of the fundamental signal.
Although the circuit was later characterized as a part of a time-interleaved ADC
(see next section), the absence of a skew-originated spurious image could not be totally
verified. The measurement results showed an image, the magnitude of which was
highly dependent on the ADC bias settings and thus it was likely originating from
sources not related to timing skew. If there was an image produced by the skew, it was
masked by this image.
Although the elimination of timing skew could not be verified with this prototype,
the circuit’s performance was measured with the available sub-sampling ratios. The
results show that the performance is almost identical to the first prototype. This proves
that the timing skew-insensitive switching does not degrade other circuit characteris-
tics. A spectrum where a 1.8-Vpp, fS/4 signal is sampled at 220 MS/s is shown in
Figure 12.14. Again, the spurs at the 25-kHz offset from the fundamental are due to a
poor quality clock source.
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Figure 12.14 Measured spectrum of the timing skew-insensitive S/H circuit. The spectrum is
measured at a 220-MS/s sampling rate with a 1.8-Vpp input signal having a frequency which
is a small offset from fS/4. The spurs close to the carrier are part of the spectrum of the used
clock source.
12.4 10-Bit, 200-MS/s Parallel Pipeline ADC
The most promising topology for a high-resolution high-speed CMOS ADCs is pipe-
line architecture. Parallel pipeline ADCs with several time-interleaved component
ADCs have been introduced to attain very high sampling rates with acceptable power
consumption [93, 92]. A resolution of ten bits and conversion rates up to 100 MS/s
have been reported [98]. Their power dissipation, however, has risen very high, espe-
cially with high sampling rates. By employing double-sampling and parallelism with
time-interleaved pipeline ADCs, a very competitive power and area consumption can
be obtained [97].
The goal set for the prototype presented in this section was to demonstrate 10-bit
resolution at a 200-MS/s sampling rate using a 0.5-µm CMOS technology. The design
has been published in [5] and [4].
As discussed in Section 4.5.6, in a single-channel pipelined ADC the one effec-
tive bit per stage architecture gives a maximum conversion rate and minimum power
consumption when capacitor scaling is not used. It is obvious that increasing the
number of parallel channels raises the conversion rate and lowers the slew rate and
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bandwidth requirements of the amplifier in a switched-capacitor (SC) gain stage. The
current consumption of an operational amplifier is a nonlinear function of the band-
width, which suggests that for a given technology there exists an optimum degree of
parallelism with respect to the sampling rate and power dissipation. For the target
200 MS/s sampling rate the optimum number of channels was found to be four [4].
12.4.1 ADC Architecture
The well-known problems in time-interleaved ADCs arise from mismatch between
the parallel channels. These errors are offset, gain mismatch, and skew in the clock
signals. Offset is seen as tones at multiples fS/M, where M is the number of parallel
channels and fS the sampling rate. Both gain mismatch and timing skew generate
spectral images of the signal around the same frequencies. It is not possible to achieve
a 10-bit resolution with the 200 MS/s sampling rate without performing special actions
to eliminate these errors.
The most straightforward way to avoid timing skew, also used in this design, is
to employ a front-end sample-and-hold (S/H) circuit. Digital calibration is chosen for
the purpose of eliminating the offset, which mainly originates from the offset voltages
of the operational amplifiers. The gain error, arising predominantly from capacitor
mismatch, is left uncalibrated since it can be adequately suppressed by a careful layout
design for the 10-bit accuracy requirement.
A block diagram of the 10-bit 200 MS/s pipeline ADC is shown in Figure 12.15
and its clock signals in Figure 12.16. The core of the converter consists of two parallel
double-sampling pipeline ADCs. The differential analog input is time-interleaved to
the four component ADCs in the order indicated in Figure 12.16 by a double-sampling
S/H circuit. The digital outputs of the stages of the parallel ADCs are corrected and
multiplexed to two 100-MHz time-interleaved outputs, which are offset compensated.
12.4.2 Front-End S/H Circuit
The front-end S/H circuit is based on the skew-insensitive S/H prototype described in
the previous section. The only difference is in the switches; to improve the linearity
and the reliability of the circuit, a separate high supply voltage for the switches is not
used any more. Instead, the input switches, which suffer the most from the insufficient
gate overdrive, are realized using bootstrapped switches, shown in Figure 12.17 [136].
The same circuit is also used as the input switch in the first pipeline stages, which have
to track the input signal in a quarter of the clock period.
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Figure 12.16 Clock signals for the parallel pipeline ADC.
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Figure 12.17 Bootstrapped switch.
Since the feedback factor in the flip-around S/H architecture is close to one, the
S/H circuit achieves twice the speed of a pipeline stage using the 1.5-bit architecture,
where the feedback factor is ideally 0.5. Thus, the S/H circuit can drive two paral-
lel ADC channels without becoming a bottleneck for the conversion rate. Utilizing
double-sampling in both circuit blocks allows the number of channels to be increased
to four.
12.4.3 Component ADCs
The four pipeline component ADCs employ the 1.5 bit/stage topology with RSD error
correction. The eight pipeline stages are followed by a two-bit flash ADC, as indicated
in Figure 12.15. The property of the successive pipeline stages working in opposite
clock phases is exploited by sharing the operational amplifiers between two parallel
component ADCs.
In the double-sampling MDAC, shown in Figure 12.18, the capacitor arrays, op-
erating in a 180◦ phase shift, have their own three-level sub-ADCs, which minimizes
the delay of the switch control signals but doubles the number of comparators needed.
However, the dynamic comparators used in the sub-ADC have a very small power dis-
sipation and area. In the MDAC the switches whose timing is critical and the switches
connected to the input of the amplifier are nMOS switches. In all other switches a more
linear response in the signal voltage range and minimization of clock feedthrough er-
rors are achieved by utilizing CMOS switches. In the first pipeline stage the input
switches tracking the output of the S/H circuit are realized with a bootstrapped MOS
switch.
Figure 12.19 shows the opamp, which uses the folded cascode architecture with
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regulated cascode devices. Regulation amplifiers based on a common gate input struc-
ture make possible the biasing of the cascode nodes at one Vdsat , thus providing high
output signal swing.
Measurements of the first version of the prototype revealed that many of the com-
parators had offsets exceeding the correction range of the RSD logic, which in this 1.5
bit/stage architecture is as high as ±200 mV. This indicated that there was something
wrong with the dynamic comparator circuit, which is based on input devices biased
in the triode region [73]. Simulations showed that the structure is rather sensitive to
mismatch in the devices forming the regenerative latch. Furthermore, the sensitivity
is strongly dependent on the signal common mode voltage.
To get rid of the errors caused by the offsets a new comparator, shown in Fig-
ure 12.20, was designed and used in the second version of the prototype. It uses two
differential pairs with pulsed current sources to form currents proportional to the dif-
ference between the differential reference voltage and differential signal voltage. The
currents are summed and fed into a latch. The circuit is not sensitive to common mode
voltages, even when they are not the same in the signal and in the reference, and the
offset is primarily determined by the mismatch of the input devices. This is verified
by measurements of separately processed test structures [228].
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12.4.4 Reference Voltage Driver
The large number of pipeline stages using common reference voltages increases the
capacitive load in the reference nodes to several picofarads. To guarantee that the
reference does not limit the settling speed, its output impedance has to be in the or-
der of a couple of dozens of ohms. This means that a resistor string implementation
of the reference would have a very large quiescent current or, alternatively, a large
external capacitor has to be used. More reasonable power consumption without an
external capacitor is obtained with the circuit proposed in Figure 12.21. There, the
low impedance voltage outputs are provided by class AB buffers constructed of com-
plementary transistors. The buffers for the positive and the negative reference are
cascaded in order to minimize steady state current consumption.
12.4.5 Digital Offset Calibration
The main source of offset is the input offset voltage of the operational amplifiers uti-
lized in the pipeline stages. Because of the double-sampling there is no idle time
which could be used to auto-zero the amplifier offset and thus the problem has to be
handled in some other way. The methods that can be used to suppress the offset in par-
allel ADCs include digital [93] and analog [99] calibration and digital post filtering
in the case of a two channel ADC [95]. In analog calibration the offset is measured
from the digital output and, using a D/A converter, a canceling signal is injected into
the channel input. Digital calibration does the canceling in the digital domain, simply
by subtracting the measured offset from each sample. The advantage of the analog
method is that it does not reduce the signal range. However, the robustness achieved
with digital calibration usually makes this method preferable, despite the small reduc-
tion in the signal range.
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Figure 12.22 Offset calibration and scrambling of the output.
In this design the digital offset calibration is applied in the multiplexed half-rate
output of the double-sampled channel pair. It is assumed that there is no significant
offset, and thus no need for calibration, between the signal paths inside the double-
sampled pipeline. This is due to the fact that the opamps, which are the main source
of the offset, are the same for both the signal channels. During the offset measure-
ment the normal operation of the converter has to be suspended. The calibration can,
however, usually be performed at the power-up or during some idle periods.
The calibration circuit consists of an adder, a register for storing the measured
offset, and a state machine that provides the control signals for the logic and the ADC.
During the calibration the ADC input is shorted to ground and the offset is obtained
by averaging the output signal over 16 clock cycles. The averaging is realized simply
by adding together 16 consecutive output codes and performing a bit shift of four for
the result. The calibration is activated with an external one-bit control signal.
The most significant ADC output bits have a strong correlation to the analog input
signal. This is utilized to investigate the signal feedthrough from the output to the
input by adding the possibility of scrambling the outgoing digital words with a pseudo-
random bit-stream [229]. The scrambling is realized by putting XOR gates before each
output buffer and applying the random bit to their other input. For unscrambling, the
random bits are taken out through an extra package pin. A simplified block diagram
of the calibration and scrambling circuit is depicted in Figure 12.22.
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Figure 12.23 Parallel pipeline ADC chip micrograph.
12.4.6 Experimental Results
The prototype circuit is fabricated using a 0.5-µm triple-metal double-poly CMOS
process. The total area of the chip is 7.4 mm2 and its die photograph is shown in
Figure 12.23. The circuit is measured with a 3.0-V supply with a differential input
swing of 1.6 Vpp.
The static linearity curves obtained with the code density test are presented in
Figure 12.24, which shows the DNL as being within ±0.8 LSB and the INL within
±0.9 LSB. A spectrum obtained with a 199.975-MHz beat frequency at a 200-MHz
clock rate is shown in Figure 12.25. In Figure 12.26 a 71.3-MHz full-scale signal
is sampled at the full clock rate, resulting in a spurious-free dynamic range (SFDR)
of 55 dB. From the spectrum it can be seen that the offset tone at 50 MHz is more
than 56 dBc below the signal level and the gain mismatch tones around fS/4 and fS/2
remain below the noise level. The mismatch tone in the vicinity of half the sampling
frequency usually rises to limit the SFDR at high signal frequencies. The total har-
monic distortion (THD) as a function of signal frequency is plotted in Figure 12.27.
THD starts from 55 dB, becoming about 46 dB around the Nyquist frequency, then
rising again to the 55-dB level near the sampling frequency, implying that the perfor-
mance of the ADC is limited by the pipeline component ADCs rather than by the S/H
circuit.
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Figure 12.24 Measured DNL and INL.
0 20 40 60 80 100 120 140 160 180 200
−100
−90
−80
−70
−60
−50
−40
−30
−20
−10
0
POWER SPECTRUM
FREQUENCY [kHz]
R
EL
AT
IV
E 
PO
W
ER
 [d
Bc
]
Figure 12.25 Spectrum obtained with a 200-MHz beat frequency test.
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Figure 12.26 Measured spectrum where a 71.3-MHz signal is sampled at a 200-MHz clock
rate.
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Figure 12.27 THD as a function of signal frequency.
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Table 12.2 Summarized performance of the ADC.
Technology 0.5-µm CMOS
Resolution 10 bits
Sample Rate 200 MS/s
Supply Voltage 3.0 V
Area 7.4 mm2
DNL ±0.8 LSB
INL ±0.9 LSB
THD 46 dB
Power Dissipation of Core ADC 280 mW
Power Dissipation including Output Buffers 405 mW
The mismatch tone probably results from improperly-operating common mode
feedback, which creates asymmetry between the two double-sampled pipeline ADCs.
This also limits the SNDR at high signal frequencies to 43 dB. However, excluding the
mismatch tone, the spectral performance indicates that the ADC can sample narrow
IF bands around 200 MHz with a THD of 55 dB. The measured power consumption
without and with the digital output drivers are 280 mW and 405 mW at a 3.0-V supply,
respectively. Table 12.2 summarizes the overall performance.
12.5 13-Bit Self-Calibrated IF-Sampling Pipelined ADC
The increasing bit rates in both wired and wireless telecommunication systems are
made possible by utilizing wider signal bandwidths. Simultaneously, there is a desire
to realize an increasing portion of the receiver functions in the digital domain. These
trends lead to more and more demanding specifications for A/D converters. Typically,
a resolution of from 12 to 15 bits is needed at input signal frequencies of dozens of
megahertz and with a sampling rate of 50 MHz or higher. An important application
area is 3rd generation cellular base stations, where the current trend is to move the
analog-digital boundary to the intermediate frequency (IF), which makes the design
of the A/D front-end even more challenging.
The requirement to sample an IF signal sets stringent specifications for the ana-
log front-end of the ADC. Usually it is realized with a sample-and-hold (S/H) circuit
which has to be able to track the high frequency input signal. One of the major chal-
lenges in implementing the S/H is the high frequency linearity of the sampling circuit,
which is mainly determined by the properties of the sampling switch. In IF sampling
the signal down conversion is performed by the sampling operation and thus the jitter
of the LO signal, which is used as the sampling clock, must be very low.
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Figure 12.28 Block diagram of the self-calibrated IF-sampling ADC.
Typically, the matching properties of the circuit elements set the maximum attain-
able ADC resolution (with a reasonable yield) somewhere between 10 and 12 bits. To
achieve a higher resolution with a Nyquist rate ADC, some kind of calibration or trim-
ming has to be applied. Recently digital self-calibration techniques, which are made
feasible by the possibility of including more and more digital circuitry in the ADC,
have gained in popularity.
Originally published in [1], the prototype presented in this section is a 13-bit
pipeline ADC incorporating a digital self-calibration algorithm. The ADC has a front-
end S/H circuit designed to sample signals from a 200-MHz IF. In order to cope with
thermal noise, the signal range is set as high as 3.8 V differential. Because the circuit
operates on a 2.9-V supply, the large signal range has a major impact on the circuit
structures used in the opamps, comparators, and switches.
12.5.1 Architecture
The block diagram of the ADC is depicted in Figure 12.28. It consists of an IF-
sampling front-end sample-and-hold circuit, a self-calibrated 13+2-bit pipeline ADC,
a delay locked loop (DLL) for synchronizing the sampling of the first pipeline stages
and the S/H output, and an on-chip calibration state machine for controlling the S/H
circuit and the first four stages of the pipeline during the calibration cycle. The two
extra bits are used internally for the calibration. Redundant sign digit (RSD) coding is
exploited to relax the comparator offset specifications. Calculation of the calibration
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coefficients and calibration coding is realized with an external FPGA circuit.
12.5.2 Front-end S/H Circuit
The performance of the ADC at high signal frequencies is predominantly set by the
front-end S/H circuit. Since it is in front of the signal chain, its thermal noise and
distortion are not attenuated by any preceding gain stages and thus it has to fulfill the
full resolution requirement.
The S/H circuit, shown in Figure 12.29, is an SC amplifier with a programmable
gain of 1 or 2. In the unity gain mode the circuit acts as a flip-around S/H circuit, where
the input voltage is sampled into the capacitors during the sampling phase (φ,φ1=1)
and in the hold phase (φ,φ1 = 0; φ2 = 1) the capacitors are connected to a feedback
loop around the opamp. In the gain-of-two mode the sampling phase is unchanged,
but in the hold phase one of the capacitors is connected to the opamp output and the
other to the signal ground (φ,φ1,φ2 = 0). Now a charge transfer occurs from the
grounded capacitor to the feedback capacitor and, as a result, the sampled voltage is
amplified by the ratio of the total capacitance to the feedback capacitance. The circuit
utilizes the bottom-plate sampling technique, where the sampling switch (controlled
with φ) is opened slightly before the input switches (controlled with φ1) so as to avoid
signal-dependent charge injection from the input switches.
The two modes set different requirements for the opamp; the unity gain mode calls
for unity gain stability, while the gain-of-two mode doubles the bandwidth require-
ment as a result of a smaller feedback factor. Thus, since the opamp has to fulfill both
of the requirements, its specifications are more stringent than in either mode alone.
The input-referred thermal noise in the sampling phase is the same in both modes, but
the peak signal-to-noise ratio is 6 dB lower in the gain-of-two mode as a result of the
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smaller permissible signal amplitude. The total sampling capacitance (2C) is 10 pF,
which leaves enough margin to the target resolution for the noise contribution of the
opamp and the ADC.
12.5.3 Opamp
From the opamp, high gain, wide bandwidth, and low noise are required simultane-
ously. Furthermore, in order to obtain a high signal-to-noise ratio with low supply
voltage, it is important to maximize the opamp output voltage swing, which makes
the utilization of a rail-to-rail output stage almost a necessity. The need for a high
DC gain excludes the possibility of resorting to the traditional Miller topology and
thus the options are a three-stage architecture or a two-stage opamp with a high-gain
first stage. The latter is chosen because of easier compensation and potentially higher
speed.
The opamp architecture, shown in Figure 12.30 and already discussed in Sec-
tion 7.3.2.2, is based on a telescopic input stage and a rail-to-rail output stage.
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12.5.4 Switches
The input switches of the S/H circuit are realized with the double-side bootstrapped
circuit introduced in Section 6.4.3.4. Thanks to the triple-well process, the switch
transistor bulk can be made to track the signal during the tracking phase. This yields
a remarkable improvement in linearity . Hold-mode feedthrough via the switches is
suppressed by the canceling technique proposed in Section 6.4.3.5.
The sampling switches are also realized with bootstrapped circuits, which helps
to minimize the size of the switch transistor as well as to reduce the signal-dependent
charge injection due to the small voltage swing over the switch on-resistance.
The common mode settling of the S/H circuit (or a pipeline stage) need not be as
fast as the differential settling, since the error caused by incomplete settling is atten-
uated by the common mode rejection ratio. However, if the common mode voltage is
still changing at the end of the hold phase, signal-dependent on-resistance of the feed-
back switches may result in a differential error voltage. Thus, bootstrapping is also
employed in the feedback switches, as well as the input switches and the feedback
switches of the two first pipeline stages.
12.5.5 Clock Buffer and Clock Generator
In IF-sampling the signal-to-noise ratio easily becomes limited by jitter, because the
SNR degradation resulting from jitter is proportional to the rate of signal change. For
example, a 75-dB SNR at 200 MHz requires a jitter smaller than 141 fs.
Even if the external clock source was ideal (jitter-free), on-chip clock buffering
can easily add more jitter than allowed. As is known from ring oscillators, the jitter
is proportional to the total delay without depending on the number of delay elements
used. Thus, in this design the target is to minimize the delay from the clock pin to the
sampling switch by making the buffer chain as short and fast as possible.
The buffer utilized is shown in Figure 12.31. It has a differential input and internal
common mode voltage biasing, which requires the clock signal to be externally DC
decoupled. The buffer consists of two stages, a differential pair first stage and an
inverter second stage. To avoid any additional delay the sampling clock (φ) is not
generated with a non-overlapping clock generator, but taken directly from the buffer
output. The signals needed to control the other switches and the opamp are made with
a clock generator, though.
The first stage of the ADC samples the S/H circuit output with a signal whose
edge falls before the sampling clock of the S/H circuit rises. Since the sampling clock
cannot be delayed, the clock edge needed by the ADC is generated with a DLL which
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is locked to the sampling clock.
12.5.6 DLL
The architecture of the DLL is shown in Figure 12.32. The variable delay is adjusted
to be a half of the clock cycle. As a result, the taps of the delay line provide evenly-
spaced clock edges between the falling and the rising edge of the incoming clock
signal.
The circuit consists of two voltage-controlled 16-element delay lines, the first of
which belongs to the primary loop, which is the only active loop in the locked state.
The second delay line is used to assure locking to the correct phase. It is fed with
pulses instead of a continuous clock waveform, which allows the detection of the
conditions where the primary loop is outside its phase capture range and tries to lock
to on a wrong clock phase. The coarse control logic generates up2 and down2 pulses,
which force the primary loop into the correct range. Once there, the coarse control
becomes inactive.
The differential delay element is based on a current-starved two-inverter cell,
which is controlled with two voltages. The loop filter is built around a differential
gm-cell.
12.5.7 Self-Calibrated Pipeline A/D Converter
Self-calibration is applied to the first two 2.5-bit stages, while the 9+2-bit back-end
pipeline ADC employs 1.5-bit stages. A small state machine, which generates the
MDAC and S/H control signals during the calibration, and the RSD correction adders
are also implemented on-chip. The 15 uncalibrated output bits, along with the raw
outputs of the calibrated stages and three control signals, are fed out of the chip to the
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external calibration logic and coding circuitry. The ten reference voltages needed in
the coarse A/D conversions of the stages are generated with an on-chip resistor string,
while the references for the capacitive MDACs are from off-chip voltage sources.
Partitioning of the resolution is chosen on the basis of the fact that a high-resolution
stage in front of the pipeline ADC provides linearity improvement as well as power
savings in the subsequent stages (see Section 4.5.6). However, each additional bit in
the first stage halves the opamp’s feedback factor and doubles the number of compara-
tors and their accuracy requirement. The same benefits are achieved by having two
medium-resolution front-end stages, the amplifier and comparator specifications still
being reasonable. The back-end pipeline should have the minimum stage resolution,
so as to minimize power consumption. On the basis of simulations on a behavioral
pipeline ADC model, the target 13-bit linearity can be achieved with two calibrated
2.5-bit stages in front of a 1.5-bits/stage back-end.
The specifications for the opamps used in the 2.5-bit and 1.5-bit MDACs are quite
different. The 2.5-bit stages have a small feedback factor, which leads to a large open
loop GBW requirement for the opamp. On the other hand, the opamps do not necessar-
ily need to be stable in the unity gain feedback, since they are not auto-zeroed, which
relaxes the phase margin specifications and thus makes it easier to fulfill the GBW
requirements. Also, the DC gain has to be larger in the front-end stages, while the
accuracy requirements scale down toward the LSB stages. The 1.5-bit stages have a
larger feedback factor and a smaller DC gain requirement, but, simultaneously, higher
stability specifications. The opamp topology used in the pipeline stages and shown in
Figure 12.30 is similar to the one used in the front-end S/H circuit. The first two stages
have similar opamps, which differ from the opamp used in the S/H circuit only in hav-
ing a smaller compensation capacitor. The 1.5-bit stages all have identical opamps,
where the bias current and device sizes are scaled down by a factor of four from the
opamps of the first two stages. In the first pipeline stage 2.5-pF unit capacitors are
used, resulting in a total sampling capacitance of 10 pF. In the second 2.5-bit stage
and in the back-end pipeline stages the unit capacitors are scaled down to 1.0 pF.
The sub-ADCs of the 2.5-bit, 2-bit, and 1.5-bit pipeline stages are of the flash type
and consist of six, three, or two comparators, respectively. The comparators drive the
switches of the MDAC and a small decoding logic, which converts the thermome-
ter code into binary output. In the calibrated stages a multiplexer is added to select
between the normal MDAC switch control signals and the state machine-produced cal-
ibration signals. The low stage resolution, together with the RSD correction, allows
the use of non-DC-power-consuming dynamic comparators. The sub-ADCs utilize
the same differential pair dynamic comparator (Figure 12.20) as the parallel pipeline
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ADC described in the previous section.
12.5.8 Calibration Circuitry
To meet the 13-bit resolution requirement with a high yield the effects of capacitor
mismatch, low opamp DC gain, and reference voltage mismatch have to be com-
pensated for. A widely-used method for 1-bit/stage pipeline ADCs is a digital self-
calibration technique, where the discontinuities in the transfer function of each pipeline
stage are serially measured using the back-end pipeline, giving correction coefficients
to be added to the ADC output during normal operation. In the calibration method
employed, developed from [82], the error attached to each reference unit capacitor is
measured separately with the back-end stages and, following the switching scheme
of the stage, correction coefficients for the stage output codes and the offset can be
cumulatively calculated from these measurement results.
A simplified schematic of the 2.5-bit MDAC is shown in Figure 12.33. It differs
from a conventional capacitive MDAC in that it has an extra calibration capacitor, the
size of which is half of the unit capacitance. The stage under calibration samples the
signal ground voltage, and in hold mode the capacitor being measured is connected
to the positive or negative reference voltage, while the extra calibration capacitor is
connected to the opposite reference voltage and the other capacitors to the ground.
The resulting deviation of the output from the ideal ±Vre f /2 is measured with the
back-end pipeline. Similarly, the error of the calibration capacitor is measured and
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taken into account in the calculations.
Without this extra capacitor, the stage output during the measurements would be
±Vre f or 0, depending on whether one capacitor or a difference between two capacitors
is measured. Measuring the differential capacitor errors (compared to the feedback
capacitor) does not take account of the error resulting from the finite opamp gain,
while performing the measurement in the vicinity of ±Vre f easily saturates the back-
end stages in the presence of even small mismatches. The extra capacitor eliminates
both of these problems by shifting the measurement of the capacitor values in the
same voltage range—to the vicinity of±Vre f /2, where the transfer function steps are
in normal operation.
As the output of the second stage during the calibration falls in a narrow voltage
range near±0 or±Vre f /2, the first stages of the back-end pipeline are actually used as
amplifiers, which makes possible the enhancement of the accuracy of the measurement
by a factor of four, simply by doubling the inter-stage gain of the first two 1.5-bit
stages. This is accomplished by halving the MDAC feedback capacitor during the
calibration, as shown in Figure 12.34. Normally, the two halves are tied together, but
during calibration one half is connected in parallel with the reference capacitor. Two
extra stages are added to the back-end to get even more resolution when measuring
the calibration coefficients, as well as to reduce the truncation error in the calibration
adders during normal operation. The calibrated output is fixed to 13 bits.
The calibration algorithm is implemented in VHDL. The design allows the inclu-
sion of the calibration logic on the same chip as the ADC or its realization it with an
FPGA, which is combined with the ADC chip on the circuit board level. In this proto-
type the latter approach is used because of its flexibility. The calibration state machine
controls the reference voltage switching in the MDACs of the first two stages during
the calibration hold phases. In addition, turning off the S/H circuit and switching to
the gain-of-four mode in the third and fourth stages are also controlled by the state
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Figure 12.35 Die micrograph of the S/H prototype.
machine.
The input signals for the calculation and coding logic are the RSD-corrected digital
words from the converter chip, the raw bits of the first and the second pipeline stage,
the state-indicating bits, and an external reset signal. The seven calibration coefficients
per stage are calculated as an average of four measurements and stored in a memory.
During normal operation calibration coding is simply the addition of two coefficients,
which are selected according to the raw bits of the two first stages, to each uncalibrated
ADC output word.
12.5.9 Measurements of the Front-End
The front-end S/H circuit was first processed as a stand-alone prototype to allow its
characterization without the ADC and the development of the measurement setup
while the chip with the ADC was still in the fabrication process. The chip was fabri-
cated on a 0.35-µm BiCMOS technology with silicon-germanium npn transistors and
metal-insulator-metal capacitors. Figure 12.35 shows the die micrograph.
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12.5.9.1 On-Chip Circuitry
The on-chip circuitry for the beat frequency test is shown in Figure 12.36. The second
S/H circuit is followed by a track-and-hold circuit, since the output of the S/H is valid
for only one half of the clock cycle and is being reset to zero during the other half. The
T/H circuit tracks the valid S/H output and holds it over the reset phase. The circuit is
simply a switch and a capacitor followed by a linearized source follower buffer similar
(except that the resistor is replaced with a current source) to the one employed in the
S/H circuit shown in Figure 5.5.
The clock is brought in as a differential signal, which is first amplified and con-
verted to a single-ended form. The resulting signal is used directly to control the
sampling switches of the first S/H (the device under test) and as an input for the
clock generator of the first circuit. The clock for the second circuit is generated from
the incoming clock signal by dividing it with a programmable synchronous counter
(N ∈ [2,17]). The phase of the divided clock signal is locked properly to the sampling
clock with the aid of the DLL circuit.
12.5.9.2 PCB
The test board is a 2-layer PCB in which the bottom layer is used as a ground plane.
Four versions of the test board were made, one with a socket for the chip, and three
where the prototypes were directly soldered to the board. These boards have different
types of input circuitry, one being targeted on low-frequency measurements and the
other two measurements with an IF input signal, the difference being in the clock
input; one uses external clock source while the other has a crystal oscillator on the
board.
The low-frequency input structure is shown in Figure 12.37. There, a fully differ-
ential discrete opamp is used for buffering the signal coming from the signal source.
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The purpose of resistors R1 is to attenuate the glitches produced by the switched-
capacitor load. Initially, attempts were made to have the buffer circuit on a separate
board, but the arrangement did not work well, probably as a result of too-high inter-
connect parasitics.
At the 190-MHz IF frequency the opamp buffer solution is not applicable, because
opamps with adequate bandwidth and linearity are not available. The current spikes
resulting from loading the switched sampling capacitor have their energy at the clock
frequency and its multiples. Thus, providing a low impedance path to ground at these
frequencies facilitates the job of the signal source. This is realized by putting an LC
resonator in parallel with the circuit input and tuning it to the IF frequency. The draw-
back of this solution is that it is an inherently narrow band, providing only a bandwidth
of a few megahertz around the resonant frequency (the bandwidth, of course, depends
on the Q value). Since the load current spikes have a large common mode component,
the resonator cannot be inserted between the complementary input signals; instead,
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Figure 12.39 Two-layer PCB used in IF measurements.
both the inputs require a separate resonator against the signal ground.
The input circuit, shown in Figure 12.38, also includes matching elements (C1, L1,
and R1), a DC-block, and common mode voltage adjustment (R3, which is bypassed
with C2 at signal frequencies). The two-layer PCB used in IF measurements is shown
in Figure 12.39.
12.5.9.3 Equipment
The input signal from the signal generator is first filtered with discrete LC filters in
order to get rid of the harmonics. In the IF measurements a 190-MHz band-pass SAW
filter was also tried. After filtering, the differential signals are generated with a power
splitter.
The differential beat frequency output is converted to a single-ended form with
a traditional instrumentation amplifier circuit constructed from three low-distortion
opamps. The instrumentation amplifier has a 50-Ω driving capability. To achieve low
distortion the gain of the amplifier is only 0.25 (to the 50-Ω load).
The clock input is driven directly from a sinusoidal signal source. For lower phase
noise and jitter it is advantageous to take the clock from a crystal oscillator, which was
also tested at the 50-MHz clock frequency.
12.5.9.4 Functionality
The S/H circuit and the on-chip measurement setup work in a functionally correct way
with the nominal bias values. The DLL stays locked from ∼ 25 MHz to ∼120 MHz
and the lock range can be somewhat shifted by changing the DLL bias current. The
on-chip measurement setup works well up to a 60-MHz clock frequency, after which
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Figure 12.40 Measured resonator transfer function.
the observed results suggest that there are some timing problems at the interface of the
two cascaded S/H circuits. The exact frequency where the problems begin depends on
the bias settings and the individual sample.
12.5.9.5 Problems and Difficulties
As described earlier, there were two different approaches to driving in the signal,
opamp buffer at low frequencies and resonator at IF. The opamp buffer works well at
low frequencies (10 MHz and below), but at 50 MHz it clearly limits signal purity. In
between 10 and 50 MHz it is difficult to say whether the performance is limited by the
chip or the buffer.
In the IF, the resonator ideally (according to simulations) almost completely iso-
lates the current spikes from the signal source. In reality, however, it seemed to be
very difficult to construct a resonator with a high quality factor, which was probably
due to PCB parasitics not included in the simulations. The low Q resonator attenuates
the current spikes, but probably not enough. Thus, the results obtained at 190-MHz IF
are likely to be partially limited by the purity of the input signal rather than the circuit
itself. This assumption is supported by the fact that the bias adjustments did not have
a strong effect on the results.
The measured transfer function is shown in Figure 12.40. The resonance peak is
not as sharp as predicted by simulations and neither was its location correct with the
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nominal component values (L=3.1 nH, C=220 pF). By reducing the resonator capaci-
tance to 161 pF the resonant frequency was shifted to the desired 190 MHz.
In the IF measurements the level of the second harmonic was found to be rather
high and any of the chip’s voltage or current bias settings has virtually no effect on
it. The only thing that seemed to have an effect, which indeed was considerable, was
the amplitude of the clock signal. The most probable explanation is that there is some
coupling from the input signal to the clock. As shown in Section 8.2 the coupling
results in a spurious signal at twice the signal frequency. By changing the amplitude
of the sinusoidal clock the slope changes and the observed effects seem to be in line
with the theory. The effect of signal frequency could not be tested because of the
narrow bandwidth of the input circuitry.
It was never found out where the coupling actually happened. Adding decoupling
capacitors in various places in the PCB and improving the return current paths around
the signal and the clock traces in the PCB did not have a significant effect. So the
coupling probably does not happen on the PCB. It may occur between the bond wires
or on the chip. One possible on-chip coupling mechanism is through modulation of
the supply voltage.
12.5.9.6 Low Frequency Results
At low frequencies the circuit showed such low distortion that when the signal ampli-
tude was ∼2.5 dB below the full scale or less the harmonics disappeared below the
spectrum analyzer noise floor, which was then at the 75–78 dBc level.
12.5.9.7 IF Results
The levels of the second and third harmonics are plotted as functions of the output
signal amplitude at the 50 and 60-MHz clock frequencies in Figures 12.41–12.44.
As mentioned earlier, the level of the second harmonic depends almost solely on the
amplitude of the clock signal. From the 50-MHz results it can be seen that, when
taking account the 6 dB difference between the two gain modes, the second harmonic
for a given input amplitude is the same regardless of the S/H circuit gain. The level
of the harmonic decreases 6 dB per decade faster than the input amplitude, which
supports the theory of clock contamination.
It was clearly seen that the phase noise with the crystal clock was significantly
lower than with a signal generator clock (reference locked to the input signal genera-
tor). The level of the second harmonic, on which only the clock amplitude had some
effect, was higher than in the measurements with the signal generator as the clock.
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Figure 12.41 Distortion at the 50-MHz clock frequency. The input frequency is 190.2 MHz
and the full-scale amplitude corresponds to +3.8 dBm.
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Figure 12.42 Distortion at the 50-MHz clock frequency taken from an on-board crystal oscil-
lator. The input frequency is 190.1 MHz and the full-scale amplitude corresponds to +3.6 dBm.
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Figure 12.43 Distortion at the 50-MHz clock frequency taken from an on-board crystal oscil-
lator. The input frequency is 140.1 MHz and the full-scale amplitude corresponds to +3.6 dBm.
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Figure 12.44 Distortion at the 60-MHz clock frequency. The input frequency is 190.2 MHz
and the full-scale amplitude corresponds to +3.8 dBm.
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Figure 12.45 13-bit 50-MS/s pipeline ADC die micrograph.
This is because the clock amplitude could not be adjusted to minimize the distortion
and probably because the clock signal was single-ended unlike the one obtained with
the generator.
Some form of filtering is always needed to remove signal source harmonics. All
the IF results presented were obtained with a 200-MHz lowpass LC filter. A band-
pass SAW filter (single-ended) and combinations of the SAW and the LC were also
tested, but the results were practically unchanged. The problem with the SAW filter is
its high attenuation (∼9 dB), which prevented measurements with signal amplitudes
close to the full scale, because the signal generator amplitude was already almost at
its maximum without the SAW device.
12.5.10 ADC Experimental Results
The circuit containing the whole system shown in Figure 12.28 was fabricated with
the same 0.35-µm BiCMOS technology as the stand-alone front-end, and the chip
was packaged in a 52-pin VFQFPN package. The benefits of this almost chip-scale
package are small parasitics and also a low ground inductance and good thermal con-
ductivity, which are thanks to the die attachment to a large pad exposed through the
package.
The prototype was measured using a 4-layer PCB, the FPGA being on a separate
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Table 12.3 Summarized ADC performance.
Resolution 13 bits
Sample Rate 50 MS/s
Input Range (differential) 3.8 V
Input Bandwidth > 200 MHz
DNL / INL (calibrated) ±1.0 / ±3.0 LSB
SFDR (@ 200 MHz) 76.5 dB
Supply Voltage 2.9 V
Power Dissipation 715 mW
Die Area 6.0 mm2
Technology 0.35-µm BiCMOS (SiGe)
board. A common ground plane was used for the analog and the digital circuitry.
The clock signal from an on-board 50-MHz crystal oscillator was connected to one
of the differential clock inputs, while the complementary input was grounded near the
oscillator. The arrangement for bringing in the IF signal was identical to the one used
with the stand-alone S/H prototype.
The first measurements revealed that there was a timing error in the digital delay
line used for aligning the output bits of the pipeline stages. As a result the output
contained a large number of seemingly random bit errors. It was found that these errors
could be minimized, but not totally eliminated, by lowering the supply voltage from
the designed 3.0 V to 2.9 V and performing the testing at a temperature of +5◦C. Due
to the remaining bit errors the noise floor was high, limiting the SNDR to 55–60 dB.
On the other hand, the linearity did not seem to suffer significantly.
The static linearity was measured with a 195.2-MHz signal and calculated using
the code density test. Figure 12.46 and shows the results before and after the calibra-
tion cycle. The calibration improves the maximum INL from±7.1 LSB to±3.0 LSB,
the DNL being within ±1.0 LSB in both cases.
The SFDR measured with a −1-dBFS (3.4 Vpp differential) signal was better
than 73 dB in all frequencies in the range from 190 MHz to 200 MHz. An example
spectrum with a 76.5-dB SFDR is shown in Figure 12.48. The effect of calibration can
be seen by comparing it with Figure 12.47, where the same measurement is repeated
without the calibration. The measured power consumption from the 2.9-V supply was
715 mW. Table 12.3 summarizes the ADC performance.
The measurements showed a greatly improved second harmonic at IF compared to
the stand-alone version of the S/H circuit. The possible reasons for the reduced clock
contamination are the larger separation of the input and the clock pads, smaller bond
wire and package inductances thanks to the VFQFPN package, and reduced coupling
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Figure 12.46 DNL and INL (a) before and (b) after calibration.
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Figure 12.47 A spectrum measured with a 194.2-MHz, −1-dBFS signal before calibration.
Figure 12.48 A spectrum measured with a 194.2-MHz,−1-dBFS signal after calibration shows
a 76.5-dB SFDR.
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on the board level resulting from 4-layer PCB.
12.6 Deglitcher for Current Steering DACs
12.6.1 Introduction to Current Steering DACs
Traditionally the applications of high-speed DACs have been in video and computer
graphics applications, but recently the migration to wideband wired and wireless
telecommunication standards and the evolution of radio transmitter architectures to-
ward the software-defined radio have created a need for high-speed, high-resolution
telecommunication DACs.
In the past the research and development of DACs have been heavily concentrated
on improving the static (DNL, INL) and, to some extent, the time domain specifica-
tions (settling time, glitch area), almost totally neglecting spectral purity and other
frequency domain characteristics that are essential in telecommunication devices.
Practically all high-speed DACs are based on the current steering architecture, one
of the main reasons for this popularity being its capability of driving resistive loads
without buffering. A 14-bit static linearity has been achieved by using trimming, self-
calibration [230], and even intrinsically [231]. A typical problem in these DACs is
the rapid increase in harmonic distortion when the signal frequency is increased. This
is mainly due to the glitches occurring at the code changes. The glitches are results
of incoherent timing of the current switches, non-optimal shape of the switch control
waveforms, and coupling of the digital signals to the analog output.
Attempts to reduce glitches include the use of latches to synchronize the switch
controls, circuits to generate optimal control waveforms for the switches, and the use
of return-to-zero-type output to suppress the output during the code changes [232].
The return-to-zero technique utilized in [233] yields a clear improvement in high-
frequency SFDR compared to earlier reported DACs, but still has some limitations,
such as the difficulty of providing large amplitudes to a low-resistance load, the com-
plicated circuitry needed to handle signal dependent parasitics, and sensitivity to clock
jitter, which is not relaxed, unlike in conventional DACs, when signal frequency is de-
creased. To alleviate the first two of these problems the same authors have proposed
the track/attenuate technique [230], which is basically a switch put in parallel with the
load to short the output during the DAC switching.
To avoid the jitter problem and signal attenuation it is possible to use a track-
and-hold circuit as a deglitcher; the DAC is cascaded with a T/H circuit which tracks
the DAC output when it is in steady state and holds a sampled voltage during DAC
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Figure 12.49 Block diagram of the DAC.
settling. Although the deglitcher does a good job of removing code-dependent glitches
it typically cannot achieve as high a speed as a current-steering DAC and, furthermore,
the voltage output provided by the T/H needs to be buffered in order to drive resistive
loads.
The DAC presented here and published in [15] and [16] employs a deglitcher
which is based on current mode circuitry. The output is provided in the form of a
current which eliminates the need for a buffer. A high speed is achieved by employing
parallelism. The circuit does not rely on matching, which makes it very robust and
eliminates the need for calibration.
12.6.2 Circuit Description
12.6.2.1 Architecture
The core DAC, shown in Figure 12.49, is based on segmented architecture. The cur-
rent sources are divided into two unit current source arrays, with 8 LSBs in one and 6
MSBs in the other. In the LSB array the current sources are binary-weighted and con-
structed of parallel unit sources distributed around the matrix to compensate for linear
and center-symmetric process variations. In the MSB matrix the two least signifi-
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cant bits are binary-weighted and the remaining four are formed with 15 unweighted
sources constructed of four unit sources laid out in common centroid geometry. To
reduce cumulative mismatch errors, the consecutive unweighted sources are selected
in such a manner that if one source is constructed of transistors on the periphery of the
matrix, the next one will have its transistors closer to the center, and vice versa.
The current bias for the LSB and MSB arrays is generated in a bias array from a
single external reference current. The bias array is a current mirror that generates two
currents, the LSB bias being 1/64 and the MSB bias 4 times the reference. The current
ratio can be manually trimmed with an external 5-bit control signal.
The current switches are controlled with a 10-bit binary code and a 16-level ther-
mometer code, which are synchronized with a latch stage before the switches.
The DAC output is connected to the deglitcher, which requires a 1.75-V voltage
headroom; thus, the DAC has to fit within 1.25 V when a 3.0-V supply voltage is
used. This has an effect on the sizing of the current sources and the DAC switches;
the current sources are biased to a 1.2-V gate-source voltage to minimize the effect
of threshold voltage variation in the available voltage headroom. The single-ended
full-scale output current of the DAC is 10 mA.
The clock signal is brought into the chip in differential form to improve the noise
rejection on the board and package level.
12.6.2.2 Deglitcher
The principle of the deglitcher is shown in Figure 12.50. It consists of four single-
ended current mode sample-and-hold circuits and four switch pairs that operate in
time-interleaved fashion. During one clock cycle the DAC differential output current
is sampled into two current memories and the other two supply to the output the cur-
rent which has been sampled in the previous clock cycle. This way the DAC is never
directly connected to the output and the sampling phase is extended to cover nearly
the whole clock cycle, maximizing the speed.
In the sampling phase the current memory is enclosed in a feedback loop that
forces its current to be equal to the DAC output current. At the end of the phase
the feedback loop is opened and the current gets sampled in the memory. In the hold
phase the current memory acts as a current source, whose value is the one stored in the
memory. In this phase the circuit is connected to the external load. Since the current
value is set by feedback and kept unchanged when the circuit is connected to the load,
no accurate matching is required between the current memories.
The clock waveforms for the circuit are shown in Figure 12.51. The DAC is
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clocked at the full rate, while the deglitcher uses a set of half-rate clocks. The current
switches are controlled with the complementary signals Clk+ and Clk-, which have
a 50% duty cycle. Signals Clk1 and Clk2 are non-overlapping clocks for the current
memories. Two currents I3 and I4 are also shown to clarify the operation.
A more detailed implementation of the deglitcher is shown in Figure 12.52. There,
the current switches are implemented with bipolar transistors and a cascode transistor
is inserted between the current switch and the circuit output. In addition, a cascode
current source is added in parallel with the DAC to bias the current memory. The
base currents of the switch transistors—as long as the transistors in the switch pair
are matched—are not a problem, since the switches are enclosed in the feedback loop
when the current is sampled.
12.6.2.3 Current Switches
The bipolar current switches are driven with the circuit shown in Figure 12.53. It
uses two voltages VH and VL, to which the bipolar transistor base is connected in
the on- and off-phases, respectively. The switches S1 through S4 are bootstrapped
MOS switches similar to the one in Figure 6.18. These switches are controlled with
overlapping signals d1 and d2, which, together with their complements, are shown in
Figure 12.53. Also shown are the switch transistor base voltages, which cross near
the high voltage level to avoid turning off both the transistors simultaneously, which
would disturb their common emitter node and produce a glitch in the output. The
crossing point depends on the overlap time and is adjusted to be too high rather than
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too low so as to guarantee desired operation under all process conditions.
12.6.2.4 Current Memory
Typically, the current memories are based on a MOS transistor whose gate capacitance
is used as an internal storage element, while the memory input and output are both
the drain current [234]. Such a basic circuit is shown in Figure 12.54 [235]. There,
the transistor M1 acts as a voltage-controlled current source, the current of which is
set equal to IIN during the Clk high phase. This is accomplished by connecting the
transistor in a diode configuration through the MOS transistor switch M2. As a result
M1’s gate voltage VG settles to a value which makes the drain current equal to IIN .
When Clk goes low, M2 turns off and the voltage VG is sampled in the capacitor C1,
which can be the gate capacitance of M1 or a combination of the gate capacitance and
an additional capacitor. Now M1 acts as a current source equal in value to IIN at the
sampling instant.
As regards high resolution applications, the most severe limitation of this circuit is
the harmonic distortion originating from the sampling switch charge injection [236].
The nonlinear relationship between the gate voltage and the drain current results in a
situation where even a constant charge injection from M2 produces harmonic distor-
12.6 Deglitcher for Current Steering DACs 219
−
+ 
M1
M2
IMEM
VREF
Fb_in Clk
n1
S1
C1
A1
biased in
triode region
M3
Q1
bootstrapped
MOS switch
VG
Figure 12.55 BiCMOS current memory.
tion in the output current. Moreover, the switch M2 operates against the voltage VG,
which makes the charge injection signal-dependent. Another problem is the limited
output impedance of M1, which also distorts the output current if the output voltage
during the hold phase does not match the voltage in the sampling phase.
The output impedance can be substantially improved simply by cascoding M1 with
another device. Ways of reducing the effect of the charge injection range from using
differential circuitry or dummy switches to the very accurate S2I technique [237],
where the sampling is done with two memory elements in two phases; first, a coarse
sample is taken in the larger memory and in the next phase a correcting fine sample is
taken in the other one. As a result, the remaining error is proportional to the size of
the small fine memory. The disadvantage of this technique is the increase in sampling
time introduced by the added second sampling phase.
In this design the approach taken to achieve 14-bit resolution is two-fold. First, the
linearity of the current memory is maximized to make the circuit less sensitive to the
constant charge injection, and second, the signal dependency of the charge injection
is significantly reduced. Furthermore, when the current memory is linear, even an
error linearly dependent on the signal can be tolerated, since it only affects the signal
amplitude.
In [238] the signal-dependent charge injection is avoided by adding an opamp
in the feedback loop to create a virtual ground at the drain of M1. The sampling
switch is moved from M1’s gate to the virtual ground, which makes its charge injection
independent of the signal. The extra element in the feedback loop, however, inevitably
increases the settling time. For this reason the approach taken in this design is to
improve the switch itself.
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The current memory is shown in Figure 12.55. The switch transistor gate-source
voltage is made virtually constant by using bootstrapping. Neglecting the bulk ef-
fect, this makes the channel charge, as well as the injection resulting from its release,
constant. The actual switch realization is based on the circuit presented in [136] and
shown in Figure 6.18. The maximum gate overdrive yields a low on-resistance with
a small switch transistor, minimizing the nonlinear parasitic capacitances, which are
effectively in parallel with the memory capacitor.
Besides the channel charge, there is also charge redistribution in the gate overlap
capacitance CGol . Since, when entering the off-phase, the switch gate is pulled to a
constant voltage, the resultant signal-dependent error charge is CGol ·VG. When the
capacitances are constant (which is mostly true) and the current memory linear the
error results in only a small change in signal amplitude. If necessary, this error could
be avoided by switching the gate to a voltage that is the VG properly buffered and
level-shifted.
The high linearity of the current memory is based on the fact that the transistor M1
is biased in the triode, not the saturation, region. There, the drain current is given by
ID =
µCoxW
L
[
(VGS−VT )VDS− V
2
DS
2
]
. (12.1)
Now, if the drain-source voltage is kept constant, the circuit is perfectly linear. To
make the voltage on the drain as constant as possible M1 is cascoded with the bipolar
transistor Q1, which has an inherently large gm, which is further boosted by using
regulation. Regulating a bipolar cascode transistor, in contrast to a MOS transistor,
does not improve the output impedance [239]. But, as already said, that is not the
main reason for the regulation here. To achieve a high linearity it is necessary to bias
the transistor M1 deep in the linear region. The cascode current source, consisting of
M2 and M3, is for biasing M1.
The sampling speed of the deglitcher is determined by the time constants asso-
ciated with the feedback loop. When the loop is broken at the gate of M1 (leaving
the capacitor C1 on the output side) there is only one high impedance node (the DAC
output), which justifies the use of the single pole approximation, giving the following
gain-bandwidth product:
GBW = gm1
C1 +CDAC
, (12.2)
where gm1 is the transconductance of M1 and CDAC the DAC output capacitance. Since
the transconductance (together with the full-scale output current) determines the volt-
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age swing on the memory capacitor and the capacitor value the sensitivity to charge
injection and noise, there is a tradeoff between speed and accuracy. The sampling
switch on-resistance and the other nodes in the loop produce non-dominant poles that
affect the phase margin. These poles are given by
p2 =
1
RON
· C1CDAC
C1 +CDAC
, (12.3)
p3 = gm2
Cn1
, (12.4)
and
p4 =
gm,sw
COUT,mem
. (12.5)
The auxiliary amplifier used in the regulated cascode transistor is shown in Fig-
ure 12.56. It consists of a transresistance input stage and an emitter follower buffer,
which is needed to supply the large base current of the cascode BJT.
The current memory is biased via the regulation amplifier. The bias circuit is
shown in Figure 12.56. It uses a scaled-down replica of the current memory (M1 and
I1), the input voltage (VMEM) of which is set at the desired level (1.5 V) with R1 and
R2. This arrangement sets the drain voltage and, more or less, the transconductance of
M1 correctly regardless of the process parameters and temperature. The drain voltage
is used to generate the correct gate bias Vbb for the regulation amplifier.
12.6.2.5 Limitations
A potential problem in all circuits using time interleaved parallelism is mismatch be-
tween the parallel circuits. The current memory-based deglitcher, however, does not
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Figure 12.57 Photograph of the prototype 14-b DAC and the deglitcher.
rely on matching, thanks to the use of the current copying principle. The only parallel
element not enclosed in the feedback loop in the sampling phase is the current switch.
However, being constructed of bipolar devices, its matching should be adequate. Al-
though the component matching is not a problem, the timing of the current switch
can be. Any deviation from the 50% duty cycle will produce a spectral image of
the signal around the half clock frequency. The error is signal frequency-dependent,
getting worse as the frequency is increased. In most applications some amount of
over-sampling is used, which moves the image outside the signal band and makes it
tolerable up to some limit.
To minimize the error the half-rate clocks for the current switch control circuit
are generated by dividing the full-rate clock with a carefully matched synchronous
divide-by-two circuit constructed with a fully differential D-flipflop. For prototyping
purposes a manual rise time control circuit was included in the signal path for fine-
tuning the duty cycle if it turned out to be necessary.
12.6 Deglitcher for Current Steering DACs 223
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 10
7
−120
−100
−80
−60
−40
−20
0
POWER SPECTRUM
FREQUENCY (Hz)
R
EL
AT
IV
E 
PO
W
ER
 (d
Bc
)
Figure 12.58 Simulated spectrum.
12.6.3 Simulations and Experimental Results
The circuit was designed using a 0.35-µm BiCMOS (SiGe) technology. The chip, a
photograph of which is shown in Figure 12.57, occupies a total of 5.7 mm2 of silicon
area. The majority of the area is consumed by the DAC current sources, the deglitcher
being only a small block on the lower right corner of the chip. A minor layout error in
the first processed version, unfortunately, prevented any decent performance figures
from being obtaining.
A simulated spectrum with an 11.4-MHz input signal and a 40-MHz clock fre-
quency is shown in Figure 12.58. The highest spurious, the third harmonic, lies 86 dB
below the signal and the level of the fifth harmonic is −92 dBc. No even order har-
monics can be seen, thanks to the differential circuitry. The power consumption from
a 3.0-V supply is 370 mW and dominated by the deglitcher with its 70% share.
12.6.4 Conclusions
The idea of using a current mode track-and-hold circuit as a deglitcher after a current-
steering DAC has been proposed and demonstrated with a prototype circuit. The time-
interleaved deglitcher uses the current copying principle, which makes it insensitive
to component mismatch. The current memory developed achieves exceptionally high
linearity thanks to a bootstrapped sampling switch and a transconductor constructed
of a triode region MOSFET cascoded with a regulated bipolar transistor. Accord-
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ing to the simulations, a 14-bit dynamic accuracy is achieved at a 40 MS/s sampling
rate. The design presented demonstrates that a current mode track-and-hold circuit can
be successfully used for removing glitches from the output of a high-speed current-
steering DAC and, as a result, a significant improvement in dynamic performance can
be expected.
12.7 1st Switched Opamp Pipelined ADC
12.7.1 Introduction
It has been demonstrated that CMOS ADCs implemented in current mode techniques
are capable of operating with supply voltages of 1.5-V and below [240, 241]. Current
mode circuits, however, seem to have limited linearity, especially at higher signal
frequencies. The switched capacitor (SC) technique, which has an inherently good
linearity, has been widely employed in pipelined ADCs operating on supply voltages
above 2.5 V, but the insufficient switch overdrive prevents it being used for low-voltage
applications in its standard form. The switched opamp technique, which is one of the
low-voltage modifications of the SC technique, has, for the first time, been applied to
a pipelined ADC in the prototype described in this section and originally published in
[8].
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12.7.2 ADC Architecture
The 9-bit ADC is realized with the standard 1.5 bits-per-stage pipeline architecture,
where the 0.5 bit redundancy in each stage is used for digital correction to relax the
requirement for comparator offsets. A block diagram of the ADC is shown in Fig-
ure 12.59. Each pipeline stage performs a coarse (in this case three-level) A/D con-
version for its input signal and passes the amplified quantization error to the next
stage. The quantization error (or residue) is formed by converting the quantization
result back to analog form and subtracting it from the input signal. The residue for-
mation and its precise amplification are performed by a multiplying digital-to-analog
converter (MDAC).
The operation of the pipeline stage consists of two phases each lasting half a clock
cycle. In the first phase the MDAC samples the input signal and the sub-ADC does
the A/D conversion. During the second phase the MDAC generates and amplifies the
residue, yielding the input signal for the next stage. The successive stages operate in
opposite phases and thus the conversion of a sample traverses two stages in a clock
cycle.
There is a total of seven stages, like the one whose block diagram is shown in
the inset of Figure 12.59. Since the last stage does not need to generate a residue,
it is implemented as a 2-bit flash ADC consisting of three comparators and a small
number of logic gates. In the reported measurement results the originally 9-bit output
is truncated to 8 bits.
12.7.3 MDAC
The operation of the MDAC consists of two phases. During the first phase the in-
put signal is sampled, while the second one is reserved for the subtraction and the
amplification. The MDACs in successive stages operate in opposite clock phases.
The MDAC is shown in Figure 12.68. In contrast to its SC counterpart, the feed-
back capacitors are permanently connected around the amplifier and the input capac-
itors to the output of the preceding stage. When the MDAC is sampling, the inputs
and the outputs of the opamp are connected to VDD. In transition to the amplification
they are released, and simultaneously the preceding stage pulls the MDAC inputs to
VDD. Consequently, the charge in the input capacitors is transferred to the feedback
capacitors. The D/A operation is realized by connecting the 2C valued capacitors to
the reference voltages according to the bit code produced by the sub A/D converter.
The purpose of the C valued capacitors, also controlled by the bit code, is to keep the
opamp input common mode level at VDD.
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The Miller-type switchable opamp employed in the MDAC has already been de-
scribed in Section 10.6.2.1.
12.7.4 Comparator
The comparator (Figure 12.61) consists of a preamplifier and a latch. The preamplifier
is realized with a differential nMOS pair driving resistor loads. The latch, shown in
Figure 12.62, consists of an n-type input pair and a cross-coupled pMOS load with
reset switches in parallel. The clock signal controls a switch between the common
source node of the input pair and the ground. Although the ADC employs digital
correction, careful balancing of the load capacitance in the complementary outputs is
needed to guarantee an offset within the tolerable range.
The comparator inputs are connected to the outputs of the previous stage, where
the signal common mode level is VDD/2. Since this voltage cannot be applied directly
to the gate of a transistor, the signal is level-shifted with capacitors. This allows
the common mode level at the preamplifier input to be set to VDD. The digital error
correction permits rather large error at the comparator decision level, and thus the
reference is built into the values of the capacitors C1 and C2. The error correction
also makes it possible to latch the comparator before the output of the driving stage is
fully settled. This is utilized to have the comparison result ready at the time when the
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Figure 12.62 Latch of the comparator.
MDAC begins the amplification.
12.7.5 Input Buffer
The active input buffer described in Section 10.7.1 is utilized in this prototype.
12.7.6 Experimental Results
The prototype circuit is fabricated using a 0.5-µm CMOS process with three metal and
two polysilicon layers. Its die photograph is shown in Figure 12.63. The total area of
the chip is 3.8 mm2.
Figure 12.64 shows the results of DNL and INL measurements. The DNL errors
are within 0.6 LSB. The INL curve obtained is characteristic of all the measured sam-
ples. There, the large errors at the edges clearly indicate that the input buffer is not
linear enough at the verges of the signal range (1.2 V differential). The INL error in
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Figure 12.63 Die photograph of 1st switched opamp ADC.
the midrange, however, is very small, suggesting that the A/D itself works well. The
INL figures reported in the conference paper [8] were calculated with a code density
test program which contained an error. The figures obtained with a corrected version
of the program are much better than the incorrect ones reported in the paper.
The SNDR measured as a function of input signal amplitude is shown in Fig-
ure 12.65. The measurement was performed using a 200-kHz sinusoidal input signal
and an 8-MHz clock. The measured SNDR has a peak value of 44.7 dB, which occurs
when the input amplitude is 65% of the full scale. The deterioration of the SNDR with
larger amplitudes is explained by the INL curve. The peak SNDR corresponds to 7.1
effective bits.
A spectrum with a 990-kHz 0.6-Vpp input signal is shown in Figure 12.66. The
largest spurious component is the third harmonic, which is at the −52-dBc level. The
SFDR, which is dominated by the third harmonic, is presented as a function of input
frequency in Figure 12.67. It is measured at 5-MHz and 8-MHz clock rates using an
input signal whose amplitude is 50% of the full scale. Although the 5-MHz clock
gives a roughly 5 dB better SFDR than the 8-MHz clock, the difference in SNDR is
much smaller.
The circuit operation was verified with supply voltages ranging from 1.0 to 1.2
volts. All the presented results were measured with a 1.1-V supply. The power con-
sumption at the 8-MHz clock rate with a 200-kHz full scale input signal is 7.8 mW.
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Figure 12.65 SNDR versus signal amplitude.
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Figure 12.66 Measured spectrum where the signal frequency is 990 kHz and amplitude 50
percent of the full scale.
0.01 0.03 0.1 0.3 1.0 3.0 
30
35
40
45
50
55
60
SFDR vs. Signal Frequency (Signal: 50% full scale)
Input frequency [MHz]
SF
DR
 [d
B]
Clk=5MHz
Clk=8MHz
Figure 12.67 Measured SFDR versus signal frequency.
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12.8 2nd Switched Opamp Pipelined ADC
12.8.1 Introduction
This section describes another switched-opamp implementation of a pipelined ADC,
which is also published in [3] and [2]. The overall converter architecture is similar
to that in the previous section, but most of the circuit blocks have been redesigned to
achieve a more robust and less power consuming realization.
12.8.2 MDAC
The developed fully differential SO MDAC is shown in Figure 12.68. In contrast
to its SC counterpart, the feedback capacitors are permanently connected around the
amplifier and the input capacitors to the output of the preceding stage. Due to this
the maximum achievable feedback factor for the MDAC in a 1.5 bits-per-stage ar-
chitecture is 1/4, while being 1/2 in the SC realization, which makes the SO circuit
inherently slower than the SC one.
To understand the circuit’s operation let us first look at the DC common mode
voltage levels in the circuit. The virtual ground at the opamp input is set to VDD,
which is a suitable operating point for an opamp with nMOS input transistors. The
voltage level is kept unchanged when switching to the sampling phase by shorting the
opamp inputs to VDD. To maximize the voltage swing the signal at the opamp output
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is centered in the middle of the supply rails. During the sampling phase the opamp
output is in a high impedance state and pulled to VSS by the attached switches. As a
result there is a VDD/2 change in the voltage level when switching from one phase to
the other. Since the MDAC input is connected to the output of the preceding stage, its
voltage levels follow a similar pattern, but in the opposite phase.
In the sampling phase—when the clock φ is high—the inputs are sampled to the
4C-valued input capacitors. At the same time the signal voltages on the reference and
the feedback capacitors are reset. When entering the amplification phase, the switches
at the opamp inputs and outputs are opened. Slightly later, the preceding stage pulls
the MDAC inputs to VSS. With the aid of the virtual ground the sampled signal charge
in the input capacitors is transferred into the feedback capacitors, resulting in an output
voltage that is the input voltage multiplied by the capacitor ratio.
The DAC function is realized with C-valued capacitors, which are connected to
either VREF+ or VREF− according to the two-bit binary code produced by the stage’s
sub-ADC. The DAC output, which is added to the sampled voltage, has three possible
output values: +VREF , −VREF , and 0. The first two are achieved by connecting both
the capacitors to the same reference voltage, while to get the zero they are connected
to the opposite voltages. The advantage of this two-capacitor DAC compared to the
DAC in the previous prototype, with a single 2C-valued capacitor, is the fact that
the common mode level for the zero code is the same as for the other codes. This
eliminates the extra switched capacitor usually needed in SO circuits to compensate
for the common mode level change between the two operating modes.
The minimum supply voltage for the MDAC depends on the gate-source voltage
needed to properly turn on the switch transistors and the values of the reference volt-
ages. The reference voltages in turn determine the full-scale signal amplitude, which
is equal to the signal swing at the opamp output. This requires the reference levels to
be set at least a saturation voltage Vdsat apart from the supply rails.
The MDAC uses the switchable opamp introduced in Section 10.6.2.3.
12.8.3 Input Stage
The passive input interface developed for this SO circuit has already been explained
in Section 10.7.2. For the sake of convenience it is shown again in Figure 12.69.
The values used for C, Cs, and R are 5 pF, 0.44 pF, and 1.5 kΩ respectively. A total
harmonic distortion of 70 dBc is predicted by a simulation made using a 5-MHz clock
rate and a 1.7-MHz sinusoidal input signal with a 1.2-Vpp differential amplitude.
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12.8.4 Comparator
In the 1.5-bits-per-stage pipeline architecture there is one redundant quantization
level in each sub-ADC which, together with the digital correction, permits ±VREF/4
(±150 mV in this design) inaccuracy in the comparator decisions. Consequently, the
comparator can be a fairly simple dynamic circuit. Since the analog signal path is fully
differential, it is desirable that the comparator has a fully differential input, which pre-
vents the use of conventional single-ended comparator topologies where the signal is
applied to one input pin and the reference voltage to the other. One possible way to
realize a fully differential comparator is to employ a charge summation circuit. The
implementation used, e.g. in [104], consists of a latch stage preceded by coupling
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capacitors that are precharged to the reference voltages during the reset phase. In the
acquisition phase the latch input experiences a voltage that is the sum of the input and
the reference; as a result, the comparator decision level is equal to the reference volt-
age. The implementation used here, shown in Figure 12.70, relies on the same type of
architecture.
Due to the switched-opamp implementation of the MDAC, the input capacitors
cannot be disconnected from the output of the previous pipeline stage. Thus, another
pair of capacitors is needed for adding the reference voltages. During the reset phase
the previous converter stage pulls the input capacitors to VSS and the inputs of the
latch are reset to VDD. At the same time the reference capacitors are connected to VDD.
When the driving pipeline stage starts its amplification phase, the reset switches of the
comparator are released and the resistor string, to which the reference capacitors are
attached, is connected between the global positive and negative reference voltages.
The resistor string, which is common for all the comparators in the same pipeline
stage, provides the voltages +VREF/4 and −VREF/4, setting the comparator decision
level accordingly.
There are two reasons why the quarter reference is realized with a resistor chain
instead of simply scaling the reference capacitor values. First, when using equal size
input and reference capacitors, the common mode voltage level in the latch input is au-
tomatically set to VDD. Otherwise, an extra pair of capacitors would have been needed
to correct the voltage level. The second reason is the desire to keep the capacitors as
small as possible. The capacitor value C/4 would have been too small to implement
without increasing the absolute value of the unit capacitor C.
The dynamic latch is similar to the one used in the first version and shown in
Figure 12.62. The digital error correction makes it possible to trigger the comparator
before the output of the driving stage is fully settled. This is utilized to make sure that
the A/D conversion result is ready at the time when the MDAC begins the amplifi-
cation. The comparators are synchronized with the MDAC by adding a digital latch
stage after them.
12.8.5 Experimental Results
The prototype chip is implemented in a 0.5-µm triple-metal double-poly CMOS tech-
nology with 610-mV Vth for both nMOS and pMOS transistors. A photograph of the
die, witch has an active area of 1.3 mm2, is shown in Figure 12.71. The prototype is
packaged in a 44-pin CLCC package and the measurements are performed using a test
board made of 2-layer PCB and having a socket for the chip.
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Figure 12.71 Photograph of the prototype chip.
The operation of the circuit is verified with a supply voltage range from 0.95 V
to 1.6 V. All the results given were obtained with a 1.0-V supply unless otherwise
specified. The reference voltages are set 600 mV apart and symmetrically between
the supply rails, resulting a ±600-mV differential input signal range.
The measured DNL and INL curves are presented in Figure 12.72. For nine mea-
sured samples the maximum DNL and INL are 0.6 LSB and 1.1 LSB respectively.
The SNDR versus the input signal amplitude measured at 1.0-V and 1.5-V supply
voltages and 5-MHz and 14-MHz respective clock rates is shown in Figure 12.73. In
both cases the peak SNDR is obtained with the full-scale signal amplitude and has a
value of 50.0 dB, which corresponds to 8.0 effective bits.
Figure 12.74 shows a spectrum where a 1.5-MHz full-scale sine wave is sampled
at 5.0 MS/s, the supply voltage being 1.0 V. A 14-MS/s spectrum obtained with the
1.5-V supply is presented in Figure 12.75. With the low supply voltage the spurious
free dynamic range is limited by the second harmonic and it is 59.5 dB. The level of
the harmonic is raised as the bias current is increased along with the supply voltage,
reducing the SFDR to 55.3 dB at 1.5 V.
The ADC performance is limited by the static nonlinearities, since the SNDR is
virtually constant up to a 6-MHz clock frequency, after which there is a sudden col-
lapse in the signal quality, indicating timing problems in the digital circuitry. When
the supply voltage is increased to 1.5 volts the same phenomenon is observed at the
14.5-MHz clock frequency. The power consumption from a 1.0-V supply at the 5.0-
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Figure 12.72 Measured DNL and INL.
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Figure 12.73 SNDR versus signal amplitude. At the 1.0-V supply voltage the clock rate is
5 MHz and the signal frequency 200 kHz. The 1.5-V curve is obtained with a 14-MHz clock
and a 1.5-MHz signal.
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Figure 12.74 A spectrum measured at a 5-MHz clock rate using a 1.0-V supply voltage. The
signal is a 1.5-MHz full-scale sine wave.
Figure 12.75 A spectrum measured at a 14-MHz clock rate using a 1.5-V supply voltage. The
signal is a 5.1-MHz full-scale sine wave.
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Table 12.4 Summary of ADC performance.
Supply voltage 1.0 V 1.5 V
Resolution 9 bits
Conversion rate 5 MS/s 14 MS/s
DNL 0.6 LSB 0.6 LSB
INL 1.1 LSB 1.1 LSB
SNDR 50.0 dB 50.0 dB
SFDR 59.5 dB 55.3 dB
Input range ±600 mV ±600 mV
Power consumption 1.6 mW 8.2 mW
Technology 0.5-µm CMOS
Active area 1.3 mm2
MS/s sampling rate is 1.6 mW. In addition to increasing the supply voltage to 1.5 V,
the bias current has to be tripled to achieve the 14-MS/s sampling rate. This increases
the power consumption to 8.2 mW, which is still very low compared to the 36 mW
achieved in [104] with the same supply voltage and sampling rate. The measured
performance is summarized in Table 12.4.
The measurements demonstrate that the SO technique, previously considered an
immature and performance-limited technique, can be used to realize low-voltage ADCs
and provides a performance well-matched to that found with other low-voltage real-
izations.
Conclusions
Technology scaling will bring advantages to SC circuits for the next few technology
generations, but after that the effect of the decreasing supply voltage on the signal-
to-noise ratio will start to dominate over the positive effects of shrinking transistor di-
mensions. Even before that, maximizing the signal range is essential for exploiting the
benefits of technology scaling. The signal range has the largest effect on the opamps,
making the use of a rail-to-rail output stage mandatory. The switches do not have
major difficulties in adapting to the nominal supply voltage of the technology. On
the contrary, when a smaller-than-nominal supply voltage is used or a performance
increase is pursued, techniques such as gate voltage bootstrapping or the switched-
opamp technique are needed to guarantee a small enough switch on-resistance.
In this work the utilization of the switched-opamp technique in pipelined ADCs
has been demonstrated. Connecting the SO circuit to the outside world has been solved
with a passive input interface circuit. The main limitation of the SO technique is
the low speed caused by opamp switching and the decreased feedback factor. Thus,
probably a better approach for low-voltage circuits requiring high speed is the selective
use of bootstrapped switches and the utilization of different common mode signal
levels at the opamp input and the output. The applications of the SO technique are in
the areas where speed is not the most critical parameter.
In wide-band radio receivers, moving the signal digitization into a high interme-
diate frequency is attractive. It has been demonstrated that the sampling can be done
with relatively high linearity by using bootstrapped switches. A more fundamental
problem is jitter, which can be alleviated only by extensive oversampling.
The elimination of the bulk effect and signal-dependent drain and source junction
capacitances is essential in a highly linear bootstrapped switch. This can most eas-
ily be accomplished with a triple-well process. The same, although with a smaller
linearity boost, has here been demonstrated with a standard CMOS technology.
Time interleaving is a way to extend the conversion rates of ADCs beyond the
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technology-determined limits of one stand-alone A/D channel. For eliminating the
non-uniform sampling effects caused by timing skew between the parallel channels, a
front-end S/H circuit is practically mandatory. As a result, it becomes a speed bottle-
neck, typically limiting the number of parallel channels to a maximum of four.
Moore’s law can be most effectively exploited by doing things digitally. This can
be realized on the system level by moving analog functions into the digital domain,
but also inside the analog system blocks by using even extensive amounts of digital
circuitry to correct and compensate for the imperfections of the analog circuitry. In
ADCs this means incorporating logic and memory for calibrating and correcting the
offsets and the component mismatch.
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Appendix A
Derivation of OTA GBW
Requirement
The small signal model for an SC amplifier in hold mode is shown in Figure A.1,
where the OTA is represented with a single pole model consisting of gm, go, and CL.
The capacitance CL is the sum of the OTA output capacitance and the external load
capacitance. The capacitance at the OTA input is represented with Cin and the output
conductance with go.
This circuit is used to find out the settling time constant using a pulsed current
source ii as the excitation signal. The small signal analysis yields the following trans-
fer function:
vo
ii
=− gm− sCF
s [(gmCF +goCi,tot +goCF)+ s(Ci,totCL +CLCF +CFCi,tot)]
, (A.1)
g  o
CF
CLCinii
vovin
g  mvin
CS
Figure A.1 Small signal model for SC amplifier in hold mode.
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where Ci,tot =CS +Cin. The output voltage for a current impulse with total integrated
charge Q can be written (in partial fraction form) as
vo =
gmQ
s(gmCF +goCi,tot +goCF)
−
CF
Ci,totCL+CLCF+CFCi,tot +
gm
gmCF+goCi,tot+goCF
gmCF+goCi,tot+goCF
Ci,totCL+CLCF+CFCi,tot + s
Q. (A.2)
The corresponding time domain expression is obtained with the inverse Laplace trans-
form, giving
v0 =
Q
CF + gogm Ci,tot +
go
gm CF
·
(
1− e−
gmCF+goCi,tot+goCF
Ci,totCL+CLCF+CFCi,tot
t
)
− CF Q
Ci,totCL +CLCF +CFCi,tot
· e−
gmCF+goCi,tot+goCF
Ci,totCL+CLCF+CFCi,tot
t
, (A.3)
from where the settling time constant can be identified as
τ =
Ci,totCL +CLCF +CFCi,tot
gmCF +goCi,tot +goCF
. (A.4)
Since gm is large compared to go the time constant can be approximated with
τ≈ Ci,totCL +CLCF +CFCi,tot
gmCF
. (A.5)
A well-known relation states that the gain-bandwidth product of a single-pole OTA
is
GBW = gm
2piCL
. (A.6)
Substituting this to (A.5) yields
τ =
1
2piGBW
·
(
1+
Ci,tot(CL +CF)
CFCL
)
. (A.7)
When the last term resulting from the feed-forward path is ignored in (A.3), the output
settles to N-bit accuracy in the time period T if
e−
T
τ < 2−N , (A.8)
which leads to the following requirement for the GBW :
GBW >
N ln2 ·
(
1+ Ci,tot (CL+CF )CFCL
)
2piT
. (A.9)
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The GBW can also be expressed in terms of the feedback factor f =CF/(CF +Ci,tot)
and the effective load capacitance CL,tot =CL +CFCi,tot/(CF +Ci,tot) [242], resulting
in
GBW > N ln2CL,tot
2piT fCL . (A.10)
Appendix B
Optimum Input Capacitance
In this appendix an optimum value, which minimizes the settling time of an SC am-
plifier, will be derived for OTA input transistor gate capacitance. In strong inversion
the transconductance of a MOS transistor is given by
gm =
√
IDµCoxW
L
. (B.1)
Using the gate capacitance CG =CoxWL, it can be rewritten as
gm =
√
IDµCG
L2
. (B.2)
The capacitance Cin in Appendix A is now CG. Again, from Appendix A the settling
time constant (A.7) becomes
τ =
CLL√
IDµCG
·
(
1+
(CS +CG)(CL +CF)
CFCL
)
. (B.3)
Finding the minimum time constant yields the optimum gate capacitance, which is
given by
CG,opt =
CFCL
CF +CL
+CS. (B.4)
When the same analysis is repeated, assuming that the transistor is biased in the
weak inversion, where the transconductance is given by
gm =
nkT
q
ID, (B.5)
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the settling time constant becomes
τ =
qCL
nkT ID
·
(
1+
(CS +CG)(CL +CF)
CFCL
)
. (B.6)
Now there is no optimum gate capacitance, but the settling time increases with CG (i.e.
with W when L is fixed).
In velocity saturation the transconductance is given by
gm = vsatCoxW =
vsatCG
L
, (B.7)
which results in the following settling time constant:
τ =
LCL
vsatCG
·
(
1+
(CS +CG)(CL +CF)
CFCL
)
. (B.8)
Again, there is no optimum gate capacitance. As opposed to the weak inversion case,
the settling time now decreases with increasing CG (i.e with increasing W when L is
fixed).
Appendix C
Saturation Voltage
This appendix will study how the opamp output transistor saturation voltage Vdsat can
be scaled with respect to VDD. It is assumed that Vdsat = k6V mDD, and thus the task is to
find expressions for the constants m and k6.
Another assumption is that the transistor current is determined by the slew-rate
requirement, and thus ID = ISR. The opamp employs the Miller topology, where the
second pole is determined by the output transistor and is given by
p2 =− gmCCCL(CC +C1) , (C.1)
where CC is the compensation capacitance, CL the load capacitance, and C1 the first
stage output capacitance (including the second stage input capacitance). All the ca-
pacitances are assumed to be linearly proportional to the sampling capacitor C and
thus p2 ∝ −gm/C. To prevent the opamp from losing speed, the magnitude of p2 has
to be constant or increasing as VDD is scaled down. The pole is given by
gm
C
=
2ID
(VGS−VT )C =
2ISR
VdsatC
. (C.2)
Substituting ISR from (2.8) yields
gm
C
∝
(VDD−Vmargin)
Vdsat
=
VDD
k6V mDD
− Vmargin
Vdsat
. (C.3)
Since Vmargin is proportional to Vdsat , which makes the last term constant, the pole
frequency will not decrease if m≥ 1.
Another important thing is the second stage input capacitance C1. It is not allowed
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to grow faster than the compensation capacitance, i.e. not faster than C. It is assumed
that C1 is dominated by the transistor gate capacitance. From the transistor current
equation we can get
CG =CoxWL ∝
ISRL2
V 2dsat
∝
(VDD−Vmargin)CL2
k26V 2mDD
. (C.4)
For a given technology (fixed L) m must be 0.5 or less, which conflicts with the earlier
requirement. If L scales linearly with the supply voltage, then m≤ 1.5, which, together
with the earlier requirement, results in 1≤ m≤ 1.5.
So, it was wrong to assume that in the case of a fixed technology the output tran-
sistor size and current are always constrained by the slew rate. Writing the expression
for the second pole again yields
gm
C
=
2µCoxW (VGS−VT )
LC
=
2µCGVdsat
L2C
. (C.5)
If CG is now allowed to grow as fast as possible by making it proportional to C, then
Vdsat will be constant and the current will need to be increased faster than required by
the slew rate.
The above analysis is made for a Miller opamp, but the results are applicable
to other opamp topologies as well. For example, in the folded cascode opamp the
non-dominant pole is determined by the gm of the cascode transistor and parasitic
capacitances that are proportional to the gate capacitance. Thus, an analysis of it
would yield similar results.
