The lingering wake vortex following a landing aircraft has long been a hazard to aviation safety. Previous studies at the German Aerospace Center (DLR) confirmed the effectiveness of applying ground-based obstacles to improve the dissipation of the wake vortex pair by triggering the onset of the vortex bursting by the artificial introduction of shortwave instability. Following the design of the plate line obstacles as proposed by DLR for vortex dissipation, we further investigate the influence of the shape of the ground obstacles on dissipating wake vortex in the present work. The secondary vortex structure, resulting from the interaction between the vortical flow and the obstacle plate, stems from the location of the obstacle and travels outward along the vortex axis, thus spreading instability to the vortex structure along the way. 3D numerical simulations were conducted using Large Eddy Simulation with OpenFOAM solver. The numerical solutions were first compared to the experimental vortex measurement performed in DLR's Wasser Schleppkanal Göttingen tow-tank. In addition to the baseline setup three different shaped obstacles were numerically tested and compared in the simulation. The numerical results reveal that 50% reduction of the wake dissipation, measured with the circulation of the vortex, was achieved within t * = 1.5 compared to t * > 4.0 in the absence of ground obstacle. The present study showed that the shape of the obstacles affects the pattern of the secondary vortex structure created, and the resulting drag force acting on the obstacle has a more direct effect on wake dissipation.
Introduction
Wake vortices at flight level would generally descend below the flight path, and eventually dissipate through a combination of Crow and elliptical instability [1] . However, the wake vortex's trajectory in the vicinity of an airport is bounded by the ground. This limitation could potentially cause the wake vortex to rebound into the landing corridor. Indeed, wake-encounter events recorded in FAA, NTSB, and NASA database showed that the majority of these events occurred during the approach and landing leg of the flight [2] . To better understand the dissipation mechanism of wake vortices near ground, several field studies that measured the strength and trajectory of aircraft wake vortices have been conducted using LIDARs [3] [4] [5] [6] [7] [8] [9] [10] or anemometers [11] in the past few decades at selected airports. Additional studies using ei- Ongoing studies of wake vortex near ground at the German Aerospace Center (DLR) showed that the rapid-decay of the wake vortex could be triggered by introducing ground based obstacles [25] [26] [27] [28] . The introduction of these obstacles would stretch the secondary vortex created by vortex-ground interaction into a loop shape, the so called vortex. The vortex created by the obstacles would function similar to the SVS produced by the groundstreak, thus causing accelerated bursting at the location of the obstacles as well as the transmission of the instability along the vortex axis.
Previous studies
The idea of introducing obstacles around runway to mitigate the effect of wake vortex on flight safety had been investigated during the past few decades [29] . Foregoing studies were quantitative in nature and focused on either containing the wake vortex pair with the use of barrier plates or disrupting the wake with active devices e.g. suction or blowing fans. The concept introduced in the DLR tow tank experiment [26] , on the other hand, focused on the creation of secondary vortex structures using square-cylinder shaped ground obstacle. The experiment was conducted in the 18 m long water filled tow-tank, the Wasser Schleppkanal Göttingen (WSG), with a cross-section of 1.1 m × 1.1 m. The wake vortex was generated by towing a rectangular wing model, with DLR's F 13 airfoil profile, at 2.44 m/s inside the tank with an initial vortex roll-up height of 0.5b 0 ; the initial vortex height was limited by the model support system and the maximum water level that the experiment could be conducted at without spillage. The vortex parameter based on stereo PIV measurement showed that the initial vortex separation b 0 is 0.153 m, circulation 0 is 0.052 m 2 /s, the descend speed V 0 is 0.049 m/s, and the core radius r c is 0.009 m; the Reynolds number based on circulation is Re = 52,000. This Reynolds number is much smaller than the Re for a full size Airbus 340, which is 3.42 × 10
7 .
An obstacle with a cross-sectional area of 0.2b 0 × 0.2b 0 was used in the experiment. It was placed across the channel. Results from the experiment showed that the presence of this obstacle could effectively introduce secondary vortex structure. The study showed that the SVS could effectively accelerate the reduction of wake vortex circulation throughout the test domain. Similar speed-up in circulation reduction were observed from the complementary Large Eddy Simulation (LES) investigation conducted at Re = 23,130.
Refinements to the obstacle to accommodate navigational and flight-safety requirements resulted in the "Plate-Line" type obstacle setup. It consisted of an array of thin plates situated prior to the runway and distributed across the landing path. The normal vectors of the plates were perpendicular to the direction of the runway [25] [26] [27] . The cross-sectional profile of the obstacles were reduced to 0.1b 0 × 0.2b 0 in height and width; the plates were placed at 0.45b 0 interval. The LES results showed that the secondary vortex structure generated by this setup was similar to the SVS generated by the square cylinder obstacle, and the different setups resulted in a similar level of circulation reduction. The lower Reynolds number of the WSG and LES studies meant that vortex interaction suffered from greater viscous losses to the environment and less severe influence by turbulence on the vortex comparing to flight condition [30] . However, the results from these studies still provided valuable insights on the impact of ground-obstacles on wake vortex dissipation, and formed the basis for subsequent flight experiment conducted by DLR at the Oberpfaffenhofen airport. The flight test showed a clear reduction in wake vortex circulation with the Plate-Line installed comparing to the case without obstacle implementation. By matching the circulation curve and SVS generation pattern of a new obstacle setup to that of the Plate-Line obstacle at WSG Reynolds number range, it is expected that similar performance between the two under flight conditions could be observed. It is therefore one of our goals in the present investigation of ground obstacles to match, if not exceed, the performance of the Plate-Line obstacle at the WSG Reynolds number due to the limitation in computational resources at Nanyang Technological University.
The current study was based on the "Plate-Line" type obstacles as proposed by DLR, aimed to study the effect of the geometric shape (x-y profile) of the obstacle on the strength and propagation of the instability introduced by the vortex. The present work is a follow-up study [31] . Detailed information about the solver and the numerical setup is presented in Sect. 3.1 and 3.2, respectively. Four differently shaped obstacles, as described in Sect. 3.4, were numerically tested. Comparison of the present simulation with existing experimental results was made in Sect. 4. The key findings of the current obstacle shape study was summarized and discussed in Sect. 5.
Setup of numerical study

Numerical solver setup
The present simulations were conducted using the open source OpenFOAM library 1 [32] , in addition, SWAK4FOAM toolbox [33] was used to map the counter rotating vortex pair into the initial velocity field. The numerical solver employed a hybrid Pressure Implicit with Splitting of Operator (PISO) and Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm. However, the PISO only mode was selected for the simulations presented here to avoid the usage of relaxation factors, which enable stable simulation at high Courant number at the cost of time accuracy. The numerical schemes used were linear scheme for interpolation and Gaussian integration. The linear interpolation scheme was used for the calculation of divergence, gradient, and Laplacian, while backward time stepping scheme was used for time advancement. Dynamic Smagorinksy turbulence model implemented in Open-FOAM by Professor Alberto Passalacqua [34] was used in the simulation. It was based on the formulation by Lilly [35] and obtained the Smagorinksy coefficient via cell face averaging. The LES delta used was based on cube-root of cell volume and simple top-hat filter was used for the filter term. Simulation data was logged at Fig. 1 . 3D simulation domain defined by initial vortex separation from the DLR study. Schematic from Holzäpfel et al. [26] . t = 0.5 s intervals, which corresponds to t * = 0.1.77, due to the limitation in storage space.
The decomposition of the simulation domain was handled using OpenFOAM function. It employed the Simple decomposition algorithm, which attempts to create partitions with equal number of grid point in each of the cardinal direction in the order of x, y, and z.
Simulation domain setup
The simulation domain size was identical in scale as the LES study conducted by DLR for the WSG setup. The nondimensionalized scale of the simulation domain setup, as presented in Holzäpfel et al. [26] , was displayed as Fig. 1 .
ANSYS GAMBIT was used for mesh generation. The total cell count for the baseline mesh was chosen based on the mesh used by DLR's LES study. The baseline mesh was constructed with a 400 × 300× ∼ 100 cells; the final number of cells in the z-direction dependent on the level of refinement for boundary layer mesh. The boundary layer mesh was created using a growth rate of 1.2 starting from the first cell height y 1 from the wall. It is depended on the mesh setup, with the size of the final cell matching the cell size from the uniform portion of DLR's mesh scaled by b 0 . For mesh generation with obstacles implemented, the boundary layer mesh setup used for the ground was attached to the obstacles in all three directions. Thus, enough resolution was achieved for the flow field around the obstacle as well as the resulting SVS. As a consequence of the wall mesh applied on the obstacles plates, the mesh resolution across the vortex core was significantly higher than the cases without obstacles. Beyond the boundary layer mesh, a small growth rate of 1.01 was imposed on the mesh in all three direction away from the obstacle to reduce the overall number of mesh. The reduction in number of mesh cells was necessary to ensure that the final mesh count is less than 30 million due to the limitation with the available computational infrastructure.
The velocity profile of a single vortex was modeled using the Lamb-Oseen equation. It was based on the previous studies on wake vortex modeling [12] [13] [14] 17] (Equation (1)) and extruded in the axial direction as given as:
the initial values 0 and r c,0 were listed in Table 1 . Also listed in Table 1 were b 0 , the initial vortex separation, and t 0 , the time required for the vortex to drop for a distance of b 0 based on initial vortex descend speed V 0 . The vortex pair was mapped into the simulation domain at pre-determined height and axial separation by combining the velocity profile of two vortices with opposite direction of rotation. It should be noted that Table 1 Variables used to initialize and model aircraft wake vortex based on WSG measurements.
Variable Value
Re 52,000
the measured V 0 from WSG was not the same as the value from the equation V 0 = 0 /2πb 0 for vortex starting from rest. Thus,
8285 was used to normalize time in present simulations. All coordinates and lengths were normalized by b 0 . No background perturbation were used in the present simulations, since previous studies showed that there was no observable difference in circulation between the cases with and without background perturbation. The lack of initial perturbation led the present simulation result to be simplified to a quasi-2D solution, until 3D instabilities introduced by non-uniform vortex-ground separation were developed in the no-obstacle case. When the obstacle plates were present, the 3D perturbation would be introduced by the obstacle-vortex interaction. This does not seem to affect the circulation measurement. However, the initial solution of the wake vortex in the no-obstacle case could resemble that from a 2D simulation and not reflecting what should be seen in the 3D simulation.
The initial height for the vortex pair was set to h 0 = 0.5b 0 to reflect the initial vortex height from the WSG experiment. This was in contrast to the typical h 0 = b 0 setup used wake vortex studies. The difference in the initial height meant that the lateral separation between the wake vortex pair would be smaller comparing to the typical setup during its interaction with the obstacle plates. This is due to the difference in the trajectory of the counterrotating vortex pair. It should be noted that the initial wake vortex height of h 0 = 0.5b 0 was considered very low in wake vortex research. It could also indicate that the aircraft was flying below a safe altitude. An elaboration of the glide path and obstacle setup is discussed in Appendix A. The difference between the initial vortex height of h 0 = b 0 and h 0 = 0.5b 0 with the square cylinder obstacle was presented in Appendix B.
Boundary condition setup
No-slip walls (without the use of a wall function, designated as Calculated boundary type in OpenFOAM) was used for velocity boundary condition on the sidewalls in the y-direction, the ground patch, and the obstacles. This is because the flow condition was transient, and we were interested in the time accurate flow interaction near ground. Full slip wall condition (Slip) was used for the top patch. Periodic wall condition (Cyclic) was used on the patches with normal vector in the axial direction (x-direction). This was to avoid velocity gradient at the boundary, which could introduce instability into the wake vortex. The usage of the periodic boundary condition on the end walls meant that the setup would actually simulate a series of ground obstacles in the axial (x) direction with a separation of 8b 0 . The flow field close to these boundaries would not be accurate for the case where only a single set of obstacle plates were employed as discussed later in Sections 4.2 and 5. Zero gradient pressure boundary condition was used for all patches except for the end-walls, which used periodic boundary condition.
In addition to velocity and pressure field, the implementation of dynamic Smagorinksy model used in the study required the boundary conditions to be defined for turbulent kinetic energy (k) and sub-grid-scale viscosity (nu S gs). On no-slip wall patches k = 0 was used. The zero-gradient boundary condition was implemented on the full slip wall patch. The boundary condition for nu S gs were fully resolved (Calculated) for the no-slip wall, and zero-gradient condition was used for the full slip wall patch. As before, the periodic boundary condition were used for end-wall patches.
Geometry of obstacle tested
The obstacles used in this study were based on the design of the "Plate-Line" obstacles as proposed by Holzäpfel et al. [27] . As part of the initial investigation into the capability of OpenFOAM toolbox, a pair of plates, modeled as baffles, each with x-z area of 0.2b 0 × 0.2b 0 were used, as shown in Fig. 2 .
The plates were positioned with its normal aligned with the y-axis. They were placed at 0.5b 0 from the y-center-line. In other words, the square cylinder obstacle was removed from the simulation domain except for two cross-sectional slices, each at 0.5b 0 from the y-center-line. The twin-plate setup 2 was similar in concept to the setup for the Plate-Line obstacle set. It was used as baseline for comparison with all other obstacles. The setup of the baseline obstacles within the simulation domain in relation to the initial vortex pair was shown in Fig. 3 . The purpose of the baseline obstacle test was to show that the solver can handle zero-thickness internal baffles and resolve the associated boundary layer flow. This obstacle configuration evolved from the x-z cross section of the square cylindrical obstacle in the WSG study and the array-of-thin-plates setup from the "Plate-Line" design.
Additional obstacles were proposed with the intention of reconfiguring the plates to produce stronger secondary vortex structure (SVS). This was believed to be the primary mechanism from which instability was introduced into the primary vortex structure. Obstacle 1 (chvOut) and 2 (chvIn) were chevron shapes with the opening pointing in opposite orientations with the side-viewed area of the obstacle remained identical to the baseline obstacle. The chevron shape design was thought to promote the formation of stronger and more concentrated SVS along either the outer edge (as in chvOut) or the inner vertex (chvIn) of the obstacles.
On the other hand, the configuration for Obstacle 3 (vortGen) was based on the design of simple counter-rotating vane-type vortex generator, which was commonly used to retain boundary layer flow on aerodynamic surfaces. As the primary method of vortex dissipation without the addition of obstacles was from the interaction between vortex sheet and ground boundary flow, the usage of vortex generator type obstacle could increase the contact time between the two and ultimately increase the energy dissipated from the wake vortex. The schematics and 3D models for all four obstacles investigated in this study was presented in Fig. 4 along with the data label used in later plots. 2 Referred to as segBaff in the subsequent sections. 
Mesh convergence and comparison with experimental data
Comparison to experimental data without obstacle
The mesh convergence study was conducted without an obstacle at three different mesh refinement levels. They were implemented by using three different mesh size for the uniform portion of the mesh. Velocity and pressure data were extracted at x * = 0 (normalized with b 0 ). The tracking of vortex center and calculation of vortex circulation were done using an in-house code. The location of the vortex center was tracked by locating the grid point within the search domain with the minimal pressure value. The circulation of the vortex was calculated using =S ω · dS with the measurement area defined by max = max r { (r)} so that the numerical data were comparable with results obtained from the WSG experiment. For the present simulations, the value for r max was evaluated at the beginning of the simulation and coincide with 15 . It was the circulation calculated using scaled equivalent of r = 15 m, i.e. r max = 15 × (b 0,towtank /b 0,full scale ) = 0.049 m. Circulation magnitude from the two primary vortex structure were averaged for each of the cases discussed below.
A consequence of evaluating the circulation with max instead of 5−15 is that the circulation curve would raise above 0 during the vortex diffusion phase. After obtaining the circulation date, comparison was then made with the WSG experimental data from t * = 0 to 1. This time period covered the descent of the vortex and its initial contact with the ground, but before formation of SVS due to flow separation in the near ground boundary layer (Fig. 5) .
For the simulation time t * > 1, the onset of boundary flow separation meant that the resolution of near ground wall mesh became important in circulation prediction (Fig. 6) . As the wall mesh was defined by the growth rate and last cell length, the y 1 values corresponding to the three mesh density used in the mesh convergence study are 0.0019. 0.0015, and 0.0003 m. A fourth, more refined wall mesh, was attached to the baseline mesh after initial simulations, as it became apparent that the y 1 size from the baseline mesh was insufficiently refined to obtain good agreement to experimental data.
The velocity contour from x * = 0 was presented in Fig. 7 for the four y 1 values. It showed large near wall velocity drop in the cases where coarser wall mesh was used. Results from the mesh with insufficiently low y 1 to resolve the boundary flow showed a jump in velocity from zero, as enforced by the no-slip wall condition, to the calculated velocity at y 1 based on linear interpolation and boundary value. The additional flow energy removed due to the lack of resolved or modeled boundary layer flow would con- tribute to the circulation reduction for the coarser mesh as shown in Fig. 6 . Both the vertical (z-direction) and lateral ( y-direction) track of the vortex center were recorded from the present simulations. However, only the vertical position over time was presented (Fig. 8) as we do not have lateral position data from WSG experiments to compare to.
The initial rebound height from the LES vortex trajectory was higher comparing to the WSG data. This phenomenon was similar to what was also observed in the accompanying LES study by DLR using the WSG setup. The difference in initial rebound height between the present LES and WSG data could be due to the lack of background perturbations, which reduced the current simulations to a quasi-2D state. However, similar trajectory was observed in the DLR study, which did account for background turbulence. Another cause for the difference could be due to the difference in initial vortex profile between ones generated by the towed wing model and the Lamb-Oseen vortex. The lack of background turbulence was the likely cause of the difference in trajectory between the two LES results reported. However, the reported circulation values were similar. This was likely due to the short-wave instability introduced by atmospheric turbulence acts on a longer time scale [12, 36, 37] . Thus, it would require more time to have an observable effect on vortex circulation. Wake vortex dissipation in ground effect, especially with the reduced initial height in the current setup, was dominated by the vortex-ground interaction.
Comparison to experimental data with obstacle
In additional to the no-obstacle studies, the square cylindrical obstacle setup from the WSG and LES study at DLR [26] was replicated in the present simulation. The obstacle consisted of a square cylinder with x-z area of 0.2b 0 × 0.2b 0 that spanned the entire simulation domain along the y-axis.
With the introduction of the obstacles inside the simulation domain, it was discovered that the periodic boundary condition used for the end wall 3 (located at x * = 4) would cause flow features traveling along the vortex axis outward to collide near the boundary region, which was similar to the collision at the boundary patch observed for symmetric boundary condition. The outward traveling SVS would collide and "rebound" off SVS originated from an imaginary obstacle set in mirrored position from the patch. The flow pattern close to the end wall thus behaved as if there were infinitely repeating obstacle pairs along the vortex axis instead of having just a single set of obstacle(s) as in the case of the towing-tank experiment. The effect of the boundary condition implemented at the domain boundary patch in our simulations was especially apparent in the circulation plot near the end wall, as shown in Fig. 9(c) . Here the colliding SVS would lead to a significantly faster dissipation and larger reduction in magnitude of wake vortex circulation.
The SVS flow collision at the end wall patch could be the cause for the difference between circulation curve shown in Fig. 9 between the WSG data and the two LES results. Unfortunately, while experiment with two sets of ground obstacles were conducted during the WSG study, the circulation data was not directly comparable with the present simulation result: The dye visualization from the towing tank experiment showed that the bulk of SVS collision occurred away from the center point between the two obstacles in the direction that the wing model was traveling in, thus putting a larger distance between the SVS collision region and the sampling plane located at x * = 3.6 from the first obstacle.
The compromise of using periodic boundary condition was made in order to ensure that disturbance to the vortex structure did not appear along the end wall due to momentum lost when subjected to pressure outlet boundary condition. On the other hand, the use of slip wall or symmetry boundary condition would result in similar reflection of SVS at the boundary patch, but with the additional limitation on flow advection across the boundary patch. Ultimately, the usage of periodic boundary condition meant the evaluation of simulation results must be done by comparison to a baseline simulation case to see if the obstacle positively or negatively affected the dissipation of wake vortex.
It could be seen from Fig. 9 that there was a clear difference between the LES results from DLR and the present data set. The difference in circulation result was likely due to several differences in the simulation setup. No initial perturbation were used in the current study. However, a background turbulence field based on wake turbulence of the support strut from the WSG experiment was used in the DLR simulation. Additionally, boundary layer mesh was attached to all sides of the obstacle in the current study, whereas it was only applied to the floor patch in the DLR study.
Finally, the Reynolds between the two studies differed by a factor of two, although the difference should not be sufficient to have a noticeable difference in flow condition. A combination of these differences could lead to a more distinct SVS generated with the present setup, resulting in larger circulation reduction from the SVS and faster SVS propagation away from the obstacle. The former showed up as steeper circulation curve in Fig. 9(a) , while the later as the earlier drop-off of circulation curve in Fig. 9 (b) and 9(c). The difference in circulation curve disappeared after t ∼ 1.5, when the change in circulation was no longer driven by the SVS.
Simulation results with different shaped obstacles
The influence of different obstacle shapes on the wake dissipation rate was evaluated by calculating the vortex circulation on sampling planes located at x * = 0, x * = 1.05, and x * = 3.6. These locations were chosen based on the availability of WSG experimental data. While the influence of end wall boundary condition on circulation plot had been examined in Sect. 4, the existence of circulation data at these locations from previous LES studies allowed us to evaluate the relative effectiveness of the new obstacle designs compared to the square cylinder obstacle.
The circulation plot from the result with the baseline (segBaff) obstacle pair was illustrated in Fig. 10 . For comparison, the LES and WSG data for the square cylinder obstacle (stdObs) were also plotted. The plot was setup mainly to compare the new obstacle designs proposed in the current study with similar, existing obstacle design. The comparison allowed the data from the baseline (segBaff) obstacle simulation to be used in subsequent analysis. This data set would act as the baseline for comparing different obstacle shapes that were proposed.
The circulation plot from Fig. 10 showed that only employing a single pair of baffle type obstacle was less effective at x * = 0 and x * = 3.6 comparing to the simulation result with the square cylinder obstacle. The circulation curve for the baseline (segBaff) obstacle showed a slightly larger dip at x * = 1.05 between t * = 0.5∼1.0.
However, the circulation magnitude recovered to comparable level with the square cylinder by t * = 1.5. The efficiency of a single pair of baffle used for the baseline (segBaff) obstacle was quite remarkable considering the overall size difference between these two obstacles configurations that was compared here. The result complements the finding from DLR's research into plate-line technology, which showed that multiple plates with lateral ( y) separation of 0.45b 0 was able to offer comparable performance of a square cylindrical obstacle but at half of the obstacle height [25] . With the performance of the baseline (segBaff) obstacle acting as the baseline, the circulation plot for the obstacles listed in Sect. 3.4 were presented and compared in Fig. 11 .
The circulation plots from Fig. 11 showed similar level of vortex dissipation across the board in the later part of the simulation for t * > 2. However, the intensity of the wake vortex at that point (< 0.4 0 ) might have only very little effect on the trailing aircraft. A possible explanation for the lack of difference in vortex circulation at the later portion of the simulation could be the increased elevation of the vortex core. This led to a greater distance between wake vortex and ground obstacle. Another explanation would be that the vortex lacks the coherency and strength at later time. This resulted in a weaker interaction with the obstacles and thus weaker SVS production.
Despite showing similar circulation level in the later part of simulation, the initial circulation dissipation pattern was quite distinct among the obstacle tested. While identical in height, at x * = 0 the baseline obstacle (segBaff) and Obstacle 2 (chvIn) caused almost immediate drop in circulation whereas a time delay was observed for Obstacle 1 (chvOut) and 3 (vortGen). Obstacle 3 (vortGen), especially, showed the least effect on vortex circulation until Fig. 10 . Normalized circulation from the baseline plate-type obstacle (segBaff) and square cylinder (stdObs) simulation comparing to experimental data from WSG with, and without, the square cylinder obstacle (stdObs). t * ∼ 1.5. This was believed to be due to the upward motion of the vortex structure. The vortex structure would move above the height of the obstacles and away from the influential region of the obstacle, as shown in Fig. 12 .
Additionally, the trajectory of the "downwind" vortex 4 in the y-z plane at x * = 0 (Fig. 13) showed the vortex moving further away from the location of the obstacle, shown in light gray color; the lateral ( y) position of the obstacle at t * = 0 were the same for all of the different shaped obstacles.
One of the consequences of implementing the obstacles to lined up in lateral ( y) position at x * = 0 was that the bulk of the obstacle structure would be either closer (chvIn) or further away (chvOut) from the domain centerline. From the y-z trajectory from 4 The vortex on the left hand side when viewing in the direction of travel an aircraft. the wake vortex, thus should show a slightly lower dissipation rate than the one further away from centerline. However, vortex circulation on top of the obstacles as shown in Fig. 11(a) showed a larger initial circulation decline for the obstacle setup closer to the centerline (chvIn). In order to gain more insight on the flow interaction that led to the different circulation curves observed, flow visualization with iso-surface plot for ω * = 79 was performed.
We can observe the difference in vortex breakup pattern and level or deformation due to SVS in the iso-surface visualizations shown in Fig. 14 and Fig. 15 . For example in Fig. 14 , SVS generated from the baseline obstacle and Obstacle 1 (chvOut) induced a much larger deformation to the wake vortex structure, indicating a strong radial component for the SVS. On the other hand, Obstacle 2 (chvIn) generated the weakest SVS based on ω y contour. Despite the above stated difference, the trend for circulation reduction was surprisingly similar at the later stages of the simulation (t * > 2) for x * = 0 and x * = 1.05 measurements. This confirmed earlier observation that as the vortex core raise above its initial height, the dissipation rate depended less on the new SVS generated and more on the SVS already intertwined with the wake vortex. In general, the velocity of circulating flow about the vortex core was weaker further away from the vortex core, and would generate weaker SVS that no longer significantly affects the wake vortex.
The iso-surface visualization also allowed us to observe the difference in SVS formation due to the difference in obstacle shape. The SVS formation for the baseline (segBaff) obstacle and Obstacle 1 (chvOut) was largely similar to the SVS formation observed with the square cylinder (stdObs) obstacle as reported by Holzäpfel et al. [26] : SVS was initiated at each of the upper corner of the baffle as the flow roll up due to difference in pressure. The SVS creation was similar to the shaped roll-up of flow along the side walls of the square cylinder (stdObs) obstacle. On the other hand, multiple visible SVS formations were observed in the Obstacle 2 (chvIn) and Obstacle 3 (vortGen) simulations. The former saw an additional SVS along the centerline, while the later saw an additional SVS at each of the exposed inner corner. This could have led to the different wake vortex breakup pattern. However, the difference did not contribute to significant difference in circulation reduction in the long run (t * > 1.5).
One of the more curious observation from the iso-surface plot was the recovery of circulation at x * = 0 for the Obstacle 2 (chvIn) case. In this setup, the geometry of the obstacle diverted flow to create a single SVS along the center-line and directing the rest outward in similar fashion as the baseline obstacle as illustrated in Fig. 14 and 15 . The recovery in circulation observed could be due to the center-line SVS being ingested back into the primary vortex structure. On the other hand, the accompanying instability introduced into the wake vortex would quickly reduce the overall circulation down to comparable level with baseline obstacle by t * = 1.
Another interesting observation was the recovery at x * = 1.05 from the baseline obstacle (segBaff) and Obstacle 1 (chvOut). Similar recovery can be observed in the square cylinder obstacle simulation from both DLR and NTU. The recovery observed between t * = 0.7-1.3 could be due to the distortion of vortex shape by the SVS. This resulted in portions of vortex flow falling outside of the circular area which the * data was calculated with; the subsequent re-integration of distorted flow back into the primary vortex structure lead to the circulation recovery observed in Fig. 11(a) . Contour plot for the magnitude of the vorticity presented in Fig. 16 illustrated the distortion of vortex core and departure of flow from the core due to the influence of SVS for Obstacle 1 (chvOut) and 2 (chvIn). Here, the dip and recovery of circulation can be observed from the plot for the former and not the later. The pressure contour was presented in Fig. 17 for comparison. Note that the circular area, from which the vortex circulation was calculated, was centered at the grid point with the lowest pressure.
The circulation plot from x * = 3.6 in Fig. 11(c) was harder to analyze as the rebounding flow would compound to the accelerating of vortex dissipation, although comparison could still be made among the different obstacles due to identical boundary setup. Based on the visualization in Fig. 15 , we hypothesize that the lower * number for Obstacle 1 (chvOut) and Obstacle 2 (chvIn) in Fig. 11 (c) could be due to stronger SVS with larger momentum away from x * = 0 in the axial direction.
Of the four obstacle configurations that were tested, Obstacle 3 (vortGen) proved to be the least effective. It showed the least effect on vortex dissipation, and the difference in circulation reduction among the obstacles was especially pronounce at x * = 0 which was directly on top of the obstacles. Additionally, a noticeable delay in the onset of vortex breakup can be observed for Obstacle 3 (vortGen) at x * = 0 and x * = 3.6 even though the mean lateral position of the obstacle was the same as the baseline obstacle (segBaff).
To better understand the overall trend in circulation dissipation, a domain-wide circulation analysis was conducted along the x-axis. The resulting contour plot of domain-wide circulation over time was shown above in Fig. 18 .
The effect of applying periodic boundary condition at the end wall is evident in the darkened region near x * = 4 . It showed the colliding flow near the periodic wall appearing as early as t * ∼ 0.8. The onset of rapid decay phase of vortex evolution, triggered by the spreading of SVS outward, can also be observed along the interface between the lighter and the darker region of the contour plots. Estimating the traveling speed of SVS can be tricky due to the coarse time resolution, which was limited by the computational hardware. However, a general idea of the SVS spreading speed could still be observed from the plot. The shallower the slope of an interface was, the faster the SVS spreading speed was. The faster traveling SVS from Obstacle 1 (chvOut) and Obstacle 2 (chvIn) could lead to higher energy dissipation near the periodic boundary, resulting in the lower circulation observed in Fig. 11(c) . The domain-wide circulation results suggested that the form drag of the obstacle design could be the major contributor towards the dissipation of wake vortex at x * = 0, while SVS played a secondary role. This can be illustrated by contracting the circulation plot ( Fig. 18 ) and drag data (Fig. 19 ) from Obstacle 1 (chvOut) and 3 (vortGen). The two setups shared similar geometry setup that resulted in similar circulation pattern. However, Obstacle 1 (chvOut) had a larger frontal area (view from the y-direction) comparing to Obstacle 3 (vortGen) that resulted in the larger drag force produced.
Conclusions
In this work, 3D Numerical studies of the effect of different obstacle shapes on wake vortex dissipation were carried out with Large Eddy Simulation using OpenFOAM solver at Re = 52,000.
The variation of vortex strength over time was determined by calculating the circulation about the vortex center, max . The vortex dissipation was characterized through plotting max against time and visualizing with the magnitude of vorticity ( ω * ) iso-surface.
The dimensions of the modeled obstacles are based on the "Plateline" obstacle proposed by the German Aerospace Institute (DLR). However, for simplicity only a single pair of ground obstacle was used to better isolate the influence on wake dissipation by changing obstacle shape. It was found that implementing a single baffle pair leads to the time for circulation to reach 50% of initial value being reduced to t * = 1.5, in comparison to t * = 4 in the absence of obstacles. The present results also revealed that the wake dissipation rate was related to the shape of the obstacles, especially on top of the obstacles. The obstacle with a shape producing higher drag was observed with faster dissipation (see the difference between Obstacle 1 (chvOut) and Obstacle 3 (vortGen)). Away from the obstacle, the shape of the obstacle appears to affect the forma- tion and strength of secondary vortex structure (SVS) in the axial direction. However, current simulation showed no major distinction in long-term wake dissipation among different SVS patterns that were observed. Moreover, comparison with the results obtained in the absence of ground obstacles revealed that the presence of SVS was a major contributor towards increased dissipation of wake vortex. Further study with higher spatial granularity, better end-wall treatment, or larger computational domain is needed to better understand how different SVS patterns resulted in similar wake vortex dissipation rates. Fig. A.20 . The aircraft glide path as enforced by ILS, which has a glide slope of 3 • and lower bound of 2.5 • . Also shown are the inner approach surface of the aerodrome (2 • ), which defined the maximum height an obstacle can be at around the airport, and the position of the obstacle such that the top left (closer to the runway) corner of the plate is within the height limit. 
