This paper presents first a performance analysis of the recently developed Minimal Resource Allocating Network (MRAN) algorithm for on-line identification of nonlinear dynamic systems. Using nonlinear time invariant and time varying identification benchmark problems, MRAN's performance is compared with the recently proposed On-line Structural Adaptive Hybrid Learning (ONSAHL) algorithm of Junge and Unbehauen. The results indicate that MRAN realizes networks using fewer hidden neurons than ONSAHL algorithm with better approximation accuracy. Next, methods for improving the run time performance of MRAN for real time identification of the nonlinear systems are developed. An extension to MRAN referred to as the Extended Minimum Resource Allocating Network (EMRAN) which utilizes a winner neuron strategy is highlighted. This modification reduces the computation load for MRAN and leads to considerable reduction in the learning time with only a slight increase in the approximation error. Using the same benchmark problems, the results show that EMRAN is well suited for fast on-line identification of nonlinear plants.
Introduction
Neural networks have been used as nonlinear dynamic system controllers to tackle problems for which conventional approaches have been proven to be ineffective [1] . However, because a large computation time is required for the learning process, the practical use of neural networks for on-line control schemes is sparse 1 , especially in areas such as flight control [2] [3] . Hence, the problem of designing fast on-line learning algorithm for practical implementation of neural control schemes remains an active research topic.
Since the late eighties, there has been considerable interest in Radial Basis Function (RBF) neural networks, due to their good global generalization ability and a simple network structure that avoids lengthy calculations [4] . Gaussian functions are selected in majority of cases as radial basis functions even though other functions like thin plate functions can also be used [7] . These gaussian functions have two parameters namely the center and width which have to be determined. Number of algorithms have been proposed for training the RBF network [5] [6] [7] . The classical approach to RBF implementation is to fix the number of hidden neurons a priori along with its centers and widths, based on some properties of the input data, and then estimate the weights connecting the hidden and output neurons. Two methods have been proposed to find the proper number of hidden neurons for a given problem. [9] introduced the concept of building up of the hidden neurons from zero to the required number with the update of the RBF parameters being done by a gradient descent algorithm. An alternate approach is to start with as many as hidden units as the number of inputs and then reduce them using a clustering algorithm which essentially puts patterns that are close in the input space into a cluster to remove the unnecessary hidden neurons [10] . However, in all these studies, the main learning scheme is of batch type, which is not suitable for on-line learning.
In 1991, Platt [11] proposed a sequential learning algorithm to remedy the above drawbacks. In Platt's Resource Allocating Network(RAN) algorithm, hidden neurons are added based on the novelty of the new data and the weights connecting the hidden neurons to the output neurons are estimated using the LMS method. Platt showed the resulting network topology to be more parsimonious than the classical RBF networks. [12] proposed modifications to improve RAN by using an EKF instead of the LMS to estimate the network parameters. The resulting network called RANEKF is more compact and has better accuracy than RAN. A further improvement to RAN and RANEKF was proposed by [13] in which a pruning strategy was introduced to remove those neurons that consistently made little contributions to the network output. The resulting network, called minimal RAN(MRAN), was shown to be more compact than RAN and RANEKF for several applications in the areas of function approximation and pattern classification [14] . Preliminary results of using MRAN for nonlinear system identification problems were presented in [15] .
Recently another sequential learning algorithm has been proposed by Junge and Unbehauen [16] [17] . Their algorithm incorporates the idea of on-line structural adaptation to add new hidden neurons and the method uses an error sensitive clustering algorithm to adapt the center and width of the hidden neurons. The algorithm known as On-line Structural Adaptive Hybrid Learning(ONSAHL) is shown in [17] to produce compact networks for nonlinear dynamic system identification problems.
In the beginning section of the paper, we present a comparison of the performance of MRAN with ONSAHL algorithm for the same nonlinear identification benchmark problems from [17] . This study is intended to compare the complexity of the resulting networks and the accuracy of approximation using MRAN and ONSAHL in the field of nonlinear system identification.
For any practical application of a newly developed identification algorithms, it is important to study the real-time implementation of the algorithm and the same study is undertaken for the MRAN algorithm in the latter sections of this paper. In MRAN algorithm, the parameters of the network including all the hidden neuron's centers, widths and weights have to be updated in every step. This causes the size of the matrices to be updated to become large as the hidden neurons increase and the RBF network structure becomes more complex computationally, which directly results in a large computation load and limits the use of MRAN for real-time implementations. An analysis of the break down of the computation time for one cycle of MRAN is then presented under Visual C++ environment in terms of the different steps in the algorithm. Based on this analysis of the number of operations, specifically on the number of multiplications in a cycle are made to find the bottleneck in the computation time.
Based on this analysis, an extension to MRAN called Extended MRAN (EMRAN) is proposed. The focus is to reduce the computation load of the MRAN and to realize a scheme for fast on-line identification. For this purpose a 'winner neuron' strategy is incorporated into the conventional MRAN algorithm. The key idea in EMRAN algorithm is that in every step, only those parameters that are related to the selected winner neuron are updated by EKF. EMRAN attempts to reduce the on-line computation time considerably and avoids the overflow of the memory, retaining at the same time the good characteristics of MRAN, namely less number of hidden neurons, lower approximation error. In this paper, these benefits of EMRAN are illustrated using the same benchmark problems from the nonlinear system identification area which consist of SISO nonlinear time varying and MIMO nonlinear time invariant plants. Simulation results show that EMRAN is well suited for real-time implementation of nonlinear system identification.
The paper is organized as follows: Section 2 gives a brief description of the MRAN and the ONSAHL algorithms and also highlights how MRAN can be used for nonlinear system identification problem. Section 3 presents the results of comparison on two nonlinear identification problems from [16] [17] . In Section 4, a complete analysis of MRAN algorithm in terms of elemental computation times are made to identify the bottleneck for real implementation. Using this knowledge, the improvements for MRAN are brought out leading to EMRAN algorithm is also discussed in Section 4. Section 5 gives a comparison of both MRAN and EMRAN for these benchmark identification problems for real implementation. Section 6 summarizes the conclusions from this study.
MRAN Algorithm and Nonlinear System Identification
In this section the MRAN algorithm is briefly described and the problem of identifying a given nonlinear dynamic system is described. At the same time, a brief introduction of the ONSAHL algorithm is also presented.
Minimal Resource Allocating Network (MRAN) Algorithm
The MRAN algorithm proposed by Lu Yingwei et al. [13] [14] combines the growth criteria of RAN with a pruning strategy to realize a minimal network structure. This algorithm is an improvement to the RAN of Platt [11] and the RANEKF algorithm of Kadirkamanathan [12] . In this section, we present the MRAN algorithm for training RBF networks. Before explaining the algorithm in detail, the RBF network is briefly described. Figure 1 shows a typical RBF network, with n x inputs x (x 1 , · · · , x nx ), and n y outputsŷ (ŷ 1 · · ·ŷ ny ). The hidden layer consists of N computing units (Φ 1 to Φ N ), they are connected to the output by N weight vectors (a 1 to a N ). The outputs of the network which approximate the true output y are,ŷ
where Φ n (x) is the response of the n th hidden neuron to the input x, and a n is the weight connecting the n th hidden unit to the output unit. a 0 is the bias term and Φ n (x) is a Gaussian function given by,
µ n is the center for the n th hidden neuron and σ n is the width of the Gaussian function. denotes the Euclidean norm.
In the MRAN algorithm, the RBF network begins with no hidden units, that is n = 0. As each input-output training data (x i , y i ) (i is time index) is received, the network is built up based on certain growth criteria. The following steps describe the basic ideas of the MRAN algorithm.
• Step 1. Calculate the three error defined The first step of the algorithm is to check whether the criteria for recruiting a new hidden unit are met,
where µ ir is the center of the hidden unit which is closest to current input x i . E 1 , E 2 and E 3 are thresholds to be selected appropriately. Equation (3) decides if the existing nodes are insufficient to obtain a network output that meets the error specification. Equation (4) checks whether the network met the required sum squared error specification for the past M outputs of the network. Equation (5) ensures that the new node to be added is sufficiently far from all the existing nodes.
Only when all these criteria are met, a new hidden node is recruited. Then go to step 2 to add a new RBF hidden unit, otherwise go to step 3 to update all the parameters of the network using EKF.
• Step 2: Inclusion of a new RBF hidden unit When all the criteria in Step 1 are satisfied, a new hidden unit is recruited. Each new hidden unit added to the network will have the following parameters associated,
Those parameters are set to remove the error caused. The overlap of the responses of the hidden units in the input space is determined by κ, the overlap factor. After adding the new hidden neuron, go to step 5 to perform a pruning strategy.
• Step 3: Calculating the gradient matrix B i If the three criteria for adding new hidden unit can not be satisfied, then an adaptation of the network parameters should be done. B i = w f (x i ) is the gradient matrix of the function f (x i ) with respect to the parameter vector w evaluated at w i−1 , which will be used in the next step.
After this preparation, the vector w can be updated, therefore go to Step 4.
• Step 4: Updating the parameters using EKF In this step, the network parameters w = [a
T are adapted using the EKF as follows,
where K i is the Kalman gain matrix given by,
R i is the variance of the measurement noise. P i is the error covariance matrix which is updated by,
q is a scalar that determines the allowed random step in the direction of the gradient matrix. If the number of parameters to be adjusted is z, then P i is a z × z positive definite symmetric matrix. When a new hidden neuron is allocated, the dimensionality of P i increases to,
where the new rows and columns are initialized by p 0 . p 0 is an estimate of the uncertainty when the initial values assigned to the parameters. The dimension z 1 of the identity matrix I is equal to the number of new parameters introduced by the new hidden neuron. Then go to
Step 5 for a pruning strategy.
•
Step 5: Pruning strategy The last step of the algorithm is to prune those hidden neurons that contribute little to the network's output for N w consecutive observations. Let matrix O denotes the outputs of the hidden layer and A denotes the weight matrix A = (a 1 , · · · , a N ), consider the output O nj (j = 1 · · · n y ) of the n th hidden neuron,
If A nj or σ n in the above equation is small, O nj might become small. Also, if x − µ n is large, the output will be small. This would mean that the input is sufficiently far away from the center of this hidden neuron. To reduce inconsistency caused by using the absolute value of the output, this value is normalized to that of the highest output,
The normalized output of each neuron r nj is then observed for N w consecutive inputs. A neuron is pruned, if its output r nj (j = 1 · · · ny) falls below a threshold value(δ) for the N w consecutive inputs. Then the dimensionality of all the related matrixes will be adjusted to suit the reduced network.
The sequential learning algorithm for MRAN, can be summarized as follows.
1.
Obtain an input and calculate the network output (equation (1) to (2)) and the corresponding errors (equation (3) to (5)).
2.
Create a new RBF center (equation (6)) if all the three inequality (3) to (5) hold.
3. If condition in 2. is not met, adjust the weights and widths of the existing RBF network using EKF (equations (7) to (11)).
In addition a pruning strategy is adopted,
1.
If a center's normalized contribution to the output for a certain number of consecutive inputs is found to be below a threshold value, that center is pruned.
2. The dimensions of the corresponding matrix are adjusted and the next input is evaluated.
A number of successful applications of MRAN in different areas such as pattern classification, function approximation and time series prediction have been reported in [13] [14].
Nonlinear System Identification Using RBF Network
Generally, a nonlinear multi-input multi-output(MIMO) dynamic system in discrete form is represented by the following input-output description
where y is a vector containing m system outputs, u is a vector for n system inputs; g[· · · ] is a nonlinear vector function, representing m hyper-surfaces of the system, i represents the time index, and k y and k u are the maximum lags of the output and input vectors respectively.
The problem of identification is: Given the output vector y and input vector u over some interval of time, find the nonlinear function g(.) which fits the data closely. This problem can be converted to a nonlinear approximation problem for RBF networks by defining the variables inside the brackets of equation (14) as the RBF network's inputs, i.e., x, andŷ n y (n y = m) as the network outputs. Based on the past system outputs and inputs, construct the inputs x nx×1 to the neural network as
The output of the network will be an approximation to y(i) and is denoted byŷ(i). Essentially the problem of the identification of a nonlinear dynamic system is converted to a nonlinear time series problem with one step ahead prediction. The RBF network is used to give a best approximation of (x i , y i ) for the plant nonlinear function g.
Many learning algorithms for RBF network as mentioned before exist. Generally the good characteristics of a learning algorithm includes a more compact network structure, less number of hidden neurons, lower approximate error, etc. However, for real-time implementation, model identification for one sample of data must be finished before the next data arrives. That is, suppose the learning time for one sample of data, referred to as the cycle time is t c , then t c < T where T is the sampling time. For this reason, learning time defined by t c plays a crucial role in selecting a RBF learning algorithm for nonlinear system identification problems.
The ONSAHL Algorithm
The On-line Structural Adaptive Hybrid Learning (ONSAHL) algorithm has been proposed especially to on-line identify time-variant nonlinear dynamic systems [17] .
The ONSAHL algorithm is designed to train an extended RBF network, which is referred to as a Direct Linear Feedthrough RBF(DLF-RBF). DLFRBF is composed of a nonlinear RBF sub-network and a linear DLF sub-network part, which are connected in parallel, performing a mapping from input layer directly to the output layer.
The ONSAHL algorithm uses the same growth criteria as in Platt's RAN but differs in the way the centers and widths are adjusted. Unlike RAN where the centers of all hidden neurons are updated to fit the training data(in LMS sense), in the ONSAHL only the center and width of the neuron which is nearest to the input are updated in the first step. Then all the weights connected to the output layer are updated using the RLS method. Two nonlinear identification problems, including a time-invariant system and a time-varying dynamic system are used to test the identification ability of the algorithm, both of them are single input single output (SISO). For a detailed description of the ONSAHL algorithm see [16] [17].
Benchmark Problems on Nonlinear Dynamic Systems Identification
In this section, we compare the performance of MRAN with the ONSAHL algorithm for two benchmark problems on nonlinear dynamic systems identification used in [17] . For convenience these two benchmark problems are referred to as BM-1 and BM-2.
BM-1: Nonlinear SISO Time-Invariant System
The nonlinear SISO time-invariant system (BM-1) to be identified is described by the following first order difference equation,
A random signal uniformly distributed in the interval [-1,1] is used for u(i) in the system. For comparison purposes, the same error criteria defined in [16] viz I d (i) is used,
In this case, the MRAN's 3 criteria gates are selected as:
2, ε min = 0.6, γ = 0.997, we use δ = 0.0001 as the pruning threshold, and the size of the two sliding windows (M, N w ) as 48.
The identification results using MRAN and ONSAHL are given in figures 2 and 3. Fig. 2 presents the hidden neuron evolution history along with the time histories of the three error functions. From Fig.2 one can see clearly how the hidden neurons are added and pruned according to the three criteria. In this case, MRAN takes 8 hidden units to identify the system, while from [17] , the ONSAHL takes 23 hidden neurons for the same problem. Fig. 3 shows the time history of the error index I d . It can bee seen from Fig. 3 that MRAN' s error is coming down drastically and eventually it is lower than that of the ONSAHL.
BM-2: Nonlinear SISO Time-Varying Discrete System
The second example BM-2 is selected to identify a nonlinear SISO time-varying discrete system given below:
β(i) is a time-varying parameter given in Table 1 . The system inputs u i used in this example Table 1 : Evolution of β (BM-2) index(i) 0 to 1500 1501 to 2500 2501 to 5000
is also a random signal uniformly distributed in the interval [−1, 1], whereas some parameters for the RBFN change slightly to obtain better performance. Unlike ONSAHL, which starts with a trained network from BM-1 (23 hidden neurons), for this example the MRAN starts with no hidden neuron. Figures 4 and 5 present the identification results for this benchmark problem. From Fig.4 the most important thing one can observe is the change of the hidden neurons together with β. Briefly speaking, when the system dynamics changes because of the variation in β, the network has to add new neurons to adapt for the changes. When the change of β does not affect the dynamics and changes the complexity of the system, after some time the old neuron will be pruned. Compared to the results achieved in [17] , MRAN uses only 11 hidden neurons while the ONSAHL uses 25 hidden neurons, and from figure 5 we can see that the MRAN algorithm also achieve better approximation result, that is, I d is smaller.
The identification results for both MRAN and ONSAHL algorithms are compared in Table 2 . In Table 2 , I dav is the average value of the I d calculated from 1,500th sample to 5,000th sample. It is selected in this way because from the figure one can see that after 1,500 samples, the identification result converges to a comparatively smooth one. Based on these two problems, it can be concluded that by using the EKF tuning rule and incorporating a pruning strategy , MRAN is able to perform better than ONSAHL with a smaller network structure. However, for practical use, MARN's on line implementation issues have to be analyzed. Any improvements to MRAN which can make it perform with a smaller computation time is always welcome and such a modification is described in the following sections.
Real-Time Implementation and the EMRAN Algorithm
For practical utility, it should be possible to run any identification algorithm in real-time and MRAN also is no exception to this fact. Since MRAN uses sequential learning scheme, for realtime implementation, the learning time t c for one set of input and output data must be less than the sampling time T selected for identification. In this section, we estimate MRAN algorithm's learning time t c for one cycle based on its detailed breakdown into a number of computational steps done in one cycle. All the time estimates presented here are based on running MRAN on a Pentium 120MHz computer under the environment of V C ++ 5.0.
Looking at MRAN equations( (1) to (13) ) it is clear that t c mainly consists of five parts, corresponding to the Steps 1 to 5 described in section 2.2.. The computation time for step i is referred to as t c i and the cycle time t c is given by
For this timing study, the benchmark problem BM-2 has been selected as the first candidate. Since the time for training one sample of data is determined by factors, such as RBF network's structure (number of inputs, number of outputs), and the number of the hidden neurons, for finding out the t c the network size was varied from 5 to 35 hidden neurons in an increment of 5 without really worrying about the approximation accuracy. i.e. The following question was posed: if the MRAN network had 10 hidden neurons for the problem of BM-2 what are the constituent times t c i s without really worrying about whether the 10 hidden neuron network produced a good approximation. This approach makes the timing analysis easier as MRAN really produces a network with varying number of hidden neurons and to calculate times based on this will be difficult. For the benchmark problem of BM-2, the breakdown for all the times in ms for the 5 steps are given in Table 3 .
In Table- 3, the last row gives the total time t c . Although it is not correct to use 'total' time as the training time for each sample of data 2 , this calculation considers the 'worst' case scenario for calculating 't c '.
Even though the BM-2 problem gives some idea about the MRAN computation cycle times, the BM-2 problem is still a single input single output nonlinear system though time varying. A realistic assessment can only be made if the problem selected is of a reasonably larger size like a multi-input multi-output problem. In this context, the 2 inputs 2 outputs nonlinear system identification problem [16] is selected here as the BM-3 problem. 
BM-3: Nonlinear MIMO Time-invariant Discrete System
The MIMO nonlinear dynamic system is given by:
The two random input signals u 1 (i), u 2 (i) uncorrelated with each other and uniformly distributed in the interval [-1,1], are used to generate the on-line training set together with the output. Once the plant is identified by the MRAN network, for testing the accuracy of the identified model, the signals shown in figure 10 are used as inputs. These signals have both frequency modulation and amplitude modulation so that they can test the RBFN's generalization ability and adaptability to the data's oscillation. Table 4 gives the computational cycle times for the five steps with varying hidden neurons. It can be seen straight-away that because of the more number of inputs and outputs the cycle times for BM-3 is considerably higher specially for the case of higher number of hidden neurons. From Table 4 it is also evident that Step 4 is the real bottleneck and consumes a large of chunk of computational overhead. Tables 3 and 4 , it can be seen that with both the increase of the network inputs and outputs and also the number of hidden neurons, time consumed in Step 4 (tuning parameters using EKF) is large. For example, in BM-3 problem, when the hidden neuron reaches 30, from Table. 4 we can see that Step 4 consumes more than 99% of the total training time, and to satisfy t c < T , T must be larger than 3.6 second, which is unacceptable for many real systems.
To find out reasons for why the time consumed in step 4 is large with the increase in the hidden neurons , one can take a close look at the computations involved in step 4, i.e. equation (8) to (10) . Because multiplication consumes more time than addition and subtraction, it is worth looking at the number of multiplications involved in step 4. Note that when matrix U c×d multiplies matrix V d×h , the total number of separate multiplication are c × d × h. The matrices involved in Step 4 (eqn. (8-10) ) and their sizes are K i : (S, n y ); B i : (S, n y ); P i : (S, S); w i : (S, 1); e i : (n y , 1); R i : (n y , n y ) and where S is defined as S = N × (n x + n y + 1) + n y ;
With the sizes of the above matrices known, the total number of multiplications needed
• to calculate eqn. (9): suppose n y < 10, so the inverse calculation of matrix(with the size n y × n y can be reasonably omitted.)
The total number of multiplications in Step 4 is,
From equation (21), the total time for Step 4 is a third-order polynomial and is a function of N, n x , n y . Hence if the number of neurons, or inputs and outputs increase the computational time for step 4 will increase enormously.
If MRAN has to be modified for real-time implementation, this bottleneck in Step 4 has to be overcome. Such a modification to MRAN is discussed in the next section.
Extended-MRAN (EMRAN) Algorithm
We see from equation (21) that the weakness in MRAN which increases its computational load is that all the parameters of the network, including all the hidden neuron's centers, widths and weights have to be updated in every step, so the size of the matrices to be updated become large as the number of hidden neurons increase.
To overcome this bottleneck of MRAN for real-time implementation , a new algorithm called EMRAN, which is an improved version of the MRAN algorithm is proposed. For this purpose a 'winner neuron' strategy is incorporated similar to the one described in ONSAHL algorithm. The key idea of the EMRAN algorithm is that in every step, only those parameters that are related to the selected winner neuron are updated by the EKF algorithm. The 'winner neuron' is defined as that neuron in the network which is closest (in some norm sense) to the current input data as in [17] . EMRAN attempts to reduce the on-line computation time considerably and avoid the overflow of the memory, retaining at the same time the good characteristics of MRAN, namely less number of hidden neurons, lower approximation error, etc.
Basically EMRAN has the same form as MRAN and all the equations are the same and hence are not repeated here. Only the changes are highlighted below:
In equation (6), µ ir is defined as the hidden neuron that is the nearest one to the current input data x i in the input space. Here this special hidden neuron is referred to as the 'winner neuron', and the parameters related to this neuron are denoted as µ * , δ * and a * . The criterion for adding and pruning the hidden neurons are all the same, the difference is that if the training sample does not meet the criteria for adding new hidden neuron, the network parameters w * related to only the winner neuron are updated using the EKF as follows,
Obviously
In this equation, K * i is the Kalman gain matrix with the size of (2n y + n x + 1) × n y :
is the gradient matrix of the function f (x(i)) with respect to the parameter vector w * evaluated at w * i−1 :
R i is the variance of the measurement noise. P * i is the error covariance matrix which is updated by:
P * i ⊆ P i , which includes the corresponding columns and rows related with the winner neuron, the size of P * i is (2n y + n x + 1) × (2n y + n x + 1). Using EMRAN, the cycle time and its breakup for one sample of data are given in Tables 5 and  6 for both problems BM-2 and BM-3, respectively. From the tables, it can be seen that there is a large reduction in t c4 while all other times remain same. This reduction in step4 time results in a major reduction for the cycle time t c for EMRAN. To look at the computational overhead reduction clearly, the above data is also displayed in Figure 6 in a bar graph form. Logarithmic scale has been used for this purpose because the difference between MRAN and EMRAN is large. In BM-2 problem for a typical network with say 30 neurons the cycle time for MRAN is 545 ms whereas for EMRAN it is 6 ms, a significant reduction. This reduction is more for BM-3 problem as for a network of 30 neurons MRAN takes 3568 ms whereas EMRAN takes only 11.15 ms, a significant two-order reduction. This behavior is observed for the network with all sizes (number of neurons). It is evident from Fig.6 that EMRAN produces a large reduction in computation time and also that as the number of hidden neurons increases more than 20 the cycle time remains approximately flat.
Performance Comparison of MRAN vs. EMRAN
The analysis of Section 4 has looked at cycle times of MRAN and EMRAN without looking at their performances, i.e. the identification accuracy of MRAN and EMRAN have not been compared. In this section, the identification accuracy comparison for both the problems BM-2 and BM-3 are carried out using MRAN and EMRAN.
BM-2: Nonlinear SISO Time-Variant Dynamic System
The network input and output vector is the same as before. The parameters for the EMRAN are selected as: E 1 = 0.01, E 2 = 0.09, E 3 = max{ε max × γ i , ε min }, ε max = 1.25, ε min = 0.4, γ = 0.999, We use δ = 0.001 as the pruning threshold, and the size of the two sliding windows(M, N w ) are also 48. Table  7 presents a comparison of MRAN and EMRAN in terms of the network size, approximation errors and computational times for both problems BM-2 and BM-3. I dav in the table is the average of error index I d based on 10,000 samples, and for t c , the network has (maximum) 15 hidden neurons. In the tables, 'Overall time' represents the total identification time for all the samples and is given in seconds. Figure 11 gives the results of the identification for both MRAN and EMRAN for problem BM-3. Using the test inputs given in Fig.10 , the true outputs along with the outputs based on the identifed models by MRAN and EMRAN are given in Fig.11 . We can see from figure 11 that the adding and pruning capability of the EMRAN allows the RBF neural network to identify the high-dimension nonlinear system on line. EMRAN produces an output which is closer to MRAN but at a great reduction in computation time and hence can be used for real time identification applications easily. At last, it is worth noting that the selection of the required threshold values for the MRAN/EMRAN algorithm and also the data window size are some of the critical parameters to be chosen properly. As have been discussed in [15] , when there is no measurement noise assumed, the selection of the threshold is more critical. As in the most learning algorithms, we use some initial samples to obtain the information for selecting these parameters in this study. Future work has to be carried out for determining those thresholds in a more efficient way.
BM-3: MIMO nonlinear dynamic system

Conclusions
This paper has presented a performance analysis of the recently developed Minimal Resource Allocating Network (MRAN) algorithm for on-line identification of nonlinear dynamic systems. Using nonlinear time invariant and time-varying identification benchmark problems, MRAN's performance is compared with the ONSAHL. The results indicate that MRAN realizes networks using less hidden neurons than ONSAHL algorithm with better approximation accuracy.
Next, the problems in real-time implementation of MRAN has been highlighted using a detailed timing studies and analysis of the basic computations in MRAN. An extension to MRAN referred to as the Extended Minimum Resource Allocating Network (EMRAN) which utilizes a winner neuron strategy in MRAN is highlighted. This modification reduces the computation load for MRAN and leads to considerable reduction in the identification time with only a minimal increase in the approximation error. This also indicates the minimum sampling time one can select using EMRAN for identification problems. Using the same benchmark problems as before, the benefits of EMARN show that compared with other learning algorithms EMRAN can 'adaptively track' the dynamics of the nonlinear system quickly without loss of accuracy and is ideal for fast on-line identification of nonlinear plants. 
