Abstract
Introduction and motivation
those of the steady-state solutions of our numerical QG model in Section 5.1, and with those of a shallow-water model 121 in Section 5.2. Our results are summarized in Section 6.1 and oceanographic inferences are drawn in Section 6.2.
122

The model
123
In this study, we use a QG rigid-lid model in which the vertical discretization is done by projection onto the 124 leading eigenmodes of the so-called vertical structure equation. Such a model, with up to four modes in the vertical, 125 has been used by Feliks [22] to study the evolution of isolated oceanic vortices and by Feliks and Ghil [23, 24] to 126 study the meandering of and eddy detachment from baroclinic ocean jets.
127
The model equations are nondimensionalized by the following characteristic scales:
here L is the horizontal length scale and H the vertical scale, while V represents the particle speed at the base of 130 the permanent thermocline, i.e., at the fairly sharp interface between the ocean's more active upper layer and less 131 active lower layer. The appropriate scales and physical parameters for the North Atlantic are listed in Table 1 , with
132
L chosen as the characteristic length of the first baroclinic deformation radius at mid-latitudes (see Eq. (5) and the 133 paragraph that follows it).
134
The nondimensional potential vorticity (PV) equation with this scaling is
136 where the relative PV is given by
138 and the nondimensional parameters S, β and r H by [25] . With the horizontal diffusion
152
A H chosen here, the typical Gulf Stream eddies that have a diameter of 200-300 km [26] are well resolved.
153
The upper boundary condition is 154 w(x, y, z = 0, t)
155
where τ = τ 0 /ρ 0 fVε is the nondimensional amplitude of the wind stress and its meridional profile τ x = τ x (y) is
156
given by
158
Here τ 0 is the dimensional amplitude, while L a ∼ = L * the meridional length scale of the domain and corresponds
159
to the characteristic scale of atmospheric wind shear. The lower boundary condition is imposed at z * = H or 
where r V = (2A V f/H 2 ) 1/2 L/V , and A V is the dimensional vertical diffusion coefficient. It is important to note that, 163 in our model, the wind stress acts only through the upper boundary condition (2a) and (2b) and not as a body force,
164
like in JJG and Speich et al. [14] . A vertical Ekman number E V is defined analogous to E H , with A V replacing A H .
165
The lateral boundary conditions are chosen to be of partial slip,
167
where n is the normal to the boundary, pointing east, west, north or south (i.e., in the x, −x, y or −y direction). The as the eastward jet, where the flow is intense, arises from the vorticity flux through the bottom (see Eq. (3)).
172
The vertical structure of our model is based on the orthonormal eigenfunctions φ k (z) of the eigenvalue problem investigation of phase-parameter space that will help us to elucidate the connections between the numerical solutions 181 of Section 3 and the analytic solutions of Section 4.
182
We decompose the streamfunction ψ and the PV q into vertical normal modes: 
187 where we retain here only k = 0, 1, and
189
ξ ijk are the triple interaction coefficients and the only one that is not zero or one hereafter is ξ 111 (see Table 1 ).
190
The numerical scheme is the same as in [22, 24] . Key features include fourth-order accurate discretization by finite most of the numerical study, with a spatial and temporal resolution of L x = L y = 10 km, and T t = 2700 s.
194
Marshall and Marshall [29] showed that a 10 km resolution suffices to obtain the correct eastward penetration 
199
At our 10 km resolution, the effect of the additional dissipation introduced by the Shapiro filter is quite small.
200
As we shall see in the next section, the typical diameter of the recirculation vortices is about 200 km, i.e., about
201
20L x, while the filter acts to remove 2L x wave components. The smallness of the filter's effect on solution
202
behavior was tested and the results are reported in Section 3.2. 
223
A more exhaustive study of the other parameters' effect on the model solutions is left for subsequent work. As
224
we shall see, however, in Section 6.1, the same basic bifurcation structure emerges, whichever parameter is varied 225 while the others are being kept fixed. 
232
The spatial features of these circulations fall into three major patterns: (1) The basin-scale double-gyre cir- 
239
In the barotropic mode (left panels) the dipole structure formed by the two recirculation cells dominates, while 240 in the baroclinic mode this structure is embedded in the large-scale gyres; in other words, the barotropic mode is 241 confined, by-and-large, close to the separation points of the two western boundary currents. The circulation becomes 242 more vigorous as either τ or L R increases (see Table 2 ). We define the two poles of the dipole as the points where 243 ψ reaches its largest relative values, i.e., its maximum and minimum. The scale R d of the dipole is then defined as 244 the east-west distance between the more intense one of the two poles and the point to the "east" (i.e., at larger x), 245 where ψ is equal to 1/3 of that extreme value. For given τ , the scale R d increases roughly by 0.2L as L R increases 246 by 0.4L (see Table 3 ). Katsman, due to the problem's symmetry. In Fig. 2 , the bifurcation diagram is plotted for
as a function of τ for both k = 0 and 1; the quantity ψ k measures the deviation of a given solution from being
251
(anti)symmetric. The parabola
253 was fitted to the pairs of numerical results for k = 0, 1. The critical point τ c is the point where the parabola intersects the τ -axis passing through ψ k = 0. This point 255 is independent of k, i.e., the two parabolas-for the barotropic and baroclinic modes-intersect the τ -axis in the 256 same point. From (9) we find that the ratio
258 is a constant. For all τ , | ψ k | for k = 1 is larger by a factor of 2.9 than for k = 0. These results represent an (Table 2) .
271
In Fig. 3 
284
We see that the relative role of baroclinic and barotropic processes in breaking the spatial and temporal symmetry of at which the two bifurcations in Fig. 3 coincide, corresponds roughly to that prevailing at mid-latitudes in the North circulation's key instability does arise, in fact, in the recirculation region.
295
As τ increases, the amplitude of the anomalies and the liberation angle of the dipole's centerline also increase.
296
When τ crosses a critical value that also depends on 1/λ 1 (not shown), the solution becomes chaotic, i.e. the and Ghil [24] . Finally, an eddy detaches from the cyclonic vortex, which has wrapped by now around half the 311 periphery of the anticyclonic one (Fig. 5a ); in the baroclinic mode, this eddy detachment occurs slightly later and is 312 not shown.
313
The amplitude and structure of the barotropic component of the basin-scale gyres changes but little with time.
314
Since all the streamlines in these two gyres are condensed and pass through the small-area dipole, weak changes in 315 the former are associated with strong changes in the latter.
316
We carried out a simple test to ascertain the robustness of our bifurcation results to the numerical dissipation 317 introduced by the Shapiro filter (see Section 2), and turned the filter off altogether in a number of cases. Haidvogel et al. [27] showed, in fact, that the filter's damping of wavelengths beyond 5L x is quite small; since our smallest 319 subgyres are about 20L x in size, we expect the filter's effect on the flow patterns to be fairly minimal.
320
The numerical experiments without the filter were carried out at deformation radii 1/λ 1 = 3/5, 1 and 7/5. The 321 largest differences between the steady-state solutions obtained with and without filter occurred in the dipole region; 322 they never exceeded 8% in the streamfunction ψ and 5% in the relative PV. As τ is increased for fixed 1/λ 1 , the 
Physical properties of the solutions
336
The three major spatial patterns mentioned in the previous section-basin-scale double-gyres, western boundary 337 currents, and mesoscale dipole-are present in all the (anti)symmetric and asymmetric equilibria, as well as in the 338 periodic and chaotic solutions. In this section, we study in detail the balance between the different terms of the 339 modal PV equation (7) in each one of the three subdomains. This balance is presented here for the stable steady-state
340
(anti)symmetric solution that is obtained for λ 1 = 1 and τ = 0.051.
341
We label the three subdomains W for the western boundary currents, D for the dipole, and G for the remainder of gradient, so that it tends to weaken the dipole and propagate it eastward. This type of balance also holds for modon it (see Fig. 1 ), nonlinear advection is balanced by horizontal friction and the β-effect.
363
The dominant terms in the baroclinic mode for region D- discuss the analogous importance of exciting such free modes in the low-frequency variability of atmospheric flows.
390
The key properties of the analytic solutions derived in Sections 4.1 and 4.2 will be compared in Section 5.1 with 
Antisymmetric analytical solution
394
The analytical free modes obtained in this section and the next one are solutions of the steady-state inviscid PV 395 equation in a continuously stratified ocean: 
406
here α and q 0 can be a constant or a function of z (see [37] ) and have different values in different regions.
The barotropic case of (12) 
442
Taking the stratification parameter S, as defined in Eq. (1c), to be of the form We introduce a new vertical coordinate
451 where Γ = N B H/fL and
453 so that both δ and η lie between 0 and 1. In this coordinate,
454
∂ ∂z
455
and Eq. (12) takes the form:
457
The boundary conditions for Eq. (11) in a horizontally infinite domain are the homogeneous counterparts of with these boundary conditions, is given by 
470
The parameters −k 2 and p 2 are the coefficients of proportionality between Q and ψ inside and outside the dipole,
471
respectively. There is no connection between the parameter k here and the index of the vertical modes used as a 472 subscript in Eq. (5) and throughout Sections 2 and 3 thereafter.
473
The constants A and B are given by Eq. (A.5). The particular case of a 3D modon for constant stratification, i.e., 474 δ = 0 and thus υ = 3/2, was first obtained by Berestov [50] .
The conditions for the absolute PV Q and the velocity to be continuous on r = r 0 -the outermost closed 
505
In Fig. 11 the maximum amplitudes ψ max /βr 0 k −2 of the modon at the sea surface are shown as a function of 506 kr 0 for the same two υ values as in Fig. 8, i .e., υ = 3/2 and 2. As kr 0 → a, ψ max → ∞, while for kr 0 → b, 507 ψ max /βr 0 k −2 tends to 3 for υ = 3/2 and to 4.2 for υ = 2. Thus, the modon solution is clearly a free mode, i.e.
508
increasing the strength of the forcing that excites it will increase the mode's amplitude by decreasing the value of 509 kr 0 towards a. 
Asymmetric solutions
511
Our numerical results show that the asymmetric steady solutions also have their most pronounced features in the 512 dipole region D. The free nonlinear mode found in the previous section is antisymmetric; hence it cannot explain 513 the numerically obtained multiple equilibria that arise due to pitchfork bifurcation (as τ increases or λ 1 decreases).
514
To obtain asymmetric free-mode solutions we add a symmetric rider to the antisymmetric dipole.
515
The equation for a 3D symmetric rider ψ = ψ R (x, y, z) can be found from Eq. (12); it is
517
In the interior region r < r 0 , α = −k 2 and q ≡ E, say; in the exterior r > r 0 , α = p 2 and q ≡ 0. Since ψ R is 518 symmetric, i.e. is a function of r only, Eq. (25) in spherical coordinates (21) can be written as follows:
520 a particular solution ψ R(p) of (26) exists only in r < r 0 and is given by
522
The solution ψ R(h) = f R(h) sin θ to the homogeneous equation depends on the sign of α, like that of Eq. (A.3),
523
and can also be found on p. 362, Eq. (9.1.53) of [52] . In the recirculating region:
525 while in the exterior region:
527 the order of the Bessel functions J ω and K ω is now ω = (1 + δ/η)/2. 
Thus the complete solution to (25) is
529 ψ R = A J ω (kr) r ω + D, r < r 0 ,(30a)530 ψ R = B K ω (pr) r ω , r > r 0 ,(30b)
537
The superposition of the modon and the rider is a free asymmetric nonlinear mode. We interpret the asymmetric 538 numerical dipoles that arise from the pitchfork bifurcation of the antisymmetric steady state as follows: the eastward 539 extension of the separated western boundary currents excites the modon-rider free mode. For moderate jet strength, 540 the rider's amplitude is weak relative to that of the antisymmetric modon and the solution is close to antisymmetry.
541
As the jet intensifies due to an increase in the wind stress τ , the relative amplitude of the rider increases and the 542 solution becomes more asymmetric.
543
We noted already in the previous section that the surface features of the modon solution (A.6a) and (A.6b), as 
Comparison of analytical and numerical results
557
We are interested now in comparing the key properties of the analytical solutions-symmetric and asymmetric, 
Comparison with the numerical QG results
576
We compare first the antisymmetric analytical solutions of Section 4.1 with the corresponding numerical QG model (7) we use the value ξ 111 = 1.8 for the only triple interaction coefficient that is not equal to 0 or 1 and φ 1 (0) = 580 4, while φ 0 (z) ≡ 1; furthermore, it is customary to set φ 1 (1) = −1/2 (see Table 1 ). These values for ξ 111 and φ 1 (0) 581 correspond to the North Atlantic's stratification (see [21, 24] ). In our numerical model, 1/λ 1 is a control parameter.
582
The values of the triple interaction coefficients and the boundary values of the eigenmodes-along with those of scale R d (see Table 3 ). We shall describe below how α is obtained in greater detail.
587
The analytical solution (22a) and (22b) that best matches a given numerical solution is determined as follows. To Table 3 ) is compared with the numerical value R d
598
(in the preceding column).
599
The value of α in the numerical solution is basically found by examining the functional relation (12) in the dipole 600 region. Due to the 3D structure of our analytical dipole solution (see Fig. 10 ), α changes with depth: for any r = 0, and so we can use ψ max and the modon's scale parameter k = √ −α to find r 0 as a function of υ from Eq. (A.6a).
613
In (Table 3) , we find that the two agree quite well in all cases. The difference is at most about 5% for all the 615 symmetric steady states computed; the largest difference occurs close to the pitchfork bifurcation point.
616
For all the numerical experiments and values of υ, the best fit value of kr 0 is 5.6 ± 0.1. Hence, the scale R d of the which we have not been able to derive the exact generalization to Eqs. (7) and (11) of the appropriate condition of
Comparison with shallow-water model results
650
To corroborate further the good description provided by the analytical solutions for steady-state recirculating flows in a wind-driven rectangular ocean basin, we study in this section the relation between PV and streamfunction for the symmetric and asymmetric steady solutions of a reduced-gravity, 1.5-layer, shallow-water model. The model Table 1 here; they are given in Table 1 of JJG. The system of equations (21) of JJG was nondimensionalized using 656 the characteristic scales given in Table 1 here, to be consistent with the QG model above.
657
The model equations are solved on a staggered C-grid with a mesh size L x = L y = 12.5 km and a time step
658
T t = 600 s, using no-slip boundary conditions. More details regarding the model can be found in JJG and [57].
659
The horizontal resolution used here is larger than in these two previous studies, to match approximately with that of 660 the QG model (see Section 2: L x = L y = 10 km for the QG model). The system's behavior is determined by α τ 661 and α A , the coefficients that control the strength of the external wind forcing and the lateral viscosity, respectively; 662 the nonlinearity increases with increasing α τ and decreasing α A .
663
The streamfunction ψ is obtained from the Cartesian velocity components of the shallow-water model's active 664 upper layer, subject to the appropriate boundary conditions. The PV is given in this case by
666
The Rossby radius of deformation given in dimensional units by 
671
We summarize briefly the JJG model's changes in behavior, for fixed α A , as α τ is increased. These are captured 
674
Following Chang et al. [25] , TD is defined here as the wind stress further, the periodic solutions give way to aperiodic ones. Irrespective of the flow regime, i.e., symmetric steady, asymmetric steady, periodic or aperiodic, three major 694 spatial patterns can be identified in the model's rectangular basin. They resemble very well with those described 695 in Section 3.3 for the QG model. The dynamically different regions are noticeable on scatter plots ofQ vs. ψ 696 (Fig. 12) .
697
For the dipole region, all the points (red in Fig. 12 ) fall very close to a straight line with a negative slope (Fig. 13) .
698
Points outside the dipole region in Fig. 12 are spread over a larger area of theQ-ψ plane: the Sverdrup region inertial layer is the purple one.
703
We investigate now in detail the relation between PV and ψ in the dipole region for both antisymmetric and 704 asymmetric solutions. The points in the dipole region fall on a straight line, for all cases investigated. The slope 705 α of this line for some of the cases studied is given in Table 4 and is found to decrease in absolute value as the 706 wind-stress forcing increases. a The value of max|ψ| is the larger of |ψ po | and |ψ tr |; see text for details. The regression coefficient ρ for the scatter of numerically obtained (Q, ψ) pairs around the least-square straight line with slope α is given in the last column. 14 is shown as Fig. 15a . This numerically obtained streamfunction field is decomposed into its antisymmetric part 719 (Fig. 15b) and its symmetric part (Fig. 15c) . The major aspects of this decomposition resemble well the surface 720 features of the asymmetric analytic solution shown in Fig. 9b , with its antisymmetric part (Fig. 15b) bearing the 721 dipole features of Fig. 9a and its symmetric part (Fig. 15c) bearing, even more surprisingly, the monopole features 722 of the corresponding analytic rider (not shown).
723
The amplitudes of the best fit antisymmetric dipole and symmetric monopole for a few values of the wind-stress 724 forcing are given in Table 5 : |ψ di | is the maximum of the analytical solution given by Eq. (22a) that best fits the caption of Fig. 15c . The strength of the antisymmetric dipole increases slowly with α τ , while that of the symmetric 728 monopole increases rapidly away from the initial point of the perturbed pitchfork bifurcation, which occurs between 729 α τ = 0.47 and 0.52 (see Table 4 ). This suggests that the system's stability decreases and its nonlinearity increases and by a supporting numerical study of a shallow-water model for the double-gyre circulation.
737
The numerical solutions of the QG model were examined as a function of two key parameters-the wind-stress 738 intensity τ and the Rossby radius of deformation L R -out of nine independent parameters which govern the problem.
739
For a time-constant wind-stress forcing that is antisymmetric about the rectangular basin's zonal axis of symmetry,
740
we found symmetric and asymmetric multiple equilibria (Fig. 1) , as well as periodic (Fig. 4) and chaotic (Fig. 5) 
741
solutions.
These results support and extend those obtained for both shallow-water and QG models in a number of recent 743 papers [10] [11] [12] 14, 18, 25, 32, 33] . Several among these, in particular [14, 32, 33] , emphasized that the overall bifurcation of Section 3 is found in Section 5 for the parameter values δ = η = 1/2, υ = 2 that correspond to the typical 785 stratification of the North Atlantic basin. This good match is essentially due to the fact that, in our rectangular 786 domain's dipole region, the functional dependence between Q and the streamfunction ψ is almost linear, with α < 0 (see Table 3 ). After least-square fitting α and the maximum amplitude ψ max of the analytical modon's 788 streamfunction (see Fig. 9a ) to that of the numerical dipole (see Fig. 1a-c dipole in the upper ocean is given by r 0 ∼ = 5.6/k = 5.6/ √ −α, with a relative error of less than 3%.We also found the negative slope α of the least-square fit to decrease in absolute value as the wind-stress intensity τ that generates 792 the numerical solution increases (see again Table 3 ).
793
Asymmetric analytical solutions were obtained by adding a symmetric, 3D, monopole rider to the antisymmetric 794 dipole. These solutions (Fig. 9b) resemble the asymmetric numerical dipoles in region D that are part of the 795 steady-state numerical solutions obtained through pitchfork bifurcation (Fig. 1d) .
796
The good match between the antisymmetric and asymmetric numerical solutions, on the one hand, and the 
801
The common horizontal scale of the analytical modon and numerical dipole in this case is given by kr 0 ∼ = 5.3, with a 802 relative error of less than 6%.Moreover, the JJG model's scatter around the regression line for PV vs. streamfunction
803
( Fig. 13 ) is very small in the dipole region, for both antisymmetric and asymmetric steady-state solutions (see 804   Table 4 ). In fact, we can match very well the numerical model's increasingly asymmetric dipole as the wind-stress 805 intensity, denoted here by α τ , increases; this match requires a slight increase in the amplitude of the analytical 806 dipole, accompanied by a pronounced increase in the amplitude of the monopole rider (see Table 5 and Fig. 15 ).
807
The slope α of the least-square straight line obtained from the scatter plot of PV vs. ψ in the dipole region 808 decreases markedly in absolute value as the wind stress increases and the solutions become therewith more skewed 809 and nonlinear (Table 4) and the positive maximum and minimum of PV (Fig. 12) , rather than falling essentially along a straight line. the specifics of each such application are not self-evident and we return to this matter in the discussion below. 
Discussion
819
The main purpose of the present paper was to study certain fundamental aspects of the mid-latitude ocean's 820 wind-driven circulation. This was done by using two numerical and one analytic model, all of which are highly tense cyclonic eddies form; these eddies propagate westward and interact with the mean jet near the separation point.
834
We interpret this ocean GCM result as follows: the anticyclonic eddy and the cyclonic trough correspond to the in the GCM is similar to the radius of the recirculating dipole in our numerical simulations and analytical solutions.
841
So far the good news. On the face of it, however, there are also some not-so-good news. Indeed, Greatbatch 
850
We emphasize again, as done already in Section 5, that all our comparisons were carried out for the steady-state 851 solutions of our QG and primitive-equation models, both antisymmetric and asymmetric. It was noticed that-as the 852 wind stress increases and the intensity of the recirculation with it-the negative proportionality constant α between
853
PV and streamfunction decreases rapidly in absolute value. We expect it to be still nonzero for the periodic solutions 854 but very close to zero for the chaotic ones, throughout the recirculation zone.
855
It is thus already the large-scale flow, in the absence of vigorous small-eddy activity, that tends to "homogenize"
856
PV to zero in the recirculation zone. The onset of the latter eddy activity-as the Reynolds number increases-857 occurs therewith on a favorable background, where the spatial PV gradients, as well as the PV itself, are fairly small.
858
This situation greatly facilitates the work of the eddies that complete the homogenization by lateral PV diffusion.
859
We note, as a concluding remark, that the relative importance of the mainly barotropic large scales vs. the mainly and that functions with a different set of nodal lines could hardly improve upon it.
889
In the recirculating region we obtain Here the parameters −k 2 and p 2 are the coefficients of proportionality between Q and ψ inside and outside the This completes the derivation of the symmetric free mode.
918
The appearance of oscillatory Bessel functions in our complete analytic solutions presents an additional interest. 
