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1. Introduction
The theory of nonlinear difference equations has been widely used to study discrete models appearing in many ﬁelds
such as computer science, economics, neural network, ecology, cybernetics, etc. Since the last decade, there has been much
literature on qualitative properties of difference equations, those studies over many of the branches of difference equations,
such as [1,3,14,18,22] and references therein. In the theory of differential equations, a trajectory which is asymptotic to
a constant state as |s| → ∞ (s denotes the time variable) is called a homoclinic orbit. Such orbits have been found in
various models of continuous dynamical systems and frequently have tremendous effects on the dynamics of such nonlinear
systems. So the homoclinic orbits have been extensively studied since the time of Poincaré, see [6,12,17,19,21,23,28] and
references therein. Similarly we give the below deﬁnition: if x¯ is a solution of a discrete system, another solution z will be
called a homoclinic orbit emanating from x¯ if |z(t) − x¯| → 0 when t → ±∞.
Time symmetric electrodynamics contradicts experience because we do not observe advanced interactions. A lot of papers
are known about differential equations with retarded arguments [13,16,20] including the retarded equations of electrody-
namics [25]. For advanced interactions many of the theorems do not hold. Wheeler and Feynman [29] proposed that the
universe acts to absorb the advanced interactions leaving a residual radiation reaction. In time symmetric electrodynamics
Schulman [26] has studied the following equations
d2u(s)
ds2
+ω2u(s) = 1
2
αu(s − τ ) + 1
2
βu(s + σ) + ψ(s), s ∈ R (1.1)
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d2u(s)
ds2
+ω2u(s) = 1
2
αu(s − τ )+ 1
2
αu(s + τ )+ψ(s), s ∈ R, (1.2)
where α, β , ω, τ and σ are given constants, τ ,σ > 0 and ψ(s) is a given function. An explicit solution was given to a
boundary value problem for Eqs. (1.1) and (1.2), respectively. The approach used in [26] was simply to give boundary values
rather than initial values for the solution. The solution was well behaved even in the presence of advanced interactions.
Eq. (1.2) with ψ = 0 can be derived by variation of the action [7,15]
J = 1
2
∫ [(
du(s)
ds
)2
−ω2(u(s))2 + αu(s + τ
2
)
u
(
s − τ
2
)]
ds. (1.3)
Guo and Xu in [11] have given some criteria for the existence of periodic solutions to a class of second-order neutral
differential difference equations as the following type
u′′(s − τ )− u(s − τ )+ f (s,u(s),u(s − τ ),u(s − 2τ ))= 0, s ∈ R
with a boundary value problem by means of critical point theory. In [27], using a variant of the Mountain Pass Theorem,
Smets and Willem have proved the existence of solitary waves with prescribed speed on inﬁnite lattices of particles with
nearest neighbor interaction for the following forward and backward differential difference equation
c2u′′(s) = V ′(u(s + 1) − u(s))− V ′(u(s)− u(s − 1)), s ∈ R.
Certainly, an immediate generalization of Eq. (1.2) is the following equation
Su(s)−ωu(s) = f (s,u(s + T ),u(s),u(s − T )), s ∈ R. (1.4)
Here S is the Sturm–Liouville differential expression and ω ∈ R, T is a given nonnegative integer, f ∈ C(R4,R).
During the last ten years, there have been many papers studying periodic solutions of discrete dynamic models
[1–3,8–10,22,30,31]. In this paper, we do not need any periodic assumptions and consider other kinds of functionals. Con-
sider the existence of a nontrivial homoclinic orbit for the following equation
Lu(t)−ωu(t) = f (t,u(t + T ),u(t),u(t − T )), t ∈ Z, (1.5)
containing both advance and retardation. We may think of Eq. (1.5) as being a discrete analogue of Eq. (1.4) which includes
Eq. (1.2). Here the operator L is a second-order difference operator
Lu(t) = a(t)u(t + 1)+ a(t − 1)u(t − 1)+ b(t)u(t),
where a(t), b(t) are real valued for each t ∈ Z and ω ∈ R, f ∈ C(R4,R).
For the case T = 1, Chen and Fang [5] have obtained a suﬃcient condition for the existence of periodic and subharmonic
solutions of the second-order p-Laplacian difference equation

(
ϕp
(
u(t − 1)))+ f (t,u(t + 1),u(t),u(t − 1))= 0, t ∈ Z,
using the critical point theory.
As usual, N, Z and R denote the sets of all natural numbers, integers and real numbers respectively. For a, b ∈ Z, deﬁne
Z(a) = {a,a + 1, . . .}, Z(a,b) = {a,a + 1, . . . ,b} when a  b. l2I and l2 denote the space of all real functions whose second
powers are summable on the interval I and (−∞,+∞) equipped with the norm
‖u‖I =
√∑
t∈I
∣∣u(t)∣∣2, ‖u‖ =√∑
t∈Z
∣∣u(t)∣∣2,
respectively, | · | is the usual absolute value in R and id denotes the identity operator.
Some special cases of Eq. (1.5) have been studied by many researchers via variational methods, see [2,3,8–10,22,30,31].
However, to our best knowledge, no similar results are obtained in the literature for Eq. (1.5). Since f in Eq. (1.5) depends on
u(t + T ) and u(t − T ), the traditional ways of establishing the functional in [2,3,8–10,22,30,31] are inapplicable to our case.
In this paper, we show that the Palais–Smale condition is satisﬁed on the unbounded domain and use variational structure
and the usual Mountain Pass Lemma to prove the existence of a nontrivial homoclinic orbit of Eq. (1.5). What is more, if
f (t, ·) is an odd function for any t ∈ Z, the existence of an unbounded sequence of nontrivial homoclinic orbits is obtained.
Our results are more general than the results in the literature [17]. In fact, one can see that the following Remarks 1.3
and 1.4 for detail.
Our main results are as follows.
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(L) a(t) = 0, b(t)− |a(t − 1)| − |a(t)| >ω, for all t ∈ Z and lim|t|→∞(b(t)− |a(t − 1)| − |a(t)|) = +∞;
(F1) there exists a functional F (t, v1, v2) ∈ C1(Z× R2,R) with F (t, v1, v2) 0, and it satisﬁes
∂ F (t − T , v2, v3)
∂v2
+ ∂ F (t, v1, v2)
∂v2
= f (t, v1, v2, v3),
limρ→0 F (t,v1,v2)ρ2 = 0 uniformly for t ∈ Z, ρ =
√
v21 + v22 , limr→0 f (t,v1,v2,v3)v2 = 0 uniformly for t ∈ Z, r =
√
v21 + v22 + v23;
(F2) there exists a constant β > 2 such that
0< β F (t, v1, v2)
∂ F (t, v1, v2)
∂v1
v1 + ∂ F (t, v1, v2)
∂v2
v2,
for all (t, v1, v2) ∈ Z× R2 \ {(0,0)}.
Then Eq. (1.5) has a nontrivial homoclinic orbit.
Remark 1.1. The above hypotheses imply that u(t) ≡ 0 is a trivial solution of Eq. (1.5).
Remark 1.2. Assumption (F2) implies that for each t ∈ Z there exist constants a > 0 and R > 0 such that
(F ′2) F (t, v1, v2) a(
√
v21 + v22 )β , for all v21 + v22  R2.
Remark 1.3. Theorem 1.1 extends Theorem 3.1 in [17] which is the special case of our Theorem 1.1 by letting T = 0 and
a(t) < 0.
If f (t, ·) is an odd function for any t ∈ Z, we show that Eq. (1.5) has an unbounded sequence nontrivial homoclinic orbits.
Theorem 1.2. Suppose that (L), (F1) and (F2) are satisﬁed. If
( f ) f (t,−v1,−v2,−v3) = − f (t, v1, v2, v3), for all (t, v1, v2, v3) ∈ Z× R3 ,
then Eq. (1.5) has an unbounded sequence of nontrivial homoclinic orbits.
Remark 1.4. Theorem 1.2 extends Theorem 3.2 in [17] which is the special case of our Theorem 1.2 by letting T = 0 and
a(t) < 0.
2. Variational structure and some lemmas
In order to apply the critical point theory, we shall establish the corresponding variational framework for Eq. (1.5) and
give some lemmas which will be of fundamental importance in proving our main results. Firstly, we state some basic
notations.
Let S be the vector space of all real sequences of the form
u = {u(t)}t∈Z = (. . . ,u(−t), . . . ,u(−1),u(0),u(1), . . . ,u(t), . . .),
namely
S = {{u(t)} ∣∣ u(t) ∈ R, t ∈ Z}.
Deﬁne
E =
{
u ∈ S
∣∣∣ +∞∑
t=−∞
[
(L −ω · id)u(t) · u(t)]< +∞
}
.
The space is a Hilbert space with the inner product
〈u, v〉 =
+∞∑
t=−∞
[
(L −ω · id)u(t) · v(t)], ∀u, v ∈ E, (2.1)
and the corresponding norm
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√〈u,u〉 =
√√√√ +∞∑
t=−∞
[
(L −ω · id)u(t) · u(t)], ∀u ∈ E. (2.2)
For all u ∈ E , deﬁne the functional ϕ on E as follows:
ϕ(u) :=
+∞∑
t=−∞
[
1
2
(L −ω · id)u(t) · u(t)− F (t,u(t + T ),u(t))]
= 1
2
‖u‖2E −
+∞∑
t=−∞
F
(
t,u(t + T ),u(t)), (2.3)
where
∂ F (t − T , v2, v3)
∂v2
+ ∂ F (t, v1, v2)
∂v2
= f (t, v1, v2, v3).
The functional ϕ is a well-deﬁned C1 functional on E and Eq. (1.5) is easily recognized as the corresponding Euler–Lagrange
equation for ϕ . Therefore, we are looking for nonzero critical points of ϕ .
Five lemmas should be stated here which will be used in the proof of our main results. First, let us recall the Palais–
Smale condition.
Let E be a real Banach space, ϕ ∈ C1(E,R), i.e. ϕ is a continuously Fréchet-differentiable functional deﬁned on E . ϕ is
said to be satisfying the Palais–Smale condition (PS condition for short) if any sequence {u(t)} ⊂ E for which {ϕ(u(t))} is
bounded and ϕ′(u(t)) → 0 (t → ∞) possesses a convergent subsequence in E .
Let Bρ denote the open ball in E with radius ρ and centered at 0 and let ∂Bρ denote its boundary.
Lemma 2.1 (Mountain Pass Lemma). (See [4,24].) Let E be a real Banach space and ϕ ∈ C1(E,R) satisfy the PS condition. If ϕ(0) = 0
and
(ϕ1) there exist constants ρ,α > 0 such that ϕ|∂Bρ  α, and
(ϕ2) there exists e ∈ E \ Bρ such that ϕ(e) 0,
then ϕ possesses a critical value c  α given by
c = inf
g∈Γ maxs∈[0,1]ϕ
(
g(s)
)
,
where
Γ = {g ∈ C([0,1], E) ∣∣ g(0) = 0, g(1) = e}.
Lemma 2.2 (Symmetric Mountain Pass Lemma). (See [24].) Let E be an inﬁnite dimensional Banach space and let ϕ ∈ C1(E,R) be
even, satisfy the PS condition and ϕ(0) = 0. If E = V ⊕ X, where V is ﬁnite dimensional, and ϕ satisﬁes
(ϕ3) there exist constants ρ,α > 0 such that ϕ|∂Bρ∩X  α, and
(ϕ4) for each ﬁnite dimensional subspace E˜ ⊂ E, there is a γ = γ (E˜) such that ϕ  0 on E˜\Bγ ,
then ϕ possesses an unbounded sequence of critical values.
Lemma 2.3. Assume that {uk} ⊂ E such that uk ⇀ u in E. Then the sequence {uk} satisﬁes uk → u in l2 .
Proof. Without loss of generality, we assume that uk ⇀ 0 in E . The Banach–Steinhaus Theorem implies that
M = sup
k∈N
‖uk‖E < +∞.
By (L), for all  > 0, there exists D > 0 such that 1b(t)−ω−|a(t−1)|−|a(t)|   for any |t| > D and clearly uk ⇀ 0 in E I , where
E I = {u ∈ S I |∑t∈I [(L − ω · id)u(t) · u(t)] < +∞}, S I = {u = u(t) | u(t) ∈ R, t ∈ I} and I = {t | |t|  D}. So {uk} is bounded
in E I , which implies {uk} is bounded in l2I . This together with the uniqueness of the weak limit in l2I on I , we have uk → 0
on I , so there is a k0 such that∑∣∣uk(t)∣∣2  , ∀k k0. (2.4)t∈I
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|t|>D
∣∣uk(t)∣∣2   ∑
|t|>D
(
b(t) −ω − ∣∣a(t − 1)∣∣− ∣∣a(t)∣∣)∣∣uk(t)∣∣2  M2. (2.5)
Note that  is arbitrary, combining with (2.4) and (2.5), we have uk → 0 in l2. 
Lemma 2.4. There exists a constant α0 such that the following inequalities are true:
‖u‖ α0‖u‖E , (2.6)
‖u‖l∞  α0‖u‖E , (2.7)
where
‖u‖l∞ = sup
t∈Z
∣∣u(t)∣∣.
Proof. By Lemma 2.3, (2.6) is obviously true. Thus, (2.7) follows immediately from (2.6). 
Lemma 2.5. Suppose that (L), (F1) and (F2) are satisﬁed. Then ϕ satisﬁes the PS condition.
Proof. Let {uk} ⊂ E be such that {ϕ(uk)} is bounded and ϕ′(uk) → 0 as k → ∞. Then there exists a positive constant K
such that |ϕ(uk)| K . Thus by (2.3), (F2), for k large enough, we have
K + ‖uk‖E  ϕ(uk)− 1
β
〈
ϕ′(uk),uk
〉
=
(
1
2
− 1
β
)
‖ uk ‖2E −
+∞∑
t=−∞
F
(
t,uk(t + T ),uk(t)
)
+ 1
β
+∞∑
t=−∞
[
∂ F (t − T ,uk(t),uk(t − T ))
∂v2
uk(t)+ ∂ F (t,uk(t + T ),uk(t))
∂v2
uk(t)
]
=
(
1
2
− 1
β
)
‖ uk ‖2E −
+∞∑
t=−∞
F
(
t,uk(t + T ),uk(t)
)
+ 1
β
+∞∑
t=−∞
[
∂ F (t,uk(t + T ),uk(t))
∂v1
uk(t + T ) + ∂ F (t,uk(t + T ),uk(t))
∂v2
uk(t)
]

(
1
2
− 1
β
)
‖ uk ‖2E .
Since β > 2, it is not diﬃcult to know that {uk} is a bounded sequence in E , i.e. there exists a constant C > 0 such that
‖uk‖E  C . So passing to a subsequence if necessary, it can be assumed that uk ⇀ u0 in E . Moreover, since
‖u0‖E = sup
0=g∈E ′
|g(u0)|
‖g‖E = sup0=g∈E ′
| lim infk→∞ g(uk)|
‖g‖E  lim infk→∞ ‖uk‖E ,
we know ‖u0‖E is also bounded and ‖u0‖E  C . uk ⇀ u0 in E , by Lemma 2.3, we know uk → u0 in l2. Moreover, by (F1),
there exists δ > 0 such that | f (t, v1, v2, v3)| |v2|, for any v21 + v22 + v23 < δ2 and t ∈ Z. For above δ, by uk,u0 ∈ E , for k
large enough, we can choose D ∈ N(D > T ) such that
(
uk(t + T )
)2 + (uk(t))2 + (uk(t − T ))2 < δ2, (u0(t + T ))2 + (u0(t))2 + (u0(t − T ))2 < δ2, (2.8)
for all |t| > D , and which can lead to
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))∣∣ ∣∣uk(t)∣∣, ∣∣ f (t,u0(t + T ),u0(t),u0(t − T ))∣∣ ∣∣u0(t)∣∣, (2.9)
for all |t| > D .
On one hand, by uk → u0 in l2, we have∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣→ 0, k → ∞, ∀|t| D. (2.10)
804 J. Yu et al. / J. Math. Anal. Appl. 352 (2009) 799–806On the other hand, by (2.9) and the Hölder inequality, for k large enough, we have
+∞∑
t=−∞
[
f
(
t,uk(t + T ),uk(t),uk(t − T )
)− f (t,u0(t + T ),u0(t),u0(t − T ))](uk(t)− u0(t))
=
∑
|t|D
[
f
(
t,uk(t + T ),uk(t),uk(t − T )
)− f (t,u0(t + T ),u0(t),u0(t − T ))](uk(t) − u0(t))
+
∑
|t|>D
[
f
(
t,uk(t + T ),uk(t),uk(t − T )
)− f (t,u0(t + T ),u0(t),u0(t − T ))](uk(t)− u0(t))

( ∑
|t|D
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣2
) 1
2
( ∑
|t|D
∣∣uk(t)− u0(t)∣∣2
) 1
2
+
( ∑
|t|>D
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣2
) 1
2
( ∑
|t|>D
|uk(t)− u0(t)|2
) 1
2
 α0
( ∑
|t|D
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣2
) 1
2
‖uk − u0‖E
+
( ∑
|t|>D
(∣∣uk(t)∣∣+ ∣∣u0(t)∣∣)2
) 1
2
‖uk − u0‖
 2Cα0
( ∑
|t|D
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣2
) 1
2
+ (2α20‖uk‖2E + 2α20‖u0‖2E) 12 ‖uk − u0‖
 2Cα0
( ∑
|t|D
∣∣ f (t,uk(t + T ),uk(t),uk(t − T ))− f (t,u0(t + T ),u0(t),u0(t − T ))∣∣2
) 1
2
+ 2Cα0‖uk − u0‖.
Combining with (2.10) and uk → u0 in l2, we have
+∞∑
t=−∞
[
f
(
t,uk(t + T ),uk(t),uk(t − T )
)− f (t,u0(t + T ),u0(t),u0(t − T ))](uk(t)− u0(t))→ 0, k → ∞. (2.11)
It follows from the deﬁnition of ϕ that
‖uk − u0‖2E =
〈
ϕ′(uk)− ϕ′(u0),uk − u0
〉
+
+∞∑
t=−∞
[
f
(
t,uk(t + T ),uk(t),uk(t − T )
)− f (t,u0(t + T ),u0(t),u0(t − T ))](uk(t)− u0(t)). (2.12)
Therefore, (2.11) and (2.12) imply that uk → u0 in E . The proof of Lemma 2.5 is complete. 
3. Proof of the main results
In this section, we ﬁrstly obtain the existence of a nontrivial homoclinic orbit of Eq. (1.5). Next, if f (t, ·) is an odd
function for any t ∈ Z, the existence of an unbounded sequence of nontrivial homoclinic orbits of Eq. (1.5) is obtained.
3.1. Proof of Theorem 1.1
Proof. We shall prove the existence of a homoclinic orbit to Eq. (1.5). We have already known that ϕ ∈ C1(E,R), ϕ(0) = 0
and ϕ satisﬁes the PS condition. Hence, it suﬃces to prove that ϕ satisﬁes the conditions (ϕ1) and (ϕ2). By (F1), there
exists δ > 0 such that |F (t, v1, v2)| 18α20 (v
2
1 + v22) for t ∈ Z and v21 + v22  δ2. Let ρ = 1√2α0 δ, for any u ∈ E and ‖u‖E  ρ ,
we have |u(t)|  ‖u‖  α0‖u‖E  α0ρ = 1√2 δ, ∀t ∈ Z. And thus we have (u(t + T ))2 + (u(t))2  δ2, ∀t ∈ Z, then it follows
that
F
(
t,u(t + T ),u(t)) 1
8α2
(∣∣u(t)∣∣2 + ∣∣u(t + T )∣∣2), ∀t ∈ Z. (3.1)0
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+∞∑
t=−∞
F
(
t,u(t + T ),u(t)) 1
4α20
‖u‖2  1
4
‖u‖2E .
So, if ‖u‖E = ρ , then
ϕ(u) = 1
2
‖u‖2E −
+∞∑
t=−∞
F
(
t,u(t + T ),u(t)) 1
2
‖u‖2E −
1
4
‖u‖2E =
1
4
ρ2.
Taking α = 14ρ2, we have
ϕ(u) α > 0.
In the following, we shall verify the condition (ϕ2).
For all τ ∈ R and any given w ∈ E \ {0}, we consider
ϕ(τw) = 1
2
τ 2‖w‖E −
+∞∑
t=−∞
F
(
t, τw(t + T ), τw(t)).
Let w¯ ∈ E be such that (w¯(t))2 + (w¯(t + T ))2  R2 on a nonempty ﬁnite integer interval I ⊂ Z. By (F ′2), for any τ  R , we
have
ϕ(τ w¯) 1
2
τ 2‖w¯‖E −
∑
t∈I
F
(
t, τ w¯(t + T ), τ w¯(t))
 1
2
τ 2‖w¯‖E − a|τ |β
∑
t∈I
[√(
w¯(t + T ))2 + (w¯(t))2 ]β .
Since β > 2, we can choose τ large enough to ensure that ϕ(τ w¯) 0. So (ϕ1) and (ϕ2) are satisﬁed. The desired results
follow. 
3.2. Proof of Theorem 1.2
Proof. The condition ( f ) implies ϕ is even. We have already known that ϕ ∈ C1(E,R), ϕ(0) = 0 and ϕ satisﬁes the PS
condition. In order to prove Theorem 1.2 by using the Symmetric Mountain Pass Lemma, we shall prove the conditions (ϕ3)
and (ϕ4). From the proof of Theorem 1.1, (ϕ1) is true, so (ϕ3) is also true.
We shall prove (ϕ4). Let E˜ ⊂ E be a ﬁnite dimensional subspace. Consider u ∈ E˜ with u = 0. By (F ′2), there exist some
constants R > 0, a > 0 such that F (t, v1, v2) a(
√
v21 + v22 )β for t ∈ Z and
√
v21 + v22  R2. For all u ∈ E˜ , we have ‖u‖2E 
c‖u‖2∞ , where c = c(E˜). Choosing u such that ‖u‖E 
√
cR , we deﬁne I = {t | |u(t)| R}. Hence,
∑
t∈I
F
(
t,u(t + T ),u(t)) a∑
t∈I
[√(
u(t + T ))2 + (u(t))2 ]β .
Thus, we have
ϕ(u) = 1
2
‖u‖2E −
+∞∑
t=−∞
F
(
t,u(t + T ),u(t))
 1
2
‖u‖2E −
∑
t∈I
F
(
t,u(t + T ),u(t))
 1
2
c‖u‖2∞ − a
∑
t∈I
[√(
u(t + T ))2 + (u(t))2 ]β
 1
2
c‖u‖2∞ − a‖u‖β∞.
Since β > 2, we deduce that there exists a γ = γ (E˜) (γ  R) such that ϕ(u)  0 whenever ‖u‖∞ > γ . By Lemma 2.2,
ϕ possesses an unbounded sequence of critical values c j with c j = ϕ(u j) ( j ∈ N). Hence, by (F2), we have
c j = 12‖u j‖
2
E −
+∞∑
F
(
t,u j(t + T ),u j(t)
)
 1
2
‖u j‖2E . (3.2)t=−∞
806 J. Yu et al. / J. Math. Anal. Appl. 352 (2009) 799–806Since c j → ∞ as j → ∞, (3.2) implies that {u j} is unbounded in E . Therefore, the existence of an unbounded sequence
homoclinic orbits is obtained. 
Remark 3.1. As an application of Theorems 1.1 and 1.2, ﬁnally, we give an example to illustrate our results.
For all t ∈ Z, assume that(
1+ sin2 t)u(t + 1) + [1+ sin2(t − 1)]u(t − 1) + (t2 + 1−ω)u(t)
= βu(t)[(1+ sin2 2πt)((u(t + T ))2 + (u(t))2) β2 −1 + (1+ sin2 2π(t − T ))((u(t))2 + (u(t − T ))2) β2 −1],
where ω < −5, β > 2 and T is a given nonnegative integer.
We have
a(t) = 1+ sin2 t, b(t) = t2 + 1,
f (t, v1, v2, v3) = βv2
[(
1+ sin2 2πt)(v21 + v22) β2 −1 + (1+ sin2 2π(t − T ))(v22 + v23) β2 −1],
and
F (t, v1, v2) =
(
1+ sin2 2πt)(v21 + v22) β2 .
Then
∂ F (t − T , v2, v3)
∂v2
+ ∂ F (t, v1, v2)
∂v2
= βv2
[(
1+ sin2 2πt)(v21 + v22) β2 −1 + (1+ sin2 2π(t − T ))(v22 + v23) β2 −1].
It is easy to verify all the assumptions of Theorem 1.1 and 1.2 are satisﬁed. Consequently, Eq. (3.3) has an unbounded
sequence of nontrivial homoclinic orbits.
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