The proof of Theorem 2 is straightforward; if we know that T (x -x 0 ) f^Xjj) > 0 whenever x e X then a direct application of Theorem We shall be concerned here with generalizing Theorem 2 by relaxing the hypothesis that f is differentiable everywhere on K (and thus we shall actually be able to omit mentioning K ) , though keeping the requirement that f be convex on X . In case we know only that f is convex, we still wish to obtain nontrivial characterizations of the fact that f has a minimum on X and, if possible, obtain some information about the minimizing point (i.e., XQ). We will be able to obtain such characterizations when X and f are of a special form, though f may fail to be differ entiable.
In what follows we shall frequently apply the so-called Minkowski- 
II. Discussion of Special Problem
Suppose we are given an n-tuple a = (aj a n ) , an n x n real symmetric positive semi-definite matrix C and a real m x n matrix A .
We define:
( TrA + a + z T C=0 , z T Cz = 1 .
Again, by using (4), it is trivial to show that if there exist ir and z satisfying <6) then f{x) > 0 whenever x € X . In fact, and this is very crucial to our development, we note that the same is true if we relax (6) to read: erf 1 . ir e rf* The proof of Theorem 3 will be found in Appendix B.
7 Not necessarily positive semi-definite. Thus, if P were empty, we would get from (19):
x T Cx = ir T Ax < 0 , T consequently x Cx < 0 which together with ux > 0 and Ax < 0 contradicts the assumption of Theorem 3. Thus P is nonempty. T Next, if for some (ir, z) € P we had z Cx < 1 then we would have the T desired conclusion of Theorem 3; assume that z Cz > 1 whenever (ir, z) e P.
Applying the result in [7] that a quadratic function defined on a polyhedral convex set attains its minimum, we know that there exist (ITQ, ZQ) e P such that T T 1 < ZQCZQ < Z CZ for each (w, z) c P . Furthermore, it is clear that (20) (ZQ C)z 0 < (zJc)z whenever (ir, z) € P
