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1. Introduction
1.1. Let g = n ⊕ h ⊕ n− be a triangular decomposition of a complex semisimple Lie
algebra. Following [6] we attempted in [7, Section 6] to analyze Prim U(g) via successive
localization at highest root vectors and their analogues. Here the main idea was to cut down
to a much smaller algebra. This approach was abandoned following Duflo’s theorem [2].
However, there is still rather incomplete knowledge of completely prime primitive ideals
and it is tempting to believe that these can be constructed by an appropriate use of the
Dynkin data for a given nilpotent orbit. Indeed there is a simple recipe [12,13] to construct
the ideal of definition of a nilpotent orbit closure from its associated Dynkin gradation; but
except for even orbits or for the minimal orbit, there does not seem to be any reasonable
analogous construction of the desired primitive ideals of U(g). Nevertheless, A. Premet
[14] has recently developed an approach to Prim U(g) via the Dynkin gradation of U(g)
and in this used some of the calculations in [7]. Here he noted a gap in the proof of [7,
Lemma 6.5]. This lemma involved Goldie rank ratios in the sense of [8, Corollary 5.12(iii)]
and was introduced to handle taking square roots of certain highest root vectors [7, 6.8].
1.2. We remark that some computations of [7], though not Lemmas 6.5 or 6.8, were
used in [9, Section 4] to show that the Goldie rank polynomial divides the Jantzen polyno-
mial. (The latter could easily be computed from Verma module multiplicities.) This result
was reproduced in Jantzen’s book specifically [5, Satz 14.6] in which Jantzen also worked
✩ Work supported in part by the European Community RTN network “Liegrits” Grant No. MRTN-CT-2003-
505078.
E-mail address: anthony.joseph@weizmann.ac.il.
1 Donald Frey Professorial Chair.0021-8693/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2005.08.022
782 A. Joseph / Journal of Algebra 301 (2006) 781–790through the calculations in [7, Sections 4, 6] notably in [5, Kaps. 3, 13]. Subsequently
Goldie rank ratios were found to be a key ingredient in the computation of the scale fac-
tors of Goldie rank polynomials [10]. It remains an open problem to determine these scale
factors in general.
1.3. The purpose of this note ought to have been a correct proof of the above lemma.
However, whilst it is valid for an algebra finite-dimensional over its centre, the assertion
fails even for algebras of differential operators. We trace the difficulty to a breakdown of
the Noether–Skolem theorem for Weyl skew-fields. This leads to less familiar quaternionic
extensions which do indeed arise in providing non-trivial Goldie rank ratios. We remark
that the failure of this lemma only affects [7, Lemma 6.8(ii)] which therefore cannot be
justified.
2. The set-up
2.1. Let k be a field and C a simple artinian k algebra with a Z2 grading C = D ⊕E.
When the k-subalgebra D is also simple artinian, our general question is under what con-
ditions must one have rkD = rkC?
2.2. Following [7, Lemma 6.5] we consider the k(X2) subalgebra A of B := C ⊗k
k(X) generated by D ⊕XE. Assume that A is simple artinian. These assumptions will be
retained throughout.
2.3. Let e be a minimal idempotent for A. Since B is simple, artinian Be is a finite
direct sum of simple B submodules. Let ψ be the projection onto a simple direct summand
of Be which results and set f = ψ(e). Then ef = eψ(e) = ψ(e2) = f , whilst f ∈ Be and
so 0 = f (e− 1) = f e−f . Finally, ψ is the identity on Be and so ψ(f ) = f = ψ(e). This
gives 0 = ψ(f − f e) = ψ(e − f e) = (1 − f )f .
2.4. Let z be the number of copies of the simple B module Bf in Be and z′ the number
of copies of the simple A module Ae in Bf . Since B = A⊕AX with X central and invert-
ible, it follows that zz′ = 2. Yet as noted in [10, 2.8] one has z = rkB/ rkA. Consequently
either rkA = 12 rkB and z′ = 1, or rkA = rkB .
2.5. We assume from now on that rkA = rkB in the above. Then ψ induces an A
module isomorphism of Ae onto Bf . This in turn induces a k(X2) algebra embedding θ of
L := HomBBf into K := HomAAe. By Schur’s lemma L,K are skew-fields and moreover
L is over k(X). Set j = θ(X). Then j2 = θ(X2) = X2.
2.6. Assume for the moment that A is already a skew-field. Then e = 1 and we can
identify K with A. Then j ∈ XE and so there exists σ ∈ E satisfying σ 2 = 1. Moreover,
D being a subalgebra of K has no zero divisors.
2.7. To reduce to the situation described in 2.6 we need to assume that e ∈ D. This
requires the additional hypothesis that char k = 0 and the preliminary analysis given below.
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3.1. It is clear that A inherits a Z2 grading from C. However, this is hardly enough to
force D or even D ⊗k k(X2) to have minimal idempotents for A. For this, consider the k
derivation H of B acting trivially on C and satisfying HX = X. Assume char k = 0. Then
BH = C which would otherwise have failed. Also AH = D.
Lemma 3.1 (char k = 0). Suppose A is not a skew-field. Then
(i) A admits a proper H stable left ideal J .
(ii) One has J = Af∞, for some idempotent f∞ ∈ D.
Proof. Suppose A is not a skew-field. By the Artin–Wedderburn theorem [4, Theo-
rem 2.1.6] it is a matrix ring of rank > 1 over a skew-field and so admits a non-zero
element x satisfying x2 = 0. Multiplying by a suitable polynomial in X2 we can assume
x ∈ k[X2](D ⊕ XE). Then x is a finite sum of non-zero H eigenvectors and one of max-
imum eigenvalue also has square zero. Thus we can assume that x is an H eigenvector.
Then J := Ax is a proper H stable left ideal of A proving (i).
Since A is simple artinian, we can choose a left ideal I of A complementing J by
[4, Theorem 1.4.2]. Let ε ∈ EndA be the projection of A onto J defined by this de-
composition. For all a ∈ A, define a ∈ EndA by ab = ab, for all b ∈ A. Then ε is an
idempotent of EndA satisfying [ε, a] = 0, for all a ∈ A. Moreover, since J is H stable
one has (1 − ε)Hε = 0, as endomorphisms of A.
Set f = ε(1). As in 2.3 one checks that f is an idempotent of A and that J = ε(A) =
Aε(1) = Af .
Extend the base field k to include all roots of unity which we may present in the form
exp 2πis/t, s, t ∈ N+. Recall that A is a direct sum of H eigenspaces Am := {a ∈ A |
Ha = ma}, m ∈ Z. Given t ∈ N+, define exp(2πiH/t) to be the linear isomorphism of Am
sending a to exp(2πim/t)a and extend exp(2πiH/t) by linearity to an element of AutA.
Let n be a positive even integer and Gn the subgroup of AutA generated by
exp 2πiH/n. Since the H eigenvectors of A have integer eigenvalues, it follows that Gn
is cyclic of order n. Following the proof of Maschke’s theorem, we set
εn = 1
n
∑
g∈Gn
gεg−1.
Since εgε = gε, one obtains εεn = εn, εnε = ε, ε2n = εn. In particular, Im εn = Im ε. Of
course gA = A, for all g ∈ Gn. Given a ∈ A, set b = g−1a. Then gεg−1a = gεbg−1 =
gbεg
−1 = agεg−1. Consequently [εn, a] = 0, for all a ∈ A.
Set fn = εn(1) which is an idempotent. Then J = ε(A) = εn(A) = Aεn(1) = Afn and
fn = 1
n
∑
gf.g∈Gn
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be the largest integer  0 such that Q := X−2rP ∈ k[X2] and expand Q as a formal power
series around the origin. Then
f =
∞∑
m=−r
X2m(a2m +Xa2m+1), a2m ∈ D, a2m+1 ∈ E.
Choose n > 2r . Recalling that n is even, we obtain
fn =
∞∑
s=0
Xnsbs, bs = ans ∈ D.
Notice in particular that fn is defined over k. Indeed the operation f → fn simply sends
to zero the coefficients of Xt , when t is not divisible by n. Set f∞ = b0 ∈ D. Since fn is
an idempotent, so is f∞. If b0 = 0 then, comparing coefficients of powers of X in f 2n =
fn forces fn = 0 contradicting J = 0. Similarly b0 = 1, contradicts J = A. Thus f∞ is a
proper H invariant idempotent. This is enough to establish the corollary below; but we
would like to further show that J = Af∞.
Since fn ∈ A, we can write fn = Q−1n an, for some Qn ∈ k[X2]\{0} and some an ∈
k[X2](D ⊕XE). From the given form of fn it is clear that we can assume Qn be to monic
and b0 to be the coefficient of X0 in an. Since Af = Afn, we can assume r = 0 in the
above and then that
f = Q−1a with a =
m∑
i=0
biX
i,
for some m ∈ N, without loss of generality.
The property that Af is H stable with f being an idempotent implies that
(Hjf )(1 − f ) = 0, for all j ∈ N. In particular a(1 − f ) = 0.
Then, for example, 0 = (Hf )(1 − f ) = (HQ−1)a(1 − f ) + Q−1(Ha)(1 − f ) =
Q−1(Ha)(1 − f ) and so (Ha)(1 − f ) = 0. Similarly and by upward induction
(Hja)(1 − f ) = 0, for all j ∈ N. Then by downward induction bj (1 − f ) = 0, for all
j ∈ N. In particular b0 = b0f which gives the inclusion Af∞ ⊂ Af .
Finally (f − f b0)2 = f − f b0 − f b0f + f b0f b0 = f − f b0, by the above. Yet
f (1 − b0) has a formal power series expansion starting with a strictly positive power of X.
Then being an idempotent it must be zero. Thus f = f b0 giving the reverse inclusion
Af ⊂ Af∞. 
Remark. Although fn converges in the Krull topology to f∞ and J = Afn, for all n ∈ N
one cannot immediately deduce that J = Af∞. This was pointed out by the referee with
the following.
Example 1. Let S be the multiplicative subset of C[X] generated by all the (X−ω) with ω
a root of unity different to 1 and set A = S−1C[X]. Then J := A(X − 1) = A(Xm+1 − 1),
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in this case A is not artinian, nor would J be H stable.
Example 2. Let A = M(X) with M a matrix ring. Let b, c be idempotents in M satisfying
bc + cb = b + c, but not c = cb and b = bc. (For example, take
b =
(
1 0
0 0
)
, c =
(
1 a12
a21 0
)
with a12a21 = a21a12 = 0 and a12, a21 non-zero, which is possible if all entries are 2 × 2
matrices.)
Set f = (1 − X)−1(b − Xc). Then f 2 = f . For all n ∈ N+, let fn be obtained by
the construction of the proposition. One checks that fn = (1 − Xn)−1(b − Xnc) and so
converges in the Krull topology to b. (In general the computation of fn is not so easy.) Yet
Af ⊂ Ab forces c = cb.
In this case Af is not H stable. Indeed H stability forces (Hf )(1 − f ) = 0, which in
turn gives c(1 − b) = 0. Moreover, this condition is also necessary (and sufficient) to have
Af = Afn, for all n.
3.2. Retain the above hypotheses.
Corollary 3.2 (char k = 0). The simple, artinian algebra A admits a minimal idempotent
e which is H invariant, that is e ∈ D.
Proof. The simple artinian k(X2) algebra f∞Af∞ has strictly smaller rank than A. Since
f∞ ∈ D, one has f∞Df∞ ⊂ D and f∞Ef∞ ⊂ E. The assertion then results by induction
on rank. 
3.3. Retain the hypotheses of 2.5 and 3.2 and choose e ∈ D through the conclusion
of 3.2. Then eDe ⊂ D and eEe ⊂ E. Moreover K := eAe = k(X2)(eDe ⊕ XeEe) is a
skew-field contained in eBe = k(X)(eDe ⊕ eEe). Obviously eCe = eDe ⊕ eEe is a Z2
grading of the simple artinian k algebra eCe. Thus we are reduced to the case when A
itself is a skew-field which we shall assume from now on. Then the even part D of C is
artinian (see 4.8, Remark), and since it has no zero divisors must therefore be a skew-field.
(Recall that in an artinian ring a non-zero divisor is invertible.)
4. Quaternionic extensions
4.1. Let F be a skew-field. An associative F -algebra K is said to be a quaternionic
extension of F if K = F ⊕Fi ⊕Fj ⊕Fk, where i, j, k ∈ K mutually anticommute, have
squares in F and satisfy ij ∈ Fk = kF , jk ∈ Fi = iF , ki ∈ Fj = jF . These relations
give K an obvious F -algebra structure and in particular, K is artinian. Thus K is a skew-
field exactly when K has no zero divisors. In the classical theory [3, Definition 1.1.1] one
further assumes that i, j, k commute with F ; but this is not appropriate here.
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identity 1C of C belongs to D. Since C is simple, k := CentC is a field and we as-
sume that char k = 2. In view of 2.6 we shall assume that there exists σ ∈ E satisfying
σ 2 = 1, with Dσ := {d ∈ D | σd = dσ } being a skew-field. Since 1C ∈ Dσ , the latter has
no zero divisors in C. Put j = σX. We ask under what conditions is K := k(X2)(D⊕jD),
a quaternionic extension of k(X2)Dσ .
4.3. Retain the hypotheses of 4.2 and set f = 12 (1 + σ), M = Cf .
Lemma 4.1. Right multiplication gives an isomorphism Dσ ∼→ EndC M . Moreover, M is
a simple C module and rkC = 2.
Proof. Since [f,Dσ ] = 0 we obtain an algebra homomorphism ϕ :Dσ → (EndC M)op, by
right multiplication. Moreover, ϕ is injective since Dσ has no zero divisors in C. Again
fDσ = Dσf and the image of fDσ in (EndC M)op defined by right multiplication is
just ϕ(Dσ ).
Since σ ∈ E, it induces an involution d → σdσ−1 of D and of E. Set D˜σ = {d ∈
D | dσ + σd = 0}. Then D = Dσ ⊕ D˜σ and f D˜σ = D˜σ (1 − f ). Hence fCf = f (D +
σD)f = fDf = fDσ . Yet fCf surjects onto (EndC M)op via right multiplication and so
ϕ is also surjective. Since Dσ is assumed to be a skew-field, it follows that M is a simple
C module.
A similar argument shows that C(1 − f ) is a simple C module. Hence rkC = 2. 
4.4. Through the Artin–Wedderburn theorem and the conclusion of 4.3, there exists
a subskew-field T of C isomorphic to Dσ such that C is a 2 × 2 matrix ring over T .
However, we cannot identify the diagonal copy of T with Dσ , that is to say these two
subskew-fields of C may not coincide. Yet fCf ⊕ (1 − f )Cf is a decomposition of M
into one-dimensional right Dσ vector spaces. Choose c ∈ C such that (1−f )cf = 0. Then
{f, (1 − f )cf } is a basis for M as a right Dσ vector space. Since σf = f and σ(1 − f ) =
−(1−f ), left multiplication by σ acts by the matrix ( 1 00 −1 )with respect to this basis. Since
Dσ commutes with σ , left multiplication by Dσ sends Dσ into the set of diagonal matrices
over T . Since Dσ commutes with f ; but not necessarily with (1 − f )cf , we can describe
Dσ in C = ( T T
T T
)
as the image of the map t → ( t 00 γ (t) ) where γ is an automorphism of T
fixing k element-wise, that is γ ∈ Autk T .
Recall that D being the even part of the simple artinian ring is semisimple artinian
(see 4.8, Remark). Clearly (D˜σ )2 ⊂ Dσ and DσD˜σ , D˜σDσ ⊂ D˜σ . Thus if (D˜σ )2 = 0, it
follows that D˜σ is a nilpotent ideal of D, hence zero. However, this would imply that C
is two-dimensional as a right Dσ = D vector space, whereas we have seen that both Cf
and C(1 − f ) are two-dimensional over Dσ . This contradiction implies that (D˜σ )2 is a
non-zero submodule of Dσ , hence equal to Dσ . Since C = D ⊕ σD, we conclude that D˜σ
is one-dimensional as a right Dσ module.
By the above, there exist i, i′ ∈ D˜σ such that ii′ is a non-zero element of Dσ , hence a
non-zero divisor in C. Consequently, i is a non-zero divisor in C and a fortiori in D. Since
D is artinian, i is invertible in D. Finally, D˜σ = iDσ .
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(
T T
T T
)
takes the form
( 0 r
s 0
)
, s, r,∈ T . If
either s or r are 0, then i2 = 0 and so is a zero divisor contradicting our choice. Thus we
can assume s = 0. Multiplying on the right by
(
s−1 0
0 γ (s−1)
)
∈ Dσ ,
we can assume s = 1 and r ∈ T \{0}.
Obviously conjugation by i leaves Dσ stable. Yet
(
0 r
1 0
)(
t 0
0 γ (t)
)(
0 r
1 0
)−1
=
(
rγ (t)r−1 0
0 t
)
which forces rγ (t)r−1 = γ−1(t), that is γ 2 = γr−1 , where γr−1 is the inner automorphism
t → r−1tr of T . Summarizing we obtain the following:
Proposition 4.2. Let C = D ⊕ E be a Z2 grading of a simple, artinian ring C with
k := CentC of characteristic = 2. Suppose E contains an involution σ such that Dσ
is a skew-field. Then C is a 2 × 2 matrix ring over a skew-field T isomorphic to Dσ .
Furthermore, this isomorphism may be chosen so that there exists γ ∈ Autk T such that
Dσ = ( t 00 γ (t) ), t ∈ T and r ∈ T , such that γ 2 = γr−1 . Finally, C is generated over Dσ by
1C , σ =
( 1 0
0 −1
)
, i := ( 0 r1 0
)
and σ i.
4.5. It is clear that k ⊂ CentT ⊂ CentC = k. Thus, if C is finite-dimensional over its
centre the Noether–Skolem theorem [4, Theorem 4.3.1] applies and we conclude that γ in
inner, say γ = γs−1 . In this case, we can make a base change so that Dσ identifies with the
diagonal copy of T . Specifically we note that
(
0 s
1 0
)(
t 0
0 γ (t)
)(
0 s
1 0
)−1
=
(
sγ (t)s−1 0
0 t
)
=
(
t 0
0 t
)
.
After this is carried out, γr−1 becomes the identity on T , forcing r ∈ CentT = k. In other
words, we can write i = ( 0 r1 0
)
, r ∈ k. Setting k = ij , we conclude that K is a quater-
nionic extension over F := T ⊗k k(X2) in the classical sense, that is to say i, j, k commute
with F . Moreover, one may easily check that K has no zero divisors if and only if r has no
square root in Dσ . When Dσ = k, the resulting example can be found in [3, Example 1.3.7]
and was pointed out to me by A. Premet.
Return to the general case and assume that k is algebraically closed. Then for K to be
a skew-field, γ cannot be of finite order. Otherwise, γr−1 would be of finite order, say n,
forcing rn ∈ CentT = k. This, in turn, forces r ∈ k and we return to the previous situation.
4.6. It remains to give an example where rkA = 12 rkB involving a non-classical
quaternionic extension K of F . Here we take the base field k to be algebraically closed of
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is well known.
Set i = ( 0 x1 0
)
, i′ = ( 0 2xd/dx+12d/dx 0 ). Then i′i − ii′ = 1 and so we may view i′ as d/di.
Then D := k(i, d/di) is again the first Weyl skew-field and so is Dσ = k(i2, id/di), which
is hence isomorphic to T . Yet we cannot identify Dσ with the diagonal copy of T in C.
Rather
i2 =
(
x 0
0 γ (x)
)
, i
d
di
=
(
2x d
dx
0
0 γ (2x d
dx
)
)
where γ is the k-automorphism of T satisfying γ (x) = x and γ (xd/dx) = xd/dx + 1/2.
We may recognize γ as the automorphism induced by conjugation with x−1/2. In particular
γ 2 = γx−1 , as required by our general theory. Moreover, γ is of infinite order.
Finally, take K = k(X2)(D ⊕ jD), with j = σX. Set k = ij, F = k(X2)⊗k Dσ . Then
K = F ⊕ iF ⊕ jF ⊕ kF is a quaternionic extension of F . It is non-classical in the sense
that conjugation by i induces a non-trivial automorphism of F . Finally, one easily checks
that the relation ab = 0 has no non-trivial solution in K . Indeed we can assume a, b ∈
k[X2](D ⊕ jD) and then that they are H eigenvectors. Consequently, one can assume that
a, b ∈ D ∪ jD. Yet jD = Dj and D is a skew-field, so ab = 0 implies a = 0 or b = 0.
4.7. The above example was extracted from the example given in [11, 11.6]. The latter
was in turn extracted from an example (for g simple of type B2) where the Goldie rank ratio
in the sense of [8, Corollary 5.12(iii)] equals two. Thus it is really an example relevant to
the study of Prim U(g).
4.8. We conclude that [7, Lemma 6.5] admits a counterexample except for algebras
finite-dimensional over their centre. Actually to apply the above theory to the situation
described in [7, Lemma 6.5], we need the following presumably known lemma of which
we give a proof for completeness.
Lemma 4.3. Let A = B ⊕ C be a Z2 grading of a prime, left noetherian ring. Then B is
semiprime, left noetherian and C is a noetherian left B module. Let S be the set of regular
elements of B . Then each s ∈ S is regular in A and S−1A = FractA.
Proof. We can assume C = 0 without loss of generality. Let L be a left ideal of B . Then
AL = L+CL and so AL∩B = L. Thus B is left noetherian. Let D be a left B submodule
of C. Then D +CD is a left ideal of A and (D + CD) ∩ C = D. Thus C is a noetherian
left B module.
Let N be the nilpotent radical of B (so then Nk = 0, for some integer k > 0). Then
for all i ∈ N one has (CNC)i ⊂ CNiC = 0, if i  k. Hence CNC ⊂ N . Consequently
M := CN + NC + N is a two-sided ideal of A and one checks that M2k = 0. Hence
M = 0 and so N = 0. Then by Levitski’s theorem [1, 3.1.10] the left noetherian ring B is
semiprime. Moreover, S is left Ore in B by Goldie’s theorem [4, Theorem 7.2.1].
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S satisfying sc = 0}. Since cC ⊂ B , for all c ∈ C0, one has C0C = 0. Then C0AC0 =
C0BC0 = C20 = 0, so C0 = 0 since A is prime. Hence each s ∈ S is regular in A.
Set I = {b ∈ B | Cb = 0}. Then I is a two-sided ideal of B and CI = 0. Hence CAI =
CBI = CI = 0. Consequently I = 0, since C = 0 and A is prime.
Fix s ∈ S, b ∈ B, c ∈ C. By Goldie’s theorem applied to the semiprime, left noetherian
ring B , there exists s′ ∈ S, b′ ∈ B such that s′b = b′s. On the other hand, let us show that
L := {d ∈ B | dc ∈ Cs} is an essential left ideal of B . Let L′ be a non-zero left ideal of B .
If L′c = 0, then L′ ⊂ L. Otherwise AL′c = 0 and since s is regular in the left noetherian
ring A, we obtain AL′c ∩ As = ∅ by [4, Lemma 7.2.3]. Taking even and odd parts, we
deduce that either L′c ∩ Cs = ∅ or CL′c ∩ Bs = ∅. Since I = 0, the latter implies that
C2L′c∩CBs = ∅ and a fortiori that L′c∩Cs = ∅. Hence, in either case, L′ ∩L = ∅. Thus
L is an essential left ideal of the semiprime, left noetherian ring B , so by [4, Lemma 7.2.5]
contains some s′′ ∈ S. Thus we obtain c′ ∈ C such that s′′c = c′s. It follows that S is Ore
in A.
From the above we conclude that S−1A is a left noetherian ring containing A as a
subring and admitting the Z2 grading S−1A = S−1B ⊕ S−1C. Moreover, S−1B = FractB
and is a semisimple, artinian ring. Again S−1C is a noetherian, hence an artinian left S−1B
module. Thus S−1A is left artinian and hence equal to FractA. 
Remark. Had we assumed A left artinian, then the first part of the argument would
show that B is also left artinian. Moreover, we recall that for left artinian rings one has
prime ⇔ simple and semiprime ⇔ semisimple.
4.9. Let p be a positive integer and C a simple artinian k algebra with a Zp grading
C =⊕p−1i=0 Di , with D0 simple, artinian. It might be of interest to extend the above analysis
to this case, especially when p is not prime.
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