Abstract When dealing with nonlinear blind processing algorithms (deconvolution or post-nonlinear source separation), complex mathematical estimations must be done giving as a result very slow algorithms. This is the case, for example, in speech processing, spike signals deconvolution or microarray data analysis. In this paper, we propose a simple method to reduce computational time for the inversion of Wiener systems or the separation of postnonlinear mixtures, by using a linear approximation in a minimum mutual information algorithm. Simulation results demonstrate that linear spline interpolation is fast and accurate, obtaining very good results (similar to those obtained without approximation) while computational time is dramatically decreased. On the other hand, cubic spline interpolation also obtains similar good results, but due to its intrinsic complexity, the global algorithm is much more slow and hence not useful for our purpose.
Introduction
Blind signal processing (BSP) comprises a family of unsupervised adaptive filtering algorithms designed to be applied to observed signals without much information about the hidden source signals and the system coefficients. This is the case in blind deconvolution (BD) [1] , where one searches for an estimation of an input signal based only on its filtered version (output signal) or one just want to identify the linear system (system identification (SI)); or in blind source separation (BSS) [2, 3] where the objective is to estimate source signals from a set of their linear mixtures. Although the blind assumption represents a challenge for the algorithm design, these problems have been intensively considered in the last 30 years and, today, we have a wide family of algorithms available that solve the problem in its simplest version, which is called linear blind signal processing (L-BSP), where the involved systems are linear, that is, observed signals are obtained by a matrix operation and/or linear filtering applied to the source signals (instantaneous as well as convolutive cases).
More recently, an even more difficult problem has been considered by few researchers by including unknown nonlinear distortions at some stage in the linear system. These new models have motivated researchers to develop nonlinear blind signal processing (NL-BSP) algorithms as it is the case of nonlinear blind deconvolution (NL-BD) [4] [5] [6] [7] and post-nonlinear blind source separation (PNL-BSS) [8, 9] which are the subject of study in this paper, as a continuation of our previous work [10] .
Under the assumption of independent and identically distributed (i.i.d.) samples in NL-BD or source independence in NL-BSS, it is known that algorithms based on information theoretic criteria are able to recover the desired signals. These algorithms pose the separation as an optimization problem where the mutual information (MI) between samples in the estimated source signal (BD) [6, 7] , or between estimated sources (NL-BSS) [8, 9] , is minimized as a function of the inverse system coefficients.
When dealing with MI minimization algorithms in an NL-BSP context, the score function (see its definition in the next section) appears as an important parameter to be estimated. In these cases, due to the nonlinear part that must be compensated, the gradient equations that come out in the optimization procedure are much more complex than in the pure linear case (L-BSP). More specifically, when a nonlinear distortion is considered, the gradient of MI has an expectation form where the score function appears jointly with other functions that depend on the inverse system parameters [7] [8] [9] . Those kinds of calculations are very time consuming, as many different terms are involved into the same equation. In this work, we present a simple method to overcome this problem. The score function and the expectation term are calculated only at N equally spaced points covering the samples range. After that, we interpolate the result over the whole range of the domain.
The paper is organized as follows: in section ''Models, Assumptions and Notation'', mathematical models, assumptions and notations are defined; in section ''Minimum Mutual Information Algorithms'', the minimum mutual information algorithms are presented for the case of the blind deconvolution problem (PNL problem is equivalent); in section ''Complexity Reduction by Interpolation of Measures'', the interpolation method to reduce the complexity of the algorithms is introduced; in section ''Simulations and Results'', several simulation results are presented for the case of nonlinear deconvolution (PNL problem is equivalent); and finally, in section ''Discussion and Conclusions'', discussion and main conclusions are outlined.
Models, Assumptions and Notation
The NL-BD model is shown in Fig. 1 . Following the same notation used in [6, 10] , we assume that the input of the system S ¼ fsðtÞg is an unknown non-Gaussian i.i.d. process. The linear filter h ¼ ½hðÀLÞ; . . .; hðÀ1Þ; hð0Þ; hð1Þ; . . .; hðLÞ; is assumed to be unknown and invertible, that is, h -1 exists
, and h may have, in general, causal as well as anticausal parts that can be, eventually, of infinite length (L ¼ 1). Nevertheless, in this article, we consider only a causal filter h since this is the case in modeling a real speech signal application. Here we use ''Ã'' to denote the discrete convolution. On the other hand, the nonlinear distortion (memoryless) is defined by a nonlinear function f : R ! R which is also assumed unknown and invertible. In this work, it is assumed that all involved stochastic processes x(t), y(t), etc., are wide-sense stationary and ergodic, that is, expectations can be computed by averaging over time, for example, for the case of the mean we have that l ¼ E xðtÞ ½ % 1 N P N n¼1 xðt n Þ. In order to estimate s(t) by only observing the system output e(t), we will use an inverse structure composed of the same kind of subsystems: a memoryless function g and a linear filter w (Fig. 1, right) . The nonlinear part g is devoted to the compensation of the distortion f without access to its input, while the linear part w is a linear deconvolution filter. Such a system (Wiener system but in reverse order) is known as a Hammerstein system [11] .
Additionally, we define the cross-correlation function between x(t) and y(t) as c x;y ðtÞ ¼ E½xðs À tÞyðsÞ and the score function of signal y(t) as w y ¼ ðlog p y Þ 0 ðuÞ ¼ p 0 y ðuÞ=p y ðuÞ where p y (u) is the probability density function of y(t). It is noted that, in our case, the score function is independent of t since y(t) is stationary.
The case of having multiple nonlinear observations of mixed input signals (PNL-BSS) can be treated equivalently to the case of the NL-BD problem. In Appendix, we introduce the mathematical model and derive the algorithm for that case.
Minimum Mutual Information Algorithms
The Min-MI Nonlinear Blind Deconvolution Algorithm (Min-MI NL-BD) It is known that the inverse system, composed of function g and the linear filter w, can be estimated by minimizing the mutual information (MI) of the output Y ¼ fyðtÞg. In [6] , the Min-MI NL-BD algorithm was derived. The Min-MI NL-BD algorithm requires to compute a special perturbation
Nonlinear convolution system
Inversion system Nonlinear Blind Deconvolution (NL-BD) model Fig. 1 The NL-BD model. The unknown nonlinear convolution system and the inversion system are shown in the left and in the right, respectively signal eðxðtÞÞ which is needed to compensate the nonlinear distortion. The perturbation signal is defined as follows:
where, the functions r(x) and r 0 ðxÞ are chosen as the ramp function and its derivative respectively, that is, r(x) = xH(x) and r 0 ðxÞ ¼ HðxÞ with H(x) being the Heaviside unit step function (H(x) = 1 if x C 0 and H(x) = 0 if x \ 0).
Additionally, the deconvolution algorithm requires to compute the cross-correlation between the current output and its score function, that is, c y;w y ðtÞ ¼ E½yðs À tÞw y ðyðsÞÞ; ð2Þ which can be interpreted as a high-order correlation function of y(t). In Algorithm 1, the steps of the Min-MI NL-BD Algorithm are shown. To compute Eqs. (1) and (2), the score function w y (y) should be estimated in some manner since it is not known a priori. Here, we use a nonparametric approach based on Parzen windows [12] [13] [14] . This kernel density estimator is easy to implement and has a very flexible form. Formally, we estimate the probability density functionp y (y) by:
and w y by:
where T is the number of available samples (the signal length in our case), K(u) is a kernel (window) function that must obey certain properties, and B is related to the width of the window. In our experiments, we used Gaussian kernels; however, many other kernel shapes can be good candidates. A ''quick and dirty'' method for the choice of the bandwidth consists in using the rule of thumb
, which is based on the minimum asymptotic mean integrated error criterion [14] .
From Eq. (4) it is easy to see that the computation of the score function at a specific point y 0 , that is, b w y ðy 0 Þ, requires to evaluate the Kernel T times and sum over T terms then giving a complexity of order OðTÞ. Since the Eqs. (1) and (2) require the score function to be computed at every available signal point yðtÞðt ¼ 1; 2; . . .; TÞ, the total complexity in the score function estimation is OðT 2 Þ and is the same complexity that we will find computing the perturbation signal eðxðtÞÞ (1) and estimating the cross-correlation c y;w y ðtÞ (2).
Complexity Reduction by Interpolation of Measures
By assuming signals to be ergodic processes, we are able to compute expectations by averaging over time samples. Therefore, Eqs. (1) and (2) can be estimated, respectively, by: The score function (4) and the perturbation (5) must be evaluated at T points (one per signal sample). In order to reduce the quadratic complexity to linear complexity, we propose to create a grid of N amplitude values covering the ranges of the variables by using evenly spaced points (quantization) which give us complexity OðNTÞ. Finally, in order to have an approximation of these measures at every time sample t ¼ 1; 2; . . .; T, we use the simplest form of a spline interpolation: the linear interpolation, that is, data points are graphically connected by straight lines resulting in a polygon. This interpolation technique has linear complexity (OðNTÞÞ which means that the total complexity for computing these measures can be reduced from quadratic order to linear order in terms of the number of samples T. We should also note that the estimation of Eq. (6) is a convolution, which also has formally quadratic complexity OðT 2 Þ but can be implemented in a fast way by using the classical fast Fourier transform (FFT) implementation reaching to a subquadratic complexity of order OðT log 2 ðTÞÞ. To illustrate our approach, we show in Fig. 2 two examples of the score function estimation for: (a) an uniformly distributed signal whose pdf and score function are p y (u) = 1 and W y ðuÞ ¼ 0 for u 2 ½À0:5; 0:5, respectively; and (b) using the extreme value distribution, whose pdf and score functions are p y ðuÞ ¼ e u e
Àe u and W y ðuÞ ¼ 1 À e u , respectively. From this figure, it is clear that the estimation of the score function on few points (N = 10) can be used to interpolate it to all the samples with minimal error of approximation, in fact, in the case of the extreme value distribution, the interpolated score function is more accurate than the one estimated over all the available points (T = 1,000).
Simulations and Results
In the following sections, we evaluate the computational time and performance of our accelerated implementation of the Min-MI NL-BD algorithm and we compare it to the original implementation which estimates the perturbation signal and the score function in all the available samples. We consider several cases with different filter h lengths. We have generated i.i.d. signals using the uniform distribution in the [-1, 1] interval, and we applied a normalization step in order to guarantee to have unit-variance signals. We have selected the nonlinearities such that they significantly distort the input signals in this range. For the inverse filter, we consider symmetric filters defined by w ¼ ½wðÀMÞ; . . .; wðÀ1Þ; wð0Þ; wð1Þ; . . .; wðMÞ with a total number of 2M ? 1 coefficients, and we evaluate the performance of the algorithm as a function of the parameter M.
Computational Time Reduction Evaluation
In this section, we compare the computational time of the exact algorithm to the approximated version by considering an i.i.d. random sequence s(t) as input, filtered by the nonminimum phase FIR filter h ¼ ½À0:0082;0;À0:1793;0;0:6579;0;À0:1793;0;À0:0082; ð7Þ and then distorted with the nonlinear function f ðuÞ ¼ 0:1uþ tanhð5uÞ.
The algorithms were tested with sample sizes T = 200, 400, 800, 1,000. For the approximated algorithm, different numbers of N equally spaced points were considered (for each T) and used to approximate Eqs. (4) and (5). In all the cases, the length of the filter w was arbitrarily set to 21 (M = 10), that is, with the same length for the causal and anticausal parts. In Table 1 , the cases of N from 50 to 1 % are detailed in percentage of diminishing computational time: 100 -(T a /T e ) 9 100 where T a is the computational time of the approximate method and T e is the computational time of the exact method. We can see how the computational time decreases using our approximate method, from 30 to 90 % of the time needed for the exact method, approximately.
But this enormous reduction on the computational time should not affect the performance of the results. In order to evaluate the average performance, we computed the mean values of SNR. The SNR can be directly measured with the output signal-to-noise ratio r yðtÞÞ 2 , where r n 2 is the error power, and r s 2 is the estimated signal power. In Fig. 3 and Table 2 , the mean SNR versus the number of points N is shown for T = 200, 400, 800, 1,000. Dashed line corresponds to the exact algorithm, and solid line corresponds to the approximate algorithm run over N points, ranging from 50 to 1 % of T.
SNR values for the exact case and for the approximate cases are almost the same for N at 50, 20 and 10 % of the T points considered in each case. For T = 200, if the number of points N is decreased to a 2 % or less, the performance also decreases and the results are not good enough. On the other side, for larger datasets with T = 800 and T = 1,000, the performance is not deteriorated even if the number of points is decreased to 1 %. If we focus on the cases corresponding to N in 50, 20 and 10 % of the points in T, where we maintain SNR values, we observe that the reduction in computational time is within 30-80 % approximately, but this reduction is higher for larger datasets (T = 800 and T = 1,000) and N at 2 and 1 % of the T points, where we achieve reductions over 90 %.
Performance Evaluation Under Various Conditions
Here, we present a complete Monte Carlo analysis of the obtained performance by considering various filter h lengths and different nonlinearities. In particular, we compare the mean SNR obtained with our approximate algorithm by averaging the results of 50 realizations. We consider the following filters with 3, 6 and 9 coefficients: In all the realizations, we have considered a total number of T = 1,000 samples, but our algorithm computes explicitly the perturbation signal and the score function only on a grid with N = 10 points, which represents 1 % of the available points, and linearly interpolates them to the rest o the points. In Fig. 4 , we show the used filters h, their corresponding inverse filters w (theoretical and estimated by our algorithm) and the convolution w Ã h using our estimated inverse filter w.
In Fig. 5 , we show two different nonlinear functions f (scatter plot of z versus e), the corresponding estimated inverse function g (scatter plot of e versus x) and the composition of both functions, g f (scatter plot of z versus x) (see Fig. 1 ). We can clearly observe that the algorithm is able to inverse the nonlinear functions and hence cancel the effect of the distortion introduced by f in the convolution system. Finally, in Table 3 , the obtained SNRs averaged over 50 realizations are shown together with their associated standard deviations. From Fig. 4 and Table 3 , it is clear that our algorithm is able to identify correctly the Wiener system recovering the input signals correctly. Table 2 Obtained mean signal-to-noise ratio (SNR) in dB for all cases of T for interesting cases of N Exact case (dB) In order to illustrate which is the effect of a wrong selection of the inverse filter w length, we performed some experiments using the same filters of the previous subsection (3, 6 and 9 coefficients), whose impulse response can be seen in Fig. 4 . Using an i.i.d. signal of T = 1,000 samples and a nonlinear function f ðuÞ ¼ 0:1u þ tanhð5uÞ, we have calculated the SNR of the system for different values of M (from 0 to 20) and for each one of the proposed filters h. In Fig. 6 , we can see the mean SNR obtained after 10 repetitions for each case. We observe that using very few coefficients does not allow the algorithm to recover the input signal correctly. The optimal number of coefficients is found to be 11 (M = 5) for case 1 and case 2, and 17 (M = 8) for case 3. If we use more coefficients, the SNR degrades as these extra coefficients have low values but are not exactly zero as they should be. Since the convolution filter h is unknown, we do not have any a priori information about how long the inverse filter w must be. Therefore, a practical solution can be to check the results for different filter lengths from 10 to 20 coefficients and adjust this parameter according to the results, taking into account that having less coefficients than the optimal value is worse than taking more than the optimal, as can be seen in Fig. 6 , where the slope of the curve decays slowly after the optimal value of M.
Higher Order Interpolation Analysis
Linear interpolation is the simplest interpolation method. One can expect better results if more a accurate interpolation method is used. Cubic spline interpolation was investigated as a possible alternative interpolation strategy. In this case, a series of unique cubic polynomials are fitted between each of the data points, with the stipulation that the curve obtained will be continuous and appear smooth (for a detailed explanation of properties and equations of spline curves, see [15, 16] and references therein). Simulation results (same conditions of section 5.1) have shown similar SNR values as those obtained by linear interpolation (see Fig. 7b ), but computational time required for estimating all the parameters of the spline is very high, yielding to a very slow inversion system. This aspect is shown in Fig. 7a , where we can see how cubic spline interpolation takes more time than the exact case, and only using 2 % or less of the total available points, we obtain a faster system. Cubic spline prove to be useful only if 1 % or less of the total available points are considered, where linear method fails, giving a reasonable global SNR result with more than 50 % of reduction in the computational time. But even in this case, better results and less computational time are obtained using a linear interpolation over 2 % of the points. Consequently, linear interpolation is the best option considering SNR performance and computational time, allowing us to keep a less complex algorithm.
Discussion and Conclusions
In this paper, we have proposed a simple approximation for fast nonlinear deconvolution and PNL source separation algorithms, based on the interpolation of the two more complex equations of the original algorithms: the perturbation signal eðxðtÞÞ (Eq. (1) for the deconvolution case and Eq. (9) for the PNL case) and the score function b w y ðyÞ (4). This method allows us to reduce the original complexity of critical parts from order OðT 2 Þ to a linear complexity of order OðTÞ. Simulation results for the deconvolution case, based on synthetically generated datasets, clearly show that the performance is not affected by this approximation even if the number of points (N) used for calculations is much smaller than the original one (T). For small datasets, the approximation is degraded if we use less than 10 % of the original points, while for large datasets, we can diminish up to only 1 % of the original points, giving more than 90 % of reduction in computational time without any degradation in the results. Real-time algorithms for speech processing, spike signals deconvolution, microarray data analysis, etc. can be implemented using this method. In particular, it could be useful for the treatment of speech signals where the filter h models the linear distortion of the signal caused by the recording environment and the nonlinearity f can model typical nonlinear distortion associated with the microphone or the amplifier. However, in real-world situations such as the case of speech signals, we usually handle non-i.i.d. signals. In such a situation, our algorithm will recover an i.i.d. version of the original signal, that is, the innovation process of the original speech signal. In fact, supposing that the speech signal can be modeled as an i.i.d. sequence filtered with an autoregressive (AR) filter, we can merge the AR filter and the channel filter h in a single combined filter. In other words, the inversion system will recover the inverse of the cascade, and the output of the inversion system will be the i.i.d. sequence at the input of the AR filter, that is, the so-called innovation process. This result was verified in [7] by applying the Min-MI NL-BD algorithm to signals generated with an i.i.d. sequence (innovation process) as the input of an AR filter, and to real music signals, which are no longer i.i.d. signals. Fig. 7 On the left, computational time for the exact case (100 %), cubic spline interpolation and linear interpolation. Only at 2 % or less of the available points cubic spline interpolation is faster than the exact case, but in any case slower than the linear interpolation. On the right, mean SNR for the same three cases. At 1 % of the available points, linear interpolation fails, but cubic spline interpolation is able to obtain a good result Appendix: Post-nonlinear Blind Source Separation (PNL-BSS)
The PNL-BSS Model
In [8, 9] , Taleb and Jutten have studied a realistic case of nonlinear mixtures, called post-nonlinear (PNL) mixtures which are separable. As it is shown in Fig. 8 , this two-stage system consists of a linear mixing matrix A, followed by component-wise nonlinear distortions f 1 ð:Þ; . . .; f n ð:Þ. We assume that the input of the system consists of a set of n independent sources s 1 ; . . .; s n . The square matrix A 2 IR nÂn is assumed unknown and invertible, and the nonlinear distortions (memoryless) f i : R ! R (i ¼ 1; 2; . . .; n) are also assumed unknown and invertible. Again, we assume that all involved stochastic processes are wide sense stationary and ergodic, so expectations are computed using time samples.
As in the blind deconvolution case, we will need to compute the score function of the outputs. Since now we have several outputs, each one with a corresponding score function w i , we also define a vector of score functions, the so-called marginal score function W ¼ ½w 1 ; w 2 ; . . .; w n T .
The Min-MI Post-Nonlinear Blind Source Separation Algorithm (Min-MI PNL-BSS)
An algorithm for solving this problem was introduced in [6] where the separating system coefficients (matrix B) and the compensation nonlinearities g 1 ; . . .; g n are chosen such that the mutual information among estimated sources y 1 ; . . .; y n is minimized. The mixing observations are:
where i ¼ 1; 2; . . .; n; s j ðtÞ (j ¼ 1; 2; . . .; n) are the independent sources, e i (t) is the i-th observation, a ij denotes the entries of the unknown mixing matrix A, and f i is the unknown nonlinear mapping on the component i. We highlight that, since the statistical independence among sources is the main assumption, the separation structure is tuned so that the components of its output become statistically independent. Similar to the previous case (NL-BD) where we minimized MI between time simples of the (only) output, in the PNL-BSS we have to minimize the MI between estimated sources.
The gradient of the MI with respect to the parameters of the system can be written as follows (see [8] for a detailed derivation of these equations). Special perturbation signals eðx i ðtÞÞ are needed to compensate the nonlinear distortions. The vector composed by the perturbation signals is defined as follows: 
additionally, the gradient of the MI with respect to matrix B becomes
where K must satisfy an additional condition of positivity in order to insure convergence of the gradient method.
As proposed in the NL-BD case, replacing expectations by their corresponding time average, we can obtain practical equations analogous to Eqs. (5) and (6) for the deconvolution problem. Additionally, we are able to reduce the complexity of the algorithm by using the same strategy as proposed for NL-BD, that is, by computing Eq. 
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