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ISOMORPHISMS OF C*-ALGEBRAS AFTER
TENSORING
YUTAKA KATABAMI∗
Abstract. J. Plastiras exhibited C*-algebras which are not iso-
morphic but, after tensoring by M2, isomorphic. On proof of non-
isomorphism of them, we give two ways which are different from
his original one.
0. Introduction
It is well known that the algebra of all complex valued continuous
functions on a compact Hausdorff space becomes an abelian C*-algebra
with respect to the supremum norm and every abelian C*-algebra is
realized as such a C*-algebra by Gelfand’s representation theorem. By
this correspondence we can see properties of abelian C*-algebras as
those of topological spaces (compact Hausdorff spaces). So we can
regard a general C*-algebra as an extended topological object (for ex-
ample, non-commutative topological space). In the theory of algebraic
topology, homology groups and cohomology groups work well as topo-
logical invariants. In the theory of C*-algebra, extension theory (resp.
K-theory) also works well as homology theory (resp. cohomology the-
ory).
J. Plastiras constructed the example of two C*-algebras such that
they are not isomorphic but become isomorphic after tensoring with a
matrix algebra. In this paper we look his example from the extension
theoretical point of view, and we give the proof of non-existense of
isomorphism using K-theory.
1. Preliminaries
Throughout this paper we denote the set of complex numbers, real
numbers, integers and nonnegative integers as C, R, Z and N respec-
tively. Let H be a separable infinite dimensional Hilbert space. We de-
note by B(H) (resp. K(H)) the set of bounded linear operators (resp.
compact operators) on H. Mn stands for the n×n matrix algebra over
C.
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In this section, we will present some basic facts on Extension theory
and K-theory for C*-algebras. Let A, B and C be C*-algebras and α
(resp. β) a *-homomorphism from A to B (resp. from B to C). We
call a short exact sequence E as below an extension of A by C:
E : 0 −−−→ A
α
−−−→ B
β
−−−→ C −−−→ 0.
Then α is injective, β is surjective and Imα = Kerβ.
When A is a *-subalgebra of B(H) and acts non-degenerately on H
( i.e., if ξ ∈ H satisfies ξa = 0 for all a ∈ A, then ξ = 0), we define the
multiplier algebra M(A) for A as follows:
M(A) = {x ∈ B(H) | xA ⊂ A, Ax ⊂ A}.
Clearly we have that A becomes a closed two-sided *-ideal of M(A)
and the multiplier algebra M(K(H)) of K(H) coincides with B(H). A
double centralizer for A is a pair (L, R) of functions L, R : A −→ A
satisfying
R(x)y = xL(y)
for all x, y ∈ A. For an element x ∈ A, (Lx, Rx) becomes a double
centralizer of A, where
Lx : A 3 y 7−→ xy ∈ A, Rx : A 3 y 7−→ yx ∈ A.
It is known that the set of all double centralizers DC(A) for A becomes
a C*-algebra and DC(A) is isomorphic to the multiplier algebra M(A)
for A.
For the above extension (in this case α is injective and α(A) is a
closed two-sided *-ideal of B), we can uniquely define the ∗-homomorphism
σ from B to M(A)(= DC(A)) with σ ◦ α = ι, that is,
A
α
−−−→ B∥∥∥ yσ
A −−−→
ι
M(A),
where ι(x) = (Lx, Rx) ∈ DC(A) ∼= M(A) (x ∈ A). Indeed σ is defined
as follows:
σ(α(x)) = (L(α(x)), R(α(x))) ∈ DC(A) ∼= M(A),
where
L(α(x)) : A 3 y 7−→ α−1(α(x)α(y)) ∈ A,
R(α(x)) : A 3 y 7−→ α−1(α(y)α(x)) ∈ A.
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Definition 1.1. (Busby invariant) For an extension
E : 0 −−−→ A
α
−−−→ B
β
−−−→ C −−−→ 0 ,
the Busby invariant for E is defined as the ∗-homomorphism τE from
C to M(A)/A given by
τE(c) = pi ◦ σ(b) ,
where b is a lift of c through β and pi is the quotient map from M(A)
to M(A)/A.
The Busby invariant τE is the unique ∗-homomorphism which makes
the following diagram commutative :
0 −−−→ A
α
−−−→ B
β
−−−→ C −−−→ 0∥∥∥ yσ yτE
0 −−−→ A
ι
−−−→ M(A)
pi
−−−→ M(A)/A −−−→ 0.
Proposition 1.2. Let
E1 : 0 −−−→ A −−−→ B1 −−−→ C −−−→ 0,
E2 : 0 −−−→ A −−−→ B2 −−−→ C −−−→ 0
be extensions and τ1, τ2 Busby invariants respectively.
(1) (strongly isomorphic) τ1 = τ2 if and only if there is an unique
∗-isomorphism γ for which the diagram
0 −−−→ A −−−→ B1 −−−→ C −−−→ 0∥∥∥ yγ ∥∥∥
0 −−−→ A −−−→ B2 −−−→ C −−−→ 0
is commutative.
(2) (strongly equivalent) There is a unitary u ∈ M(A) such that
τ2(c) = pi(u)τ1(c)pi(u)
∗ if and only if there are a unitary v ∈M(A)
and a ∗-isomorphism γ such that the diagram
0 −−−→ A −−−→ B1 −−−→ C −−−→ 0yAd(v) yγ ∥∥∥
0 −−−→ A −−−→ B2 −−−→ C −−−→ 0
is commutative.
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We will define K0 and K1 groups for any C*-algebra A. For the
definition of K0-group for a C*-algebra A (denoted by K0(A)), we will
give some properties of projections. Let Mn(A) be an n × n matrix
algebra with entries of A. For m,n ∈ N with m < n, an inclusion
map ϕnm from Mm(A) to Mn(A) is defined by the following way; for
x ∈ Mm(A)
ϕnm(x) := x⊕ 0n−m
where ⊕ means the diagonal sum. That is, x is put into left upper
part in Mn(A). Using this ϕnm, we can view Mm(A) as a subalgebra
of Mn(A). We put M∞(A) =
⋃∞
n=1 Mn(A). For projections in M∞(A),
we introduce some equivalent relations.
Definition 1.3. (Murray-von Neumann equivalence) For projections
p, q ∈M∞(A), they are Murray-von Neumann equivalent if there exists
a partial isometory v in M∞(A) such that p = v
∗v and q = vv∗, where
∗ is an involution of M∞(A).
Definition 1.4. (Homotopy equivalence) For projections p, q ∈M∞(A),
they are homotopy equivalent if there exist a positive integer N and
a norm continuous path {Pt}t∈[0,1] in MN (A) such that P0 = p and
P1 = q.
Proposition 1.5. For projections p, q ∈M∞(A), if ‖p− q‖ < 1, then
they are homotopy equivalent.
It is known that the Murray-von Neumann equivalence (algebraic no-
tion) and the homotopy equivalence (topological notion) are the same
equivalence for M∞(A).
Definition 1.6.
V (A) := {projections in M∞(A)} / ∼
where ∼ is the Murray-von Neumann equivalent relation.
Definition 1.7. For equivalence classes [p], [q] ∈ V (A), the addition
of them is defined by
[p] + [q] := [p⊕ q].
It can be easily verified that the above operation is well-defined and
abelian. So V (A) becomes an abelian semigroup with the unit [0].
Now let V (A)−V (A) be formal differences of V (A) and we define the
following equivalence relation.
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Definition 1.8. For [p1]− [q1], [p2]− [q2] ∈ V (A)− V (A),
[p1]− [q1] ≈ [p2]− [q2] if there exist [r] ∈ V (A) such that
[p1] + [q2] + [r] = [p2] + [q1] + [r].
Definition 1.9. (K0-group) For a unital C*-algebra A, the K0-group
for A is defined by
K0(A) := {V (A)− V (A)} / ≈
where ≈ is the above relation.
We observe properties of K0(A). Let e0 − f0, e1 − f1 be elements in
K0(A).
1.(abelian additivity) (e0 − f0) + (e1 − f1) = (e0 + e1)− (f0 + f1)
= (e1 − f1) + (e0 − f0).
2.(the unit) The unit of K0(A) is e0 − e0. (denoted as 0)
3.(existence of the inverse) The inverse of e0 − f0 is f0 − e0.
Therefore K0(A) becomes an abelian group.
We now define the K1-group for a unital C*algebras A, We denote
by Un(A) the set of unitary elements of Mn(A). This is the topological
subgroup with respect to the norm topology. For m,n ∈ N, when
m < n, an inclusion map φnm from Um(A) to Un(A) is defined by for
x ∈ Um(A)
φ(x) := x⊕ 1n−m.
We put U∞(A) =
⋃∞
n=1 Un(A). We denote by Un(A)0 the set of unitary
elements homotopic to the unit 1n of Mn(A). By the similar argument
it is put that U∞(A)0 =
⋃∞
n=1 Un(A).
Definition 1.10. (K1-group)
K1(A) := U∞(A)/U∞(A)0.
The K1-group is an abelian group with the unit [1] under the multi-
plicative operation
[u][v] := [uv] = [u⊕ v].
For C*-algebras {An} and ∗-homomorphisms {ϕnm : Am → An, (m < n)},
We call {(An, ϕnm)} an inductive system of C*-algebras if they satisfy
for l < m < n, ϕnl = ϕnm ◦ϕml. Then we define A0 and the semi-norm
on A as the following:
A0 = {a = (an) ∈ Π
∞
n=1An| there exists N0
such that ϕmN0(aN0) = am for m > N0}
‖a‖0 = lim
n→∞
‖an‖.
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Then the completion A of A0/ {a ∈ A0|‖a‖0 = 0} becomes a C*-
algebra, and A is called the inductive limit of the system and denoted
by lim−→An.
Theorem 1.11. For an unital C*-algebra A, B and i = 0, 1.
(1) (Stability) Ki(A⊗K) = Ki(A).
(2) (Distributivity) Ki(A⊕ B) = Ki(A)⊕Ki(B).
(3) (Continuity) If A = lim−→An. Then Ki(A) = lim−→Ki(An).
Combining the basic facts and the following powerful theorem, we
can compute K-groups of typical C*-algebras:
(1) K0(C) = K0(Mn) = Z, K1(C) = K1(Mn) = 0.
(2) K0(B(H)) = K0(B(H)/K(H)) = 0, K1(B(H)) = 0,
K1(B(H)/K(H)) = Z.
(3) K0(K(H)) = Z, K1(K(H)) = 0.
Theorem 1.12. (Six term exact sequence) Let J be an closed two-
sided ∗-ideal in a unital C*-algebra A. For a short exact sequence
0 −−−→ J
ι
−−−→ A
pi
−−−→ A/J −−−→ 0 ,
we have the following diagram which is exact at any part:
K0(J )
ι∗−−−→ K0(A)
pi∗−−−→ K0(A/J )
δ1
x yδ0
K1(A/J ) ←−−−
pi∗
K1(A) ←−−−
ι∗
K1(A)
where ι∗ and pi∗ are induced maps from ι and pi respectively and δ0 is
the exponential map and δ1 is the index map.
[the construction of δ1] For x ∈ K1(A/J ), we can choose a unitary
u in Mn(A/J ) such that x = [u]. So
(
u 0
0 u∗
)
is also a unitary in
M2n(A/J ) which is homotopic to 12n. Choosing a unitary lift w of(
u 0
0 u∗
)
in M2n(A) and a projection Pn =
(
1n 0n
0n 0n
)
∈ M2n(A), we
can define the index map δ1 from K1(A/J ) to K0(J ) as follows:
δ1(x) := [wPnw
∗]− [Pn].
[the construction of δ0] For x ∈ K0(A/J ), we can choose a projection
P in Mn(A/J ) such that x = [P ] and a self-adjoint lift f of P in
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Mn(A). Then we have exp(2piif) ∈ Un(J ), since
pi(exp(2piif )) = exp(2piiP ) = In + 2piiP +
(2piiP )2
2i
+ · · ·
= In − P + (In + 2piiIn +
(2pii)2
2i
In + · · · )P
= In − P + exp(2pii)P = In.
The exponential map δ0 from K0(A/J ) to K1(J ) is defined by
δ0(x) := [exp(2piif)].
2. Original result by J. Plastiras
In this section we describe original result by J. Plastiras. He exhib-
ited two C*-algebras as the following :
A := {T ⊕ T | T ∈ B(H)}+ K(H⊕H),
B := {0⊕ T ⊕ T | 0 ∈ B(C), T ∈ B(H)}+ K(C⊕H⊕H).
Theorem 2.1. In this setting, M2 ⊗ A is ∗-isomorphic to M2 ⊗B.
Proof. By the definition of A and B, we can see
M2 ⊗ A =




T11 T12
T11 T12
T21 T22
T21 T22

 | Tij ∈ B(H)


+ K(H⊕H⊕H ⊕H),
M2 ⊗B =




0 0
T11 T12
T11 T12
0 0
T21 T22
T21 T22


| Tij ∈ B(H)


+ K(C⊕H ⊕H ⊕C⊕H⊕H) .
Let {ei} be a completely orthonormal system forH and S the unilateral
shift operator on H, i.e.,Sei = ei+1(n ∈ N). We define a linear operator
U from C⊕H ⊕H ⊕ C⊕H⊕H to H⊕H⊕H ⊕H by
U(λ1, ξ, η, λ2, ξ
′, η′) := (λ1e0 + Sξ, λ2e0 + Sη, ξ
′, η′),
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where λ1, λ2 ∈ C and ξ, ξ
′, η, η′ ∈ H. By the fact
‖(λ1e0 + Sξ, λ2e0 + Sη, ξ
′, η′)‖2
= ‖(λ1e0 + Sξ)‖
2 + ‖(λ2e0 + Sη)‖
2 + ‖ξ ′‖2 + ‖η′‖2
= |λ1|
2 + ‖ξ‖2 + |λ2|
2 + ‖η‖2 + ‖ξ ′‖2 + ‖η′‖2
= ‖(λ1, ξ, η, λ2, ξ
′, η′)‖2,
we can see U is unitary. Then we have, for Tij ∈ B(H) and K ∈
K(C⊕H⊕H⊕ C⊕H ⊕H),
U(


0 0
T11 T12
T11 T12
0 0
T21 T22
T21 T22


+ K)U ∗


ξ
η
ξ ′
η′


= U


0 0
T11 T12
T11 T12
0 0
T21 T22
T21 T22




(ξ, e0)
S∗ξ
S∗η
(η, e0)
ξ ′
η′


+ UKU ∗


ξ
η
ξ ′
η′


= U


0
T11S
∗ξ + T12ξ
′
T11S
∗η + T12η
′
0
T21S
∗ξ + T22ξ
′
T21S
∗η + T22η
′


+ UKU ′


ξ
η
ξ ′
η′


=


ST11S
∗ξ + ST12ξ
′
ST11S
∗η + ST12η
′
T21S
∗ξ + T22ξ
′
T21S
∗η + ST22η
′

 + UKU ∗


ξ
η
ξ ′
η′


= (


ST11S
∗ ST12
ST11S
∗ ST12
T21S
∗ T22
T21S
∗ T22

 + UKU ∗)


ξ
η
ξ ′
η′

 ,
where ( , ) means the inner product of H. Consequently, it is verified
that U(M2⊗B)U
∗ ⊂M2⊗A. By the similar computation, we can have
U∗(M2 ⊗ A)U ⊂M2 ⊗B. So M2 ⊗ A is ∗-isomorphic to M2 ⊗B.
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For comparing A and B, we will introduce the notion of the essential
commutant algebra and the basic theory of AF-algebras.
Definition 2.2. (Essential commutant) For C ⊂ B(H), the essential
commutant for C (denoted by EC(C)) is defined by
EC(C) := {X ∈ B(H) | XY − Y X ∈ K(H) for all Y ∈ C}
Lemma 2.3. For a separable Hilbert space H, we have
EC(B(H)) = C1H + K(H),
where 1H is the identity operator on H.
Proof. It is trivial that EC(B(H)) ⊃ C1H + K(H).
It is sufficient to show that the reverse implication holds. Since
EC(B(H)) is a closed *-subalgebra of B(H), any element in EC(B(H))
is represented by a linear combination of self-adjoint elements. Let T
be a self-adjoint element in EC(B(H)) and its spectral decomposition
T =
∫ ‖T‖
−‖T‖
λde(λ),
where {e(λ)} is the right continuous spectral family of projections for
T .
For −‖T‖ < a < b < ‖T‖, we assume that two projections
∫ a
−‖T‖
de(λ) and
∫ ‖T‖
b
de(λ)
are infinitely dimensional. Since H is separable, there exists a partial
isometry V such that
V ∗V =
∫ ‖T‖
b
de(λ), V V ∗ =
∫ a
−‖T‖
de(λ).
Then we have
(V T − TV )V ∗ = V
∫ ‖T‖
b
λde(λ)V ∗ −
∫ a
−‖T‖
λde(λ)
≥ b
∫ a
−‖T‖
de(λ)−
∫ a
−‖T‖
λde(λ)
≥ (b− a)
∫ a
−‖T‖
de(λ) /∈ K(H).
This means that V T − TV /∈ K(H), i.e., T /∈ EC(B(H)).
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This fact implies that σ(T ) has at most one accumulation point. If
an accumulation point c exists, then each λ ∈ σ(T )\{c} is an eigenvalue
for T and its eigenprojection is finite dimensional. So we have
T − c1H ∈ K(H).
If an accumulation point does not exist, then σ(T ) is a finite set of
eigenvalues for T and their eigenprojections are finite dimensional ex-
cept for one point c. Also we have
T − c1H ∈ K(H).
Now we will give some facts on approximately finite dimensional
C*-algebras (standing for AF-algebras) which are the direct limits of
increasing sequences of finite dimensional C*-algebras. For an AF-
algebra A, K1(A) = 0. This is because finite dimensional C*-algebras
are isomorphic to the direct sum of matrices over C, the distributivity
and the continuity of K-groups, and K1(Mn) = 0.
When we put K0(A)+ := Im(ι), where ι is the natural inclusive map
from V (A) to K0(A). By K0(A)+, K0(A) becomes the ordered group:
for x, y ∈ K0(A), x ≤ y if y − x ∈ K0(A)+
Definition 2.4. (Dimension group) The dimension group associated
to an AF-algebra A is the ordered group (K0(A), K0(A)+) .
Definition 2.5. (Scale Γ) For an unital C*-algebra A, the scale of A
is defined by
Γ(A) := {[P ] | P is a projection in A} .
Lemma 2.6. (The theorem of Elliott) For AF-algebras A and B, A
is ∗-isomorphic to B if and only if there is a group isomorphism from
K0(A) to K0(B) which preserves their scales and their ordered cones.
Theorem 2.7. The A is not ∗-isomorphic to the B.
Proof. Since A(⊂ B(H⊕H)) and B(⊂ B(C⊕H⊕H)) contain compact
operators, A ∼= B implies EC(A) ∼=EC(B). Therefore it is sufficient to
prove that EC(A) 6∼= EC(B).
By the above lemma, the essential commutants can be represented
as
EC(A) =
{[
λ111H λ121H
λ211H λ221H
]
| λij ∈ C
}
+ K(H⊕H),
EC(B) =



0 0 00 µ111H µ121H
0 µ211H µ221H

 | µij ∈ C

 + K(C⊕H⊕H)
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. Let {pi}
∞
i=1 (resp. {qi}
∞
i=1) be a family of orthogonal projections of
rank 1 on H ⊕H with
∑∞
i=1 pi = 1H ⊕ 0H. (resp.
∑∞
i=1 qi = 0H ⊕ 1H).
We set
An =
{[
λ111H λ121H
λ211H λ221H
]
+ (
n∑
i=1
pi + qi)x(
n∑
i=1
pi + qi) |
λij ∈ C, x ∈ B(H⊕H)}
∼= M2 ⊕M2n
Bn =



0 0 00 µ111H µ121H
0 µ211H µ221H

 + (r +
n∑
i=1
pi + qi)x(r +
n∑
i=1
pi + qi)) |
µij ∈ C, x ∈ B(C⊕H⊕H)}
∼= M2 ⊕M2n+1,
where r is the identity operator of B(C) ∼= C. Then we have
EC(A) =
∞⋃
n=0
An
‖·‖
and EC(B) =
∞⋃
n=0
Bn
‖·‖
.
So the essential commutants have the following the Bratteli diagrams
which represents the embedded manner of the sequence of increasing
finite dimensional C*-algebras.
2
?
H
H
H
H
Hj2 2
?
H
H
H
H
Hj
?
2 4
?
H
H
H
H
Hj
?
2 6
?
H
H
H
H
Hj
?
...
...
EC(A)
2 1
?
H
H
H
H
Hj
?
2 3
?
H
H
H
H
Hj
?
2 5
?
H
H
H
H
Hj
?
2 7
?
H
H
H
H
Hj
?
...
...
EC(B).
In these figures numbers are the size of matrices and arrows are repre-
sented as the manner of embedding of projections in matrices by the
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multiplicity one. By the facts
K0(An) = Z⊕ Z
K0(Bn) = Z⊕ Z,
and the above inductive systems, we can get
K0(EC(A)) = lim−→K0(An)
∼= Z⊕ Z
K0(EC(B)) = lim−→K0(Bn)
∼= Z⊕ Z
and the following figures of groups, ordered cones and scales:
p1
[1]
1H
K0(EC(A))+
p1
[1]
1H
K0(EC(B))+
Then the class of unit in K0(EC(A)) is
[(
1H 0
0 1H
)]
. Therefore we
have
[(
1H 0
0 1H
)]
= 2
[(
1H 0
0 0
)]
. In the other hand, the unit class
of K0(EC(B)) is



1 0 00 1H 0
0 0 1H



. So it is immediately realized that
there dose not exist the element x in K0(EC(B)) such that x ⊕ x =


1 0 00 1H 0
0 0 1H



 so that we cannot construct the scaled, ordered, and
group-isomorphic map. Using Elliott’s result, it follows that EC(A) 6∼=
EC(B).
Remark 1. In the above proof of non-isomorphism, the part of AF-
algebraic argument is different from the original one.
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3. Main result
In this section, we present two ways on the non-isomorphism proof
which are different from J. Plastiras. The one is a elementary proof
and another is K-theoretical.
At the first, we will present the Fredholm operator, the (Fredholm)
Index and their properties.
Definition 3.1. (Fredholm operator, Index) We call T ∈ B(H) a Fred-
holm operator if pi(T ) is invertible in B(H)/K(H). Then ImT and ImT∗
are closed and kerT and kerT∗ are finite-dimensional. The index of T
(IndexT) is defined by dimkerT − dimkerT∗ .
The followings are well-known:
(1) Index(T) = Index(T + K) for all K ∈ K(H).
(2) If S is a unilateral shift operator, Index(S) = −1 and Index(S∗) = 1.
Lemma 3.2. If C*-algebras B1 and B2 act on H and contain K(H)
and they are ∗- isomorphic, then the ∗-isomorphism map is given by
Ad(u) where u is a unitary in B(H).
Proof. Let ϕ be an isomorphism between B1 and B2. For a completely
orthonormal system {ei}i∈  ⊂ H, a projection Pij ∈ B(H) of rank
1 is defined by Pij := ( ·, ej)ei. So {Pii} is the family of orthogonal
projections of rank 1 in K(H) such that
∑
Pii = 1H. Then it can be
found that ϕ(P11) := Q11 is a minimal projection where Q11 = ( , f1)f1
with respect to another completely orthonormal system {fi}i∈  ⊂ H.
Let v be a partial isometry such that v∗v = P11 and vv
∗ = Q11. Now
all we have to do is that v is extended to the unitary u on H such that
ϕ(Pij) = uPiju
∗. The u is defined by u :=
∑
ϕ(Pk1)vP1k . Then we
have, for ξ ∈ H,
‖uξ‖ = (
∑
ϕ(Pk1)vP1k(ξ),
∑
ϕ(Pl1)vP1l(ξ))
=
∑
k,l
(ξ, ek)(ξ, el)(ϕ(Pk1)f1, ϕ(Pl1)f1)
=
∑
k
(ξ, ek)
2 = ‖ξ‖,
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uu∗ =
∑
k,l
ϕ(Pk1)vP1kPl1v
∗ϕ(P1l)
=
∑
k
ϕ(Pk1)vP11v
∗ϕ(P1k)
=
∑
k
ϕ(Pk1)ϕ(P11)ϕ(P1k)
=
∑
k
ϕ(ekk) = 1,
u∗u =
∑
k,l
Pk1v
∗ϕ(P1k)ϕ(Pl1)vP1l
=
∑
k
Pk1v
∗ϕ(P11)vP1k
=
∑
k
Pk1P11P1k
=
∑
k
Pkk = 1.
Since the range of u is clearly dense, u is a unitary operator. And also
since the following holds;
uPij =
∑
k
ϕ(Pk1)vP1kPij
= ϕ(Pi1)vP1j,
ϕ(Pij)u = ϕ(Pij)
∑
k
ϕ(Pk1)vP1k
= ϕ(Pi1)vP1j.
It is shown that an isomorphism ϕ induces Ad(u) on K(H) such that
Ad(u)(a) = uau∗ for all a ∈ K(H). It is found that since ϕ(ab) =
uabu∗ = uau∗ubu∗ = ϕ(a)ubu∗ for b ∈ B1, we have ϕ(b) = ubu
∗.
Consequently, ϕ = Ad(u).
Theorem 3.3. Let A and B be as the above. Then we have that A is
not ∗-isomorphic to B.
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Proof. It is verified that the following sequences are exact:
E1 : 0 −−−→ K(H⊕H)
ι
−−−→ A
pi
−−−→
B(H⊕H)/K(H⊕H) −−−→ 0,
E2 : 0 −−−→ K(C⊕H⊕H)
ι
−−−→ B
pi
−−−→
B(H⊕H)/K(H⊕H) −−−→ 0
where ι is the natural inclusion map and pi is the surjective map such
that pi(T ⊕ T + K) = [T ] ⊕ [T ], and pi(0 ⊕ T ⊕ T + L) = [T ]⊕ [T ] on
E1 and E2 respectively. We define a linear operator U from C⊕H⊕H
to H ⊕ H by U(λ, ξ, η) := (λe0 + Sξ, η). Then the U is unitary. It is
found that UBU∗ ⊂ B(H⊕H). Since it is checked that
B ∼= {STS∗ ⊕ T | T ∈ B(H)}+ K(H⊕H) ⊂ B(H⊕H),
E2 can be slightly modified as
E2 : 0 −−−→ K(H⊕H)
ι
−−−→ B
pi
−−−→
B(H⊕H)/K(H⊕H) −−−→ 0
where pi(STS∗ ⊕ T + L) = [STS∗]⊕ [T ] is well-defined. By the above
lemma, if A is ∗-isomorphic to B, then there exists a unitary u ∈
B(H⊕H) such that
pi(u)
(
[T ] 0
0 [T ]
)
pi(u)∗ =
(
[STS∗] 0
0 [T ]
)
for all T ∈ B(H).
Let u be
(
u11 u12
u21 u22
)
. Then we have the following relations:
u11T − STS
∗u11 ∈ K(H), u12T − STS
∗u12 ∈ K(H),
u21T − Tu21 ∈ K(H), and u22T − Tu22 ∈ K(H) for all T ∈ B(H).
By Lemma 2.3, it is found that u =
(
λ1S λ2S
λ3 λ4
)
=
(
S 0
0 1
) (
λ1 λ2
λ3 λ4
)
where λi ∈ C. The Index of u is equal to 0 and that of the right hand
is equal to −1. Therefore there does not exist a unitary u ∈ B(H⊕H).
Consequently, A is not ∗-isomorphic to B.
Theorem 3.4. Let A and B be as the above. Then we have that A is
not ∗-isomorphic to B.
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Proof. (K-theoretical). We have the following short exact sequences:
E1 : 0 −−−→ K(H⊕H)
ι
−−−→ A
pi
−−−→ B(H)/K(H) −−−→ 0
E2 : 0 −−−→ K(H⊕H)
ι
−−−→ B
pi
−−−→ B(H)/K(H) −−−→ 0
where ι is the natural inclusion map and pi is the surjective map such
that pi(T ⊕ T + K) = [T ] and pi(STS∗ ⊕ T + L) = [T ]. The six term
exact sequence is here applied for the first short exact sequence E1.
K0(K(H⊕H))
ι∗−−−→ K0(A)
pi∗−−−→ K0(B(H)/K(H))
δ1
x yδ0
K1(B(H)/K(H)) ←−−−
pi∗
K1(A) ←−−−
ι∗
K1(K(H ⊕H))
Since it is known that the Fredholm Index correspond to the connected
component in B(H)/K(H) and then the class [S∗] is the generator in
K1(B(H)/K(H)) . So we need to observe where [S
∗] go into K0(K(H⊕
H)) through δ1 . δ1 is defined by the following:
δ1([S
∗]) := [u∗ ⊕ u∗(1H ⊕ 1H ⊕ 0⊕ 0)u⊕ u]− [1H ⊕ 1H ⊕ 0⊕ 0]
where [S∗] ∈ B(H)/K(H) and u ∈ M2(B(H)) is a unitary lift of [S ⊕
S∗] ∈ M2(B(H)/K(H)) through pi⊗ id2 . So we have δ1([S
∗]) = 2[p] for
a 1-dimensional projection p. From the fact that K0(B(H)/K(H)) = 0,
it is easily verified that
K0(A) ∼= K0(K(H ⊕H))/Imδ1 = Z/2Z.
By the similar argument, it will be found that K0(B) = Z/2Z where
δ1 is defined by
δ1([S
∗]) := [Su∗S∗ ⊕ u∗(S1HS
∗ ⊕ 1H ⊕ 0⊕ 0)SuS
∗ ⊕ u]
−[S1HS
∗ ⊕ 1H ⊕ 0⊕ 0].
Now the unit class [1] ∈ K0(A) will be compared to [1] ∈ K0(B).
K0(A) 3 [1] = [1H ⊕ 1H] = 2[1H ⊕ 0] = [0] ∈ Z/2Z,
K0(B) 3 [1] = [1H − p⊕ 1H] = [1H ⊕ 1H] + [p⊕ 0] = [1] ∈ Z/2Z.
This means that the unit class [1] ∈ K0(A) is different from [1] ∈
K0(B). Then it can be concluded that A is not ∗-isomorphic to B.
The author would express his thanks to Professor M. Nagisa for his
grateful support.
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