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ON SYLVESTER SUMS OF COMPOUND SEQUENCE SEMIGROUP COMPLEMENTS
T. ALDEN GASSERT AND CALEB MCKINLEY SHOR
Abstract. In this paper, we consider the set NR(G) of natural numbers which are not in the numerical semigroup generated
by a compound sequence G. We generalize a result of Tuenter which completely characterizes NR(G). We use this result to
compute Sylvester sums, and we give a direct application to the computation of weights of higher-order Weierstrass points on
some families of complex algebraic curves.
1. Introduction, motivation
Let N and N0 denote, respectively, the sets of positive integers and non-negative integers. Let A = (a1, . . . , ak) and B =
(b1, . . . , bk) ∈ N
k such that gcd(ai, bj) = 1 for all i ≥ j. Let g0 =
∏k
j=1 aj and, for 1 ≤ i ≤ k, let gi = gi−1bi/ai (i.e.
gi = b1 · · · biai+1 · · · ak). We say the sequence (gi)
k
i=0 is a compound sequence, and we denote it G(A,B). Such a sequence
can be seen as a generalization of a geometric sequence. We say a set G is compound if its elements can be ordered to form
a compound sequence.
Let
R(A,B) =
{
k∑
i=0
nigi : ni ∈ N0, gi ∈ G(A,B)
}
,
the set of integers representable as non-negative linear combinations of elements of G(A,B), and let NR(A,B) be the
complement of R(A,B) in N0. That is, NR(A,B) is the set of positive integers which are not representable — hence “NR”
— as non-negative linear combinations of elements of the compound sequence G(A,B). It is known that NR(A,B) is a finite
set. In this paper, we are interested in the sum of the mth powers of elements of NR(A,B); i.e. a formula for the mth
Sylvester sum
Sm(A,B) :=
∑
n∈NR(A,B)
nm.(1)
If G is a finite geometric sequence of positive integers such that gcd(G) = 1, it follows that G = {ak−ibi : 0 ≤ i ≤ k} =
G(A,B), where A = (a, . . . , a), B = (b, . . . , b) ∈ Nk for some relatively prime a, b ∈ N. When G is geometric, we write
Sm(a, b; k) to denote the mth Sylvester sum Sm(A,B). Any set G = {a, b} with gcd(a, b) = 1 is compound, and so has
corresponding mth Sylvester sum Sm(a, b; 1).
1.1. Known results. The sum in equation (1) is so named due to its proximity to the Sylvester denumerant. Given a non-
negative integer n and a set of positive, relatively prime integers G = {g1, . . . , gℓ}, the denumerant D(n;G) is the number of
solutions to
∑ℓ
i=1 xigi = n in N
ℓ
0. If a and b are relatively prime, then D(n; {a, b}) ∈ {0, 1} for 0 ≤ n ≤ ab − 1, and in [17]
Sylvester notes that in this simplest case
S0(a, b; 1) =
ab−1∑
n=0
(1 −D(n; {a, b})) =
(a− 1)(b− 1)
2
.(2)
The case where m = 1 and k = 1 was computed by Brown and Shiue [1], where they found that
S1(a, b; 1) =
(a− 1)(b − 1)(2ab− a− b− 1)
12
.(3)
Shortly afterward in [7], using an exponential generating function, Rødseth found for m ≥ 1,
Sm−1(a, b; 1) =
1
m(m+ 1)
m∑
i=0
m−i∑
j=0
(
m+ 1
i
)(
m+ 1− i
j
)
BiBja
m−jbm−i −
1
m
Bm,(4)
where B0, B1, B2, . . . are the Bernoulli numbers.
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In [20], Tuenter presented an identity which characterizes the non-representable numbers for the case where k = 1. In
particular, for any function f defined on the positive integers, one has
∑
n∈NR(a,b;1)
(f(n+ a)− f(n)) =
a−1∑
n=1
(f(nb)− f(n)) .(5)
Among this identity’s numerous applications, one can use the monomial f(n) = nm+1 to derive an explicit formula for
Sm(a, b; 1), and the exponential function f(n) = e
nz to derive equation (4).
1.2. Motivation. In [14], the author found a formula for the q-Weierstrass weight of branch points on a superelliptic curve.
In order to compute the weight, one needs to calculate the number of missing orders of vanishing in a certain basis of
q-differentials as well as the sum of the missing orders. These quantities are exactly S0(a, b; 1) and S1(a, b; 1).
In this paper, we are motivated by the problem of computing the higher-order Weierstrass weight of the point at infinity
in a tower of curves defined by equations of superelliptic curves. This follows work of Silverman, who investigated higher-
order Weierstrass points on hyperelliptic curves in [15]; of Towse, who looked at Weierstrass weights of branch points on
superelliptic curves in [18]; and more recently of this paper’s second author, who looked at higher-order Weierstrass weights
of branch points on superelliptic curves in [14].
In general, higher-order Weierstrass points are special points on an algebraic curve because their weights are invariant under
automorphisms. One can use Weierstrass points to show a non-hyperelliptic curve of genus g ≥ 2 has a finite automorphism
group. (See [11], for example.) Mumford, in [5], has suggested that q-Weierstrass points are analogous to q-torsion points on
an elliptic curve.
1.3. Main results. We generalize equation (5) for compound sequences (Theorem 3.3) and demonstrate a few applications.
First, we use power functions to get explicit formulas for Sm(A,B) for m = 0, 1, 2, 3 (Proposition 3.5). Second, we use an
exponential function to generalize equation (4) to compute Sm(A,B) (Theorem 3.10).
With explicit formulas for the m = 0 and m = 1 cases, we obtain the following result (Theorem 5.10).
Theorem. Let A = (a1, . . . , ak), B = (b1, . . . , bk) ∈ Nk with gcd(ai, bj) = 1 for all i, j. For S0(A,B) as given in Proposi-
tion 3.5, suppose S0(A,B) ≥ 2. For 1 ≤ i ≤ k, let fi(x) ∈ C[x] be a separable polynomial of degree bi. Consider the affine
curve
Ak =
{
(x0, . . . , xk) ∈ C
k+1 : xaii = fi(xi−1) for 1 ≤ i ≤ k
}
.
Assume the affine curve Ak is nonsingular, and let Ck be the nonsingular projective model of Ak. (Examples of such curves
are given in Section 5.3.) Then Ck is a curve of genus g = S0(A,B) with one point at infinity, P
k
∞, which has q-Weierstrass
weight
w(q)(P k∞) =


S0(A
2, B2)
12
− S0(A,B) for q = 1,
S0(A
2, B2)
12
for q ≥ 2,
where Ae and Be denote component-wise exponentiation. In particular, given a particular curve Ck, the q-Weierstrass weight
of the point at infinity is constant for all q ≥ 2.
This paper is organized as follows. In Section 2, we review some background material on numerical semigroups generated by
compound and geometric sequences. In Section 3, we prove a generalization of equation (5). We use power functions to find
explicit formulas for Sm(A,B) for small m, and we look at special cases of geometric and supersymmetric sequences. We
also consider the problem of “non-nugget numbers,” which appeared in an algebra textbook in the early 1990s. We use an
exponential function with our generalization of equation (5) to generalize the approach of [7], resulting in a combinatorial
formula for Sm(A,B) involving Bernoulli numbers. Subsequently, we transition to algebraic curves and Weierstrass points.
We provide some background material on higher-order Weierstrass points in Section 4. In Section 5 we consider the problem of
calculating the q-Weierstrass weight of points at infinity in towers of complex algebraic curves defined iteratively by equations
of superelliptic curves, and we conclude with the description of a large family of towers of curves that satisfy the conditions
of Theorem 5.10.
2. Numerical semigroups and compound sequences
2.1. Numerical semigroups. In this section, we briefly describe some results on numerical semigroups. For a thorough
treatment, see [8].
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Definition 2.1. A numerical semigroup S is a non-empty subset of N0 which contains 0, is closed under addition, and has
a finite complement in N0. We denote the complement of S in N0 by H(S). The Frobenius number of S, denoted F (S), is
the largest element of Z \ S, and the genus of S, denoted g(S) is the cardinality of H(S).
If G is a non-empty subset of N0, let
〈G〉 = {n0g0 + · · ·+ nkgk : k ∈ N0, ni ∈ N0, gi ∈ G},
the submonoid of N0 generated by G. It is well known that 〈G〉 is a numerical semigroup exactly when gcd(G) = 1. (See [8,
Lemma 2.1].) Furthermore, the complement of 〈G〉 is nonempty precisely when 1 6∈ G.
Proposition 2.2 ([8, Lemma 2.14, Proposition 4.4]). For any numerical semigroup S with nonempty complement, 2g(S) ≥
F (S) + 1. We have equality if and only if F (S) is odd and x ∈ H(S) implies F (S)− x ∈ S.
If 2g(s) = F (S) + 1, we call S a symmetric numerical semigroup. The symmetry comes from the property that, for any pair
of non-negative integers that sum to F (S), one integer is in S and the other integer is in H(S).
In this paper, we will only consider sets S where H(S) 6= ∅.
Corollary 2.3. For S a numerical semigroup, if H(S) 6= ∅, then 1 ∈ H(S), so F (S)− 1 ∈ S.
2.2. Semigroups from compound sequences. For the benefit of the reader, we restate some definitions presented at the
beginning of this paper.
Definition 2.4. For k ∈ N0, let A = (a1, . . . , ak) and B = (b1, . . . , bk) ∈ Nk. We say the pair (A,B) is suitable if
gcd(ai, bj) = 1 for all i ≥ j. Let g0 =
∏k
i=1 ai and, for 1 ≤ i ≤ k, let gi = gi−1bi/ai. We say (gi)
k
i=0 is a compound sequence,
and we denote it G(A,B). A set G is compound if its elements can be ordered to form a compound sequence, and, in an
abuse of notation, we will write G = G(A,B). Note that if k = 0, then A = B = () (the empty tuple), and one checks that
(A,B) is trivially a suitable pair so G(A,B) = {1} is compound.
Compound sequences are generalizations of geometric sequences, which occur when a1 = · · · = ak and b1 = · · · = bk.
Numerical semigroups arising from compound sequences have been studied in [3], following work on numerical semigroups
from geometric sequences in [6] and [19].
Remark 2.5. We note that our definition of compound sequence differs slightly from the definition given in [3], where there is
the additional condition that 2 ≤ ai < bi for all i. The following proposition is proved in their paper, though this additional
condition isn’t used in the proof so the result holds for our definition as well.
Proposition 2.6. [3, Proposition 2, property 5] If G is compound, then gcd(G) = 1. Thus, gcd(G(A,B)) = 1 for any
suitable pair (A,B).
If any ai or bi is 1, then there are consecutive terms in G(A,B) where one divides the other, and thus G(A,B) is not a
minimal generating set of 〈G(A,B)〉. Combined with [3, Proposition 2, property 6], we have the following proposition.
Proposition 2.7. Let (A,B) be a suitable pair. Then G(A,B) is a minimal set of generators of 〈G(A,B)〉 if and only if
ai, bi ≥ 2 for all i.
Furthermore, for any compound set G we can find a suitable pair (A,B) with ai, bi ≥ 2 for all i such that G(A,B) minimally
generates 〈G〉.
Definition 2.8. For any tuple C = (c1, . . . , ck) and any i = 1, . . . , k, let πi : N
k → Nk−1 be the projection which deletes the
ith component of C, let Ce denote component-wise exponentiation, and let ρ(C) denote C written in reverse order. That is,
πi(C) := (c1, . . . , ci−1, ci+1, . . . , ck), C
e := (ce1, . . . , c
e
k), and ρ(C) := (ck, . . . , c1).
Proposition 2.9. If G is a compound set, then 〈G〉 = 〈G(A,B)〉 for some suitable pair (A,B) with ai, bi ≥ 2 for all i.
Proof. If 1 ∈ G, then 〈G〉 = N0 = 〈{1}〉 = 〈G(A,B)〉 for 0-tuples A = B = (). Note that (A,B) is a suitable pair, and it is
vacuously true that ai, bi ≥ 2 for all i.
Now, we suppose 1 6∈ G. Then we have G = G(A,B) for some suitable pair (A,B) of k-tuples with 1 6∈ G(A,B) and k ≥ 1.
Let A = (a1, . . . , ak) and B = (b1, . . . , bk). If ai, bi ≥ 2 for all i, then we are done. Otherwise, we use the following procedure
to eliminate any 1s in A or B.
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If ai = 1 for some i, then gi = bigi−1, so we can remove gi without affecting the semigroup generated by G(A,B). To do so,
let A′ = πi(A) and B
′ = (b1, . . . , bi−1, bi · bi+1, . . . , bk). (In other words, replace bi+1 with bi · bi+1 and then delete ai and bi.)
Then G′ = G(A′, B′) = (g0, . . . , gi−1, gi+1, . . . , gk), so 〈G′〉 = 〈G〉, gcd(G′) = 1, and (A′, B′) is a suitable pair. It follows that
A′ has one fewer 1 than A, and B′ has at most as many 1s as B.
If bi = 1 for some i, we can perform a similar process (replacing ai−1 with ai−1 · ai and then deleting ai and bi) to produce
a suitable pair (A′′, B′′) such that, for G′′ = G(A′′, B′′), we have 〈G′′〉 = 〈G〉 where A′′ has at most as many 1s as A and B′′
has one fewer 1 than B.
We can iterate this procedure finitely many (at most k − 1) times to produce a suitable pair (A,B) such that A and B
contain no 1s. (If one of our resulting tuples contained only 1s, then 1 would be in G(A,B), which is a contradiction.) Let
G = G(A,B). Then 〈G〉 is generated by G and all entries of A and B are greater than 1, as desired. 
To conclude, nothing is lost by only considering pairs (A,B) where ai, bi ≥ 2 for all i. However, our results later in this paper
are valid for the situations where we have some ai or bi equal to 1, so we allow that possibility.
The following proposition is straightforward.
Proposition 2.10. If (A,B) is a suitable pair of k-tuples, then the following pairs of tuples are suitable for all e1, e2 ∈ N
and all 1 ≤ i ≤ j ≤ k: (Ae1 , Be2); (ρ(B), ρ(A)); (πi(A), πj(B)).
Furthermore, ρ(G(A,B)) = G(ρ(B), ρ(A)) as sequences, so G(A,B) and G(ρ(B), ρ(A)) generate the same numerical semi-
group.
For the rest of this paper, we will use the following notation. For any G ⊆ N, let R(G) := 〈G〉, the set of representable
integers, and let NR(G) := H(R(G)), the set of non-representable integers. If gcd(G) = 1, then NR(G) is a finite set, so for
any m ∈ N0 we define the mth Sylvester sum
Sm(G) :=
∑
n∈NR(G)
nm.
In what follows, it will be helpful to consider the sum of the generating elements, denoted σ(G) :=
∑
g∈G
g.
Since we are interested in compound sequences, for a suitable pair (A,B), we have the compound sequence G = G(A,B) and
we define NR(A,B) := NR(G), R(A,B) := R(G), Sm(A,B) := Sm(G), and σ(A,B) := σ(G).
We will also consider the special case of numerical semigroups generated by geometric sequences. One can show, as in [6,
Section 1], that G is a geometric sequence of natural numbers with gcd(G) = 1 if and only if G = {ak−ibi : 0 ≤ i ≤ k}
and gcd(a, b) = 1. Thus, a geometric sequence G generates a numerical semigroup with finite complement exactly when
G = G(A,B) for some A = (a, . . . , a) and B = (b, . . . , b) with gcd(a, b) = 1; i.e. when (A,B) is suitable. The complement
is nonempty with the additional condition that a, b > 1. With such k-tuples A and B, we will denote a geometric sequence
by G(a, b; k) := G(A,B). Similarly, let NR(a, b; k) := NR(A,B), R(a, b; k) := R(A,B), Sm(a, b; k) := Sm(A,B), and
σ(a, b; k) := σ(A,B). We note that
σ(a, b; k) = σ(b, a; k) =
ak+1 − bk+1
a− b
.
Since ρ(G(A,B)) = G(ρ(B), ρ(A)), we have R(A,B) = R(ρ(B), ρ(A)), so Sm(A,B) = Sm(ρ(B), ρ(A)) for all suitable pairs
(A,B). In particular, Rm(b, a; k) = Rm(a, b; k), so Sm(a, b; k) is a symmetric function in a and b for all m. However, we do
not have similar symmetry with Sm(A,B) and Sm(B,A) for k > 1 because G(A,B) and G(B,A) are not necessarily equal
as sets. For instance, G((a1, a2), (b1, b2)) = {a1a2, b1a2, b1b2} and G((b1, b2), (a1, a2)) = {b1b2, a1b2, a1a2} are equal as sets if
and only if they are geometric.
We will now cite some results on the genus and Frobenius number of numerical semigroups arising from compound sequences.
With these results, we are including the condition that 2 ≤ ai < bi for all i. In Section 3, we will show that these results
hold without this additional condition.
Proposition 2.11 ([3]). For any suitable pair (A,B) with 2 ≤ ai < bi for all i, R(A,B) is a symmetric numerical
semigroup with Frobenius number F (R(A,B)) = akb1 σ(πk(A), π1(B)) − σ(A,B) and genus g(R(A,B)) = S0(A,B) =
(F (R(A,B)) + 1) /2.
Proof. That R(A,B) is symmetric follows from [3, Corollary 9] and [8, Corollary 9.12]. For the Frobenius number and genus,
from [3, Corollary 16] we have
F (R(A,B)) = −g0 +
k∑
i=1
gi(ai − 1).
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Thus,
F (R(A,B)) = −
k∑
i=0
gi +
k∑
i=1
b1 · · · biai · · ·ak
= −σ(A,B) + akb1
k∑
i=1
b2 · · · biai · · · ak−1
= −σ(A,B) + akb1 σ(πk(A), π1(B)).
Since R(A,B) is symmetric, as is noted in [3, Corollary 17], g(R(A,B)) = (F (R(A,B)) + 1)/2. 
Corollary 2.12. For any suitable pair (A,B) with 2 ≤ ai < bi for all i and any e1, e2 ∈ N,
F (R(Ae1 , Be2)) = ae1k b
e2
1 σ(πk(A
e1 ), π1(B
e2 ))− σ(Ae1 , Be2)
and g(R(Ae1 , Be2)) = S0(A
e1 , Be2) = (F (R(Ae1 , Be2)) + 1)/2.
Corollary 2.13. Suppose G = G(a, b; k) is a compound set whose elements form a geometric sequence. Then R(a, b; k) is a
symmetric numerical semigroup with
F (R(a, b; k)) = ab σ(a, b; k − 1)− σ(a, b; k)
and
g(R(a, b; k)) = S0(a, b; k) =
ab σ(a, b; k − 1)− σ(a, b; k) + 1
2
.
Proof. If k = 0, or if a or b is 1, then R(a, b; k) = N0, so the Frobenius number is −1 and the genus is 0. The formulas give
these values.
Now we assume k ≥ 1 and a, b > 1. Since R(a, b; k) = R(b, a; k) with gcd(a, b) = 1, we may assume a < b. The results then
follow from Proposition 2.11. 
The result for the Frobenius number appears in [6] and [19, Theorem 1a]. The result for the genus appears in [19, Theorem
1b]. From [12, Proposition 7] and [13, Theorem 6], we see that this can also be written as
S0(a, b; k) =
(b− 1)ak+1 − (a− 1)bk+1 + a− b
2(a− b)
.(6)
(These latter results are from work in positive characteristic, though they hold in characteristic zero as well.)
3. Power sums from compound sequences
We will present a generalization of equation (5) for numerical subgroups arising from compound sequences and demonstrate
some of its applications.
3.1. A generalization of a theorem of Tuenter for compound sequences. Our main tool is the following lemma
which allows us to describe NR(A,B).
Lemma 3.1. Let (A,B) be a suitable pair of k-tuples, and let G(A,B) = {gi : 0 ≤ i ≤ k}. For each integer n ∈ Z and
each integer 0 ≤ j ≤ k, there is a unique expression n =
∑k
i=0 nigi, where 0 ≤ ni < bi+1 for 0 ≤ i < j and 0 ≤ ni < ai for
j < i ≤ k. Moreover, n ∈ NR(A,B) if and only if
1 ≤ −nj ≤
1
gj
∑
i6=j
nigi.
Proof. Let n ∈ Z. Since (A,B) is suitable, gcd(G(A,B)) = 1, so we can write n =
∑k
i=0 nigi for some ni ∈ Z. If any ni is
outside the desired range, the “excess” can be shifted towards nj . For example, if it is not the case that 0 ≤ n0 < b1, then
writing n0 = qb1 + r where 0 ≤ r < b1, we have
n0g0 = (qb1 + r)a1 · · · ak = rg0 + (qa1)g1,(7)
and the same goes for any 1 ≤ i < j. On the other end, if it is not the case that 0 ≤ nk < ak, then write nk = qak + r where
0 ≤ r < ak. Then
nkgk = (qak + r)b1 · · · bk = (qbk)gk−1 + rgk,(8)
and a similar shift fixes ni for j < i < k.
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To show that this expression is unique, suppose n =
∑k
i=0 nigi =
∑k
i=0migi where 0 ≤ ni,mi < bi+1 for 0 ≤ i < j and
0 ≤ ni,mi < ai for j < i ≤ k. Then
0 =
k∑
i=0
(ni −mi)gi,
where |ni −mi| < bi+1 for 0 ≤ i < j and |ni −mi| < ai for j < i ≤ k. Necessarily, b1 | (n0 −m0), and therefore n0 = m0.
Consequently, b2 | (n1 −m1), hence n1 = m1, and continuing this line of reasoning, ni = mi for each 0 ≤ i < j. Similarly
from the other end, ak | (nk −mk). Thus nk = mk, which implies ak−1 | (nk−1 −mk−1), and so on. Therefore as ni = mi
for j < i ≤ k, it follows that nj = mj as well.
If n ∈ NR(A,B), then writing n =
∑k
i=0 nigi with 0 ≤ ni < bi+1 for 0 ≤ i < j and 0 ≤ ni < ai for j < i ≤ k as above, it is
necessary that nj < 0. As n > 0, the bounds for nj follow immediately.
For the converse, if n 6∈ NR(A,B), then either n ∈ R(A,B) or n < 0.
If n ∈ R(A,B), then we can write n =
∑k
i=0migi with mi ≥ 0 for all i. Let 0 ≤ j ≤ k. As above, if we do not have mi < bi+1
for all i < j and mi < ai for all i > j, we can use equations (7) and (8) to shift the excess toward the coefficient of gj to get
all other coefficients in the desired ranges. We obtain a new representation n =
∑k
i=0 nigi where 0 ≤ ni < bi+1 for i < j and
0 ≤ ni < ai for i > j. As a result of shifting, the coefficient of gj cannot decrease, so nj ≥ mj ≥ 0, as desired.
Finally, if n < 0, then for any j, we have the unique expression n =
∑k
i=0 nigi < 0 with 0 ≤ ni < bi+1 for i < j and
0 ≤ ni < ai for i > j, so −nj >
∑
i6=j nigi/gj, as desired. 
The formula for the Frobenius number follows immediately.
Corollary 3.2. Let (A,B) be a suitable pair of k-tuples. The Frobenius number of R(A,B) is
F (R(A,B)) = akb1 σ(πk(A), π1(B))− σ(A,B).
Proof. For any j with 0 ≤ j ≤ k, let Fj =
∑k
i=0 ni,jgi where
ni,j =


bi+1 − 1 if i < j,
−1 if i = j,
ai − 1 if i > j.
That is, each ni,j is maximal in the sense of Lemma 3.1, so Fj is maximal in NR(A,B). Therefore Fj does not depend on j.
Indeed,
Fj = −gj +
j−1∑
i=0
(bi+1 − 1)gi +
k∑
i=j+1
(ai − 1)gi = −σ(A,B) +
k∑
i=1
b1 · · · biai · · · ak,
so F (R(A,B)) = akb1 σ(πk(A), π1(B)) − σ(A,B). 
With Lemma 3.1, we can now generalize equation (5) for compound sequences. Let
Uj =
{
k∑
i=0
nigi : 0 ≤ ni < bi+1 for 0 ≤ i < j, and 0 ≤ ni < ai for j < i ≤ k
}
and
Uj,0 = {n ∈ Uj : nj = 0}.
Theorem 3.3. For any suitable pair of k-tuples (A,B) and any function f defined on the non-negative integers,
∑
n∈NR(A,B)
[f(n+ gj)− f(n)] =
∑
n∈Uj,0
f(n)−
gj−1∑
n=0
f(n).(9)
Proof. By Lemma 3.1, every integer is uniquely expressed as a value in Uj . Hence setting V = {n+ gj : n ∈ NR(A,B)}, we
have
V \NR(A,B) = {n ∈ Uj,0 : n > gj}, and
NR(A,B) \ V = {n ∈ NR(A,B) : n < gj}.
The sum on the left of equation (9) is telescoping in the sense that whenever n ∈ NR(A,B) and n + gj ∈ NR(A,B), these
terms will be offset. Thus this sum may be written as a sum over disjoint sets,∑
n∈NR(A,B)
[f(n+ gj)− f(n)] =
∑
n∈V +
f(n)−
∑
n∈V −
f(n),
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where V + = V \NR(A,B) and V − = NR(A,B) \ V . Noting that
V + ∪ {n ∈ R(A,B) : 0 ≤ n < gj} = Uj,0, and
V − ∪ {n ∈ R(A,B) : 0 ≤ n < gj} = {0, . . . , gj − 1},
it follows immediately that
∑
n∈V +
f(n)−
∑
n∈V −
f(n) =
∑
n∈Uj,0
f(n)−
gj−1∑
n=0
f(n).

Remark 3.4. If one excludes the terms on the right of equation (9) where n = 0, then one obtains an identical result to
Theorem 3.3 for functions defined on the positive integers.
If k = 1 and j = 0, we recover equation (5).
Finally, Theorem 3.3 completely characterizes the set NR(A,B). That is, all properties of NR(A,B) can be derived using
this result. The reasoning is the same as in the k = 1 case (from [20, Section 2]).
3.2. Application with power functions. If we let j = 0 in Theorem 3.3, we obtain the following identity which we will
utilize in this section.
∑
n∈NR(A,B)
(f(n+ g0)− f(n)) =
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
f
(
k∑
i=1
nigi
)
−
g0−1∑
n=0
f(n).(10)
We can use f(n) = nm+1 to get explicit formulas for Sm(A,B) for small values of m.
Proposition 3.5. Let (A,B) be a suitable pair of k-tuples. Then
S0(A,B) =
akb1 σ(πk(A), π1(B))− σ(A,B) + 1
2
,
S1(A,B) =
S0(A,B)
2 − S0(A,B)
2
+
S0(A
2, B2)
12
,
S2(A,B) =
(S0(A,B)− 1)S0(A,B)(2S0(A,B)− 1)
6
+
S0(A
2, B2)
12
(2S0(A,B)− 1) ,
S3(A,B) =
(S0(A,B)
2 − S0(A,B))2
4
+
S0(A
2, B2)
4
S0(A,B)(S0(A,B)− 1)
+
S0(A
2, B2)
48
(S0(A
2, B2) + 2)−
S0(A
4, B4)
240
.
Proof. The result for m = 0 follows by substituting f(n) = n into equation (10) and is a straightforward calculation. We will
show the calculations for m = 1.
Let f(n) = n2. For notation let NR = NR(A,B). Then by equation (10),
∑
n∈NR
((n+ g0)
2 − n2) =
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
(
k∑
i=1
nigi
)2
−
g0−1∑
n=0
n2.
Simplifying both sides, we have
g20 S0(A,B) + 2g0S1(A,B) =
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
(
k∑
i=1
nigi
)
 k∑
j=1
njgj

− (g0 − 1)g0(2g0 − 1)
6
.(11)
Since there are a finite number of summations, each with a finite number of terms, we can change the order to evaluate the
summations over n1, . . . , nk first. We will break them up into the cases where i = j and i 6= j. If i = j, we get
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
k∑
i=1
n2i g
2
i = g0
k∑
i=1
(ai − 1)(2ai − 1)g2i
6
.
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If i 6= j, we get
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
k∑
i=1
nigi
k∑
j=1,j 6=i
njgj = g0
k∑
i=1
(ai − 1)gi
2
k∑
j=1,j 6=i
(aj − 1)gj
2
=
g0
4
(
k∑
i=1
(ai − 1)gi
)2
−
g0
4
k∑
i=1
((ai − 1)gi)
2.
Note that
∑k
i=1(ai − 1)gi = 2S0(A,B) + g0 − 1. Similarly,
∑k
i=1(a
2
i − 1)g
2
i = 2S0(A
2, B2) + g20 − 1.
The right side of equation (11) simplifies to
g0
12
(2S0(A
2, B2) + g20 − 1) +
g0
4
(2S0(A,B) + g0 − 1)
2 −
(g0 − 1)g0(2g0 − 1)
6
.
We then subtract g20S0(A,B) and divide through by 2g0 to obtain the following.
S1(A,B) =
∑
n∈NR
n =
S0(A,B)
2 − S0(A,B)
2
+
S0(A
2, B2)
12
.
Similar calculations give the results for m = 2, 3. The work involves more cases to consider — corresponding to combinations
of indices which are equal or not equal to each other — and to write down. Since the ideas are the same, we omit the
details. 
Corollary 3.6. For any suitable pair of k-tuples (A,B), R(A,B) is a symmetric numerical semigroup.
Proof. By Corollary 3.2, the Frobenius number of R(A,B) is F (R(A,B)) = akb1 σ(πk(A), π1(B)) − σ(A,B). By Proposi-
tion 3.5, the genus of R(A,B) is S0(A,B) = (F (R(A,B)) + 1)/2. Thus, R(A,B) is a symmetric numerical semigroup. 
For m = 0, 1, 2, 3, to calculate Sm(A,B), one needs only to be able to compute S0(A
e, Be) for 1 ≤ e ≤ m+ 1.
Conjecture 3.7. Sm(A,B) is a polynomial in S0(A
e, Be) (or, equivalently, in σ(πk(A
e), π1(B
e)) and σ(Ae, Be)) for 1 ≤
e ≤ m+ 1.
Also, we note that
S2(A,B) = (2S0(A,B)− 1)S1(A,B) −
(S0(A,B) − 1)S0(A,B)(2S0(A,B) − 1)
3
.
That is, to compute the sum of squares of non-representable numbers, one need only know how many there are and what
their sum is. Written another way, we have
S2(A,B) = F (R(A,B)) · S1(A,B)− 2
S0(A,B)−1∑
n=0
n2.
3.2.1. Different generating sets with the same Sylvester sums. As is mentioned at the end of Section 3.1, NR(A,B) is
completely characterized by Theorem 3.3 by using f(n) = nm for m sufficiently large. However, we can still ask whether
there exist different compound sets G1 and G2 such that Sm(G1) = Sm(G2) for small values of m.
Suppose k = 1. Then G1 = {a, b} and G2 = {c, d} for gcd(a, b) = gcd(c, d) = 1. If S0(G1) = S0(G2), then (a− 1)(b− 1)/2 =
(c − 1)(d − 1)/2. If S1(G1) = S1(G2), then by Proposition 3.5, we have S0(G21) = S0(G
2
2), so (a
2 − 1)(b2 − 1)/2 =
(c2 − 1)(d2 − 1)/2. Thus, if both S0(G1) = S0(G2) and S1(G1) = S1(G2) then (a − 1)(b − 1) = (c − 1)(d − 1) and
(a+ 1)(b+ 1) = (c+ 1)(d+ 1). Thus, ab = cd and a+ b = c+ d, which implies {a, b} = {c, d}, so G1 = G2.
If k > 1, the situation is different. Using Sage [9] to search over the space of suitable pairs (A,B) with 1 < ai, bj < 50
and k = 2, we find 124 pairs of unequal compound sets G1 and G2 such that Sm(G1) = Sm(G2) for m = 0, 1, 2 and
S3(G1) 6= S3(G2). Ordering pairs by S0(G), the smallest example occurs when G1 = {16, 10, 35} and G2 = {9, 21, 28}. In
this case, G1 = G(A1, B1) for A1 = (8, 2) and B1 = (5, 7), and G2 = G(A2, B2) for A2 = (3, 3) and B2 = (7, 4). Then
S0(G1) = S0(G2) = 45, S1(G1) = S1(G2) = 1395, S2(G1) = S2(G2) = 65415, and S3(G1) = 3746007 6= 3743235 = S3(G2).
It would be interesting to find a method to determine different pairs of compound sets that have equal Sylvester sums for
longer intervals of powers m.
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3.2.2. Applications to special types of sequences. In the case G is a geometric sequence of natural numbers, our formulas are
further simplified.
Corollary 3.8. If G is a geometric sequence of natural numbers such that gcd(G) = 1, then G = G(A,B) for (A,B) a suitable
pair of k-tuples where A = (a, . . . , a), and B = (b, . . . , b). Moreover, σ(G) = σ(a, b; k) = a
k+1−bk+1
a−b and Sm(G) = Sm(a, b; k)
for all m where
S0(a, b; k) =
ab σ(a, b; k − 1)− σ(a, b; k) + 1
2
,
S1(a, b; k) =
S0(a, b; k)
2 − S0(a, b; k)
2
+
S0(a
2, b2; k)
12
,
S2(a, b; k) =
(S0(a, b; k)− 1)S0(a, b; k)(2S0(a, b; k)− 1)
6
+
S0(a
2, b2; k)
12
(2S0(a, b; k)− 1),
S3(a, b; k) =
(S0(a, b; k)
2 − S0(a, b; k))2
4
+
S0(a
2, b2; k)
4
S0(a, b; k)(S0(a, b; k)− 1)
+
S0(a
2, b2; k)
48
(S0(a
2, b2; k) + 2)−
S0(a
4, b4; k)
240
.
Using equation (6), we can simplify S1(a, b; k):
S1(a, b; k) =
1
8
(
(b− 1)ak+1 − (a− 1)bk+1
a− b
)2
+
1
24
(
(b2 − 1)a2k+2 − (a2 − 1)b2k+2
a2 − b2
)
−
1
12
.
If k = 1, we recover S1(a, b; 1) = (a− 1)(b− 1)(2ab− a− b− 1)/12, as in equation (3).
We can also consider compound sequences where the generators themselves have some symmetry. For pairwise relatively
prime integers a0, . . . , ak, let gi =
a0···ak
ai
and let G = {gi : 0 ≤ i ≤ k}. The numerical semigroup R(G) is said to be
supersymmetric, and such semigroups were studied in [2], where the authors showed that these semigroups are symmetric
and computed the Frobenius number and genus. Since these generating sets are compound, we can apply our methods to get
the same results.
Proposition 3.9. Let a0, . . . , ak ∈ N be pairwise relatively prime integers. Let A = (a1, . . . , ak) and B = (a0, . . . , ak−1).
Then (A,B) is a suitable pair, gi =
a0···ak
ai
, and G(A,B) = {gi : 0 ≤ i ≤ k}, so
S0(A,B) =
1
2
(
1 + k
k∏
i=0
ai − σ(A,B)
)
and the Frobenius number of R(A,B) is
F (R(A,B)) = k
k∏
i=0
ai − σ(A,B).
3.2.3. Application to non-nugget numbers. The following problem appears in [21, Lesson 5.8]:
Eric tried to order 13 chicken nuggets at the fast food store. The employee informed him that he could order
only 6, 9, or 20 nuggets. Eric realized he had to decide between ordering 6 + 6 = 12, or 6 + 9 = 15. What
numbers of nuggets can be ordered by combining 6, 9, and 20? What numbers cannot be ordered? What is
the greatest number that cannot be ordered? Explain.
While (6, 9, 20) is not a compound sequence, we do get a compound sequence if we reorder its elements. We let A = (3, 3)
and B = (2, 10) and see that (A,B) is a suitable pair with G(A,B) = (3 · 3, 2 · 3, 2 · 10) = (9, 6, 20). This problem asks for a
description of NR(A,B) and F (R(A,B)). We will call elements of NR(A,B) “non-nugget numbers.”
The cardinality of the set of non-nugget numbers is S0(A,B) =
3·2(3+10)−(9+6+20)+1
2 = 22, and the greatest number which
cannot be ordered (i.e. the Frobenius number) is F (R(A,B)) = 2S0(A,B)− 1 = 43.
The sum of the non-nugget numbers, which is S1(A,B) can be calculated if we know S0(A,B) and S0(A
2, B2). Since
A2 = (32, 32), B2 = (22, 102), and G(A2, B2) = {92, 62, 202}, we have S0(A
2, B2) = 3
223(32+102)−(92+62+202)+1
2 = 1704. Thus,
S1(A,B) =
222−22
2 +
1704
12 = 373.
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3.3. Application with an exponential function. We will now adopt the approach from [7] and use an exponential
function to get a formula for Sm(A,B). For f(n) = exp(nz) (written this way to avoid subscripts in exponents) and j = 0,
again let NR = NR(A,B) and consider the function
h(z) =
∑
n∈NR
(exp((n+ g0)z)− exp(nz)) = (exp(g0z)− 1)
∑
n∈NR
exp(nz).
By equation (10),
h(z) =
a1−1∑
n1=0
· · ·
ak−1∑
nk=0
exp
(
k∑
i=1
nigiz
)
−
g0−1∑
n=0
exp(nz).
Using finite geometric series, we have
h(z) =
k∏
i=1
exp(giaiz)− 1
exp(giz)− 1
−
exp(g0z)− 1
exp(z)− 1
.
Multiplying both sides by z/(exp(g0z)− 1), we find
∑
n∈NR
z exp(nz) =
k∏
i=0
z
exp(giz)− 1
k∏
j=1
exp(gjajz)− 1
z
−
z
exp(z)− 1
.
Using Taylor expansions, we get
∑
n∈NR
∞∑
m=0
nm
zm+1
m!
=
k∏
i=0
(
∞∑
xi=0
Bxig
xi−1
i
zxi
xi!
)
k∏
j=1

 ∞∑
yj=0
(gjaj)
yj+1
zyj
(yj + 1)!

− ∞∑
m=0
Bm
zm
m!
,
where B0, B1, B2, . . . are Bernoulli numbers. We equate coefficients of z
m to obtain
∑
n∈NR
nm−1
(m− 1)!
=
∑
∑
xi+
∑
yj=m
k∏
i=0
(
Bxi
xi!
) k∏
j=1
(
gxi−1i (gjaj)
yj+1
(yj + 1)!
)
−
Bm
m!
,
where the summation is over non-negative xi, yj such that
∑k
i=0 xi +
∑k
j=1 yj = m. From this we have our result.
Theorem 3.10. For a suitable pair (A,B) of k-tuples,
Sm−1(A,B) =
m!
m
∑
∑
xi+
∑
yj=m
(
k∏
i=0
Bxi
xi!
) ∏k
i=1 a
α(i)
i b
β(i)
i∏k
j=1(yj + 1)!
−
Bm
m
,
where α(i) :=
∑i
ℓ=1(xℓ−1 + yℓ) and β(i) :=
∑k
ℓ=i(xℓ + yℓ).
We have the special case where G(A,B) is a geometric sequence.
Corollary 3.11. If G = G(a, b; k) is a geometric sequence, then
Sm−1(a, b; k) =
m!
m
∑
∑
xi+
∑
yj=m
(
k∏
i=0
Bxi
xi!
)
aαbβ∏k
j=1(yj + 1)!
−
Bm
m
,
where α =
∑k
ℓ=1(k + 1− ℓ)(xℓ−1 + yℓ) and β =
∑k
ℓ=1 ℓ(xℓ + yℓ).
Corollary 3.12. Sm(A,B) is a polynomial in ai, bj of total degree (m+ 1)(k + 1).
Proof. Ignoring coefficients, each monomial in the summation formula for Sm−1(A,B) is of the form
M =
k∏
i=1
a
i∑
ℓ=1
(xℓ−1+yℓ)
i b
k∑
ℓ=i
(xℓ+yℓ)
i
for some non-negative integers x0, . . . , xk, y1, . . . , yk such that x0 + · · · + xk + y1 + · · · + yk = m. The degree of M is∑k
ℓ=1(k + 1− ℓ)(xℓ−1 + yℓ) +
∑k
ℓ=1 ℓ(xℓ + yℓ) = km+
∑k
ℓ=1 yℓ, so
km ≤ deg(M) ≤ (k + 1)m.
The degree ofM is (k+1)m precisely when
∑
yℓ = m or, equivalently, x0 = · · · = xk = 0. In that case, the Bernoulli numbers
in the coefficient of M are all 1, so the coefficient of M is positive and thus non-zero. Hence deg(Sm−1(A,B)) = (k + 1)m,
and therefore deg(Sm(A,B)) = (k + 1)(m+ 1). 
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4. Higher-order Weierstrass points on algebraic curves
4.1. Divisors associated to functions and differentials. We follow the background material and notation on Weierstrass
points from [10, Section 2]. We will include the major results here along with specifics on calculating divisors associated to
functions and differentials.
Let K be an algebraically closed field. Let C be a non-singular projective curve over K of genus g, K(C) its function field,
and K(C)× the invertible elements of K(C). Let P denote an arbitrary K-rational point on C. A divisor D on C is a formal
sum
D =
∑
P∈C
nPP
for nP ∈ Z with almost all nP = 0. The set of divisors on a curve along with addition forms an abelian group. We say a
divisor D is effective if nP ≥ 0 for all P , and the degree of D is deg(D) =
∑
nP . For any point P , let νP (D) = nP .
Suppose f ∈ K(C)× with Laurent series f(t) =
∑∞
i=N ait
i with aN 6= 0. Let ordt=0(f(t)) := N . Suppose we have a point
P = (p1, . . . , pn) in affine coordinates x1, . . . , xn. We can parametrize C at P with power series x1(t), . . . , xn(t) in a local
parameter t such that (x1(0), . . . , xn(0)) = P . At P , for any function f ∈ K(C)×, we can write f = f(x1(t), . . . , xn(t)). The
order of vanishing of f at P is ordP (f) := ordt=0(f(t)). We can then define the divisor div(f) of a function f as
div(f) :=
∑
P∈C
ordP (f)P.
The zero and pole divisors of f are, respectively, div(f)0 and div(f)∞, defined by
div(f)0 :=
∑
f(P )=0
νP (f)P, and div(f)∞ := −
∑
f(P )=∞
νP (f)P.
Note that div(f)0 and div(f)∞ are effective divisors of finite degree and that div(f) = div(f)0 − div(f)∞. It also happens
that deg(div(f)) = 0. That is, any f ∈ K(C)× has as many zeros as it has poles, counting multiplicity.
We can also associate a divisor to any nonzero differential form ω on C. At any point P , in terms of a local coordinate t we
can write ω = h dt for h ∈ K(C)×. Then div(ω) =
∑
P∈C νP (h)P. In particular, for any function f ∈ K(C) \ K and any
point P , we have a local parametrization f(t), so df = f ′(t) dt, and so
div(df) =
∑
P∈C
νP (f
′(t))P.
4.2. Higher-order Weierstrass points. For any q ∈ N, we now consider q-differentials. For the rest of this paper, because
curves of genus g ≤ 1 do not contain any higher-order Weierstrass points, we will assume that C is an algebraic curve of
genus g ≥ 2. Let H0(C, (Ω1)q) be the K-vector space of holomorphic q-differentials on C, a vector space of dimension dq.
By Riemann-Roch,
dq =
{
g if q = 1,
(g − 1)(2q − 1) if q ≥ 2.
For P a K-rational point on C, there exists a basis {ψ1, . . . , ψdq} of H
0(C, (Ω1)q) such that ordP (ψ1) < ordP (ψ2) < · · · <
ordP (ψdq ). The q-Weierstrass weight (or q-weight) of P is
w(q)(P ) =
dq∑
i=1
ordP (ψi)−
dq−1∑
j=0
j.
We call the point P a q-Weierstrass point (or higher-order Weierstrass point) if w(q)(P ) > 0. For any curve C of genus g ≥ 2
and any fixed q, there are finitely many q-Weierstrass points for each q ≥ 1.
5. Calculations for branch points in towers
We will use the results from the previous section to compute the q-Weierstrass weight for the point at infinity on a tower of
curves coming from defining equations of superelliptic curves. In this section, we are working over K = C.
Some of our work follows from [13] and [12]. Those papers considered towers arising from equations of Cab curves, which
were first described in [4]. For relatively prime a, b ∈ N, a Cab curve is a curve given by the affine equation
αa,0x
a + α0,by
b +
∑
i,j
αi,jx
iyj = 0,
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for constants αi,j such that αa,0α0,b 6= 0, and where the summation is over non-negative integers i, j such that aj + bi < ab.
These curves are nice to work with because they have a single point at infinity P∞ and the functions x and y have poles of
orders b and a (respectively) at P∞.
The above-mentioned papers were motivated by questions in coding theory, so they were set in fields of positive characteristic.
Fortunately, the results also hold for fields of characteristic zero so we can use them here.
Superelliptic curves, which we will describe below, are special cases of Cab curves. We use superelliptic curves here rather
than more general Cab curves because the ramification is easier to control. In Section 5.1, we describe the towers of curves
and some of their properties. In Section 5.2, we compute a basis of holomorphic q-differentials and use that to compute the
q-Weierstrass weight of the point at infinity. In Section 5.3, we give examples of families of suitable towers.
5.1. Tower description and divisors. For k ∈ N0, let A = (a1, . . . , ak), B = (b1, . . . , bk) ∈ Nk be such that gcd(ai, bj) = 1
for all i, j. (Note that the pair (A,B) is suitable, with an additional gcd restriction.) For i = 1, . . . , k, let Hi(xi−1, xi) =
xaii − fi(xi−1) where fi(x) ∈ C[x] is a separable polynomial of degree bi. A plane curve defined by the single equation
Hi(xi−1, xi) = 0 is called a superelliptic curve when ai ≥ 2.
Consider the algebraic curve Ak given in affine coordinates by
Ak =
{
(x0, x1, . . . , xk) ∈ C
k+1 : Hi(xi−1, xi) = 0 for 1 ≤ i ≤ k
}
.
For the rest of this section, we will only consider curves Ak that have no singular affine points. (We provide examples of
such curves in Section 5.3.) Let Ck be the desingularization of the projective curve Ak. Since curves of genus g ≤ 1 have no
higher-order Weierstrass points, we will further assume that g(Ck) ≥ 2.
We obtain a tower of curves
· · ·
πk+1
−−−→ Ck
πk−→ Ck−1
πk−1
−−−→ · · · → C1
π1−→ C0 = P
1(C)
where πj(x0, . . . , xj−1, xj) = (x0, . . . , xj−1).
As in Section 2.2, let g0 =
∏k
j=1 aj and, for 1 ≤ i ≤ k, let gi = gi−1bi/ai. Then G(A,B) = (gi)
k
i=0 is a compound sequence.
Proposition 5.1. The curve Ck has a single point at infinity, denoted P
k
∞ which is totally ramified throughout the tower.
For ν∞,k(f), the valuation of a function f at P
k
∞, we have ν∞,k(xi) = gi for each i = 0, . . . , k.
Proof. For each i = 0, . . . , k, let Fi be the function field associated to the curve Ci. That is, let
Fi = C(x0, . . . , xi)/〈H1(x0, x1), . . . , Hi(xi−1, xi)〉.
Since xaii = fi(xi−1), Fi/Fi−1 is an algebraic extension of degree [Fi : Fi−1] = ai. Let P∞,0 be the place at infinity in F0
and let P∞,i be a place of Fi lying over P∞,0 with associated valuation ν∞,i. (A place is a maximal ideal of a local ring of
a function field. Places are in one-to-one correspondence with points on the associated curve, and valuations of functions at
places and their corresponding points are equal. For a reference, see [16].)
For any j = 0, . . . , i, we have ν∞,i(x
aj
j ) = ν∞,i(fj(xj−1)), so aj ν∞,i(xj) = bj ν∞,i(xj−1). Thus
ν∞,i(xi) =
bi · · · b1
ai · · ·a1
ν∞,i(x0).
Since gcd(ai, bj) = 1 for all i, j, we conclude that a1 · · · ai | ν∞,i(x0).
1 In particular, g0 = a1 · · ·ak | ν∞,k(x0). Since Fk/F0 is
an extension of degree a1 · · ·ak = g0, we must have ν∞,k(x0) ≤ g0. Thus, ν∞,k(x0) = g0, which means P∞,k is the unique
place of Fk lying over P∞,0. Since there is a unique place at infinity, there is a unique point at infinity on Ck which we denote
P k∞, and the valuation of a function f at P
k
∞ is ν∞,k(f).
Finally, since ν∞,k(xi) =
bi
ai
ν∞,k(xi−1) and ν∞,k(x0) = g0, it follows that ν∞,k(xi) = gi. 
Next, we will show the genus of Ck is S0(A,B). To do so, we will consider the Riemann-Roch space L(nP k∞) for n large and
determine the number of missing pole orders, which is the genus by the Riemann-Roch Theorem.
We will modify the argument from [13, Section 3]. Let
Ik = 〈H1(x0, x1), . . . , Hk(xk−1, xk)〉
be the ideal of the curve Ck, and consider the polynomial ring Γk = C[x0, . . . , xk]/Ik. We say a monomial f ∈ Γk is A-reduced
if f = xe00 x
e1
1 x
e2
2 . . . x
ek
k where 0 ≤ e0 and 0 ≤ ei < ai for 1 ≤ i ≤ k.
Lemma 5.2. If h ∈ Γk, then h can be written as a linear combination of A-reduced monomials.
1This is why our define our curves in this section with gcd(ai, bj) = 1 for all i, j rather than just for all i ≥ j.
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Proof. Since xaii = fi(xi−1), we can reduce any powers of xi to be at most ai. This will not affect the powers of xj for j > i.
Thus, we first reduce powers of xk, then xk−1, and so on to x1. Note that the powers of x0 may be arbitrarily large. 
Lemma 5.3. If h1, h2 are two A-reduced monomials, then ν∞,k(h1) = ν∞,k(h2) if and only if h1 = h2.
Proof. Clearly, if h1 = h2, then ν∞,k(h1) = ν∞,k(h2).
Now, suppose ν∞,k(h1) = ν∞,k(h2) for h1 =
∏k
i=0 x
ei,1
i and h2 =
∏k
i=0 x
ei,2
i . Then
k∑
i=0
ei,1gi =
k∑
i=0
ei,2gi.
Applying Lemma 3.1 with j = 0, it follows that ei,1 = ei,2 for 0 ≤ i ≤ k. Thus, h1 = h2. 
Proposition 5.4. Let S be the semigroup of pole orders at P k∞ in Fk generated by elements of Γk. Suppose, for some r > 0
and r 6∈ S, that there exists ψ ∈ Fk such with div(ψ)∞ = rP k∞. Then, for ψ = f/h with f, h ∈ Γ, there is a place in the
support of div(h)0 corresponding to a singular point Q on Ck.
Proof. This is proved in [13, Theorem 4] for a tower defined recursively by one polynomial (i.e. the situation where H1 =
H2 = · · · = Hk). However, in that setting the fact that one has the same polynomial in each level of the tower is not needed
for the proof, so the proof holds for our situation as well. 
Thus, if the affine curve Ak is nonsingular, we have{
ν∞,k(ψ) : ψ ∈ Fk, div(ψ)∞ = nP
k
∞ for some n ∈ N0
}
= {ν∞,k(h) : h is an A-reduced monomial} .
That is, to determine a basis for L(nP k∞), rather than considering all rational functions, we need only consider A-reduced
monomials.
Proposition 5.5. The genus of Ck is g(Ck) = S0(A,B).
Proof. By Riemann-Roch, dimL(nP k∞) = n + 1 − g for n ≥ 2g − 1. In other words, the genus of Ck is the number of non-
negative integers which are not the pole order of any A-reduced monomial. Since the pole order of the monomial
∏k
i=0 x
ei
i
is
∑k
i=0 eigi, we see that g(Ck) is the cardinality of the set of non-representable integers NR(A,B), which is S0(A,B). 
Lemma 5.6. Let P = (p0, . . . , pk) ∈ Ck be an affine point. If f ′i(pi) = 0 for some 0 ≤ i < k, then pi 6= 0 for all 0 < i ≤ k.
Proof. In this case, the rank of the Jacobian matrix would drop, and so P would be a singular point. This is a contradiction
to the assumption that the affine curve Ak is nonsingular. 
In order to find a basis for the space of holomorphic q-differentials, we will consider the differential
ω =
dx0∏k
i=1 x
ai−1
i
.
Proposition 5.7. Let P ∈ Ck be an affine point. Then νP (ω) = 0.
Proof. Suppose P = (p0, . . . , pk) is a nonsingular affine point. For this proof, we will calculate νP (dx0) and νP (xi) for
1 ≤ i ≤ k.
We begin with a parameterization of Ck at P given by
xi(t) = pi +
∞∑
j=1
ci,jt
j
for 0 ≤ i ≤ k and some ci,j ∈ C. Since P is nonsingular, we have at least one ci,1 6= 0 for some i.
For each i we have xaii = fi(xi−1). Since deg(fi) = bi, fi equals its Taylor polynomial of degree bi centered at xi−1 = pi−1.
We have fi(xi−1) =
∑bi
ℓ=0
f(ℓ)(pi−1)
ℓ! (xi−1(t)− pi−1)
ℓ, so
pi + ∞∑
j=1
ci,jt
j


ai
=
bi∑
ℓ=0
f
(ℓ)
i (pi−1)
ℓ!

 ∞∑
j=1
ci−1,jt
j


ℓ
.(12)
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Equating coefficients of 1, t, t2, . . . , we have
paii = fi(pi−1),(
ai
1
)
pai−1i ci,1 = f
′
i(pi−1)ci−1,1,(
ai
1
)
pai−1i ci,2 +
(
ai
2
)
pai−2i c
2
i,1 = f
′
i(pi−1)ci−1,2 +
f ′′i (pi−1)
2!
c2i−1,1,
and so on.
By Lemma 5.6 if f ′(pj) = 0 for some j < k then pi 6= 0 for all i > 0. Equivalently, if pi = 0 for some i > 0, then f ′(pj) 6= 0
for all j < k. We proceed by considering the three possibilities for each i: where pi 6= 0 and f ′i(pi−1) 6= 0; where pi = 0; or
where f ′i(pi−1) = 0.
Case 1. Suppose pi 6= 0 and f ′i(pi−1) 6= 0. Suppose ordP (xi−1 − pi−1) = m ≥ 1. Then ci−1,j = 0 for 1 ≤ j < m and
ci−1,m 6= 0. Equating coefficients of t1, t2, . . . , tm−1, we find ci,j = 0 for 1 ≤ j < m. Equating coefficients of tm, we have
ci,m =
f ′i(pi−1)ci−1,m
aip
ai−1
i
6= 0,
so ordP (xi − pi) = m = ordP (xi−1 − pi−1).
Case 2. Suppose pi = 0 and f
′
i(pi−1) 6= 0. Since pi = 0, the coefficients of t, t
2, . . . , tai−1 on the left side of equation (12)
are all zero, so ci−1,1 = · · · = ci−1,ai−1 = 0. If ordP (xi) = m, then ci,1 = · · · = ci,m−1 = 0 and ci,m 6= 0, so the
coefficients of t, t2, . . . , tmai−1 are all zero, implying ci−1,1 = · · · = ci−1,mai−1 = 0. Equating coefficients of t
mai , we see
ci−1,mai = c
ai
i,m/f
′
i(pi−1) 6= 0. Thus, ordP (xi−1 − pi−1) = mai = ai · ordP (xi − pi).
Case 3. Suppose f ′i(pi−1) = 0 and pi 6= 0. For some r with 1 ≤ r < bi, we may assume f
′
i(pi−1) = f
′′
i (pi−1) = · · · =
f
(r)
i (pi−1) = 0 and f
(r+1)
i (pi−1) 6= 0. Suppose ordP (xi−1 − pi−1) = m ≥ 1. Then ci−1,j = 0 for 1 ≤ j < m and ci−1,m 6= 0.
Equating coefficients of t, t2, . . . , tm+r, we find ci,j = 0 for 1 ≤ j < m+ r and
ci,m+r =
f
(r+1)
i (pi−1)
(r + 1)!
·
cr+1i−1,m
aip
ai−1
i
6= 0.
Thus, ordP (xi − pi) = m+ r = r + ordP (xi−1 − pi−1).
With the parametrizations, we can now compute the divisors associated to the coordinate functions x1, . . . , xk and also dx0.
We consider the two cases where P is either ramified or unramified.
First, suppose P = (p0, p1, . . . , pk) is ramified in at least one level of the tower. That is, P has ℓ coordinates equal to zero for
some 1 ≤ ℓ ≤ k. (Note that we are only considering whether coordinates p1, . . . , pk are zero or not.) Then we have indices
1 ≤ i1 < i2 < · · · < iℓ ≤ k and 1 ≤ j1 < j2 < · · · < jk−ℓ ≤ k such that pir = 0 for 1 ≤ r ≤ ℓ and pjs 6= 0 for 1 ≤ s ≤ k − ℓ. It
will be helpful to keep track of certain products of indices which correspond to zeros in P . Let Zr =
∏ℓ
t=r ait .
Since there are zeros, we must have f ′i(pi) 6= 0 for all i, so we can ignore Case 3 above. In Cases 1 and 2, ordP (xi−pi) cannot
increase as i increases, so we must have ordP (xk−pk) = 1. Since ordP (xir−1−pir−1) = air ordP (xir ) and ordP (xjs−1−pjs−1) =
ordP (xjs − pjs), we conclude that ordP (xir ) = Zr+1. Furthermore, note that ordP (x0 − p0) = Z1. Since this is not zero, we
see that ordP (x
′
0) = Z1 − 1.
Thus, νP (xir ) = Zr+1, νP (xjs) = 0, and νP (dx0) = Z1 − 1. Also, note airνP (xir ) = airZr+1 = Zr. Combining these, we see
that
νP (ω) = νP
(
dx0
xa1−11 x
a2−2
2 · · ·x
ak−1
k
)
= νP (dx0)−
ℓ∑
j=1
(aij − 1)νP (xij )
= Z1 − 1−
ℓ∑
j=1
(Zj − Zj+1)
= 0,
as the summation is a telescoping sum.
Next, suppose P is unramified throughout the tower. That is, p1, . . . , pk 6= 0. Considering only Cases 1 and 3 above, we see
ordP (xi − pi) can only increase as i increases. Thus, ordP (x0 − p0) = 1, so ordP (dx0) = 1− 1 = 0. Also, νP (xi) = 0 for all
1 ≤ i ≤ k. Therefore,
νP (ω) = νP
(
dx0
xa1−11 x
a2−1
2 · · ·x
ak−1
k
)
= 0.
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Thus, for any affine point P ∈ Ck, νP (ω) = 0. 
We could find parameterizations at the point at infinity as well, but since we’re only missing one point and we know the
divisor associated to a differential form on a curve of genus g has degree 2g− 2, we can calculate the divisor associated to ωq.
Corollary 5.8. For any q ≥ 1 and k ≥ 1, div (ωq) = (2g − 2)qP k∞.
Proof. By Proposition 5.7, there are no affine points in the support of this principal divisor. Since there is only one non-affine
point P k∞ in the nonsingular model of Ck, and since the principal divisor of a q-differential has degree (2g−2)q, the associated
divisor must be (2g − 2)qP k∞. 
5.2. The q-weight of the point at infinity. Now that we have found the divisor associated to a particularly nice q-
differential, we can build a basis of holomorphic q-differentials.
Proposition 5.9. A basis for the vector space of holomorphic q-differentials on Ck is
Bq(A,B) :=
{
ωq ·
k∏
i=0
xeii : e0 ≥ 0, 0 ≤ ei < ai for 1 ≤ i ≤ k, and
k∑
i=0
eigi ≤ (2g − 2)q
}
.
Proof. Let h1, h2 ∈ Bq(A,B), so hi = ωq
k∏
i=0
x
eℓ,i
i for ℓ = 1, 2, with eℓ,0 ≥ 0 and 0 ≤ eℓ,i < ai for 1 ≤ i ≤ k. Suppose
ν∞,k(h1) = ν∞,k(h2). Then
k∑
i=0
e1,igi =
k∑
i=0
e2,igi. By Lemma 3.1, with j = 0, since these sums are equal, their coefficients
must be equal, so h1 = h2. Thus, elements of Bq(A,B) have different orders of vanishing at infinity, and so they are linearly
independent.
Note also that ν∞,k(h1) = (2g − 2)q −
∑
e1,igi ≥ 0, so h1 is a holomorphic q-differential. Therefore, to prove Bq(A,B) is a
basis, it remains to show #Bq(A,B) = dq.
Let
R :=
{
k∑
i=0
eigi : e0 ≥ 0 and 0 ≤ ei < ai for 1 ≤ i ≤ k
}
.
By Lemma 3.1, any number representable as a non-negative linear combination of elements of G(A,B) can be written in this
form, so NR, the complement of R in N0, contains exactly g = S0(A,B) non-representable integers. The largest element of
NR is 2g − 1. Also, note that by Corollary 2.3, 2g − 2 6∈ NR.
Let NRq := {(2g − 2)q − s : s ∈ NR, (2g − 2)q − s ≥ 0}. These are the missing orders of vanishing at infinity. If q = 1,
then since 2g − 1 ∈ NR and 2g − 2 6∈ NR, we have #NR1 = g − 1. If q > 1, by our earlier assumption that g ≥ 2, we have
(2g − 2)q > 2g − 1 > 0, so #NRq = g.
Finally, if we let Rq := {(2g − 2)q − r : r ∈ R, (2g − 2)q − r ≥ 0}, note that #Rq = #Bq(A,B) = (2g − 2)q + 1 −#NRq. If
q = 1, then #R1 = (2g− 2)+ 1−#NR1 = g = d1. If q ≥ 2, then #Rq = (2g− 2)q+1−#NRq = (g− 1)(2q− 1) = dq. Thus,
#Bq(A,B) = dq for all q, as desired. 
Theorem 5.10. The q-Weierstrass weight of P k∞ on Ck, a curve of genus g = S0(A,B) ≥ 2, is
w(q)(P k∞) =


S0(A
2, B2)
12
− S0(A,B) for q = 1,
S0(A
2, B2)
12
for q ≥ 2.
Proof. Since the orders of vanishing at P k∞ of the basis q-differentials are all different, w
(q)(P k∞) is the sum of those orders of
vanishing minus the sum of the integers from 0 to dq − 1. The set of orders of vanishing is the set Rq from the above proof.
Thus,
w(q)(P k∞) =
∑
rq∈Rq
rq −
(dq − 1)dq
2
.
The complement of Rq in the interval [0, (2g − 2)q] is NRq = {(2g − 2)q − s : s ∈ NR, (2g − 2)q − s ≥ 0}, so
w(q)(P k∞) =
(2g − 2)q((2g − 2)q + 1)
2
−
∑
sq∈NRq
sq −
(dq − 1)dq
2
.
We now consider the various values of q.
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If q = 1, then NR1 = {(2g − 2)− s : s ∈ NR(A,B) \ {2g − 1}}, a set of g − 1 integers. Thus,∑
s1∈NR1
s1 =
∑
s∈NR(A,B)\{2g−1}
((2g − 2)− s) = (g − 1)(2g − 2)− (S1(A,B)− (2g − 1)).
Since d1 = g, w
(1)(P k∞) = S1(A,B)− g(g + 1)/2. By Proposition 3.5, w
(1)(P k∞) = S0(A
2, B2)/12− S0(A,B).
If q ≥ 2, then NRq = {(2g − 2)− s : s ∈ NR(A,B)}, a set of g integers. Thus,∑
sq∈NRq
sq =
∑
s∈NR(A,B)
((2g − 2)q − s) = g(2g − 2)q − S1(A,B).
Since dq = (g − 1)(2q − 1), w(q)(P k∞) = S1(A,B)− g(g − 1)/2. By Proposition 3.5, w
(q)(P k∞) = S0(A
2, B2)/12. 
In the special case that G is a geometric sequence of natural numbers with gcd(G) = 1, we can solve for w(q)(P k∞) explicitly.
Corollary 5.11. For k-tuples A = (a, . . . , a) and B = (b, . . . , b) with gcd(a, b) = 1 such that S0(A,B) ≥ 2,
w(q)(P k∞) =


(b2 − 1)a2k+2 − (a2 − 1)b2k+2
24(a2 − b2)
−
(b− 1)ak+1 − (a− 1)bk+1
2(a− b)
−
11
24
for q = 1
(b2 − 1)a2k+2 − (a2 − 1)b2k+2
24(a2 − b2)
+
1
24
for q ≥ 2.
5.3. Examples of suitable towers. There are some examples of nonsingular towers in [13, Section 3.4], which are done in
finite characteristic. We use the same approach in characteristic zero.
Theorem 5.12. For any k-tuples A = (a1, . . . , ak) and B = (b1, . . . , bk) of natural numbers where gcd(ai, bj) = 1 for all i ≤ j,
and for c1, . . . , ck ∈ Q such that ci is not a bith power of any rational number, let fi(x) = x
bi − ci and Hi(x, y) = y
ai − fi(x).
Then the affine curve
Ak = {(x0, x1, . . . , xk) ∈ C
k+1 : Hi(xi−1, xi) = 0 for 1 ≤ i ≤ k)}
is nonsingular for all k.
Proof. The Jacobian matrix of Ak is
J =


−b1 · x
b1−1
0 a1 · x
a1−1
1 0 0 · · · 0 0
0 −b2 · x
b2−1
1 a2 · x
a2−1
2 0 · · · 0 0
0 0 −b3 · x
b3−1
2 a3 · x
a3−1
3 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · −bk · x
bk−1
k−1 ak · x
ak−1
k

 ,
which is a k × (k + 1) matrix. If the rank of J at P is k, then P is nonsingular. Otherwise, P is a singular point. Note that
the rank of J drops precisely when two coordinates of a point are equal to zero. We will show that this cannot happen on
Ak.
For the sake of contradiction, suppose P = (p0, . . . , pk) has two coordinates equal to zero. Since our curve is defined iteratively,
we may assume p0 = pi = 0 for some i > 0. Then p1 is an a1th root of −c1, so [Q[p1] : Q] divides a1. (Also, p1 6= 0, so i ≥ 2.)
Similarly, [Q[p2] : Q] divides a1a2. Proceeding in this way, we see [Q[pi−1] : Q] divides a1a2 · · · ai−1.
Then, since pi = 0, we have 0 = p
bi
i−1− ci, which implies pi−1 is a bith root of ci. Since ci has no bith roots in Q, we conclude
[Q[pi−1] : Q] divides bi and is greater than 1. However, since [Q[pi−1] : Q] also divides a1 · · · ai−1 and gcd(a1 · · · ai−1, bi) = 1,
this is impossible.
Thus, any point P ∈ Ak can have at most one coordinate equal to zero, which implies P is a nonsingular point of Ak. 
In the above theorem, we have the requirement that gcd(ai, bj) = 1 for all i ≤ j. The pair (A,B) is suitable if gcd(ai, bj) = 1
for all i ≥ j. Combining these, if gcd(ai, bj) = 1 for all i, j, we can define the curve Ck as in the above theorem and conclude
that in its desingularization there is a unique point at infinity P k∞ with q-Weierstrass weight as given in Theorem 5.10.
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