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C∞ SOLUTIONS ON R3 × [0,∞) OF THE
NAVIER-STOKES EQUATIONS; DATA ∈ ∩mH
m,df
GRAY JENNINGS
Abstract. We show that there are C∞ functions u and p that
satisfy the Navier-Stokes pde
∂tu+
∑
j
uj∂ju = ν∆u − grad p
div u = 0
u(x, 0) = uo(x)
(0.1)
on R3× [0,∞) when the initial condition uo is ∈ ∩mH
m,df and the
viscosity ν is > 0 and, in addition, that u satisfies
sup
t∈[0,∞)
|u(t)|L∞ = |uo|L∞ and
sup
t∈[0,∞)
|u(t)|L2 = |uo|L2
(0.2)
Such pde describes the flow of an incompressible viscous fluid that
fills all of R3 without external forces or boundaries.
∩mH
m,df is the set of divergence free u ∈ L2 : R3 → R3 each
weak derivative Dku of which is ∈ L2.
1. Introduction
We show herein that there are C∞ functions u and p that satisfy the
Navier-Stokes pde
∂tu+
∑
j
uj∂ju = ν∆u− grad p
div u = 0
u(x, 0) = uo(x)
(1.1)
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on R3 × [0,∞) when the initial condition uo is ∈ ∩mH
m,df and the
viscosity ν is > 0 and, in addition, that u satisfies
sup
t∈[0,∞)
|u(t)|L∞ = |uo|L∞ and
sup
t∈[0,∞)
|u(t)|L2 = |uo|L2
Such pde describes the flow of an incompressible viscous fluid that fills
all of R3 without external forces or boundaries.
∩mH
m,df is the set of divergence free u ∈ L2 : R3 → R3 each weak
derivative Dku of which is ∈ L2. Such function space is a subset of C∞
that includes each divergence free function s(x) that for each k and M
> 0 satisfies
|Dks(x)| ≤ ck,M (1 + |x|)
−M
for some ck,M .
Leray established in [8] (1934) the existence of a local-in-time C∞
solution u, p of the Navier-Stokes pde of (1.1) when uo is a divergence
free member of H1 ∩ C1 and showed that such a solution ceases to be
∈ C∞ at a finite Tbup(uo) if and only if |u|L∞×[0,T ] → ∞ as T → that
Tbup(uo).
[8] also showed that any such local-in-time solution can be continued
after a finite Tbup(uo) as a weak solution that becomes a C
∞ solution on
R3× [T †,∞) when T † is sufficiently large. Thereafter, |u|L∞×[T,∞) → 0
as T →∞, and there are positive numbers T ∗ > T † for which
sup
t∈[T ∗,∞)
|u(t)|L∞ ≤ |u(T
∗)|L∞
(1.2)
Caffarelli-Kohn-Nirenberg [3] (1982) reduced the size of the subset of
R3 on which |u(x, T )|∞ can→∞ as T→ Tbup(uo) and limited the way
in which a local-in-time solution can blow up at a finite Tbup(uo). [3]
extends Scheffer [11] (1976). F.-H. Lin [9] (1998) simplified the analysis
in [3]. This paragraph and the two preceding paragraphs paraphrase a
portion of Fefferman [6].
Sections 2 through 5 define nomenclature, identify function spaces,
obtain results as to the Helmholtz-Hodge decomposition of u ∈ Hm
and establish certain inequalities.
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Therein, we define (i)Hm to be the set of functions u ∈ L2 : R3 → R3
for which Dku is ∈ L2 when |k| is ≤ m, (ii) Hm× [0, T ] to be the set of
functions u : R3× [0, T ]→ R3 for which u(t) is ∈ Hm when t is ∈ [0, T ]
and u(x, t) viewed as a function from [0, T ] → Hm is continuous and
(iii) Hm,df × [0, T ] to be the subset of Hm × [0, T ] that is divergence
free.
Section 6 identifies for m ≥ 7 and γ ≥ 0 a function um,γ ∈ Hm,df ×
[0, Tm6.17(uo)] that is a solution of the (1.3)γ integral equation
um,γ(x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγ(u
m,γ
j ) u
m,γ (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(1.3)
where um,γ is defined. Tm6.17(uo) is <∞, does not increase as m increases
and is independent of γ. Such section also obtains a uniqueness result
for certain solutions of such integral equation.
P̂ [∂jK
†(t)](y) is the 3×3 matrix the ith row of which is (−1)P[∂jK
i(t)](y).
Ki(y, t) is the sparse vector the only non-zero component of which is
its ith component which is
K(y, t) = (4πt)−3/2 exp(−|y|2/4t)
(1.4)
Pv is a component of the Helmholtz-Hodge decomposition
v = Pv + Gv
of v ∈ H0. Pv is divergence free when v is ∈ H3, and Gv is the gradient
of a scalar when v is ∈ ∩mH
m and each weak derivative Dkv is ∈ L1.
With m† : R3 →R1 an even, non-negative member of C∞o for which∫
R3
m†(ξ) dξ = 1
Jγ(uj)(x, t) :=
∫
R3
uj(x+ γξ, t) m
†(ξ) dξ
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When γ is > 0
|Jγ(uj)(t)|L∞ is ≤ |uj(t)|L2 γ
−3/2 |m†|L2
(1.5)
um,γ is a column vector.
In section 7, we show that um,γ has a continuous derivative ∂tu
m,γ
and satisfies the (1.6)γ pde
∂tu(x, t) +
∑
j
P [Jγ(uj)(t) ∂ju(t)
]
(x) = ∆u(x, t)
u(x, 0) = uo(x)
(1.6)
where it is defined. We also show that a function u ∈ H7 × [0, T ] that
is a solution on R3 × [0, T ] of the (1.6)γ pde is also a solution of the
(1.3)γ integral equation on the same strip.
In section 8, we extend each um,γ (without loss, um,γ) to be a member
of Hm,df × [0, Tm,γbup (uo)) that has a continuous derivative ∂tu
m,γ and is
a solution where the extended um,γ is defined of the (1.6)γ pde with
initial condition uo. A uniqueness result shows that u
7,γ is = um,γ when
m is > 7 on the strip where u7,γ and um,γ are both defined.
Each extended um,γ also satisfies
|um,γ|L∞×[0,T ] →∞ as T → a finite T
m,γ
bup (uo)
(1.7)
As |u7,γ|L∞×[0,T ] = |u
m,γ|L∞×[0,T ] where u
7,γ and um,γ are both defined,
(1.7) then shows that T 7,γbup(uo) = T
m,γ
bup (uo). We let T
γ
bup(uo) > 0 be the
common value of Tm,γbup (uo), and u
γ be the common value of um,γ.
The function uγ is ∈ ∩m[H
m,df × [0, T γbup(uo))] and satisfies where it
is defined the (1.6)γ pde and the (1.3)γ integral equation in each case
with initial condition uo. With (1.5), we show that T
γ>0
bup (uo) =∞ and
that
|uγ=0|L∞×[0,T ] →∞ as T → a finite T
γ=0
bup (uo)
(1.8)
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The results that we describe above provide infrastructure for our
section 9 contribution to the literature of the Navier-Stokes pde. We
do not discuss the history thereof as the literature of this pde is vast.
See, e.g., [7].
In section 9 we let γ, α be > 0 and uγ,α be the member of ∩m[H
m,df×
[0,∞)] that has a continuous derivative ∂tu
γ,α and satisfies on R3 ×
[0,∞) the (1.6)γ pde with initial condition u
α
o = αuo(xα). Then with
ǫ > 0 but small, we identify a positive α∗ = α∗(ǫ, γ) that is so large
that
|uγ,α∗|L∞×[0,∞) ≤ (1− 2ǫ)
−1 |uα∗o |L∞
We then show that
vγ,ǫ(x, t) := α−1∗ u
γ,α∗(xα−1∗ , tα
−2
∗ )
is a solution on R3 × [0,∞) of the (1.6)γ pde with initial condition uo
that satisfies
|vγ,ǫ|L∞×[0,∞) ≤ (1− 2ǫ)
−1 |uo|L∞
As uγ also satisfies onR3×[0,∞) the (1.6)γ pde with initial condition
uo, a uniqueness result shows that v
γ,ǫ and uγ are equal to each other
on R3 × [0,∞) and as a result that
|uγ|L∞×[0,∞) ≤ inf
ǫ>0
(1− 2ǫ)−1 |uo|L∞ = |uo|L∞
Certain section 8 results then establish∣∣∂juγi ∣∣L∞×[0,∞) ≤ [ .. ]8.21 |uo|5/2L∞ |uo|L2 + 2 |∂juo|L∞
The Ascoli-Arzela theorem and a diagonalization process show that
there is a sequence γn > 0 that → 0 and a sequence of continuous
functions uγ
n
∈ ∩m[H
m,df×[0,∞)] each of which satisfies onR3×[0,∞)
the (1.3)γn integral equation with initial condition uo that converge in
the L∞ norm on each compact subset of R3 × [0,∞) to a continuous
function u† the initial condition of which is uo and that satisfies
|u†|L∞×[0,∞) ≤ |uo|L∞
and the (1.3)γ=0 integral equation on R
3 × [0,∞).
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As uγ=0 (the existence of and results for which we established in
section 8) satisfies on R3 × [0, T γ=0bup (uo)) the same integral equation
with initial condition uo, a uniqueness result shows that u
γ=0 is equal
to u† where uγ=0 is defined. As a result, |uγ=0|L∞×[0,T γ=0
bup
(uo))
≤ |uo|L∞ ,
and as |uγ=0|L∞×[0,T ] 9 ∞ as T → a finite T
γ=0
bup (uo), T
γ=0
bup (uo) = ∞
and
|uγ=0|L∞×[0,∞) ≤ |uo|L∞
Section 10 and section 11 develop known results. In section 10, we
show that u = uγ=0 is ∈ C∞ on R3 × [0,∞) and is also a solution of
the pde
∂tu+
∑
j
uj∂ju = ∆u− grad p
u(x, 0) = uo(x)
on R3 × [0,∞). The scalar
p(x, t) is = (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 uj∂jui (x− z, t) dz
and is ∈ C∞ on R3 × [0,∞).
In section 11 we identify for each uo ∈ ∩mH
m,df and ν > 0 functions
uν and pν that satisfy
∂tu
ν(x, t) +
∑
j
uνj∂ju
ν(x, t) = ν ∆uν(x, t)− grad pν(x, t)
uν(x, 0) = uo(x)
are ∈ C∞ on R3 × [0,∞) and satisfy
|uν|L∞×[0,∞) ≤ |uo|L∞ and
|uν|L2×[0,∞) ≤ |uo|L2
which are the functions that are discussed in the first paragraph of this
paper.
2. infrastructure
Herein, we establish nomenclature, identify and discuss certain func-
tion spaces and establish other matters that we use herein as infras-
tructure.
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2.1. General. We write the generic member of R3 as x = (x1, x2, x3),
y = (y1, y2, y3) or z = (z1, z2, z3).
B(r) := { z ∈ R3 | |z| ≤ r }
is the closed ball of radius r that is centered at the origin. R3\B(r) is
the complement of B(r). The strip R3 × [a, b] (or [a, b)) is the subset
of R3 × [0,∞) for which x is ∈ R3 and t is ∈ [a, b] (or [a, b)). Such a
strip is non-trivial if b− a > 0
[ .. ]x.xx is a number that is defined in or near the line (x.xx) of this
paper, and
[
≤ [ .. ]
]
is a number that is ≤ [ .. ]. Moreover , ox.xx(∆t)
is a function of ∆t that → 0 as ∆t → 0 and [ .. ]x.xx(·) is a function
of ·. Any dependence of [ .. ]x.xx other than upon the (1.4) K(y, t) will
appear in a parenthetical following [ .. ]x.xx.
a := ... is the definition of a
2.2. u ∈ R3 . The scalar
ui is the i
th component of u ∈ R3 and
[α]i ∈ R3
(2.1)
is the sparse member of R3 the ith, and the only non-zero, component
of which is α.
The inner product of u and v ∈ R3 is
(u, v)2 :=
∑
i
uivi
The related norm is the Euclidean distance
|u|2 := (u, u)
1/2
2
(2.2)
which we abbreviate as |z| when z is ∈ R3 and in some other cases.
Therewith
(u, v)2 ≤ |u|2 |v|2
Other norms on u ∈ R3 include
|u|1 =
∑
i
|ui| and
|u|∞ = sup
i
|ui|
(2.3)
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Inequalities in respect of the (·, ·)2 inner product and such norms in-
clude
(u, v)2 ≤ |u|1 |v|∞ and
(u, v)2 ≤ |u|1 |v|2
(2.4)
The first line of (2.4) implies the second line because
|v|∞ = sup
i
|vi| ≤
[∑
i
|vi|
2
]1/2
= |v|2
2.3. u : R3 → R3. The inner product of two functions u(x) and v(x)
that carry R3 →R3 is
〈u, v〉R3 :=
∫
R3
(u(x), v(x))2 dx
(2.5)
The related norm is
|u|L2 := 〈u, u〉
1/2
R3
Other norms on such u include
|u|L1 :=
∫
R3
|u(x)|1 dx
|u|L∞ := sup
x∈R3
|u(x)|∞ and
|u|Cm :=
∑
0≤|k|≤m
sup
x∈R3
|Dku(x)|
(2.6)
For a multi-index k = (k1, k2, k3), where ki is ≥ 0
Dku := ∂k1x1∂
k2
x2
∂k3x3 u
is the derivative (on occasion, the strong derivative) of u or the weak
derivative of u as the context indicates.
|k| := k1 + k2 + k3 and
α + β := (α1 + β1, α2 + β2, α3 + β3)
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The weak derivative Dku is the function that satisfies∫
R3
( (−1)|k|Dkφ(x), u(x) )2 dx =
∫
R3
( φ(x), Dku(x) )2 dx
(2.7)
for all φ ∈ C∞o : R
3 → R3.
A function u : R3 → R3 is ∈ C∞ if each strong derivative Dkxu exists
on R3. C∞o is the subset of C
∞ each member of which has compact
support.
We also define
∆u :=
∑
j
∂2ju and
div u :=
∑
i
∂iui
(2.8)
Hm : R3 →R3
Hm : R3 → R3 is the set of functions u ∈ L2 : R3 → R3 for which
each weak derivative Dku exists and is ∈ L2 when |k| is ≤ m. Hm is a
Banach space in the Hm norm
|u|Hm =
∑
0≤|k|≤m
|Dku|L2
(2.9)
[1] §3.3. C∞o is dense in H
m. [1] §3.37.1
Allowing vn ∈ C∞o to converge to v in the H
m norm in (2.7) estab-
lishes the customary rule for integration by parts∫
R3
( (−1)|k|Dkv(x), u(x) )2 dx =
∫
R3
( v(x), Dku(x) )2 dx
(2.10)
when 1 ≤ |k| ≤ m and u and v are ∈ Hm. Such rule is also available in
other circumstances such as those in which Dkv and v are ∈ L∞ and
u and Dku are ∈ L1.
1 The density of C∞o (R
3) in Hm(R3) follows from the fact that the function
uǫ := φ(xǫ) Jǫ(u) is ∈ C
∞
o and→ u in the H
m norm as ǫ→ 0 when φ is ∈ C∞o and
is = 1 on B(1), is ∈ [0, 1] on B(2)\B(1) and is = 0 on R3\B(2) and u is ∈ Hm. Jǫ
is defined in (3.15).
10 GRAY JENNINGS
A function u ∈ Hm satisfies
|Dku|C0 ≤ [ .. ]2.11 |D
ku|H2
(2.11)
when |k| is ≤ m− 2. [2] Lemma 3.3. As a corollary
|u|Cm−2 ≤ [ .. ]2.11 |u|Hm
when m is ≥ 2. Thus when u is ∈ Hm and m is ≥ 3 each strong
derivative ∂iu exists on R
3 and is a continuous function of x. (2.11).
As a result
∩m H
m is a subset of C∞
(2.12)
Wm,1 : R3 → R3 is the set of functions u ∈ L1 : R3 →R3 each weak
derivative Dku of which exists and is ∈ L1 when |k| is ≤ m. Thus
∩m [H
m ∩Wm,1] is also a subset of C∞
(2.13)
When uo is ∈ ∩mH
m,df and α is > 0, the chain rule shows that
uαo (x) := α uo(xα)
(2.14)
is also ∈ ∩mH
m,df . With such definition
|uαo |L∞ = |uo|L∞ α and
(2.15)
|uαo |L2 = |uo|L2 α
−1/2
(2.16)
the proof of which we leave to the reader.
Lemma 2.1. Let u and v be ∈ Hm, m ≥ 7 : R3 → R3. Then for
1 ≤ |k| ≤ m, there are non-negative integers c(α, β, k) so that the weak
derivative
Dkujv =
∑
α+β=k
c(α, β, k) Dαuj D
βv
(2.17)
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at least one of |α| and |β| in each (2.17) summand is ≤ m− 2
(2.18)
and
|ujv|Hm ≤ [ .. ]2.23,m |uj|Hm |v|Hm
(2.19)
Proof. With u and v ∈ C∞o , differentiation of the product ujv identifies
the non-negative integers c(α, β, k), shows that α+β = k in each (2.17)
summand and establishes (2.17) for uj and v ∈ C
∞
o .
We now establish (2.18). If each of |α| and |β| in a (2.17) summand
were ≥ m− 1, then
m ≥ |k| = |α|+ |β|
would be ≥ (m− 1) + (m− 1) = 2m− 2
and 2 would be ≥ m
which is inconsistent with m being ≥ 7.
We now establish (2.17) in the general case. As C∞o is dense in H
m,
there are sequences unj , v
n ∈ C∞o for which
|unj − uj |Hm and |v
n − v|Hm → 0
(2.20)
With the (2.7) definition of the weak derivative∫
R3
(
(−1)|k|Dkφ(x), unj v
n(x)
)
2
dx
=
∫
R3
(
φ(x), Dk
[
unj v
n(x)
])
2
dx
for φ ∈ C∞o . With (2.17) in the case in which u
n
j and v
n are ∈ C∞o∫
R3
(
(−1)|k|Dkφ(x), unj v
n(x)
)
2
dx
=
∫
R3
(φ(x),
∑
α+β=k
c(α, β, k) Dαunj D
βvn)2 dx
(2.21)
for such φ.
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With customary algebra
|ujv − u
n
j v
n|L2 ≤ |uj − u
n
j |L∞ |v|L2 + |u
n
j |L∞ |v − v
n|L2
and with (2.11)
|ujv − u
n
j v
n|L2 → 0
As one of |α| and |β| in each (2.21) summand is ≤ m− 2, (2.18), we
assume without loss that |α| is ≤ m− 2 and as a result that |Dαunj −
Dαuj|L∞ →∞. (2.11). Therewith
|Dαuj D
βv −Dαunj D
βvn|L2
≤ [ .. ] |Dαuj −D
αun|L∞ |D
βv|L2 + [ .. ] |D
αunj |L∞ |D
βv −Dβvn|L2
As |β| is ≤ m− 1
|Dαuj D
βv −Dαunj D
βvn|L2 → 0
for each such summand.
Passing to the limit in (2.21) establishes∫
R3
(
(−1)|k|Dkφ(x), ujv(x)
)
2
dx
=
∫
R3
(φ(x),
∑
α+β=k
c(α, β, k) Dαuj D
βvn(x) )2 dx
for all φ ∈ C∞o which establishes (2.17) in the general case.
We now establish (2.19). With (2.17)
|ujv|Hm :=
∑
|k|≤m
|Dkujv|L2
≤
∑
0≤|k|≤m
∑
α+β=k
c(α, β, k) |Dαuj D
βv|L2
(2.22)
As one of |α| and |β| in each (2.22) summand is ≤ m−2 and the L∞
norm of that term is ≤ a constant multiplied by the Hm norm thereof,
(2.11)
|Dαuj D
βv|L2 ≤ [ .. ] |uj|Hm |v|Hm
for each (2.22) summand. With (2.22)
|ujv|Hm ≤ [ .. ]2.23,m |uj|Hm |v|Hm
(2.23)
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
2.4. u : R3 × [0, T ]→ R3. For u : R3 × [0, T ] → R3, u(t) and u(·, t)
identify the function from R3 →R3 that at x ∈ R3 is = u(x, t). ∂tu is
the strong derivative of u with respect to t.
A function u is ∈ C∞ on the strip R3× [0, T ] if all of its derivatives,
including mixed derivatives with respect to x and t, exist on such strip.
Hm × [0, T ]
Hm × [0, T ] is the space of functions u : R3 × [0, T ]→R3 for which
u(t) is ∈ Hm when t is ∈ [0, T ] and u viewed as a function from
[0, T ]→ Hm is continuous. We say that such a u is Hm continuous.
Hm,df × [0, T ] is the divergence free subset of Hm × [0, T ].
As | · |Hm is a norm on H
m∣∣ |u(t+∆t)|Hm − |u(t)|Hm ∣∣ ≤ ∣∣u(t+∆t)− u(t)∣∣Hm
when u is ∈ Hm × [0, T ]. The Hm continuity of u ∈ Hm × [0, T ] then
shows that |u(t)|Hm is continuous in t ∈ [0, T ]. As [0, T ] is compact
|u|Hm×[0,T ] := sup
t∈[0,T ]
|u(t)|Hm
is finite. Such functional is the norm on Hm × [0, T ].
Other functionals on Hm × [0, T ] that we use include
|u|Hm×[a,b] := sup
t∈[a,b]
|u(t)|Hm and
|u|L∞×[a,b] := sup
t∈[a,b]
|u(t)|L∞
(2.24)
We also use such definitions with [a, b) in place of [a, b]. As the functions
for which we compute the | · |L∞ norm are continuous in x ∈ R
3, the
failure to exclude values of u in a set of Lebesgue measure zero has no
material effect.
Lemma 2.2. When m is ≥ 7, Hm × [0, T ] is a Banach space.
Proof. As Hm × [0, T ] is a normed, linear vector space, we need only
show that it is complete in its norm.
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If un is a Cauchy sequence in the Hm×[0, T ] norm, then for t ∈ [0, T ]
|un(t)− um(t)|Hm ≤ |u
n − um|Hm×[0,T ]
which → 0 as n,m → ∞. As Hm is complete, the sequence un(t) has
a limit u(t) ∈ Hm for t fixed ∈ [0, T ].
We now show that u is Hm continuous on R3 × [0, T ]. With the
triangle inequality
|u(t+∆t)− u(t)|Hm
≤ |u(t+∆t)− un(t+∆t)|Hm
+ |un(t+∆t)− un(t)|Hm + |u
n(t)− u(t)|Hm
With ǫ > 0, the convergence of un → u in the Hm× [0, T ] norm shows
that the sum of the first and third terms on the right side is < 2ǫ/3 for
n sufficiently large. For a single such n, the Hm continuity of u shows
that the second term is also < ǫ/3 when ∆t is sufficiently small.
Thus Hm × [0, T ] is complete in its norm. 
In the next lemma, the norm on u ∈ R3 and that on u ∈ R3× [0,∞)
is the Euclidean distance. See (2.2).
Lemma 2.3. Let m be ≥ 7 and u be ∈ Hm × [0, T ].
Then |u(t)|Hm and |u(t)|L∞ are continuous in t ∈ [0, T ].
u is uniformly continuous on R3 × [0, T ].
uju is ∈ H
m × [0, T ] and is uniformly continuous on R3 × [0, T ].
Moreover, ∆u is ∈ Hm−2 × [0, T ] and is uniformly continuous on
R3 × [0, T ].
Proof. We showed before the statement above of Lemma 2.2 that |u(t)|Hm
is continuous in t ∈ [0, T ]. As in such proof∣∣ |u(t+∆t)|L∞ − |u(t)|L∞ ∣∣
≤
∣∣u(t+∆t)− u(t)∣∣
L∞
≤ [ .. ]2.11
∣∣u(t+∆t)− u(t)∣∣
H2
(2.25)
The H2 continuity of u completes the proof.
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We now show that u is uniformly continuous on R3× [0, T ] when u is
∈ H3×[0, T ]. In that case, u has uniformly bounded, continuous partial
derivatives of first order with respect to x on R3× [0, T ], (2.11), and as
a result is when t is fixed uniformly continuous in x thereon. Moreover,
as (2.25) shows that u when x is fixed is uniformly continuous in t on
R3 × [0, T ] the identity
u(x+∆x, t +∆t)− u(x, t)
= u(x+∆x, t +∆t)− u(x+∆x, t)
+ u(x+∆x, t)− u(x, t)
shows that u is uniformly continuous on R3 × [0, T ].
As m is ≥ 7, Lemma 2.1 shows that uju(t) is ∈ H
7 when t is ∈ [0, T ].
Such lemma and customary algebra show that∣∣uju(t+∆t)− uju(t)∣∣Hm
≤ [ .. ]m
[
|uj(t+∆t)− uj(t)|Hm |u|Hm×[0,T ]
+ |uj(t+∆t)|Hm×[0,T ] |u(t+∆t)− u(t)|Hm
]
which as |u|Hm×[0,T ] is <∞ shows that uju is H
m continuous on [0, T ].
Thus uju is ∈ H
m × [0, T ], and the preceding paragraph shows that
uju is uniformly continuous in t on R
3 × [0, T ].
With m ≥ 7 and u ∈ Hm × [0, T ], ∆u is ∈ H5 × [0, T ] which shows
that ∆u is uniformly continuous on R3 × [0, T ]. 
Hm ∩Wm,1 × [0, T ]
Hm∩Wm,1× [0, T ] is the space of functions u : R3× [0, T ]→ R3 for
which u(t) is ∈ Hm ∩Wm,1 when t is ∈ [0, T ].
We note that
uju is ∈ H
m ∩Wm,1 × [0, T ]
(2.26)
when u is ∈ ∩mH
m× [0, T ]. That each uju is ∈ ∩mH
m× [0, T ] follows
from Lemma 2.1. uju is ∈ ∩mW
m,1 × [0, T ] as the L1 norm of the
product of two L2 functions is ∈ L1.
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3. Certain Convolutions
We first study the convolution
m̂ ∗ u (x) :=
∫
R3
m̂(y) u(x− y) dy
(3.1)
in which m̂ is a scalar valued function. Thereafter, we study similar
convolutions.
Lemma 3.1. Let m̂ be ∈ L1 : R3 → R1, u : R3 → R3 and each
functional of m̂ or of u that appears in this lemma or its proof be <∞.
Then ∣∣m̂ ∗ u∣∣
L∞
≤ |m̂|L1
∣∣u∣∣
L∞
(3.2)
∣∣m̂ ∗ u∣∣
L∞
≤ |m̂|L2
∣∣u∣∣
L2
(3.3)
∣∣m̂ ∗ u∣∣
L2
≤ |m̂|L1
∣∣u∣∣
L2
(3.4)
∣∣ ∫
R3
m̂(y) u(x, y) dy
∣∣
L2(x∈R3)
≤ |m̂|L1 sup
y∈R3
∣∣u(x, y)∣∣
L2(x∈R3)
(3.5)
∣∣m̂ ∗ u∣∣
L2
≤ |m̂|L2
∣∣u∣∣
L1
(3.6)
If m̂ is ∈ L1 and Dku is ∈ L2, then
Dkx [m̂ ∗ u] (x) =
∫
R3
m̂(y) Dkxu(x− y) dy
|Dkx [m̂ ∗ u]|L2 ≤ |m̂|L1
∣∣Dku∣∣
L2
and
|m̂ ∗ u|Hm ≤ |m̂|L1
∣∣u∣∣
Hm
(3.7)
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If m̂ is ∈ L2 and Dku is ∈ L1, then
Dkx [m̂ ∗ u] (x) =
∫
R3
m̂(y) Dkxu(x− y) dy
and
|Dkx [m̂ ∗ u]|L2 ≤ |m̂|L2
∣∣Dku∣∣
L1
(3.8)
Proof. The calculation
|
∫
R3
m̂(y) u(x− y) dy |L∞ ≤
∫
R3
|m̂(y)| |u|L∞ dy ≤ |m̂|L1 |u|L∞
establishes (3.2) and
|
∫
R3
m̂(y) u(x− y) dy |L∞
≤ |m̂(y)|L2 |u(x− y)|L2(y∈R3) ≤ |m̂|L2 |u|L2
establishes (3.3).
We now establish (3.4). With φ ∈ C∞o : R
3 →R3
∫
R3
[ ∫
R3
∣∣ (φ(x), m̂(y) u(x− y))
2
∣∣ dx ] dy
≤
∫
R3
[
|φ|L2 |m̂(y) u(x− y)|L2(x∈R3)
]
dy
≤
∫
R3
|m̂(y)| dy |φ|L2 |u|L2 ≤ |m̂|L1 |φ|L2 |u|L2
(3.9)
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Fubini’s theorem2 then shows that∣∣ ∫
R3
(
φ(x),
[ ∫
R3
m̂(y) u(x− y)
)
2
dy
]
dx
∣∣
=
∣∣ ∫
R3
[ ∫
R3
(
φ(x), m̂(y) u(x− y)
)
2
dy
]
dx
∣∣
≤ |m̂|L1 |φ|L2 |u|L2
(3.10)
Thus the integral in the first line on the left side of (3.10) is a bounded
linear functional on φ ∈ C∞o in the L
2 norm on φ, which as C∞o is dense
∈ L2 extends uniquely to a bounded linear functional on L2 without
an increase in norm.
As a bounded linear functional is an L2 function the L2 norm of which
is ≤ the norm of the linear functional, Riesz representation theorem,
[1] §2.44 ∣∣m̂ ∗ u∣∣
L2
≤ |m̂|L1 |u|L2
which establishes (3.4).
We now establish (3.5). The (3.9) calculation that starts with the
integral in the first line of (3.5) in place of the (3.1) integral that defines
m̂ ∗ u establishes∣∣ ∫
R3
(
φ(x),
∫
R3
m̂(y) u(x, y) dy
)
2
dx
∣∣
≤ |m̂|L1 |φ|L2 sup
y∈R3
∣∣u(x, y)∣∣
L2(x∈R3)
for φ ∈ L2. The analysis in the preceding paragraphs establishes (3.5).
2 Fubini’s theorem provides that if either of∫
Rm+n
|f(x, y)| dxdy or
∫
Rm
[ ∫
Rn
|f(x, y)| dx
]
dy is <∞
then (i) such integrals are equal to each other,∫
Rm+n
f(x, y) dxdy =
∫
Rm
[ ∫
Rn
f(x, y) dx
]
dy
and ∣∣ ∫
Rm+n
f(x, y) dxdy
∣∣ ≤ ∫
Rm+n
|f(x, y)| dxdy
and (ii)
∫
Rn
f(x, y) dx is a measurable function of y. See [1] § 1.54 and [10] Chap.
12 Theorem 21
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We now establish (3.6). Replacing y in (3.1) with y′
m̂ ∗ u (x) :=
∫
R3
m̂(y′) u(x− y′) dy′
and changing variables therein so that −y = x− y′ shows that
m̂ ∗ u (x) =
∫
R3
m̂(x+ y) u(−y) dy
(3.11)
With φ ∈ C∞o : R
3 → R3∫
R3
[ ∫
R3
∣∣ (φ(x), m̂(x+ y) u(−y))
2
∣∣ dx ] dy
=
∫
R3
[ ∫
R3
∣∣ ∑
j
φj(x) m̂(x+ y) uj(−y)
∣∣ dx ] dy
≤
∫
R3
∑
j
|uj(−y)|
[ ∫
R3
∣∣ φj(x) m̂(x+ y) ∣∣ dx ] dy
which with a Holder inequality in the interior integral in the preceding
line is
≤
∑
j
∫
R3
|uj(−y)| dy |φj|L2 |m̂|L2 ≤ |u|L1 |φ|L2 |m̂|L2
Fubini’s theorem then shows that∣∣ ∫
R3
(
φ(x),
∫
R3
m̂(x+ y) φ(x) dy
)
2
dx
∣∣ ≤ |m̂|L2 |φ|L2 |u|L1
(3.12)
for φ ∈ L2 and as above
m̂ ∗ u(x) =
∫
R3
m̂(x+ y) u(−y) dy
is ∈ L2 and satisfies ∣∣ m̂ ∗ u ∣∣
L2
≤ |m̂|L2 |u|L1
which completes the proof of (3.6).
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We now establish (3.7). The (3.9) inequality and Fubini’s theorem
also establish∫
R3
[ ∫
R3
(
φ(x), m̂(y) u(x− y)
)
2
dy
]
dx
=
∫
R3
[ ∫
R3
(
φ(x), m̂(y) u(x− y)
)
2
dx
]
dy
which with customary algebra in each integral establishes∫
R3
(
φ(x),
∫
R3
m̂(y) u(x− y) dy
)
2
dx
=
∫
R3
m̂(y)
[ ∫
R3
(
φ(x), u(x− y)
)
2
dx
]
dy
for all φ ∈ C∞o and u ∈ L
2. Then with Dku ∈ L2 in place of u∫
R3
(
φ(x),
∫
R3
m̂(y) Dkxu(x− y) dy
)
2
dx
=
∫
R3
m̂(y)
[ ∫
R3
(
φ(x), Dkxu(x− y)
)
2
dx
]
dy
(3.13)
which after integration by parts in the interior integral in the last line,
(2.10), is
=
∫
R3
m̂(y)
[ ∫
R3
(
(−1)|k|Dkφ(x), u(x− y)
)
2
dx
]
dy
which after reversing the order of integration, see the calculation in
(3.9), is
=
∫
R3
(
(−1)|k|Dkxφ(x),
∫
R3
m̂(y) u(x− y) dy
)
2
dx
(3.14)
for φ ∈ C∞o .
As we have shown that the left side of (3.13) is equal to (3.14) for
φ ∈ C∞o , the (2.7) definition of a weak derivative completes the proof of
the first line of (3.7). (3.4) establishes the second line of (3.7). Summing
over the second line of (3.7) establishes the third line thereof.
The proof of the first line of (3.8) follows in the same way when one
begins with (3.12) instead of (3.9). Thereafter, (3.6) establishes the
second line of (3.8). We leave the details to the reader. 
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We now apply Lemma 3.1 to
Jγ(uj)(x, t) :=
∫
R3
uj(x+ γξ, t) m
†(ξ) dξ
(3.15)
in which γ is ≥ 0 and m† : R3 →R1 is an even, non-negative member
of C∞o that satisfies ∫
R1
m†(ξ) dξ = 1
See [1] §2.25.
Lemma 3.2. Let u : R3 → R3 and each functional of u that appears
in this lemma or its proof be <∞. Then
|Jγ(uj)|L∞ ≤ |uj|L∞
(3.16)
|Jγ(uj)|Hm ≤ |uj|Hm
(3.17)
when u is ∈ Hm and |k| is ≤ m
DkJγ(uj) = Jγ(D
kuj)
(3.18)
and
Jγ(uj) is ∈ H
m × [0, T ] when uj is ∈ H
m × [0, T ]
(3.19)
When γ is > 0
|Jγ(uj(t))|L∞ ≤ |uj(t)|L2 γ
−3/2 |m†|L2
(3.20)
When u is ∈ Hm
|Jγ(uj) u|Hm ≤ [ .. ]3.21,m |uj|Hm |u|Hm
(3.21)
When u is ∈ H3,df∑
j
∂j [Jγ(uj)u] =
∑
j
Jγ(uj) ∂ju
(3.22)
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Proof. Changing variables in (3.15) shows that
Jγ(uj)(x, t) =
∫
R3
uj(y, t) m
†([y − x]γ−1) dy γ−3
(3.23)
wherein ∫
R3
m†([y − x]γ−1) γ−3 dy = 1
Lemma 3.1 then establishes (3.16), (3.17) and (3.18).
We establish (3.19) by noting that (3.17) implies
|Jγ(uj)(t)|Hm ≤ |uj|Hm and
|Jγ(uj)(t+∆t)− Jγ(uj)(t)|Hm
= | Jγ [uj(t+∆t)− uj(t)] |Hm ≤ |uj(t+∆t)− uj(t)|Hm
A Holder inequality in (3.23) establishes
|Jγ(uj)(t)|L∞ ≤ |uj(t)|L2 |m
†([y − x]γ−1)|L2(y∈R3) γ
−3
which as |m†([y − x]γ−1)|L2(y∈R3) is ≤ |m
†|L2 γ
3/2 is
≤ |uj(t)|L2 |m
†|L2 γ
−3/2
which establishes (3.20).
The proof of (3.21) begins with
|Jγ(uj) u|Hm ≤ [ .. ]2.23,m
∑
k
|Jγ(uj)|Hm |uk|Hm
(2.19), and as Jγ does not increase an H
m norm, (3.17), the proof is
complete.
We now establish (3.22). The left side of (3.22) is
=
∑
j
Jγ(uj) ∂ju+
[ ∑
j
∂jJγ(uj)
]
u
which as ∂j and Jγ commute when acting on H
1, (3.18), is
=
∑
j
Jγ(uj) ∂ju+ Jγ(
∑
j
∂juj) u
which as u is divergence free is =
∑
j Jγ(uj) ∂ju. 
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We now establish infrastructure for use in the proof of Lemma 3.4.
Lemma 3.3. With z 6= 0 ∈ R3
∂i|z|
−1 = − zi/|z|
3∣∣∂i|z|−1∣∣ ≤ [ .. ] |z|−2
(3.24)
and with r > 0 ∣∣ |z|−2 ∣∣
L1(B(r))
≤ [ .. ] r and∣∣ |z|−2 ∣∣
L2(R3\B(r))
≤ [ .. ] r−1/2
(3.25)
and
∂i|z|
−3 = −3zi/|z|
5
(3.26)
Proof. As z 6= 0, the derivative
∂i|z|
−1 = ∂i
[∑
i
z2i
]−1/2
= −1/2
[∑
i
z2i
]−3/2
2zk = −zi/|z|
3
which establishes the first line of (3.24). Therewith∣∣∂i|z|−1∣∣2 ≤ [ |zi|/|z| ] |z|−2 ≤ |z|−2
which establishes the second line of (3.24).
Each line of (3.25) follows after a change in the integral from Eu-
clidean coordinates to spherical coordinates. The Jacobian3 of that
change is [ .. ] |z|2.
We now establish (3.26). With the chain rule
∂i|z|
−3 which is = ∂i(|z|
−1)3
is = 3 (|z|−1)2 ∂i|z|
−1 which with the first line of (3.24) is
= 3 |z|−2 (−zi/|z|
3) = −3zi/|z|
5

3 https://en.wikipedia.org/wiki/Spherical.coordinate.system.Cartesian
coordinates.
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We now obtain results for convolutions in the form∫
R3
∑
i
∂i|z|
−1 vi(x− z) dz
when v is ∈ ∩m[H
m ∩Wm,1] which is a subset of C∞. (2.13).
Lemma 3.4. Let v be ∈ ∩m[H
m∩Wm,1] and k be a multi-index. Then
Dkx
[ ∫
R3
∂i|z|
−1 vi(x− z) dz
]
=
∫
R3
∂i|z|
−1 Dkxvi (x− z) dz
(3.27)
is ∈ ∩mH
m.
The L2 norm of the left side of (3.27) is
≤
∣∣∂i|z|−1∣∣L1(B(1)) ∣∣Dkvi∣∣L2 + ∣∣∂i|z|−1∣∣L2(R3\B(1)) ∣∣Dkvi∣∣L1
(3.28)
Moreover
∂k
[ ∫
R3
∂i|z|
−1 vi(x− z) dz
]
=
∫
R3
∂k|z|
−1 div v (x− z) dz
(3.29)
Proof. We first divide the integral on the left side of (3.27) into two
parts∫
R3
∂i|z|
−1 vi(x− z) dz
=
∫
B(1)
∂i|z|
−1 vi(x− z) dz +
∫
R3\B(1)
∂i|z|
−1 vi(x− z) dz
As ∂i|z|
−1 is ∈ L1(B(1)), (3.25), and Dkvi is ∈ L
2(B(1)), (3.7) shows
thatDkx passes under the first integral sign on the right side. As ∂zi |z|
−1
is ∈ L2(R3\B(1)), (3.25), and Dkvi is ∈ L
1(R3\B(1)), (3.8) shows that
Dkx passes under the second integral sign on the right side. The L
2 norm
of the left side of (3.27) satisfies (3.28).
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The foregoing establishes (3.27) and shows that∣∣ Dkx [
∫
R3
∂i|z|
−1 vi(x− z) dz
]∣∣
L2
≤
∣∣∂i|z|−1∣∣L1(B(1)) ∣∣Dkxvi∣∣L2 + ∣∣∂i|z|−1∣∣L2(R3\B(1)) ∣∣Dkxvi∣∣L1
which establishes (3.28) and shows that the left side of (3.27) is ∈
∩mH
m.
We begin the proof of (3.29) with the (3.27)
∂k
[ ∫
R3
∂i|z|
−1 vi(x− z) dz
]
=
∫
R3
∂i|z|
−1 ∂kvi (x− z) dz
which with ǫ > 0 and the Gauss-Green theorem, is
=
∫
B(ǫ)
∂i|z|
−1 ∂kvi(x− z) dz
+
∫
R3\B(ǫ)
|z|−1 (−1)∂zi∂kvi(x− z) dz
+
∫
∂B(ǫ)
|z|−1 ∂kvi(x− z) · ~nǫ,i(z) dΣ(ǫ)
(3.30)
where dΣ(ǫ) identifies the measure on the surface of B(ǫ), and ~nǫ,i(z)
is the ith component of the outward pointing unit normal to ∂B(ǫ) at
z.
The first line of (3.30) is
≤ |∂i|z|
−1|L1(B(ǫ) |∂kvi|L∞ ≤ [ .. ] ǫ
(3.25), and the third line is
≤ ǫ−1 |∂kvi|L∞ [ .. ] ǫ
2 ≤ [ .. ] ǫ
as the surface area of ∂B(ǫ) is ≤ [ .. ] ǫ2.
In the second line of (3.30), we change ∂zi to (−1)∂xi and reverse the
order of ∂i and ∂k (v is ∈ C
∞). Then with the Gauss-Green theorem,
the second line in (3.30) is∫
R3\B(ǫ)
∂k|z|
−1 ∂ivi(x− z) dz
+
∫
∂B(ǫ)
|z|−1 vi(x− z) · ~nǫ,i(z) dΣ(ǫ)
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The second line is O(ǫ). See the analysis of the third line of (3.30).
Allowing ǫ→ 0 completes the proof of (3.29). 
We now obtain results for in the form
p ∗ g (x, t) :=
∫ b
a
∫
R3
〈
pi,j〉(y, t− η) g(x− y, η) dydη
(3.31)
where
〈
pi,j〉 is a 3× 3 matrix and pi is the i
th row of that matrix.
Lemma 3.5. Let 0 ≤ t − ∆t ≤ t ≤ T , g : R3 × [0, T ] → R3 and
each functional of pi, pi,j or g that appears in this lemma or its proof
be <∞. Then∣∣ ∫ t
t−∆t
∫
R3
〈
pi,j〉(y, t− η) g(x− y, η) dydη
∣∣
L∞
≤ sup
i
∫ t
t−∆t
|pi(t− η)|L1 |g(η)|L∞ dη
(3.32)
∣∣ ∫ t−∆t
0
∫
R3
〈
pi,j〉(y, t− η) g(x− y, η) dydη
∣∣
L∞
≤ sup
i
∫ t−∆t
0
|pi(t− η)|L2 |g(η)|L2 dη
(3.33)
∣∣ ∫ t
t−∆t
∫
R3
〈
pi,j〉(y, t− η) g(x− y, η) dydη
∣∣
L2
≤ 9
∫ t
t−∆t
sup
i
|pi(t− η)|L1 |g(η)|L2 dη
(3.34)
∣∣ ∫ t−∆t
0
∫
R3
〈
pi,j〉(y, t− η) g(x− y, η) dydη
∣∣
L2
≤ 9
∫ t−∆t
0
sup
i
|pi(t− η)|L2 |g(η)|L1 dη
(3.35)
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If pi is ∈ L
1 and Dkxg is ∈ L
2
Dkx [p ∗ g](x, t) =
∫ t
0
∫
R3
〈
pi,j〉(y, t− η) D
k
xg(x− y, η) dydη
(3.36)
and ∣∣p ∗ g(t)∣∣
Hm
≤ 9
∫ t
0
sup
i
|pi(t− η)|L1 dη |g|Hm×[0,t]
(3.37)
Proof. The left side of (3.32) is ≤ the supremum of the L∞ norm of
the components of the (3.32) double integral. That is, it is
≤ sup
i
∫ t
t−∆t
[ ∫
R3
| ( pi(y, t− η), g(x− y, η) )2 | dy
]
dη
which is
≤ sup
i
∫ t
t−∆t
|pi(t− η)|L1 |g(η)|L∞ dη
In the same way, the left side of (3.33) is
≤ sup
i
∫ t−∆t
0
[ ∫
R3
| ( pi(y, t− η), g(x− y, η) )2 | dy
]
dη
which with a Holder inequality is
≤ sup
i
∫ t−∆t
0
|pi(t− η)|L2 |g(η)|L2 dη
We now establish (3.34). The left side of (3.34) is ≤ the sum of the
L2 norm of the components of the (3.34) double integral which is
≤
∑
i
∣∣∣ ∫ t
t−∆t
[ ∫
R3
| ( pi(y, t− η), g(x− y, η) )2 | dy
]
dη
∣∣∣
L2
which after expanding ( pi(y, t− η), g(x− y, η) )2 is
≤
∑
i,j
∣∣∣ ∫ t
t−∆t
[ ∫
R3
| pi,j(y, t− η) gj(x− y, η) | dy
]
dη
∣∣∣
L2
which (3.4) shows is
≤
∑
i,j
∫ t
t−∆t
|pi,j(t− η)|L1 |gj(η)|L2 dη
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which as |pi,j(t− η)|L1 ≤ |pi(t− η)|L1, (2.6), (2.3), is
≤ 9
∫ t
t−∆t
sup
i
|pi(t− η)|L1 |g(η)|L2 dη
With (3.6), (3.35) follows in the same way.
We now establish (3.36). The derivative of the ith component
Dk [p ∗ g]i(x, t)
= Dkx
[ ∫ t
0
∫
R3
∑
j
pi,j(y, t− η) gj(x− y, η) dydη
]
which (3.7) shows is
=
∫ t
0
∫
R3
∑
j
pi,j(y, t− η) D
k
xgj(x− y, η) dydη
=
∫ t
0
∫
R3
( pi(y, t− η), D
k
xg(x− y, η) )2 dydη
We now establish (3.37). With (3.36) and (3.34)
∣∣ [Dkp ∗ g](t) ∣∣
L2
≤ 9
∫ t
0
sup
i
|pi(t− η)|L1 |D
kg(η)|L2 dη
and after summing over k
∣∣ p ∗ g(t) ∣∣
Hm
≤ 9
∫ t
0
sup
i
|pi(t− η)|L1
∑
k
|Dkg(η)|Hm dη
≤ 9
∫ t
0
sup
i
|pi(t− η)|L1 dη |g|Hm×[0,t]

4. P, G : Hm → Hm
This section establishes the existence of the Helmholtz-Hodge de-
composition4
v = Pv + Gv
of v ∈ H0 : R3 → R3 and shows that Pv is divergence free when v is
∈ H3 and that Gv is the gradient of a scalar when v is ∈ ∩m[H
m∩Wm,1].
4 [2] §1.8 and [4] §1.3 also discuss such decomposition.
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We begin with the definition
G†v(x) := (4π)−1
∫
R3
grad |z|−1 divx v(x− z) dz
(4.1)
for v ∈ ∩m[H
m ∩ Wm,1] and the definition of P†v for such v as the
solution of
v = P†v + G†v
(4.2)
We first show that P† and G† carry ∩m[H
m ∩Wm,1] → ∩mH
m and
that
|v|2Hm = |P
†v|2Hm + |G
†v|2Hm
(4.3)
Thereafter, we define operators P and G that extend P† and G†,
carry Hm → itself and satisfy
|v|2Hm = |Pv|
2
Hm + |Gv|
2
Hm
when v is ∈ Hm.
4.1. P† and G†.
Lemma 4.1. The operators P† and G† carry ∩m[H
m∩Wm,1]→ ∩mH
m.
and are linear on ∩m[H
m ∩Wm,1].
When v is ∈ ∩m[H
m∩Wm,1], G†v is the gradient of the ∩mH
m scalar
p̂v(x) := (4π)
−1
∫
R3
∑
i
∂i|z|
−1 vi(x− z) dz
(4.4)
and
div v = div G†v
(4.5)
Proof. (3.27) shows for each multi-index k that
Dkp̂v(x) is = (4π)
−1
∫
R3
∑
i
∂i|z|
−1 Dkxvi(x− z) dz
(4.6)
and is ∈ L2. Thus p̂v and grad p̂v are ∈ ∩mH
m.
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grad p̂v(x) which (3.27) shows is
= (4π)−1
∫
R3
∑
i
∂i|z|
−1 grad vi(x− z) dz
is with (3.29)
= (4π)−1
∫
R3
grad |z|−1 div v (x− z) dz
which is the (4.1) G†v.
Thus G†v is the gradient of the (4.4) scalar p̂v and is a well defined
member of ∩mH
m, and G† is linear on ∩m[H
m ∩ Wm,1]. (4.2) then
shows that P†v is ∈ ∩mH
m when v is ∈ ∩m[H
m ∩Wm,1] and that P†
is linear on ∩m[H
m ∩Wm,1].
We now establish (4.5). With (4.1), the kth component of G†v
[
G†v
]
k
=
∫
R3
∂k|z|
−1 div v(x− z) dz
Then with (3.27) and r > 0
div G†v =
∑
k
∂k
[
G†v
]
k
= (4π)−1
∑
k
∫
B(r)
∂k|z|
−1 ∂kdiv v(x− z) dz
+ (4π)−1
∫
R3\B(r)
∂k|z|
−1 ∂kdiv v(x− z) dz
(4.7)
The absolute value of the first (4.7) integral is
≤ [ .. ]
∑
k
∣∣∂k|z|−1∣∣L1(B(r)) |∂k div v|L∞
which with (3.25) is ≤ [ .. ](v) r.
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With the Gauss-Green theorem, the second (4.7) integral is
= (4π)−1
∫
R3\B(r)
∑
k
∂2k |z|
−1 divx v(x− z) dz
+ (4π)−1
∑
k
∫
∂B(r)
∂k|z|
−1 ~nk(z) divx v(x− z) dΣ(r)
(4.8)
~nk(z) is the k
th component of the outward pointing unit normal to
∂R3\B(r) at z.
We now show that the first line in (4.8) vanishes. With (3.24)∑
k
∂2k |z|
−1 =
∑
k
∂k
[
− zk/|z|
3
]
which with (3.26) is
=
[ ∑
k
−zk(−3zk/|z|
5)
]
−
∑
k
1/|z|3
= 3
∑
k
z2k/|z|
5 − 3/|z|3 = 0
In the second line in (4.8), ∂k|z|
−1 = −zk/r
3. (3.26). As z ∈
∂R3\B(r) implies |z| = r, the (4.8) ~nk(z) is = −zk/r and the sec-
ond line in (4.8) is
= (4π)−1
∫
∂B(r)
[∑
k
(−zk/r
3) (−zk/r)
]
divx v(x− z) dΣ(r)
= (4π)−1
∫
∂B(r)
∑
k
z2k/r
4 divx v(x− z) dΣ(r)
which as
∑
k z
2
k = r
2 is
= (4π)−1
∫
∂B(r)
r−2 divx v(x− z) dΣ(r)
(4.9)
As 4πr2 is the measure of ∂B(r)5 and divx v(x − z) is uniformly
continuous in z, Lemma 2.3, allowing r → 0 shows that
div G†v(x) = div v(x)
5 http://math2.org/math/geometry/areasvols.htm
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
4.2. P and G . We now define operators P and G that extend P† and
G† to H0.
Lemma 4.2. There are operators P and G on H0, that are equal to
P† and G† on ∩m[H
m ∩Wm,1], that carry each Hm → itself and that
are linear and bounded on each Hm.
When v is ∈ H0
v = Pv + Gv
(4.10)
When v is ∈ H3
div Pv = 0 and
(4.11)
Pv = v when div v = 0
(4.12)
When v and v̂ are ∈ H0
〈Pv,Gv̂ 〉R3 = 0 and
(4.13)
〈Pv, v̂ 〉R3 = 〈v,P v̂ 〉R3
(4.14)
When v is ∈ Hm and |k| is ≤ m
DkPv = PDkv
(4.15)
|v|2Hm = |Pv|
2
Hm + |Gv|
2
Hm
(4.16)
When v is ∈ H0 and β 6= 0, then
P
[
v(·β)
]
(x) =
[
Pv
]
(xβ)
(4.17)
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When v is ∈ ∩mH
m × [0,∞)
u(x, t) = [Pv(t)](x) is ∈ ∩mH
m × [0,∞)
(4.18)
Proof. We first establish this lemma except for (4.18) in the case (the
P†G† case) in which P† and G† replace P and G and v is ∈ ∩m[H
m ∩
Wm,1] without reference to the limitation until the analysis of such case
is complete.
Lemma 4.1 establishes (4.10). With (4.2)
div v = div P†v + div G†v
(4.5) then shows that div P†v = 0 and establishes (4.11). When div v =
0, G†v = 0. (4.1). Then as v = P†v + G†v, (4.2), (4.12) follows.
We now establish (4.13). As P†v and G†v̂ = grad pv̂ are ∈ ∩mH
m,
Lemma 4.1, the integral
〈P†v,G†v̂ 〉R3 = 〈P
†v, grad pv̂ 〉R3
is well defined, and after integrating by parts is
= (−1) 〈div P†v, pv̂ 〉R3
which with (4.11) vanishes. The proof of (4.13) is complete.
We now establish (4.14). As v and v̂ are ∈ ∩m[H
m ∩Wm,1]
〈v,P†v̂ 〉R3 = 〈P
†v + G†v,P†v̂ 〉R3
which as G†v is orthogonal to P†v̂, (4.13), is
= 〈P†v,P†v̂ 〉R3
In the same way
〈P†v, v̂ 〉R3 = 〈P
†v,P†v̂ 〉R3
We now establish (4.15). After differentiating (4.10)
Dkv = Dk
[
P†v
]
+Dk[G†v]
(4.19)
for for all k. After passing Dk under the integral sign in (4.1)
Dk[G†v] = (4π)−1
∫
R3
grad |z|−1 Dk div v(x− z) dz
34 GRAY JENNINGS
(3.27), which as Dk and div commute on v ∈ ∩m[H
m∩Wm,1] (a subset
of C∞) is
= (4π)−1
∫
R3
grad |z|−1 div Dkv(x− z) dz
which with the (4.1) definition of G†v is = G†[Dkv] which establishes
Dk[G†v] = G†
[
Dkv
]
which establishes part of (4.15).
Therewith, (4.19) implies
Dkv = Dk
[
P†v
]
+ G†
[
Dkv
]
(4.20)
As Dkv is a member of ∩m[H
m ∩Wm,1], its (4.10) decomposition is
Dkv = P†[Dkv] + G†[Dkv]
(4.20) then shows that
DkP†[v] = P†[Dkv]
We now establish (4.16). As Dkv is ∈ ∩m[H
m ∩Wm,1], (4.10) estab-
lishes
|Dkv|2L2 = 〈P
†Dkv + G†Dkv,P†Dkv + G†Dkv〉R3
which with common algebra is
= |P†Dkv|2L2 + 〈P
†Dkv,G†Dkv〉R3
+ 〈G†Dkv,P†Dkv〉R3 + |G
†Dkv|2L2
The second and third summands vanish. (4.13). Thus
|Dkv|2L2 = |D
kP†v|2L2 + |D
kG†v|2L2
As P† and G† commute with Dk in this case, (4.15)
|Dkv|2L2 = |P
†Dkv|2L2 + |G
†Dkv|2L2
Summing over k establishes
|v|2Hm = |P
†v|2Hm + |G
†v|2Hm
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We now establish (4.17). With the (4.10) decomposition of v at xβ
v(xβ) = [P†v] (xβ) + grad p (xβ)
= [P†v] (xβ) + grad
[
p(xβ) β−1
]
The first summand in the last line is a divergence free function that
is ∈ ∩mH
m, (4.12), and the second summand in the last line is the
gradient of the scalar α p(xβ) β−1 which is ∈ ∩mH
m. (4.4).
As v(xβ) is also ∈ C∞o , its (4.10) decomposition into the sum of an
∩mH
m divergence free function and the gradient of a ∩mH
m scalar is
v(xβ) = P† [ v(xβ) ] + grad q
The difference of such two expansions of v(xβ) decomposes the func-
tion that is = 0 into the sum of two mutually orthogonal vectors. A
modification of the proof of (4.16) shows that each of such two orthog-
onal vectors is = 0.
We now extend P† and G†. As P† and G† are uniformly bounded on
∩m[H
m∩Wm,1] in the H0 norm, (4.16), such operators extend pursuant
to general principles (which we explain in the next paragraph) to linear,
bounded operators P and G that are defined on H0, the closure of
∩m[H
m ∩Wm,1] in the H0 norm.
Pv is defined to be the limit in the H0 norm of any sequence P†vn
where each vn is ∈ ∩m[H
m ∩Wm,1] and the sequence vn → v in the
H0 norm. As P† is linear and bounded, the limit is independent of the
sequence. When v is ∈ ∩m[H
m ∩Wm,1], the sequence vn = v shows
that P = P† on ∩m[H
m ∩Wm,1]. We define G on H0 in the same way.
For v ∈ Hm, there is a sequence vn ∈ C∞o ⊂ ∩m[H
m ∩Wm,1] that
→ v in the Hm norm, and as a result → v in the H0 norm. As the
limit of P†vn in the Hm norm is equal to the limit of P†vn in the H0
norm, the latter limit is = Pv ∈ Hm when v is ∈ Hm.
We now establish this lemma for P and G. For v ∈ H0 we let
vn ∈ C∞o → v in the H
0 norm. The P†G† case of this lemma establishes
vn = P†vn + G†vn
As P†vn → Pv and G†vn → Gv in the H0 norm, passing to the limit
establishes (4.10) in the general case.
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(4.11) and (4.12) so follow by passing to the limit in the H3 norm.
(4.13) through (4.15) follow by passing to the limit in the H0 norm.
(4.16) follows by passing to the limit in the Hm norm.
We now establish (4.17) in the general case. We let vn ∈ C∞o → v in
the L2 norm. As P = P† on C∞o
[Pvn] (xβ) = P [vn(·β) ]
(4.21)
We next show that the limit in the L2 norm of the left side of (4.21)
is [Pv](xβ). We begin with
| [Pvn](xβ)− [Pv](xβ) |L2
≤
[ ∫
R3
| [Pvn](xβ)− [Pv](xβ) |2 d[xβ] β−3
]1/2
≤ |Pvn − Pv|L2 β
−3/2
≤ |vn − v|L2 β
−3/2
which → 0 as vn → v in the L2 norm.
The showing that the limit in the L2 norm of the right side of (4.21)
is = P [v(·β)] goes in the same way.
A variation of the proof of (3.19) establishes (4.18). 
5.
∫ b
a
∫
R3
P̂
[
∂jK
†(t− η)
]
(y) g(x− y, η) dydη
This section first obtains upper bounds for certain norms of DkKi(t)
and of PDkKi(t). Thereafter, we obtain upper bounds for norms of
functions of x that are of the form∫ b
a
∫
R3
P̂
[
∂jK
†(t− η)
]
(y) g(x− y, η) dydη
for t fixed and then show how to integrate by parts in the integral over
R3.
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5.1. K(y,t). The function
K(y, t) = (4πt)−3/2 exp(−|y|2/4t)
is the fundamental solution of the heat equation on R3 in which the
viscosity ν = 1. When t is > 0
∂tK(y, t) = ∆K(y, t) and
(5.1)
|K(t)|L1 =
∫
R3
K(y, t) dy = 1
(5.2)
[2] Lemma 1.16 establishes (5.1). [5] § 2.3.1.a Lemma establishes (5.3).
We later use (5.2) on occasion without reference thereto.
5.2. Norms of Ki(t);PKi(t).
Lemma 5.1. When t is > 0
|PDkKi(t)|L2 ≤ |D
kKi(t)|L2 = [ ... ]5.3,k t
−|k|/2−3/4
(5.3)
and
|DkKi(t)|L1 = [ ... ]5.4,k t
−|k|/2
(5.4)
Thus Ki(t) and PKi(t) are ∈ ∩mH
m, and Ki(t) is also ∈ ∩mW
m,1.
Proof. With
K(y, t) = [ ... ] exp(−|yt−1/2|2/4) t−3/2
and ξ = yt−1/2 ∈ R3
∂yjK(y, t)
= [ ... ] ∂ξj exp(−|ξ|
2/4) ∂ξj/∂yj t
−3/2
= [ ... ] ∂j exp(−|ξ|
2/4) 2−1 ξj t
−1/2 t−3/2
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Induction on the absolute value of the multi-index k establishes
DkyK(y, t) = t
−|k|/2−3/2
[
qk(ξ) exp (−|ξ|
2/4)
]
(5.5)
where qk(ξ) is a polynomial in the components of ξ = yt
−1/2 of order
|k|. Therewith
|DkK(t)|L2 =
[ ∫
R3
K(y, t)2 dy
]1/2
≤ t−|k|/2−3/2
[ ∫
R3
[
qk(ξ) exp (−|ξ|
2/4)
]2
d[yt−1/2] t3/2
]1/2
= t−|k|/2−3/2
[ ∫
R3
[
qk(ξ) exp (−|ξ|
2/4)
]2
dξ
]1/2
t3/4
≤ [ .. ] t−|k|/2−3/4
(5.6)
As the vector Ki has only one non-zero component and P̂ does not
increase an L2 norm, (4.2), the (5.6) inequality implies (5.3). In addi-
tion, (5.5) implies (5.4). 
5.3. |P∂jK
i(t− η)|L1 ≤ [ .. ]5.7 (t− η)
−1/2.
Lemma 5.2. When t is > 0
|P∂jK
i(t− η)|L1 ≤ [ .. ]5.7 (t− η)
−1/2
(5.7)
∫ t
t−∆t
|P∂jK
i(t− η)|L1 dη ≤ [ .. ]5.8 ∆t
1/2 and
(5.8)
∫ t
0
|P∂jK
i(t− η)|L1(|y|≥R†) dη ≤ [ .. ]5.9(t, R
†)
which → 0 as R† →∞ with t fixed
(5.9)
Proof. Without loss, we establish (5.7) with t in place of t − η. With
the definition of the sparse Ki in the paragraph that contains (1.4) and
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the (2.1) definition of the sparse [ ... ]i
P
[
∂jK
i(y, t)
]
= [ .. ] P
[
t−3/2
[
yjt
−1/2
]
exp (−| yt−1/2 |2/4)
]i
(y)
which with (4.17) is
= [ .. ] t−2 P
[
yj exp (−| y|
2/4)
]i (
yt−1/2
)
After integrating with respect to y
|P∂jK
i(t)|L1
= [ .. ] t−2
∫
R3
∣∣ P[yj exp (−|y|2/4)]i(yt−3/2) ∣∣1 d[yt−3/2] t3/2
which after changing variables is
= [ .. ] t−1/2
∫
R3
∣∣P[yj exp (−|y|2/4)]i(y)∣∣1 dy
The Helmholtz-Hodge decomposition of[
yj exp (−|y|
2/4)
]i
= 2 ∂yj
[
exp (−|y|2/4)
]i
establishes
[ .. ] |P∂jK
i(t)|L1
≤ t−1/2
[ ∣∣ yj[ exp (−|y|2/4)]i∣∣L1 + 2 ∣∣ G [∂yj exp (−| y|2/4)]i ∣∣L1
]
which with (5.4) is
≤ t−1/2
[
[ .. ] + 2
∣∣ G [∂yj exp (−| y|2/4)]i ∣∣L1
]
As ∂yj exp (−|y|
2/4) is ∈ ∩m[H
m ∩Wm,1], Lemma 5.1, (4.1) estab-
lishes∑
k
∣∣ [G ∂yj exp (−|y|2/4)]k ∣∣L1
≤
∑
k
∣∣∣ ∫
R3
∂zk |z|
−1 divy
[
∂yj exp (−|y − z|
2/4)
]i
dz
∣∣∣
L1(y∈R3)
which as only the ith component of [ ... ]i is non-zero is
≤
∑
k
∣∣∣ ∫
R3
∂zk |z|
−1 ∂yi∂yj exp (−|y − z|
2/4) dz
∣∣∣
L1(y∈R3)
(5.10)
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We let α(ξ) be a non-negative, scalar valued C∞ function of ξ ∈
[0,∞) that is = 1 on [0, 1], decreases from 1 to 0 on [1, 2] and is = 0
on [2,∞), and we let β(ξ) be the solution of
α(ξ) + β(ξ) = 1
(5.11)
β(ξ) is thus a non-negative, scalar valued C∞ function of ξ ∈ [0,∞)
that is = 0 on [0, 1], increases from 0 to 1 on [1, 2] and is = 1 on [2,∞).
Therewith, each of the three integrals in (5.10) is
=
∫
R3
∂zk [α(|z|)|z|
−1] ∂yi∂yj exp (−|y − z|
2/4) dz
+
∫
R3
∂zk [ β(|z|)|z|
−1 ] ∂zi∂zj exp (−|y − z|
2/4) dz
(5.12)
The chain rule changed the ∂yi∂yj that otherwise would have appeared
in the last line of (5.12) to ∂zi∂zj .
As α(|z|) vanishes outside of the annulus 0 ≤ |z| ≤ 2, the upper
bound for the L1 norm of the convolution of two scalar valued functions
each of which is ∈ L1 as the product of the L1 norm of each function
shows that each (5.12) α-integral is
≤
[ ∣∣ ∫
|z|≤1
[ .. ] |z|−2 dz
∣∣+ ∣∣ ∫
1≤|z|≤2
[ .. ]5.13(z) dz
∣∣
L1
]
∣∣∂yi∂yj exp (−|y|2/4)∣∣L1
(5.13)
where [ .. ]5.13(z) is continuous and uniformly bounded on the compact
annulus 1 ≤ |z| ≤ 2.
(3.25) shows that | |z|−2 |L1(|z|≤1) is < ∞. | [ .. ]5.13(z) |L1(1≤|z|≤2)
is < ∞ as [ .. ]5.13(z) is uniformly bounded on the compact annulus
1 ≤ |z| ≤ 2. The last integral in (5.13) is also <∞. (5.4).
With the Gauss-Green theorem, a (5.12) β-integral is
=
∫
R3
∂zj∂zi∂zk [ β(|z|)|z|
−1 ] exp (−|y − z|2/4) dz
The boundary terms vanish as β(|z|) = 0 when |z| ≤ 1 and exp (−|y−
z|2/4) decays exponentially as z → 0 with y fixed.
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As β(|z|) vanishes on the annulus 0 ≤ |z| ≤ 1, the L1 norm of a
(5.12) β-integral is
≤
∫
1≤|z|≤2
[ .. ]5.14(z) exp (−|y − z|
2/4) dz
+
∣∣ ∫
2≤|z|
∂zj∂zi∂zk |z|
−1 exp (−|y − z|2/4) dz
∣∣
L1(y∈R3)
(5.14)
where [ .. ]5.14(z) is a continuous and uniformly bounded function on
the compact annulus 1 ≤ |z| ≤ 2.
Thus the L1 norm of each (5.12) β-integral is
≤
[
| [ .. ]5.14(z) |L1(1≤|z|≤2) + | ∂zj∂zi∂zk |z|
−1 |L1(1≤|z|)
]
| exp (−|y|2/4)|L1
which is <∞. (3.5), (5.4). We have established (5.7).
We use the (5.7) inequality to establish (5.8). As the (5.9) integrand
is bounded by the (5.8) integrand which is integrable and the (5.9) inte-
grand → 0 pointwise as R† →∞, the dominated convergence theorem
establishes (5.9). 
5.4.
∫ b
a
∫
R3
P̂
[
∂jK
†(t− η)
]
(y) [uv] (x− y, η) dydη. We now use (5.3)
and (5.7) to apply Lemma 3.5 with the matrix
〈
pi,j(t − η)〉 equal to
P̂
[
∂jK
†(t− η)
]
.
Lemma 5.3. Let 0 ≤ t−∆t < t ≤ T , u, v and g carry : R3×[0, t]→ R3
and the functionals of u,v, or g that appear in this lemma or the proof
thereof be <∞. Then∣∣∣ ∫ t
t−∆t
∫
R3
P̂
[
∂jK
†(t− η)
]
(y) [Jγ(uj) v] (x− y, η) dydη
∣∣∣
L∞
≤ [ .. ]5.23 ∆t
1/2 |Jγ(uj)|L∞×[t−∆t,t] |v|L∞×[t−∆t,t]
≤ [ .. ]5.23 ∆t
1/2 |uj|L∞×[t−∆t,t] |v|L∞×[t−∆t,t]
(5.15)
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∣∣∣ ∫ t−∆t
0
∫
R3
P̂∂jK
†(y, t− η) [(Jγ(uj)− uj) u] (x− y, η) dydη
∣∣∣
L∞
≤ [ .. ]5.16 (t−∆t)
1/2 |Jγ(uj)− uj |L∞×[0,t] |u|L∞×[0,t]
(5.16)
∣∣∣ ∫ t−∆t
0
∫
R3
P̂
[
Dk∂jK
†(t− η)
]
(y) [Jγ(uj) u] (x− y, η) dydη
∣∣∣
L∞
≤ [ .. ]5.24 ∆t
−|k|/2−1/4 |uj|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
(5.17)
∣∣∣ ∫ t
t−∆t
∫
R3
P̂
[
∂jK
†(t− η)
]
(y) [Jγ(uj) u] (x− y, η) dydη
∣∣∣
L2
≤ [ .. ]5.25 ∆t
1/2 |uj|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
(5.18)
∣∣∣ ∫ t−∆t
0
∫
R3
P̂Dk∂jK
†(t− η)
]
(y) [Jγ(uj) u] (x− y, η) dydη
∣∣∣
L2
≤ [ .. ]5.26,k ∆t
−|k|/2−1/4 |uj|L2×[t−∆t,t] |u|L2×[t−∆t,t]
(5.19)
If Dkg is ∈ L2, then
Dkx
[ ∫ t
t−∆t
∫
R3
P̂∂jK
†(y, t− η) g(x− y, η) dydη
]
=
∫ t
t−∆t
[ ∫
R3
P̂∂jK
†(y, t− η) Dkxg (x− y, η) dy
]
dη
(5.20)
∣∣∣ ∫ t
0
∫
R3
P̂∂jK
†(y, t− η) [Jγ(uj) u] (x− y, η) dydη
∣∣∣
Hm
≤ [ .. ]5.27 t
1/2 |u|2Hm×[0,t]
(5.21)
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and∣∣∣ ∫ t
0
∫
R3
P̂∂jK
†(y, t− η) [ Jγ(uj)u− Jγ(vj)v ] (x− y, η) dydη
∣∣∣
Hm
≤ [ .. ]5.28 t
1/2 |u− v|Hm×[0,t] max [ |u|Hm×[0,t] |v|Hm×[0,t] ]
(5.22)
Proof. Herein, we use (3.16) (Jγ does not increase an L
∞ norm) and
(3.17) (Jγ does not increase an H
m norm) without reference thereto.
We first establish (5.15). With (3.32), the left side of (5.15) is
≤ sup
i
∫ t
t−∆t
| P̂∂jK
i(t− η)|L1 | [Jγ(uj) v](η) |L∞ dη
which with (5.8) is
≤ [ .. ]5.23 ∆t
1/2 |Jγ(uj)|L∞×[t−∆t,t] |v|L∞×[t−∆t,t]
≤ [ .. ]5.23 ∆t
1/2 |uj|L∞×[t−∆t,t] |v|L∞×[t−∆t,t]
(5.23)
(5.16) follows from a variation of the proof of (5.15).
We now establish (5.17). With (3.33), the left side of (5.17) is
≤ sup
i
∫ t−∆t
0
|P̂Dk∂jK
i(t− η)|L2 |Jγ(uj) u(η)|L2 dη
which with (5.3) is
≤
∫ t−∆t
0
[ .. ] (t− η)−|k|/2−5/4 dη |Jγ(uj)|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
≤ [ .. ]5.24 ∆t
−|k|/2−1/4 |uj|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
(5.24)
We now establish (5.18). With (3.34), the left side of (5.18) is
≤ [ .. ]
∫ t
t−∆t
[ .. ]5.7 (t− η)
−1/2 dη |Jγ(uj)|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
≤ [ .. ]5.25 ∆t
1/2 |uj|L∞×[0,t−∆t] |u|L2×[0,t−∆t]
(5.25)
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We now establish (5.19). With (3.35), the left side of (5.19) is
≤ [ .. ]
∫ t−∆t
0
|P̂Dk∂jK
†(t− η)|L2 |Jγ(uj)u(η)|L1 dη
which with (5.3) and a Holder inequality is
≤ [ .. ]5.26,k ∆t
−|k|/2−1/4 |uj|L2×[0,t−∆t] |u|L2×[0,t−∆t]
(5.26)
As P̂∂jK
i(t) is ∈ L1, (3.36) establishes (5.20).
We now establish (5.21). With (3.37), the left side of (5.21) is
≤ [ .. ]
∫ t
0
|P̂∂jK
i(t− η)|L1 dη |uju|Hm×[0,t]
which with (5.7) and (2.22) is
≤ [ .. ]
∫ t
0
(t− η)−1/2 dη |uj|Hm×[0,t] |u|Hm×[0,t]
≤ [ .. ]5.27 t
1/2 |u|2Hm×[0,t]
(5.27)
We now establish (5.22). With (3.37), the left side of (5.22) is
≤ [ .. ]5.27 t
1/2 | [Jγ(uj)− Jγ(vj)] u+ Jγ(vj) [u− v] |Hm×[0,t]
which with (2.22) is
≤ [ .. ] t1/2 | Jγ(uj)− Jγ(vj)|Hm |u|Hm + |Jγ(vj)|Hm |u− v|Hm
≤ [ .. ] t1/2 |uj − vj |Hm×[0,t] |u|Hm×[0,t] + |vj|Hm×[0,t] |u− v|Hm×[0,t]
≤ [ .. ]5.28 t
1/2 |u− v|Hm×[0,t] max [ |u|Hm×[0,t] |v|Hm×[0,t] ]
(5.28)

5.5. Integration by parts.
Lemma 5.4. Let g be ∈ Hm × [0, t] and η and 0 < t − η ≤ t. Then
when |k| is ≤ m∫
R3
P̂
[
∂jK
†(t− η)
]
(y) Dkxg (x− y, η) dy
(5.29)
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is
=
∫
R3
P̂
[
Dky∂jK
†(t− η)(y)
]
g(x− y, η) dy
(5.30)
is also
=
∫
R3
P̂
[
DkyK
†(t− η)
]
(y) ∂xjg(x− y, η) dy
(5.31)
which when |k| is ≤ m − 1 and I is the 3 × 3 diagonal matrix with 1
on the diagonal is
=
∫
R3
K(y, t− η)I P̂
[
Dkx∂jg(η)
]
(x− y) dy
(5.32)
Proof. When η is ∈ [0, t) and |k| ≤ m, the chain rule establishes
Dkxg (x− y, η) = (−1)
|k| Dkyg(x− y, η)
As P̂
[
∂jK
i
]
is ∈ ∩mH
m, Lemma 5.1, integration by parts in the (5.29)
integral (each of the pertinent functions is ∈ L2), (2.10), and (4.15)
(Dky commutes with P̂) establishes (5.30).
As ∂j commutes with D
k and P̂, integration by parts twice in (5.30)
establishes (5.31).
The ith component of (5.31), which is∫ t
0
∫
R3
(
P̂
[
DkyK
it− η)
]
(y), ∂jg(x− y, η)
)
2
dydη
(1.4), is after moving Dky to the left of P̂ and integration by parts
=
∫ t
0
[ ∫
R3
(
P̂
[
Ki(t− η)
]
(y), Dky∂jg(x− y, η)
)
2
dy
]
dη
when |k| is ≤ m− 1.
As P̂ is symmetric in the L2 inner product, (4.14), the foregoing
double integral is
=
∫ t
0
∫
R3
(
Ki(y, t− η), P̂
[
Dky∂jg(η)
]
(x− y)
)
2
dydη
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and as only the ith component of Ki is non-zero, the ith component of
(5.31) is
=
∫ t
0
∫
R3
K(y, t− η) P̂
[
Dky∂jg(η)
]
i
(x− y)
]
dydη
which completes the proof of (5.32). 
6. Local-in-time solutions of an integral equation
We now establish for uo ∈ ∩mH
m,df , γ ≥ 0 and m ≥ 7 the existence
of Tm6.17(uo) > 0 that is independent of γ and of a function u
m,γ ∈
Hm,df × [0, Tm6.17(uo)] that satisfies the (6.1)γ integral equation
um,γ(x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) [Jγ(u
m,γ
j ) u
m,γ] (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(6.1)
where it is defined. Thereafter, we obtain a uniqueness result for certain
solutions of a (6.1)γ integral equation.
In the following sections, we use the convention
Jγ(uj) u (x− y, η) := [Jγ(uj) u] (x− y, η)
to simplify the prose.
We identify each um,γ as a fixed point of the operator Sγ . When u
is ∈ Hm × [0, T ] and (x, t) is ∈ R3 × [0, T ]
Sγ(u)(x, 0) := uo(x)
and when x is ∈ R3 and t is ∈ (0, T ]
Sγ(u)(x, t) :=
∫ t
0
∫
R3
∑
j
[
P̂∂jK
†(t− η)
]
(y) Jγ(uj) u (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(6.2)
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Lemma 6.1. Let uo be ∈ ∩mH
m,df , γ be ≥ 0, m be ≥ 7 and T be > 0.
Then Sγ carries H
m × [0, T ] into Hm,df × [0, T ].
Proof. For u ∈ Hm×[0, T ], the use of (5.21) in the (6.2) double integral
and the use of (3.7) in the single integral show that
|Sγ(u)|Hm×[0,T ] ≤ [ .. ]6.3 T
1/2 |u|2Hm×[0,T ] + |uo|Hm
(6.3)
Thus Sγ(u)(t) is ∈ H
m when t is ∈ [0, T ].
We now show that Sγ(u) isH
m continuous on [0, T ]. With customary
algebra
Sγ(u)(x, t+∆t)− Sγ(u)(x, t)
=
∫ t+∆t
∆t
∫
R3
∑
j
P̂
[
∂jK
†(t +∆t− η)
]
(y)
[
Jγ(uj) u (x− y, η)− Jγ(uj) u (x− y, η −∆t)
]
dydη
+
∫ ∆t
0
∫
R3
∑
j
P̂
[
∂jK
†(t+∆t− η)
]
(y) Jγ(uj) u (x− y, η) dydη
+
∫
R3
[
K(y, t+∆t)−K(y, t)
]
uo(x− y) dy
(6.4)
when 0 < t < t+∆t ≤ T and x ∈ R3.
(5.22) shows that the Hm norm of the first double integral in (6.4)
is
≤ [ .. ] T 1/2 sup
η∈[∆t,T ]
|u(η)− u(η −∆t)|Hm |u|Hm×[0,T ]
which as u is Hm continuous on [0, T ] and |u|Hm×[0,T ] is <∞ is
= o6.5(∆t)
(6.5)
With (5.21), the Hm norm of the second double integral in (6.4) is
≤ [ .. ] ∆t1/2 |u|2Hm×[0,T ] ≤ o6.6(∆t)
(6.6)
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With the fundamental theorem of the calculus, the single integral in
(6.4) is
=
∫
R3
[ ∫ t+∆t
t
∂tK(y, η) dη
]
uo(x− y) dy
which with (5.1) is
=
∫
R3
[ ∫ t+∆t
t
∆K(y, η) dη
]
uo(x− y) dy
and which after using Fubini’s theorem to reverse the order of integra-
tion and then integrating by parts is
=
∫ t+∆t
t
∫
R3
K(y, η) ∆uo (x− y) dydη
(3.37) then shows that the Hm norm of the single integral in (6.4) is
≤ [ .. ] ∆t |∆uo|Hm ≤ [ .. ]6.7 ∆t |uo|Hm+2
(6.7)
As a result, when 0 < t < t +∆t ≤ T
|Sγ(u)(t+∆t)− Sγ(u)(t)|Hm
≤ o6.5(∆t) + o6.6(∆t) + [ .. ]6.7 ∆t |∆uo|Hm
and Sγ(u) is H
m continuous on the half-open interval (0, T ). With
T = t+∆t fixed, allowing ∆t→ 0 shows that Sγ(u) is H
m continuous
at t = T .
We now show that Sγ(u)(t) is H
m continuous at t = 0. With a
variation of (6.4) and customary algebra
|Sγ(u)(∆t)− uo|Hm
≤ o6.8(∆t) + |
∫
R3
[
K(y,∆t) uo(x− y) dy − uo(x) |Hm(x∈R3)
(6.8)
That the second term on the right side → 0 as ∆t→ 0 follows from
our showing in the next few paragraphs that∣∣∣ ∫
R3
K(y,∆t)
[
Dkuo(x− y)−D
kuo(x)
]
dy
∣∣∣
L2(x∈R3)
→ 0 as ∆t→ 0
(6.9)
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for each multi-index k for which |k| ≤ m.
With r > 0, the left side of (6.9) is
≤
∣∣∣ ∫
y∈B(r)
K(y,∆t)
[
Dkuo(x− y)−D
kuo(x)
]
dy
∣∣∣
L2(x∈R3)
+
∣∣∣ ∫
y∈R3\B(r)
K(y,∆t)
[
Dkuo(x− y)−D
kuo(x)
]
dy
∣∣∣
L2(x∈R3)
(6.10)
With (3.5), the first line in (6.10) is
≤ |K(∆t)|L1 sup
y∈B(r)
∣∣Dkuo(x− y)−Dkuo(x)∣∣L2(x∈R3)
which with the fundamental theorem of the calculus is
≤ sup
y∈B(r)
∣∣ ∫ 1
0
(
grad Dkuo(x− θy), y
)
2
dθ
∣∣
L2(x∈R3)
which with (2.4) is
≤ sup
y∈B(r)
∣∣ ∫ 1
0
| grad Dkuo(x− θy)| |y|2 dθ
∣∣
L2(x∈R3)
where |y|2 is ≤ r and which with a Holder inequality in the integral
with respect to θ is
≤ sup
y∈B(r)
[ ∣∣∣ [ ∫ 1
0
| grad Dkuo(x− θy)|
2
2 dθ
]1/2 [ ∫ 1
0
12dθ
]1/2 ∣∣∣
L2(x∈R3)
]
r
which is
≤ sup
y∈B(r)
[ ∫
R3
[ ∫ 1
0
| grad Dkuo(x− θy)|
2
2 dθ
]
dx
]1/2
r
which with Fubini’s theorem is
≤ sup
y∈B(r)
[ ∫ 1
0
[ ∫
R3
| grad Dkuo(x− θy)|
2
2 dx
]
dθ
]1/2
r
which as the interior integral is independent of θy is
≤
[ ∫ 1
0
|grad Dkuo|
2
L2 dθ
]1/2
r = |grad Dkuo|L2 r
which → 0 as r → 0.
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With (3.4), the second line in (6.10) is
≤
∫
R3\B(r)
K(y,∆t) dy 2 |Dkuo|L2
which with ξ = y∆t−1/2 is
≤ [ .. ](uo)
∫
|ξ|2≥r2/∆t
exp (−|ξ|2/4) dξ
which → 0 as ∆t→ 0 for r > 0 fixed.
As we have established (6.9), S(u) is Hm continuous on [0, T ].
We now show that Sγ(u) is divergence free on R
3 × [0, T ]. As
Sγ(u) (0) = uo, it is divergence free at t = 0. Then with (5.32),
we write
Sγ(u)(x, t)
=
∫ t
0
∫
R3
K(y, t− η) P
[∑
j
∂j
[
Jγ(uj)u
]
(η)
]
(x− y) dydη
+
∫
R3
K(y, t) uo(x− y) dy
when t is ∈ (0, T ].
(5.20) and (3.7) show that the operator divx passes under the integral
signs above. That is
divx Sγ(u) (x, t)
=
∫ t
0
∫
R3
K(y, t− η) divx
[
P
[∑
j
∂j
[
Jγ(uj)u
]
(η)
] ]
(x− y) dydη
+
∫
R3
K(y, t) divx uo (x− y) dy
(6.11)
for such t. As uo is divergence free, the last line of the right side of
(6.11) vanishes.
When t is ∈ (0, T ], u(t) is ∈ H7, [Jγ(uj) u](t) is also ∈ H
7, (3.18),
and
∑
j ∂j [Jγ(uj)u](t) is ∈ H
6. Lemma 2.1. Therewith
P̂
[∑
j
∂j [Jγ(uj)u ](t)
]
is ∈ H6
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(4.16). As div P̂
[∑
j ∂j [Jγ(uj)u(t)]
]
= 0, (4.11), the first line on the
right side of (6.11) vanishes. 
We now establish the existence of the functions um,γ that we dis-
cussed at the beginning of this section.
Lemma 6.2. Let uo be ∈ ∩mH
m,df , γ be ≥ 0 and m be ≥ 7. Then
there is a Tm6.17(uo) > 0 that is independent of γ and a u
m,γ ∈ Hm,df ×
[0, Tm6.17(uo)] that where it is defined satisfies the integral equation
um,γ(x, t)
=
∫ t
0
∫
R3
∑
j
[
P̂∂jK
†(t− η)
]
(y) Jγ(u
m,γ
j ) u
m,γ (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(6.12)
Tm6.17(uo) does not increase as m increases.
Proof. For T > 0, we let Um× [0, T ] be the non-empty subset of Hm×
[0, T ] the members u of which satisfy
|u|Hm×[0,T ] ≤ 2 |uo|Hm
(6.13)
When u is ∈ Um × [0, T ], (6.3) shows that∣∣Sγ(u)∣∣Hm×[0,T ] ≤ [ .. ]6.3 T 1/2 |u|2Hm×[0,T ] + |uo|Hm
which with (6.13) is
≤
[
[ .. ]6.14 T
1/2 |uo|Hm
]
|uo|Hm + |uo|Hm
(6.14)
With u and v ∈ Um × [0, T ], the (6.2) definition of Sγ shows that
Sγ(u)(x, t)− Sγ(v)(x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y)
[
Jγ(uj) u (x− y, η)− Jγ(vj) v (x− y, η −∆t)
]
dydη
(6.15)
when 0 < t ≤ T and x ∈ R3.
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The use of (5.22) in the (6.15) double integral and (6.13) show that∣∣Sγ(u)− Sγ(v)∣∣Hm×[0,T ] ≤ [ .. ] T 1/2 |u− v|Hm×[0,T ] 2 |uo|Hm
≤
[
[ .. ]6.16 T
1/2 |uo|Hm
]
|u− v|Hm×[0,T ]
(6.16)
With [ .. ]6.17 as a number for which
[ .. ]6.14 [ .. ]
1/2
6.17 ≤ 1 and
[ .. ]6.16 [ .. ]
1/2
6.17 ≤ 2
−1
then
Tm6.17(uo) = [ .. ]6.17 / |uo|
2
Hm
(6.17)
does not increase as m increases and satisfies
[ .. ]6.14 T
m
6.17(uo)
1/2 |uo|Hm ≤ 1 and
[ .. ]6.16 T
m
6.17(uo)
1/2 |uo|Hm ≤ 2
−1
(6.18)
(6.14) then shows that∣∣Sγ(u)∣∣Hm×[0,Tm6.17(uo)] ≤ |uo|Hm + |uo|Hm = 2 |uo|Hm
and (6.16) shows that∣∣Sγ(u)− Sγ(v)∣∣Hm×[0,Tm6.17(uo)] ≤ 2−1 ∣∣u− v∣∣Hm×[0,Tm6.17(uo)]
As a result, Sγ carries U
m× [0, Tm6.17(uo)] into itself and is a contraction
thereon in the norm on Hm × [0, Tm6.17(uo)].
As Um × [0, Tm6.17(uo)] is a closed subset of the Banach space H
m ×
[0, Tm6.17(uo)], Lemma 2.2, the contraction mapping theorem establishes
the existence of a function um,γ ∈ Um × [0, Tm6.17(uo)] that is a fixed
point of Sγ and thus satisfies (6.12).
As um,γ = Sγ(u
m,γ), the latter of which is divergence free, Lemma
6.1, um,γ is divergence free. 
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The next lemma is infrastructure for the proof in Lemma 6.4 of a
uniqueness result for certain solutions of a (6.1)γ integral equation.
Lemma 6.3. For t > 0 and γ < 0∫ t
0
(t− η)−1/2 exp ([t− η]γ) dη ≤ [ .. ] |γ|−1/2
(6.19)
Proof. The left side of (6.19) is
=
∫ t
0
( [t− η]|γ| )−1/2 |γ|1/2 exp (−[t− η]|γ| ) d([t− η]|γ|) (−1) |γ|−1
which after changing variables is
≤ |γ|−1/2
∫ t|γ|
0
η−1/2 exp (−η) dη
≤ |γ|−1/2
∫ ∞
0
η−1/2 exp (−η) dη ≤ [ .. ] |γ|−1/2

Therewith we obtain
Lemma 6.4. Let uo ∈ ∩mH
m and u and v be uniformly bounded,
continuous solutions of the integral equation
u(x, t) =
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγ(uj) u (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(6.20)
on R3 × [0, T ]. Then u(x, t) = v(x, t) on R3 × [0, T ].
Proof. We begin with[
u− v
]
(x, t)
=
∫ t
0
∫
R3
∑
j
P̂∂jK
†(y, t− η)
[
Jγ(uj)u− Jγ(vj)v
]
(x− y, η) dydη
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With γ < 0 and customary algebra[
u− v
]
(x, t) exp (tγ)
=
∫ t
0
∫
R3
∑
j
P̂∂jK
†(y, t− η) exp ([t− η]γ)
exp (ηγ)
[
(Jγ(uj)− Jγ(vj)) u+ vj (u− v)
]
(x− y, η) dydη
As u, v are uniformly bounded on R3× [0, T ], (5.7) and (3.16) imply∣∣ [u− v] exp (tγ) ∣∣
L∞
≤ [ .. ]
∫ t
0
(t− η)−1/2 exp ([t− η]γ)[
sup
η∈[0,t]
∣∣ [u− v](η) exp (ηγ) ∣∣
L∞
|u|L∞×[0,t]
+ |v|L∞×[0,t] sup
η∈[0,t]
| [u− v](η) exp (ηγ) |L∞
]
As the right side is a non-decreasing function of t, Lemma 6.3 estab-
lishes
sup
t∈[0,T ]
∣∣ [u− v] exp (tγ) ∣∣
L∞
≤ |γ|−1/2 [ .. ](|u|L∞×[0,T ], |v|L∞×[0,T ]) sup
η∈[0,T ]
| [u− v](η) exp (ηγ) |L∞
Choosing |γ| sufficiently large completes the proof. 
7. ∂tu
m,γ(x, t) + P
[∑
j Jγ(u
m,γ
j ) ∂ju
m,γ(t)
]
(x) = ∆um,γ(x, t)
We now show that each um,γ of Lemma 6.2 has on the strip R3 ×
[0, T γ6.17(uo)) where it is defined a continuous derivative ∂tu
m,γ and sat-
isfies the (7.1)γ pde
∂tu
m,γ(x, t) + P
[∑
j
Jγ(u
m,γ
j ) ∂ju
m,γ(t)
]
(x) = ∆um,γ(x, t)
um,γ(x, 0) = uo(x)
(7.1)
We also obtain in this section a uniqueness result for certain solutions
of the (7.1)γ pde.
C∞ SOLUTIONS OF NAVIER-STOKES PDE ON R3 × [0,∞) 55
Lemma 7.1. Let uo be ∈ ∩mH
m, h be ∈ H6 × [0, T ] and u be ∈
H7 × [0, T ] and be on the strip R3 × [0, T ] a solution of the integral
equation
u(x, t) =
∫ t
0
∫
R3
K(y, t− η) h(x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(7.2)
Then on R3 × [0, T ] u has a continuous derivative ∂tu and satisfies
the pde
∂tu(x, t)− h(x, t) = ∆u(x, t)
u(x, 0) = uo(x)
(7.3)
Proof. As u is ∈ H7 × [0, T ] and h is ∈ H6 × [0, T ]
each of u, h and ∆u is ∈ H4 × [0, T ]
and is uniformly continuous on R3 × [0, T ], Lemma 2.3
(7.4)
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With x ∈ R3 and 0 < t∗ < t < t+∆t < T , the (7.2) integral equation
shows that
∆t−1
[
u(x, t+∆t)− u(x, t)
]
− h(x, t)−∆u(x, t)
= ∆t−1
∫ ∆t+t
t
∫
R3
K(y, t+∆t− η) h(x− y, η) dydη
+∆t−1
∫ t
t∗
∫
R3
[
K(y, t+∆t− η) −K(y, t− η)
]
h(x− y, η) dydη
+∆t−1
∫ t∗
0
∫
R3
[
K(y, t+∆t− η) −K(y, t− η)
]
h(x− y, η) dydη
+∆t−1
∫
R3
[
K(y, t+∆t)−K(y, t)
]
uo(x− y) dy
− h(x, t)
−∆
[ ∫ t
0
∫
R3
K(y, t− η) h(x− y, η) dydη +
∫
R3
K(y, t) uo(x− y) dy
]
(7.5)
With ∆x > 0, the first and the fifth lines on the right side of (7.5)
are
= ∆t−1
∫ t+∆t
t
∫
y∈B(∆x)
K(y, t+∆t− η)
[
h(x− y, η)− h(x, η)
]
dydη
+∆t−1
∫ t+∆t
t
[ ∫
y∈R3\B(∆x)
K(y, t+∆t− η)
[
h(x− y, η)− h(x, η)
]
dy
]
dη
+∆t−1
∫ t+∆t
t
∫
R3
K(y, t+∆t− η)
[
h(x, η)− h(x, t)
]
dydη
(7.6)
C∞ SOLUTIONS OF NAVIER-STOKES PDE ON R3 × [0,∞) 57
as (5.2) shows that
h(x, t) =
[
∆t−1
∫ t+∆t
t
∫
R3
K(y, t+∆t− η) dydη
]
h(x, t)
The uniform continuity of h, (7.4), shows that the absolute value of
the first and third double integrals in (7.6) is
= o7.6a(∆x) + o7.6b(∆t)
The absolute value of the second double integral in (7.6) is
≤ ∆t−1
∫ t+∆t
t
[ ∫
y∈R3\B(∆x)
K(y, t+∆t− η) dy
]
dη 2 |h|L∞×[0,T ]
which with ξ(η) = y/[ t+∆t− η ]1/2 and dy = dξ [ t+∆t− η ]3/2 is
≤ [ .. ](h, T ) ∆t−1
∫ t+∆t
t
[ ∫
y∈R3\B(∆x)
exp (−|ξ|2/4) dξ
]
dη
In such integral, |y| is ≥ ∆x and
|ξ|2 = |y|2/[ t+∆t− η ]
is ≥ ∆x2/[ t+∆t− η ] ≥ ∆x2/∆t
as η is ∈ [t, t+∆t] shows that t− η is ≤ 0.
Thus the absolute value of such second double integral is
≤ [ .. ](h, T )
∫
|ξ|2>∆x2/∆t
K∗(ξ) dξ = o7.7(∆t/∆x
2)
(7.7)
which → 0 as ∆t/∆x2 → 0.
Thus the absolute value of the first and the fifth lines on the right
side of (7.5) is
≤ o7.6a(∆x) + o7.6b(∆t) + o7.7(∆t/∆x
2)
which with ∆x = ∆t1/4 is
≤ o7.8(∆t)
(7.8)
independent of t∗.
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As |K(y, t + ∆t − η) − K(y, t − η)|L1 ≤ 2 for t ∈ [t
∗, t), (5.2), the
absolute value of second line on the right side of (7.5) which is
∆t−1
∫ t
t∗
∫
R3
[
K(y, t+∆t− η) −K(y, t− η)
]
h(x− y, η) dydη
is ≤ ∆t−1 [t− t∗] 2 [ ≤ |h|L∞×[0,T ] ]
which with (2.11) is
≤ [ .. ] ∆t−1 [t− t∗] [ ≤ |h|H2×[0,T ] ]
(7.9)
The third line on the right side of (7.5) is
∆t−1
∫ t∗
0
∫
R3
[
K(y, t+∆t− η) −K(y, t− η)
]
h(x− y, η) dydη
(7.10)
Therein, t+∆t− η and t− η are each > 0 as η is ≤ t∗ < t.
Fubini’s theorem and the fundamental theorem of the calculus then
show that such third line is
= ∆t−1
∫ t∗
0
∫
R3
[ ∫ ∆t
0
∂tK(y, t+ β − η) h(x− y, η) dβ
]
dydη
which with Fubini’s theorem, (5.1), and integration by parts is
= ∆t−1
∫ ∆t
0
[ ∫ t∗
0
[ ∫
R3
K(y, t+ β − η) ∆h(x− y, η) dy
]
dη
]
dβ
(7.11)
which with another application of Fubini’s theorem is
=
∫ t∗
0
[ ∫
R3
[
∆t−1
∫ ∆t
0
K(y, t+ β − η) dβ
]
∆h(x− y, η) dy
]
dη
In the same way, the fourth line on the right side of (7.5)
∆t−1
∫
R3
[
K(y, t+∆t)−K(y, t)
]
uo(x− y) dy
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is
= ∆t−1
∫
R3
[ ∫ ∆t
0
∂tK(y, t+ β) dβ
]
uo(x− y) dy
=
∫
R3
[
∆t−1
∫ ∆t
0
K(y, t+ β) dβ
]
∆uo(x− y) dy
The sixth line on the right side of (7.5) which is
−∆
[ ∫ t
0
∫
R3
K(y, t− η) h(x− y, η) dydη +
∫
R3
K(y, t) uo(x− y) dy
]
is after passing the differential operator ∆ under the integral sign,
(5.20) and (3.7)
= −
∫ t
t∗
∫
R3
K(y, t− η) ∆h(x− y, η) dydη
−
∫ t∗
0
∫
R3
K(y, t− η) ∆h(x− y, η) dydη
−
∫
R3
K(y, t) ∆uo(x− y) dy
which as in the analysis of the second line on the right side of (7.5) is
= [ .. ] [t− t∗] [ ≤ |∆h|L∞×[0,T ]]
−
∫ t∗
0
∫
R3
K(y, t− η) ∆h(x− y, η) dydη
−
∫
R3
K(y, t) ∆uo(x− y) dy
Below, we use |∆h|L∞×[0,T ] ≤ [ .. ] |h|H4×[0,T ].
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The foregoing analysis of (7.5) shows for (x, t) ∈ R3 × (0, T ) that
∆t−1
[
u(x, t+∆t)− u(x, t)
]
− h(x, t)−∆u(x, t)
= o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] [ ≤ |h|H2×[0,T ] ]
+
∫ t∗
0
[ ∫
R3
[
∆t−1
∫ ∆t
0
K(y, t+ β − η) dβ
]
∆h(x− y, η) dy
]
dη
+
∫
R3
[
∆t−1
∫ ∆t
0
K(y, t+ β) dβ
]
∆uo(x− y) dy
+ [ .. ] [t− t∗] [ ≤ |h|H4×[0,T ] ]
−
∫ t∗
0
∫
R3
K(y, t− η) ∆h(x− y, η) dydη
−
∫
R3
K(y, t) ∆uo(x− y) dy
(7.12)
which with customary algebra is
= o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] [ ≤ |h|H4×[0,T ] ]
+
∫ t∗
0
[ ∫
R3
[
∆t−1
∫ ∆t
0
[K(y, t+ β − η)−K(y, t− η)] dβ
]
∆h(x− y, η) dy
]
dη
+
∫
R3
[
∆t−1
∫ ∆t
0
[K(y, t+ β)−K(y, t)] dβ
]
∆uo(x− y) dy
(7.13)
which with the fundamental theorem of the calculus and Fubini’s the-
orem is
= o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] [ ≤ |h|H4×[0,T ] ]
+ ∆t−1
∫ ∆t
0
∫ t∗
0
∫ β
0
[ ∫
R3
∂tK(y, t+ θ − η) ∆h(x− y, η) dy
]
dθdηdβ
+ ∆t−1
∫ ∆t
0
∫ β
0
[ ∫
R3
∂tK(y, t+ θ) ∆uo(x− y) dy
]
dθdβ
(7.14)
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which with (5.1) and after integration by parts is
= o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] [ ≤ |h|H4×[0,T ] ]
+ ∆t−1
∫ ∆t
0
∫ t∗
0
∫ β
0
[ ∫
R3
K(y, t+ θ − η) ∆2h(x− y, η) dy
]
dθdηdβ
+ ∆t−1
∫ ∆t
0
∫ β
0
[ ∫
R3
K(y, t+ θ) ∆2uo(x− y) dy
]
dθdβ
(7.15)
With (5.2), the absolute value of (7.15) is
≤ o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] |h|H4×[0,T ]
+∆t [ .. ] |∆2h|L∞×[0,T ] t
∗ +∆t [ .. ] |∆2uo|L∞
which as |∆2h|L∞×[0,T ] is ≤ [ .. ] |∆
2h|H2×[0,T ], (2.11), which is ≤
|h|H6×[0,T ] and in the same way, |∆
2uo|L∞×[0,T ] ≤ ... establishes
∆t−1
[
u(x, t+∆t)− u(x, t)
]
− h(x, t)−∆u(x, t)
≤ o7.8(∆t) + [ .. ](∆t
−1) [t− t∗] |h|H4×[0,T ]
+∆t [ .. ] |∆2h|L∞×[0,T ] t
∗ +∆t [ .. ] |∆2uo|L∞
(7.16)
Then allowing t∗ → t with ∆t fixed establishes
∆t−1
[
u(x, t+∆t)− u(x, t)
]
− h(x, t)−∆u(x, t)
≤ ∆t [ .. ] |∆2h|L∞×[0,T ] t+∆t [ .. ] |∆
2uo|L∞
Allowing ∆t→ 0+ shows that
lim
∆t→0+
∆t−1
[
u(x, t+∆t)− u(x, t)
]
= h(x, t) + ∆u(x, t)
(7.17)
when (x, t) is ∈ R3 × (0, T ).
With 0 < t∗ < t − ∆t < t < T , a variation of the analysis that
established (7.16) shows that the absolute value of
∆t−1
[
u(x, t)− u(x, t−∆t)
]
− h(x, t−∆t)−∆u(x, t−∆t)
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is
= o(∆t) + [ .. ](∆t−1) [ t−∆t− t∗ ] |h|H4×[0,T ]
+∆t [ .. ] |h|H6×[0,T ] t
∗ +∆t [ .. ] |uo|H6
for x ∈ R3 and 0 < t∗ < t−∆t < t < T .
With ∆t fixed, we first allow t∗ → t−∆t. Thereafter
∆t−1
[
u(x, t)− u(x, t−∆t)
]
− h(x, t−∆t)−∆u(x, t−∆t)
= o(∆t)] + ∆t [ .. ] |h|H6×[0,T ] t
∗ +∆t [ .. ] |uo|H6
As u(x, t) and h(x, t) are uniformly continuous on R3× [0, T ], (7.4),
allowing ∆t→ 0 establishes
lim
∆t→0+
∆t−1
[
u(x, t)− u(x, t−∆t)
]
= h(x, t) + ∆u(x, t)
which shows that
lim
∆t→0−
∆t−1
[
u(x, t+∆t)− u(x, t) ] = h(x, t) + ∆u(x, t)
(7.18)
and establishes
∂tu(x, t) = h(x, t) + ∆u(x, t)
(7.19)
for (x, t) ∈ R3 × (0, T ).
Then for x ∈ R3 and to < t where each is ∈ [0, T ]
u(x, t)− u(x, to)
=
∫ t
to
∂tu(x, η) dη =
∫ t
to
[
h(x, η) + ∆u(x, η)
]
dη
(7.20)
As u, ∆u(x, t) and h(x, t) are uniformly continuous on R3 × [0, T ],
(7.4), passing to the limit in (7.24) establishes
u(x, t)− u(x, 0) =
∫ t
0
[
h(x, η) + ∆u(x, η)
]
dη
for (x, t) ∈ R3×(0, T ). Dividing by t> 0 and allowing t→ 0 establishes
∂tu(x, 0) = h(x, 0) + ∆u(x, 0)
and extends (7.19) to R3 × [0, T ).
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In the same way, (7.19) then extends to R3 × [0, T ]. 
Lemma 7.2. Let uo be ∈ ∩mH
m,df , γ be ≥ 0, u be ∈ H7 × [0, T ] and
be a solution of the integral equation
u(x, t) =
∫ t
0
∫
R3
P̂
[∑
j
∂jK
†(t− η)
]
(y) [Jγ(uj) u] (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(7.21)
on R3 × [0, T ].
Then u has where it is defined a continuous derivative ∂tu and is a
solution of the pde
∂tu(x, t) + P
[∑
j
[Jγ(uj)∂ju] (t)
]
(x) = ∆u(x, t)
u(x, 0) = uo(x)
(7.22)
on R3 × [0, T ]
Proof. With (5.32), u(x, t) not only satisfies the (7.21) integral equation
but also satisfies
u(x, t) =
∫ t
0
∫
R3
K(y, t− η) P̂
[∑
j
[Jγ(uj) ∂ju] (η)
]
(x− y) dydη
+
∫
R3
K(y, t) uo(x− y) dy
As ∂ju is ∈ H
6× [0, T ], P̂
[∑
j
[
Jγ(uj) ∂ju
]
is ∈ H6× [0, T ]. Lemma
2.1 and (4.16). This lemma is a corollary of Lemma 7.1. 
We now establish a converse of Lemma 7.2.
Lemma 7.3. Let u ∈ H7× [0, T ] have a continuous derivative ∂tu and
satisfy the pde
∂tu(x, t) + P
[∑
j
[Jγ(uj)∂ju] (t)
]
(x) = ∆u(x, t)
u(x, 0) = uo(x)
on R3 × [0, T ].
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Then u satisfies the integral equation
u(x, t) =
∫ t
0
∫
R3
P̂
[∑
j
∂jK
†(t− η)
]
(y) [Jγ(uj) u] (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
on R3 × [0, T ].
Proof. As the function P
[∑
j [Jγ(uj)∂ju] (t)
]
(x) is continuous on R3×
[0, T ], Lemma 2.3, our showing herein that if u is ∈ H7 × [0, T ], has
on R3 × [0, T ] a continuous derivative ∂tu and satisfies
∂tu(x, t)− h(x, t) = ∆u(x, t)
u(x, 0) = uo(x)
(7.23)
Then u satisfies
u(x, t) =
∫ t
0
∫
R3
K(y, t− η) h(x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(7.24)
on R3 × [0, T ] establishes this lemma.
For (x− y, η) ∈ R3 × [0, T ], we write the (7.23) pde as
∂ηu(x− y, η) = h(x− y, η) + ∆u (x− y, η)
and then with t ∈ [0, T ], multiply by K(y, t − η) and integrate for
(y, η) ∈ R3 × [0, t− ǫ], ǫ > 0 to obtain∫ t−ǫ
0
[ ∫
R3
K(y, t− η) ∂ηu(x− y, η) dy
]
dη
=
∫ t−ǫ
0
[ ∫
R3
K(y, t− η) h(x− y, η) dy
]
dη
+
∫ t−ǫ
0
[ ∫
R3
K(y, t− η) ∆xu (x− y, η) dy
]
dη
(7.25)
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With Fubini’s theorem, the first line in (7.25) is
∫
R3
[ ∫ t−ǫ
0
K(y, t− η) ∂ηu(x− y, η) dη
]
dy
After integrating by parts in (7.25) and using (−1) ∂η
[
K(y, t− η) =
∂t
[
K(y, t − η) and integrating by parts in the last line on the right
side of (7.24)
∫ t−ǫ
0
∫
R3
∂tK(y, t− η) u(x− y, η) dydη
+
∫
R3
K(y, ǫ) u(x− y, t− ǫ) dy
−
∫
R3
K(y, t− ǫ) uo(x− y) dy
=
∫ t−ǫ
0
∫
R3
K(y, t− η) h(x− y, η) dydη
+
∫ t−ǫ
0
∫
R3
∆yK(y, t− η) u(x− y, t) dydη
The second and third lines on the left side are boundary terms.
As the first line on the left side is equal to the last line on the right
side, (5.1), customary algebra establishes∫
R3
K(y, ǫ) u(x− y, t) dy
+
∫
R3
K(y, ǫ)
[
u(x− y, t− ǫ)− u(x− y, t)
]
dy
=
∫ t−ǫ
0
∫
R3
K(y, t− η) h(x− y, η) dydη
+
∫
R3
K(y, t− ǫ) uo(x− y) dy
The first term on the left side of (7.25a) → the delta functional at
y = 0. Thus the uniform continuity of u on R3 × [0, T ], Lemma 2.3,
shows that the left side of such equation → u(x, t) as ǫ → 0. Passing
to the limit establishes
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u(x, t) =
∫ t
0
∫
R3
K(y, t− η) h(x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
for (x, t) ∈ R3 × [0, T ]. 
We now show that anH7×[0, T ] solution of the (7.23) pde is uniquely
determined by its initial condition uo.
Lemma 7.4. Let T be > 0 each of u and v be ∈ H7 × [0, T ] have a
continuous derivative with respect to t and be a solution of the pde
∂tu(x, t) + P
[∑
j
Jγ(uj)∂ju(t)
]
(x) = ∆u(x, t)
u(x, 0) = uo(x)
on R3 × [0, T ]. Then u = v on R3 × [0, T ].
Proof. Lemma 7.3 shows that each of u and v satisfies the integral
equation
u(x, t) =
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγ(uj) u (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(7.26)
As each of u and v is uniformly bounded on R3 × [0, T ], (2.11), and is
where it is defined continuous, Lemma 2.3, Lemma 6.4 completes the
proof. 
We establish the next lemma in a generality that permits its use in
a later section when ν need not be = 1.
Lemma 7.5. Let γ be ≥ 0, ν be > 0 and u be ∈ H7,df (uo)× [0, T
†) and
where it is defined have a continuous derivative ∂tu and be a solution
of the pde
∂tu(x, t) +
∑
j
P
[
Jγ(uj)∂ju (t)
]
(x) = ν∆u(x, t)
u(x, 0) = uo(x)
(7.27)
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Then for T ∈ [0, T †)
∣∣u(T )|2L2 + 2ν
∫ T
0
∑
j
〈∂ju, ∂ju〉R3 (t) dt = |uo|
2
L2
(7.28)
Proof. With (7.27) and (3.22)
(∑
j Jγ(uj)∂ju =
∑
j ∂j
[
Jγ(uj)u
])
0 =
∫ T
0
∫
R3
(
u, ∂tu) (x, t) dxdt
+
∫ T
0
∫
R3
(
u(x, t),P
[∑
j
2−1
[
Jγ(uj)∂ju+ ∂j
[
Jγ(uj)u
]
(t)
]
(x)
)
− ν∆u(x, t)
)
2
dxdt
As ∂tu is continuous, (u, ∂tu)2 = 2
−1 ∂t(u, u)2. As ∂tu is continuous,
(7.27), we write each double integral as an iterated integral, and as P
is symmetric in the 〈·, ·〉R3 inner product
0 =
∫
R3
[ ∫ T
0
2−1 ∂t
(
u, u)2 (x, t) dt
]
dx
+
∫ T
0
[ ∫
R3
(
Pu,
∑
j
2−1
[
Jγ(uj)∂ju+ ∂j [Jγ(uj)u]
])
2
dx
]
dt
− ν
∫ T
0
[ ∫
R3
(u(x, t),∆u
)
2
(x, t) dx
]
dt
for T ∈ [0, T †). As P fixes the divergence free u(t), (4.12), we obtain
after integrating by parts
0 = 2−1
[ ∫
R3
(u, u)2 (x, T )− (uo, uo) (x) dx
]
+ 2−1
[ ∫ T
0
〈 u,
∑
j
Jγ(uj)∂ju 〉R3 (t) dt−
∫ T
0
〈
∑
j
Jγ(uj)∂ju, u 〉R3 (t)
]
dt
+ ν
∫ T
0
∑
j
〈∂ju, ∂ju〉R3 (t) dt
As the terms in the second line combine to zero
0 =
∣∣u(T )|2L2 − |uo|2L2 + 2ν
∫ T
0
∑
j
〈∂ju, ∂ju〉R3 (t) dt
for T ∈ [0, T †). 
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8. u = u(x, t; uo) ∈ ∩mH
m,df × [0, Tbup(uo))
We now show for uo ∈ ∩mH
m,df and γ ≥ 0 that there is a single
function
uγ ∈ ∩mH
m × [0, T γbup(uo))
that has a continuous derivative ∂tu
γ and satisfies the (8.1)γ pde
∂tu
γ(x, t) +
∑
j
P
[
Jγ(u
γ
j ) ∂ju
γ(t)
]
(x) = ∆uγ(x, t)
uγ(x, 0) = uo(x)
(8.1)
on the strip R3 × [0, T γbup(uo)).
We begin by defining Tm,γbup (uo) for m ≥ 7 and γ ≥ 0 to be the
supremum of those values of T > 0 for which there is a function um,γ,T ∈
Hm,df× [0, T ] that has a continuous derivative ∂tu
m,γ,T and satisfies the
(8.1)γ pde on R
3 × [0, T ]. Tm,γbup (uo) is > 0 because u
m,γ of Lemma 6.2
is such a function on the non-trivial strip R3 × [0, Tm6.17(uo)].
When ∆T is > 0, um,γ,T and um,γ,T+∆T are equal to each other on
R3 × [0, T ]. Lemma 7.4. As a result, the functions um,γ,T identify a
function (without loss, um,γ) that has a continuous derivative ∂tu
m,γ,
satisfies the (8.1)γ pde on R
3 × [0, Tm,γbup (uo)) and with (7.29) satisfies
|um,γ|L2×[0,Tm,γ
bup
(uo)) ≤ |uo|L2
(8.2)
The Lemma 7.4 uniqueness result also shows that u7,γ = um,γ when m
is > 7 on the strip where u7,γ and um,γ are both defined.
The first two lemmas of this section show that
|um,γ|L∞×[0,T ] →∞ as T → a finite T
m,γ
bup (uo)
As |u7,γ|L∞×[0,T ] = |u
m,γ|L∞×[0,T ] for those values of T for which u
7,γ
and um,γ are defined, T 7,γbup(uo) = T
m,γ
bup (uo) for m > 7.
We let T γbup(uo) > 0 be the common value of T
m,γ
bup (uo) and u
γ be
the common value of um,γ on R3 × [0, Tm,γbup (uo)). As u
γ is = each um,γ
for each m > 7, uγ is ∈ ∩m[H
m,df × [0, T γbup(uo))], has a continuous
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derivative ∂tu
γ and satisfies the (8.1)γ pde where it is defined. We also
show that T γbup(uo) is =∞ when γ is > 0 and that
|uγ=0|L∞×[0,T ] →∞ as T → a finite T
γ=0
bup (uo)
Lemma 8.1. Let uo be ∈ ∩mH
m,df , m be ≥ 7, γ be ≥ 0 and Tm,γbup (uo)
be <∞. Then |um,γ(T )|Hm and |u
m,γ|L∞×[0,T ] →∞ as T → T
m,γ
bup (uo).
Proof. If |um,γ(T )|Hm does not →∞ as T → a finite T
m,γ
bup (uo), there is
a sequence Tm,γn that increases to that T
m,γ
bup (uo) and for which
|um,γ(Tm,γn )|Hm ≤ [ .. ]m,8.3 <∞
(8.3)
We let u†,n be the function that is = um,γ on R3× [0, Tm,γn ] and that
with
∆T = [ .. ]6.17 / [ .. ]
2
m,8.3 is > 0
and is independent of n
(8.4)
is on R3× [Tm,γn , T
m,γ
n +∆T ] the function ∈ H
m,df × [Tm,γn , T
m,γ
n +∆T ]
that is the solution where it is defined of the (8.1)γ pde the value of
which at Tm,γn is = u
m,γ(Tm,γn ), Lemma 6.2,
The composite u†,n has a continuous derivative ∂tu
†,n and is a solution
of the (8.1)γ pde on R
3× [0, Tm,γn +∆T ] the initial condition of which is
uo. Moreover, u
†,n is ∈ Hm,df× [0, Tm,γn +∆T ] as the triangle inequality
shows that it is Hm continuous on R3 × [0, Tm,γn +∆T ].
The definition of um,γ then shows that Tm,γn +∆T is ≤ T
m,γ
bup (uo). As
Tm,γn → T
m,γ
bup (uo) and ∆T is independent of n
Tm,γn +∆T is > T
m,γ
bup (uo)
when n is sufficiently large.
The contradiction shows that |um,γ(T )|L∞ → ∞ as T → T
m,γ
bup (uo).
As |um,γ(T )|L∞ ≤ |u
m,γ|L∞×[0,T ], the proof is complete. 
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Lemma 8.2. Let uo be ∈ ∩mH
m,df , m be ≥ 7, γ be ≥ 0 and Tm,γbup (uo)
be <∞. Then
|um,γ|L∞×[0,T ] →∞ as T → T
m,γ
bup (uo)
(8.5)
Proof. As Tbup(uo) = ∞ when uo = 0, we assume without loss that
uo 6= 0. Our proof herein that
|um,γ|Hm×[0,T ] is <∞ when |u
m,γ|L∞×[0,T ] is <∞
(8.6)
shows that |um,γ|L∞×[0,T ] →∞ as or before |u
m,γ|Hm×[0,T ] →∞
As |um,γ|L∞×[0,T ] is ≤ [ .. ] |u
m,γ|Hm×[0,T ], (2.11), |u
m,γ|L∞×[0,T ] →
∞ as or after |um,γ|Hm×[0,T ] →∞ which shows that |u
m,γ|L∞×[0,T ] →∞
as |um,γ|Hm×[0,T ] →∞ which with Lemma 8.1 establishes (8.5).
We establish (8.6) in the balance of this proof. When |k| is ≤ m and
m is ≥ 7, um,γ satisfies
um,γ(x, T )
=
∫ T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) [Jγ(u
m,γ
j ) u
m,γ] (x− y, η) dydη
+
∫
R3
K(y, T ) uo(x− y) dy
for T for which um,γ is defined. Lemma 7.3. As Dk passes under each
integral sign, (5.20), (3.7)
Dkum,γ(x, T )
=
∫ T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Dk[Jγ(u
m,γ
j ) u
m,γ] (x− y, η) dydη
+
∫
R3
K(y, T ) Dkuo(x− y) dy
(8.7)
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After expanding Dkx
[
Jγ(u
m,γ
j ) u
m,γ
]
, Lemma 2.1, and moving Dk and
Dα to the right of Jγ , (3.18)
Dkum,γ(x, T )
=
∫ T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y)
[
Jγ(u
m,γ
j ) D
kum,γ + [Jγ(D
kum,γj )] u
m,γ (x− y, η)
+
∑
α+β=k
1≤|α|,|β|≤|k|−1
c(α, β, k) [Jγ(D
αum,γj )] D
βum,γ (x− y, η)
]
dydη
+
∫
R3
K(y, T ) Dkuo(x− y) dy
(8.8)
As um,γ is ∈ Hm × [0, Tm.γbup (uo)), |D
kum,γ(T )|L∞ is < ∞ when |k| is
≤ m− 2 and um,γ is defined for such T. (2.11).
The use of (5.15) and (3.16) in the (8.8) double integral and the use
of (3.2) in the single integral establishes∣∣Dkum,γ(T )∣∣
L∞
≤ [ .. ]8.9 T
1/2 2 |um,γ|L∞×[0,T ] |D
kum,γ|L∞×[0,T ]
+ [ .. ]8.9 T
1/2
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ |Dkuo|L∞
(8.9)
for such values of T.
As um,γ is ∈ Hm×[0, Tm,γbup (uo)), |u
m,γ|L∞×[0,T ] is a continuous function
of T where um,γ is defined, Lemma 2.3
[ .. ]8.9 T
1/2 2
∣∣um,γ∣∣
L∞×[0,T ]
is a continuous, increasing function of T ∈ [0, Tm,γbup (uo)), and there is
at most one T †(m, γ) ∈ [0, Tm,γbup (uo)) for which
[ .. ]8.9 T
†(m, γ)1/2 2
∣∣um,γ∣∣
L∞×[0,T †]
= 2−1
(8.10)
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In the case (the ”first case”) in which there is not such a T †(m, γ)
[ .. ]8.9 T
m,γ
bup (uo)
1/2 2
∣∣um,γ∣∣
L∞×[0,T †]
≤ 2−1 and
[ .. ]8.9 T
m,γ
bup (uo)
1/2 ≤ 4−1
∣∣um,γ∣∣−1
L∞×[0,T †]
≤ 4−1 |uo|
−1
L∞
(8.11)
and for T for which um,γ is defined
[ .. ]8.9 T
1/2 ≤ 4−1 |uo|
−1
L∞
and (8.9) then implies∣∣Dkum,γ(T )∣∣
L∞
≤ 2−1 |Dkum,γ|L∞×[0,T ]
+ 4−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ |Dkuo|L∞
As the right side is a non-decreasing function of T, it is also an upper
bound for |Dkum,γ|L∞×[0,T ]. Then with customary algebra
|Dkum,γ|L∞×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ 2 |Dkuo|L∞
(8.12)
for |k| ≤ m− 2 and T for which um,γ is defined.
In the case (the ”second case’) in which there is one such T †(m, γ)
[ .. ]8.9 T
†(m, γ)1/2 = 4−1
∣∣um,γ|−1L∞×[0,T ] ≤ 4−1 |uo|−1L∞
(8.13)
and T ∈ [0, T †(m, γ)] implies
[ .. ]8.9 T
1/2 ≤ 4−1 |uo|
−1
L∞
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and as in (8.12)
|Dkum,γ|L∞×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ 2 |Dkuo|L∞
(8.14)
for |k| ≤ m− 2 and T ∈ [0, T †(m, γ)].
On the other hand, T > T †(m, γ) implies
[ .. ]8.9 T
1/2 2
∣∣um,γ∣∣
L∞×[0,T †]
> 2−1
(8.15)
Then for T > T †(m, γ), we let ∆T be the positive solution of
[ .. ]8.9 ∆T
1/2 2
∣∣um,γ∣∣
L∞×[0,T ]
= 2−1
(8.16)
Such ∆T is < T , (8.10) and (8.15), and satisfies
4 [ .. ]8.9
∣∣um,γ∣∣
L∞×[0,T ]
= ∆T−1/2
(8.17)
and
[ .. ]8.9 ∆T
1/2 ≤ 4−1 |uo|
−1
L∞
(8.18)
As 0 < T −∆T < T , we rewrite the (8.8) integral equation as
Dkum,γ(x, T )
=
∫ T
T−∆T
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Dk [Jγ(u
m,γ
j ) u
m,γ] (x− y, η) dydη
+
∫ T−∆T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Dk [Jγ(u
m,γ
j ) u
m,γ] (x− y, η) dydη
+
∫
R3
K(y, T ) Dkuo(x− y) dy
(8.19)
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After expanding Dk [Jγ(u
m,γ
j ) u
m,γ], moving Dk and Dα to the right of
Jγ in the first double integral, and integrating by parts in the second
double integral, (5.30)
Dkum,γ(x, T )
=
∫ T
T−∆T
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y)
[
Jγ(u
m,γ
j ) D
kum,γ +
[
Jγ(D
kum,γj )
]
um,γ
+
∑
α,β
c(α, β, k) Jγ(D
αum,γj ) D
βum,γ
]
(x− y, η) dydη
+
∫ T−∆T
0
∫
R3
∑
j
P̂
[
Dk∂jK
†(T − η)
]
(y) Jγ(u
m,γ
j ) u
m,γ(x− y, η) dydη
+
∫
R3
K(y, T ) Dkuo(x− y) dy
(8.20)
The use of (5.15) and (3.16) in the first (8.20) double integral, (5.17)
in the second double integral and (3.2) in the single integral establishes
∣∣Dkum,γ(T )∣∣
L∞
≤ [ .. ]8.9 ∆T
1/2 2 |um,γ|L∞×[0,T ] |D
kum,γ|L∞×[0,T ]
+ [ .. ]8.9 ∆T
1/2
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ [ .. ]8.21 ∆T
−|k|/2−1/4 |um,γ|L∞×[0,T ] |u
m,γ|L2×[0,T ]
+ |Dkuo|L∞
(8.21)
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With (8.16) in the first line on the right side, (8.18) in the second
line, and (8.17) and (8.2) in the third line∣∣Dkum,γ(T )∣∣
L∞
≤ 2−1 |Dkum,γ|L∞×[0,T ]
+ 4−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Dαum,γ|L∞×[0,T ] |D
βum,γ
∣∣
L∞×[0,T ]
+ [ .. ]8.21 [ 4 [ .. ]8.21 ]
|k|+1/2 |um,γ|
|k|+1/2
L∞×[0,T ] |u
m,γ|L∞×[0,T ] |uo|L2
+ |Dkuo|L∞
(8.22)
As the right side of (8.22) is a non-decreasing function of T, it is an
upper bound for
∣∣Dkum,γ(T )∣∣
L∞×[0,T ]
. Then with customary algebra
∣∣Dkum,γ∣∣
L∞×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α+β=k
1≤|α|,|β|≤|k|−1
c(α, β, k) |Dαum,γ
∣∣
L∞×[0,T ]
∣∣Dβum,γ∣∣
L∞×[0,T ]
+ [ .. ]8.23(|k|) |u
m,γ|
|k|+3/2
L∞×[0,T ] |uo|L2 + 2 |D
kuo|L∞
(8.23)
for T ∈ (T †(m, γ), Tm,γbup (uo)).
(8.14) extends the (8.23) inequality to T for which um,γ is defined in
the second case. (8.12) shows that Dkum,γ satisfies (8.23) for such T
in the first case.
As the (8.23) sum over α + β = k has no summand when |k| = 1∣∣∂jum,γ∣∣L∞×[0,T ] ≤ [ .. ]8.24 ∣∣um,γ∣∣5/2L∞×[0,T ] |uo|L2 + |∂juo|L∞
(8.24)
Such inequality is the first step in establishing by induction on |k| ∈
[2, m− 2] that
|Dkum,γ|L∞×[0,T ] is <∞ when |u|L∞×[0,T ] is <∞
(8.25)
for |k| ∈ [1, m− 2] and T ∈ [0, Tm,γbup (uo)).
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When |k| is ∈ [2, m − 2], the right side of (8.23) is < ∞ when
|um,γ|L∞×[0,T ] is < ∞ because such right side contains functionals of
um,γ that the induction hypothesis shows are <∞ when |um,γ|L∞×[0,T ]
is <∞.
As um,γ is ∈ Hm × [0, Tm,γbup (uo)), |D
kum,γ(T )|L2 is finite when |k|
is ∈ [0, m] and um,γ is defined for such T. We divide the analysis
|Dkum,γ(T )|L2 into the two cases that we considered above.
In the first case, the use of (5.18) in the (8.8) double integral and the
use of (3.4) in the (8.8) single integral with a variation of the analysis
that we used above establishes
|Dkum,γ|L2×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Jγ(D
αum,γ) Dβum,γ
∣∣
L2×[0,T ]
+ 2 |Dkuo|L2
(8.26)
for |k| ≤ m and T for which um,γ is defined.
We now develop estimates in the second case. With the use of (5.18),
(8.16) and (8.18) in the (8.8) double integral and (3.4) in the (8.8) single
integral, a variation of the analysis that we used above establishes
|Dkum,γ|L2×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α,β
c(α, β, k) |Jγ(D
αum,γ) Dβum,γ
∣∣
L2×[0,T ]
+ 2 |Dkuo|L2
(8.27)
for |k| ≤ m and T ∈ [0, T †(m, γ)].
With the use of (5.18), (8.16) and (8.18) in the first (8.20) double
integral, (5.19), (8.2) and (8.17) in the second (8.20) double integral
and (3.4) in the (8.20) single integral, a variation of the analysis that
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we used above establishes∣∣Dkum,γ∣∣
L2×[0,T ]
≤ 2−1 |uo|
−1
L∞
∑
α+β=k
1≤|α|,|β|≤|k|−1
c(α, β, k) |Jγ(D
αum,γj ) D
βum,γ
∣∣
L2×[0,T ]
+ [ .. ]8.28(|k|) |u
m,γ|
|k|+1/2
L∞×[0,T ] |uo|
2
L2 + 2 |D
kuo|L2
(8.28)
for |k| ≤ m and T ∈ (T †(m, γ), Tm,γbup (uo)).
(8.27) shows that um,γ satisfies (8.28) for T where um,γ is defined in
the second case. (8.26) shows that |Dkum,γ|L2×[0,T ] satisfies (8.28) for
the same T in the first case.
A traditional inequality and (3.16) show that every (8.28)
|Jγ(D
αum,γj ) D
βum,γ|L2×[0,T ]
≤ sup
|α|≤m−2
|Dαum,γ
∣∣
L∞×[0,T ]
sup
|β|≤|k|−1
|Dβum,γ
∣∣
L2×[0,T ]
≤ [ .. ]8.29(T ) sup
|β|≤|k|−1
|Dβum,γ
∣∣
L2×[0,T ]
(8.29)
with which (8.28) establishes∣∣Dkum,γ∣∣
L2×[0,T ]
≤ [ .. ]8.30(uo, T ) sup
|β|≤|k|−1
|Dβum,γ
∣∣
L2×[0,T ]
+ [ .. ]8.28(|k|) |u
m,γ|
|k|+1/2
L∞×[0,T ] |uo|
2
L2 + 2 |D
kuo|L2
(8.30)
where [ .. ]8.30(uo, T ) is<∞ for T for which u
m,γ is defined. [ .. ]8.30(uo, T )
is <∞ for T for which um,γ is defined.
With (7.29), |um,γ|L2×[0,T ] ≤ |uo|L2. As the sum in (8.30) over α+β =
k contains no summand when |k| = 1
|∂ju
m,γ|L2×[0,t] ≤ [ .. ]8.28(uo, m)
∣∣um,γ∣∣3/2
L∞×[0,t]
|uo|
2
L2 + 2 |∂juo|L2
for T where um,γ is defined and |k| = 1.
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Such inequality is a step in establishing by induction on |k| ∈ [2, m]
that
|Dkum,γ|L2×[0,T ] is <∞ when |u|L∞×[0,T ] is <∞
(8.31)
for T ∈ [0, Tm,γbup (uo)) and |k| ∈ [0, m]. The analysis is similar to that
above. We leave the details to the reader.
As a result,
|um,γ|Hm×[0,T ] is <∞ when |u|L∞×[0,T ] is <∞
which establishes (8.6) and as we discussed above completes the proof.

We now establish the existence of the functions uγ that we discussed
at the beginning of this section.
Lemma 8.3. Let uo be ∈ ∩mH
m,df . Then for each γ ≥ 0, there is a
single function
uγ ∈ ∩m[H
m,df × [0, T γbup(uo))]
(8.32)
that has a continuous derivative ∂tu
γ and satisfies the (8.33)γ pde
∂tu
γ(x, t) +
∑
j
P
[
Jγ(u
γ
j ) ∂ju
γ(t)
]
(x) = ∆uγ(x, t)
uγ(x, 0) = uo(x)
(8.33)
on R3 × [0, T γbup(uo)). T
γ
bup(uo) is =∞ when γ is > 0 and
|uγ=0|L∞×[0,T ] →∞ as T → a finite T
γ=0
bup (uo)
(8.34)
Each uγ satisfies the inequality
|uγ|L2×[0,T γ
bup
(uo)) ≤ |uo|L2
(8.35)
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and the (8.36)γ integral equation
uγ(x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγ(u
γ
j ) u
γ (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(8.36)
where uγ is defined.
Proof. The Lemma 7.4 uniqueness result shows that u7,γ is = um,γ when
m is > 7 on the strip where u7,γ and um,γ are both defined. As a result,
|u7,γ|L∞×[0,T ] = |u
m,γ|L∞×[0,T ] for T ∈ that strip.
Then as |um,γ|L∞×[0,T ] →∞ as T→ T
m,γ
bup (uo), Lemma 8.2, T
7,γ
bup(uo) =
Tm,γbup (uo), and we let T
γ
bup(uo) > 0 be the common value of T
m,γ
bup (uo) for
m ≥ 7 and uγ be the common value of um,γ.
As uγ is = each um,γ for m ≥ 7, uγ is ∈ ∩m[H
m,df × [0, Tm,γbup (uo)),
satisfies the (8.33)γ pde and satisfies
|uγ|L∞×[0,T ] →∞ as T → a finite T
γ
bup(uo)
which establishes (8.34) for γ ≥ 0.
uγ satisfies the (8.36)γ integral equation. Lemma 7.3. Moreover,
there is for any γ ≥ 0 at most one function ∈ ∩m[H
m,df × [0, T γbup(uo))]
that is a solution of any (8.33)γ pde. Lemma 7.4. (7.29) establishes
(8.35).
We now show that T γbup(uo) = ∞ when γ is > 0. With the use of
(5.15) in the (8.36) double integral and (3.2) in the single integral
|uγ(T )|L∞ ≤ [ ... ]8.37 T
1/2 |Jγ(u
γ
j )|L∞×[0,T ] |u
γ|L∞×[0,T ] + |uo|L∞
(8.37)
with which (3.20) establishes
|uγ(T )|L∞
≤ [ ... ]8.37 T
1/2
[
|uo|L2 γ
−3/2 |m†|L2
]
|uγ|L∞×[0,T ] + |uo|L∞
(8.38)
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for T ∈ [0, T γbup(uo)).
With T † as the positive solution of
[ ... ]8.37 [T
†]1/2
[
|uo|L2 γ
−3/2 |m†|L2
]
= 2−1
(8.38) implies
|uγ|L∞×[0,T ] ≤ 2 |uo|L∞
for T ∈ [0, T †] and T < T γbup(uo). Thus |u
γ|L∞×[0,T ] 9 ∞ as T →
any member of [0, T †] that is also < T γbup(uo) which shows that T
† is
< T γbup(uo).
Iteration of the foregoing shows that
|uγ|L∞×[0,nT †] ≤ 2
n |uo|L∞
As a result, |uγ|L∞×[0,T ] 9 ∞ as T → any finite T
γ
bup(uo). Thus
T γbup(uo) =∞. 
9. |u|L∞×[0,∞) ≤ |uo|L∞
We show in this section that T γ=0bup (uo) =∞. We first obtain a better
upper bound for |uγ|L∞×[0,∞) when γ is > 0.
Lemma 9.1. Let uo be ∈ ∩mH
m,df , γ be > 0 and uγ be as in Lemma
8.3. Then
|uγ|L∞×[0,∞) ≤ |uo|L∞
(9.1)
and
|∂ju
γ
i |L∞×[0,∞) ≤ [ ... ]8.24 |uo|
5/2
L∞ |uo|L2 + 2 |∂juo|L∞
(9.2)
Proof. As uo is ∈ ∩mH
m,df , the chain rule shows that the (2.14)
uαo (x) which is = αuo(xα)
is also ∈ ∩mH
m,df when α is > 0.
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With γ and α > 0, we let uγ,α be the member of ∩m[H
m,df × [0,∞)]
that has a continuous derivative ∂tu
γ,α and satisfies the (9.3)γ pde
∂tu
γ,α(x, t) + P
[∑
j
Jγ(u
γ,α
j ) ∂ju
γ,α(t)
]
(x) = ∆uγ,α(x, t)
uγ,α(x, 0) = uαo (x)
(9.3)
on R3 × [0,∞) the initial condition of which is uαo . Lemma 8.3. u
γ,α
also satisfies the (9.4)γ integral equation
uγ,α(x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγ(u
γ,α
j ) u
γ,α (x− y, η) dydη
+
∫
R3
K(y, t) uαo (x− y) dy
(9.4)
on R3 × [0,∞) and the inequality
|uγ,α|L2×[0,∞) ≤ |u
α
o |L2
(9.5)
The use of (5.15) in the (9.4)γ double integral and (5.3) and (3.2) in
the single integral implies
|uγ,α(T )|L∞
≤ [ ... ]5.23 T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ] |u
γ,α|L∞×[0,T ] + |u
α
o |L∞
(9.6)
for T > 0.
As uγ,α is ∈ ∩mH
m,df × [0,∞), Jγ(u
γ,α
j ) is also ∈ ∩mH
m,df × [0,∞),
(3.19), |Jγ(u
γ,α
j )|L∞×[0,T ] is a continuous, non-decreasing function of T,
Lemma 2.3, and
[ ... ]5.23 T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ]
is a continuous, increasing function of T that → ∞ as T → ∞. As a
result, there is for each ǫ ∈ (0, 4−1), a unique T † = T †(ǫ, γ, α) > 0 so
that
[ ... ]5.23 T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ] is ≤ ǫ
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and
|uγ,α(T )|L∞ ≤ ǫ |u
γ,α|L∞×[0,T ] + |u
α
o |L∞
when T is ∈ [0, T †(ǫ, γ, α)]. (9.6). As the right side is a non-decreasing
function of T, it is also an upper bound for |uγ,α|L∞×[0,T ]. Then with
customary algebra
|uγ,α|L∞×[0,T ] ≤ (1− ǫ)
−1 |uαo |L∞
(9.7)
when T is ∈ [0, T †(ǫ, γ, α)].
The definition of T †(ǫ, γ, α) also shows that
[ ... ]5.23 T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ] > ǫ
when T is > T †(ǫ, γ, α). As T 1/2 decreases as T decreases, there is for
each T > T †(ǫ, γ, α) a unique, positive ∆T that is < T and for which
[ ... ]5.23 ∆T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ] = ǫ
(9.8)
With such ∆T , the (9.4)γ integral equation implies
uγ,α(x, T )
=
∫ T
T−∆T
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Jγ(u
γ,α
j ) u
γ,α (x− y, η) dydη
+
∫ T−∆T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Jγ(u
γ,α
j ) u
γ,α (x− y, η) dydη
+
∫
R3
K(y, T ) uαo (x− y) dy
for T > T †(ǫ, γ, α). Therewith, (5.15) in the first double integral, (5.17)
in the second double integral and (3.2) in the single integral establish
|uγ,α(T )|L∞
≤ [ ... ]5.23 ∆T
1/2 |Jγ(u
γ,α
j )|L∞×[0,T ] |u
γ,α|L∞×[0,T ]
+ [ .. ]5.24 ∆T
−1/4 |uγ,α|L∞×[0,T ] |u
γ,α|L2×[0,T ] + |u
α
o |L∞
As the right side is a non-decreasing function of T, it is also an upper
bound for |uγ,α|L∞×[0,T ].
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Then with customary algebra and the use of (9.8) in the first line on
the right side and (9.5) and (2.16) in the second line
|uγ,α|L∞×[0,T ]
≤ ǫ |uγ,α|L∞×[0,T ]
+ [ ... ]5.24 ∆T
−1/4 |uγ,α|L∞×[0,T ] |uo|L2 α
−1/2 + |uαo |L∞
(9.9)
With (9.8)
∆T−1/4 =
[
[ ... ]5.23 |Jγ(u
γ,α
j )|L∞×[0,T ] ǫ
−1
]1/2
which with (3.20) is
≤
[
[ ... ]5.23 sup
η∈[0,T ]
|uγ,αj (η)|L2 γ
−3/2 |m†|L2 ǫ
−1
]1/2
which with (9.5) and (2.16) is
≤ [ ... ]
1/2
5.23 |uo|
1/2
L2 α
−1/4 γ−3/4 |m†|
1/2
L2 ǫ
−1/2
(9.10)
With such upper bound for ∆T−1/4, (9.9) establishes
|uγ,α|L∞×[0,T ]
≤ ǫ |uγ,α|L∞×[0,T ]
+ [ ... ]9.11(uo, m
†) α−3/4 γ−3/4 ǫ−1/2 |uγ,α|L∞×[0,T ] + |u
α
o |L∞
(9.11)
Then with α∗(ǫ, γ) as the unique positive solution of
[ ... ]9.11(uo, m
†) α−3/4∗ γ
−3/4 ǫ−1/2 = ǫ
(9.11) establishes
|uγ,α∗(T )|L∞ ≤ 2ǫ |u
γ,α∗|L∞×[0,T ] + |u
α∗
o |L∞
As the right side is a non-decreasing function of T, customary algebra
establishes
|uγ,α∗|L∞×[0,T ] ≤ (1− 2ǫ)
−1 |uα∗o |L∞
(9.12)
for T ∈ (T †(ǫ, γ, α),∞). (9.7) extends the (9.12) inequality to T ∈
[0,∞).
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We then define
vγ,ǫ(x′, t′) := α−1∗ u
γ,α∗(x′α−1∗ , t
′α−2∗ )
(9.13)
for (x′, t′) ∈ R3 × [0,∞). vγ,ǫ has a continuous derivative ∂tv
γ,ǫ on
R3 × [0,∞) and is ∈ ∩m[H
m,df × [0,∞)]. (9.3).
We now show that each vγ,ǫ satisfies the (9.14)γ pde
∂t′v
γ,ǫ(x′, t′) +
∑
j
P
[
Jγ(v
γ,ǫ) ∂x′jv
γ,ǫ(t′)
]
(x′)−∆x′v
γ,ǫ(x′, t′) = 0
vγ,ǫ(x′, 0) = uo(x
′)
(9.14)
for (x′, t′) ∈ R3 × [0,∞).
With (9.13), the first line of (9.14)γ is
= ∂t′ [ α
−1
∗ u
γ,α∗(x′α−1∗ , t
′α−2∗ ) ]
+
∑
j
P
[
Jγ
(
α−1∗ u
γ,α∗
j (x
′α−1∗ , t
′α−2∗ )
)
∂x′j [α
−1
∗ u
γ,α∗ (x′α−1∗ , t
′α−2∗ )
)]
(x′)
−∆x′ [ α
−1
∗ u
γ,α∗(x′α−1∗ , t
′α−2∗ ) ]
which with the chain rule is
= α−1∗ [∂tu
γ,α∗](x′α−1∗ , t
′α−2∗ ) α
−2
∗
+
∑
j
P
[
α−1∗ Jγ
(
uγ,α∗(x′α−1∗ , t
′α−2∗ )
)
α−1∗ [∂xju
γ,α∗ ] (x′α−1∗ , t
′α−2∗ ) α
−1
∗
]
(x′)
− α−1∗ ∆xu
γ,α∗ (x′α−1∗ , t
′α−2∗ ) α
−2
∗
which with (4.17) is
= α−3∗
[
∂tu
γ,α∗(x′α−1∗ , t
′α−2∗ )
+
∑
j
P
[
Jγ
(
uγ,α∗
)
∂xju
γ,α∗(t′α−2∗ )
]
(x′α−1∗ )− [∆xu
γ,α∗ ] (x′α−1∗ , t
′α−2∗ )
]
(9.15)
As uγ,α∗ satisfies the (9.3)γ pde for (x, t) ∈ R
3× [0,∞), (9.15) vanishes
for all (x′, t′) ∈ R3 × [0,∞), and vγ,ǫ satisfies the first line of (9.14) on
R3 × [0,∞).
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With the (9.13) definition of vγ,ǫ
vγ,ǫ(x′, 0) = α−1∗ u
γ,α∗ (x′α−1∗ , 0)
= α−1∗ u
α∗
o (x
′α−1∗ )
= α−1∗ [ α∗uo [ (x
′α−1∗ )α∗ ] = uo(x
′)
Thus vγ,ǫ also satisfies the second line of the (9.14)γ pde and as a result
satisfies such pde on R3 × [0,∞).
Moreover, (9.13) shows that
|vγ,ǫ|L∞×[0,∞) ≤ α
−1
∗ |u
γ,α∗|L∞×[0,∞)
which with (9.12) and (2.15) is ≤ α−1∗ (1− 2ǫ)
−1 |uo|L∞ α∗. Thus
|vγ,ǫ|L∞×[0,∞) ≤ (1− 2ǫ)
−1 |uo|L∞
As uγ of Lemma 8.3 also satisfies the (9.14)γ pde when γ is > 0,
(8.33), uγ and vγ,ǫ are equal to each other on R3× [0,∞). Lemma 7.4.
Thus
|uγ|L∞×[0,∞) ≤ inf
ǫ>0
|vγ,ǫ|L∞×[0,∞)
≤ inf
ǫ>0
(1− 2ǫ)−1 |uo|L∞ = |uo|L∞
which establishes (9.1) when γ is > 0. (8.24) then establishes (9.2). 
The next lemma restates the provisions of Lemma 8.3 that pertain
to uγ=0 and establishes the inequality |uγ=0|L∞×[0,∞) ≤ |uo|L∞ .
Lemma 9.2. Let uo be ∈ ∩mH
m,df . Then there is a single function
u ∈ ∩m[H
m,df × [0,∞)]
(9.16)
that has a continuous derivative ∂tu and satisfies the pde
∂tu(x, t) +
∑
j
P
[
uj∂ju(t)
]
(x) = ∆u(x, t)
u(x, 0) = uo(x)
(9.17)
on R3 × [0,∞).
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u satisfies the inequalities
|u|L∞×[0,∞) ≤ |uo|L∞ and
|u|L2×[0,∞) ≤ |uo|L2
(9.18)
and the integral equation
u(x, t) =
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) uj u (x− y, η) dydη
+
∫
R3
K(y, t) uo(x− y) dy
(9.19)
on R3 × [0,∞).
Proof. Lemma 8.3 shows that we need only establish the first line of
(9.18).
We let γn be a sequence that decreases to zero and un = uγ
n
be the
∩m[H
m,df × [0,∞)] solution of the integral equation
un(x, t) =
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) Jγn(u
n) un (x− y, η) dydη
+
∫
R3
K(y, t) uo (x− y) dy
(9.20)
on R3 × [0,∞), Lemma 9.1, and that satisfies (9.1) and (9.2). un is
continuous on R3 × [0,∞). Lemma 2.3.
With a diagonalization argument, the Arzela-Ascoli theorem, [1]
§1.33, shows that a subsequence of un (without loss, un) converges
in the L∞ norm on each compact set
{(x, t) | |x| ≤ M a positive integer and t ∈ [0,M ] }
and thus on each compact subset of R3 × [0,∞) to a function
u† : R3 × [0,∞)→ R3
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that satisfies
|u†|L∞×[0,∞) ≤ |uo|L∞
(9.21)
u†, which is the uniform limit of the continuous functions un on each
compact subset of R3 × [0,∞), is continuous on R3 × [0,∞).
We now show that u† satisfies the integral equation
u†(x, t) =
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) u†ju
† (x− y, η) dydη
+
∫
R3
K(y, t) uo (x− y) dy
(9.22)
on R3× [0,∞) by fixing t > 0 and then showing that the (9.20) double
integral converges in the L∞ norm on R3 to the (9.22) double integral.
With t > 0 fixed, we begin with
[ (9.20) double integral ] (x, t)− [ (9.22) double integral ] (x, t)
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) [ Jγn(u
n
j )u
n − u†ju
† ] (x− y, η) dydη
which with customary algebra is
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) [Jγn(u
n
j )− u
n
j ] u
n (x− y, η) dydη
+
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y)
[
unj u
n − u†ju
†
]
(x− y, η) dydη
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which after dividing the second double integral into two such integrals
is
=
∫ t
0
∫
R3
∑
j
P̂
[
∂jK
†(t− η)
]
(y) [Jγn(u
n
j )− u
n
j ] u
n (x− y, η) dydη
+
∫ t
0
∫
|y|≤R†
∑
j
P̂
[
∂jK
†(t− η)
]
(y)
[
unj (u
n − u†) + u†(unj − u
†
j)
]
(x− y, η) dydη
+
∫ t
0
∫
|y|<R†
∑
j
P̂
[
∂jK
†(t− η)
]
(y)
[
unj u
n − u†ju
†
]
(x− y, η) dydη
(9.23)
for any R† that is > 0.
With (5.16), the L∞ norm of the first double integral in (9.23) is
≤ [ .. ]5.23 t
1/2
∑
j
|Jγn(u
n
j )(t)− u
n
j (t)|L∞ |u
n|L∞×[0,t]
With the (3.15) definition of Jγ
Jγn(u
n
j )(x, t)− u
n
j (x, t)
=
∫
R3
[unj (x+ γ
nξ, t)− unj (x, t)] m
†(ξ) dξ
the L∞ norm of which is
≤ [ .. ] sup
i,j
|∂ju
n
i |L∞×[0,∞) γ
n
∫
ξ∈ support m†
|ξ|∞ m
†(ξ) dξ
which with (9.1) and (9.2) is ≤ [ .. ] γn |uo|L∞ as the support of m
†
is bounded. (3.15). Thus the L∞ norm of the first double integral in
(9.23) is
≤ [ .. ](t, uo) γ
n
which when t is fixed → 0 as n→∞.
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In the same way, the L∞ norm of the second double integral in (9.23)
is
≤ [ .. ]
∫ t
0
|P̂∂jK
†(t− η)
∣∣
L1[
|unj |L∞×[0,∞) |u
n − u†|L∞(|y|≤R†,η∈[0,t])
+ |u†|L∞×[0,∞) |u
n
j − u
†
j|L∞(|y|≤R†,η∈[0,t])
]
dη
which with (5.8) and (9.1) is
≤ [ .. ](t, uo) |u
n − u†|L∞(|y|≤R†,η∈[0,t])
which with t and R† fixed → 0 as n → ∞ as un → u† uniformly on
each compact subset of R3 × [0,∞).
The L∞ norm of the third double integral in (9.23) is
≤ [ .. ]
∫ t
0
|P̂∂jK
†(t− η)|L1(|y|≥R†)
[
|un|2L∞×[0,∞) + |u
†|2L∞×[0,∞)
]
which with (5.9) is
≤ [ .. ]5.9(R
†, t) |uo|
2
L∞
which with t fixed → 0 as R† →∞. (5.9).
Then with β > 0, we let R† > 0 be so large that the absolute value
of the third double integral in (9.23) is < β/2. Allowing n →∞ with t
and R† so fixed shows that the absolute value of the two other double
integrals in (9.23) is < β/2 for n sufficiently large.
As a result, u† satisfies the (9.22) integral equation on R3 × [0,∞)
which is the (8.36)γ=0 integral equation that u satisfies onR
3×[0, T γ=0bup (uo)).
u is continuous on R3× [0,∞) as u is ∈ ∩m[H
m,df × [0,∞)], Lemma
2.3, and as u† is also continuous on R3 × [0,∞), u = u† on R3 ×
[0, T γ=0bup (uo)), Lemma 6.4, with the result that
|u|L∞×[0,Tbup(uo)) ≤ |uo|L∞
which establishes the first line of (9.18). 
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10. u and p are ∈ C∞
We first show in this section that the function u of Lemma 9.2 is
∈ C∞ on R3 × [0,∞). Thereafter, we show that u satisfies the pde
∂tu+
∑
j
uj∂ju = ∆u− grad p
u(x, 0) = uo(x)
where the scalar
p(x, t; uo) is = (−4π)
−1
∫
R3
∑
i,j
∂i|z|
−1 uj∂jui (x− z, t) dz
and is ∈ C∞ on R3 × [0,∞).
We begin with
Lemma 10.1. Let uo be ∈ ∩mH
m,df and u be the member of ∩m[H
m,df×
[0,∞)] that satisfies the (9.17) pde on R3 × [0,∞).
Then for multi-indices k1 and ko
Dk1∂tD
kou is ∈ ∩m[H
m × [0,∞)]
(10.1)
Dk1∂tD
kou+ P
[
Dk1+ko
[∑
j
uj∂ju
] ]
= Dk1+ko∆u
(10.2)
on R3 × [0,∞) and
Dk1+ko
∑
j
uj∂ju is ∈ ∩m[H
m ∩Wm,1 × [0,∞)]
(10.3)
Proof. As (5.20) and (3.7) show that the operator Dko passes under
each integral sign in the (9.19) integral equation
Dkou(x, T )
=
∫ T
0
∫
R3
∑
j
P̂
[
∂jK
†(T − η)
]
(y) Dko[uju] (x− y, η) dydη
+
∫
R3
K(y, T ) Dkuo(x− y) dy
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Lemma 2.1 then shows that Dkouju is ∈ ∩m[H
m ∩Wm,1 × [0,∞)],
and Lemma 7.2 shows that ∂tD
kou exists, is continuous on R3× [0,∞)
and satisfies
∂tD
kou+ P
[
Dko
∑
j
uj∂ju
]
= ∆Dkou
on R3 × [0,∞).
As Dk1 commutes with P when acting on ∩mH
m, (4.15)
Dk1∂tD
kou+ P
[
Dk1+ko
∑
j
uj∂ju
]
= Dk1∆Dkou
on R3 × [0,∞). As Dku is ∈ ∩m[H
m × [0,∞)], ∆ and Dko commute
when acting on u.6 We have established (10.1).
As u is ∈ ∩m[H
m × [0,∞)], Lemma 9.2, Dk1+ko
∑
j uj∂ju, Lemma
2.1, P
[
Dk1+ko
∑
j uj∂ju
]
. Lemma 5.1, (4.18). and Dk1+ko∆u are in
that function space. Thus Dk1∂tD
kou is also ∈ ∩m[H
m × [0,∞), and
with Lemma 2.3 is continuous on R3 × [0,∞).
With (2.26), Dk1+ko
∑
j uj∂ju is ∈ ∩m[H
m ∩Wm,1 × [0,∞)]. 
We now identify circumstances in which ∂t commutes with G and P.
Lemma 10.2. Let v and ∂tv be ∈ ∩m
[
Hm∩Wm,1×[0, T ]
]
and ∂tdiv v
be ∈ ∩mH
m × [0, T ]. Then
∂tGv(t) = G[∂tv](t) and
∂tPv(t) = P[∂tv](t)
for t ∈ [0, T ].
Proof. As v is ∈ ∩m
[
Hm ∩Wm,1 × [0, T ]
]
Gv(x, t) = (4π)−1
∫
R3
grad |z|−1 div v(x− z, t) dz
6As a general matter, the continuity of ∂j∂ku and of ∂k∂ju implies ∂j∂ku =
∂k∂ju.
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(4.1). Then with customary algebra
∆t−1
[
Gv(x, t+∆t)− Gv(x, t)
]
− (4π)−1
∫
R3
grad |z|−1 ∂tdiv v(x− z, t) dz
= [ .. ]
∫
R3
grad |z|−1[
∆t−1 [ div v(x− z, t+∆t)− div v(x− z, t) ]
− ∂tdiv v(x− z, t) ]
]
dz
(10.4)
which as ∂tdiv v is continuous, Lemma 2.3, and with the fundamental
theorem of the calculus is
=
∫
R3
grad |z|−1
[
∆t−1
∫ t+∆t
t
[ ∂tdiv v(x− z, t + η)− ∂tdiv v(x− z, t) ] dη
]
dz
which with Fubini’s theorem is equal to the related iterated integral
= ∆t−1
∫ t+∆t
t
[ ∫
R3
grad |z|−1
[
∂tdiv v(x− z, t + η)− ∂tdiv v(x− z, t) ]
]
dz
]
dη
After dividing the integral over R3 into an integral over B(1) and an
integral over R3\B(1), traditional inequalities show that the absolute
value of the left side of (10.4) is
≤ [ .. ] |grad |z|−1|L1(B(1)
sup
η∈[t,t+∆t]
∣∣∂tdiv v(x− z, t + η)− ∂tdiv v(x− z, t) ∣∣L∞
+ [ .. ] |grad |z|−1|L2(R3\B(1)
sup
η∈[t,t+∆t]
| ∂tdiv v(x− z, t + η)− ∂tdiv v(x− z, t) |L2
which with (2.11) is
≤ [ .. ] sup
η∈[t,t+∆t]
∣∣ ∂tdiv v(x− z, t+ η)− ∂tdiv v(x− z, t) ∣∣H2
which as ∂tdiv v is H
m continuous → 0 as ∆t→ 0 and shows that
∂tGv(x, t) = (4π)
−1
∫
R3
grad |z|−1 ∂tdiv v(x− z, t) dz
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∂t div v is ∈ ∩m[H
m × [0,∞)] and is therefore continuous. Lemma
2.3. In the same way, div ∂tv is continuous, and for the reason that we
identified above
∂t div v = div ∂tv
with the result that
∂tGv(x, t) = (4π)
−1
∫
R3
grad |z|−1 div ∂tv(x− z, t) dz
which as ∂tv is ∈ ∩m[H
m ∩Wm,1]× [0, T ] is = G∂tv, (4.1), and
∂t[Gv](t) = G[∂tv](t)
(10.5)
As ∂tv and ∂t[Gv] exist, the Helmholtz-Hodge decomposition of v
shows that ∂t[Gv] also exists and that
∂tv = ∂t[Pv] + ∂t[Gv]
Comparison thereof with (10.5) to the Helmholtz-Hodge decomposition
of ∂tv
∂tv = P[∂tv] + G[∂tv]
completes the proof of this lemma. 
We adopt the convention that ∂nt D
k is any differential operator in
which the factors of ∂nt D
k appear in any order.
Lemma 10.3. Let uo be ∈ ∩mH
m,df and u = u(x, t; uo) be as in Lemma
9.2.
Then for any n ≥ 0 and any multi-index k
∂n+1t D
ku is ∈ ∩m[H
m × [0,∞)]
(10.6)
∂n+1t D
ku(x, t)
+ P
[
∂nt D
k
∑
j
uj∂ju(t)
]
(x) = ∂nt D
k∆ u(x, t)
(10.7)
on R3 × [0,∞) and
∂nt D
k
∑
j
uj∂ju(t) is ∈ ∩m
[
Hm ∩Wm,1 × [0,∞)
]
(10.8)
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Proof. Lemma 10.1 establishes the case in which n = 0. The induction
hypothesis is the lemma for 0 ≤ n ≤ nˆ. We now establish the lemma
for nˆ+ 1.
A function of the form
∂nˆ+2t D
ku is = Dk1∂t ∂
nˆ+1
t D
k2u
(10.9)
for multi-indices k1 and k2 . We now show that the derivative ∂t of two
of the summands in (10.7) exists and is ∈ ∩m[H
m × [0,∞)].
We begin with the right side of (10.7). (10.6) shows that
∂t
[
∂nˆt D
k2∆ u
]
is ∈ ∩m
[
Hm ∩Wm,1 × [0,∞)
]
We now use Lemma 10.2 to show that
∂t
[
P
[
∂nˆt D
k2
∑
j
uj∂ju
] ]
= P
[
∂t
[
∂nˆt D
k2
∑
j
uj∂ju
] ]
(10.10)
First, (10.8) shows that
∂nˆt D
k2
[∑
j
uj∂ju
]
is ∈ ∩m
[
Hm ∩Wm,1
]
× [0,∞)
which is the first condition to the application of Lemma 10.2.
The customary calculus and (10.6) show that ∂t [ ∂
nˆ
t D
k2
∑
j uj∂ju(t) ]
is a sum of terms each of which is the product of two functions of the
form ∂≤nˆ+1t D
ku(t). (10.6) and Lemma 2.1 show that each summand is
∈ ∩mH
m. (2.26) shows that
∂t [ ∂
nˆ
t D
k2
∑
j
uj∂ju ] is ∈ ∩m[H
m ∩Wm,1]× [0,∞)
(10.11)
which is the second condition to the application of Lemma 10.2.
Finally
∂t div
[
∂nˆt D
k2
∑
j
uj∂juk(t)
]
= ∂t
[
div ∂nˆt D
k2
∑
j
uj∂juk(t)
]
= ∂t
[∑
k
∂nˆt ∂kD
k2
∑
j
uj∂juk(t)
]
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As
∑
k ∂
nˆ
t ∂kD
k2
∑
j uj∂juk(t) is a function to which (10.8) applies by
reason of the induction hypothesis, the analysis in the preceding para-
graph shows that
∂t div
[
∂nˆt D
k2
∑
j
uj∂ju(t)
]
is ∈ ∩m[H
m ∩Wm,1]× [0,∞)
which is the last condition to the use of Lemma 10.2 to establish (10.10).
As we have established the existence of the derivative ∂t of two of the
three summands in (10.7), the third summand is also so differentiable
∂t ∂
nˆ+1
t D
k2u+ P
[
∂t ∂
nˆ
t D
k2
∑
j
uj∂ju
]
= ∂t ∂
nˆ
t D
k2∆ u
As Dk1 commutes with P, (4.15)
Dk1∂t ∂
nˆ+1
t D
k2u+ P
[
Dk1∂t ∂
nˆ
t D
k2
∑
j
uj∂ju
]
= Dk1∂nˆ+1t D
k2∆ u
which with (10.9) establishes
∂nˆ+2t D
ku+ P
[
∂nˆ+1t D
k
∑
j
uj∂ju
]
= ∂nˆ+1t D
k∆ u
(10.12)
which establishes (10.7) for nˆ+ 1.
(10.12) shows that ∂nˆ+2t D
ku is ∈ ∩m[H
m × [0,∞)] and establishes
(10.6) for nˆ + 1.
With (10.11)
Dk1∂t [ ∂
nˆ
t D
k2
∑
j
uj∂ju ] is also ∈ ∩m[H
m ∩Wm,1]× [0,∞)
which establishes (10.8) for nˆ+ 1.
So establishing the induction hypothesis for nˆ + 1 completes the
proof. 
Lemma 10.4. Let uo be ∈ ∩mH
m,df and u = u(x, t; uo) be as in Lemma
9.2. Then
∂tu+
∑
j
uj∂ju = ∆u− grad p
u(x, 0) = uo(x)
(10.13)
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on R3 × [0,∞) where the scalar
p(x, t) = (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 uj∂jui (x− z, t) dz
(10.14)
is ∈ C∞ on R3 × [0,∞).
Proof. As
∑
j uj∂ju is ∈ ∩m[H
m ∩ Wm,1] × [0,∞)], (4.10) and (4.4)
show that∑
j
uj∂ju(x, t) = P
[∑
j
uj∂ju (t)
]
(x) + G
[∑
j
uj∂ju(t)
]
(x)
where G
[∑
j uj∂ju(t)
]
(x) is the gradient of the scalar
(4π)−1
∫
R3
∑
i,j
∂i|z|
−1
∑
j
uj∂jui (x− z, t) dz
With customary algebra, such equations establish (10.13) and (10.14).
We now show that p is C∞ onR3×[0,∞). A variation of the analysis
that begins with (10.4) shows that the strong derivative
∂tp(x, t)
= (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 ∂t [ uj∂jui ] (x− z, t) dz
and the strong derivative
∂kp(x, t)
= (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 ∂k [ uj∂jui ] (x− z, t) dz
in each case for (x, t) ∈ R3 × [0,∞).
Then with the induction hypothesis that the strong derivative
∂nt D
k p(x, t)
= (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 ∂nt D
k [ uj∂jui ] (x− z, t) dz
(10.15)
C∞ SOLUTIONS OF NAVIER-STOKES PDE ON R3 × [0,∞) 97
for (x, t) ∈ R3 × [0,∞), (10.8) and the same analysis show the strong
derivative
∂t∂
n
t D
k p(x, t)
= (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 ∂t∂
n
t D
k [ uj∂jui ] (x− z, t) dz
and the strong derivative
∂k∂
n
t D
k p(x, t)
= (−4π)−1
∫
R3
∑
i,j
∂i|z|
−1 ∂k∂
n
t D
k [ uj∂jui ] (x− z, t) dz
also for (x, t) ∈ R3 × [0,∞). Lemma 3.4 shows that each such integral
is <∞.
The foregoing establishes (10.15) by induction on n + |k| and com-
pletes the proof that p is ∈ C∞. 
11. ν > 0
We now extend the existence result of Lemma 9.2 for ν = 1 to
establish the existence of C∞ solutions of the (1.1) Navier-Stokes pde
on R3 × [0,∞) and all ν > 0 that we discussed in the first paragraphs
of this paper.
Lemma 11.1. Let uo be ∈ ∩mH
m,df and ν be > 0. Then there are
functions uν and pν that are ∈ C∞ on R3 × [0,∞) and that on R3 ×
[0,∞) satisfy the pde
∂tu
ν +
∑
j
uνj∂ju
ν = ν ∆uν − grad pν
uν(x, 0) = uo(x)
(11.1)
on R3 × [0,∞) and the inequalities
|uν|L∞×[0,∞) ≤ |uo|L∞ and
|uν|L2×[0,∞) ≤ |uo|L2
(11.2)
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Proof. As uo(xν) is ∩mH
m,df , we let uˆ and pˆ be the C∞ solution of the
pde
∂tuˆ+
∑
j
uˆj∂j uˆ = ∆uˆ− grad pˆ
uˆ(x, 0) = uo(xν)
(11.3)
the existence of which Lemma 9.2 establishes and which satisfies
|uˆ|L∞×[0,∞) ≤ |uo|L∞
We then let
uν(x, t) := uˆ(xν−1, tν−1) and
pν(x, t) := pˆ(xν−1, tν−1)
(11.4)
which the chain rule shows are ∈ C∞ on R3 × [0,∞).
We now show that uν and pν are a solution of ( 11.1). First
uν(x, 0) = uˆ(xν−1, 0)
= uo([xν
−1]ν) = uo(x)
Second we use the ( 11.4) definitions to show that
∂tu
ν(x, t) +
∑
j
uνj∂ju
ν(x, t)− ν∆uν(x, t) + grad pν(x, t)
(11.5)
= ∂t
[
uˆ(xν−1, tν−1)
]
+
∑
j
uˆj∂j [uˆ (xν
−1, tν−1)]
− ν∆
[
uˆ(xν−1, tν−1)
]
+ grad [ pˆ(xν−1, t−1) ]
which with the chain rule is
= ∂tuˆ (xν
−1, tν−1) ν−1 +
∑
j
uˆj∂j uˆ (xν
−1, tν−1) ν−1
− ν ∆uˆ (xν−1, tν−1)
]
ν−2 + grad pˆ (xν−1, t−1) ν−1
=
[
∂tuˆ (xν
−1, tν−1) +
∑
j
uˆj∂j uˆ (xν
−1, tν−1)
−∆uˆ (xν−1, tν−1) + grad pˆ (xν−1, t−1)
]
ν−1
which vanishes on R3 × [0,∞). ( 11.3).
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Thus ( 11.5) vanishes on R3 × [0,∞). We have shown that uν and
pν satisfy the ( 11.1) pde
The first line of ( 11.2) follows from the corresponding result for
|uˆ|L∞×[0,∞). The second line follows from Lemma 7.5. 
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