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B i mp l i cano l a
Ci proponiamo di stabilire delle condizioni sufficienti affinché la
superconvergenza delle famiglie irr.plichi la superconvergenza delle loro
intersezioni.
Le famigl ie A , B sono eqLl~~t:!_ca tte in z se, per ogni Q e N(z)
'V 'V
esistono WeN(z)e F e F tali che, per i e F
A. r'l~ 1- 01
(7.2) => A.rìB.nQ 10
B. rìw f 0 1 11
Teo,ema 7.1.
Se A, B sono equi-attratte in
'V r"
allora z e Li(Af'ìB).
'" N
z, e z appartiene a Li A(ìLi B,
'V 'V
Sia ~ una famigl ia {A. }. I
1 le
di relazioni, cioé per ogni ieI, A. c X x Y.
1
Il dominio ~(A) di una relazione è l'insieme degli x per i quali
Ax 1- 0. In genere
Ls (1) (A) :> 1) (Ls 1xa A)
'V
(7.3)
generalmente, se i filtri
Si ha 1Ls ~(A) = ID( Ls
'V
1xa A) se (Y,a) è uno spazio compatto (più
'V
-lAF v <D N (x), xeX, sono compattoidi, vedi
'V 1
[1 DJ ) .
8. Appl icazioni alli ottimizzazione
Faremo vedere come si ottengono dei risultati identici a quelli del
paragrafo 5 usando quanto detto per la convergenza delle intersezioni l8].
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Teorema 8.1
Sia f = {f.l. ~ una famiglia di funzioni reali su (X~T). Supponiamo
rJ l le-L
che esistano dei numeri finiti a < b tali che a < inf(f.) < b per ogni
- l-
i e I. Se f subconverge ad f e
'\,
(8.1) lSF inf(~) ~ inf(f)





(8.3) Min(f) = ~(epi f(ìhypo inf(f)),
dove hypo(g) = {(x,r): r ~ g(x) l Vediamo che epi f. (ìhypo inf(f.) è~
l l
per ogni i e I, un sottoinsieme di La~bJ (uno spazio compatto). Ora, la
subconvergenza di f ad f equivale a Ls(epi f) c epi f~ mentre (8.1) è
'\, ~
equivalente a Ls(hypo inf(f)) c hypo inf(f). Perciò
Ls(epi f(ìhypo inf(f)) c epi f(ìhypo inf(f)~
'\, '\,
e quindi~ grazie alla compatt~zza di [a~bJ ricordando (8.3) si ha (8.2).





f superccnverge ad f e che la famiglia dei valori mi-
rJ
lim infF inf(f)?- inf(f)
Se f cresce decisivamente(su Min(f)), allora
,...,




Abbiamo Li TXV epi t J epi f e, in virtù di (8.4), Li TXV hypo inf(f)~
J hypo inf(f). Proviamo che, se f cresce decisivamente in x, allora nel
nostro caso epi f, hypo (inf f)) sono equi-attratte in (x,inf(f)).·Esse
'\, '\,
sono equi-attratte in (x,r) se e solo se per ogni Q e N (x), s > O esi-
T
stono We N (x), 6 > O e F e F tali che per ogni i e F
T
epi f. (ìw x (v-6,r+6) ~ ~
l
(8.5)












Mi n(f . ) (ì Q # 0
l
hypo i nf (f)
'\,
Quindi
accompagnata dalla convergenza dei valori minimi inf(f) a inf(f) (segue
'\,
la (8.4) e dalla superconvergenza di f a f), implicano (8.6) per r=inf(f).
'\,
Osserviamo adesso che l'implicazione (8.7') > (8.8) equivale alla cre-
scenza decisiva in x.
Abbiamo fatto vedere che se f cresce definitivamente allora epi f e
'\, '\,
sono equi-attratte su Min(f)X {inf(f)} = epi f(1hypo inf(f).
Li TXV (epi fnhypo inf(f)):> epi fnhypo inf(f) .
'\, '\, .
da dove si deduce
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Ricordando (8.3) si completa la dimostrazione.
9. L~intersezione dei limiti nella differenziazione
Dal paragrafo 7 segue che
(9. 1)
mentre per l'ipertangente in generale non si possono avere delle formule
analoghe. Ma le inclusioni desiderabili, per gli scopi della teoria d'ot-
timizzazione, sono di tipo::> . Qui possiamo utilizzare i r-isultati del pa-
ragrafo 7.
Teorema 9.1
Se per ogni h ed ogni
per t < t
o
Q e N(h) esistono We N(h) e t > O tali che
o
(9.2) -> (x+tQ)O CCì D 1 0
(x+tW) (ì D 1 0
a11 ora
Diciamo che C è direzionalmente aperto in x se, per ogni h esiste
Q e N(h) e t
o
> O tali che x+tQ c C per t < t
o
' Notiamo che se C è
direzionalmente aperto in x, allora TC(x) = X e per ogni insieme D, C e
D soddisfano l'ipotesi (9.2). In questo caso si ha Tc;nD(x) = TD(x) e
anche KCnD(X) = KD(x).
Risultati analoghi si ottengono per l'ipertangente. Ad esempio, diciamo
