The solution of the equation for a passive scalar advetcted by an external velocity field can be expressed as the expectation value of the initial condition over the transition probability density of a stochastic differential equation backward in time whose drift field is the one appearing in the equation for the passive scalar. This observation allows to derive the Hopf identities and the Richardson scaling for models where the the velocity is a Brownian field.
Introduction
In the last years much attention (see for example [1, 2, 3] and references therein) has been devoted to the study of passive scalar advected by an external field v = v(x, t) and described by the equation
where ν denotes the molecular diffusivity of the scalar T = T (x, t) and f = f (x, t) is an external source driving the system. The main concern of this work is to underline the connection between (1) and the the Fokker-Planck equation backward in time
describing the conditional probability density for a particle to be in position y at time s ≤ t when it arrives in x at time t.
The connection between the two equations is provided by the stochastic trajectories describing the realizations of the backward in time diffusion process, which represent the Lagrangian picture of the passive scalar equation. The existence of such Lagrangian picture generalises a well known fact for the Riemann equation, which is formally the zero viscosity limit of (1) , where in order to compute the value of the passive scalar at time t, one has to invert the solutions of the ODE generated by the flow v(x, t).
The consideration of (2) not only allows to write explicitly the path integral for the propagator of the passive scalar, instead of the more formal expression time ordered exponential of differential operators used in the literature, but it establishes a connection between the theory of the passive scalar advected by a random velocity field and that one of the random walk in random media for which many results became available in the last decade. In particular it is possible to provide a simple justification for the emergence of Richardson scaling for an autonomous Gaussian drift.
The Lagrangian picture
Let us consider the stochastic differential equation
It describes, for a drift term such that the theorem of existence and uniqueness of the solutions is satisfied, the motion of a particle localised at time t in x and diffusing for increasing s i.e. backward in the global time τ = t − s.
From the rules of Ito calculus the total differential of a scalar functional of (3) is given by:
By definition the average of a Ito stochastic integral is zero, therefore if T satisfies (1) with an initial condition at time s = 0, its expression at time t is provided by [5] :
where P is the transition probability density which solves (3):
We can use again Ito calculus to find the equation governing the evolution of (6):
by exploiting the properties of the delta function as in the standard derivation of the (forward in time) Fokker Planck equation (see for example [4] ), we arrive to (2) as mentioned in the introduction. Therefore to look for the solution to the problem of the passive scalar is equivalent to the investigation of the problem of backward diffusion.
The transition probability (6) can be expressed in the form of a path integral:
The exponent in the path integral contains a term of the form
i.e. a stochastic integral. Since stochastic integrals are sensitive to the choice of the point in the interval [u k , u k+1 ) where the integrand is evaluated before taking the continuous limit, it is worthwhile to remember that expression (8) has been derived asking that each function of the trajectories can be treated according to the usual laws of differential calculus: this means that (9) must be evaluated with the Stratonovich's mid-point prescription as stressed by the symbol (S).
On the other hand we can reabsorb the integral over the divergence of the velocity field in the definition of the stochastic integrals if we agree to resort to Ito calculus. In such a case we will have
This last expression is known as Girsanov formula in the theory of stochastic processes.
The Kraichnan's model
In order to shed more light on the Navier Stokes equations a strategy which is often used in the literature is to introduce simpler models which are expected to display, at least in some regards, similar phenomena. Among these models many results have been derived for a model introduced by Kraichnan [1] where the velocity field and the source term in equation (1) are provided by two mutually independent Gaussian random fields with zero mean and covariances:
where D α β = D β α and C L is rapidly going to zero outside an argument domain of linear dimension L.
The assumption of time decorrelation is crucial for the possibility of finding exact solutions for the correlation functions of the scalar (see for example [2, 3] ).
Let us reconsider this model in the path integral context introduced in the previous section. Since v and f are independent fields, equation (5) tells us that in order to derive the properties of the correlations of the scalar field we can concentrate on the correlations of its propagator i.e. the transition probability density (6) . One can exploit the properties of Gaussian integrals (Hubbard-Stratonovich transform) to rewrite (8), by means of the ghost trajectory λ t , in the more useful form:
Since all the terms containing the drift velocity field are linear and this one is Gaussian the last expression is more suitable for computing the correlations among the propagators. Actually for the N propagators correlation function < Π N l=1 P (y l , 0 | x l , t l ) > v the average over the velocity fields is equivalent to the evaluation of the path integral with the following v dependence in the effective action:
Performing the Gaussian integration over v we obtain:
where the Einstein convention and Greek letters have been used for vector indices. This expression can be further simplified if we exploit exploit the fact that D α β (x − y) is a symmetric matrix both in the discrete and in the continuous indices. Finally, after having reabsobed in the normalisation factor all the terms independent on the trajectories, we obtain that the total effective action, is given by
where ∂ l u,α is the partial derivative with respect to x l u,α . If we are interested in the equal time correlation function for the N propagator, the effective action to be considered becomes:
with the Einstein convention now extended to all indices and
Since (17) is quadratic in the ghost trajectories after a straight forward functional Gaussian integration we get into
The local kernel acting between the velocity terms expresses the well known fact that the average over the drift fields renormalises the diffusion coefficient by introducing a rather complex local dependence. Only in the case N = 1 this renormalization process reduces itself to a constant shift of the "bare" viscosity coefficient.
Less evident is the meaning of the potential term. Actual its appearance is a consequence of our initial choice to define the stochastic integrals appearing in the path integral (8) according to the Stratonovich prescription. If instead we had assumed as a starting point equation (10) and repeated the same steps leading (19) (the ghost trajectories contain no dependence on x t so the stochastic integrals are insensitive to their introduction) we would have got into:
The potential term is therefore the Jacobian of the transformation from Ito to Stratonovich prescription, the double derivative appearing in it is needed since it is function of the difference of the couples of vectors x l , x k whose evaluation point in the path integral must be simultaneously changed. The consequence of the average over random drift is therefore to define an effective diffusion process described by the system of stochastic differential equations:
For N=1 it is evident that the diffusion is regular but with renormalised diffusion constant.
In the general case if we assume that for large values of the argument G α,β satisfies the scaling:
a simple scaling argument applied to (21) suggests that:
The Hopf 's identities
The result of the previous section allows an alternative derivation of the Hopf identities used in the literature to solve the Kraichnan's model. First let us remark that if F (x 1 , ..., x N ) is a function of the stochastic process defined by (21) it satisfies:
where [2, 3, 6] and < ... > v represents the average over the velocity field. Along a single realization of the diffusion process (3) the solution of equation for a given configuration of the velocity field (1) is obviously:
The Hopf'identities can be derived by differentiating the equal times products of the scalar field T averaged over the realizations of the random velocity field.
The result for one point correlation is:
in the stationary limit if, we assume localized initial conditions, for the scalar field we obtain << T (x t , v, 0) > | t=∞ = 0 as a consequence of the symmetry for T → −T of (1) in presence of a Gaussian source field: with the same assumption this symmetry forces all odd equal time correlation function to be zero in the limit t ↑ ∞.
By differentiating the two points correlation function we have:
With the help of (24), after having taken the average over the effective diffusion (21) and expressed the right-hand side in terms of the two points correlation, we obtain:
In the limit t ↑ ∞ (stationary case) we obtain the first of the Hopf's identity.
Finally the equation satisfied by the four points correlation function:
The limit t ↑ ∞ leads to a drastic simplification of (29); since the source correlation function is rapidly decreasing to zero outside a space domain of linear dimension L we have lim
so that:
The Hopf's identity satisfied by the general N-points correlation function can be derived in the same way.
The emergence of the Richardson diffusion
The connection between equations (1) and (2) provides a simple justification for the emergence of Richardson diffusion for the propagator a passive scalar equation driven by an autonomous velocity field:
The Fourier-Laplace transform (now for negative times !) of equation (2) is p(k, ω) = 1 ω + k 2 ν [1 + i
Conclusion
As for the Riemann equation also for passive scalar is possible to develop a Lagrangian picture by means of stochastic process describing backward diffusion. This approach allows to derive path integral expressions for the propagators which can became of practical interest for the Kraichnan's model. This approach also allow to connect the study of passive scalar driven by random velocity fields to the theory of Fokker Planck equation in random media. This last consequence is object of further investigations.
