Abstract. We obtain a description of equivariant KK-theory in terms of extensions of C * -algebras.
Introduction
The purpose with this paper is to give a description of equivariant KK-theory in terms of extensions of C * -algebras. It is wellknown that the non-equivariant KK-group KK 1 (A, B) admits such a description, cf. [K1] , §7, [Sk2] , §10. In fact, KK 1 (A, B) can be described as certain equivalence classes of extensions of A by B ⊗ K, where the equivalence relation can be formulated purely algebraically (as in [K1] , §7) or more topologically, in terms of homotopies (as in [K-JT] , Theorem 3.3.14). It will be shown here that also the equivariant KK 1 G (A, B)-group can be realized as equivalence classes of extensions of C * -algebras, and again with either an algebraic definition of the equivalence or an equivalence given by homotopy. Hence the sophisticated machinery developed by Kasparov for his attack on the Novikov conjecture is really much closer related to one of its main roots, namely the BDFtheory, [BDF] , than what is apparent from [K2] .
To formulate the result more precisely, consider two G-algebras, A and B, i.e. separable C * -algebras with a pointwise norm-continuous action of a locally compact, second countable group G by automorphisms. An equivariant extension of A by B is an extension
where also E is a G-algebra and all maps are equivariant. Call this a G-extension.
We shall say that a G-extension is unitarily equivalent to another G-extension, say
when there is a unitary u in the multiplier algebra M(B) of B such that g ·u −u ∈ B for all g ∈ G and a commuting diagram
Note that the maps Ad u and E → F need not be equivariant; only essensially so, i.e. equivariant modulo B. This will be the basic equivalence relation; two unitarily equivalent G-extensions will be treated as the same, despite the fact that E and F may not be equivariantly isomorphic. The definition of the sum of two such
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extensions, say (1.1) and (1.2), is identical to the addition in the non-equivariant case; it is given by
where X consists of 2 × 2 matrices of the form e b 1 b 2 f , where b 1 , b 2 ∈ B, e ∈ E, f ∈ F, p(e) = q(f ), and the action of G on X is given by
A G-extension is degenerate when the quotient map admits an equivariant * -homomorphism as a right inverse. Degenerate G-extensions are considered to be trivial extensions, and they represent the zero element in the appropriate group of Gextensions. A G-extension is invertible when it can be added to another G-extension to yield an extension which is unitarily equivalent to a degenerate extension. The algebraic equivalence relation, among the invertible G-extensions, which can be used to define KK 1 G , is unitary equivalence up to addition by degenerate extensions. The notion of homotopy, which can be applied for the same purpose, is a straightforward generalization of the one used in the non-equivariant case; compare Theorem 3.3.14 of [K-JT] . Thus two invertible G-extensions, (1.1) and (1.2), are homotopic when there is an invertible G-extension of A by C[0, 1] ⊗ B and a commuting diagram of equivariant * -homomorphisms As in the non-equivariant case it is necessary to stabilize one of the algebras in order to obtain a group structure. But in the equivariant case the stabilization must contain information about the group acting. Thus, instead of merely tensoring with K -the compact operators on any infinite dimensional separable Hilbert space -, we must take a particular Hilbert space, namely the infinite sum, ⊕ ∞ i=1 L 2 (G), of copies of L 2 (G). The group G is represented on this space by taking the sum of the regular representation of G on L 2 (G) and as a result the C * -algebra of compact operators on ⊕ ∞ i=1 L 2 (G), which we denotes by K G , comes equipped with a natural action of G. For any given G-algebra we can then stabilize it by tensoring with K G . The result, A ⊗ K G , is then a G-algebra with the 'diagonal action', i.e. the one given on simple tensors by g · (a ⊗ k) = g · a ⊗ g · k. Our main result states that KK 1 G (A, B) is isomorphic to the group of equivalence classes of invertible G-extensions of A ⊗ K G by B ⊗ K G , where the equivalence relation can be taking to be homotopy, as defined above, or to be unitary equivalence up to addition by degenerate extensions.
The theory would not be complete if we did not have a reasonable description of which G-extensions of A⊗K G by B ⊗K G are invertible, and we obtain this in Section 8. It turns out that such a G-extension is invertible if and only if the G-extension which results by tensoring everything with K G (as G-algebras) admits a completely positive contractive and equivariant section for the quotient map. Notice that this characterization generalizes the description from the non-equivariant case.
In the non-equivariant case it is not neccesary to stabilize the quotient algebra, A, and in order to show that sometimes such a reduction is also possible in the equivariant case, we have added an additional section, Section 9, where we explain how the description from the general case can be simplified when the action of G on B resembles the action of a compact group in the sense that there is a truly equivariant version of Kasparov's stabilization theorem. This holds not only for G compact, but also when the action of G is 'proper', in the appropriate sense.
Joachim Cuntz has also obtained a description of equivariant KK-theory in terms of extensions in [Cu] . His description is very different from the one presented here, basically because it involves n-extensions, and it has the advantage that it allows one to describe the Kasparov product in terms of such more general extensions.
The Busby-invariant in the equivariant case
We fix first some notation and terminology which will be used throughout the paper. Let G be a topological group. A G-algebra (A, α) is a separable C * -algebra A and a representation α :
Given a C * -algebra A we let M(A) denote the multiplier algebra of A and Q(A) the corona algebra, Q(A) = M(A)/A. The quotient map M(A) → Q(A) will be denoted by q A .
Let ϕ : A → B be a quasi-unital * -homomorphism between C * -algebras, cf. [H] , [T1] . There is then a commuting diagram
ϕ is the unique * -homomorphism which is continuous for the strict topologies on the unit ball and extends ϕ, cf. [T1] . Let G be a locally compact, σ-compact group, and consider two G-algebras, (A, α) and (B, β) . Let
denote the set of equivariant * -homomorphisms from A to Q(B), i.e. the elements are * -homomorphisms ϕ : A → Q(B) such that
norm) for all a ∈ π(E). To see this note first that G g → α g (a) is continuous in the strict topology. Indeed, if j ∈ J and > 0, we find that
for all g in a neighbourhood of e ∈ G. To get the norm-continuity we shall apply a result of Pettis, [P] . For this purpose let {u n } be a countable approximate unit for J and let {f n } be a sequence of continuous functions on G with compact supports such that 0 ≤ f n ≤ 1 for all n and sup n f n (g) = 1 for all g ∈ G. Such a sequence {f n } exists because G is σ-compact. For any pair a, b ∈ π(E),
is a continuous function of compact support for all n, m. Let now W = {b ∈ π(E) : b < } and consider a fixed element a ∈ π(E). We seek a neighbourhood U of e ∈ G such that α g (a) − a < 2 for all g ∈ U . To find U , let {b i } be a dense sequence in π(E) and note that π(E)
is a Baire set for each i and
i . Since G is of second category there must be an k such that S −1 k is of second category. By Theorem 1 of [P] we have that S −1 k S k contains a neighbourhood U of e. Let x ∈ U and write x = g −1 h where g, h ∈ S k . Then
from which it follows that α x (a) − a < 2 . This finishes the proof of the normcontinuity of g → α g (a). Let s : B → E be a right-inverse of p and set
There is a therefore an action γ 1 :
). This action is continuous because m ∈ π(E) when (b, m) ∈ E 1 . Furthermore, since q J • π • s is the Busby invariant of the given extension, we know that the map e → (p(e), π(e)) is an isomorphism from E onto E 1 . This isomorphism is G-equivariant so it follows that γ : G → Aut E is continuous.
If one is only interested in the case where G is also separable then it may be worthwhile to note that for such G one can remove the separability assumptions on E and B in Theorem 2.1, and only assume that J is σ-unital. The modifications of the arguments needed for this are not difficult. Finally, it must be remarked that Theorem 2.1 is not true for general groups. Indeed, one can fairly easily construct a function g ∈ C b (R) such that sup t∈R |g(t) − g(t + 1 n )| = 1 for all n and t → g(t) − g(t + q) is in C 0 (R) for all q ∈ Q. This gives a counterexample for the group Q , equipped with the relative topology inherited from R, in which J = C 0 (R) and E = C * (C 0 (R), g). It follows that for more general topological groups than those that are locally compact, the equivariant version of Busby's theory is less well-behaved. However, for locally compact, σ-compact groups we have, thanks to Theorem 2.1, the following theorem which summarizes the equivariant version of Busby's theory.
The equivariant extension groups
We say that two G-extensions ϕ, ψ ∈ Hom G (A, Q(B)) are unitarily equivalent when there is a unitary u ∈ M(B) such that 1. β g (q B (u)) = q B (u) for all g ∈ G, and 2. Ad q B (u) • ϕ = ψ. We write ϕ ψ in this case. Note that unitary equivalence is an equivalence relation on Hom G (A, Q(B)) which generalizes the usual equivalence relation on C * -extensions, corresponding to the case where G = {0}.
To put additional structure on the set Hom G (A, Q(B))/ we have to assume something more about (B, β) . We shall say that (B, β) is weakly stable when (B, β) is equivariantly * -isomorphic to (B ⊗ K, β ⊗ id K ). Note that any G-algebra (A, α) can be 'weakly stabilized': (A ⊗ K, α ⊗ id K ) is weakly stable.
In the following we will assume that (B, β) is weakly stable. By using that
is an abelian semi-group in the composition + given by
This composition is independent of which β-invariant isometries we use.
Proof. When W 1 , W 2 are β-invariant isometries such that
ϕ + ψ, proving that the composition is independent of which β-invariant isometries we use. In particular, by using V 2 , V 1 instead of V 1 , V 2 , we deduce the commutativity of the composition. To prove the associativity, consider a third element λ ∈ Hom G (A, Q(B)).
is G-invariant and gives a unitary equivalence between these two G-extensions, proving that ([ϕ 
Thus a degenerate G-extension is one which splits equivariantly. In particular, the zero homomorphism, which corresponds to the G-extension defined by the direct sum A ⊕ B, is a degenerate G-extension. Clearly, the G-extensions which are unitarily equivalent to a degenerate G-extension form a sub-semigroup in Hom G (A, Q(B))/ . We can therefore define a new equivalence relation, ∼, in Hom G (A, Q(B)) such that ϕ ∼ ψ if and only if there are degenerate G-extensions, ϕ 0 , ψ 0 , such that ϕ + ϕ 0 ψ + ψ 0 . By Lemma 3.1 the set of equivalence classes, Hom G (A, Q(B))/ ∼, is an abelian semigroup; but now one which has a neutral element represented by any degenerate G-extension.
A G-extension ϕ ∈ Hom G (A, Q(B)) is invertible when there is another G-extension ψ ∈ Hom G (A, Q (B) ) such that ϕ+ψ is unitarily equivalent to a degenerate extension. Of course, ϕ is invertible if and only if the class [ϕ] of ϕ in Hom G (A, Q(B))/ ∼ is invertible in the semigroup.
) is invertible if and only if there are an isometry V ∈ M(B) and an equivariant * -homomorphism π : A → M (B) such that
and
Proof. If ϕ is invertible there is another G-extension ψ ∈ Hom G (A, Q (B) ) and an equivariant * -homomorphism π :
Conversely, assume that we have such a pair V, π. Set W = V 1 V and note that β g (q B (W )) = q B (W ), g ∈ G, and (B, β) ) denote the abelian group of invertible elements in the semi-group Hom G (A, Q(B))/ ∼, i.e.
Occasionally, when no confusion is possible, we shall omit the explicit reference to the actions in the notation, and write Ext G (A, B) in place of Ext G ((A, α), (B, β) ).
We shall also consider a natural quotient of Ext G (A, B) . To define it, let IB denote the C * -algebra C[0, 1] ⊗ B which we shall consider as a G-algebra with the action of G given by id C[0,1] ⊗ β. Let π 0 , π 1 : IB → B denote the equivariant quasi-unital * -homomorphisms obtained from evaluations at the two endpoints of [0, 1] . We say that two invertible G-extensions, ϕ, ψ ∈ Hom G (A, Q(B)), are homotopic when there is an invertible
Note that this corresponds to the existence of a commuting diagram of the form (1.3) in the introduction.
2 It is not difficult to see that homotopy is an equivalence relation on the set of invertible G-extensions of (A, α) by (B, β) , and we let (B, β) ) denote the homotopy classes of invertible G-extensions. To see that this is also an abelian group, and in fact a quotient of Ext G (A, B) , we need the following lemmas.
Lemma 3.3. Let (B, β) be a weakly stable G-algebra.
1. There is a strictly continuous path of β-invariant isometries, {W t : B) such that W 1 = 1 and lim t→0 W t W * t = 0 in the strict topology. 2. For every β-invariant isometry S ∈ M(B), there is a strictly continuous path of β-invariant isometries,
, there is a strictly continuous path of β-invariant unitaries,
Proof. By definition of weak stability the usual constructions from the non-equivariant case works; cf. e.g. Lemma 1.3.6 and Lemma 1.3.7 of [K-JT] .
There is then a strictly continuous path,
Proof. ((A, α) , (B, β) ) is an abelian group with neutral element represented by the zero homomorphism, and the identity map on the invertible elements of Hom G (A, Q(B)) passes to a surjective group homomorphism
Proof. It follows from Lemma 3.4 that the identity map on the strongly invertible elements of Hom G (A, Q(B)) passes to a map Hom β) ) of abelian semi-groups. We can now prove both that Ext h G ((A, α), (B, β) ) is a group, and that the above map passes to a surjective group homomorphism by showing that when λ : A → M(B) is an equivariant * -homomorphism and u ∈ M(B) is a unitary such that β g (u) − u ∈ B for all g ∈ G, then q B • Ad u • λ is homotopic to 0. To prove this, let {W t : t ∈]0, 1]} be the path of isometries from Lemma 3.3. Define
So not only is Φ invertible, as it follows from Lemma 3.2, but Φ is actually unitarily equivalent to a degenerate G-extension. Since π 1 •Φ = Ad q B (u)•λ and π 0 •Φ = 0, the proof is complete.
The groups Ext G (A, B) and Ext
). In the second variable, B, we only have functoriality with respect to equivariant * -homomorphisms h : B → B 1 which are quasi-unital; for such a h we define
The functoriality of Ext h is defined in the same way.
4. An appropriate picture of KK
1
We now begin to relate the equivariant extension groups to the equivariant KKtheory of Kasparov. For this purpose, we start by formulating the definition of KK G (A, B) for graded G-algebras (A, α) and (B, β), cf. [K2] , [Sk2] . We remind the reader that we are assuming that (B, β) is weakly stable. An equivariant Kasparov A, B-bimodule is a countably generated graded Hilbert B-module E equipped with the following additional structure :
where ∂ is the grading operator, S g (xb) = S g (x)β g (b),and
The group KK G (A, B) was defined, in [K2] , to be the homotopy classes of equivariant Kasparov A, B-bimodules, with the addition given by direct sum. Just as in the non-equivariant case, [K1] , [Sk1] , homotopy turns out to be the same equivalence relation on equivariant Kasparov A, B-bimodules as the relation generated by operator homotopy and addition of degenerate elements. In the equivariant case this fact was pointed out in [BS] , Remarques 5.11(2). In the notation of Kasparov, from [K2] , the notion of operator homotopy which Baaj and Skandalis have in mind is a family (E,
a ∈ A, and all t ∈ [0, 1]. However, when we modify the definition of a Kasparov A − B-bimodule, cf. [K2] , Definition 2.2, in accordance with Remark 2) on page 156 of [K2] as we have done above, the natural notion of operator homotopy requires that g · T t − T t ∈ K B (E) for all g, t. An obvious application of the equivariant version of Kasparov's technical theorem, as in in Remark 2) on page 156 of [K2] , but with T substituted by an operator homotopy {T t }, shows that even with this stronger notion of operator homotopy it is still true that homotopy is the same equivalence relation as the one generated by operator homotopy and addition by degenerate elements. We shall use this fact in a crucial way below. Now return to the case of two ungraded (or trivially graded) G-algebras, (A, α) and (B, β) . We assume again that (B, β) is weakly stable. The group KK
is then defined to be the group KK G (A, B (1) ), where A is considered as a graded G-algebra with the trivial grading and
As in [T2] we define a unitary β-cocycle to be a strictly continuous map u : G → U (M(B)) into the unitary group of the multiplier algebra such that u e = 1 and
It is easy to see that homotopy defines an equivalence relation among equivariant A, B − KK 1 -cocycles. The set of homotopy classes of equivariant A, B − KK 1 -cocycles will be denoted by KK
.) As we shall see shortly, this gives KK
Proof. Let W t , t ∈]0, 1], be the path from Lemma 3.3. Set
Proof. Let {S t : t ∈]0, 1]} and {T t : t ∈]0, 1]} be paths of isometries as in Lemma 4.1. Define Π :
f ∈ IB, and finally a projection P ∈ M(IB) by
Among the arguments needed to show that (Π, U, P ) is an equivariant Kasparov A, IB − KK 1 -triple, the only subtle point is to show that the limits
It is here that it is crucial that (π, v, p) is degenerate. Clearly, (Π, U, P ) gives us a homotopy connecting (ϕ, u, q) ⊕ (π, v, p) to (ϕ, u, q).
Given an equivariant A, B − KK 1 -cocycle, (π, v, p), we can obtain an element of KK 
Then (E B ,π, S p ) is an equivariant Kasparov A, B (1) -bimodule and we get a well-
Proof. The proof is essentially the same as the proof of Theorem 3.5 in [T2] , adopted to the case of KK 1 . It is clear that Φ preserves the compositions. It therefore suffices to show that Φ is both surjective and injective.
Surjectivity : Let (E, ϕ, F 0 ) be an equivariant A, B (1) -module. Let W denote the given representation of G as linear grading preserving bijections on E. As above we consider E B = B ⊕ B = B (1) as a graded Hilbert B (1) -module. When we let G act on E B via the representation β ⊕ β, we have that (E B , 0, 0) is an equivariant Kasparov A, B (1) -module which is degenerate in the sense of Kasparov, [K3] . Then
is homotopic, in the sense of Kasparov, [K2] , to (E, ϕ, F 0 ). The proof of this is the same as in the non-equivariant case, see e.g. [K-JT], Lemma 2.1.20. It follows from Kasparov's stabilization theorem (the graded version), cf. Theorem 1.2 of [K2] , combined with Lemma 1.3.3 of [K-JT] , that there is an isomorphism Λ : E ⊕ E B → E B of graded Hilbert B (1) -modules. We use Λ to transfer the entire structure, including the representation of G, from E ⊕ E B to E B . In this way we
and it follows that W must be of the form
where S ± are continuous representations of G as linear bijections on B such that
Since W is grading-preserving, it follows that S + = S − . For each g ∈ G, we define a unitary u g ∈ M(B) by
The fact that W is a continuous representation of G shows that g → u g is a unitary β-cocycle. By using that ψ : A → L B (1) (E B ) is grading preserving we see that there is a * -homomorphism
Since
After an operator homotopy (familiar from the non-equivariant case) we may assume that D = D * and that D ≤ 1. In fact, after addition of the degenerate equivariant Kasparov A, B (1) -module (E B , 0, 0) (with the same G-action, W , as for (E B , ψ, F 1 ) above), and an operator homotopy, cf. [Bl] , 17.6, we may assume that D is a symmetry. Then p = B) . This means that there is an equivariant Kasparov A, IB (1) -module (E, κ, F ) which is a homotopy between Φ(ϕ, u, p) and Φ (ψ, v, q) . By performing the same string of alterations to (E, κ, F ) as in the proof of surjectivity we get an equivariant A − IB − KK 1 -cocycle (κ 0 , w, e). Consider (π 0 • κ 0 , π 0 (w), π 0 (e)). This equivariant A − B − KK 1 -cocycle is, by construction, of the following form : There is a degenerate equivariant A − B − KK 1 -cocycle (0, z, f ) and an isomorphism S : B ⊕ B → B of Hilbert B-modules such that
and π 0 (w) is determined by the condition that
for all x ∈ B and all g ∈ G. S must be of the form S(x, y) = S 1 x + S 2 y where S 1 , S 2 are isometries in M(B) such that S 1 S * 1 + S 2 S * 2 = 1. However, S 1 and S 2 need not be β-invariant. Let V 1 , V 2 ∈ M(B) be two isometries which are β-invariant and satisfy that
Since the unitary group of M(B) is connected in the strict topology, we can find a strictly continuous path of unitaries U t , t ∈ [0, 1], such that
strictly continuous path of isometries with S
t (x) for all x ∈ B and all g ∈ G. This gives us a homotopy connecting (π 0 •κ 0 , π 0 (w), π 0 (e)) to something which is of the form (ϕ, u, p) ⊕ d 0 where d 0 is a degenerate equivariant A − B − KK 1 -cocycle. By using the same arguments at the other end of the homotopy (κ 0 , w, e) we find that (π 1 • κ 0 , π 1 (w), π 1 (e)) is homotopic to something which is of the form (ψ, v, q) ⊕ d 1 where d 1 is a degenerate equivariant A − B − KK 1 -cocycle. By Lemma 4.2 this implies that (ϕ, u, p) and (ψ, v, q) are homotopic.
Having made the contact with KK-theory, we can transfer the other equivalence relation -operator homotopy after addition of degenerate elements -over to the equivariant A − B − KK 1 -cocycles to get the following lemma. 
, and a unitary S ∈ M 2 (M(B)) such that
Proof. Assume first that (ϕ, u, p) and (ψ, v, q) are homotopic. This implies that Φ(ϕ, u, p) and Φ(ψ, v, q) define the same element in KK 
By applying Lemma 1 of §6 of [K1] to the operator homotopy we get a unitary
In Kasparov's case where G is compact, he can take U to be G-invariant, i.e. invariant under the action
but in the present case we only have that the operator homotopy consists of operators which are G-invariant modulo compacts. So in our case we see that T may be chosen such that
for all g ∈ G. Then S = T U is a unitary in M 2 (M(B)) with the stated properties.
Conversely, if the three conditions, 1.-3., hold, it follows straightforwardly that B) are represented by two equivariant Kasparov A, B (1) -modules of the form (E B , ϕ 1 , S 1 ) and (E B , ϕ 2 , S 2 ) where the S i 's are symmetries and
for all a ∈ A. But then, by the procedure introduced by Kasparov in the proof of Lemma 2 of §7 in [K1] , we see that B) , and (ϕ, u, p) and (ψ, v, q) are homotopic by Theorem 4.3.
Twisted G-extensions and KK
1 Let (A, α), (B, β) be G-algebras, still with (B, β) weakly stable. Consider pairs (ϕ, u), where ϕ ∈ Hom(A, Q(B)) and u is a strictly continuous β-cocycle such that
for all a ∈ A and all g ∈ G. We say that (ϕ, u) is a twisted extension of (A, α) by (B, β) . The set of such twisted extensions will be denoted by E ((A, α), (B, β) ). We will say that two twisted extensions, (ϕ, u) and (ψ, v), are unitarily equivalent when there is a unitary u ∈ M(B) such that
It is straightforward to check that unitary equivalence is an equivalence relation on E((A, α), (B, β)) and we denote it by .
Choose two β-invariant isometries, , α), (B, β) ), we can define a new element , α), (B, β) )
2 ) and
Proof. The proof is essentially identical to that of Lemma 3.1.
A twisted extension (ϕ, u) ∈ E((A, α), (B, β) ) is called degenerate when there is a * -homomorphism ϕ : A → M(B) such that q B • ϕ = ϕ and
It follows from Lemma 5.1 that we can define a new equivalence relation, ∼, on E((A, α), (B, β) ) such that (ϕ, u) ∼ (ψ, v) if and only if there are degenerate twisted extensions (λ 1 , w 1 ), (λ 2 , w 2 ) such that
The resulting set of equivalence classes, E((A, α), (B, β))/ ∼, enherits the structure of an abelian semigroup with a neutral element represented by any degenerate twisted extension. The group of invertible elements in E((A, α), (B, β))/ ∼ will be denoted by Ext G,t ((A, α), (B, β)) .
We shall go on to show that there is a group homomorphism B) . Let (ϕ, u) be a twisted extension representing an element in Ext G,t ((A, α), (B, β) ). There is then another twisted extension (ψ, v) ("the inverse of (ϕ, u)") such that (ϕ + ψ, u + v) is unitarily equivalent to a degenerate twisted extension (λ, w), i.e. there is a unitary T ∈ M(B) such that
And
for all a ∈ A.
We assert that the class of (λ, w,
is independent of the choices made. So let (ψ 1 , v 1 ) be another twisted extension such that (ϕ + ψ 1 , u + v 1 ) is unitarily equivalent to a degenerate twisted extension (λ 1 , w 1 ), and let λ 1 : A → M(B) be a * -homomorphism such that λ 1 = q B • λ 1 . We must show that
In particular, Lemma 4.4 shows that (λ 1 , w B) . (This could also be seen by connecting S to 1 through a strictly continuous path of unitaries.) Furthermore, modulo B, we have that
We have that λ(a)E −µ(a)E ∈ B, a ∈ A, and w 2 g −w g ∈ B for all g ∈ G. We want to conclude that (λ, w, E) and (µ, w 2 , E) define the same element in B) . To this end we show that (λ, w, E)⊕(µ, w 2 , 0) and (λ, w, 0)⊕(µ, w 2 , E) are homotopic. By Lemma 4.2, this will do the job. For every t ∈ [0, π 2 ], define a projection E t ∈ M(B) by
1 -cocycle, and this gives us the homotopy between (λ, w, E) ⊕ (µ, w 2 , 0) and (λ, w, 0) ⊕ (µ, w 2 , E) we need.
Thus the class of (λ, w,
is at least independent of the choices made. If (ϕ, u) and (ϕ 1 , u 1 ) are unitarily equivalent via the unitary u ∈ M(B), i.e. Ad q B (u) • ϕ 1 = ϕ and u g β g (u) − uu 1 g ∈ B, g ∈ G, we set
) is a degenerate twisted extension since (λ, w) is.
To get a welldefined map E((A, α), (B, β) 
, be a strictly continuous path of unitaries in M(B) such that W 1 = W and W 0 = 1. Then the path
Now we know that the recipe, given in the notation from above by
. This map is clearly additive and, as is easily seen, it takes degenerate twisted extensions to degenerate equivariant A, B −KK 1 -cocycles, so (by use of Lemma 4.2) we see that the recipe defines a group B) . To prove that Λ is an isomorphism we need the following lemma.
Proof. The point is that (ϕ + 0,
. This will prove the lemma since (0, v) is obviously degenerate. Since we already have that
We are now, finally, in position for the proof of the following result.
By Lemma 4.4 this implies that there are degenerate twisted extensions (π
i , w i ), i = 1, 2, such that (q B (λ ϕ (·)T ϕ V 1 V * 1 T * ϕ ), w ϕ ) + (π 1 , w 1 ) (q B (λ ψ (·)T ψ V 1 V * 1 T * ψ ), w ψ ) + (π 2 , w 2 ) .
By Lemma 5.2 this implies that
Surjectivity of Λ : Let (π, v, p) be an equivariant A, B − KK 1 -cocycle. We can then define a * -homomorphism ϕ : A → Q(B) by
,
for all a ∈ A and that
, and by definition of Λ, (A, B) is. To formulate and prove the next result we only need to define functoriality in the second variable with respect to equivariant * -homomorphisms h : B → B 1 between weakly stable G-algebras which are unital in the sense that
Theorem 5.5. Let (ϕ, u) and (ψ, v) be invertible twisted extensions of (A, α) by (B, β) .
if and only if there is an invertible twisted extension (Φ, U ) of (A, α) by (IB, id
Proof. We shall say that (ϕ, u) and (ψ, v) are homotopic when such a twisted extension, (Φ, U ), exists. Assume first that [ϕ, u] (B, β) ). To conclude that (ϕ, u) and (ψ, v) are homotopic it suffices to consider the cases where (ϕ, u) (ψ, v), and the case where (ψ, v) = (ϕ, u) + (ϕ 0 , u 0 ) for some degenerate twisted extension (ϕ 0 , u 0 ). Assume first that (ϕ, u) (ψ, v) and that w ∈ M(B) is a unitary such that Ad q B (w) • ϕ = ψ and v g β g (w) − wu g ∈ B for all g ∈ G. Let w t , t ∈ [0, 1], be a strictly continuous path of unitaries in M (B) such that w 0 = w and w 1 = 1. Set s
gives us a homotopy between (ψ, v) and (ϕ, s 0 ). (We have here left it to the reader to check that the twisted extension of (A, α) by (IB, id C[0,1] ⊗ β) which realizes this homotopy is invertible. This applies also to the next couple of homotopies.) Note that s 0 g = w * v g β g (w) differs from u g by something from B. The arguments from the proof of Lemma 4.2 show that (ϕ,
2 ). In the obvious matrix notation these twisted extensions can be viewed as For the converse, assume that (ϕ, u) and (ψ, v) are homotopic, and let (Φ, U ) be a twisted extension of (A, α) by (B, β) given the homotopy. By using that the isomorphism Λ : Ext G,t ((A, α), (B, β) 
is natural in B with respect to equivariant quasi-unital maps, we find that
Removing the twist
It is now neccesary to impose the condition that G is second countable, rather than merely σ-compact, to ensure that the following construction gives us separable C * -algebras.
4
Let τ denote the right-regular representation of G, i.e.
In the following we shall consider the C * -algebra
as a G-algebra with action ρ g = id K ⊗ Ad τ g . Note that ρ g = Ad τ g where
In this section we will construct a homomorphism
For this purpose we need the following lemmas.
Lemma 6.1. Let (A, α) , (B, β) be G-algebras, and let ψ 1 , ψ 2 ∈ Hom G (A, Q(B)) be two G-extensions of (A, α) by (B, β) . Let u ∈ M(B) be a unitary such that
Assume that
It follows that there is a norm-continuous path,
.
We shall apply the equivariant version of Kasparovs technical theorem, Theorem 1.4 of [K2] , with
. We most check that 1. A 1 is a G-algebra, i.e. that β ⊗ id M 2 leaves A 1 globally invariant and acts norm-continuously there.
2
3. That ∆ derives A 1 . 4. That g → ϕ(g)x and g → xϕ(g) are norm-continuous for all x ∈ A 1 . The remaining conditions in Kasparov's theorem are then all trivially satisfied.
1. : Since ϕ 1 is equivariant, it follows from Theorem 2.1 that A) ), note that it suffices, by Theorem 2.1, to show that g → β g ⊗ id M 2 (q D (S)ϕ 1 (a)) is norm-continuous for all a ∈ A 1 . By (6.1) this map is the same as 1 (α g (a) ), which is clearly norm-continuous.
3. We assert that SA 1 ⊂ A 1 and that A 1 S ⊂ A 1 . Since S is selfadjoint it suffices to check that S(Sx), Sx, xS, SxS ∈ A 1 for all x ∈ q −1 D (ϕ 1 (A)). The only non-trivial case is that SxS ∈ A 1 , and this case follows by writing x = yz, where y, z ∈ q −1 D (ϕ 1 (A)) and using that Sy, zS ∈ A 1 . 4. Since ϕ(g) is self-adjoint it suffices to check that g → ϕ(g)x and g → ϕ(g)Sx are norm-continuous for all
The continuity of g → β g ⊗ id M 2 (S)x follows in the same way.
Kasparovs technical theorem gives us positive elements
It is then straightforward to check that
, is a norm-continuous path of unitaries in Q(M 4 (B)) with S 0 = q M 4 (B) (W ) and S 1 = 1, we take U t , t ∈ [0, 1], to be a lift of this path such that U 1 = 1.
Lemma 6.2. Let (ϕ, u) be a twisted extension of (A, α) by (B, β) . It follows that there is a unitary w ∈ M(B ⊗ K G ) such that
By the result of Mingo and Phillips this Hilbert
in the obvious way, this isomorphism of Hilbert B-modules becomes a unitary in M(B ⊗ K G ) with the stated property.
We shall make extensive use of the following tensoring procedure. Consider a third G-algebra (C, γ) and let ϕ ∈ Hom G (A, Q(B)). There is then an element
is an element such that q B (m) = ϕ(a), and m ⊗ c is considered as an element of M(B ⊗ C) in the usual way. In this construction we must use the maximal tensornorm, but for our applications this is irrelevant since C will always be nuclear.
Let (ϕ, u) be a twisted extension. By Lemma 6.2 there is a unitary
we find that
To see that we can define a map
we have that
proving that
Hence an application of Lemma 6.1 shows that Ad
, for all g ∈ G, x ∈ B ⊗K G , and it follows that the element in Hom G (A⊗K G , B ⊗K G ) which corresponds to (ϕ + ψ, u + v) by the above construction becomes unitarily equivalent to
after addition by 0. In particular this shows that Ad q B⊗K G (w) • (ϕ⊗id K G ) is an invertible G-extension when (ϕ, u) is an invertible twisted extension. It follows that the recipe (ϕ, u) → Ad q B⊗K G (w) • (ϕ⊗id K G ) gives rise to a map
which is a semi-group homomorphism and annihilates the degenerate twisted extensions, so we have the desired map Ext
7. Equivariant KK-theory and C * -extensions
In this section we prove our main results which may now be stated as follows.
Theorem 7.1. , α⊗ρ) , (B⊗K G , β⊗ρ)) if and only if ϕ and ψ are homotopic, i.e. there is an invertible extension
We prove these theorems simultaneously by constructing a commuting diagram
of group homomorphisms.
About the maps in this diagram we shall show that κ 2 is an isomorphism, that κ 5 is injective and that κ 3 is surjective. This will show that κ 4 and κ 3 are isomorphisms. In combination with Corollary 5.4 this will prove Theorem 7.1. The map κ 3 is the map from Proposition 3.5, so the conclusion that κ 3 is an isomorphism will yield Theorem 7.2. 7.1. Construction of the maps κ 1 , κ 3 , κ 4 and κ 5 . κ 1 is the map Θ constructed in Section 6. As we have already mentioned, κ 3 is the map coming from Proposition 3.5. κ 4 is the obvious map which arises by considering a G-extension as a twisted G-extension (with the trivial cocycle). κ 6 is the map κ 1 applied to the G-algebras A ⊗ K G and B ⊗ K G instead of A and B.
7.2. Construction of κ 2 . Let (ϕ, u) be a twisted G-extension of (A, α) by (B, β) .
By using the identification of Ext G with KK 1 G obtained in Section 5 it is straightforward to see that (ϕ, u) → (ϕ⊗id K G , u ⊗ τ ) defines a homomorphism κ 2 which fits into a diagram
where the vertical maps are the isomorphisms resulting from Corollary 5.4, and ⊗ is the exterior product in KK G . It is wellknown that K G is equivalent to C in KK G , so the lower horisontal map is an isomorphism. Consequently κ 2 is an isomorphism.
7.3. Construction of κ 5 . The construction of κ 5 is easy; it arises from the map
(Note, however, that it takes Lemma 6.1 to see that the map is well-defined on the ∼-equivalence classes.) We will show that κ is injective. For this purpose we need the following lemma.
Lemma 7.3. Let B be a weakly stable G-algebra, and ψ ∈ Hom G (A, B) a Gextension. For every α-invariant unitary u ∈ M(A), we have that
It is well-known that ϕ is surjective. There is therefore a unitary
. Note that
, and
for all g ∈ G and all a ∈ A. By Lemma 6.1 this implies that
We introduce the Hilbert space C ⊕ L 2 (G) which carries a representation τ + of G given by τ
]. (Again we employ Lemma 6.1 to see that this map is well-defined.) We show first that this map is injective. So let
G be a minimal non-zero G-invariant projection, and define an equivariant * -homomorphism
Such an isometry exists by [M-P] . Furthermore, there is another G-invariant isometry W such that V V * + W W * = 1. We can then define an equivariant * -isomorphism µ :
could be the isometries we use to define the addition, cf. Lemma 3.1, and
Then U is a α ⊗ id M 2 -invariant unitary and
where Θ :
G is the equivariant * -isomorphism given by the two invariant isometries in M(B ⊗ K G ⊗ K + G ) which we use to define the addition, and s :
Since ϕ⊗id K G is degenerate when ϕ is, κ restricts to the desired map κ 5 on the Ext G -level. κ 5 is injective since κ is.
With these constructions completed, it is straightforward to see that the diagram (7.1) commutes. In this way we have proved both Theorem 7.1 and Theorem 7.2.
Invertible extensions revisited
The purpose with this section is to obtain the following characterization of invert-
is invertible if and only if the map
admits a completely positive equvariant contraction as a right-inverse.
Proof. To simplify notation we set (B ⊗K G , β ⊗ρ) = (B , β ) and (A⊗K G , α⊗ρ) = (A , α ). Assume first that the given G-extension is invertible. By Lemma 3.2 this implies that there is an isometry V ∈ M(B ) such that β g (V ) − V ∈ B , g ∈ G, and Ad
) is the Busby-invariant for the extension and π : A → M(B ) is an equivariant * -homomorphism. Set
be the C * -algebra generated by q −1 B (ϕ(A)) and V . Note that X is separable and that β acts continuously on X by Theorem 2.1. Set Y = A ⊕ X which we consider as a G-algebra with the action α ⊕ β . Note that both E 1 and E 2 are G-invariant C * -subalgebras of Y . Hence we may consider the reduced crossed products E 1 × r G and E 2 × r G as sub-algebras of Y × r G in the obvious way, cf. [Pe] , 7.7.9. We may consider M(Y ) as a sub-algebra of M(Y × r G), and hence in particular W = (1, V ) as an element of M(Y × r G). We assert that
To see this it suffices to consider a compactly supported continuous function f on G with values in E 2 and show that
We are here using standard notation related to (reduced) crossed products, used for example in §7 of [BS] . Since β g (V ) − V ∈ B for all g ∈ G we see that
× r G, which we consider as a common subalgebra of E 1 × r G, E 2 × r G and Y × r G. Hence (8.1) follows from the observation that (a, m) ∈ E 2 ⇒ (a, V * mV ) ∈ E 1 . Set ψ = Ad W * : E 2 × r G → E 1 × r G and observe that ψ is equivariant (in the sense of [BS] ) with respect to the canonical co-actions of G on E 1 × r G and E 2 × r G. Observe also that
commutes. To prove that the lower maps splits via a complete positive contraction which is equivariant for the canonical co-actions by G, it suffice to prove this for the upper map. But the upper map splits via a map s given in standard notation by
which clearly has the desired properties. By Theorem 2.2 there is a commuting diagram
of equivariant * -homomorphisms, so we conclude that also the map E × r G → A × r G splits via a completely positive contraction which is equivariant for the canonical co-actions of G. By forming the crossed product by these co-actions, and using the Takai-type duality theorem involving co-actions, cf. [IT] , [Ka] , [V] , [LPRS] , this gives us a completely positive equivariant and contractive section for the map E ⊗ K G → A ⊗ K G . Conversely, assume that such a section exists. It follows that ϕ⊗id K G defines an invertible element in the semi-group Hom G (A ⊗ K G ⊗ K G , Q(B ⊗ K G ⊗ K G ))/ ∼, cf. [BS] , Remarque 2.11, in combination with Lemma 3.2. From Theorem 7.1 it follows that the map κ 5 in the diagram (7.1) must be an isomorphism, so there is an invertible G-extension ψ ∈ Hom G (A ⊗ K G , Q(B ⊗ K G )) such that [ϕ⊗id
. Now, in the construction of κ 5 we established that the map λ → λ⊗id K G induces an injection from the semi-group
Hence the class of ϕ and ψ must be the same in Hom G (A ⊗ K G , Q(B ⊗ K G ))/ ∼ and ϕ is invertible.
The case of proper actions
As one would expect the complications involved in the general case simplify when G is compact. In fact, as far as the abstract properties goes KK G behaves just as well as KK when G is compact. More importantly it often suffices that the action of G in certain respects behave like the action of a compact group. Here we shall point out a property which the action may have, and which allows us to remove the K G -tensor factor from the algebra A in Theorem 7.1. To formulate this property we shall use the Hilbert (G − The G-action, S, on L 2 (G, B) is given S g ψ(k) = ∆(g) 1 2 β g (ψ(kg)) , and the right B-module structure is given by ψb(g) = ψ(g)b, b ∈ B, g ∈ G. The direct sum of a sequence of copies of L 2 (G, B) is the (G − B)-module which we denote by B ⊗ L 2 (G) ∞ .
Definition 9.1. A G-algebra (B, β) is K-proper when the following holds : For any countably generated Hilbert (G − B)-module E there is an isomorphism
of Hilbert (G − B)-modules.
By [K4]
, when G is compact, all G-algebras are K-proper. Also, by Theorem 2.9 of [Ph] , when X is a locally compact metric space with G acting properly, and C 0 (X) is a considered as G-algebra with the action arising from the action on X, then C 0 (X) is a K-proper G-algebra. More generally, at least when G is discrete, a proper G-algebra in the sense of [GHT] is K-proper. ∞ into a new one, E, which only differs from B ⊗ L 2 (G) ∞ in that the G-action is given by T , where
Since (B, β) is K-proper G-algebra there is an isomorphism
of Hilbert (G−B)-modules. By identifying both L B (E ⊕(B ⊗L 2 (G) ∞ ) and
) with M(M 2 (B ⊗ K G )), this gives us, as in the proof of Lemma 6.2, a unitary U ∈ M(M 2 (B ⊗ K G )) such that
for all x ∈ M 2 (B ⊗ K G ), g ∈ G. It follows that ( ϕ 0 0 0 , u 0 0 1 ) is unitarily equivalent to (Ad q M 2 (B⊗K G ) (U )• ϕ 0 0 0 , 1). Note that (Ad q M 2 (B⊗K G ) (U )• ϕ 0 0 0 will be invertible when (ϕ, u) is an invertible twisted extension. This completes the proof of surjectivity, but for use in the the proof of injectivity, note that if (ϕ, u) is degenerate, then (Ad q M 2 (B⊗K G ) (U ) • ϕ 0 0 0 , 1) will be degenerate.
Injectivity : Assume that [ϕ, 1] = 0 in Ext G,t (A, B ⊗ K G ). This means that there is a degenerate twisted extension (ψ, v) such that (ϕ + ψ, 1 + v) is unitarily equivalent to a degenerate twisted extension, (ψ 1 , v 1 ). By adding (0, 1) to both (ψ, v) and (ψ 1 , v 1 ) we may, by the preceding argument, assume that (ψ, v) = (λ, 1) and (ψ 1 , v 1 ) = (λ 1 , 1) for some degenerate G-extensions, λ and λ 1 . It follows then that ϕ + λ is unitarily equivalent to λ 1 , i.e.
[ϕ] = 0 in Ext G (A, B ⊗ K G ).
By the homotopy invariance of Ext G,t , the isomorphism we have just constructed factorises through Ext 
