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We perform resolvent analysis to examine the perturbation dynamics over the laminar separation
bubble (LSB) that forms near the leading edge of a NACA 0012 airfoil at a chord-based Reynolds
number of 500,000 and an angle of attack of 8 degrees. While we focus on the LSB residing over
6% of the chord length, the resolvent operator is constructed about the global mean flow over
the airfoil, avoiding numerical issues arising from domain truncation. Moreover, randomized SVD
is adopted in the present analysis to relieve the computational cost associated with the high-Re
global base flow. To examine the local physics over the LSB, we consider the use of exponential
discounting to limit the time horizon that allows for the instability to develop with respect to the
base flow. With discounting, the gain distribution over frequency accurately captures the spectral
content over the LSB obtained from flow simulation. The peak-gain frequency also agrees with
previous flow control results on suppressing dynamic stall over a pitching airfoil. According to the
gain distribution and the modal structures, we conclude that the dominant energy-amplification
mechanism is the Kelvin–Helmholtz instability. In addition to discounting, we also examine the use
of spatial windows for both the forcing and response. From the response-windowed analysis, we
find that the LSB serves the main role of energy amplifier, with the amplification saturating at the
reattachment point. The input window imposes the constraint of surface forcing, and the results
show that the optimal actuator location is slightly upstream of the separation point. The surface-
forcing mode also suggest the optimal momentum forcing in the surface-tangent direction, with
strong uni-directionality that is ideal for synthetic-jet-type actuators. This study demonstrates
the strength of randomized resolvent analysis in tackling high-Reynolds-number base flows and
calls attention to the care needed for base-flow instabilities. The physical insights provided by the
resolvent analysis can also support flow control studies that target the LSB for suppressing flow
separation or dynamic stall.
I. INTRODUCTION
The physics of an initially laminar boundary layer separating from a surface, transitioning to a turbulent state, and
reattaching to the surface have been studied since at least the late 1920s [1, 2]. The presence of these so-called laminar
separation bubbles (LSBs) is highly dependent on local Reynolds number, pressure gradient, surface curvature, and
free-stream disturbance levels. Despite typically being considered a low-Reynolds-number feature, for moderate to
high incidence and leading-edge curvature, the presence of a LSB has been confirmed for airfoil chord-based Reynolds
numbers approaching 107 [2, 3]. Early classification of airfoil stall behaviors [4, 5] linked post-stall lift-curve shape
to the presence and dynamics of the LSB during the stall event. When LSBs exist at high Reynolds numbers on
airfoils, their size can shrink to less than 1% of the airfoil chord, making their detection and analysis through standard
experimental techniques difficult [6, 7].
Later, studies have highlighted the natural behavior of LSBs strongly amplifying incoming disturbances within a
selective frequency range due to inviscid instability within the separated laminar shear layer [8, 9]. This leads to
a strong sensitivity to free-stream turbulence levels such that the stream-wise length of the LSB can be a function
of both pressure gradient and turbulence intensity [10–12]. These unique aspects of LSBs have motivated numerous
experiments in controlled environments, linear stability investigations (both local and global), and direct numerical
simulations [13–17]. On a related effort, unsteady forcing as a means of flow control which specifically targets shear-
layer instabilities has been well studied [18]. In this approach, laminar separations within the airfoil boundary layer
naturally amplify incoming disturbances within a specific frequency range. This generates a series of spanwise vortical
structures which allow for momentum transfer from the free stream. A promising aspect of this approach is that the
natural amplification by the instability allows for amplitude growth of multiple orders of magnitude such that actuator
amplitude can be very minimal yet effective.
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2A recent campaign of research has applied wall-resolved large-eddy simulation to the study of flows over airfoils at
low-Mach number and chord Reynolds numbers in the range of ReLc = 0.2− 1.0× 106. The airfoil is pitched about
its quarter-chord axis to observe the series of nonlinear events leading to the onset of the dynamic stall process once
the airfoil has pitched above its static stall angle. These computations [19, 20] highlighted the role of a small LSB
which initiates leading-edge breakdown and the subsequent development of the dynamic stall vortex (DSV). At higher
Reynolds numbers, where turbulent separation is able to progress to the airfoil leading-edge region, the breakdown of
the LSB still results in a separate vortex structure [20]. Parallel efforts by the same group [21–23] studied the ability
for low-amplitude forcing upstream of the leading-edge LSB, in the frequency range amplified by the LSB, to alter
the state of the airfoil boundary layer and significantly affect the development of dynamic stall. This type of forcing
can effectively eliminate the development of the DSV for sinusoidal pitching motions. A further study by Benton and
Visbal [24] utilizes a surface heat-flux oscillation based on the possibility of implementing a so-called ‘thermophone’
[25–29] for flow control. It demonstrated that effective control could be maintained with an order-of-magnitude in
energy savings, given the proper placement and tracking of the shear-layer frequency. The control mechanism for this
thermal-based actuator has been investigated in Yeh et al. [30], relating the thermal input to the vorticity generation
near the actuator.
These efforts suggest that the knowledge of the energy-amplification characteristics and the physical mechanism that
supports the amplification over the LSBs is critical for guiding the design of active flow control. Moreover, a challenge
with developing optimal flow control techniques is the large number of flow control parameters, including actuator
geometry, waveform characteristics, and actuation amplitudes. Extensive parametric studies based on experiments or
high-fidelity numerical simulations are costly. The practical constraints on the actuator types, sizes, and equipments
also need to be taken into account in the investigation.
In the present effort, we leverage resolvent analysis to conduct preliminary investigations into the unsteady response
of a given flow field in order to reduce the parameter space to search for the optimal control setup. Among the modal
analysis techniques [31, 32], resolvent analysis is an attractive tool for this investigation since it is concerned with the
energy amplification in an input–output process. It allows for the characterization of the frequency response of a base
flow [33, 34]. The corresponding modal shapes provide physical insights on the mechanism of how the perturbations
are amplified or attenuated. This approach is closely related to the pseudospectral analysis by Trefethen et al. [34],
which provides physics-based explanation on subcritical transition in turbulent flows. Moreover, McKeon and Sharma
[35] have extended resolvent analysis to turbulent flows by considering the finite-amplitude nonlinear interaction terms
as a self-sustained internal forcing.
The present study aims to investigate the perturbation dynamics of the LSB that forms in a high-Reynolds-number
flow near the leading edge of a canonical airfoil. Since the high-Reynolds-number flow considered in this study
is turbulent, we adopt the perspective of McKeon and Sharma [35] to conduct the resolvent analysis of the LSB.
Moreover, we adopt discounted resolvent analysis to address the input-output relation for the unstable linear operator
[36, 37]. The use of spatial window is also considered to uncover the mechanism of energy-amplification over the
LSB [38, 39] and to shed light on the placement of an actuator. We will find that the energy amplification saturates
after the flow reattaches, which suggests that the LSB is indeed the main energy amplifier. We will also show that
the optimal actuator location is upstream of the separation point, with the most effective momentum-based forcing
aligning with the direction of the local surface tangent.
II. APPROACH
A. Problem setup
We analyze the perturbation dynamics over the laminar separation bubble that forms over a NACA 0012 airfoil
at an angle of attack α = 8◦. The flow over the airfoil is analyzed at a chord-based Reynolds number of ReLc ≡
v∞Lc/ν∞ = 500, 000 and a free-stream Mach number of M∞ ≡ v∞/a∞ = 0.1, where Lc is the chord length of
the airfoil, and v∞, ν∞ and a∞ are respectively the free-stream velocity, kinematic viscosity and sonic speed. To
perform this study, we leverage implicit large-eddy simulation (ILES), linear stability analysis, and resolvent analysis,
as described below. Throughout this study, the Cartesian coordinate system used where the x, y, and z directions
are aligned with the streamwise, transverse, and spanwise directions, respectively.
B. Large-eddy simulation
The base flow used in the present modal analyses is the time- and span-average of the ILES computation presented
in Benton and Visbal [24], where the ReLc = 500, 000 flow over the airfoil is examined with an ILES based on the
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FIG. 1. The grid setups for the linear stability analysis (left) and bi-global resolvent analysis (right). The mean flow obtained
on the LES mesh is interpolated onto a separate grid to conduct the resolvent analysis. Every 8 grid lines are shown. Contour
lines are shown for the time- and spanwise-averaged streamwise velocity.
FIG. 1. The grid setups for the linear stability analysis (left) and bi-global resolvent analysis (right). The mean flow obtained
on the LES mesh is interpolated onto a separate grid to conduct the resolvent analysis. Every 8 grid lines are shown. Contour
lines are shown for the time- and spanwise-averaged streamwise velocity.
extensively validated high-order Navier-Stokes equation solver FDL3DI [40, 41]. In this code, a sixth-order compact
finite-difference scheme [42] is employed to discretize the governing equations, along with a high-order lowpass spatial
filtering [40, 43] to eliminate spurious components. The filtering operation is applied to the conserved variables along
each transformed coordinate direction once after each time step or sub-iteration. Time-marching is accomplished
through the second-order, iterative, implicit, approximately-factored Beam and Warming method [44].
In order to perform an ILES, the above numerical methods are applied to the original unfiltered Navier–Stokes
equations, and are used without change in laminar, transitional, or fully turbulent regions of the flow. For transitional
and turbulent regions, these high-fidelity spatial algorithmic components provide an effective ILES approach in lieu
of traditional sub-grid stress models [45–47]. In regions of laminar and early-stage transition, this methodology
is effectively a direct numerical simulation of the Navier–Stokes equations. The transition over the LSB occurred
naturally in the simulation without explicit forcing.
C. Quasi-parallel linear stability analysis
We perform the quasi-parallel linear stability analysis on the time-averaged boundary layer profiles over the LSB
using the linearized compressible Navier–Stokes equations. On a body-fitted coordinate system with its origin located
at the stagnation point, this quasi-parallel stability analysis considers infinitesimal perturbations q′ξ(η) about the
wall-normal boundary layer profiles q¯ξ(η) at successive wall-tangent stations ξ, as shown in FIG. 1 (left). By plugging
in a real frequency ω and a real spanwise wavenumber kz, the spatial stability analysis is performed by formulating[−iω −Lq¯ξ(kx, kz)] qˆξ = 0, (1)
as an eigenvalue problem with respect to the complex streamwise wavenumber kx = kx,r + ikx,i. Here, Lq¯ξ ≡
k2xL2(kz) − kxL1(kz) − L0(kz) is the linearized Navier–Stokes operator about the boundary layer profile q¯ξ(η) with
the boundary conditions of q′ξ = 0 at ξ = 0 and ξ → ∞, and qˆξ(η) is the Fourier mode representation of q′ξ(η) =
qˆξ(η) exp [i(kzz − kxx− ωt)]. For each combination of streamwise station and frequency, the most unstable eigenvalue
(with the highest kx,i) is extracted and saved. For each frequency, the local spatial amplification rate kx,i(ξ) is
integrated over ξ ∈ [ξ0, ξ] such that the total ξ-wise amplification (effective gain) of an incoming disturbance a0 can
be expressed as
a(ω, ξ)/a0 = e
∫ ξ
ξ0
kx,i(ω,ξ)dξ. (2)
where ξ0 is the initial point of integration (the first station to return an unstable eigenvalue). The results obtained
from the quasi-parallel linear stability analysis will be used to identify relevant frequency range of LSB dynamics. We
will sweep over this frequency range in fine increment in the computationally intensive global resolvent analysis, and
examine what can be further revealed by the global analysis from the quasi-parallel linear stability analysis.
4D. Resolvent analysis
1. Formulation
We conduct the global resolvent analysis about the mean turbulent flow. The flow variable is Reynolds decomposed
into the sum of the time- and spanwise-averaged base state q¯(x, y) ≡ [ρ¯, v¯x, v¯y, v¯z, p¯] and the statistically stationary
fluctuating component q(x, y, z, t) ≡ [ρ′, v′x, v′y, v′z, T ′]. With the Reynolds decomposition, we express the compressible
Navier–Stokes equations as an input-output system [33–35, 38, 39, 48]
∂tq = Aq¯q +Bf , (3a)
y = Cq, (3b)
where Aq¯ is the linearized Navier–Stokes operator constructed about the two-dimensional mean flow q¯(x, y). When
a time-averaged flow is used in resolvent analysis, the finite-amplitude nonlinear terms with respect to q are collected
in u, which can be viewed as a sustained internal forcing input within the natural feedback system about the mean
state [35, 49, 50]. In the above input-output formulation, the matrices B and C specifies the input and output of
interest, which will be discussed later in section II D 3.
For the variables in the input-output system (3), we perform Laplace transform in time and Fourier transform in
the homogeneous z-direction to yield
qˆ(x, y) =
∫ ∞
0
∫ ∞
−∞
q(x, t)e−ikzz−stdzdt, (4)
where s is the Laplace variable and the same transformation applies to y and f . With this Laplace–Fourier transform,
the asymptotic output under the sustained harmonic input can be found in the frequency domain as
yˆ = Hq¯(s, kz)fˆ , where Hq¯(s, kz) ≡ C [sI −Aq¯(kz)]−1B. (5)
The operatorHq¯(s, kz) is referred to as the resolvent, which serves as a transfer function that amplifies (or attenuates)
the harmonic forcing input fˆ and maps it to the response yˆ at a given combination of (s, kz).
Resolvent analysis identifies the dominant directions along which fˆ can be most amplified through Hq¯(s, kz) to
form the corresponding responses in yˆ. These directions can be determined through singular value decomposition
(SVD) of
Hq¯(s, kz) = Y ΣF ∗, (6)
where F ∗ denotes the Hermitian transpose of F . Resolvent analysis interprets the singular vectors Y = [yˆ1, yˆ2, . . . , yˆm]
and F = [fˆ1, fˆ2, . . . , fˆm] respectively as the response modes and forcing modes, with the magnitude-ranked singular
values Σ = diag(σ1, σ2, . . . , σm) being the amplifications (gains) for the corresponding forcing–response pair. In this
study, we examine the resolvent gains and modes in detail to study the perturbation dynamics over the laminar
separation bubble.
2. Stability of Aq¯ and discounting
We can bring the output yˆ in equation (5) back to the time domain by performing the inverse Laplace transform
using the Bromwich integral
y(t) =
1
2pii
∮
D→∞
Hq¯(s)fˆ(s)ds = 1
2pii
∫ β+i∞
β−i∞
C [sI −Aq¯]−1Bfˆ(s)estds, (7)
where we have left out the kz-dependence for brevity. To satisfy causality, the real-valued parameter β needs to be
chosen such that all poles of the transfer function Hq¯(s) reside on the left side of the line of integration s(β, ω) =
{β + iω | ω ∈ (−∞,∞)}, allowing for the D-shaped Bromwich contour to enclose all the poles. This is demonstrated
in FIG. 2. It is important to include the right-most poles in the Bromwich contour, since in general they are the most
dominant ones in determining the dynamical behavior of the system response. According to equation (7), these poles
are the eigenvalues of Aq¯, suggesting that β needs to be greater than the dominant modal growth rate of Aq¯.
Resolvent analysis for fluid-flow problems is usually conducted along this line of integration, which is equivalent to
sweeping through the frequency (imaginary) component of the Laplace variable, s = β + iω. Commonly, β is chosen
5FIG. 2. The discounted resolvent analysis for unstable Aq¯ can be related to the shift of the vertical integral path in the inverse
Laplace transform (??) such that the unstable eigenvalues are enclosed in the Bromwich contour.
I . 2. The discounted resolvent analysis for unstable Aq¯ can be related to the shift of the vertical integral path in the
inverse Laplace transform (7) such that the unstable eigenvalues are enclosed in the Bromwich contour.
to be zero, and the Laplace transform in (7) degrades to the Fourier transform [35, 51, 52]. Fourier transform is a
natural choice for a statistically stationary flow and is appropriate for a stable Aq¯ as all of its eigenvalues lie on the
left plane of the imaginary axis. However, statistical stationarity does not guarantee a stable Aq¯. If Aq¯ has unstable
eigenvalues, the use of β = 0 does not recover the output y(t), as suggested by equation (7).
Therefore, when performing resolvent analysis for an unstable system along a path parallel to the frequency axis,
we consider a shift of this path to the right of the most unstable eigenvalue by choosing β > max (<(λ)), where λ are
the eigenvalues of Aq¯. The effect of this shift is equivalent to the exponential discounting approach introduced by
Jovanovic´ [36], where a temporal damping e−βt is applied to the variables as
[
yβ , qβ ,fβ
]
= e−βt [y, q,f ]. Substituting
the discounted variables
[
yβ , qβ ,fβ
]
into equation (3) and performing the Laplace transform, the discounted resolvent
operator can be found as
Hq¯(β, s, kz) ≡ C [(s+ β)I −Aq¯(kz)]−1B, (8)
and the shifted path in FIG. 7 can be recovered by considering s = iω. The discounted resolvent operator (8) can
be equivalently expressed as Hq¯ ≡ C [iωI − (Aq¯ − βI)]−1B, representing the transfer function for the harmonic
input–output process through the stable operator (Aq¯ − βI).This discounting approach can be viewed as a finite-
time horizon input-output analysis, since there exists a finite time t such that the monotonically increasing gain for
the unstable system at t is equal to the long-time amplification from a corresponding discounted system [36]. We also
note that discounted forcing implies that the forcing amplitude grows faster than the instabilities within the unstable
system. This ensures that the amplification of forcing overtakes the growth of the instabilities, which is an important
perspective in examining the frequency response to external forcing for flow control. In our previous effort [37], we
also found that the effect of a higher discounting parameter β is similar to that of a shorter time-horizon over which
the exponentially increasing gain is evaluated, and the streamwise extent of convective response structure reduces
with the higher β. This finding further motivates the use of the discounted analysis to reveal the local physics of
the laminar-separation bubble from a global resolvent operator by choosing an appropriate range for the discounting
parameter β.
Let us use a simple example to demonstrate how the discounting approach captures the energy amplification in a
forced unstable system. We consider the forced problem of ∂tq = Auq + f , where
Au =
[
0.3 + 1.2i 5
0 −0.1 + 2.4i
]
has an unstable pole at λ1 = 0.3 + 1.2i. For this system we choose a discounting parameter β = 0.4 > <(λ1) and find
the discounted input-output system ∂tqβ = Adqβ + fβ , where Ad = Au − βI is stable. Starting with zero initial
condition, we force both the unstable and discounted systems at a single frequency ω = 1.2 and show the energy
growths of q and qβ in FIG. 3a. The asymptotic value of ||qβ ||2 reveals the gain at the forcing frequency for the
stable discounted system [53]. For the original unstable system, we can also choose a finite time horizon over which we
examine the effect of forcing frequency on the exponentially growing ||q||2. This finite-time gain profile, determined
with ||q(t)||2 at t = 30, is accurately captured by the gain from the discounted resolvent analysis performed over
the path of s = β + iω, as shown in FIG. 3b. However, the gain profile obtained from the non-discounted resolvent
analysis is completely off from the finite-time gain profile obtained from the simulation of the forced unstable system.
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FIG. 3. Discounted resolvent analysis of a simple system: (a) Finite-time energy amplification for the forced unstable system
and discounted stable system with forcing frequency ω = 1.2; (b) Comparison of the finite-time gain from the unstable system
(evaluated at t = 30 and rescaled as e−βt||q||2 ) to the gains obtained from discounted and non-discounted resolvent analyses.
Finite-time gain of the harmonically forced unstable system (evaluated at t = 30 and rescaled as e−<(λ1)t||q||2) also shows
agreement with the gain profile obtained from the discounted resolvent analysis. Inserted in (b) are the eigenvalues (magenta
dots) and pseudospectrum (contour levels) of Au. The non-discounted analysis is performed over the path of s = iω and the
discounted analysis is performed over s = β + iω.
In addition to forcing the unstable system with growing amplitude, we also consider the use of harmonic forcing
(constant forcing amplitude in time) to the unstable system. The trend of the finite-time amplification for the
harmonically forced unstable system with respect to the forcing frequency is captured by the discounted analysis,
showing the most amplified forcing frequency at ω = 1.2. These insights given by the discounted resolvent analysis
are crucial from the perspectives of flow control where the trend in gain profiles is relied on.
Unlike an equilibrium base flow1, inferring the stability of a mean flow (or, more precisely, the stability of Aq¯
constructed about the mean flow q¯) via physical intuition is not always straightforward. Thus, a companion stability
analysis of Aq¯ is required to identify the most unstable eigenvalue, with which the minimal discounting parameter β
can be determined. In the present study, we perform the stability analysis of Aq¯ as a precursor to resolvent analysis,
and the dominant global modes will also be discussed. However, we also note that stability analysis of time-averaged
flow has been questioned for its validity of providing physical interpretations, since such a base flow does not constitute
a steady solution to the Navier–Stokes equations due to the omitted nonlinear terms of finite amplitude. [31, 58, 59] .
3. Windowed analysis
For studying the local perturbation dynamics of LSB, we also consider the use of spatial windows in the present
input-output analysis [38]. To identify the region that is associated with high energy-amplification over the LSB
and its connection with the laminar-turbulent transition and reattachment [37, 60], we consider the output spatial
window M(x, y) = {(x, y) | x ∈ (−∞, xb], y ∈ (−∞,∞)} that encapsulates the region of LSB. This spatial window
is implemented in the output matrix C in equation (5) by assigning unit weights to its diagonal elements inside the
window and zeros otherwise [39, 48]. This matrix C defines the output yˆ as the response observed only through
this spatial window, while masking out the response outside. Meanwhile, we keep the input matrix B = I such that
there is no spatial constraint on the forcing input. We move the right-boundary of the spatial window xb along the
streamwise extent of the LSB, as depicted in FIG. 4, and examine how the resolvent gain changes when xb moves over
the point of laminar separation, shear-layer roll-up, transition, and reattachment.
Similar to the output-windowed analysis, we consider the use of the input windowing is implemented in matrix B.
This input-windowed analysis is motivated by the actuator placement problem encountered in active flow control. In
1 For unsteady flows, the equilibrium base states, also referred to as the steady solutions or the fixed points, can be found through selective
frequency damping [54] or Newton-based solvers [55]. Their stabilities can usually be inferred by how the flows naturally behave without
any external forcing [56, 57].
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FIG. 3. The spatial window M(x, y) = {(x, y) | x 2 ( 1, xb], y 2 ( 1,1)} that defines the output yˆ = Cqˆ. We perform a
series of response-windowed resolvent analyses by moving the right-boundary xb of this window over the region of LSB, which
is highlighted the magenta dashed line for zero-streamwise velocity contour (v¯x = 0).
FIG. 4. The spatial window M(x, y) = {(x, y) | x ∈ (−∞, xb], y ∈ (−∞,∞)} that defines the output yˆ = Cqˆ. We perform a
series of response-windowed resolvent analyses by moving the right-boundary xb of this window over the region of LSB, which
is highlighted the magenta dashed line for zero-streamwise velocity contour (v¯x = 0).
practical scenarios, the actuator can only be placed on the surface of aerodynamic body. We also note that the chosen
actuator can only introduce a specific form of forcing input [61], such as momentum [22, 62] or thermal [24, 30, 63–65].
Therefore, we design the input matrix B such that the forcing can only be introduced from the surface of the airfoil
with specific forcing inputs. A similar use of the input matrix has been considered by Garnaud et al. [66] such that
the forcing can only be introduced from the flow boundary. In addition to the spatial constraint, we add forcing only
to the momentum equations by prescribing zero weights for the components in continuity and energy equations [33].
4. Numerical setup
We interpolate the time- and spanwise-averaged turbulent flow onto a separate mesh with its resolution specifically
tailored toward resolving the short-wavelength of the high-frequency structures in the vicinity of the laminar separation
bubble. This interpolated base flow and the mesh are shown in Fig. 1 (right). The linearized Navier–Stokes operator
Aq¯ is discretized with this mesh using a finite-volume compressible flow solver CharLES [57, 67], incorporating
the boundary conditions of [ρ′, v′x, v
′
y, v
′
z,∇np′] = 0 over the airfoil and the far field and ∇n[ρ′, v′x, v′y, v′z, p′] = 0 at
the computational outlet, where ∇n denotes the surface-normal gradient. This mesh has approximately 0.22 × 106
grid points and the matrix-based size of the resulting resolvent operator Hq¯(s, kz) is approximately 106× 106. In the
resolvent computation, we incorporate the energy norm of Chu [68] with the cell volume size in a weighting quadrature
matrix W and perform the SVD for WHq¯W−1 [37, 53].
5. Randomized SVD
Performing SVD for the aforementioned high-dimensional resolvent operator is computationally taxing and memory
intensive. Since we only seek a few dominant resolvent modes, we consider leveraging randomized numerical linear
algebra to relieve the computational cost of performing the large-scale SVD. Instead of directly performing the SVD
on the large Hq¯ ∈ Cm×m to find the leading-mode representation [35], we carry out the SVD on a small low-rank
representation of Hq¯. The first and essential step is to obtain a sketch S of the operator Hq¯ by passing a tall and
skinny test matrix Ω ∈ Rm×k (k  m) through
S = Hq¯Ω. (9)
This provides a sketch S that contains the leading actions of Hq¯ [69–71]. The standard choice for a test matrix Ω
is a random matrix with a normal Gaussian distribution [72]. Here, we consider the use of physics-informed Ω by
further weighing each element of a random matrix with the corresponding velocity gradient [73].
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FIG. 5. Comparison of the randomized SVD results to those from full SVD using ARPACK. Agreements are found with respect
to (a) gain profile and (b) cosine similarity between the response modes 〈y˜1, yˆ1〉 over the range of examined frequency. Here,
we use kzLc = 0 and βLc/(2piv∞) = 20, without spatial windowing, i.e. B = C = I. Inserted in (b) are the vˆy-components of
the representative response mode at St = 20, highlighted with • on the cosine similarity profile.
As the sketch S holds the dominant influence of Hq¯, we can form an orthonormal basis Q ∈ Cm×k from S using
QR decomposition and project the full Hq¯ onto Q to derive its low-rank approximation. In this way, it is possible
to approximate Hq¯ for a rank k  m, since this approximation preserves the features of the leading modes. With
the orthonormal basis Q, a low-rank approximation of Hq¯ can be found as Hq¯ ≈ QG, where G = Q∗Hq¯ ∈ Ck×m is
the projection of Hq¯ onto the reduced basis [70]. It is this reduced matrix G upon which we perform the SVD, i.e.
G = UΣ˜F˜ ∗, leading to the low-rank approximation of
Hq¯ ≈ QUΣ˜F˜ ∗, (10)
where the left singular vector is approximated as Y˜ = QU . This is the standard process for randomized SVD by
Halko et al. [70]. In this study, we follow Ribeiro et al. [73] to recover the gain Σ˜ and response modes Y˜ by passing
the forcing modes F˜ to the full resolvent operator as Y˜ Σ˜ = Hq¯F˜ for enhanced accuracy.
In this study, we use only 5 test vectors (k = 5) to derive the low-rank approximation for Hq¯, achieving a significant
compression of k/m ≈ 5×10−7. We show the comparison of the results obtained from randomized SVD and full SVD
(ARPACK package) in FIG. 5. Here, we observe remarkable agreements with respect to the gain (singular value)
profiles and resolvent modes (singular vectors) across a wide range of frequency. The response modes at St = 20 are
also inserted in FIG. 5b for comparison. At an error level of 10−4, which is still far from the best accuracy achieved
with the present randomized resolvent, we observe no visual discrepancy in the modal structure. A slight difference
in gain can be seen in St ∈ [0, 10]. However, this frequency range is not of our primary interest, since the wavelength
of the convective structure in this frequency range is at least twice the streamwise extent of the LSB, which is not
observed over the LSB according to our flow simulation.
With the randomized SVD, the computational cost and the memory requirement are significantly reduced. These
benefits allow us to conduct resolvent analysis for the present high-Reynolds number base flow in a computationally
tractable manner.
III. RESULTS
A. Base flow: laminar separation bubble
The focus of the current study is the laminar separation bubble (LSB) that forms over a NACA 0012 airfoil at
α = 8◦. The visualization of an instantaneous flow field using the iso-surface of Q-criterion is shown in FIG. 6a. For
ReLc = 500, 000 and M∞ = 0.1, the flow separates over the suction surface at x1/Lc = 0.022. At the separation point,
the displacement- and momentum-thickness-based Reynolds numbers are Reδ∗ = 493 and Reθ = 127, respectively.
The flow separation forms a shear layer over the LSB. At x2/Lc = 0.066, the shear layer rolls up in the frequency
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FIG. 5. (a) Instantaneous flow field visualization with the iso-surface of Q-criterion colored by the streamwise velocity. The
extent of the laminar separation bubble is represented by the zero time-averaged streamwise velocity contour v¯x = 0, highlighted
by the magenta dashed line in (b). Time-resolved measurements are taken along the time-averaged shear layer, as highlighted
with the magenta dashed line in (c). The vertical scale in (b) and (c) is stretched by two times to visualize the LSB.
FIG. 6. (a) Instantaneous flow field visualization with the iso-surface of Q-criterion colored by the streamwise velocity. The
extent of the laminar separation bubble is represented by the zero time-averaged streamwise velocity contour v¯x = 0, highlighted
by the magenta dashed line in (b). Time-resolved measurements are taken along the time-averaged shear layer, as highlighted
with the magenta dashed line in (c). The vertical scale in (b) and (c) is stretched by two times to visualize the LSB.
range of St ≡ ωLc/(2piv∞) ≈ 100. At this location, the boundary layer reaches its maximum thickness over the
LSB and transitions to turbulence. This transition provides momentum mixing and reattaches the flow [37, 60, 74]
at x3/Lc = 0.080, giving the total streamwise extent of 0.058Lc to the LSB. In the downstream of this streamwise
location, the boundary layer remains attached and turbulent over the rest of the suction surface. Meanwhile, the
boundary layer on the pressure surface is laminar from the leading edge to the trailing edge.
These three locations, x1, x2 and x3, are marked by the gray dashed lines over the time-averaged streamwise velocity
and spanwise vorticity fields in FIG. 6b and 6c. Their respective flow features of separation, shear-layer roll-up, and
reattachment can be clearly identified in FIG. 6b by the magenta dashed line of zero time-averaged streamwise velocity.
In FIG. 6c, we track the shear layer by the maximum spanwise vorticity and take probe measurements along this
magenta line. In the following discussions, we will revisit these three locations and the associated flow physics. We
will also compare the velocity spectra along the shear layer to the results of linear stability and resolvent analyses.
B. Quasi-parallel linear stability analysis
We perform the quasi-parallel linear stability analysis on the body-fitted coordinate system aligning with the
surface-tangent (ξ) and surface-normal (η) directions, as shown in FIG. 1a. The origin of the coordinate system is
placed at the stagnation point, located slightly below the airfoil leading edge due to the positive α condition. The
analysis is conducted in each successive surface-tangent stations ξ over the region where LSB resides, considering
two-dimensional (2-D) perturbations (kzLc = 0).
The results of the linear stability analysis are shown in FIG. 7a. We find that instability first occurs at x/Lc = 0.009
near the frequency of St = 200. This streamwise station corresponds to the point of peak suction and the beginning
of the adverse pressure gradient (APG), which characterizes the boundary layer on the suction surface. From this
station to the laminar separation point x1/Lc = 0.022, the boundary layer remains laminar and attached, as suggested
by the velocity profile in FIG. 7b. Correspondingly, we find that the instability in this region is of the Tollmien–
Schlichting (T–S) type for an APG laminar boundary layer, which we recognize according to the eigenmode profile
at x/Lc = 0.009 shown in FIG. 7c. The frequency associated with the maximum kx,i decreases to St ≈ 140 at
x1/Lc = 0.022, reflecting the thickening of the boundary layer while marching downstream.
From the laminar separation point (x1/Lc = 0.022) to the point of transition (x2/Lc = 0.066), we observe the
Kelvin–Helmholtz (K–H) type instability. This region is characterized by significantly higher amplification rates and
the development of reverse flow within the boundary layer. The strong reverse flow over x/Lc ∈ [0.05, 0.066] advects
amplified perturbations back upstream, resulting in a closed region of absolute instability (amplification in both time
and space) depicted by the white area in FIG. 7a. We compute the total spatial amplification using equation (2) for
each frequency, up to the location ξai where absolute instability occurs. This amplification profile, shown in FIG. 8,
suggests that the amplification peaks at St = 135. This peak frequency will be compared to the results of resolvent
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FIG. 7. Amplification profile using equation (??), according to the quasi-parallel instability analysis.
FIG. 8. Amplification profile using equation (2), according to the quasi-parallel instability analysis.
analysis and the shear-layer probe measurements shortly.
C. Resolvent analysis
The quasi-parallel stability analysis in the previous section showed both viscous and inviscid mechanisms as well
as convective and absolute instabilities. The complexity of this flow system motivates the use of global analysis
that is capable of a more general description of these modal behaviors. In this section, we investigate the dominant
energy-amplification mechanism over the LSB using resolvent (input-output) analysis. We will first perform the global
stability analysis to show that Aq¯ is unstable and the discounting needs to be considered. With the minimal dis-
counting parameter obtained from the global stability analysis, we determine an appropriate range of the discounting
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parameter for the present unstable Aq¯. Within this range, we will expand the response window over the LSB region
and reveal that the dominant mechanism for energy-amplification is indeed the K–H instability along the shear layer.
1. Global stability analysis: minimal discounting
We perform the eigenvalue analysis of Aq¯(kz) to examine its stability characteristics as a precursor to the resolvent
analysis to determine whether the discounting approach is needed. This is equivalent to the global stability analysis
of the mean flow q¯ at a given kz. The eigenvalues of Aq¯(kz) are shown in FIG. 9a for three selected spanwise
wavenumbers of kz = 0, 20pi and 60pi. We focus on the low wavenumber range since shear layers are known to be
more unstable to long-spanwise-wave perturbations [75]. While the modal growth rate decreases with increasing kz,
we find that the linear operator Aq¯(kz) is unstable for all the considered kz. All the eigenmodes presented in FIG. 9a
show fluctuations over the region of LSB, as represented by the two modal structures in FIG. 9b. In particular, we
find that both modes show the highest level of fluctuations over x ∈ [x2, x3], suggesting that the dominant instability
is associated with the shear-layer roll-up process.
Since the linear operator Aq¯ about the turbulent mean flow is found to be unstable, we consider the use of the
discounting approach for the present resolvent analysis. According to the spectra in FIG. 9a, the most unstable
global mode of Aq¯(kz) appears at λLc/(2piv∞) = 16.0 + 111i for kz = 0. This highest modal growth rate of
λrLc/(2piv∞) = 16.0 is determined as the minimal threshold for the discounting parameter.
2. Discounting parameter
With the minimal discounting determined, we start the analysis by seeking an appropriate range of the discounting
parameter β. Instead of quoting β, we report the results in an alternative form tβ ≡ 2pi/β, since this form of a
time scale is more straightforward in providing insights into the convective structures of the resolvent modes. As the
largest modal growth rate is found to be λrLc/(2piv∞) = 16.0, the longest allowable tβv∞/Lc = 0.0625. Therefore,
we decrease tβ from this point and characterize its effect by sweeping though a range of values for tβ .
We sweep through the parameter space spanned by (St, kz, tβ) and present the gain profiles in FIG. 10. A general
trend of decreasing leading gain (σ1) with increasing kz and decreasing tβ is observed in FIG. 10a. The trend
of decreasing gain with the deceasing tβ agrees with the previous studies [37, 76], which can be explained by the
exponentially growing amplification being evaluated within a shortening finite-time horizon due to the decreasing
tβ . We also find that the highest gain always appears at kz = 0 for a given combination of (St, tβ), agreeing with
previous studies on shear layer instabilities [37, 75]. As such, we turn our attention to the 2-D gain profiles in FIG.
10b-c. The 2-D gain profiles of tβv∞/Lc ∈ [0.01, 0.062] are shown in FIG. 10b. At tβv∞/Lc = 0.062, the gain profile
has several extruding (yet smooth) peaks. From the perspective of pseudospectrum, the appearance of these peaks
suggests that this path of frequency sweeping lies in the proximity of the least stable eigenvalues. At each tβ , we find
the frequency at the highest leading gain and show the tβ-effect on the peak frequency in FIG. 10c. We observe that
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FIG. 9. The vˆx-components of forcing (green-yellow) and response (red-blue) modes for representative frequencies and dis-
counting parameters. Here the resolvent modes of kzLc = 0 are shown. The lowest magnitude marked by the contour lines is
1% of the modal maximum.
FIG. 9. The vˆx-components of forcing (green-yellow) and response (red-blue) modes for representative frequencies and dis-
counting parameters. Here the resolvent modes of kzLc = 0 are shown. The lowest magnitude marked by the contour lines is
1% of the modal maximum.
FIG. 11. The vˆx-components of forcing (green-yellow) and response (red-blue) modes for representative frequencies and
discounting parameters. Here the resolvent modes of kzLc = 0 are shown. The lowest magnitude marked by the contour lines
is 1% of the modal maximum.
the peak frequency remains in the vicinity of St = 110 in tβv∞/Lc = [0.04, 0.062], suggesting an energy-amplification
mechanism that is independent of the choice of tβ in this range.
This mechanism can be revealed by studying the structures of the resolvent modes, as shown in FIG. 11. In the
range of tβv∞/Lc ∈ [0.04, 0.062], we observe no apparent changes in the modal structure for all examined frequencies
and wavenumbers, similar to the tβ-effect on the gain profiles in FIG. 10b-c. Within this range, we find that the
spatial supports for forcing and response modes are almost disjointed. While the forcing modes cover the vicinity of
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the separation point x1, the response modes exhibit high levels of fluctuations downstream of the forcing and extend
their structures over the region of LSB. This observation indicates that the dominant energy-amplification mechanism
is the convective K–H instability which amplifies perturbations by the base flow advection.
When tβ further decreases, the spatial supports of forcing and response gradually overlap. At tβv∞/Lc = 0.02 and
beyond, the spatial support of the response mode lies on top of that of the forcing. This overlap between forcing and
response indicates that the energy amplification is dominated by the non-modal growth through the Orr mechanism
for the short tβ . Recently for jet flows, Schmidt et al. [39] had offered similar discussions on the overlap between
forcing and response and its relation with the Orr mechanism. The tilting of the modal structure against the mean
shear observed in the visualization is also a typical signature of the Orr mechanism [39, 66, 77].
Arratia et al. [77] concluded on the same dominant energy-amplification mechanisms for free shear layers over short
and long time-horizons. They examined the transient energy growth and showed that the amplification is dominated
by the Orr mechanism over short-time horizons and by the K–H instability over long-time horizons. While the
resolvent analysis considers the harmonically forced problem instead of the initial value problem for transient growth,
we find the interesting agreement here in the dominant mechanisms and the associated time horizons. This agreement
suggests that the discounting approach is capable of revealing the energy amplification mechanism in a forced system.
We have noted that in FIG. 10b the gain profiles in tβv∞/Lc ∈ [0.04, 0.062] peak near St ≈ 100. For short tβ
where the Orr mechanism becomes dominant, the peak frequency gradually moves to St ≈ 200. However, according
to the ILES spectra, we find that the velocity spectrum along the shear layer exhibits peaks in the frequency range
of St ≈ 100. This suggests that the long-time-horizon K–H mechanism dominates in the nonlinear flow. In fact,
the gain profiles in FIG. 10b only show energy attenuation for tβv∞/Lc < 0.022, which may explain the absence of
high-frequency peaks that is associated with the Orr mechanisms in the nonlinear flow. Moreover, the resolvent modes
in FIG. 11 exhibit high levels of fluctuations between the roll-up location x2 to reattachment point x3 particularly for
St = 100. As being close to the peak-gain frequency in tβv∞/Lc ∈ [0.04, 0.062], this frequency has been shown to be
effective in targeting the K–H instabilities of LSB to suppress the flow separation under dynamic stall in the previous
flow control studies [21, 22]. Supported by these agreements, we conclude that the range of tβv∞/Lc ∈ [0.04, 0.062]
is suitable for the present study on characterizing the energy-amplification mechanism over the LSB, as it properly
reflects the effective K–H instability. In what follows, we will focus on the use of tβv∞/Lc = 0.05.
3. Resolvent gain and velocity spectrum over the LSB
In addition to the gain profile obtained from tβv∞/Lc = 0.05, shown in black in FIG. 12a, we also consider the
use of the discounting parameter of β = max (λr(Aq¯)) + , where  = 10−4, to move the discounted frequency axis
to the unstable eigenvalues of Aq¯ as close as possible. The obtained gain profile is shown as the blue line in FIG.
12a. We observe several sharp peaks in the gain profile appear with β = max (λr(Aq¯))) + . From a pseudospectrum
point-of-view, high level of gain will be achieved when evaluating the pseudospectrum in the vicinity of an eigenvalue,
since the resolvent gain is unbounded at eigenvalues. The gain profile with tβv∞/Lc = 0.05, even farther away from
the eigenvalues, signatures of these eigenvalues can still be observed by the slightly extruding gain profile at these
frequencies.
These peak frequencies obtained from resolvent analysis are compared to the velocity spectra from the probe
measurements along the shear layer, as discussed in FIG. 6b. The spectra along the shear layer are shown with its
probability density function (PDF) in FIG. 12b and power spectral density (PSD) in FIG. 12c in successive streamwise
stations. The laminar-turbulent transition at x2/Lc = 0.066 can be identified in FIG. 12c, where the spectra becomes
broadband beyond this streamwise station. At the point of transition with broadband spectra, we still observe
prominent spanwise coherent structure in the flow visualization in FIG. 6a. This is also reflected by the sharp peaks
in the PDF in FIG. 6b. These peaks are compared to those obtained from the discounted resolvent analysis, marked
by magenta dashed lines. We find good agreement in these peak frequencies between the resolvent analysis and
probe spectra. The amplitude difference between the gain and probe data can be caused by the frequency-colored
fluctuations sustained in the nonlinear flow [78], for which the resolvent analysis assumes white. The presence of
the additional peaks can be attributed to the subdominant modes observed in the global stability analysis and their
nonlinear interactions with the dominant ones. We also note that the peak frequency according to the quasi-parallel
stability analysis is found to be St = 135 in FIG. 8. However, this frequency component is not apparent in the probe
measurement. This comparison further values the use of the global resolvent approach to analyze the complex high-Re
flow.
With the agreements between the resolvent gain and the velocity spectra over the LSB, we showed that the dis-
counted analysis is capable of predicting the frequency content over the LSB. Next, we compare the results to those
from the non-discounted analysis and show that discounting is needed to land on these agreements.
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FIG. 12. (a) Gain profiles of tβv∞/Lc = 0.05 (black line) and β = max (λr(Aq¯))) +  (blue line), where  = 10−4; (b) velocity
spectra in terms of probability density function, and (c) in terms of power spectral density.
4. Discounting (temporal windowing) vs. spatial windowing
Since the use of exponential discounting for unstable systems can be viewed as imposing a finite-time horizon in
evaluating the input-output gain [36], its effect on resolvent analysis can also be interpreted as introducing a temporal
filter, or window, that damps the output gain. We have seen in FIG. 11 as well as from the previous study [37] that
the response structure shrinks with the finite-time horizon, due to its convective nature. While the restriction of the
spatial extent on resolvent modes can also be achieved using spatial windowing in the input-output analysis, its effect
on the resolvent analysis is not equivalent to that of temporal discounting.
In FIG. 13, we show the gain profiles and the representative response modes at St = 100 obtained from the resolvent
analyses using spatial windowing and/or temporal windowing (discounting). Here, we apply the window only in the
output matrix C due to the convective nature of the response while keeping the input matrix B = I. The right
boundary of the spatial window is chosen to be located at xb/Lc = 0.25 and only the 2-D modes (kz = 0) are
examined. We notice that the response mode obtained from the discounted analysis reside entirely in this spatial
window, as shown in FIG. 13b. As such, the gain profile obtained from the use of the spatial window in addition to
the same discounting perfectly collapses with that using discounting only, both revealing a highly amplified frequency
range in the vicinity of St ≈ 100 that is associated with the K–H instability over LSB. We also observe no discrepancy
in the response structure by comparing the response modes in FIG. 13b to that in FIG. 13c.
Applying only the spatial window does not provide similar results obtained from the other two. Without discounting
(β = 0), the resolvent analysis is conducted along the imaginary (frequency) axis. From a pseudospectral point-of-view,
the gain profile obtained along this path is influenced more by the subdominant eigenmodes than by the dominant
ones that locate farther from this path on the complex plane. Consequently, the gain profile in FIG. 13a does not
exhibit a similar trend over frequency, as it is influenced by subdominant modes populated close to the imaginary
axis. This gain profile struggles to reveal the dominant frequency range over the LSB in FIG. 12b, failing to provide
accurate assessments on the energy-amplification characteristics of the LSB even with the applied spatial window.
According to these findings and the agreements from the previous section, we showed that the appropriate use of
discounting is needed in order to properly evaluate the energy-amplification characteristics of the LSB. The discounting
moves the frequency axis to the right of the least stable eigenmodes such that their dominance on the energy-
amplification can be appropriately captured. Such a procedure is also necessary considering the validity of the
inverse Laplace transform on the steady-state output y. The discounting approach not only establishes a fair ground
for assessing the energy amplification that takes place before it is overshadowed by the unbounded growth due to
asymptotic instability, but also provides a zoom-in investigation of local physics from a global operator.
5. Output-windowed analysis
In this section, we continue the use of the response window and keep B = I. We fix the discounting parameter at
tβv∞/Lc = 0.05 and move the right-boundary of the spatial window, xb, over the region of LSB from the separation
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FIG. 11. Resolvent analysis with discounting and/or spatial windowing. (a) Gain profiles for kzLc = 0; (b-d) representative
response modes at St = 100.
FI . 13. Resolvent analysis with discounting and/or spatial windowing. (a) ain profiles for kzLc 0; (b-d) representative
response odes at St 100.
point x1/Lc = 0.022 to the turbulent reattachment point x3/Lc = 0.080 and track how the energy-amplification
changes with respect to xb. The results are show in FIG. 14 with five representative frequencies and wavenumbers of
kzLc = 0 and 200pi. The gain for all frequencies continue to increase with increasing xb, as driven by the convective K–
H instability that allows perturbations to grow over the LSB while advecting downstream. An important observation
is that the increase in gain with xb saturates at the turbulent reattachment point x3/Lc = 0.080. While the results
of tβv∞/Lc = 0.05 are shown in FIG. 14, we observe no apparent increase in gain beyond the reattachment point
of for all frequencies and wavenumbers in the range of tβv∞/Lc ∈ [0.04, 0.062]. This observation indicates that the
dominant mechanism for energy-amplification over the LSB is indeed the K–H instability along the shear layer. Once
the flow transitions to turbulence and reattaches, there is no mechanism to support effective energy amplification over
the suction surface. This is an important consideration for flow control applications that target the flow instabilities
to amplify the actuation input around the LSB. The revealed mechanism suggests that the actuator needs to be placed
upstream of the separation point to fully leverage the energy amplification over the LSB.
Besides the saturation of the increase in gain at x3/Lc = 0.080, we also notice that the gain exhibits the steepest
ramp-up at x2/Lc = 0.066, where the shear layer rolls up and transition occurs. This behavior is particularly
prominent for frequencies of high gain, as seen for the case of St = 100 at kzLc = 0 in FIG. 14a. In FIG. 15, we focus
on the case for St = 110 and kzLc = 0, which provides the highest gain over the spectral space spanned by (St, kz),
and show the location of steepest gain increase. Similar observation on the gain saturation at x3/Lc = 0.080 can be
made in FIG. 15a for this frequency according to both resolvent analysis and linear stability analysis. In particular,
for this gain obtained from windowed resolvent analysis, we compute its spatial growth rate and show it in FIG. 15b.
The spatial growth rate does exhibit the highest positive value at the shear-layer roll-up location, x2/Lc = 0.066. This
is also suggested by the wall-normal gradient of local velocity profile at the same station, as shown in FIG. 15c along
with another two representative stations before and after the roll-up. All of the velocity profiles show an inflection
point to support the K–H instability. At x2/Lc = 0.066, the shear layer remains thin and compact, and the velocity
gradient at the inflection point is higher than that of the upstream stations, represented by the profile at x/Lc = 0.05.
This high velocity gradient carried by the inflection point provides high spatial growth rate, according to invicid
instability theory [79, 80]. Although the inflection-point velocity gradient becomes even higher at x/Lc = 0.075, the
thickened shear layer due to roll-up slows down the spatial growth rate, resulting in the steepest growth in gain at
x2/Lc = 0.066.
6. Input-windowed analysis
In this section, we apply the spatial window in the input matrix B while keeping the output matrix C = I in order
to study the optimal actuator location. The input spatial window imposes the restriction that the forcing can only be
introduced from the surface of the airfoil [66]. Moreover, we only introduce the forcing to the momentum equations,
since we found that the forcing modes fˆ ≡ [ρˆf , vˆfx , vˆfy , vˆfz , Tˆf ] obtained from the previous sections typically have
more than 95% of the modal energy in their kinetic-energy components [vˆfx , vˆfy , vˆfz ]. This form of forcing can be
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FIG. 15. (a) The leading gain profile against the windowing xb for St = 110 and kzLc = 0. The energy amplification according
to the linear stability analysis using equation (2) is also shown for comparison, where the dashed part of the curve is obtained
by interpolating for kx,i in the regions of absolute instability. (b) The rate of change in the leading gain with respect to xb. (c)
Base flow streamwise velocity profiles at three representative locations.
experimentally accomplished by various momentum-based actuators, including synthetic jets [61, 62]. The obtained
forcing mode in this section will also provide insights into the orientation of the jet-type momentum actuation.
The gain profile with the input window is shown as the blue line in FIG. 16. Here, we keep our attention on
the 2-D perturbations with kz = 0. Compared to the gain profile without windowing, the gain with the surface
forcing is lowered approximately by an order of magnitude. This is due to the fact that the forcing structure with the
surface constraint is no longer the optimal forcing to the resolvent operator without the input window. However, it
is important that the gain profile conserves the overall trend over the entire frequency range of interest.
With the input window, the forcing mode structures provide interesting and important insights into the optimal
actuator locations that render effective energy amplification, since they indicate sensitive regions in the flow. These
forcing modes are representatively shown in FIG. 17a by their magnitudes |fˆ | over the airfoil surface along with the
corresponding response modes in the flow. Compared those modes without windowing in FIG. 11, the response modes
do not exhibit observable changes. For the forcing modes on the surface, we observe their highly compact spatial
supports of approximately 1% of the chord. Moreover, by the magenta dashed line, we mark location xact where |fˆ |
exhibits its highest magnitude, i.e. xact ≡ arg maxx(|fˆ(x)|), for each forcing mode. As the most sensitive point of
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FIG. 17. (a) The surfac -forcing modes (in their magnitudes |fˆ |) nd the vˆx-components of response modes for representative
frequ ncies (kz = 0). The magenta d shed lines mark xact ≡ arg maxx(|fˆ(x)|) as the optimal ctuator locations. (b) The orbit
of the momentum-based forcing at xact computed by rotating the phase of [vˆfx , vˆfy ]xact over a period.
the flow, this point xact can be viewed as the optimal actuator location for the corresponding frequency. We make
an important observation here that xact is always upstream of the separation point. This finding holds for the entire
frequency range of interest and aligns with those from past studies [15, 18, 22, 37, 81, 82]. It is also physically intuitive
in introducing perturbations at the onset of the shear layer. In particular, we find that the optimal actuator locations
xact only varies by less than 1% of the chord length for St ∈ [0, 250].
We also examine the directionality of the momentum-based forcing modes at xact for the three representative
frequencies. The trajectories of these oscillatory forcings, shown as the solid orbits in FIG. 17b, can be computed by
rotating the phase of [vˆfx , vˆfy ]xact over a period. Along with these forcing orbits, the surface-normal vectors at the
corresponding xact are also shown in the same color. Here we make another important observation that the optimal
forcing orientation is in the local tangential direction of the surface. This observation agrees with the phase-reduction
analysis by Taira and Nakao [83], where they found that the surface tangent is the most effective forcing direction
in synchronizing the vortex shedding in the cylinder wake with the periodic forcing introduced from the surface.
Moreover, by plotting these orbits in the same eˆx-eˆy aspect ratio we find all of these orbits form ellipses of high
eccentricity. This is also an ideal feature for the momentum-based periodic forcing, since most of the actuators can
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only introduce uni-directional forcing [61, 62].
In this section, we used the input window to impose the constraint that the forcing can only be introduced from
the surface. We showed that the optimal actuator location is upstream of the separation point, which enables the
injection of perturbations at the onset of the shear layer. Furthermore, we found that surface-tangent forcing is the
optimal orientation for the momentum-based forcing. The high uni-directionality of the forcing orbits also suggests a
great potential for implementing active flow control with synthetic jets.
IV. CONCLUSIONS
We perform resolvent analysis to examine the energy-amplification characteristics over the laminar separation
bubble (LSB) that forms over a NACA 0012 airfoil at a high ReLc = 500, 000 and α = 8
◦. While we focus on the
LSB residing over 6% of the chord length, the resolvent operator is constructed about the global mean flow over the
airfoil. The resulting global resolvent operator for the high-Re base flow has the big size of 106 × 106. Therefore,
we use the randomized SVD to perform resolvent analysis to relieve the computational cost. With only 5 sketching
vectors, the randomized SVD provides high levels of accuracy in terms of gain and resolvent modes, promising its use
in performing resolvent analyses on large-scale problems.
To examine the local physics over the LSB, we consider the use of exponential discounting to limit the time horizon
that allows for the instability to advect along the base flow. In addition to discounting, we also examine the use
of a spatial window that highlights the LSB in the resolvent analysis. We find that the discounting can reveal the
stability characteristics of the LSB due to the unstable base flow, regardless of the use of the spatial window. With
discounting, the gain distribution over frequency accurately captures the spectral content over the LSB obtained from
the flow simulation. The peak-gain frequency also agrees with previous flow control studies on effectively suppressing
dynamic stall over a pitching airfoil. Supported by these findings, we show that discounting is capable of reveal local
physics from a global operator and serves as an extension to resolvent analysis for unstable linear operators.
We also apply the spatial window to the response along with discounting in the resolvent analysis in order to reveal
the energy-amplification mechanism over the LSB. We move the downstream boundary of the spatial window across
the extent of the LSB to allow for the convective instability to grow. We find that the energy amplification grows over
the LSB and saturates near the reattachment point. The results show the dominant energy-amplification mechanism
is the K–H instability over the LSB and agrees with physical insights from the base flow. These findings confirm that
the K–H instability dominate the energy amplification over LSB.
Analogous to the response windowing, we also consider spatial windowing the input to impose the surface-forcing
constraint for revealing the optimal actuator location. In addition to this spatial constraint, the input window also
confines the forcing only to the momentum equations. We find that, according to the magnitude of the forcing mode,
the optimal actuator location is always upstream of the separation point such that the forcing can be effectively
introduced at the onset of the shear layer. The forcing mode also sheds light on the optimal momentum forcing in
the surface-tangent direction, with the high uni-directionality of forcing that is ideal for synthetic-jet-type actuators.
The physical insights provided by resolvent analysis can support the development of flow control strategies to target
the LSB for suppressing flow separation and dynamic stall.
ACKNOWLEDGMENTS
C.-A. Yeh and K. Taira thank the support from the Office of Naval Research (N00014-19-1-2460; Program managers:
Dr. D. Gonzalez and Dr. B. Holm-Hansen) and the Air Force Office of Scientific Research (FA9550-18-1-0040 and
FA9550-17-1-0222; Program managers: Dr. G. Abate and Dr. D. Smith). C.-A. Yeh also acknowledges Profs. Oliver
Schmidt and Aaron Towne for their insightful feedbacks. S. Benton and D. Garmann acknowledge support from the
Air Force Office of Scientific Research under a Lab Task monitored by Dr. G. Abate. Computational resources were
provided by a grant of HPC time from the DoD HPC Shared Resource Centers at AFRL and ERDC.
[1] A. Fage, The air-flow around a circular cylinder in the region where the boundary layer separates from the surface, The
London, Edinburgh, and Dublin Philosophical Magazine and Journal of Science 7, 253 (1929).
[2] I. Tani, Low-speed flows involving bubble separations, Progress in Aerospace Sciences 5, 70 (1964).
[3] G. B. McCullough, The Effect of Reynolds Number on the Stalling Characteristics and Pressure Distributions of Four
Moderately Thin Airfoil Sections, Technical Note 3524 (National Advisory Committee for Aeronautics, 1955).
19
[4] B. M. Jones, Stalling, The Journal of the Royal Aeronautical Society 38, 753 (1934).
[5] G. B. McCullough and D. E. Gault, Examples of Three Representative Types of Airfoil-Section Stall at Low Speed, Technical
Note NACA-TN-2502 (National Advisory Committee for Aeronautics, 1951).
[6] M. Raffel, D. Favier, E. Berton, C. Rondot, M. Nsimba, and W. Geissler, Micro-piv and eldv wind tunnel investigations
of the laminar separation bubble above a helicopter blade tip, Measurement Science and Technology 17, 1652 (2006).
[7] M. Kruse and R. Radespiel, Measurement of a laminar separation bubble on a swept horizontal tailplane using µPIV, in
38th Fluid Dynamics Conference and Exhibit, AIAA 2008-4054 (2008).
[8] M. Gaster, On stability of parallel flows and the behaviour of separation bubbles, Ph.D. thesis, University of London (1963).
[9] M. Alam and N. D. Sandham, Direct numerical simulation of ‘short’ laminar separation bubbles with turbulent reattach-
ment, Journal of Fluid Mechanics 403, 223 (2000).
[10] A. V. Dovgal, V. V. Kozlov, and A. Michalke, Laminar boundary layer separation: Instability and associated phenomena,
Progress in Aerospace Sciences 30, 61 (1994).
[11] M. Ol, B. McCauliffe, E. Hanff, U. Scholz, and C. Kaehler, Comparison of laminar separation bubble measurements on a
low Reynolds number airfoil in three facilities, in 35th AIAA Fluid Dynamics Conference and Exhibit , AIAA 2005-5149
(2005).
[12] S. Hosseinverdi and H. F. Fasel, Numerical investigation of laminar-turbulent transition in laminar separation bubbles:
the effect of free-stream turbulence, Journal of Fluid Mechanics 858, 714 (2019).
[13] C. P. Ha¨ggmark, A. A. Bakchinov, and P. H. Alfredsson, Experiments on a two–dimensional laminar separation bubble,
Philosophical Transactions of the Royal Society of London A. 358, 3193 (2000).
[14] V. Theofilis, S. Hein, and U. Dallmann, On the origins of unsteadiness and three-dimensionality in a laminar separation
bubble, Philosophical Transactions of the Royal Society of London. Series A: Mathematical, Physical and Engineering
Sciences 358, 3229 (2000).
[15] F. Alizard, S. Cherubini, and J.-C. Robinet, Sensitivity and optimal forcing response in separated boundary layer flows,
Physics of Fluids 21, 064108 (2009).
[16] U. Maucher, U. Rist, and S. Wagner, Refined interaction method for direct numerical simulation of transition in separation
bubbles, AIAA Journal 38, 1385 (2000).
[17] O. Marxen and U. Rist, Mean flow deformation in a laminar separation bubble: separation and stability characteristics,
Journal of Fluid Mechanics 660, 37 (2010).
[18] D. Greenblatt and I. J. Wygnanski, The control of flow separation by periodic excitation, Progress in Aerospace Sciences
36, 487 (2000).
[19] M. R. Visbal and D. J. Garmann, Analysis of dynamic stall on a pitching airfoil using high-fidelity large-eddy simulations,
AIAA Journal 56, 46 (2018).
[20] S. I. Benton and M. R. Visbal, The onset of dynamic stall at a high, transitional reynolds number, Journal of Fluid
Mechanics 861, 860 (2019).
[21] M. R. Visbal and S. I. Benton, Exploration of high-frequency control of dynamic stall using large-eddy simulations, AIAA
Journal 56, 2974 (2018).
[22] S. I. Benton and M. R. Visbal, High-frequency forcing to mitigate unsteady separation from a bursting separation bubble,
Physical Review Fluids 3, 013907 (2018).
[23] S. I. Benton and M. R. Visbal, Extending the Reynolds number range of high-frequency control of dynamic stall, AIAA
Journal 57, 2675 (2019).
[24] S. I. Benton and M. R. Visbal, Evaluation of thermoacoustic-based forcing for control of dynamic stall, in 2018 Flow
Control Conference, AIAA 2018-3683 (2018).
[25] H. D. Arnold and I. B. Crandall., The thermophone as a precision source of sound, Physical Review 10, 22 (1917).
[26] H. Shinoda, T. Nakajima, K. Ueno, and N. Koshida, Thermally induced ultrasonic emission from porous silicon, Nature
400, 853 (1999).
[27] H. Tian, T.-L. Ren, D. Xie, Y.-F. Wang, C.-J. Zhou, T.-T. Feng, D. Fu, Y. Yang, P.-G. Peng, L.-G. Wang, and L.-T. Liu,
Graphene-on-paper sound source devices, ACS Nano 5, 4878 (2011).
[28] J. Bin, W. S. Oates, and K. Taira, Thermoacoustic modeling and uncertainty analysis of two-dimensional conductive
membranes, Journal of Applied Physics 117, 064506 (2015).
[29] C.-A. Yeh, P. M. Munday, K. Taira, and M. J. Munson, Drag reduction control for flow over a hump with surface-mounted
thermoacoustic actuator, in 53rd AIAA Aerospace Sciences Meeting, AIAA 2015-0826 (2015).
[30] C.-A. Yeh, P. M. Munday, and K. Taira, Laminar free shear layer modification using localized periodic heating, Journal of
Fluid Mechanics 822, 561 (2017).
[31] K. Taira, S. L. Brunton, S. T. M. Dawson, C. W. Rowley, T. Colonius, B. J. McKeon, O. T. Schmidt, S. Gordeyev,
V. Theofilis, and L. S. Ukeiley, Modal analysis of fluid flows: An overview, AIAA Journal 55, 4013 (2017).
[32] K. Taira, M. S. Hemati, S. L. Brunton, Y. Sun, K. Duraisamy, S. Bagheri, S. T. M. Dawson, and C.-A. Yeh, Modal analysis
of fluid flows: Applications and outlook, AIAA Journal 0, 1 (2019).
[33] M. R. Jovanovic´ and B. Bamieh, Componentwise energy amplification in channel flows, Journal of Fluid Mechanics 534,
145 (2005).
[34] L. N. Trefethen, A. E. Trefethen, S. C. Reddy, and T. A. Driscoll, Hydrodynamic stability without eigenvalues, Science
261, 578 (1993).
[35] B. J. McKeon and A. S. Sharma, A critical-layer framework for turbulent pipe flow, Journal of Fluid Mechanics 658, 336
(2010).
[36] M. R. Jovanovic´, Modeling, analysis, and control of spatially distributed systems, Ph.D. thesis, University of California at
20
Santa Barbara, Dept. of Mechanical Engineering (2004).
[37] C.-A. Yeh and K. Taira, Resolvent-analysis-based design of airfoil separation control, Journal of Fluid Mechanics 867, 572
(2019).
[38] J. Jeun, J. W. Nichols, and M. R. Jovanovic´, Input-output analysis of high-speed axisymmetric isothermal jet noise, Physics
of Fluids 28, 047101 (2016).
[39] O. T. Schmidt, A. Towne, G. Rigas, T. Colonius, and G. A. Bre`s, Spectral analysis of jet turbulence, Journal of Fluid
Mechanics 855, 953 (2018).
[40] M. R. Visbal and D. V. Gaitonde, High-order-accurate methods for complex unsteady subsonic flows, AIAA Journal 37,
1231 (1999).
[41] D. V. Gaitonde and M. R. Visbal, High-Order Schemes for Navier-Stokes Equations: Algorithm and Implementation into
FDL3DI, Final Report AFRL-VA-WP-TR-1998-3060 (Air Force Research Laboratory, 1998).
[42] S. K. Lele, Compact finite difference schemes with spectral-like resolution, Journal of Computational Physics 103, 16
(1992).
[43] D. V. Gaitonde, J. S. Shang, and J. L. Young, Practical aspects of higher-order numerical schemes for wave propagation
phenomena, International Journal for Numerical Methods in Engineering 45, 1849 (1999).
[44] R. M. Beam and R. F. Warming, An implicit factored scheme for the compressible navier–stokes equations, AIAA Journal
16, 393 (1978).
[45] M. R. Visbal and D. P. Rizzetta, Large-eddy simulation on curvilinear grids using compact differencing and filtering
schemes, Journal of Fluids Engineering 124, 836 (2002).
[46] D. P. Rizzetta, M. R. Visbal, and G. A. Blaisdell, A time-implicit high-order compact differencing and filtering scheme for
large-eddy simulation, International Journal for Numerical Methods in Fluids 42, 665 (2003).
[47] D. J. Garmann, M. R. Visbal, and P. Orkwis, Comparative study of implicit and subgrid-scale model large-eddy simulation
techniques for low-reynolds number airfoil applications, International Journal for Numerical Methods in Fluids 71, 1546
(2013).
[48] Y. Kojima, C.-A. Yeh, K. Taira, and M. Kameda, Resolvent analysis on the origin of two-dimensional transonic buffet,
Journal of Fluid Mechanics 885 (2020).
[49] B. F. Farrell and P. J. Ioannou, Variance maintained by stochastic forcing of non-normal dynamical systems associated
with linearly stable shear flows, Physical Review Letters 72, 1188 (1994).
[50] P. J. Schmid, Nonmodal stability theory, Annual Review of Fluid Mechanics 39, 129 (2007).
[51] M. Luhar, A. S. Sharma, and B. J. McKeon, A framework for studying the effect of compliant surfaces on wall turbulence,
Journal of Fluid Mechanics 768, 415 (2015).
[52] N. Thomareis and G. Papadakis, Resolvent analysis of separated and attached flows around an airfoil at transitional
Reynolds number, Phys. Rev. Fluids 3, 073901 (2018).
[53] P. J. Schmid and D. S. Henningson, Stability and transition in shear flows (Springer, 2001).
[54] E. A˚kervik, L. Brandt, D. S. Henningson, J. Hœpffner, O. Marxen, and P. Schlatter, Steady solutions of the Navier-Stokes
equations by selective frequency damping, Phys. Fluids 18, 068102 (2006).
[55] C. T. Kelley, I. G. Kevrekidis, and L. Qiao, Newton-Krylov solvers for time-steppers, arXiv:math/0404374 (2004).
[56] W. Zhang and R. Samtaney, BiGlobal linear stability analysis on low-re flow past an airfoil at high angle of attack, Physics
of Fluids 28, 044105 (2016).
[57] Y. Sun, K. Taira, L. N. Cattafesta, and L. S. Ukeiley, Biglobal instabilities of compressible open-cavity flows, Journal of
Fluid Mechanics 826, 270 (2017).
[58] D. Sipp and A. Lebedev, Global stability of base and mean flows: a general approach and its applications to cylinder and
open cavity flows, Journal of Fluid Mechanics 593, 333 (2007).
[59] S. Beneddine, D. Sipp, A. Arnault, J. Dandois, and L. Lesshafft, Conditions for validity of mean flow stability analysis,
Journal of Fluid Mechanics 798, 485 (2016).
[60] O. Marxen and D. S. Henningson, The effect of small-amplitude convective disturbances on the size and bursting of a
laminar separation bubble, Journal of Fluid Mechanics 671, 1 (2011).
[61] L. N. Cattafesta and M. Sheplak, Actuators for active flow control, Annual Review of Fluid Mechanics 43, 247 (2011).
[62] A. Glezer and M. Amitay, Synthetic jets, Annual Review of Fluid Mechanics 34, 503 (2002).
[63] J. Little, K. Takashima, M. Nishihara, I. V. Adamovich, and M. Samimy, Separation control with nanosecond-pulse-driven
dielectric barrier discharge plasma actuators, AIAA Journal 50, 350 (2012).
[64] C.-A. Yeh, P. Munday, and K. Taira, Use of local periodic heating for separation control on a NACA 0012 airfoil, in 55th
AIAA Aerospace Sciences Meeting, AIAA 2017-1451 (2017).
[65] J. Little, Localized thermal perturbations for control of turbulent shear flows, AIAA Journal 57, 655 (2019).
[66] X. Garnaud, L. Lesshafft, P. J. Schmid, and P. Huerre, The preferred mode of incompressible jets: linear frequency response
analysis, Journal of Fluid Mechanics 716, 189 (2013).
[67] G. A. Bre`s, F. E. Ham, J. W. Nichols, and S. K. Lele, Unstructured large-eddy simulations of supersonic jets, AIAA
Journal 55, 1164 (2017).
[68] B.-T. Chu, On the energy transfer to small disturbances in fluid flow (Part I), Acta Mechanica 1, 215 (1965).
[69] F. Woolfe, E. Liberty, V. Rokhlin, and M. Tygert, A fast randomized algorithm for the approximation of matrices, Appl.
Comput. Harmon. Anal. 25, 335?366 (2008).
[70] N. Halko, P.-G. Martinsson, and J. A. Tropp, Finding structure with randomness: Probabilistic algorithms for constructing
approximate matrix decompositions, SIAM review 53, 217 (2011).
[71] J. A. Tropp, A. Yurtsever, M. Udell, and V. Cevher, Practical sketching algorithms for low-rank matrix approximation,
21
SIAM J. Matrix Anal. Appl. 38, 1454 (2017).
[72] P.-G. Martinsson, V. Rokhlin, and M. Tygert, A randomized algorithm for the decomposition of matrices, Appl. Comput.
Harmon. Anal. 30, 47 (2011).
[73] J. H. M. Ribeiro, C.-A. Yeh, and K. Taira, Randomized resolvent analysis, Phys. Rev. Fluids 5, 033902 (2020).
[74] O. Marxen, M. Lang, and U. Rist, Vortex formation and vortex breakup in a laminar separation bubble, Journal of Fluid
Mechanics 728, 58 (2013).
[75] R. T. Pierrehumbert and S. E. Widnall, The two- and three-dimensional instabilities of a spatially periodic shear layer,
Journal of Fluid Mechanics 114, 59 (1982).
[76] Y. Sun, Q. Liu, L. N. Cattafesta, L. S. Ukeiley, and K. Taira, Resolvent analysis of compressible laminar and turbulent
cavity flows, AIAA Journal 58, 1046 (2020).
[77] C. Arratia, C. P. Caulfield, and J.-M. Chomaz, Transient perturbation growth in time-dependent mixing layers, Journal
of Fluid Mechanics 717, 90 (2013).
[78] A. Zare, M. R. Jovanovic´, and T. T. Georgiou, Colour of turbulence, Journal of Fluid Mechanics 812, 636 (2017).
[79] P. A. Monkewitz and P. Huerre, Influence of the velocity ratio on the spatial instability of mixing layers, Physics of Fluids
25, 1137 (1982).
[80] C.-M. Ho and P. Huerre, Perturbed free shear layers, Annual Review of Fluid Mechanics 16, 365 (1984).
[81] M. Gad-el Hak and D. M. Bushnell, Separation control: review, Journal of Fluids Engineering 113, 5 (1991).
[82] A. Seifert and L. G. Pack, Oscillatory control of separation at high Reynolds numbers, AIAA Journal 37, 1062 (1999).
[83] K. Taira and H. Nakao, Phase-response analysis of synchronization for periodic flows, Journal of Fluid Mechanics 846, R2
(2018).
