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means, provided that this copyright notice appears on all such copies.“Location, location, location” is perhaps the most hackneyed phrase in a realtor’s vocab-
ulary, but its truth cannot be denied. People value a house near an airport and in the ﬂight
path less than a similar house further away (Feitelson, Hurd, and Mudge 1996). A house
a stone’s throw from a landﬁll costs signiﬁcantly less than an identical house at another
location (Nelson, Genereux, and Genereux 1992). All property markets are characterized
by spatial relationships. Property values are affected by the attributes of other properties
in the vicinity, by proximity to positive inﬂuences (e.g. green spaces, city centers) and to
negative inﬂuences (e.g. landﬁlls, ﬂood areas).
Since property markets are inﬂuenced by geographical considerations, it makes sense
to conduct hedonic property value (HPV) analyses in a spatial context. Accordingly, we
construct a spatial HPV model and use it to estimate the impacts of property and neigh-
bourhood attributes upon property value, in Bogot´ a, Colombia. We were excited to gain
access to this data. A quick perusal of the literature shows that most HPV analyses stud-
ied property markets in developed countries, no doubt a function of accessibility and data
quality. An analysis of a developing country housing market would go a little way towards
ﬁlling that gap in the literature.
However, we hope to do more than bask in the novelty of our data. We are interested in
theapplicationofhedonicestimationtechniquestopolicydesignandurbanplanning. Thus,
we use different estimation approaches to estimate the impacts of property and neighbor-
hood attributes upon property value, and then attempt to compare these approaches from
a policy maker’s point of view. We feel that such a comparison can help the policy maker
make some headway through the forest of tools and methodological approaches suggested
by the spatial literature. By knowing the pros and cons of some of these approaches, the
policy maker can better choose the apt approach, given the problem at hand. We do not
focus on any speciﬁc variable and its the impacts, but take a step back and try to look at the
relevance of the estimation approach as embedded in the larger problem.
2Our arguments and conclusions will necessarily look beyond the theoretical properties
of the estimators: a fertile ground for discussion and research, but one much ploughed and
fertilized in the previous literature (Anselin 1988; Cressie 1993). We do discuss the the-
oretical properties of the various estimators, but only to provide context to the rest of the
paper. To wit, we believe that asymptotic efﬁciency and unbiasedness are only part of the
backstory behind why certain estimation techniques should or should not be used. Other
issues can be critical, such as the timeliness of an analysis. Policy is designed along a time
frame and the statistical analysis must ﬁt within this time frame. Familiarity with the ap-
proach can also be an important factor. It takes time for the acceptability of an estimation
technique to ﬁlter from academia to the policy level. As such, estimation techniques that
are based on easily understood theory and can be implemented through canned softwares
will be more suitable for application to policy. Sometimes the underlying theory seems in-
sufﬁcient. We show that certain results from common estimation procedures are presented
incorrectly because of counter-intuitive deﬁnitions stemming from the theory. The points
we make are underscored by the estimations and predictions obtained in our analyses.
We compare three approaches to estimation and inference: Least Squares (LS),
Maximum Likelihood (ML) and Bayesian. Philosophically, LS and ML approaches are
grounded in Classical (or Frequentist) ideas, such as the premise that inferences drawn
need not be conditional on the data, but are in some sense universal (Poirier 1988). This
might be contrasted to the Bayesian idea that all inference must necessarily be conditional
on the data and is subjective to the researcher’s belief, but that this might not necessarily
be a bad thing (Howson and Urbach 1991).
Today, the Classical school is dominant, based on a non-probabilistic methodology to es-
timation as outlined in seminal treatises like Fisher (1925, 1935) and Neyman and Pearson
(1933). It was borne out of criticisms of Bayesian ideas in the 1920s and 1930s. How-
ever, over the years some of those criticisms have been addressed (Edwards, Lindman, and
Savage 1963) and the last couple of decades has seen a resurrection of probability-based
3Bayesian approaches to estimation. The growing interest in Bayesian methods has yet to
really impact policy design, but we feel that it is only a matter of time before Bayesianism
informs a signiﬁcant number of policy decisions. Thus we feel that the time is optimal
for our comparison of Bayesian and Frequentist methods. We need to know if and how
Bayesian results are qualitatively different from ML or LS results.
The paper is structured as follows. We ﬁrst outline the economic theory that goes into
creating an HPV model and describe the data. We then place the HPV model in a spa-
tial context and give a brief description of the statistical theory behind the estimation ap-
proaches used. A comparison of the estimation results is made, followed by a discussion on
the merits of the different approaches vis-` a-vis policy making. We end with a recapitulation
of the insights gleaned.
The Hedonic Model
Neighborhoodcharacteristicssuchasairquality, ambientnoiselevelandproximitytogreen
spaces are valued by home owners, but these values are unknown because the character-
istics are non-market goods. Hedonic valuation has been used extensively to estimate the
values of such goods. It is based upon an assumed causal relationship between the price of
a marketable good and its characteristics. In the housing context, hedonic theory is applied
to the data to estimate the values of the structural and neighborhood characteristics of a
property.
The hedonic approach was ﬁrst applied to environmental valuation by Ridker and Hen-
ning (1967) who found a strong statistical relationship between housing values and air
quality in the metropolitan area of St. Louis. Rosen (1974) provided the theoretical under-
pinnings to the hedonic approach by interpreting estimated parameters as marginal implicit
prices. Since then hedonic theory has been much used in the real estate literature to value
different non-market goods. To provide some examples: Zabel and Kiel (2000) and Kim
and Anselin (2003) used the method to estimate the value of air quality. Coulson (1991)
4and Cervero and Susantono (1999) used it to examine the relationship between property
values and proximity to central business districts. Ready and Abdalla (2005) looked at
the impacts of positive and negative agricultural externalities on property values and Bras-
ington and Hite (2005) examined the impact of proximity to noxious facilities on house
prices.
Characterizing the Hedonic Equilibrium
A property can be thought of as a differentiated good represented by a n-vector of char-
acteristics, z z z 2 Rn. Elements of the vector z z z include structural characteristics such as the
number of bathrooms, and neighborhood amenities such as air quality.
Several assumptions accompany the hedonic framework. First, it is assumed that con-
sumers are utility maximizers conditional on the available housing stock, associated char-
acteristics and a budget constraint. Second, the market is assumed to be perfectly compet-
itive, implying that prices are purely a function of property characteristics and not player
characteristics. Let p(z z z) be the price schedule.
The consumer is represented by a g g g-vector. The consumer’s utility function is U(z z z;x;g g g)
where z z z is the property and x is a composite commodity representing all other goods con-
sumed. The price of x is normalized to one. Consumer income is y. The consumer buys
only one property at a time and so the consumer maximizes U(¢) subject to the budget











8 i = f1;¢¢¢ ;ng
From (1), at equilibrium the consumer’s marginal rate of substitution (MRS) between the
zi and x is equated with the marginal implicit price (MIP) of zi. The MIP measures the
consumer’s marginal willingness to pay for the characteristic zi and this is what is esti-
mated through the hedonic technique. For further details on the characterization of the
5hedonic equilibrium, reference to Rosen (1974), Freeman III (2003) and Taylor (2003) will
be useful.
Notes on the Data
The sample consists of 1587 housing units, randomly split into two subsets of 1487 and
100 housing units. The larger subset was used for estimation and the smaller to diagnose
the predictive efﬁciency of the different estimation procedures.
The data on price, location and attributes of each property were provided by
Metrocuadrado.com, an agency that lists rental and sale prices of properties in Bo-
got´ a. The data set covers property sales between 2001 and 2006. We deﬂated all prices
by the Colombian Consumer Price Index (CPI), with 2005 as the base year.1 The data are
geostatistical: for each observation the geographical coordinates are provided. Locations
were originally in latitude and longitude, but we converted them into Bogot´ a Zone
Transverse Mercator coordinates to remove curvature effects. Figure 1 provides a contour
plot of property prices and a spatial plot of the sampled properties. It indicates that the
prices are highest in the north-east, which is also where our data is concentrated. This
clustering is because of the layout of the city. The north and east of Bogot´ a is the richer
area and has a formal property market. The south and west is more industrial and most
residential properties in this area are squatter settlements lying outside the ambit of the
legitimate housing market.
The list of variables used in the analysis, along with descriptive statistics is provided
in Table 1. All properties were geo-referenced using ArcMap. Geo-referencing allowed
us to merge property locations with amenity locations, which were obtained from digital
maps provided by DAPD, the local planning ofﬁce. Information on crime rates came from
Bogot´ a’s Observatory of Delinquency and Violence. This data was provided at the neigh-
borhood level and it was geocoded by matching the neighborhoods to the properties. We
used the average annual mean of PM10 concentration for the period 2001-2006 as an indi-
6cator of environmental quality; the data provided by DAMA, the environmental authority
in Bogot´ a. Each monitoring station was geocoded and projected to the common coordinate
system. A raster of PM10 emissions was produced by inverse distance interpolation of the
emissions data recorded at 11 monitoring stations. The raster was then superimposed upon
the property map and PM10 concentration at each property was read off the superimposed
maps.
Econometric Model
In keeping with a lot of the hedonic literature, we assume a semi-log functional relationship
between property values and attributes (Lake et al. 2000; Baranzini and Ramirez 2005;
Pope 2005). By using log prices, we normalize the residuals (and by inference the errors)
in the regressions and reduce the effects of outliers. In addition, the coefﬁcients are easily
interpreted. They are interpreted as implicit price elasticities (semi-elasticities) when the
independent variables or covariates are (are not) presented in the log scale (Greene 2003,
pg. 123) and are interpreted as median impacts when the covariates are dummies (Gujarati
2003, pg. 320).
Intuitively, given our hypothesis that property values are affected by the characteristics of
neighboring properties, a spatial lag model makes sense. But we have too few observations
over the geographical area under consideration (i.e. Bogot´ a) and so do not have enough
information on the neighbors of the sampled properties. Using a spatial lag model would
result in a serious omitted variable problem, distorting results.
We work around the lack of neighbor information by using a spatial error model. Let
(log of) property value fp(s s s) : s s s 2 D D D µ R2
+g be a stochastic process where s s s is a generic
location in D D D, a ﬁxed subset in two dimensional Euclidean space. D D D corresponds to the
geographical window over which the stochastic process is deﬁned (i.e. Bogot´ a).
7Setting up the Spatial Error Model
Our sample can be considered a ﬁnite partial realization of the underlying spatial process.2
The spatial error model is applied to this partial realization to draw inferences about the
underlying process p(s s s). We assume that the spatial process has a mean and an error as
shown in the equation below:
(2) p(s s s) = X X X(s s s)b b b +e(s s s)
where X X X(s s s) 2 Rp is a p vector of covariates at location s s s, consisting of property attributes,
interaction terms and the intercept. b b b 2 Rp is a p vector of coefﬁcients and X X X(s s s)b b b is the
trend component or mean structure of the regression equation.
e(s s s) is the error, to which we impart structure to characterize the spatial dependence. We
assume that e(s s s) is Gaussian, which means that a set of errors e e e(s s s) = fe(s s s1);¢¢¢ ;e(s s sn)g
corresponding to any set of locations fs s s1;¢¢¢ ;s s sng is distributed multivariate normal,e e e(s s s)»
N(0 0 0;S S S) (and p(s s s)»N(X X Xb b b;S S S)). The Gaussian assumption is useful because the prediction,
estimation and distribution theory become easier once the mean and covariance structures
are speciﬁed. The assumption is justiﬁed by the Central Limit Theorem, which states that
the net result of many possibly non-Gaussian processes is approximately Gaussian.
At any s s s 2 D D D, the error is decomposed into two components:
(3) e(s s s) = w(s s s)+h(s s s)
where w(s s s) is the the measurable spatial effect and h(s s s) is the nugget effect. The nugget
effect is composed of measurement error and microscale variation, which is spatial corre-
lation over distances smaller than minfks s si¡s s sj k:1·i; j ·ng and so cannot be measured.
The measurable spatial effect is characterized as a zero-centered, stationary Gaussian pro-
cess and the nugget effect as an uncorrelated pure error term. Thus, for some set of loca-
tions fs s s1;¢¢¢ ;s s sng, they are distributed multivariate normal with w w w(s s s) » N(0 0 0;s2H H H(f f f)) and
h h h(s s s) » N(0 0 0;t2I I I). Using these assumptions, the assumption that e e e(s s s) » N(0 0 0;S S S) and (3)
8gives us the relationship
(4) S S S = s2H H H(f f f)+t2I I I where [H H H(f f f)]ij = r(f f f;s s si¡s s sj)
where r(¢) is a covariance function and f f f its associated parameters. r(¢) deﬁnes the struc-
ture of the spatial correlation and how it decays as the separation increases. This concept of
distance decay is an essential part of spatial modeling and is predicated upon Tobler’s First
Law of Geography, which tells us that things closer to each other are more closely related.
The Variogram
The variogram is a useful tool for determining the appropriate functional form for r(¢) and
is essential to LS estimation. The variogram is deﬁned as 2g(h h h;q q q), where h h h is the distance
or lag between two generic locations in the observation window D D D and q q q = fb b b;a a ag is the
vector of model parameters. b b b is the set of trend related parameters and a a a = ft2;s2;f f fg is
the set of parameters deﬁning the error structure, as shown in (4). The variogram measures
the variance in the error as a function of lag: 2g(h h h;q q q)=var(e(s s s+h h h)¡e(s s s)), where e(s s s)=
p(s s s)¡X X X(s s s)b b b from (2).
Estimation of model parameters begins with the estimation of the variogram. A number
of estimators have been proposed in the literature. We choose a robust3 estimator proposed
by Hawkins and Cressie (1984), shown below:
(5) 2¯ g(h h h) =
(
1
jN(h h h)j å
N(h h h)








where N(h h h) ´ f(s s si;s s sj) : s s si ¡s s sj = h h h 8 i; jg and e(s s si) = fp(s s si)¡X X X(s s si)ˆ b b b 8 ig. By using
the square root of the absolute differences the estimator becomes less sensitive to outliers
and more efﬁcient than estimators based on the more standard squared difference based
estimators.
For inference to proceed smoothly, the variogram must be negative semi-deﬁnite. Es-
timated (or empirical) variograms do not necessarily have this property and cannot be
9directly used for inference. Instead we must choose a variogram that approximates the
empirical variogram and is negative semi-deﬁnite. Since the space of valid variograms is
large, it is common practice to initially choose a parametric family of variograms and then
choose the optimal variogram from this family. A variogram is parameterized by giving
r(f f f;h h h) a distributional form. The optimal variogram is the one with spatial dependence
most closely approximating the dependence in the data. There are no rules to choosing
the parametric family, but in effect the choice may not matter much as many families can
be ﬁtted to an empirical variogram. In Figure 2, we show how variograms from different
parametric families ﬁt our data equally well. For our analysis, we assume r(¢) to take the
exponential form.4 For the exponential variogram, f f f = ffg, called the range parameter.
Checking for Isotropy
We use the empirical variogram, calculated by using (5), to check for isotropy. A process
is deﬁned as isotropic if its semivariogram function g(h h h) depends only on the length of h h h
and not the directional orientation. Mathematically, under isotropy, g(h h h) ´ g(k h h h k). We
check for anisotropy in our data by constructing empirical variograms along four directions
and then comparing the results (ref. Figure 3). We see that there is no speciﬁc variational
pattern in any direction, which corroborates an isotropy hypothesis. We assume isotropy in
our analysis.
Least Squares and Variogram Fitting
The Ordinary LS (OLS) estimator is the easiest to compute, but it does not accommodate
the effects of spatial covariance. The General LS (GLS) estimator is efﬁcient, but cannot be
calculated if the error structure is unknown, which it is in this analysis sincea a a is unknown.
We use the Iterated Weighted Least Squares (IWLS) estimator to estimatea a a andb b b. Cressie
(1993, pg. 97) shows it to be a “pragmatic compromise between efﬁciency (GLS) and
simplicity (OLS).” In the IWLS procedure, as a ﬁrst step b b b is estimated through OLS. The
estimate is used to calculate fe(s s si); i = 1;¢¢¢ ;ng, which is used to estimate the empirical







¯ g(h h h(j))
g(h h h(j);q q q)
¡1
¾2
¯ g(h h h) is substituted into (6), minimizing which gives us estimates ofa a a =ft2;s2;fg. In (6),
fj = 1;¢¢¢ ;Kg are the bins that the lags, h h h, have been divided into. The ﬁtting criterion in
(6) is suitable because it gives more weight to observation pairs with smaller lags, which
gives a good ﬁt near the origin. As Stein (1988) points out, this is a good property. The
criterion sits well with Tobler’s First Law of Geography, which adjures us to give greater
weight to small distance relationships.
(7) (2¯ g(h h h)¡2g(h h h;q q q))0S S S(a a a)¡1(2¯ g(h h h)¡2g(h h h;q q q))
When (7) is minimized, ˆ bGLS is obtained, but as mentioned earlier, it cannot be calculated
because aGLS is unknown. However from the OLS and minimizing (6) we do have es-
timates for all the parameters, q q q, which we call ˆ q q q
(0)
. ˆ q q q
(0)
is used to estimate S S S, giving
ˆ S S S
³
ˆ q q q
(0)´
. This is substituted into equation (7), which when minimized provides ˆ q q q
(1)
, a
new estimate for q q q. ˆ q q q
(1)
leads to ˆ S S S
³
ˆ q q q
(1)´
, which when substituted into equation (7) gives
ˆ q q q
(2)
and so on. The above exercise continues till convergence, at the end of which we have
the IWLS estimate of all model parameters.
Maximum Likelihood Estimation
The classical ML estimator of the error parameters, a a a, is known to be seriously biased
(Mardia and Marshall 1984) because of the presence of b b b in the likelihood function. Pat-
terson and Thompson (1971) work around this issue by devising the Restricted Maximum
Likelihood (REML) estimator, which is independent of b b b. REML estimates of a a a are ob-
tained by minimizing the negative log-likelihood function, provided below:
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logjX X X0S S S(q q q)¡1X X Xj+
1
2
p p p0P P P(q q q)p p p
11where P P P(q q q) =S S S(q q q)¡1¡S S S(q q q)¡1X X X(X X X0S S S(q q q)¡1X X X)¡1X X XS S S(q q q)¡1. The estimates are then used
to obtain the Feasible Generalized LS (FGLS) estimates ofb b b by using the relationship ˆ b b b =
(X X X0S S S(ˆ a a a)¡1X X X)¡1X X X0S S S(ˆ a a a)¡1p p p. Prediction (kriging) variances are much lower under REML
whencomparedtoMLandthebiasoftheestimatesisloweraswell. (8)canbeestimatedby
many algorithms. We use the Nelder-Mead algorithm, chosen for its robustness properties.
For details on the algorithm see Nelder and Mead (1965).
Hierarchical Bayesian Estimation
We build a two level hierarchical model and then run a Markov Chain Monte Carlo
(MCMC) simulation to estimate the model parameters. The hierarchy stems from the
assumption of two levels of stochasticity. On the ﬁrst level, p(s s s) is assumed Gaussian,
conditional on the covariate data X X X(s s s), the model parameters q q q and a vector of random
spatial effects W W W(s s s). On the second level, W W W(s s s) is assumed Gaussian, conditional on q q q,
which is assumed stochastic. This last statement brings into sharp relief an important
difference between Frequentist and Bayesian approaches to estimation. In the Bayesian
approach, model parameters are treated as random effects, whereas in the Frequentist
approach, model parameters are taken as ﬁxed.
We start by assigning a prior distribution to q q q. We then use our data to confront the
prior and update our beliefs about the behavior of q q q. The updated beliefs are in the form
of a posterior distribution for q q q and this process of moving from prior to posterior beliefs
is underpinned by Bayes’ Theorem. The theorem is provided below in the context of our
model:
(9) p(q q qjp p p;X X X) =
f(p p pjq q q;W W W;X X X)f(W W Wjq q q)f(q q q)
R
f(p p pjq q q;W W W;X X X)f(W W Wjq q q)f(q q q)
where p(q q qjp p p;X X X) is the posterior distribution of q q q conditional on the data, f(p p pjq q q;W W W;X X X) is
the prior distribution assumed for p p p conditional on q q q, W W W and X X X, f(W W Wjq q q) is the prior on W W W
12conditional on q q q, and f(q q q) is the prior on q q q. A priori we assume that the parameters are
independent, which means that f(q q q) = f(b b b)f(s2)f(t2)f(f).
Using equations (2), (3) and (4), we know that p p pjq q q;W W W;X X X » N(X X Xb b b +W W W;t2I I I) andW W Wjq q q »
N(0 0 0;s2H H H(f)). In keeping with the geostatistical literature (Banerjee, Carlin, and Gelfand
2004, pg. 131), we assume s2 and t2 to have inverse gamma priors.5 The trend parameters
b b b are assumed to have ﬂat priors6 and the range parameter f is assumed to be distributed
log-uniform.7 By using a ﬂat prior for the b b bs, the Bayesian estimation becomes equivalent
to the maximum likelihood approach (Banerjee, Carlin, and Gelfand 2004, pg. 103). Ex-
ante we expect the Bayes and REML estimation results to be very similar.
Given the data and the priors, the posterior distribution of q q q is calculated using equation
(9). From p(q q qjp p p;X X X), the posterior distributions of the individual parameters are calculated
by marginalization. For example,
(10) p(fjp p p;X X X) µ
Z Z Z
f(p p pjq q q;W W W;X X X)f(W W Wjq q q)f(b b b)f(t2)f(f) db b b dt2 ds2:
Once the marginal posterior distributions are known, parameter statistics are easily calcu-
lated. Below, we show how the posterior mean and median values of f are calculated.
Other statistics can be calculated in a similar manner.
Posterior Mean: ˆ f =
Z
f dp(fjp p p;X X X) (11)
Posterior Median: ˆ f :
Z ˆ f
¡¥
dp(fjp p p;X X X) = 0:5 (12)
Often, either we cannot get p(q q qjp p p;X X X) and the marginal posteriors in closed form or
the closed form solutions are so messy that calculating statistics becomes intractable. We
use MCMC sampling to work around these issues. We collect a correlated sample by
iteratively drawing from f(p p pjq q q;W W W;X X X)f(W W Wjq q q)f(q q q), which is proportional to p(q q qjp p p;X X X)
[see (9)] since the denominator is constant. p(q q qjp p p;X X X) is not calculated because calculating
the denominator is computationally expensive. The sample is then used to estimate the
statistics used for inference. Estimator accuracy is increased by increasing the number
13of iterations. There are a number of algorithms that can be used to operationalize MCMC
sampling. Weusetwoofthem: theGibbssamplertodrawtheb b b sampleandtheMetropolis-
Hastings algorithm to draw the a a a sample. The Gibbs sampler is easier to implement, but
can only be used when the full conditional (i.e. f(bijb b b¡i;s2;t2;f;p p p;X X X)) distribution is
available in closed form. Since closed forms of the full conditionals of a a a are not available,
we use the Metropolis-Hastings algorithm to obtain samples of a a a. We draw a correlated
sample because then the M-H algorithm converges quicker.
Kriging
Kriging may be deﬁned as prediction in a spatial setting. In spatial analyses, it is often
important to generate good predictions at points or blocks in the geographical window. So
when comparing different estimation procedures, it is essential to compare the respective
kriging results. Below we provide some basic theory to understand kriging in the Frequen-
tist and Bayesian frameworks.
Let s s s0 be a vector of m locations that we need to krige at and s s s1 be the vector of n
locations comprising our sample. For notational ease, we subsume locational arguments:
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where S S S is obtained from (4), S S S00 is an m£m matrix of covariances across predictee lo-
cations, as deﬁned by the covariance function r(¢) and S S S0 an m£n matrix of covariances
between predictee and observed locations, again deﬁned by r(¢). Gaussianity also gives us
the closed form for the conditional distribution p p p0jp p p1, the mean and variance of which are
provided below:
E[p p p0jp p p1] = X X X0b b b +S S S0S S S¡1(p p p1¡X X X1b b b) (14)
var[p p p0jp p p1] = S S S00¡S S S0S S S¡1S S ST
0 (15)
14To get Frequentist estimates of the kriged means and variances at s s s0 conditional on data at
s s s1 we substitute ˆ q q qIWLS and ˆ q q qREML into (14) and (15)
When kriging in the Bayesian framework, we calculate the predictive distribution of the
Gaussian process p(s s s) at the predictee locations, s s s0:
(16) f(p p p0jp p p1;X X X0;X X X1) =
Z
f(p p p0jp p p1;X X X0;q q q)p(q q qjp p p1;X X X1) dq q q
f(p p p0jp p p1;X X X0;q q q) is the conditionally normal distribution that spawns equations (14) and (15)
andp(q q qjp p p1;X X X1)isgivenbyequation(9). Inpractice, wealreadyhaveK drawsproportional
to p(q q qjp p p1;X X X1) from the MCMC procedure, which we use to generate K draws from the
distribution of p p p0jp p p1;X X X0;q q q, which we know to be Gaussian. The K estimates are then used
to generate density plots or estimate population statistics of the kriged values.
Results
In this section we compare the different procedures by contrasting at the estimation and
prediction results. Some notes are also provided on diagnostics related to the Bayesian
procedure.
Estimation Results
Table (2) shows the mean estimates of the parameters across estimation procedures, indi-
cations of signiﬁcance of said estimates and the results from paired t-tests used to compare
the similarity of these means. Figure (4) plots these mean values.
The paired t-test results from Table (2) show the similarity between the REML and
Bayesian estimation, which was expected given our prior assumptions. These results also
show that the IWLS results are signiﬁcantly different from the others for 13 of the 19 bs.
These results are corroborated by Figure (4) where the symbols for the mean REML and
Bayesian (IWLS and Bayesian) [IWLS and REML] estimates overlap for 20 (14) [16] out
of 22 parameters. Figure (4) shows greater concordance between IWLS and REML / Bayes
mean estimates than the paired t-tests because the estimates are not deﬂated by their vari-
15ances in the ﬁgure. We did not conduct paired t-tests to compare the estimates ofa a a because
we could not estimate the variance of a a a in the Frequentist analyses. The literature seems
silent in this regard.
The Bayesian and ML parameter estimates are similar with respect to signiﬁcance. Both
have nine signiﬁcant trend parameters, eight of which are common and pairwise insignif-
icantly different. Only seven of the LS trend parameters are signiﬁcant of which ﬁve are
also signiﬁcant in the other estimation procedures. These ﬁve parameters correspond to the
number of bathrooms in the house, the economic stratum of the neighborhood, the wooden
ﬂooring dummy, the 24 hour door-keeping dummy and house size. We infer that these
variables are the most important impacters of property value in Bogot´ a.
The theory indicates that estimated variances of the Frequentist mean trend estimates are
not asymptotically efﬁcient, which adversely affects inference.8 This inefﬁciency stems
from the fact that a a a must also be estimated: if a a a were known, ˆ b b bIWLS and ˆ b b bREML would be
unbiased, consistent and asymptotically efﬁcient.
The variance of the estimators for the Bayesian posterior means are asymptotically ef-




and the variance of this estimate is var(ˆ nK) = s2




k=1(nk ¡ ˆ nK)2 and ESS is the effective sample size. Because of positive




k=1wk(n)) < K, where wk(n) is the autocorrelation at lag k
for n. It is estimated using the autocorrelations from the MCMC sample. In the Bayesian
set-up, measuring the efﬁciency of ˆ a a a is no different from measuring the efﬁciency of ˆ b b b.
The estimates are unbiased, consistent and asymptotically efﬁcient.
Doubts about poor inference through REML are not corroborated by our results because
the Bayesian and REML estimates are very similar. However, the substantially different
IWLS results might be symptomatic of poor estimator properties. As Cressie (1993) indi-
cates, ML estimation is crucially dependent upon the Gaussian assumption. LS approaches
16are more robust to departures from Gaussianity. Perhaps IWLS performed worse because
the error structure in the data was very Gaussian.
From Table (2) we see that the signiﬁcant parameter estimates have the expected signs.
One possible anomaly is the the positive sign associated with the Crime Index in the ML
and Bayesian estimations, where one might expect high prices to correlate with low crime
areas. On the other hand, the sign might be explained if the causality ran the other way:
richer areas see more crime because there is more reward to crime in such areas. Such a
causation might exist in the case of poor law enforcement in Bogot´ a, but that knowledge is
beyond the ambit of this study. In general, all procedures seem to validate our prior notions
on the relationship between property values and attributes.
Kriging Results
Kriging results across procedures are compared by looking at the percentage differences
between true property values and mean kriged estimates. The variances of these kriged
estimates are very small: the variance is never more than 0:61% of the mean. We neglect
these variances in the ensuing analysis, since they do not add anything substantial to our
inferences. The percentage differences are calculated for the second subset of 100 data
points and presented in Figure (5). The two horizontal dotted lines in Figure (5) mark
30% margin-of-error bands. 80%, (77%) and [72%] of kriged estimates using the Bayesian
(REML) [IWLS] approach lay within these bands. The IWLS estimates had the greatest
variance, but the biggest overestimate and underestimate were obtained in the Bayesian
estimation. The Bayesian predictions had the biggest average bias (+5:98%) and the IWLS
estimates had the smallest average bias (+5:57%), a fact that is apparent on looking at
Figure (6), where the density of the IWLS predictions best approximates the true density
and the REML and Bayesian densities skew slightly to the right. Overall, no procedure
stands out as performing signiﬁcantly better than the others. In the aggregate, the Bayesian
predictions had the smallest error, but did generate the most extreme predictions. The
17REML procedure is always the median performer, but the REML kriging results are far
closer to the Bayesian results than to the IWLS results.
In 16% of the observations, all estimation procedures yield estimates that are off target
by more than 30%. The absolute mean deviation of the outliers from mean true property
value is about 10% more than the absolute mean deviation of the non-outliers from mean
true property value. We plot the outliers and non-outliers spatially in Figure (7) and we
see no discernable spatial pattern (identiﬁed by the black dots) to the off-target estimations.
We have no explanation for the large errors in the kriging estimates at these 16 locations.
Notes on the Bayesian Estimation
The Metropolis-Hastings algorithm was used to obtain estimates for a a a. At each iteration,
the M-H algorithm proceeds by drawing from a candidate density. Each draw is accepted
or rejected, depending on its acceptance ratio. At the end of the simulation, the accep-
tance rate for each parameter sampled is calculated by dividing the number of acceptances
by the number of iterations. This rate is an indication of the closeness of the candidate
density to the true density. Gelman, Roberts, and Gilks (1996) show optimal acceptance
rates to lie in the region of 25¡40%. Higher acceptance rates indicate candidate densities
that are too narrow, while lower acceptance rates either indicate the opposite or that the
candidate densities occupy a different part of the parameter space when compared to the
true density. As is the general practice, we played with possible candidate densities, ran
numerous simulations and ﬁnally chose a 5000 iteration simulation where the estimates of
t2, s2 and f had acceptance rates of 26:20%, 24:93% and 31:53% respectively. The results
from this simulation were presented in Table (2) for comparison with the other estimation
procedures.
The parameter estimates are robust across a large set of simulations. We show this to
be true by plotting the density functions for some of the parameters in Figure (8). The
density functions are very similar for all the elements of b b b. For the a a as, the shapes of the
18density functions do change a little, but the ranges are similar. The acceptance rates for
t2, s2 and f varied between 24:74¡29:66%, 24:76¡27:71% and 31:48¡33:13% re-
spectively. Acceptance rate and convergence diagnostics indicate that all these simulations
have performed well.
Discussion: From a Policy Maker’s Viewpoint
In the preceding sections we have examined three spatial estimation approaches from the-
oretical and empirical perspectives. In this section we hope to draw those disparate threads
together, bring in other ideas and weave a critique to help policy makers choose the appro-
priate estimation approach, given a context.
Subjectivity and Bayesianism
Bayesian inference is often criticized on the grounds that it allows for subjectivity in the
scientiﬁc realm. The statistician assigns prior distributions to model parameters based on
her subjective judgement on how the parameters behave. Ideally the assumptions in the
estimation should be grounded in objective realities, but there are no guidelines on achiev-
ing true objectivity in the Bayesian framework. And using subjective priors does not have
probative force (Sober 2002, pg. 23), which justiﬁably makes some researchers nervous.
The fear is that the inference relies too heavily on the priors assigned. The results might
be dependent on the researcher’s prior biases rather than exclusively upon the data. The
classicBayesianresponseisthatFrequentistanalysisisnotfreeofsubjectivityeither. There
are elements of subjectivity across all three estimations: when we assume e(s s s) to be a
Gaussianprocess, whenweparameterizer(¢)andwhenwedeterminetheappropriatemean
structure. In the Bayesian framework there is an additional level of subjectivity because of
the priors placed on a a a. We tested the impact of our priors by tweaking the distributions
imposed on a a a across simulations and then comparing the results. Figure (8) indicates
that the results seem to be robust to these changes. Our results are inﬂuenced by the data
rather than by the priors on a a a. We used the Akaike (AIC) and Bayesian (BIC) Information
19Criteria to increase objectivity in trend selection and defend the assumptions on e(s s s) and
r(¢) as being informed by previous studies.
The Repeated Sampling Principle and Frequentist Conﬁdence Intervals
Frequentist inference is based on the Repeated Sampling Principle, which states that “sta-
tistical procedures have to be assessed by their performance in hypothetical repetitions
under identical conditions” (Bernardo and Smith 1994, pg. 453). In other words, estima-
tor optimality and inference is assessed in terms of long run behavior across innumerable,
identical repetitions of the experiment. This focus on asymptotics plays out by treating the
existing data as one of a continuum of samples from the parent population. Consequently,
inference in the Frequentist realm can seem counter-intuitive as shown below, where we
interpret Frequentist Conﬁdence Intervals (CIs) and Bayesian Credible Intervals (CIs).
Bayesian and Frequentist CIs are interpreted differently because model parameters are
treated differently in the two paradigms. In the Bayesian framework, model parameters are
treated as stochastic and data conditional. In the Frequentist framework, model parameters
arenon-randombutunknown, becauseofwhichtheycannotbecharacterizedbyprobability
density functions (Howson and Urbach 1991). Thus, to the Frequentist way of thinking, it
must be the estimator that is the random variable and Frequentist CIs are structured around
the estimator rather than the parameter. The Frequentist deﬁnes the 95% CI through the
relationship Pr[ˆ m 2 m §1:96 ˆ sjm] = 0:95, where m is the non-random parameter, ˆ m the
estimator and ˆ s is the standard error of the estimator. Given this construction, the CI is
interpreted as follows: if an asymptotically large number of samples were drawn from the
population then in 95% of these cases m would lie within the range [ˆ m¡1:96 ˆ s; ˆ m+1:96 ˆ s].
The crucial point is that this construction does not provide inference on whether m lies
within the calculated interval for a given sample t: we do not know if m lies within the
range [ˆ mt ¡1:96 ˆ st; ˆ mt +1:96 ˆ st]. This line of thinking can be taken further. Since inference
is asymptotic and the existing data set is only one of an inﬁnite number of data sets hy-
20pothetically drawn from the parent population, we do not need the real data for inference:
its impact is negligible. Inference on simulated data gives equivalent results, subject to the
caveat that the simulated sample is an apt representation of the parent population.
By contrast, in the Bayesian framework the estimator is non-random and conditional on
the data, and the parameter is stochastic and deﬁned by its posterior density function. The
Bayesian 95% CI is calculated through the relationship Pr[m 2 ˆ m §1:96 ˆ sjˆ m] = 0:95. It
is interpreted thus: conditional on the data and the estimate ˆ m, there is a 95% probability
that the conditionally random population parameter m lies within the calculated range. We
have direct inference on m based on the given sample and do not need to worry about an
asymptotic number of hypothetical data sets. We ﬁnd the Bayesian characterization of the
CI more agreeable: Frequentist inference, by implication of its fundamental assumptions,
makes the need for data optional!
Estimator Properties
While the quality of an estimator can be determined by deriving results on asymptotic
inference the asymptotics stem from different sources in the Frequentist and Bayesian
paradigms. Bayesian asymptotics remain conditional on the data while through Frequentist
asymptotics, inference is regarded as universal: it holds across all possible samples drawn
from the population. We have already discussed the implications of these different perspec-
tives at an abstract level. Here we look at the implications of these different perspectives
on the estimators in our study.
From earlier sections we saw that some Frequentist estimator properties are unknown.
ˆ b b bIWLS and ˆ b b bREML are asymptotically inefﬁcient. This is the consequence of two factors:
the variability introduced by the need to estimatea a a, and the lack of efﬁciency results in the
inﬁll asymptotics literature (Cressie 1993, pg. 351; Greene 2003, pg. 211). In addition, we
could not ﬁnd results on the asymptotic properties of ˆ a a aIWLS and ˆ a a aREML.
21The Bayesian estimators do not face this problem since estimates of the posterior dis-
tributions of each estimator are known. Asymptotic accuracy of these estimates increases
with the number of iterations k and as k ! ¥, the true posterior distribution of ˆ q q qBAY is
known. As a result, we have exact asymptotic inference in the Bayesian case. Required
sample statistics are easily calculated from the MCMC simulation [see (11) and (12)] and
have standard ﬁnite sample and asymptotic properties.
It is clear that ˆ a a aBAY has better asymptotic properties than ˆ a a aIWLS and ˆ a a aREML and the
asymptotic properties of ˆ b b bBAY are better known than the asymptotic properties of ˆ b b bIWLS
and ˆ b b bREML.
Computational Considerations
Bayesian estimation approaches are far more computationally intensive than ML or LS
approaches. We ran our analyses using the R 2.4.1 software package. The IWLS and ML
parameter estimations and krigings were done on a laptop with 512MB DDR RAM and 1.6
GHz Intel Pentium M 725 Processor using the geoR library (Ribeiro Jr. and Diggle 2001)
in R. The IWLS parameter estimation and kriging procedures took about 68 seconds from
start, where the required libraries were loaded, to ﬁnish, where all estimation results were
available. The REML procedure by contrast took about 15.5 minutes to run. In addition, as
recommended (Ribeiro Jr. and Diggle 2001), the REML procedure was run multiple times
with different initial values for a a a, which further increased the time spent on estimation.
The different initial values were chosen as part of a local sensitivity analysis. Our results
did not change across the different sets of starting values. Practically, the REML estimation
can be completed in a day once model selection is done.
This was much less than the time needed for the Bayesian estimations, which were run
on a much faster machine with 8GB of ECC RAM and Dual 2.4GHz AMD Opteron Pro-
cessors. The time spent was a direct function of the number of iterations in the simulation.
Each simulation mentioned in this paper ran for 5000-7000 iterations, which took 70-110
22hours. Effectively we spent over two months running over 30 Bayesian estimations, which
also served as a sensitivity analysis. As Figure 8 shows, our results were not sensitive to
the different values taken by the parameters deﬁning the distribution ofa a a. The simulations
chosen for Figure 8 were the ones with the best acceptance rates.
Along with the time issue, another hindrance to using Bayesian estimation techniques
was that until fairly recently, there were no canned routines for implementing MCMC
sampling. The Bayesian statistician would need to program the sampling algorithms in
languages like C++ or S or in environments like R or MATLAB. These technical barriers
impeded the proliferation of Bayesian methods.
The situation today is different with the availability of free MCMC samplers online. One
common sampler is WinBUGS.9 There are also libraries associated with R that can be used
to implement hierarchical spatial models through MCMC sampling, such as spBayes (Fin-
ley, Banerjee, andCarlin2007). WeusedspBayestoimplementourBayesianmodel. Today
Bayesian estimation has become much more accessible. Anyone with an understanding of
probability theory and Bayes’ Theorem could conceivably run Bayesian estimations with
as little fuss as needed to run LS or ML estimations. The availability of these black-box
Bayesian approaches means that non-statisticians can now conduct Bayesian analyses, the
consequence of will be a steady ﬁlter of Bayes-based analyses into the mainstream.
Conclusion
Criticisms can be levied at each estimation approach used. None of the approaches seems
unambiguously better than the others. The Bayesian estimates have better theoretical prop-
erties, but the estimation is very time-consuming, computationally intensive and predicated
upon substantial knowledge of non-mainstream statistical theory. Such factors retard the
use of Bayesian analysis outside the academic realm. The computational intensity impacts
user-friendliness and people who cannot afford to let a computer to run simulations for
days at a stretch will be unwilling to commit to a Bayesian analysis. There are other con-
23siderations that also need to be kept in mind. For example, stringent sensitivity checks are
needed to ensure that the results are not overly reliant on the priors.
On the other hand, Frequentist approaches suffer from charges of ad hocism. Critics
point out that the Bayesian ediﬁce is built upon a more uniﬁed theory, as compared to the
morescattershotapproachintheFrequentistparadigm(BernardoandSmith1994, pg.444).
The Frequentists make a pretense towards objectivity, but true objectivity, as indicated in
our analysis, is a myth. Rather the Bayesian way of explicitly recognizing this lack of
objectivity might be a more honest way of conducting scientiﬁc research. Finally, the
Bayesian approach is intellectually appealing because it parallels the way decisions are
made in the real world. We are continually making decisions based on our prior opinions
and the information at hand; we are always learning from our experiences.
In the end, the choice is dependent upon the context. A shortage of resources makes
a Bayesian approach impossible. Discrete choice models lend themselves readily to ML
estimation. The trend in spatial analyses seems to be towards hierarchical models and
MCMC sampling. Under assumptions of non-Gaussianity, LS approaches perform better
than ML. We do not make any recommendations, but urge the policy maker to realize that
the decision should be contextual. We hope that this paper provides cogent and succinct
insights into some of the differences between LS, ML and Bayesian estimation. And we
hope that such insights can be utilized to make enlightened policy in the future.
24Notes
1The CPI data were obtained from the Colombian Central Bank website, http://www.
banrep.gov.co/statistics/sta prices.htm
2As per convention a stochastic process in more than one dimension is called a spatial
process (Banerjee, Carlin, and Gelfand 2004, pg. 21).
3By robustness we imply that the estimator is not affected when the spatial process is
only approximately Gaussian.




t2+s2(1¡exp(¡fh h h)) if h h h > 0 0 0
0 otherwise







6We assume that b b b » N(¯ b b b;diag(¥)). Given the inﬁnite variance assumed for each
element of b b b we are, in essence, leaving b b b undeﬁned. It can take any value in Rp with
equal probability.
7We assume that lnf »U(a;b), where a and b deﬁne the range.
8The asymptotic variance of ˆ b b bREML and ˆ b b bIWLS are estimated by the formula
Est. Asy. Var[ˆ b b b] = ˆ s2
r [X X X0[ S S S(a a a)
¡1
X X X]¡1 where ˆ s2
r = e e e0[ S S S(a a a)
¡1
e e e=(n¡k¡1) is the unbiased
variance of the regression r. e e e is the vector of residuals and ˆ S S S is the estimated covariance
matrix.
9BUGS: Bayesian Inference using Gibbs Sampling
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Figure 1. Contour Plot of Log Prices and the Spatial Distribution of the Data






























































































29Figure 2. Fitting Parametric Variograms to the Data







































30Figure 3. Comparing Directional Variograms






















































































































































































































































































































































33Figure 6. Densities of True and Kriged Property Values


































































34Figure 7. Plotting Outliers and Non-Outliers


































































































35Figure 8. Density Plots of Some Bayesian Parameter Estimates




















































































































































Table 1. Variable List and Descriptive Statistics
Variable Units Mean St.Dev. Min Max
Sale Price millions of pesos 220.046 168.573 11.904 1049.588
Northing 10000s of meters 51.771 0.523 49.777 52.686
Easting 10000s of meters 60.279 0.354 58.870 60.867
# Bathrooms N/A 2.827 0.830 1 4
# Garages N/A 1.060 0.821 0 2
Socio-Economic Stratum N/A 4.124 1.144 1 6
Carpeted Floor¤ N/A 0.582 0.486 0 1
Tiled Floor¤ N/A 0.453 0.483 0 1
Ceramic Floor¤ N/A 0.401 0.476 0 1
Wood Floor¤ N/A 0.305 0.449 0 1
Dining Room¤ N/A 0.584 0.484 0 1
24 Hour Doorkeeping¤ N/A 0.342 0.467 0 1
PM10 Conc.
mg
m3 59.037 13.366 32 101
Dist. to Zonal Park meters 1457.580 921.167 50 4546
Dist. to Flood Area meters 2427.026 1731.138 50 7134
Dist. to 72nd Street meters 6165.960 3181.503 112 18098
Dist. to Historical Center meters 9705.178 3908.588 141 18075
House Area squared meters 231.243 137.304 28 1000
Crime Index homicides per 100000 3.266 5.884 0 151
Note: ¤ indicates dummy variables
37Table 2. Mean Estimates of Model Parameters and Paired t-Test Results to show sim-
ilarity of Mean Estimates across Methods
Variables IWLS REML Bayes LS-ML LS-Bay ML-Bay
Intercept 40.12 5.516 -0.377 1.467 1.650 0.805
Northing 0.480 0:248¤ 0.185 0.860 1.044 0.717
Easting -0.642 -0.033 0.089 -1.592 -1.853 -1.127
Bath 0:071¤ 0:075¤ 0:074¤ -1.344 -1.093 0.256
Garage -0.006 0.012 0.011 ¡5:756¤ ¡5:648¤ 0.109
Stratum 0:088¤ 0:172¤ 0:171¤ ¡17:011¤ ¡16:810¤ 0.344
Carpet -0.017 0.026 0.025 ¡7:871¤ ¡7:655¤ 0.177
Tile ¡0:038¤ -0.020 -0.020 ¡3:817¤ ¡3:815¤ -0.009
Ceramic 0:032¤¤ 0.019 0.018 2:883¤ 3:049¤ 0.131
Wood 0:073¤ 0:043¤¤ 0:043¤ 5:853¤ 5:838¤ -0.067
Dining Room -0.020 0:056¤ 0:057¤ ¡13:327¤ ¡13:595¤ -0.211
24 Hour Doorkeeping 0:082¤ 0:064¤ 0:065¤ 3:083¤ 2:937¤ -0.178
Log PM10 ¡1:717 ¡0:273 -0.334 ¡5:271¤ ¡4:996¤ 0.709
Log Dist. to Zonal Park 0:075 0:028 0.022 2:575¤ 2:941¤ 0.925
Log Dist. to Flood Area 0:140 0:056¤¤ 0:053¤¤ 3:833¤ 3:940¤ 0.309
Log Dist. to 72nd St. ¡0:493 ¡0:123 ¡0:018¤¤ ¡4:084¤ ¡5:203¤ ¡3:871¤
Log Dist. to Hist. Center ¡0:095 -0.003 0.093 -0.846 -1.711 ¡3:238¤
Log Area 0:509¤ 0:583¤ 0:584¤ ¡12:182¤ ¡12:382¤ -0.137
Crime Index 0.002 0:004¤¤ 0:004¤¤ -1.311 -1.280 0.087
t2 0.065 0.067 0:069¤ N/A N/A N/A
s2 0.064 0.070 1:769¤ N/A N/A N/A
f 1.662 0.187 0:147¤ N/A N/A N/A
Note: ¤ implies a 1% level of signiﬁcance and ¤¤ indicates a 5% level of signiﬁcance. The ﬁrst 3
columns of numbers are the mean estimates of the model parameters. The last 3 columns are the
t-values from the paired t-tests.
38