Systems of Newton equations of the form q ϭϪ 1 2 A Ϫ1 (q)ٌk with an integral of motion quadratic in velocities are studied. These equations generalize the potential case ͑when AϭI, the identity matrix͒ and they admit a curious quasi-Lagrangian formulation which differs from the standard Lagrange equations by the plus sign between terms. A theory of such quasi-Lagrangian Newton ͑qLN͒ systems having two functionally independent integrals of motion is developed with focus on twodimensional systems. Such systems admit a bi-Hamiltonian formulation and are proved to be completely integrable by embedding into five-dimensional integrable systems. They are characterized by a linear, second-order partial differential equation PDE which we call the fundamental equation. Fundamental equations are classified through linear pencils of matrices associated with qLN systems. The theory is illustrated by two classes of systems: separable potential systems and driven systems. New separation variables for driven systems are found. These variables are based on sets of nonconfocal conics. An effective criterion for existence of a qLN formulation of a given system is formulated and applied to dynamical systems of the Hénon-Heiles type.
I. INTRODUCTION
In this paper we introduce and study such systems of Newton equations q ϭM (q) that can be generated as equations of the form 0ϭ
d dx
The equations in ͑1.1͒ are called here quasi-Lagrangian ͑qL͒ equations since they differ from the Lagrange equations for E(q,q ) by sign between terms only. These equations are shortly denoted 0ϭ␦
ϩ Eϭ(␦ 1 ϩ E,...,␦ n ϩ E) t where
The qL equations are not invariant with respect to arbitrary point transformation, but it can be easily shown that they remain invariant with respect to the affine change of variables qϭSQ ϩh where Qϭ(Q 1 ,...,Q n ) t are the new variables and SGL(n),hR n . In the present article we shall mainly discuss quasi-Lagrangian sets of Newton equations ͑qLN͒ generated by a function E of the form ͑1.2͒ in the two-dimensional space of variables q ϭ(q 1 ,q 2 )ϭ(r,w). This class of equations ͑which seems to be completely new͒ is a very interesting class because of its rich differential-algebraic structure and also because it contains ͑as special cases͒ the well understood class of point-separable potential Newton equations q ϭϪ‫ץ‬V(q)/‫ץ‬q and the class of nonpotential Newton equations of the triangular form r ϭM 1 (r,w), ẅ ϭM 2 (w) which we shall call driven systems. The qLN systems are not necessarily Lagrangian and thus they do not have any straightforward Hamiltonian formulation.
In this paper we develop a theory of completely integrable sets of qLN equations characterized by the existence of two functionally independent integrals of motion quadratic in velocities: E as above and Fϭq t B(q)q ϩl(q). The existence of a second integral of motion has far-reaching consequences; it eventually leads to wide classes of completely integrable qLN systems. 6 gives the system ͑1.4͒. The particular feature of ͑1.4͒ is that it is a driven system: the equation for w can be solved independently and then the solution w(x) drives the equation for r.
II. GENERAL PROPERTIES OF QUASI-LAGRANGIAN NEWTON SYSTEMS
Let us consider an n-dimensional qL system 0ϭ␦ ϩ E with ͑quadratic in velocities͒ energylike function E͑q,q ͒ϭ ͚ i, jϭ1 n A i j ͑ q ͒q i q j ϩk͑q ͒ ͑2.1͒
with a symmetric ͑which can be assumed without loss of generality͒ matrix A(q)ϭA t (q). We shall formulate the necessary and sufficient condition for the matrix A(q) to make the equations 0ϭ␦ ϩ E equivalent to the set of equations
with a velocity independent force M (q)ϭ"M 1 (q),...,M n (q)… t .
Theorem 2.1: For the function E given by (2.1) with a nonsingular matrix A(q) the following conditions are equivalent:
͑1͒ The equations 0ϭ␦ ϩ E are equivalent to the set of Newton equations q ϭM (q) with velocity independent forces M ϭϪ 1 2 A Ϫ1 (q)ٌk(q).
͑2͒ The function E is an integral of motion for the qL system 0ϭ␦ ϩ E. ͑3͒ The matrix elements A i j (q) satisfy the following set of ''cyclic'' differential equations:
0ϭ‫ץ‬ i A jk ͑ q ͒ϩ‫ץ‬ j A ki ͑ q ͒ϩ‫ץ‬ k A i j ͑ q ͒ for all i, j,kϭ1,...,n.
͑2.3͒
Throughout the whole article the symbol ٌ denotes the gradient operator and ‫ץ‬ i ϭ‫ץ/ץ‬q i . Later on we will also use the notation ‫ץ‬ i j ϭ‫ץ‬ 2 /‫ץ‬q i ‫ץ‬q j . Statement ͑2͒ of the above theorem explains the name ''energylike'' for the function E. Proof: Let us calculate the ith equation in 0ϭ␦ ϩ E:
‫ץ"‬ i A jk ͑ q ͒ϩ‫ץ‬ j A ki ͑ q ͒ϩ‫ץ‬ k A i j ͑ q ͒…q j q k .
͑2.4͒
The last equality in ͑2.4͒ is due to the symmetry of A(q). Thus, clearly, 2Aq ϩٌkϭ0 if and only if the equations ͑2.3͒ are satisfied and the equivalence of ͑1͒ and ͑3͒ is established. Let us now calculate the total derivative of E with respect to x: 
͑2.5͒
The second term on the right-hand side of the above equation has been rewritten by renaming indices. It contains precisely the cyclic conditions ͑2.3͒. So, if one ͑and thus both͒ of the statements ͑1͒ and ͑3͒ are satisfied, then both terms in ͑2.5͒ vanish. On the other hand, if Ė ϭ0, then terms at different powers of q i in ͑2.5͒ must be equal to zero, which implies both 1 and 3. 
where
The remaining part of this work is mostly devoted to the case when qLN equations q ϭϪ The statement ͑2͒ shows one of the peculiar features of qLN systems: all quadratic ͑in velocities͒ integrals of motion of a qLN system generate the same system ͑see also Sec. 151 in Ref.
2͒.
Proof: The requirement Ḃ ϭ0 yields ͓cf. ͑2.5͔͒
where the index i at the vector expression containing matrices B and A Ϫ1 denotes its ith component. The equality is satisfied identically with respect to q and so both sums must be separately equal to zero. It follows that B i j satisfy the cyclic conditions ‫ץ‬ i B jk ϩcyclϭ0 and that 2B(Ϫ 1 2 A Ϫ1 ٌk)ϩٌlϭ0. The latter yields precisely the equation ͑2.8͒ since we assumed det(B) 0. So the statements ͑1͒ and ͑2͒ are proved.
The operator ␦ ϩ acts as differentiation on the algebra of constants of motion, so that
, which proves the statement ͑3͒ of the theorem. Q.E.D. It is important to stress that the equation ͑2.8͒ is the necessary and sufficient condition for the equivalence of the qLN system ͑2.7͒ and the qLN system generated by Fϭq t B(q)q ϩl(q). This condition will be used later.
III. qLN EQUATIONS IN TWO DIMENSIONS
We shall from now on restrict our considerations to the case nϭ2. We will use the notation qϭ(q 1 ,q 2 ) t ϭ(r,w) t . The case of arbitrary n is studied in a separate paper. 3 For nϭ2 Theorem 2.3 contains two special cases which explain the connection of our theory with classical results 2 about separable potential Newton equations and with the class of driven systems where one of the Newton equations depends only on a single variable r or w and can be solved on its own. 
which is singular so F does not generate our system. However, any linear combination E ϩF of E and F ͑with both and 0) is another integral of motion with a nonsingular matrix BЈϭAϩB and thus it generates the same driven system as E. Existence of two functionally independent constants of motion does not automatically imply Liouville integrability since we also need a Hamiltonian formulation for our equations of motion. Our systems usually do not have a Lagrangian formulation and so they do not have the standard Hamiltonian formulation. On the other hand, the special system discussed in Example 1.1, being a stationary flow of the Harry Dym hierarchy, is expected to be integrable. The question thus arises if/when our qLN systems possess a nonstandard Hamiltonian formulation. In Sec. VI we shall demonstrate the existence of new Poisson structures for qLN systems and their close relationship with Poisson pencils for separable potentials. We shall also explain there when and in what sense our qLN systems are integrable.
IV. FUNDAMENTAL EQUATION
We shall now characterize those two-dimensional qLN systems which admit two ͑quadratic in velocities͒ functionally independent integrals of motion E and F, with the force M ϭϪ 
We will call the equation ͑4.5͒ the fundamental equation associated with the matrices A and B.
The fundamental equation plays a crucial role in our theory of qLN systems. Observe that it is invariant with respect to the transformation A‫ۋ‬AϩB, B‫ۋ‬ЈAϩЈB, (,Ј,,ЈR) since the coefficients at every monomial in this equation are skew-symmetric in A and B. This is consistent with statement ͑3͒ of Theorem 2.3, which asserts that if any pair E,F of functions generates a qLN system, then the linear combinations EϩF and ЈEϩЈF also generate the same system. This explains that the assumption of nonsingularity for both A and B is nonessential since if det(A) 0, a singular matrix B can always be substituted by an invertible matrix BЈ ϭAϩB. We shall investigate further properties of the fundamental equation in the next theorem.
Notice that in the second part of Theorem 4.1 one has to reconstruct l 2 and k 1 by integrating the expressions for ٌl 2 and for ٌk 1 . This can always be done, as the above theorem implicitly states. Also, notice that in the fundamental equation ͑4.6͒ all terms of degree 4 and higher cancel so that the polynomial degree of coefficients in this equation is less than or equal to 3.
Proof (of Theorem 4.1): Our qLN system ͑4.4͒ is generated by either of the two functions E(q,q )ϭq t Aq ϩk and F(q,q )ϭq t Bq ϩl and so the condition ͑2.8͒, i.e., A Ϫ1 ٌkϭB Ϫ1 ٌl, must be satisfied. This implies that ٌlϭBA Ϫ1 ٌk. This equation for the function l has solutions if and only if its compatibility condition l rw ϭl wr is satisfied. This yields a PDE for the function k which, after the substitution kϭK 1 det(A) and with use of the cyclic conditions ͑2.3͒, yields that K 1 satisfies equation ͑4.5͒. By inserting into this equation the explicit form of the polynomials A 11 ,...,B 22 we obtain ͑4.6͒. On the other hand, the condition ͑2.8͒ implies also ٌkϭAB Ϫ1 ٌl, and its compatibility condition k rw ϭk wr gives a PDE which in terms of K 2 ϭl/det(B) must attain the form ͑4.5͒ with interchanged entries of A and B ͑since the equation ٌkϭAB Ϫ1 ٌl becomes ٌl ϭBA Ϫ1 ٌk when one exchanges A,k and B,l͒. Due to the skew-symmetry of coefficients of the equation for K 1 with respect to the entries of matrices A,B ͓clearly seen from the form of ͑4.5͔͒, the obtained equation for K 2 differs from the equation for K 1 by a minus sign on the right-hand side only. This proves that K 1 and K 2 both satisfy ͑4.5͒ ͑notice, however, that this does not imply K 1 ϭK 2 ).
The existence of k 1 ͓i.e., the possibility of integrating the equations ͑4.7͒ in order to obtain k 1 ͔ follows from the fact that the condition ‫ץ‬ 2 k 1 /‫ץ‬r‫ץ‬wϭ‫ץ‬ 2 k 1 /‫ץ‬w‫ץ‬l together with ٌk 1 ϭAB Ϫ1 ٌ"K 2 det(B)… yields precisely the fundamental equation for K 2 which is satisfied due to assumptions. One can similarly prove the existence of l 2 . The second statement of the theorem can now be proved by checking that both pairs k 1 ,l 1 and k 2 ,l 2 given by ͑4.7͒ satisfy the condition ͑2.8͒ and thus give rise to two systems of qLN equations.
Q.E.D. The next theorem shows that there exists a recursive relation between two different qLN systems constructed from a given solution K 2 (q) of the fundamental equation ͑4.5͒. This makes it possible to construct a doubly infinite sequence of qLN systems corresponding to a given fundamental equation.
Theorem 4.3 "recursion theorem…: Let k 1 ,l 1 and k 2 ,l 2 be two pairs of functions determined by a given solution K 2 of the fundamental equation (4.5) as in (4.7) . Then these functions are related by the following linear algebraic equations:
(where Tr denotes trace of matrix). Moreover, in the infinite sequence
and by (4.5) and are related through the following two-step recursion:
The above recursion is reversible. The solution K m placed between l mϪ1 and k m determines both l mϪ1 and k m . The recursion ͑4.11͒ is soluble. Namely, if we denote the eigenvalues of the matrix AB Ϫ1 by 1 and 2 , then it can be proved that for the case 1 2 the solution of ͑4.11͒ is
while in the case 1 ϭ 2 the solution of ͑4.11͒ becomes
In both cases K 0 and K 1 are two subsequent solutions of the fundamental equation in the sequence ͑4.9͒ which are related by
In order to prove the recursion theorem we need the following lemma.
Lemma 4.4: Let XϭAB
Ϫ1 with matrices A,B as above. Then
This lemma follows from the cyclic properties ͑2.3͒ of matrices A and B by a lengthy but straightforward calculation. Proof (of the recursion theorem): Consider a solution K 2 of the fundamental equation and the functions k 1 ,l 1 ;k 2 ,l 2 defined by ͑4.7͒. Then obviously k 2 /det(A)ϭl 1 /det(B), which immediately implies k 2 ϭl 1 det(AB
Ϫ1
). Let XϭAB Ϫ1 . Then
where we used that X 2 ϪTr (X)Xϩdet(X)Iϭ0 as follows from the Cayley-Hamilton theorem. The last equality is due to Lemma 4.4 above. Thus l 2 ϭl 1 Tr (X)Ϫk 1 up to a nonessential additive constant. This proves the first assertion of the theorem. 
with V 1 ϭl 1 . This is the separable case when ͑4.5͒ reduces to the Bertrand-Darboux equation. In the generic case, i.e., when a 0 in ͑2.6͒, the matrix A(q) can be reduced ͓with the use of affine transformations qϭSQϩh with SGL (2,R),hR 2 , see also Sec. V͔ to the form
If we now start with the harmonic oscillator potential V 1 ϭ 1 2 (q 1 2 ϩq 2 2 ), then the condition ٌV 1 ϭ 1 2 A Ϫ1 ٌk 1 gives k 1 ϭ 2 q 1 2 ϩ 1 q 2 2 and the recursion formulas specify to
thus reproducing the potential of the Garnier system. 4 It can be shown that the above formulas prolongate to the nϭ2 case of the recursion for the Jacobi family of elliptic separable potentials. 5 In order to explain the character of the recursion ͑4.9͒ more completely, let us consider instead of the pair ͑A,B͒ of cyclic matrices another pair (AϩB,B) with R. As it can be shown ͑see below͒, this pair determines the same fundamental equation as the pair ͑A,B͒ does. By choosing a solution K 2 of the fundamental equation and the pair (AϩB,B) we arrive at a different qLN system q ϭM (q)ϭϪ 1 2 (AϩB) Ϫ1 ٌ"K 2 det(AϩB)…. It turns out that the force M (q) is a linear combination of two neighboring forces in the sequence ͑4.9͒ generated by K 2 .
Lemma 4.6: Let A and B be two 2ϫ2 matrices satisfying the cyclic conditions (2.3) and let K be a solution of the fundamental equation associated with A and B. Let also R. Then
This lemma is a consequence of Lemma 4.4. It says that a solution of a given fundamental equation determines the force M ͑and so the system of qLN equations͒ up to linear combinations of two consecutive systems in the recursion ͑4.9͒.
As we have mentioned, the matrices A and B uniquely determine the fundamental equation. Proof: An easy calculation shows that the fundamental equation associated with the matrices AЈϭ␣Aϩ␤B and BЈϭ␥Aϩ␦B differs from the fundamental equation associated with the matrices A and B by the multiplicative factor ␣␦Ϫ␤␥ on the right-hand side, i.e., by the nonzero determinant of the transformation between ͑A,B͒ and (AЈ,BЈ), and so it is, in fact, the same equation. This shows assertion ͑1͒ of the theorem.
Assume now that the equation ͑4.5͒ is associated with a pair ͑A,B͒. 
V. AFFINE INEQUIVALENT FORMS OF FUNDAMENTAL EQUATION
In this section we are interested in characterizing all different types of two-dimensional qLN systems admitting two functionally independent integrals of motion E and F which are quadratic in velocities, i.e., systems of the form
where M is the force of the system. Every such system is described by a pair of matrices where Qϭ(Q 1 ,...,Q n ) t . It is easy to see that, under the affine transformation ͑5.2͒, the generating function E transforms as
where q(Q)ϭSQϩh and so q (Q )ϭSQ . It can be shown by a direct verification that the transformed matrix
in ͑5.3͒ also satisfies the cyclic conditions ͑2.3͒ and therefore ͑5.3͒ generates a qLN system. This means that the qLN system 0ϭ2A(q ϩ 1 2 A Ϫ1 ٌk) is indeed invariant with respect to the affine change of coordinates ͑5.2͒.
Let us now consider the system ͑5.1͒. Using ͑5.4͒ one can prove that the fundamental equation associated with the pair ͑A,B͒ of matrices is also invariant with respect to the affine transformations ͑5.2͒. This means that we can simplify this fundamental equation by performing an appropriate affine change of coordinates. However, Theorem 4.7 makes it possible to classify fundamental equations, and therefore the corresponding qLN systems, by classifying pairs of matrices ͑A,B͒. Instead of working with the coefficients of the fundamental equation we can thus work with linear spans ͕AϩB͖ of A and B. Since the affine transformations do not change the polynomial degree of matrices A,B, the set of all linear spans of A and B can be divided into affine inequivalent classes corresponding to different polynomial degree of A and B. Each equivalence class will be represented by the algebraically simplest pair of matrices obtained by the use of affine transformations and linear combining of matrices ͑since the latter leave the fundamental equation unchanged, see above͒.
In order to be more precise we shall introduce some notation. By A (i) (iϭ0,1,2) we will denote all matrices A which satisfy the cyclic conditions ͑2.3͒ and have the highest degree of polynomial entries equal to i. So, for example, the general form of matrices in the class A Below we list the form of the fundamental equation ͑4.6͒ corresponding to the simple representative pair ͑A,B͒ of each class as given in Fig. 1 What we present here is an illustrative characterization of different types of fundamental equations in terms of matrix pairs ͑A,B͒. This provides a good intuitive description of the world of qLN equations and helps to specify where two particular classes-separable potentials and driven systems-belong. An alternative way of classifying qLN equations with two quadratic integrals of motion is to simplify the fundamental equation ͑4.5͒ with the use of affine transformations as has been done for the Bertrand-Darboux equation 2 ͑see Example 5.1 below͒. This may amount to a similar picture as we have presented above, but the principles of simplification of the third-order polynomials at K rr , K rw , and K ww are more difficult to discern. This is yet to be done. The above example indicates that the fundamental equation plays the same role in the theory of qLN equations as the Bertrand-Darboux equation does in the theory of separable potential forces M ϭϪ‫ץ‬V/‫ץ‬q. For separable potentials the characteristic coordinates of the BertrandDarboux equation determine the coordinates of separation which makes it possible to solve the corresponding Newton equations by quadratures. In Sec. VII we prove a similar result for the class of two-dimensional driven systems by showing that the characteristic coordinates of the fundamental equation associated with a given driven system separate this system, i.e., that in these coordinates it is possible to integrate the system by quadratures. The question whether the characteristic coordinates of the fundamental equation separate general qLN systems admitting two integrals of motion remains to be investigated. We have here to do with a much broader theory depending on five essential parameters while the Bertrand-Darboux equation depends on one parameter only.
VI. HAMILTONIAN STRUCTURES AND COMPLETE INTEGRABILITY
In this section we will establish a Hamiltonian formulation of two-dimensional qLN systems and discuss their complete integrability. Let us consider first the qLN system 0ϭ␦ ϩ Eϭ2A"q ϩ 1 2 A Ϫ1 ٌk(q)… generated by the function Eϭq t A(q)q ϩk(q), qϭ(q 1 ,q 2 ) t with the 2ϫ2 matrix A(q) satisfying the cyclic conditions ͑2.3͒. This system usually does not have any Lagrangian formulation and thus it does not have the standard Hamiltonian formulation. However, we can always embed this system in a Hamiltonian qLN system in the five-dimensional phase space of variables (q 1 ,q 2 , p 1 , p 2 ,d) 
where 
͑2͒ F(q, p) must have the form
where Ϫ2AM (q)ϭٌk for some function k(q), so if det(G) 0, then M (q)ϭϪ 
Proof:
The conditions ͕͕q i ,q j ͖ ⌸ ,q k ͖ ⌸ ϩcyclϭ0 and ͕͕q i ,q j ͖ ⌸ ,p k ͖ ⌸ ϩcyclϭ0 ͑where ''cycl'' means the cyclic permutation of expressions͒ hold identically due to the block structure of ⌸. The condition ͕͕q i ,q j ͖ ⌸ ,d͖ ⌸ ϩcyclϭ0 yields the symmetry of G: GϭG
Let us denote the right-hand side of the above equality by Ϫ(/2)R i j . Notice that ‫ץ‬M j /‫ץ‬d cannot depend on d, and so we have ‫ץ‬M j /‫ץ‬dϭN j (q) for some vector N(q)ϭ"N 1 (q),N 2 (q)… t which yields M (q,d)ϭM (q)ϩdN(q) for some vector M (q). By taking linear combinations of the conditions R i j ϭ0 and using the symmetry of G and the antisymmetry of F we get the following sets of equations: 
The equations ͑6.7͒ show that G 11 and N 1 depend only on q 1 and that G 22 and N 2 depend only on q 2 . The equations ͑6.8͒ give ‫ץ‬N 1 /‫ץ‬q 1 ϭ‫ץ‬ 2 G 12 /‫ץ‬q 1 ‫ץ‬q 2 ϭ‫ץ‬N 2 /‫ץ‬q 2 and so all terms in this expression must be equal to a constant a. Integration yields
where b and c are integration constants. Substituting ͑6.10͒ into ͑6.7͒ and ͑6.8͒ and integrating we get ͑6.4͒. If we now introduce the symmetric matrix A by the equality ͑6.5͒ and use ͑6.7͒ then ͑6.9͒ will attain the form ͑6.6͒. It is straightforward to check that with the above forms of F and G the conditions
Further, the condition ͕͕p 1 , p 2 ͖ ⌸ ,d͖ ⌸ ϩcyclϭ0 after some calculations attains the form
which means that in the vector
the mixed derivatives of its components are equal and so this vector is equal to the gradient of some function
Finally, by direct calculation we verify that NϭϪ 1 2 A Ϫ1 ٌ"det(A)… and so statement ͑3͒ of the theorem is proved.
Q.E.D. Remark 6.5: This theorem generalizes the result of Ref. 6 . In particular, if we assume M ϭϪٌV(q), then we recover the known second Poisson operator for separable potential systems. 7 Notice that M is the force of the two-dimensional qLN system ͑6.1͒. This means that every Poisson operator of the form ͑6.3͒ is a Poisson operator for some qLN system of the form ͑6.1͒.
We are now in position to investigate complete integrability of qLN systems admitting two quadratic, functionally independent integrals of motion. Notice first that Theorem 6.4 provides us with an alternative way of characterizing qLN systems generated by a quadratic integral of motion E: by starting with a Poisson operator of the form ͑6.3͒ we arrive at qLN systems generated by the Hamiltonian H(q, p,d)ϭd which admit a quadratic integral E. In a similar way the following theorem characterizes all qLN systems admitting two independent quadratic integrals E,F. Theorem 6.6 "Poisson pencil…: Consider the antisymmetric operator 
Then ⌸ is Poisson if and only if
for some functions k(q) and l(q). Moreover, if we let Q.E.D. The above theorem states that if M (q) is the force of a qLN system admitting two functionally independent integrals of motion, then the matrix ⌸ is a Poisson pencil. We will establish its Casimir function, which will be a polynomial in . This will lead to a bi-Hamiltonian chain containing the qLN system ͑6.1͒. We will prove that this chain is completely integrable. In this way we will show that our original qLN system q ϭϪ 
Due to Proposition 6.3 the function ͑6.13͒ is the Casimir of ͑6.14͒. However, ͑6.14͒ is, in fact, equal to ⌸ since it can be verified that Ϫ 
By equating to zero the coefficients at different powers of we obtain the following biHamiltonian chain: 
͑6.17͒
Proof: Consider the vector field V 2 from ͑6.15͒. Obviously V 2 ϭ⌸ 1 ٌĤ ϭ det͑B ͒⌸ 1 ٌdϩd⌸ 1 ٌ"det͑B ͒… and so in the hyperplane dϭ0 we have
͑6.18͒
which means that the hyperplane dϭ0 is invariant with respect to the action of the vector field V 2 . The formula ͑6.18͒ also shows that in the hyperplane dϭ0 the vector field of the system ͑6.17͒ is parallel to the vector field of the system ͑6.16͒ and so their trajectories must coincide.
Q.E.D. Thus we have shown that the system ͑6.16͒ is embedded in the completely integrable biHamiltonian system ͑6.17͒. The trajectories of ͑6.16͒ stay on the intersection of invariant manifolds for ͑6.17͒ with the hyperplane dϭ0. Also, since we can now solve the system ͑6.17͒ by quadratures the time evolution of the coefficient det(B) in ͑6.18͒ can be calculated which makes it possible to solve the system ͑6.16͒ by quadratures too.
VII. NEW TYPES OF SEPARATION VARIABLES FOR DRIVEN qLN SYSTEMS
In this section we study an important class of two-dimensional qLN equations called driven systems. We find for all such systems their separation variables and prove their integrability by quadratures. The variables of separation are of a completely new type: they consist of families of conics which are non-confocal in contrast with the classical separability theory for potential systems.
We remind the reader that we call a two-dimensional Newton system driven if one of the two differential equations depends on one variable only. By renaming the variables if necessary, we can always arrange for such a system to take the form
The second equation can be solved on its own and its solution q 2 (x) then determines the equation for q 1 , which explains the name ''driven.'' A driven system always has one integral of motion Fϭq 2 2 /2Ϫ͐ M 2 dq 2 , obtained by integrating the second equation once, but, in general, there need not exist any others.
Here we shall consider driven systems that admit a quasi-Lagrangian formulation q ϭϪ 1 2 A Ϫ1 ٌk(q). Here, as usual, A(q) is a nondegenerate 2ϫ2 matrix satisfying the cyclic conditions ͑2.3͒, i.e., a matrix of the form
͑7.2͒
Such a system always has two functionally independent integrals of motion Eϭq t Aq ϩk(q) and Fϭq 2 2 /2Ϫ͐ M 2 dq 2 . By examining the second component of the equation q ϭϪ 1 2 A Ϫ1 ٌk(q), we immediately see that a qLN system is driven iff
for some function M 2 (q 2 ) depending on q 2 only. We can produce driven qLN systems with any given M 2 (q 2 ) and A(q) by solving for k(q) in this equation. The case A 11 ϭ0 is degenerate and will be treated separately later ͑see Remark 7.6͒, so we assume from now on that A 11 0. We start by introducing separation variables for ͑7.1͒ as characteristic coordinates for ͑7.3͒. Definition 7.1: Define curvilinear coordinates (u,v)ϭ"u(q),v(q)… as follows. Let u be a parameter indexing the family of characteristic curves of ͑7.3͒ given by q ͑ x ͒ϭͫ A 12 "q͑x ͒… ϪA 11 "q͑x ͒… ͬ,
͑7.4͒
and let vϭq 2 . In other words, the curves given by ͑7.4͒ are the coordinate curves of constant u. For a given matrix A these curves can be explicitly calculated. In Theorem 7.7 we will describe these curves more explicitly. Let us just note for the moment that they are not parallel to the curves of constant v, because of the assumption A 11 0. Thus the above description really defines a coordinate system ͑at least locally͒. There is some freedom in the choice of u, but this will not affect our results. By abuse of notation we will write f (q 1 ,q 2 ) and f (u,v) for the same function f expressed in different coordinate systems.
Lemma 7.2: The general solution of (7. 3) is
where f is an arbitrary function, Dϭdet(A), and g͑q 2 ͒ϭ Ϫ2
Proof: Along each characteristic curve q(x) given by ͑7.4͒ we can consider ͑7.3͒ as an ODE
with general solution 
͑7.7͒
Inserting q 2 (x) and q 2 (x) into EϭA 11 ͑ q 2 ͒q 1 2 ϩ2A 12 ͑ q 1 ,q 2 ͒q 1 q 2 ϩA 22 ͑ q 1 ͒q 2 2 ϩk͑q 1 ,q 2 ͒ would give a first-order ODE for q 1 (x), but there is no obvious way to solve this equation since the variables q 1 and x do not separate. We will now show how to proceed instead. Theorem 7.5: Every driven qLN system can be integrated by quadratures using the characteristic coordinates (u,v) of the fundamental equation (7.6) 
In order to complete the proof, we will show that (u,v)ϭ(u)͉A 11 (v)͉ Ϫ3/2 and D(u,v)/A 11 (v)ϭ(u) for some functions and , since this implies that the variables u and x separate. Explicitly, we can then find u(x) from the quadrature
after which the inverse coordinate transformation gives us q 1 (x). Notice that for a given matrix A, the characteristic coordinates (u,v) can be calculated explicitly so that the function and thus and can be easily calculated and used in the quadrature ͑7.8͒ above. The theorem covers, however, all the cases at once without any need of calculating explicitly. To see that (u,v)ϭ(u)͉A 11 (v)͉ Using the cyclic conditions, we find that this expression is identically zero. This implies that is constant along the coordinate curves of constant u, i.e., ϭ(u). This completes the proof.
Q We calculate q 2 (x) by quadrature as before. Inserting q 2 (x) and q 2 (x) into Eϭ2A 12 q 1 q 2 ϩA 22 q 2 2 ϩk(q 1 ,q 2 ) yields in this case an equation of the form q 1 (x)ϩ(x)q 1 (x)ϭ(x), from which we can find q 1 (x) by quadrature. Theorem 7.7: The separation coordinates for driven qLN systems, i.e., the characteristic coordinates (u,v) of the fundamental equation (7.6) 
͑7.10͒
When solving these equations, we distinguish four different cases, depending on the values of the parameters in A. 
