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Abstract
Estimation of epidemiological and population parameters from molecular sequence data has become central to the understanding of infectious disease dynamics. Various models have been proposed to infer details of the dynamics that describe epidemic progression.
These include inference approaches derived from Kingman's coalescent as well as from birthdeath branching processes. The development of alternative approaches merits investigation of their characteristics and differences. Here we use recently described coalescent theory for epidemic dynamics to develop stochastic and deterministic coalescent SIR tree priors. We implement these in a Bayesian phylogenetic inference framework to permit joint estimation of SIR epidemic parameters and the sample genealogy. We assess the models' performance and contrast results obtained with a recently published birth-death-sampling model for epidemic inference. Comparisons are made by analyzing sets of genealogies simulated under precisely known epidemiological parameters. We also compare results of analyses using published HIV-1 sequence data obtained from known UK infection clusters. We show that the coalescent SIR model is effective at estimating epidemiological parameters from data with large fundamental reproductive number R 0 and large population size S 0 . We find that the stochastic variant generally outperforms its deterministic counterpart. However, each of these Bayesian estimators are shown to have undesirable properties in certain circumstances, especially for epidemic outbreaks with R 0 close to one or with small susceptible populations.
INTRODUCTION
Phylodynamics and the coalescent The epidemiological and evolutionary processes that underpin rapidly evolving species occur on a shared spatiotemporal frame of reference. Unified analyses that include both the dynamics of an epidemic and the reconstruction of the pathogen phylogeny can therefore elucidate imperative, and otherwise inaccessible, information to aid in the development of vaccines and other methods of outbreak prevention. Such information includes the rates of pathogen transmission and host recovery, effective population sizes (e.g., numbers of susceptible and infected individuals), and the 'time of origin' representing the introduction of the first infected individual into a population of susceptible hosts.
The term phylodynamics was popularized by Grenfell et al. (2004) to describe the interlaced study of immunodynamics, epidemiology, and evolutionary mechanisms. Since then several phylodynamic models, both stochastic and deterministic in nature, have been developed to characterize the phylogenetic history of the pathogen species and compartmentalizations of the host population throughout the epidemic. Such models grant the ability to infer key epidemiological parameters from the genetic sequence data and include birth-death branching processes (Stadler et al. 2012 (Stadler et al. , 2013 Kühnert et al. 2014; Gavryushkina et al. 2014) , as well as coalescent approaches (Griffiths and Tavaré 1994; Pybus et al. 2001; Koelle and Rasmussen 2012; Rasmussen et al. 2011; Dearlove and Wilson 2014; Rasmussen et al. 2014) derived from Kingman's coalescent theory (Kingman 1982) . A significant step toward the unification of epidemiology and statistical phylogenetics was made by Volz et al. (2009) , who formalized the application of Kingman's n-coalescent to pathogen population dynamics. The original published method involved numerical integration of a set of ordinary differential equations (ODEs) to find a deterministic approximation to the variation in the number of sampled lineages through time. Assuming no correlation between the rates at which pathogen lineage pairs coalesce, the probability density of a pathogen genealogy (conditional on the parameters of the epidemiological model) could then be determined directly from this ancestor function. In a subsequent paper, Volz (2012) dispensed with this approximation and significantly elaborated on the original model, extending the tree density calculation to allow for serially-sampled and spatially structured genetic sequence data. In this coalescent model, the birth and death rates can vary in time and by the state of the host, so that "the birth rate of a single gene copy is both time-and state-dependent."
In this paper, we assess the capability of Bayesian inference methods centred around the latter class of coalescent-based phylodynamic models to recover a range of parameters (including the basic reproduction number) from simulated data. While Dearlove and Wilson (2014) paved the way by implementing a coalescent approach for deterministic SI, SIS, and SIR models in the Bayesian environment, we implement and then rigorously test both extended stochastic and deterministic models of epidemic dynamics.
Stochastic and deterministic models Stochasticity and determinism each maintain dominant roles in particular stages of an epidemic. Once the infected population has grown considerably large, on the order of 1,000 to 10,000 lineages, the probability densities of stochastically expressed population size dynamics converge toward the deterministic interpretation (Rouzine et al. 2001) . However, during the early stages the population size of infected individuals is small, and the dynamics of the epidemic are therefore governed by stochastic processes according to the relative significance of fluctuations in the demographic and rate parameters of the population model ).
Population size is critical to the epidemiological system and, as with any parameter in a Bayesian setting, yields the most accurate estimations when detailed prior information is available and incorporated into the inference (Drummond et al. 2006) . Even so, approximating the prevalence of infection by deterministic interpretation requires the number of infected hosts within the effective population to be assumed as very large throughout the duration of the described epidemic (i.e., once the exponential growth phase has been reached), lest the whole description breaks down (Rouzine et al. 2001 ).
In our extension and implementation of the coalescent model for epidemics, both stochastic and deterministic population size processes are used for the simulation of trees and/or trajectories for subsequent inference.
Compartmental population models (SIR) Host populations can be compartmentalized simply but effectively in mathematical models that describe epidemic progression.
The specific division of the aggregate population depends on the nature of the contagion in question, spanning a range of scenarios where hosts may or may not be reinfected, possess more than one infection rate, exhibit a period of exposure between becoming infected and becoming infectious, and so forth. Such examples cover the well-known SI (Susceptible-Infected), SIS (Susceptible-Infected-Susceptible), SIR (Susceptible-InfectedRemoved), and SEIR (Susceptible-Exposed-Infected-Removed) paradigms (Anderson and May 1991; Keeling and Rohani 2008) . Each of these compartments can be expressed either (a) by a set of ordinary differential equations (ODEs) describing the deterministic time development of real-valued compartment occupancies, or (b) in terms of integer-valued occupancies governed by continuous-time Markov chains (CTMC) that allow for a degree of uncertainty in the timing and number of events that occur over the course of the epidemic.
In this paper, we concentrate on the SIR model, which describes epidemics that include infected individuals who are at some point in time removed from the effective population by way of immunity, death, behavioral changes, or some other cessation of infecting others and being reinfected. The deterministic variant of this model is given by the trio of coupled ODEs,
where β and γ respectively represent the transition rates from susceptible S to infected I, and infected I to removed R. This deterministic model fully defines the population dynamics with initial conditions S(0), I(0), and R(0), and throughout this paper we refer to solutions to this set of equations as deterministic SIR trajectories.
The comparable stochastic description is given in terms of the probability of the epidemic state at time t given its initial state and the rate parameters
which are governed by the following equation of motion:
An explicit sampling process is incorporated by allowing each removal event to coincide with a sampling event with a fixed probability ψ/(ψ + µ) where ψ and µ are the overall rates of sampled and unsampled removals, respectively, such that γ = ψ + µ. We refer to epidemic histories sampled from this model as stochastic SIR trajectories.
Both types of epidemic trajectories can be related to models of sampled transmission tree genealogies. In the deterministic case, this relationship is made via the coalescent distributions described in Volz (2012) . We call this the deterministic coalescent SIR model.
In the stochastic case, genealogies appear naturally from a branching process in which the branching events coincide with the transmission events in the CTMC and only those lineages ancestral to sampled removals are recorded. We call this the stochastic SIR model.
The BDSIR model introduced by Kühnert et al. (2014) provides an approximation to the stochastic SIR model.
Another way of relating the stochastic SIR model to sampled transmission trees involves drawing a realization of a stochastic SIR epidemic, then using coalescent distribution in Volz (2012) to produce a tree conditional on the particular piecewise constant infected compartment size corresponding to that realization. We call this approach the stochastic coalescent SIR model.
Both the transmission rate β and removal rate γ can be estimated using each of the methods considered in this paper from data ascribed to an SIR epidemic.
METHODS
Inference framework All phylodynamic inference discussed in this paper is based on the joint posterior probability density
where the (transmission) tree T , the epidemic trajectory denoted V = (S, I, R), the substitution parameters θ, and the epidemiological parameters η = {β, γ, S 0 , z 0 } are all estimated from the sequence data. Here S, I, and R represent the host compartment sizes from the present time (τ = 0) back to the origin z 0 , units ago:
The various terms making up the right-hand side of eq. (6) are the tree likelihood P(D|T , θ), the tree prior f (T |V, η), the epidemic trajectory density f (V|η), and the substitution and epidemiological parameter priors f (η) and f (θ). (The probability P(D) is merely a normalizing constant and can be ignored.) It is the product of the tree prior and trajectory density f (T |V, η)f (V|η) that distinguishes each of the models considered in this paper.
For both the deterministic and stochastic coalescent SIR models, the tree prior f (T |V, η)
is calculated in the following way. First, consider the time span of a tree divided into segments bracketed by both sampling and coalescent events. By considering intervals ending in sampling events as well as coalescent-ending intervals, we follow previous work that extended coalescent approaches to time-stamped, serially-sampled data (Rodrigo and Felsenstein 1999; Drummond et al. 2002) . Interval i is spanned by k i lineages and is the i'th interval when ordered from the most recent tip to the root. The set of intervals A ending in sample events and the set of intervals Y ending in coalescent events together encompass all intervals,
Let the end time of an interval be τ i (going back in time), with τ 0 = 0 as the time of the most recent tip and with time increasing into the past. Then the probability density of a genealogy given an epidemic trajectory is
where λ k i (τ ) is the instantaneous coalescent rate at τ prescribed by Volz (2012)
and where ω(τ i , k i ) is the waiting probability density
The deterministic coalescent SIR model assumes that the SIR epidemic trajectories are found by integrating the ODEs in eqs.
(1)-(3). Therefore, under this model each epidemic trajectory is a deterministic function of its parameters V(η). This means that the trajectory density can be written as
where δ(x) is a Dirac delta function and represents a point mass concentrated at x = 0.
In contrast, the stochastic coalescent SIR model assumes that the epidemic is generated by a jump process corresponding to the master equation given in eq. (5). In this case, the probability f (V|η) is nonsingular and thus contributes to the uncertainty in the final inference result.
In the BDSIR model, f (V|η) is the same as for the stochastic coalescent SIR model, but et al. (2014) for details.
MCMC algorithm
We use Markov chain Monte Carlo (MCMC) to sample from the joint posterior density given in eq. (6). Many of the specifics of the algorithm used have been discussed previously; in particular the method for calculating the tree likelihood (Felsenstein 1981 (Felsenstein , 2004 ) and mechanism for exploring tree space (Drummond et al. 2002) . However, the model-specific product f (T |V, η)f (V|η) requires special attention.
As we are primarily interested in parametric inference rather than the epidemic trajectory itself, we can regard V as a nuisance parameter to be marginalized over. This marginalization can be achieved implicitly by ignoring this component of the sampled state (i.e., analytically integrating out the trajectories), which is the strategy we use when reporting the BDSIR results. It can also be made an explicit part of the algorithm, which is the approach we take with the deterministic and stochastic coalescent SIR models. This marginalization means
the probability density of the tree given the epidemiological parameters.
In the case of the deterministic coalescent SIR model, this density reduces to f (T |V(η), η),
meaning that the density of the tree given epidemiological parameters η is obtained simply by substituting the numerical solution to eqs. (1)- (3) for those parameters into eq. (10).
The stochastic coalescent SIR model is more complex, as in this case the trajectory density f (V|η) is nonsingular, meaning that computing the integral in eq. (14) is nontrivial.
We treat this here using the "pseudo-marginal" approach (Beaumont 2003; Andrieu and Roberts 2009) in which, at each step in the MCMC chain, the marginalized tree density f (T |η) is replaced by the Monte Carlo estimatê
where each V r is a trajectory sampled independently from f (V|η) using a stochastic simulation algorithm (Sehl et al. 2009 ). Perhaps counterintuitively, this algorithm converges to the true marginal posterior distribution regardless of the number M of realizations used in the estimate. However, the magnitude of M can significantly affect the rate at which the chain produces effectively independent samples from the posterior and must be tuned carefully.
Implementation and Validation
We have implemented the schemes described above for performing inference under the deterministic and stochastic coalescent SIR models within a BEAST 2 phylodynamics package. This has a number of advantages over a stand-alone implementation. For one thing, by doing this we were able to avoid reimplementing components of the algorithm that are in common with other already-implemented phylogenetic and phylodynamic analyses, such as the MCMC proposal operators used to traverse the parameter space. Furthermore, this greatly increases the usefulness of the implementation, as it can immediately be used in conjunction with a wide variety of nucleotide and amino acid substitution models and parameter priors.
We have taken two steps in order to ensure our implementation is correct. First, we have compared tree probability density f (T |V, η) values calculated using the main implementation of each of the two models with those calculated using completely independent implementations in R. (Data not shown.)
Second, we have used the implemented MCMC algorithms to sample transmission trees from the tree density given in eq. (14) for each model. We then compared the distributions of tree height, total edge length, and binary clade count summary statistics gleaned from these sampled ensembles with sample distributions obtained directly via stochastic simulation.
As shown in Section 1 and the associated figures of the online supporting information, the resulting pairs of distributions agree, providing strong support for our claim that the implementation of the method descirbed above is correct.
Instructions for downloading and using this package are available on the project web site located at http://code.google.com/p/phylodynamics.
Simulation study To evaluate the capacity of the implementation and extension of the coalescent models to recover true parameter values under ideal conditions, we performed analyses on fixed trees simulated by a selected reaction scheme with parameter values that would therefore be known to us prior to the actual inference. The median estimated values from our analyses were then used in conjunction with the known true parameter values to measure relative error and bias, along with the widths and coverage of 95% highest posterior density (HPD) intervals.
To test both our stochastic and deterministic inference models, and for comparisons between the two coalescent SIR models and BDSIR, we used three methods for simulating the trees, as shown below: We generated 100 trees under each of the three (stochastic SIR, stochastic coalescent SIR, deterministic coalescent SIR) models, with parameter values S 0 = 499, β = 9.00 × 10 −4 , and
removal generates a sample with probability ψ/(ψ + µ), where ψ = 0.15 is the overall rate of sampled removals and µ = 0.15 is the rate of unsampled removals so that γ = ψ + µ.
In a first set of simulations we halted the epidemic branching process once 100 individuals had been sampled (producing exactly 100 tips on each sampled transmission tree). However, In these 'whole epidemic' simulations, we required that the trees had n ≥ 100 leaves, filtering out those in which the epidemic died out in the early stages (i.e., when infected(s)
were removed from the effective population too quickly for them to infect others). This left us with a mean of ≈ 160 leaves for the 'whole epidemic' trees.
To simulate the stochastic coalescent SIR trees, we used stochastically-generated SIR trajectories, which could be converted from population size into effective population size with the mathematical expression used to obtain Volz's (2012) coalescent rate for the SIR model: N e (τ ) = 1/λ 2 (τ ) = I(τ )/(2βS(τ )). The sampling times for the stochastic coalescent SIR trees were also taken from the MASTER output to allow for direct comparison between the sets of trees. In other words, the underlying epidemic was the same for both stochastic SIR and stochastic coalescent SIR trees, the latter of which were then simulated under a piecewise constant population function.
Likewise, for the simulation of deterministic coalescent trees we used deterministic SIR trajectories to construct a population function and the relation N e = I/(2βS) to convert infected host population size to effective population size. The sampling times were randomly generated from a probability distribution so that the density of samples taken through time were proportional to the number of infected individuals through time, as with the stochastic SIR trees.
Finally, it was also suggested by Stadler et al. (2014) that the deterministic coalescent will create larger bias than stochastic methods when R 0 is lower, as it will not take into account stochastic changes in population size. To investigate the ability of the deterministic method to infer parameters from varied population sizes and reproduction ratios, 100 stochastic SIR trees were simulated with other R 0 values, including: 1.0978, 1.1976, and 2.4975. To alter the ratio R 0 and still generate sensible trees with consistent numbers of tips, one or more of the other parameters (birth rate β, initial susceptible population size S 0 , or death rate γ) must necessarily change as well. Table 1, as well as Tables 3 and 4 Analyses were performed with the simulated trees fixed, and the parameters R 0 , γ, S 0 , and the origin of the tree z 0 were estimated with Bayesian prior distributions as listed in Table 4 .
Interpretation of results
We compared the parameter estimations from the whole epidemic analyses to the true values used to generate the SIR trajectories, as well as to those produced by the BDSIR method. Following Kühnert et al. (2014) , the precision and accuracy of these methods were measured by relative error, bias, and highest posterior density (HPD) intervals, using as an estimate the posterior median value of the parameter value ∧ η compared with the true parameterη = (R 0 , γ, S 0 , z 0 ). Error and bias are gauged by calculating the median value over medians from all 100 trees, as shown explicitly in the supporting information.
These results, and the percentages of simulated phylogenies that produced parameter estimations with 95% HPD intervals containing the true values (i.e., 95% HPD coverage), are presented in Table 1 .
HIV-1 data analysis To test the efficacy of the coalescent SIR models on real data, the parameters R 0 , γ, S 0 , and the epidemic origin z 0 , were estimated from HIV epidemic data. We selected HIV-1 subtype B nucleotide sequences collected from infected individuals located in the UK and collated the results with the BDSIR data analysis performed by For the selected five clusters, the nucleotide alignments contained 41, 62, 29, 26, and 35 sequences, respectively. The substitution scheme chosen for phylogenetic analysis was the symmetric and independent general time reversible model (GTR), with gamma distributed rate variation and explicit proportion of invariable sites (GTR+G+I). Following Hué et al.
(2005), the substitution rate was set to 2.55e-4 substitutions per site per year. All other parameters were estimated conjointly, and the Bayesian prior distributions are presented in Table 4 .
The pathophysiology of HIV is multifarious, and the patterns of its advancement within an infected host change throughout time. Notably, transition between HIV's acute and chronic phases alters the host's infectivity (Guss 1994) . The SIR compartmental model used for this particular phylodynamic analysis on the UK cluster data does not allow for independent infection rates for the acute and chronic phases (but see Volz et al. (2012) and Volz et al. (2013) ). However, in this study we did not attempt to estimate the infection rate β and thus did not expect such a difference to significantly impact the estimation of the parameters of interest: the basic reproductive number R 0 , removal rate γ, size of the initial susceptible population S 0 , and origin of the outbreak z 0 .
RESULTS AND DISCUSSION
Simulation study The results of epidemic parameter inference using true stochastic SIR trees are provided in Table 1 for R 0 ≈ 1.50. Analyses in which higher or lower R 0 values were used to simulate the trees are described in the online supporting information. Inference results from trees simulated under the stochastic and deterministic coalescent models are also provided in the supporting information for validation of the newly developed methods.
For moderate R 0 , the relative HPD widths (akin to variance) for three of the four estimated parameters (R 0 , γ, and z 0 ) were lowest for BDSIR. For the parameter S 0 , the relative HPD width is highest for BDSIR, although it also had better 95% HPD coverage than deterministic coalescent SIR and the same as stochastic coalescent SIR. The differences in 95%
HPD coverage for the three inference methods (stochastic coalescent SIR, deterministic coalescent SIR, BDSIR) are partially a consequence of differences in 95% HPD interval widths;
often, a larger 'variance' produced better coverage. The deterministic method did not in-clude the true parameter value as often as its stochastic analog, which likewise yielded HPD intervals that did not include the truth as often as BDSIR. BDSIR was distinguished by recovering epidemic parameters with lower error and bias than its coalescent counterparts for all parameters except S 0 , which is also the parameter for which BDSIR had the higher HPD width. Finally, for both of the stochastic methods (stochastic coalescent SIR and BD-SIR), error and (absolute) bias were low for R 0 , arguably the most significant parameter to epidemiologists since it represents the number of individuals each infected individual will themselves infect (in a naive population). The deterministic coalescent SIR estimator has a higher error and bias and also has significantly lower coverage for R 0 and marginally lower coverage for the other three parameters.
Results for analyses simulated with a higher basic reproduction number R 0 and initial susceptible population S 0 , such that R 0 ≈ 2.50 and S 0 = 999, are provided in the supporting information. Even under these more favorable conditions for a deterministic approach, the deterministic coalescent SIR estimator still failed to perform as well as the stochastic inference methods. Although three of the four parameter estimates (R 0 , γ, and S 0 ) covered 95%
HPD intervals 95-100% of the time, and error and bias were low for deterministic coalescent SIR, the origin parameter z 0 had only 76% coverage. Furthermore, despite no longer having a clear stochastic advantage under these conditions, BDSIR still maintained lower error and variance (in the form of tighter relative HPD widths) than deterministic coalescent SIR for all four parameters, while still covering the truth within its 95% HPD intervals 94-99% of the time. The stochastic coalescent SIR estimator also faired similarly or better than the deterministic coalescent SIR estimator for these parameter values, featuring 99-100% coverage and significantly lower error and bias, particularly for S 0 . Nevertheless, with these high R 0 and S 0 values, all three of the inference methods appropriately recover the four epidemiological parameters R 0 , S 0 , γ, and z 0 , with the exception of the deterministic coalescent SIR method in its lower coverage of the true origin z 0 .
When R 0 ≈ 1.10 and S 0 = 499, error and bias are again lower for stochastic coalescent SIR and BDSIR than deterministic coalescent SIR for each parameter inferred, with the exception of S 0 in BDSIR. Apart from this exception, BDSIR maintained lower error and bias than either coalescent SIR models, the largest difference existing for the removal parameter γ.
In the stochastic models there is a tradeoff between estimated parameters because of their relationship to survival of the stochastic process at low R 0 . A larger estimated removal rate tends to require a larger susceptible population in order for the epidemic to avoid dying out in the early stages. In contraposition, a more accurate (and smaller) susceptible population necessitates a smaller estimated γ. At R 0 ≈ 1.10, deterministic coalescent SIR mostly fails to bracket the true R 0 , with HPD coverage deteriorating to 25%. Table 2 provides insight into the particular performance of the deterministic coalescent SIR model, with varying R 0 and S 0 values used in the simulation of trees, which were then employed (without phylogenetic uncertainty) in the re-estimation of parameters R 0 , γ, S 0 , and z 0 . As expected, the deterministic approach fails to correctly estimate R 0 as its true value decreases towards one; such an approximation's lack of mooring to reality becomes increasingly discernible where stochasticity rules supreme. Inference of the other epidemic parameters (γ, S 0 , z 0 ) also begin to suffer moving from the high R 0 of 2.50 to the lower values of 1.50 and 1.10, although more gradually than for R 0 (see supporting information).
Overall, the stochastic variant of the coalescent SIR model proved reliable in the inference of known true values for most parameters and even yielded slightly better coverage of the truth than the recently published BDSIR ) model in some cases, although it generally had higher error and bias. Also, while outperforming its deterministic counterpart, stochastic coalescent SIR suffered mixing issues with smaller R 0 . It should be possible to remedy this particular symptom with the assistance of new methods (e.g., based on particle filtering as in Rasmussen et al. (2014) ) to robustly infer parameters for epidemics with small R 0 and S 0 ).
HIV-1 data analysis
In regard to parameter inference from the serially-sampled HIV-1 sequence data, the stochastic coalescent SIR, deterministic coalescent SIR, and BDSIR methods were most alike in light of the R 0 results. The medians and HPD intervals for all clusters pertaining to this parameter, (especially Clusters 1, 2, 3, and 6), were very close, and those of Cluster 4 were still congruent across the three analyses, ( Figure 5 and Table 3 ).
Contrarily, the coalescent SIR models and BDSIR disagreed with respect to the age of the most recent common ancestor (MRCA) and the origin z 0 , (Figure 4 ). The coalescent SIR models also exhibited much larger 95% HPD intervals for z 0 in each of the clusters; while BDSIR encompassed an average of 16 years, the stochastic coalescent SIR and deterministic coalescent SIR models had averages of 49 and 37 years, respectively. Furthermore, the estimated age of the common ancestor of the tree was older under the coalescent SIR models than the estimates reported by either BDSIR or the original data analysis (Hué et al. 2005) for each cluster. This was also true for the time of origin for the epidemic, although for certain clusters the differences between the coalescent estimates of the origin z 0 and the birth-death estimates were much greater than others (e.g., Cluster 3).
The estimates of removal rate γ from Clusters 1 and 6 were very similar across the three methods. However, both coalescent SIR models estimated considerably higher γ values for Clusters 2-4 than BDSIR ( Figure 6 ). This is reflective of the simulation study results, where the two coalescent models did not perform as well as BDSIR for the removal parameter.
Median estimates for the initial susceptible population S 0 were quite similar in all methods for Clusters 1-4, although BDSIR displayed much wider HPD intervals than stochastic coalescent SIR and deterministic coalescent SIR, (Figure 7 ). In Cluster 6, the coalescent SIR models showed the smallest HPD intervals for their individual analyses on each cluster, while the opposite was true for BDSIR. There was also a disparity between the median estimates for the two coalescent approaches and that of BDSIR for Cluster 6. To this effect, it should be noted that the number of infections accrued throughout the duration of the epidemic was reported by the original analysis (Hué et al. 2005) as N e = 1, 350. This might cast suspicion on the low susceptible population estimates obtained by the stochastic coalescent SIR and deterministic coalescent SIR methods (median estimates of S 0 = 727 and S 0 = 693, respectively), since they appear lower than the estimated number of infected individuals from the original study.
The literature is rife with dissenting opinion in regards to the modelling of HIV-1 evolutionary dynamics under stochastic or deterministic processes (Nijhuis et al. 1998; Rouzine and Coffin 1999; Achaz et al. 2004; Shriner et al. 2004) . The predicament dwells in the observation that the actual effective population size N e for HIV-1 is often smaller than the total population size (Kouyos et al. 2006) . While most of this debate has focused on within-host population dynamics, many of the arguments hold when considering the broader epidemic dynamics of host-to-host transmission. As previously mentioned, the appropriateness of these descriptions is hinged on the magnitude of the infected population, precisely, the effective infected population size. Consequently, even when the total infected population is quite large there may yet be significant stochastic effects in play. A more computationally efficient approach to computing the coalescent probability of the sample genealogy in the stochastic setting would be to use particle filtering (Andrieu and Roberts 2009; Andrieu et al. 2010; Rasmussen et al. 2011 Rasmussen et al. , 2014 , but there are no theoretical barriers to applying particle MCMC to the exact model .
Therefore, an obvious extension of this work would be to apply particle MCMC algorithms to the exact stochastic SIR model that was used in simulations in this current work. We would anticipate that such an estimator would outperform all the methods tested here including BDSIR, especially when R 0 is close to one.
In the meantime, the Bayesian coalescent inference methods developed here make it feasible to estimate epidemic parameters from time-stamped, serially-sampled molecular sequence data while accurately accounting for uncertainty in the topology and the divergence times of the phylogenetic tree. (http://www.royalsociety.org.nz/programmes/funds/marsden/awards/2013-awards/).
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High R Prior distributions for the re-estimation of SIR parameters -the reproduction ratio R 0 , the rate of removal γ, the number of susceptible individuals at the start of the epidemic S (0) , the time of origin z (0) , and the sampling proportion ψ/(ψ + µ) (applicable to BDSIR only) -from the simulated trees (R 0 ≈ 2.5 and S 0 = 999), HIV-1 data analyses, then simulated trees with lower reproduction ratio and susceptibles (R 0 ≈ 1.5 and S 0 = 499, and R 0 ≈ 1.10 and S 0 = 499). LogN(M , S) is a log-normal distribution with mean M and standard deviation S in log space. Measures of HPD interval widths are given by 95% HPD upper bound − 95% HPD lower bound η .
VALIDATION THROUGH SIMULATED DATA ANALYSIS
As part of the validation of our implementation of the two coalescent SIR models, trees were simulated by their own methods (using stochastically-and deterministically-generated SIR trajectories, as discussed in the Methods section of the main paper), and relevant epidemiological parameters were inferred using the stochastic and deterministic coalescent SIR models. Tables 1 and 2 show the results of these analyses, indicative of correct implementations.
Analyses for varying R 0 (and necessarily, slightly varied other parameters, such as the birth rate β) are provided in Tables 3 and 4 . Results from tests of the influence of broader priors (with larger standard deviations in log space) are shown in Table 5 . It appears that allowance of broader priors reduces 95% HPD coverage in some cases (e.g., for parameter R 0 ) when using the deterministic coalescent SIR inference model, as they increase error and bias.
Finally, it was noticed that even for the higher true parameter values of R 0 = 2.50 and S 0 = 999, under which deterministic coalescent SIR is expected to perform relatively well, there was an inability to accurately estimate the origin parameter z 0 . Figure 3 provides some insight into this conundrum by examining the trajectories used for tree simulation and subsequent analysis. Comparison between distributions of summary statistics of trees sampled using MCMC employing our implementation of the deterministic coalescent SIR model likelihood and those calculated, and those of trees sampled using direct simulation. Summary statistics shown are (a) the age of the MRCA of the transmission tree, (b) the sum of all edge lengths in the tree and (c) the total number of two-leaf clades in the tree. Comparison between distributions of summary statistics of trees sampled using MCMC employing our implementation of the stochastic coalescent SIR model likelihood and those calculated, and those of trees sampled using direct simulation. Summary statistics shown are (a) the age of the MRCA of the transmission tree, (b) the sum of all edge lengths in the tree and (c) the total number of two-leaf clades in the tree.
Supplementary Figure 3: (a) True stochastic SIR trajectories simulated jointly alongside phylogenies, with the corresponding trajectories used by deterministic coalescent SIR. Adjusting deterministic coalescent SIR to fit the underlying stochastic trajectories causes major shifts to the origin z 0 . (b) Deterministic residuals with z 0 either fitted or not.
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