The stabilization to a desired pose of a nonholonomic mobile robot, based on visual data from a hand-eye system mounted on it, is considered. Instances of this problem occur in practice during docking or parallel parking maneuvers of such vehicles. In this paper, we investigate the use of visual servoing techniques for their control. After brie y presenting the relevant visual servoing framework, we point out some problems encountered w h e n it is considered for nonholonomic mobile robots. In particular, simple velocity control schemes using visual data as feedback cannot be applied anymore. We show how, by using the extra degrees of freedom provided by the hand-eye system, we can design controllers capable of accomplishing the desired task. A rst approach, allows to perform a visual servoing task de ned in the camera frame without explicitly controlling the pose of the nonholonomic mobile basis. A s e cond approach based on continuous time varying state feedback techniques allows to stabilize both the pose of the nonholonomic vehicle and that of the camera.
Introduction
In order to perform a task with a mobile robot, one needs to e ciently solve many i n teresting problems from task planning to control law synthesis. At t h e control level, important results have been established for nonholonomic systems, like wheeled mobile robots, which lead to speci c control problems: not only the linearization of these systems is uncontrollable, so that linear analysis and design methods cannot be applied, but also there do not exist continuous feedback c o n trol laws, involving only the state, capable of stabilizing such a system to an equilibrium, due to a topological obstruction pointed out by Brockett 1] . One of the approaches deve l o p e d t o s o l v e the stabilization problem is the use of time varying state feedback, i.e. control laws that depend explicitly, not only on the state, but also on time, usually in a periodic way, which S a mson 13] introduced in the context of the unicycle's point stabilization. This sparked a signi cant research e ort( see for example 2] for a comprehensive survey), which demonstrated the existence of e cient such feedback control laws and provided some design procedures.
These results can be very useful in sensor based control of mobile robotic systems. One of the prominent methods in this area is visual servoing, which was originally developed for manipulator arms with vision sensors mounted at their end e ector 4], 3], 5], 6]. In this paper, we point out the di culties of transferring directly these techniques to nonholonomic mobile robots. We show, however, that by properly adding degrees of freedom to the nonholonomic platform, in the form of a hand eye system, and by taking advantage of the time varying stabilizing control schemes, it is still possible to extend visual servoing techniques to nonholonomic systems 9], 14] F or simplicity, w e o n l y consider here the planar case, where a mobile robot of the unicycle type carries an n-d.o.f. planar manipulator arm with a camera that moves parallel to the plane supporting the mobile robot. In a similar way, w e only consider the kinematics model of the mobile robot which is su cient to handle the problems due to the nonholonomic constraints.
In section 2, we model the kinematics and vision system of a nonholonomic mobile manipulator with an n degree of freedom planar arm. Section 3 is dedicated to the analysis and synthesis of various visual servoing control schemes for our system. Some related experimental results are also presented.
Modeling

Mobile Manipulator Kinematics
We consider a mobile robot of the unicycle type carrying an n-d.o.f. planar manipulator arm with a camera mounted on its end e ector ( gure 1 shows the case of n = 3 ).
Consider an inertial coordinate system fF O g centered at a point O of the plane, a moving coordinate system fF M g attached to the middle M of the robot's wheel axis and another moving one fF C g attached to the optical center C of the camera. Let (x y) be the position of the point M and be the orientation of the mobile robot with respect to the coordinate system fF O g let l m be the distance of the point M from the rst joint B 1 of the n-d.o.f. planar arm, with l 1 ::: l n being the lengths of the links of the arm and 1 ::: n being its joint coordinates.
Let (x M C y M C M C ) represent the con guration of fF C g with respect to fF M g (x CT y CT CT ) represent the con guration of fF T g with respect to fF C g (x C y C C ) represent t h e con guration of fF C g with respect to fF O g and (x T y T T ) represent the con guration of fF T g with respect to fF O g where x T = d is the distance of point T from point O and y T = T = 0 : Velocity Kinematics: By di erentiating the chain kinematics of the mobile manipulator and its environment, assuming that we consider stationary targets and solving for the spatial velocity of the target frame with respect to the camera frame CT ;P n i=1 i ; P n;1 i=1 l i sin ;P n j=i+1 j b 1 1 2 def = ;l m cos ;P n i=1 i ; P n;1 i=1 l i cos ;P n j=i+1 j ;l n and the 3 n matrix B 1 2 which is the Jacobian of the manipulator arm, given by 0 B B @ ; P n;1 i=1 l i sin ;P n j=i+1 j 0 ; P n;1 i=1 l i cos ;P n j=i+1 j + l n ;l n ;1 ;1 1 C C A :
Nonholonomic Constraints: The nonholonomic constraints on the motion of the mobile robot arise from the rolling without slipping of the mobile platform's wheels on the plane supporting the system. Due to these constraints, the instantaneous velocity lateral to the heading direction of the mobile platform has to be zero. 
Vision Model
We consider a special case of the general visual servoing framework developed in 4], 3] and surveyed in 5], 6], 12], as it applies to a hand eye system composed of a manipulator arm with a camera mounted on its end e ector.
Consider a xed target containing three easily identi able feature points arranged in the con guration of gure 1. The coordinates of the three feature points with respect to fF T g are (x fTg p y fTg p ) p 2 fl m rg: The distances a and b ( g. 1) are assumed to be known. The coordinates of the feature points with respect to the camera coordinate frame fF C g can be easily found.
We assume the usual pinhole camera model for our vision sensor, with perspective projection of the target's feature points (viewed as points on the plane IR 2 ) on a 1 dimensional image plane (analogous to a linear CCD array).
This de nes the projection function P o f a p o i n t o f IR 2 which has coordinates (x y) with respect to the camera coordinate frame fF C g as P : IR + IR ;! IR : ( x y) 7 ;! P (x y) = f y x : (10) where f is the focal length of the camera. In our setup, the coordinate x corresponds to depth . 
Visual Servoing Scheme
The above modeling equations of the mobile robot with the n d.o.f. manipulator arm can be regrouped to derive a few basic relations.
The state of the system is X = ( X q 
The relationship between the state and the sensory data Y = ( X) is given by equations 10, 11, 5 and 12. The corresponding di erential relationship is
The controls of the system are U = ( v ! ! 1
3 Vision based Control of Mobile Manipulators 3.1 Camera Pose Stabilization:
In this rst approach, we show that it is possible to use a velocity control scheme as done in the holonomic case, provided that the control objective d o e s not require to explicitly stabilize the pose of the mobile platform.
To illustrate this possibility, we consider a reduced system with only one actuated pan-axis (n = 1): Our objective is to stabilize the camera to a Subjected to this control law, the mobile manipulator moves so that the camera asymptotically reaches its desired pose with respect to the target. However, the pose of the mobile platform itself is not stabilized, and problems of drift due
Related experimental results obtained in 9] are shown in g. 2, where the trajectories of the system for two di erent initial con gurations, but with the same desired camera pose with respect to the target, are plotted. The di erent nal poses of the mobile platform can be seen.
(a) (b) Figure 2 : Robot trajectories for two di erent initial con gurations and the same desired camera pose
Mobile Base Pose Stabilization:
Consider the same system as in section 3.1 (i.e. the mobile robot with only one actuated pan-axis). Its state, sensory data and control input variables are also as before.
In this second approach, we consider the stabilization of the mobile platform to a desired pose with respect to some target. At the same time, we require that the camera tracks the targets, whatever the motion of the platform. The role of the arm is, in this case, to provide an extra d.o.f., which will allow t h e camera to move independently.
One of the approaches developed to solve t h e point stabilization problem for nonholonomic mobile robots is the use of time varying state feedback, i.e. control laws that depend explicitly, not only on the state, but also on time, usually in a periodic way. Samson 13] i n troduced them in the context of the unicycle's point stabilization and raised the issue of the rate of convergence to the desired equilibrium.
In this section, we apply techniques of time varying state feedback, recently developed by Morin and Samson 8] , in a visual servoing framework 14].
The problem that we consider is to stabilize the mobile platform to the desired con guration which, without loss of generality, will be chosen to be An exponentially stabilizing control is considered for the mobile platform, while a control that keeps the targets foveated is considered for the camera. 
Such a c o n trol requires an estimateX of the current state X. This estimate can be provided by state reconstruction from the visual data 14]. However, since we a r e i n terested in positioning the mobile robot to the desired con guration X ? = 0 , while starting relatively close to it, we could attempt to do so without reconstructing its state explicitly. Since Y = ( X) the state X can be approximated, near the con guration X ? = 0 , up to rst order bŷ
where @ @X = B 2 (X)B 1 (X) with B 1 and B 2 as speci ed in 12 and 13 by s e t t i n g n = 1 : The proposed control law for the mobile platform can thus be expressed as a function of only the sensory data U = U ; t Y : (27) Arm 
Simultaneous Mobile Base and Camera Pose
Stabilization:
The approaches in sections 3.1 and 3.2 can be seen as complementary. The rst one can be used to stabilize the camera to a desired position and orientation Finally, solving for the arm controls ! 1 ! 2 ! 3 we get, away from singular con gurations where B 1 2 (X) and B 2 1 (X) are not invertible, (31) As previously, the rst term of the above equation makes the arm track the targets, while the second term pre compensates for the motion of the mobile basis. Notice that det B 1 2 = ;l 1 l 2 sin 2 therefore con gurations where it is zero are singular and should be avoided.
The validity o f t h i s c o n trol law has been tested in simulation. The (x y) trajectory of the mobile robot is very similar to the one in g.3 and is not shown here.
Conclusion
We presented several approaches to the application of visual servoing techniques to hybrid holononic/nonholonomic mechanical systems. How appropriate each o f these approaches is, depends on the task to be performed and on the mechanical structure of the robot. T h e r s t a p p r o a c h, based on output linearization, proved to be robust with respect to modeling errors and measurement noise in both simulations and experiments. For tasks which only involve positioning the camera with respect to the robot's environment (e.g. target tracking, wall following, etc.), this rst scheme applies. However, it does not apply anymore when the task explicitly requires stabilizing the nonholonomic platform to a desired pose, like, for example, in a parking maneuver. The second approach i n volving time-varying feedback techniques is, in this case, better adapted. The use of redundant systems allowing simultaneous stabilization of the camera and the nonholonomic platform brings up some exciting research issues in a large eld of applications, like those where the robot has to navigate in highly constrained environments (e.g. nuclear plants or mine elds). The results presented here are however preliminary and their experimental evaluation is currently in progress using the test-bed described above. In particular, several theoretical and experimental issues need to be addressed concerning the robustness of such control schemes.
