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ABSTRACT 
The subject o-f study for this thesis is a single-product in-
. ventory which is 'maintained through time to satisfy stochastic 
demands. The inventory system to be considered here is distinguished 
. from the usual problem· found in the literature primarily because of 
the nature of the demands; specifica°l.ly, demands through time are 
generated by a non-stationa~y distribution. This condition, coupled 
With' the fact that a fixed administrative orde.ring cost is charged, 
causes much difficulty in an analytical treatment.. However, the 
problem is amenable to the technique of dynami~ programming, and 
several authors_have ~eveloped models for deriving·the inventory 
policy decisions.· Unfortunately, these models can require an 
oppressive amount of computational effort for numerical solut'ions 
and are oftentimes impractical to use.· 
For many problems, it is felt that approximate solutions would: 
be appealing provided_ a reduction in c1omputational ef,fort can be t 
realized. Thus, t}J.e object.ive of this study is to develop a model , 
for deriving approximate solutions for the policy decisions, the 
l)urpose being .'!:o reduce systemic costs (11, page 124) while :at the· 
,-
same time deriving ~cceptable solutions. 
To evaluate the model developed here, a dynamic programming 
model fonnulated by G·. Hadley (5) is to be selected as the standard 
and a number of simulations perf~rmed. 
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CHAPTER I 
INTRODUCTION -~ 
• • 
Stochastic lnventory problems are often treated in the ·litera-
ture by using the underlying assumption of-stationary demand distri-
butions. When such an asswnptfon is valid, two major types .of 
inventory contr_ol systems ( 11, page 114) ar.P commonly_ used in 
practice, specifically: 
.~ : ~ ·. 
1. A fixed order q~antity is used and the fluctuations in demand 
are absorbed by varying the freq·uency with which procurement 
orders are submitted. This sys~em requires that invent~ry 
level by continuously reviewed. ... 
:·2.. A fixed order period is used and the fluctuations in demand 
are absorbed by varying the ordering quantity. This system 
requires that inventory be reviewed.once each period. 
After choosing the policy type most appe~ling for a specific 
:situation ·at hand,. the optimal decision variables can be derived 
for·that type. An infinite planning horizon can be U$ed in thes~ -
computations since expected demand is invariant. 
A more difficult problem presents itself when the demand. dls:~ 
tributions are nonstationary. For planning purposes, the decision-
'\ maker must now select some finite interval of time extending into 
the future, and forecast ·demands over the chosen interval. Ob-
viously, this planning horizon must ·be divided into time increments 
such that the forecasted d~mand is invariant over each individual 
-· ---increment. 'Thus, an analytical technique is required which can 
treat the situation of differing distributions in each period of a 
··,I 
----- ... -. •••••w,, .... LO••-,•.•'";'~•,., •,.: -~ •, .• •,• 
. . 
,. 
. ,: 
·, . 
3 
Such a s.ituation will be ·the topic for this thesis study.;· but 
., prior to discussing details of the_ problem, a member of terms used 
throughout this exposition should be defined. 
Study Terminology . ,. . 
1. A procurement or inventory policy· is a set of rules or 
formulae which defines the magnitude of the ordering 
quantity at each inventory review point. 
2. The term horizon or planning horizon denotes that arbi-
trarily chosen interval of· tim.e·, currently under study, over 
which operating costs are minjmized. Operating'.costs here 
consist of otdering~ holding, and stockout charge~~ 
3. A period or time peiiod refers to_ an arbitrarily sel~cted 
interval chosen as the smallest increment for which demand 
forecasts are made. A single inventory review is performed 
in each period. 
4. Inventory position denotes the sum of inventory on-band 
plus on-order. However, since lead time for this study 
is always.to be less than one period in duration, inventory 
position here identifies the level of stock currently held. 
A negative position denotes backorders. 
:.• 
I 
5. An ·order interval .consists of an integr·a1 number of time ' 
periods whose demands are expected to be satisfied by a 
particular order under consideration. The nature of the pro-
blem under study is ~uch that both order interval and order 
quantity are apt· to differ for each successive order sub-
mitted. 
. .. 
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·.·Definition of tJte Problem 
I 
The study to be conducted here concerns a dynamic inventory 
problem under risk. It involves a single-item inven~ory which is 
being maintained through time to satisfy demands stochastic in natqre. 
To maintain the inventory at an acceptable level, the decision-maker 
must decide how much stock to procure and when in time to submit 
this order. Obviously, better decisions can be made if they account 
for both the current inventory position and forecasts of future 
demands. -Consequently, a mathematical model of the inventory ~ystem 
is formulated which can compute these.decision variables as the 
system is operated through time. Since it is often impractical to 
continuously monitor inventory levels, specific points in time are 
, 
specified for reviewing the on-hand stock. At these review points,. 
the inventory model is utilized to determine how much, if any, ·stock 
\ 
· should be acquired; and an order is placed if the ··model so dictates. 
Total operating cost incurred is comprised o~ holding charges, 
stockout charges, and a .fixed administrative cost for each order 
_ _,, 
submitted. This fixed charge in conjunction with the condition of 
nonstationary stochastic. demands cause considerable difficulty in 
a rigouous treatment of the problem. The more common techniques 
are not suited for analysis under the conditions here principally 
because of two reasons. First, the problem has a discontinuous 
cost function (5, page 136); and second, the control or decision 
·variable (quantity to qrder) sbou,ld be expressed as a function of 
the inventory position which is a random parameter to be observed 
·/,.':'·:, ', .·'.· ... ··,,·. 
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immediately prior to making each policy decision. It follows that 
. this fixed charge problem can also be classed as a sequential decision 
stochastic programming problem (5, pages 171 and 401). 
Formulations Found in the Literature 
The l~terature cont•ins a number of treatments for the fixed 
c.harge sequential decision problem described here, for example 
, (6, Section 7-6), (5, Sections 5-4 and 10-17), and (16). All of 
these _references use the techn~que of dynamic programming for model 
formulation. This technique attempts to solve sequential decision 
problems by obtaining relations connecting optimizing decisions for 
the (n+1) 8t period to those for the nth period. Unfortunately, 
however, the mathematical models derived can require oppressive 
.. 
,j computations for numerical solutions. The actual effort required 
is primarily a function of the 
1. - number of time periods in the planning horizon, 
2. number of possible levels that can describe the 
inventory position, 
3. 
4. 
number of possible demand levels, 
';'j 
number of possible quantitles which could identify any 
purchase quantity. 
Thus, even though optimal policy decisions can be derived, the 
' 
effort required is apt to render computations impractical. 
• 
•1 
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Purpose of Study 
. . 
·'· ·•. 
r •·. 
• 
1 
• 
. . 
The dynamic probl~m under study here requires·_ that a policy· 
decision be derived at each inventory review, for each procurement 
decision should be based both on current inv~ntory position (a random 
parameter) and the lates-t demand forecasts (nonstationary). As an 
· alternative to using a model given in_ t~e literature, a formulation 
which approximates the.policy solutions may be appealing: for many 
real-world problems since the computational effort can be reduced. 
Moreover, the data being manipulated are often only approximations 
of the true figures~· 
The purpose of this thesis study, then, is to develop a method 
for deriving approximate solutions to the policy_ decisions. Reduced. 
computational effort amounts to a savings in systemic costs; and 
as a part of the model evaluation, these savings will be estimated 
for a number of specific problems. Additionally, ·a number of simu~ 
lations will be performed to estimate the extra operating costs 
r incur.red by following the approximate solutions. These extra costs 
will be obtained by selecting one of the dynamic programming models 
from the literature and using it as a standard. 
_ Study Approach. 
A method for deriving approximate policy solutions to the prob-
lem under study will be developed by following a procedure not 
· unlike that used by M. K. Starr and D. W. Miller (11, pages 125-135) ... 
However, their development was based on a stationary danand distri-
bution throughout ti.me. The approach taken here will be to use many . 
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7 
of the ideas presented by these two authors, but modify their pro-
cedure to account for the variation in forecasted -demands fran 
. period to period. 
Thesis Development 
Chapter II discusses briefly the approach used by Starr and 
Miller, while Chapter II presents a dynamic deterministic inventory_ 
model which is used in the proposed approximation to be developed 
' • <.f{ 
i.n Chapter IV. A dynamic stochastic inventory model is selected· 
from the literature and discussed in Chapter V. This model is used 
as a standard against which the approximation is evaluated. A number 
of simulations are performed_ using both the proposed model and the 
~ 
standard taken from the literature. These evaluations are discussed 
in Chapter VI. Finally, the concluding refuarks and recommendations 
for further study can be found in Chapters VII and VIII. 
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CHAPTER II 
' 
. ' 
~· 
AN APPROXIMATION FOR THE CASE OF STATIONARY DEMANDS 
M. K. Starr and D. w. Miller have porposed an approximate 
· solution to the optimal inventory policy for the case where demands 
over time can· be c;lescribed by a stationary distribution (11, pages 
125-135). Their general approach for a periodic review inventory 
system will be followed· in d_eveloping an approximation for the problem 
under study here. 
Their initial step involves estimating the optimal ordering 
:interval. This is accomplished by using expected demand as a deter-
~inistic quantity in the Wilson model (square root formula). The 
resulting order quantity is used for estimating the desired order 
interval. Since demands are stationary, this interval remains 
invariant over time. 
The·next step involves the determination of reserve stock; 
but for what interval of time must this reserve·· _provide insurance 
against stockouts? After placing any order, the next opportunity 
to submit an order does not exist until one order interval has 
elapsed; and the second order (if submitted) does not arrive until 
the lead time interval has passed. It follows, then, that after 
placiok an order, any succeeding order cannot arrive until one 
order interval plus pne lead time has elapsed. Thus, reserve inventory 
should provide protection during this total interval of time. To 
find such.a quantity, the demand distribution covering the above 
,, 1, 
. . interval must be identified. The demand distribution for some 
• . I 
\ 
·-· •• ,,7·-··· ···- ·.- .,Y,., ..... ..,. ~- .. ·· ·-·· ·-· , .• -.... ·, •·-~···-· ,..,.:-:.'; ..• ,.,.,, -, •;V '''(',,, •:• ,,_._,:,::·C.. ··:,!~ .:.·: ;;·.:·::-: .. ;;,,,-:::.,~i\': .·.::.-:' J,;, '.~:,-\' '.',··, .;:;: ·,' 
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9 
---· ·- ., 
basic unit of time is assumed known, as is the lead time. Thus, 
the desired distribution can be found by convoluting this basic 
distribution. Reserve stock can now be determined by balancing 
the cost of carrying the reserve quantity in inventory against the 
cost of expected stockouts. 
The sum of expected demand over the order interval plus the 
reserve stock estimates the desir.ed inventory level with which to begin 
each order interval. Taking lead time demand int~,account, the policy 
is to order up to this level at each inventory review. This esti-
mated optimal inventory level remains unchanged over time since 
demand is stationary. Now if forecasted mean demands are not 
,. 
stationary~ but change from period to period, then intuitively it 
seems that both the order inter-val and reserve level are apt to 
differ from order to order. The Wilson model is no longer useful 
·for estimating order interv.als, for now some model is r_equired which 
accounts for differing demands from period to period. Such a model 
has been developed by H. M. Wagner and T. M. Whitin (24). This 
model is discussed in Chapter III. 
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CHAPTER III· 
t.) 
A DYNAIIIC .. DRTERMINISTIC ECONOMIC LOT SIZE MODEL -·. 
Using the technique of dyn.amic programming, H. M. Wagner and 
T. M. Whitin have formulated a version of the dynamic economic lot 
size model (24) for single product inventories. Included in their 
exposition is an efficient algorithm for deriving numerical solutions, 
each of which takes the form of a schedule of procurements for the 
• 
entire planning horiz.on. Thus, because of deterministic demands, 
the optimal ordering policy here identifies specific order quantities 
over the entire horizon. Solutions from this model are to be used 
'} 
as a building block for arriving a~ an approximate solution to the 
ordering policy when demands are stochastic. Of course, for sto-
chastic demands, a, specific procurement quantity cannot be identified 
until immediately prior to the time for order submissi~n, i.e., now 
the procurement policy will amount to a set of rules for finding the 
order size which must be placed immediately, based on the lewl of 
on-band inventory. 
Since a policy solution from the deterministic model (24) 
is employed in developing an approximate solution in Chapter IV, it 
is of interest to study briefly the corresponding formulation. 
The assumptions in effect for this study are listed below; however, 
tbe·model is applicative under somewhat less restrictive conditions 
as a study of (24) will show. 
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Assumptions 
1. The total interval of time under study (planning hoi-izon) 
is divided into time periods of equal but arbitrary intervals. 
2 · The demand schedule is known over the entire horizon. All . . 
demands are equal to or greater than zero . 
• 
3. All demands must be satisfied from inventory. 
4. Holding charges are incurred for inventory only if it -is 
"' carried forward from one period t_o the -next. This decision 
eliminates charges, in any period, on inventory which is 
being held for the ·demands of that period. Elimination of 
these charges does not affect the optimal policy as a study 
of (24) will confirm. 
5. The following paramet~rs are constant over the horizon: 
a. per unit cost of the product being inventoried 
b . inventory holding-· co st 
c. ordering cost· 
Since unit cost is not a function of quantity ordered, the 
purchase price of product ordered is not included in the 
bj ti f ti Th " t t ,, " d . o ec ve unc on. en, procuremen cos or or er1ng 
'' . . cost as used throughout this treatment does not include 
product purchasing price. · 
6. Lead time is known. Inventory is reviewed once each 
p~eriod, and orders are placed for arrival at the beginning 
- of a period; however, an order need not be placed at every 
.. 
review. 
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Notation 
.The following symbols are defined for subsequent use in the· 
model f ormu.l at ion: 
\' 
. 
. 
yj 
- inventory position at the beginning of period j before 
G 
I 
. Qj _has arrived. yj = Yj-l + Qj-l - dj-l' Yj -~ O. 
Since demands are deterministic, there is no need to 
begin computations until all on-hand inventory has· 
been depleted. Thus, initiai inventory can Qe taken 
as zero, i.e., y = o. 1 
- one of the possible order quantities which can be 
ordered at the beginning of period j. Since demands 
are deterministic, lead time can be ignored insofar 
as the computations are concerned;· thus Q. arrives J 
immediately after the order is placed. Qj. ~ O. 
- the detenninistic demand for period j. 
-
-
-
0 if Qj = 0 
1 if Q. > 0 J 
a fixed administrative cost 
Q 
order is submitted. 
( 
interest charge per period. 
incurred each time 
... 
an 
C 
- cost per unit of product purchased._ 
gj(yjtQj) - a general expression for the holding co~t incurred 
in period .j. 
e 
J, .. 
,. 
- represents any one of the possible inventory levels 
which can exist at the end of pe~iod .j. 
e=yj+Qj-d .• 
J 
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13 
- a potentially optimal.ordering quantity to be ordered 
at the beginning of period j, and is associated with 
a particular value of e. Eventually the algorithm 
' 
identifies a specific e for each j; thus the specific 
* . quantity to order, Q., is found. 
J Q~ ~o. J 
-
- total operating costs incurred in period j, given ~hat 
yj was on band and some Qj was ordered. Operating 
costs here consist of holding and ordering charges •. 
total operating costs incurred in periods 1 through 
k given that: e is the inventory position at the end 
* of period k, and the optimal decisions (Q.(e), j=l, J 
k) have been used. 
' . Model Formulation 
The technique of dyna·mic programming seeks to solve problems 
involving sequences of decisions by developing recursive relations 
connecting optimal decisions for the (n+l) 8 t period to those for 
the nth period. Such relations can significantly reduce the compu-
tational effort required as compared to the impractical method of 
trying all possible combinations of decisions. This idea of recur-
sion can.be stated another way, to wit, having selected a decision 
which ·is optimal under some criterion, how can the next decision 
be made optimal if the results of the first decision are· accepted. 
Bellman (4, page 83) ·,-states this notion in his " principle of opti-
mality: " 
.. 
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'' . An optimal policy has the property th8t whatever the . 
: ., 
initial.decisions ar~, the remaining decisions must· . 
.. c.ontribute an optimal policy with regard to the state 
resulting from the first decision.'' 
The formulation developed by Wagner ~nd Whitin (24) for the 
general deterministic problem discussed in this chapter can be 
described as a forward algorithm, '' ,, Forward here implies that 
computatio:ns begin for period one and progres;; to succes.si vely 
· later periods in.the planning horizon by me~ns of recursive rela-
tions. A brief d~velopment rif the recursion forjtilae applicable 
under the specjfic assumptions used here will follow. 
For period.I, the costs can be expressed As 
But since unit cost C is not a function of Q., then the second term 
J 
can be dropped, for the total purchase cost is invariant for any 
specific planning horizon (i.e., for a specific schedule of deter-
ministic.demands)~ Furtherm9re, since all demands must be satisfied 
from on-hand inventory, then holding costs for dj in period j cannot 
t' 
;::81, 
. be reduced; consequently holding charges will be accumulated only for·:t 
inventory, Yj+l' at the end_ of period j, This Yj+l is also the 
beginning inv,entory for period j+l. 
lt follows that 
(3.2) 
Now let 
. Z1 <.Y1 + Ql - d1) = min z1 (y1), 
Ql 
..) ' 
or 
' . 
':'\,. 
~·· 
'· 
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(3.3) ...... 
. . . 
------- - * 
and the minimizi~g Q1 · =· Q1 ( e) fs recorded. e represents one of 
the possib~e val~es of y2 , each of which is identified by cho~sing· 
one of the possible vaiues of Q1. 
For period 2·, 
(3.4) 
(3.5) 
and 
z2(e) = min [G82 .+ (IC)(e) + z1 (e + d2 ..: Q'2>J Q2 
where_e r~presents one of the possible values of y3 ·ari~ is identifieu 
. * after choosing a spe~ific Q2 • For each e the mini~izin-g Q2 = Q2 (e) 
is recorded. 
The relations for periods 2 through n asaume the same general 
form, where n is the number of periods in theO:: horizon. Thus, in 
general, 
(3.6) Zk(e) = ~in (G~k + (IC)(e) + zk_1 (e + dk - Qk)] Qk 
. * 
and the minimizing Qk{e) is recorded for each e. A study of (24) 
• 
will confirm the fact that only a relatively small_set of 
e = Yk-l + Qk-l -· dk-l has to be considered for each k. I This obser-
vation follows from these conditicns: 
.!'-•, 
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2. Only orders which satisfy an integral number of periods; 
·· ne·ed be considered. 
The relations Zk(e) are solved recursively b~ginning with k=l 
and proceeding to ksn. When k=n, yn+l can be taken as zero since 
it can be assumed that no · inventory s.hould remain· after all demands 
in the current horizon are satisfied. In any case, y 1 is assume~ n+ 
* to be known; consequently Q can be identified. Now, each remaining 
n 
* * 
.~ is found by searching through the recorded tables of_ Qk(e) for 
the value whose argument is 
n * (3. 7) e = Yn+l + L (d. - Qj), K = n-1, n-2, ••• , 2, 1. j=k+l. J 
* That is, the quantity Qn is identified only after working through 
the entire planning hor:t.zon to period n; and to find the remainfng 
optimal ordering quantities, one must search bac;kward through the 
* * * * recorded values of Qk(e). With Qn in hand, then Qn-l' Qn_2 , ••• , 
* * . *> Q2 , Q1 are identified in that order, where Qk _ O. 
In many problems, there are characteristics of the optimal 
solution which permit some of the feasible decisions (ordering· 
quantities here) to be eliminated from consideration since they can 
never be optimal.· The policy solution for the inventory problem 
formulated by Wagner and Whitin (24) is of this nature; and they 
~-
prove several theorems to show that these savings are valid. In 
ess,nce these theorems are stated as follows:. 
1. An_optimal procurement policy exists such that it is never 
optimal to both bring inventory fo~ard into a period 
... , 
' 
· (froin the previous. period) and incur an ordering cost in 
:.- .. 
l' . 
.... ·1; 
. - .. ,. 
·, . 
( 
-~ 
·-
. t 
... 
. ,.. 4 
1,7 {· 
.. 
the same period. 
2. In any order placed, either the total requirements for a 
period ~re procured, or none at all, i.e., there exists an 
optimal schedule such that partial orders for the require-
ments of a period are never necessary. 
3. If it is optimal to procure s·ome future period's requirement 
in the current order, then it is op.timal to procure all 
intervening periodsf requirements in the current order. 
\ 
4. Given that it is' optimal that no inventory be brought into 
~eriod t, then it is optimal to find the decisions for 
periods prior to t while ignoring the r·emainder of the 
horizon. 
~: 
~ 
5. The last theorem is labeled the "horizon theorem".and states: 
given. that it is optimal t·o incur an order cost in ·period t-c 
when a subhorizon oft periods is being considered (c is some 
·constant, t<horizon), then an optimal policy for subhorizon . .. 
t+l will be given by considering only the possibilities for a 
procurement to be made in periods t-c, t-c+l, ••• , t, t+l • 
. Some clarifying remarks are in order for tne last theorem. For 
example,. if it is optimal to make a procurement in period 3 wben a 
subhorizon of the first 3 periods is considered, then ror the 
subhorizon of 1-4 periods it is necessary only to compare schedule 
' costs for ordering in period 3 (for the requirements of periods 
. ) 3 and.4) against the schedule costs of ordering in period 4 (for the 
requirements of period 4), and in period 3 (for the requirements of 
period 3). · For subhorizon t, it may be necessary to check t possible 
'i.:... 
j 
... 
u 
C 
, n 18 
w~ys that the tequirements for this subhorizon could be sati~fied~ 
However, theorem 5 (horizon theorem) often reduces this number con-
siderably. 
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aIAPl'ER IV 
DEVELOPMENT OF THE PROPOSED.MODEL 
~ 
The purpose of. this chapter is to develop the necessary f ormu- · 
lations ~nd outline the procedure for deriving approximate solutions 
to the inventory procurement problem under study. Develop~ent of 
this approximation is based on the following &ijsumptiOJ?.S! 
Assumptions 
1. The demands in all periods are ·described._by the same type 
probability distribution; (i.e., normal, poisson, etc.); 
nevertheless; its mean and variance may vary from period to 
_,,.; period. Specifically, the demand distribution-for period 
j is fj (_u) with mean dj and variance "j2 , 
2. The demands occurring in any period are independent of 
those realized in any other period. 
3. When a stockout occurs, the.demand will be backordered and 
satisfied on receipt of the next order. 
4·. A stockout cost, r, is incurred for each unit of demand 
backordered. In the real world it is felt that inventories 
are most often maintained to satisfy, on the average, a 
majority of realized demands. The approximation developed 
here is based on this assumption, as was the approximate 
policy solution offered by Starr and Miller (11, .Section 38) 
and discussed briefly in Cl'l~pter II. This assumption implies 
that the stockout cost is such that adequate inventory is 
. 
-maintained to satisfy forecasted demands plus provide some 
J 
\ 
., 
; 
f 
! 
'; 
i 
' li 
l 
1 
.! /, 
i 
,, 
~ 
)', 
• 
.•. 
. ,. 
. (. 
-),: 
,. . 
Cl ~. 
. .. 
. • . 
... 20 
additional reserve for the likely event of ·realized demands 
sometimes exceeding the forecasted level. More specifically, 
· per unit stockout cost is greater than per unit holding 
cost for the development ·here. 'l'hus, the model will be 
applicable to those problems wherein it is more costly to 
incur an unsatisfied demand than it is to carry one unit 
of product in stock for a time period. 
5. The total interval of time under study (planning horizon) 
is divided into time periods of equal but arbitrary interval. 
6. At each inventory review, demand forecasts for the current 
horizon are available. The idea of a "shifting planning 
horizon" (7, Chapter 5) is used here which infers that 
additional future periods of demand. forecasts are made 
available_ and existing forecasts are sometimes revised by 
more recent information as the system moves through time. 
7. Lead time, T, is known. For the tormulation here, it is 
assumed ·that TS T, where T is the time duration of each 
period. 
8. Per unit purchase price and holding cost per p~riod are 
invariant over any planning horizon. A fixed administrative 
cost is incurred for each order submitted. This fixed 
charge is also invariant over the planning horizon. 
Notation 
'lbe following symbols are defined for subsequent use. Reference 
r1gures 1 and 2 for a graphic picture of the time relationships. 
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·T - fi"ed time interval tor each period:j, j=l, .••• , il. 
tj. -
.j -
T = tj+l - tj. 
point in time at which orders can arrive.. It is also 
the beginning of period j •. 
point in time at which an order can be placed for arrival 
at time tj. Assume that tj-l S cij ·s t.j, then a.~ = t.j - T. 
An order is. not necessarily placed at all «j. 
yj -. ·inventory .position at time Aj immediately prior to 
placing an order for arrival at tj. Yj may be negative. 
Qj - an ordering quantity given by the alg~rithm (24) which 
was discussed in Chapter III. The Q.'s are given under J 
the assumption of deterministic dj, and .may satisfy .t·he 
(average) requirements of several periods. 
dj - the forecasted mean demand for period j, j=l, ••• , n. 
hj - the number of periods of (average) demand s_atisfied by 
r j - reserve stock for interval covered by Qj plus one 
lead time. 
I - inter,est charge per p~r·iod, which determines inventory 
"' 
holding costs • 
. C - cost per unit of product purchased. 
r - per unit stockout cost incurred for each unsatisfied, 
demand. 
T 
- deterministic lead time. To simplify the formulation, 
assume f' S T • 
,,, ... -
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- the demand diatributlon for p~r~od j, whose mean is dj 
; . 
:-·· ·,.·. 
f(i) (u) -
and variance 2 er j .• The same type of distribution (i.e., 
normal, poisson, etc.) is assumed to be in effect for 
each period of the planning horizon; however. the mean . 
and variance may differ from period to pe~iod. "Although 
it is not critical for the same type of function to 
apply over the horizon, it is necessary that the com-
bined distribution for any number of periods_be attain-
·able. Demands in any period are· assumed. to be indepen-
·dent of those in any other period. 
combined demand distribution for the h. periods whose J 
average demand is satisfied by Q~ plus one lead time, J . 
. d T j - .lead· time demand for the order pla~ed at ~ j .for arrival 
d 7 j ~ ( T /T) dj--l' for 
Model Formulation: Continuous Distribution 
T < T. 
-
.Chapter II briefly discussed an approximate solution to an in·-
·ventory problem whose demands were stationary over time. The general 
approach described there has been selected for developing an approxi-
mation to the inventory problem of this thesis. However, another 
method for identifying the order interval has to be found, for the 
proble~ at hand permits nonstationary demands over time. Conse-
quent-ly, · the objective of Chapter I I I was to present a model which 
could provide such an ·estimate. Tbs model discussed there was a 
dynamic-deterministic economic lot size formulation ·developed by 
Wagner and Whitin (24). 
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Following the general approach described in ctiapter ll, one cail 
now procee~ by temporarily using expected demands as deterministic 
and applying the Wagner and Whi tin algorithm (24) •. Recall in Chapter 
III it was foun~ that the deterministic algorithm identifies the 
pr-ocurement schedule over the entire planning horizon. This schedule 
along with various time relationships are depicted in Figure 1. For 
' 
a stochastic problem, however, only that quanttty to be. ordered im-
.-
mediately can be determined, for any. or,der should account for current 
on-hand inventory. It follows, ·then, that only the initial ordering 
quantity, Q1 , and its corresponding order interval, h1 is of -interest 
for any specific planning horizon. That is, each time inventory is 
reviewed, a new Q1 and h1 must be calculated based on the current 
planning horizon. Each Q1 of course satisfies th~ e~ected demands 
for h1 periods; and, because of nonstationary demands, each computation 
Q Arrival of: 1 
Submit 
Order 
For: Ql 
~T 
T 
---···· 
T T 
~n-1 
~T 
a.n-1 
.,_._.,.__ ___ ....,._....... • ...... _ ...... ___ _,._ ...... i---___ ...... ___ 
Ordering Schedule for Determinis.tic Demands 
Figure 1 
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is ·apt t.o yield . different magnl tudes for Q1 arid. h1 as c·ompared to 
previous values. For notati.onal convenience, · it is being assumed 
. r 
•· 
above·that the t'ime periods are relabeled at-each.successive inventory 
" 
review point. As the system is opera~ed through t_ime, a period which 
... 
commences in T units of time is always identified as period 1 '(although· 
this same. period was identified as period 2 ivhen the last inventory ---
review occurred). Furthermore, the idea of working- with a fini.te 
. .. . . 
·, . 
planning horizon while. op~rating th~ough time implies tha~ additional 
demand forecasts must be added periodically to the previous schedule 
of forecasts. If it is requir~d that the 1planning horizon always 
cover an equal span of time, then one additional forecast must be. 
provided at each successive review point. 
Now Q1 provides no ;feserve stock for the likely event that 
realized demands will sometimes exceed the expected levels. The 
" 
next problem is to determine how large this reserve stock should be 
in order to provide insurance against stockouts during the order 
interval h1T. Before finding the reserve stock for this interval, 
' note that insurance is also required for one lead time; for after 
the order is submitted at.A 1 , it is expected that the next order 
will not be placed_ until h1 T uni ts of time -in the future. This point 
in time is ~l + h1 T; but after placing this subsequent order at A 1 + 
h1T, it will not arrive into inventory for an additional T units of 
,. 
time (see Figure 1). Thus, the total time interval for which in-
surance is required covers time a. 1 to A 1 + h1 T + T • 
For each interval h1T + T, it is desired to balance the cost 
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of possible stockouts against inventory holdi~g charges on reserve 
,. 
ll 
stock carried as insurance. Now the variable .costs to be minimized 
_J. 
in any such- interval can be expressed as 
(4.1) 
,.J..; 
-:1-:-. 
00 
11" 
(h1 T+f) 
CQ1+r1+dT1-u)f(u)du 
' . 
. (h T+-r) 
(u-Q1-~1-dT1)f(uJdu 
l . 
· In order to work with a specific distribution, .assume f(u) to be 
normal. The independent. distributions of h1 consecutive per,iods 
' 
.. , 
can be combined to give a distribution of the same type. Thus, the 
. (bl T+T) ) 
mean of f(u) is Q1 +dn, with variance [ d(h1 T+r ]2 equal to the 
sum of· the variances of those periods whose average demands are 
_satisfied by Q1 , . plus the estimated variance of lead time · demand 
which is taken to be [T/T][variance of f 0(u)]. 
/ Approximation of 
the mean and variance for this combined distribution follows the 
suggestion of Starr and Miller (11, page 126). 
Minimizing TC,. with respect to r 1 , the following expressions 
are ob~ained: 
(4.2) · Iai 1 
- .. ·- .. , .. 
.. 
-
... ~·r·· .... _ 
J . • · 
00 ' f (hlT+T) r f(u) du 
Ql +dTl +rl 
'·, 
:'!" ... 
=. o· 
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-~- .. •. 
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(4.3) _ · 
· , , · ~bl T+~) . (hl T+T) 
IChl [ F(Ql +rl +d,.l) ~ ·F(Ql +ri)] 
(h1T+T) 
- 1r[1-F(Q1+r1+dT1>] = 0 
wh8re F(i)(z) is the cumulative distribution. Rearranging (4.3), 
.,, 
(4.4) 
( h1 T+-r) - . 
rczl) = FCQ1+rl+dT1> 
-(hl T+T) 
= ICh1 F(Q1 +d Tl)+ .,,.. 
ICh1 + .,,.. 
(h1T+T) 
. Since.Q1 +dT 1 · is the mean of :f(u) , then 
(4. 5) 
(h1 T+.T) 
F(Ql+dTl) =_.5; so 
= (.5)ICh1+1r 
ICh1 + 1r 
·•.· 
-~ ,. 
In order to insure that r 1 implied by equation ·(4.5) does, in 
'"'t 
fact, yield a minimum, the second derivative of lCi must be greater 
than zero. A check will show-that this condition is met.· 
The standard normal curve can be used to find z1 which determines 
the reserve stock to be 
Finally, the procurement quantity to be submitted at a 1 (ref. Figure 
·2) for arrival at t 1 is given by P1 : 
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(4.8) 
Time Relationships in Each Planning Horizon 
.. 
Pl= 81 - Y 1· 
Figure 2 
Note that Q1 + r 1 is the desired level for beginning the order 
interval h1T. Now even though P1 has been ~pproximated to satisfy 
demands of h1 periods, an inventory review will still be performed 
once each period. Further discussion of the inventory doctrine pro-
... posed here is fotmd in the subsequent section. 
Nature of the Procurement Policy 
As the system moves through time, additional periods of future 
forecasts are made available and existing forecasts revised as 
more accurat-e information---is accumulated. For notational convenience, 
~ 
the time periods are relabeled at _each successive inventory review 
so that the upcoming period is always identified as period 1. 
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This idea of a " 
. " shifting planning horizon- (1, Chapter 5) proposes 
at each review to compute ( S~, s1 ) which minimizes expected costs 
over the current horizon. The optimal procurement policy for the 
pr.oblem u~der study is known to be.of the (S1 , s1) type based on an 
exposition published by H. Scarf (3, Chapter 13). This procurement 
,. 
doctrine implies: order up to s,1 if the inventory position at u 1 
is less than s1 , otherwise no order·is submitted. For the approxi-
' 
. . 
mate solution being developed here, s1 was found in the previous 
section. Derivation of s1 follows. 
-
. 
..... s 1 denotes some inventory level at time u 1 abov~ which an order 
should not . be submitted. The next opportunity to place an order is 
at a 2 . If the on-hand -inventory is adequate to satisfy expected 
demand in the upcoming time period and, in ad_dition, provides adequate 
insurance against stockouts, then obviou~ly an order should not be ;. 
submitted since the system would incur unnecessary holding costs. 
The level represented by s1 can be determined precisely as s1 was 
found in the previous section, except that the time interval (h1) 
of interest here will always be a single time period. 
Proceeding as before, the expected costs of stockouts plus 
the expected costs of carrying reserve stock are minimized to obtain 
the fqllowing expressions. To achieve a slight simplification in· 
"1" ( ) 
notation, the subscript identifying the parameters with period 1 
~; has been omitted. 
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(4.10) 
(4.11) 
(4.12) 
(4.13) 
,. 
: J 
29 
.· d+d.,.+r 
TC= IC 
(T+T) 
( d +dT +r-u) f ( u) du 
d+d.,. 
\, 
00 
+ 
- ( T+T) · 
(u-d-d.,.-r)f(u)du 
d+dT+r 
d+d.,. +r . 
I '('T+T) IC f(u)du -
d+cJT 
00 
f (T+T) 1r f(u)du 
' d+d.,.+r 
(T+T) t' (T+T) 
IC [ F(d+dT+r) - F(d+dT)] 
(T+T) 
- r[l-F(d~.,.+r)]= 0 
(T+ T) 
r(z) = F(d+cl.,.+r) = 
rcz) _ .5IC+ r 
----
IC+1r 
(T+T) 
ICF(d+d.,.)+ 1r 
IC+ 1r 
r 
. ..;._ 
= .o 
,,•_ : 
z can be identified from standard normal table,, and .s is 
, 
subsequently found to be 
-
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"' (4.14)' . " . (T+,.) C s = d. + z ·" · · .+ d.,. , where 
,: 
( 4 .15) 2 '2 
= ( "d) . + ( ~) • 
Model Formulation: Discrete Distribution 
A poisson distribution will be used in the simulations to be 
performed in Chapter VI. Therefore, expressions comparable to those 
r just derived for the normal distribution are given in Appendix I. for ) . 
the poisson function. 
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CHAPTIR V 
A STOCHA&'TIC .DYNAMIC PROGRAMMING MODEL 
The essence of Chapter IV has been the development of a method ,., 
" for approximating the decision variables for the procurement problem 
. ' 
at hand. The purpose there of course has been to offer an alterna-
tive soluti~n approach for the case wherein the stochastic dynamic 
programming formulation requires a prohibitive amount of computational 
effort. It follows.that a comparison between the approximate solu-
tion and the dynamic programming solution is in order. 
The general inventory problem ·here has been treated by G. Hadley, 
and a formulation developed by him (5, page 404) is chosen for 
comparison pµrposes. Consequently, the comments and formulae con-
tained in this chapter follow for the 100st part the study given by 
Hadley.in (5, Sections 5-4 and 10-17). Only discrete distributions 
will be considered in the remainder of ·this thesis, although the· 
formulations developed would apply also for continuous functions 
after minor modification. 
As a matter ·ot interest, the reader can find other treatments 
of stochastic inventory problems of a similar nature in (6, Section 
· 7-6) and (18) • 
. 
Nature of the Problem 
1·n· the inventory system studied here, stock level is reviewed · -- '. 
once each period and an opportunity exists to submit an order if· 
-' 
so des1·red. Cl•arly, the · decision df whether or not· t~ acquire more 
stock should be infJuenced by y, the current, level of on-hand inven-
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. tory. ·.since y is a random variabl~ ·refl~cting all previous ordering 
decisions and realized demands, specific purchase quantities cannot. 
be determined until immedia·tely afte~ stock level is checked, Such 
· characteristics describe a sequential decision stochastic programming 
problem. . 
-----In addition to being influencea--oy y, each decision also de-
pendent upon demand forecasts in each period of the pl·anning hor.izon, 
for an optimal decisi_on must account for the expected costs of or-
dering, carrying inventory, and stockouts. Since the state of the 
. ). •. system (actual level of y) at any future point in the planning.· 
horizon is unknow.n, .it is necessary to use a backward solution·· 
(5, page 376). This implies ~hat computations begin by considering 
the forecast for period n (last period), and work backward in time 
towards period 1 by means of recursive relations. 
Before solving the recursive relations for each successive 
period, the ·range of possible inventory levels at the beginning of 
each period n, n-1, n-2, ••• , 3, 2, must be identified. These ranges , 
must come from the description of any specific problem under stud·y • 
. For example, suppose that the beginning stock level, y , for period . 
. n 
' 
n can be any integer, e, fro~ -a to b; then the applicable recursion 
formula must be solved for each of these_. possible integer levels to 
obtain a table of minimum costs, Zn ( e) • Associated with each Z (e) 
. n * . 
. 
. is a corresponding x · (e), the ordering quantity which minimizes costs. n 
. 
if the stock level at the beginning of period n actually materialized 
-at e. 
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.. The recursive relation for period n-1 -must now be solved •. zn-l (e) 
represents minimum expected costs for periods n-1 and n, provided 
. . 
· the stock i.evel. yn~l is e.. Again, a table Qf Zn-l (e) and corresponding 
• 
~-1(e) is derived. Note that e represents a possible value of Yn 
in Zn(e), while it represents a possible value of Yn-l in zn_1 (e). 
Similarly, the set of zn_2 (e) and corresponding x~_2 (e) is foun~ 
for period n-2. Z~_2(e) represents. the ·minimum expected t~tal cos~s 
for periods n-2 through n provided y 2 ~ e. Computations continue n-
* 
-
until table~ of Zj(e) and xj(e) are determined for j = n, n-1, n-2, 
-
••• , 3, 2. Now for period 1, it is unnecessary to compute z1 (e) for 
a set of e, for inventory has just been reviewed to find the actual 
value of y1 •. Thus z1 (y1) and the corresponding x~(y1) are derived. 
* But x 1 (y1) is actually the optimal ordering quantity sought; thus 
no further computations are necessary until another period passes 
and the next inventory review is performed. 
.. Even though the optimal.policy is known to be of the form (S, s) 
as discussed in Chapter IV and proven in (3, Chr;tpter 13), the actual 
values of Sand _s are not fbund; instead, the actual ordering quantity 
is given. That is, the algorithm has already-considered the. relation-
ship of y1 to s1 and s1 ; a~ ~~(y1)~ ~;(y1) ~ O, is given as the 
quantity to procure. 
Model Formulation 
The. necessary recurrence relations will now be given which 
enable the derivation •f ~(y1). A number of symbols.d~fined in 
• Qiapter IV will be used in these relations·, along with the following 
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nota~ion: 
aj 
pj(u) 
. 
"' 
p if xj - 0 -
-
1 if xj > 0 
., 
- the discrete demand distribution which describes the 
forecast for period j. Demands in any period are 
assumed. independent of those • other period. 1n any 
- th.e maximum demand level that can be realized in period 
j. The use of Uj ~s the upper limit for a frequency 
function implies that p.(u) is a truncated distribution. 
. J 
- a quantity .ordered at time aj for arrival at tj. 
- one of the --possible integer val·ues of y .. , j = -1·, 2:, .: .• ,. , J 
n. 
_gj(yj+xj) - ,a general expression· for the expected holding costs 
plus the expected stockout costs for period j. 
z.(e) - expected operating cost in period j. Operating cost J 
1 
· here includes ordering, holding and stockout charges.' 
The value of any stock purchased is not included in 
'tnis treatment. 
- a discount factor O < i < 1. 
-
One of the first requirements is to identify the possible levels, 
e, .that yj, j = n, n-1, ••• , 3, 2, can assume. Any specific prob-
= lem under study must be analyzed to determine what these ranges 
.. 
are. Little can be said about the requirement in general, except - .II 
that this writer did not find the tas·k. to be trivial. On the one 
* hand 1 t must be as.sured that the tables · of Zj (e) and xj ( e) are 
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·adequate for subs~quent computations, while on the other. hand each 
additional level considered fore adds s~gnificantly to the compu-
• 
tational effort. 
Another problem is to arrive at .a maximum dem·and level that 
could be realized in· each of the horizon periods. These maximum 
levels should be largely dependent on forecasted demands; and for 
the usual demand distribution, it will be necessary to use a trun-
cated .distribution for deriving numerical solutions. For example,· 
the maximum possible demand level might be identified by U. which 
. J u. . 
satisfies·"J p.(u) = .9999. 
. . L.J J Thus, the truncated frequency function 
. u=O 
would be p.(u)/.9999. J For notational convenience, the divisor 
',j (e.g., .9999) will be omitted in the formulations •. 1. 
Still another problem is defining the range of integers that 
xj can assume; and, again, this decision depends on characteristics 
of the specific problem under study. As the reader may have realized 
already, the three problems mentioned here are interrelated, with the 
range of x_J· being a function of the possible values for y. and u. ,. 
.J 
A backward solution is to be developed, so period n will be con-: 
sidered first. Expected operating costs can be expressed as 
(5.1) z· .. ·(e) D 
The decision variable here is xn, so the minimum expected operating 
cost can be written · 
.. ( 5.2) Zn(e) = min [ G cl n + g0 (e+xri)] , 
Xn 
•a,: 
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·r 
* where xn(e) identifies the minimizing·· ql1anti ty of xn. If a·· numerical: 
* solution were being sought, a table of Zn(e) and xn(e) would now be 
.,. . derived. 
In period n-1 the expected operating costs also takes the form 
(5.3) 
But the information actually of interest here i-s the,mi:nipium· expected 
total operating4cost, f6r periods n-1 and.n, arid the.·-ccn.-1-~JH·ponding 
optimal decision ·xn-i • For each ~, this 'info;rmation 'is <g.J·v~n bv 
(5.4) Zn-l (e) = min ( G on~i + gn-l (e+xn_1) 
Xn-1 
where the argument of Zn is some level of Yn ref:,ul ting from a de-
cision, ;Xn-l' made in period n-1. Zn(e+xn_1-u), ab.ove, should have 
been derived previously by equation 5.2 and include·cJ in the table 
Some points of confusion may arise with r£igard to ·what 
presents in the above relations. In equation (5.4), e represents 
some value of Yn-1' and it appears as an argument of both zn-1 and 
z ; but in equation. (5.2), e represents some value of y-. When n n ""' 
numerical solutions are being computed, the value Zn(e+xn-1-u) 
in (5.4) is found by searching the table of Z (e) derived by (5.2). n 
Replacing e by specific ~agnitudes of Yj, · ·the desired value is 
-r ' 
... 
'i 
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identified whenever ZJl(e) =·Z0 (yn) is located such t.bat Yn = y
0
_
1 
+ 
xn-1 - u. 
Zj (e), j = n-1, n-2, · ••• , 2, 1, all have the same general form; 
cons·equently_ 
(5.5) 
... 
Z/e> • min [o 8j + gj(e+xj.) 
xj 
·Uj 
+ i L pJ(u) zj+l (e+xj-u)] • 
. u==O 
·• 
·. Zj (e) · expresses the minimum expected discounted cost for JI:! riods 
_!t· 
' j through n, given that the stock level yj at time uj is e. For 
* each j, J=n, n-1, ••• , 3 ,· 2, a table of Z. (e) and x. (e) is computed; 
. J J 
but when j = 1, the stock level at time 11 1 is known to be y1 thereby 
* permitting Z1(y1) and x1(y1) to be identified, z1(y1) is the mini-
mum expected operating cost (discounted) given that: 
1. the current inventory level (at time 11
1
) is y
1
, 
,.) ' 
2. ,forecasted demands are described by the schedule used, 
3. an optimal policy is followed throughout the planning 
* horizon, With the first decision being to order x
1
(y
1
). 
Thus far, a specific function for gj(etxj) has not been chosen 
here, but such a function must be identified if numerical solutions 
are to be derived. Hadley suggests (5, page 172) that an adequate 
measure of holding and stockout costs might be obtained as a function 
~· . 
of th8 ~nd-of-period inventory position. This suggestion is certainly 
appealing, for the function selected is apt to be manipulated thousands 
of times even for relatively simple problems • 
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•. ' 
'qs ing Hadley's suggestion the recurrence relations for the ip-
., 
' 
ventory problem under study can.now be formulated. Equation (5.6) _ 
applies to. period n, while (5.7) is applicable in periods n-1., n-2, 
••• ,'_2, 1.-
(5.6) 
· .( 5. 7) 
Zn(e) = min 
. Xn 
r: . ·, 
... 
Yn+xn-dTn 
Ga ·+r1c ~ (y +x -dTn-u)p (u) n ~ L...J n . n n 
0 , . 
Un 
+ 1r ~ (u--y -x +d )p ... (u)'] · , L...J · , n ,,,, n Tn n 
Yn+xn-dTn +1 
--Y i"X -d . j j TJ 
G6j+ [IC ~ (y.+x.-dT.-u)p.(U) 
'-' J'J J J 
0 
j = n-1, n-2, ••• , 2, 1.· 
At this point, it should be obvious that long-hand solutions are 
to be avoided; and practically speaking, a computer is required for 
solution. consequently, the writer here programmed the model re-
presented by (5.6) and (5.7) for the IBM 360/50. Additionally, the 
proposed model formulated in Chapter IV was c~de<f so that subsequent 
simulations could be performed. These programs were written in FORTRAN 
IV. 
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CHAPTER VI 
MODEL 'EVALUATION 
,•. 
.l 
,. 
The. inventory model developed in this thesis (Chapter· IV) will 
be evalua.ted by comparfng its performance to that of a dynamic model. 
~formulated by G. Hadley (Chapter V). Two factors ·are to be under 
~crutiny during this evaluation, namely, long-range expected oper-
ating costs per period and systemic costs associated with computa-
tional effort req_uired for solutions. Due to the nature of the · 
. , 
demands permitted in the study here, it is infeasible to compute 
. these long-range expected costs directly (Appendix II). Nevertheless·, 
they can be estimate.d by simulating the maintenance of inventories 
r in· accordance with both models .for a large number of time periods. 
~ The systemic costs mentioned above can be estimated by observing 
the computer times required for policy derivat•ions. In the discus-
sions which follow, the model proposed in ,this thesis will often- ,. 
" times be referred to as Model 1, while Hadley 1 s formulation will 
be referenced as Model 2. 
Test Conditions 
The general problem unde~ study here encompasses nonstationary 
stochastic demands; t00re specifically, no restriction has been placed 
on the nature of the demands materializing as the system is opera~ed ,: 
through time. Consequently, it is felt that a more objective_ evalua- . 
.., 
, tion can be performed if mean demands for each successive period 
are forecasted by some random process. Th~ objective here is to 
utilize data which is essenti~lly trendless and noncyclical in 
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.. nature.. Thus, unless otherwi~e stated, the expected demand for 
•· 
·each successive period will be an integer between O and 10, the 
specific magnitude being determined by a. random numbe·r. Appendix · 
II contains details of the procedure used. This relatively. s-mall 
range, 0-10, was chosen because of the burdensome computational 
. effort required by Model 2 as d becomes large, as will be· demon- · j ~ 
strat.ed later. 
The operating cost here is comprised of holding, stockout, and 
administrative ordering costs. In selecting the specific sets of 
parameters for performing simulations, it was felt that the model 
characteristics of interest could be observed if one of these costs 
remained the same for all experiments. Since Chapter IV imposed 
the restriction IC< r for the development of Model 1, a range of 
magnitudes is selected for IC and r while G remains invariant over 
all tests. Appendix IV.defines the parameters and conditions for 
the performance of fifteen different simulation experiments employ-
ing each model. These experiments involved the maintenance of 
... 
inventories in a~cordance with both models for an interval of 200 
time periods. The decision to use this time interval has been 
based on study results found .in Appendix V. On the average, a 200-
period experiment consumed one hour of computer time on the IBM 
360/50. A flow chart reflecting· the structure of the simulation 
program can be found in Appendix III. 
• 
Simulation Results 
• 
The results of the simulations have been recorded in Appendix 
• 
• 
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• IV. Table IV-1 contains the: 
1. average operating_ cost per per·iod accumulated by each model, 
2 •.. percent additional operating co·st per period accumulated 
by Model 1 with respect to Model 2. 
' 
. 
Note that the percent additional cost incurred by Model 1 decreases 
as the ratio of stockout cos.t to holding cost becomes greater. This 
improvement in performance was anticipated because of the assumption 
r > IC ·used ·for model development (Chapter IV). Recall from Chapter 
IV that the proposed formulation first identifies an order interval,· 
then determines the order quantity which is always at least as large ' 
as the expected demands over this interval. But such a procurement 
decision is not likely to be optimal when 1r < IC, for in this 
case, expected charges are smaller for a possible stockout than for 
a possible excess unit remaining in inventory. Intuitively, an 
optimal decision would dictate that a quantity less than expected 
demand be ordered. However, it is felt that a decision-maker is 
more apt to strive to satisfy realized demands a large percentage 
of the time. Under this objective, the decision-maker is requiring 
that • >IC, and this is a prerequisite for using the model developed 
in Chapter IV. 
.,, 
-Table IV-2 contains the: 
1. observ~d average computation time per period required by 
Model 2 (the time for Model 1 was negligible), 
2. systemic cost per period incurred by Model 2 for computa-
tional effort (assuming computer charges at $160/hour). 
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' 3 .. • di:ff erence . in the average operating cost per pe·riod for 
. 
' Model 1 and Model 2 (obtained from Table IV-1). 
When is it advantageous, cost-wise, to·maintain an inventory with" 
Model 1 in preference to Model 2? This question can be answered 
, in general terms by stating that.the systemic CQSt of computing 
solutions by means of Hadley's model must be weighed against the 
additional cost incurred by following the approximated policy 
decisions, but an answer for any specific problem requires simula-
tions and analysis for th.e particular problem at hand because of 
the wide range of parameters and operating conditions which can 
exist. For the· fifteen inventory problems described in Appendix 
IV, the·costs of interest are tabulated in Table IV-2 to permit 
.. ,_ ' convenient comparison. Note that the average computation time 
-
required by Hadley's roodel increases as the ratio of 1r to IC 
becomes larger. This phenomenon exists primarily be.cause of the 
following reason. The dynamic algoritlun is required to evaluate 
a larger number of possible ordering decisions (i.e., more values 
' * of xj) to find the optimal magnitudes for xj (e) , as compare.d · to 
the number that must be considered for smaller ratios. This follows 
since there is a tendency to maintain a higher level inventory posi-
tion for greater insurance against stockouts as r/IC increases. 
From the data of Table IV-2, it can be concluded that Hadley's 
model is the best choice for eleven of the fifteen inventory systems 
slmulateq. Yet, recall that these experiments were conducted unrle-r 
~ somewhat restrictive conditions, to wit, forecasted demands could 
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be no greater than 10 units and a planning ·horizon of 5 periods . 
. _was always in effect. If either of these factors is iQcreased, 
then computation time (systemic costs) for Mode.I 2 can increase 
significantly. To illustrate t-he-nature of t-his escalation in 
computational.· effort,.. the policy decisions for a· selected number 
"' of problems have been derived and the computer times recorded. 
A discussion 'of these tests follows~ 
The. :Effect· of Demand Fo:recasts on Computational Effort 
. .. 
Append·1.x VI describes ten inventory problems whose l)Olicy deci-· 
sions· were derive.d both by ·Models 1 and 2 and the corresponding 
derivation times subsequently reGorded. For convenience·, ·mean 
demands were chosen to be stationary throughout each planning hori-........ 
' 
zon. .The data indicate that no observable derivation times could~ 
.. 
be detected for computing policy decisions in accordance with Model 
l; on the other hand, the computation times required for Model 2 
escalate rapidly as the mean demand per period increases. Of course, 
the systemic costs associated with Model 2 are escalating at a 
) 
similar rate. Assuming computer charges to be accrued at the rate 
of $160 per hour, the systemic costs inferred by the data of Table 
Vl-1 can be estimated. As dj is incremented from 4 to 22 units 
per·period, computer charges·escalate from $0.31 to $8.32 for each 
policy derivation •. If dj is increased another 10 units to 32 units 
per period, Table VI-3 shows that 445 seconds are expended, to 
cost in excess 9f $19 • 
• 
Obviously then, the model propQsed in this thesis rapidly 
• 
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.. becomes appealing, cost-wise., as dj incr~asHs. These· ·c1ata have, 
been based on dj = dj+l' all j, for illustration purposes; but 
. the same conclusions apply if forecasts are of. a <;iifferent nature, 
·for example, mean ·demands generated as described in A,ppendix I~ 
but modified to use the range 0-100. 
It is of interest to consider briefly the problem of fitting 
some function to the data pairs (dj vs. Time, Mod~l 2) recorded in 
Table VI-i. .If. a successful ·fi~ can be achieved, it is possible 
that the corresponding expression could be used a·s· a predictor of 
computation.times· for dj > 22. After ruling out an exponential. 
~unction, the coefficients for polynomial regressions of degrees 
2, 3, and 4 were computed (9) • These coefficients along with the 
sum of the squared derivations for.each regression are found in 
Table VI-2. Since the quartic term did not make a significant 
contribution to the regression, the third order equation was chosen 
,\r, 
t:~~ 
and the times for seveit1 dj were predicted. Table VI-3 contains 
these figures, along with the computation times actually observed 
for the computer. However, these data indicate that the forecast 
error· is not apt to be acceptable much above dj = 32; and since an 
accurate predictor for larger magnitudes would only be applicable 
when dj = dj~l' even if found, the problem is given no further 
attention here. Except for special cases, such as when dj = dj+l' 
the task of collecting the data necessary for an attempt· at syn-
thesizing a time predictor is felt to be impractical. NevertheJess, 
long-range expected computation times can be estimated in any case 
by means of simulations,. as was done in Table IV-2, Appendix IV. 
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Model Response to Stationary Demands 
. As might be expected 11 the approximate policy·solutions are some-
what sensitive to the· n11tur® of the stochastic demands materializing 
over.time; that is, for a specific set of operating parameters, the 
percentage additional cost incurred from operating under the proposed 
model as compared to Hadley's model is somewhat depend~nt on whether 
forecasted demands for each successive period are ge~erated.by a random· 
process.or follow some pattern. As an example, an inventory. system 
' was simulated in which expected demand for each period was always 
forecasted to be 5 units. The remaining conditions for this ex-
periment are found in Appendix VII along· with the test results .• · These 
·· data show the. system operated under Model 1 to have accumulated an 
average of 4 percent additional charges each period in comparison with 
Model.2. ~ subsequent simulation was performed under the identical 
conditions used by the preceding experiment with the exce.ption th.at 
expected demand in each successive period was in integer in the range 
>.., 
0-10 and generated as described in Appendix II. For this second simu-
lation, additional. cost per period accumulated under Model 1 turned 
out ,·to be 15.8 percent. Intuitively, the results of these two experi-
ments are expected: inventory maintenance in accordance with the ap-
. proximated policy decisions compares more f~vorably with that of Hadley's 
model as variation in forecasted demands (and realized demands) be-
comes smaller. This statement follows from the fact that the proposed 
model has been developed along the lines of a model formulated by 
Starr and Miller (11) for the case of statiGnary demands. 
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De·rivation of .Expec·ted Operating Cost 
If demand forecasts are nonstationary, the task of computing· 
·~ong-range expect-ad operating cost per period is not· practical 
. (App'endix II). Elien though expected costs for the current fore-
casts and- y 1 are always ·found in ~he course of detennining an order 
• • 
I 
.. quantity, this obviously is not the long-range average valu·e since 
a large nmnber of unique forecasts can exist under a nonstationary 
./! distribution.. The· picture ·Chan-ges, how~ver, when the demand distri-
bution is stationa17, and average cost can ber derive~rather easily. 
Appendix VIII considers such a problem and proceeds to compare 
derived cost to the results of a 200-period simulation. The derived 
and "simulated" magnitudes were. $20.22 and $20.85, respectively. 
A Comparison of Average Inventory Levels 
\ 
It is of interest to identify the principal source of the 
· extra costs accumulat.ed by Model 1. With this objective iI?, mind., 
summarizing data have been collected for each of the fifteen simu-
lations described in Appendix IV. This summary is found in Appendix 
IX and includes a partial breakdown of the accumulated total costs 
. 
. . and the average inventory position, y1, resulting from these 200-
period runs. 
· A comparison of the data in Tables IX-1 and IX-2 shows that 
Mode). 1 invariably maintains a higher than optimal inventory level. 
, The magllitudes recorded under "Stockout,. Holding Costs" can be 
compared with (y1)x(holding cost per_period)x(200 periods) as 
evidence of the fact that a major part of these costs are carr} 111g 
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charges. .· It follows that· the· proposed model can 1 ikely be improved 
by either or both of the succeeding appro.aches: 
1. · Modify the method for deriving reserve stock. 
" 
.. 
2. Reformulate -the model in a manner which does not require 
the restriction r >IC. 
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CHAPTER VII 
. . 
SUMMARY AND CONCLUSIONS . 
The obj~ctive of this thesis has been to develop a mathematical 
model for a fixed-charge inventory problem encompassing nonstation-
ary stochastic demands. During the course.of this development, 
several references from the literature have been given which in· 
fact,cr; contain formulations for the same ·general problem as studied 
I 
here; but it was shown in Chapter VI that the effort required can 
render these models impractical. The onerous computational effort 
required for policy solution can obviously be reduced if the deci-
-
sion-maker is willing to operate with approximated or sub-optimal 
policy decisions. Such a sub-opti!D$1 decision rule was developed 
.. in Chapter IV; more specifically, a model has been developed which 
approximates the ordering quantities for the type of problem studied 
here. ft dynamic programming formulation by G. Hadley (Chapter V) 
was chosen as representative of those models in the literature, 
and its performance used as a standard against which the proposed 
model could be evaluated. 
The simulation experiments and computations performed.in con-
junction with model evaluation have been documented and discussed 
in Chapter VI. Two indicators were under scrutiny during these 
evaluations, to wit, inventory operating costs consisting of 
boldins, stockout, and ordering costs, and systemic costs associated 
with co.mputer time required for policy solutions. Both decision 
·"' 
.. 
rules were used to simulate the maintenance of inventories under 
•j 
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· various sets of operating parameters. Demand distributions were 
pois~n, while. each· forecasted mean was .(for rost simulations) an 
integer between 0-10 determined by selec.t·ing a random number. 
·(' . 
The simulations d·escribed in Chapter ·v1 were chosen to emphasize 
,,. the costs associated with each model. These costs are comprised of 
systemic plus inventory operating cost·s and can be examined to con-
• \ elude which oodel exhj.bits a more favorable cost picture·over the 
range of conditions studied. The observations and conclusions 
follow: 
1~ As the ratio of stockout to holding cost increa_ses,, two 
effects are noted: the sum of stockout, holding·-, and ordering costs 
for the proposed model tends toward the optimal minimum; and, systemic 
costs associated with computational effort required by Hadley's model 
becomes greater. These trends cause the proposed model to become 
more appealing as the 1r/IC increases. In particular, ~he propose~ 
model incurred a smaller total cost when w/IC > 25; otherwise 
Hadley's model presented the nore favorable cost picture... The 
nature of the forecasted demands was identical for all of the 
above simulations. / 
2. Stationary demands over a 5-period planning horizon have 
been .used to investigate the systemic costs associated with Hadley's 
model as demand forecasts, dj, increase. Over the range of demands 
considered, the systemic cost can be approximately expressed by a 
third order polynomial whose independent variable is rlj •. It was 
;5.~~· 
· found, for instance, that the cost incurred· for dj = 32 is $19 for 
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·each polic.y solution derived. The computer ·time required by the· 
proposed model was too brief for detection. Obviously, the latter 
model rap141y becomes 100re appealing as these forecasts increase in 
magnitude. 
. 
. 3. For the operating conditions investigated, it ·can be con-
cluded that the proposed model tends toward.optimal operation as 
.. 
variation in forecasted mean ·demand, from period to period, ~ecreases. 
When demands we~e stationary, only 4 percent additional·cost (tot~l 
.. of stockout, holding, and orderini) was accumulated by the proposed 
• 
model with respect to Hadley! s model; · however, when demands were 
forecasted as ·described in Appendix II, the additional charge in- · 
creased to 16 percent. .. 
4. A larger part of the additional operating costs (stockout, 
holding, and ordering) incurred by the proposed model is accumulated 
in the fonn of excess holding charges. This characteristic was 
1> 
evidenced by the statistics produced during the simulations. As 
expected, a concomitant effect is an abnormally small number of 
realized stockout.s. 
Based on these observations, a dynamic programming formulation 
·-•, 
such as Hadley's JIM)del is not apt to b~· chosen for solving an in-
ventory procurement problem unless expected demands are relatively ' 
small. Instead, some suboptimal decision rule.is likely to be 
selected, one such as that presented here, particularly in those 
cases where a low incidence of stockouts is desirable. - The inves-
tigation conducted in Chapter VI has shown· that a considerable 
'-reduct ion in computational effort can be effected by using the 
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proposed model, and furthennore, that" the cost of suboptimali ty 
will be less for many problems than the systemic cost of employing 
Hadley.' s rode 1. 
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alAPrER VI.II 
RECOMMENDATIONS FOR FURTHER STUDY 
Areas for further study include the following: 
;J • 
1. The proposed model maintains a higher than optimal level 
of inventory as evidenced by data found in Appendix IX. There-
fore, an improvement can likely be effected by· modifying the method 
.. 
used for deriving reserve stock. Or·, an even better a.pproach· wo~ld-
be to reformulate the model in a manner which does not requir.e. 
the restriction r > IC. 
2. The proposed model arrives at a solution by first identifying 
an order interval, then an order quantity for that interval. Even 
though an order interval-may often include several time periods, the 
inventory doctrine here has been to review the stock.position in 
each of these periods. It would be of interest to perform simu-
lations in which only a single review is permitted for ·each interval. 
This should have the effect of reducing both the number of orders 
and average inventory level. It is possible that this effect will 
reduce total operating costs because of the tendency to maintain a 
higher than optimal stock level. 
3. The computer program, designed here to compute solutions 
for ·Hadley's model, incremented xj(e) by one unit during the course 
• < * of'·' locating xj (e). But it may be possible to reduce the computational 
---effort by using a 1 arger increment to first find the approximate 
* magnitude of xj(e), then switch to single unit increments for locat-
/ 
ing the exact value. Including this feature will, of course, intro-
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t 
. duce a number of additional complexitie.s into the program design •. 
· 4. The scope of this study excluded the possibility of price 
· breaks.· It would be of interest to develop a model similar to that 
~ 
-proposed here, with the additional facility of accounting for such ·· 
price chang~s. 
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APPENDIX I 
The.derivations presented in Chapter IV for the normal distri-
bution a:t_e ,repeated here for the case of. a poisson distribution. 
To achieve a slight simplification in notation, the subscri.pt "1 ". 
(identifying the par .. ameters with period 1) has been omitted. 
Expected .cost of stockouts plus expected- cost of carrying re-
serve stock in inventory can be written as 
(I-1) 
Q)~+r (hT+T) 
. TC = ICh (Q+dT+r-u)f(u) 
Q+dT 
00 
- :·"'-:., (hT+r) 
rL '.\ + (u-Q-dT-r) f( u) • 
Q+dT+r+l 
" 
(hT+T) 
The mean of f(u) is equal to the sum of th:e .. expected demands 
during hT+r, or Q+dr• 
Diff ere-acing TC with respect to .r·, 
(I-2) 4TC -
( hT+T) 
f(u) 
V 
·"' 
hT+T 
Equating ~TC to O and defining the cumulative functi;on of f (u) 
as r(z), then the above equation becomes 
(I-3) lCh [f(Q+dT+r) - r (Q+d.,.)] 
<JI 
~ 7r [1- r(Q+dT+r)] = Q 
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. . . ICh f (Q+dT) + ,r 
f(Q+dr·+r). = ------
ICh+ ,r· 
' s 
• 
The quanti~f Sis determined by finding that magnitude ·Which satisfies 
, 
the following expression 
(I-5) f(S) _ ICh rcQ+d1 )+ r 
-
/. 
ICh+ 1r 
.... 
. Similarly, s is found by repeating the preceding· deri vatton_, .e~t!_'t3_pt 
that now h=l and Q is replaced by the expecte.d demand in. peri:·Q~ . .c>ne. 
Consequently 
(I-6) res)= IC f(d+c:11 ) + 1r I 
IC+ 1r 
The symbols used here ha.ve the same :meij:n-1.I).·g ·as defined in Chapter IV .•. 
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- ICh f (Q+dr) + 1r· . 
f(Q+dT+r) = ------
ICh+ r • 
The qua~tity S is determined by .finding that magnitude which satisfies .. 
the followi~g expression 
.. , 
.res> _ I Ch r (Q+dr) + 1r 
-
(I-5) 
ICh+ 1r 
,. 
Similarly, s is found by repeating the preceding derivatio·n, exc~pt:· 
that now h=l and Q is replaced, by the expected deman~ in period one·:.: 
.Consequently 
(I-6) f(s) = IC f(d+dr)+ 1r 
IC+ 1r 
The symbols used here have the ~ame ii1~·a·t:ti.ng as defined in Chapter ·1.v·. 
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The inventory problem· studied in this thesis places no re-
striction on the nature of the mean demands being forecasted through 
·~':'.'i 
time. . Thus it was felt that a more objective evaluation of. the 
proposed model could be achieved if t);le demand·· forecast for each 
~--
period were chosen by some random process. The procedure selected 
is outlined below: 
1. ·draw a random number. 
2. with this random number in hand, go to t.he following tabl.e. 
to identify the forecasted integer: 
.Random Number Forecast 
.0000 
- .0499 0 
.0500 - .1499 1 J 
.1500 - .2499 2 
. 
• 0 
• :• , . 
.. 
• ~ 
. .... 
• ~· 
. 8500 
- .9499 :9 
.9500 - .9999 10 
It was desired to use the range of means 0~10· .for the simulations; 
as a consequence the integers O and 10 have been assigned smaller 
probabilities of being chosen than the remaining values. 
Now consider the problem of deriving the expected operating 
cost per period, given: 
, 1. a planning horizon of 5 periods, 
2. a specific set of operating parameters, 
' 3. forecasted demands for each period which are generated as 
\ 
described above. 
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There are 11 possible· integer values for the forecast of any period; 
therefore the schedule of expected demands for this planning horizon 
can be any one ·of llxl0x9x8x7 = 55,440_number sequences. ,Let Aj 
represent any one of these sequences and E( A . ) be the expected cost 
. J 
incurred over a horizon g.iven that .A j is forecasted. Then the 
expected cost per period is given by 
' 
55,440 L E( Aj)p{ Aj)/5, where p( Aj) is the 
j=l 
. 
..... 
probability that A. will occur. Practically speaking, this cost J 
canno.t be derived because of the excessive computations;. how.ever· an 
estimate can be obtained by means of simulations. 
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-APPENDIX III 
' . The general structur~ of the simulation program is represented 
by the appended flow chart. Symbols used within the chart are 
defined below: · 
YA 
YB 
SA 
&. 
- current level of the inventory maintained by Model 1. 
- current level of the inventory maintained by Modei 2. 
- a quantit_y derived by Model 1 to detennine if an order 
should be placed • . If YA ~ sA,. no order is submitted.· 
- nµmber of periods in the current order interval. Thi-s 
quantity is derived by the Wagner and Whitin algorithm. 
QA - expected demand over ·the current order interval. This 
quantity ·is also determined by the Wagner and Whitin 
algorithm. 
- a quantity derived by Model 1 which defines the order 
size before netting has occurred (i. e·., before accounting 
for on-hand inventory). 
PA - procurement quantity from Model 1. 
' 
- procurement quantity detennined by Hadley's DK>del. 
·' 
R - a random demand chosen from the poisson distribution 
~ 
whose mean is d1 • d1 is the ·forecasted.demand for the 
upcoming period. 
, ORDERA. 
- 0 if PA = 0 
G if PA> 0 (G = order cost) 
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. .:. 
--~ 0 if XB - 0 -
ORDERB 
- I) 
* '" G if xB> 0 (G = order cost) 
-
. COSTA· 
- total cumulative cost incurred by the inventory system 
ope_rated by Model 1. 
, 
COSTB 
- total cumulative cost in~urred by the inventory system 
Clperated by Model 2. 
- unit stockout cost 
·1c - unit hold-ing cost 
Model 1 - the proposed model· 
Mode1·2 -·Hadley's model 
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.',t. 
.. ~ 
.. 
COSTA 0 -
-
COSTB - 0 
-
YA - 0 -
Ye - 0 -
-N = 0 
Compute sA 
;~:. 
) 
Compute 
• 
Compute 
•• 
.;. . 
..... 
" 
0 
. :i 
ORDEAA -
-
0 
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(Order 
ORDERA 
* Compute XB 
(Order * XB) 
NO 
ORDERB -
-
0 
Determine 
R 
. ' 
. .. 
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s 
G 
.. 
.. 
1;." 
YES 
ORDERB -
-
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.. 
New YA= Previous YA+ PA - R 
' 
,. 
NO YES 
ADD (yA)(IC) 
New COSTA Previous CX>STA + ORDERA + ADD 
. 
NO· Ya> 0 YES 
• 
ADD = (ya) (IC) 
j; 
,·:-. 
I 
.. ~. 
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New COSTB = Previous COSTB + ORDERB + ADD 
·.' 
New N = Previous N + 1 
NO N = 200 
YES 
Average Operating Cost for 
MODEL 1 = OOSTA/200 
Average Operating Cost for 
MODEL 2 = COSTB/200 
·' 
.. ,.,,,,_ .. _, ,_,. .. ~-·-· ...... -· ............. ............ ..... ···' ,- .... -- - . 
~ ' 
.. ,., 
~· 
.~.-
... 
"j 
t 
64. 
< 
·. 
4 
.~··, 
APPENDIX IV 
A number· of simulations have been performed to aid in 
·evaluating the inventory model proposed in this thesis.. The 
conditions under which these simulati9ns were perfdrmed are 
defined below: 
1. Planning horizon: 5 time periods 
2. Demand forecasts: gene.rated as described in Appendix II 
3. Type of frequency distributions: poisson 
4. Operating pare.meters: 
a. ordering cost: $10 
.b. lead time: • 4 of one time period 
c. initial stock level: 0 units 
,.. 
d. stockout cost: identified in Tables IV-1 and IV-2 
e. holding cost: identified in Tables IV0 --l and IV-2 
.. ,. 
5. Total interval of time: 200 time periods for each simulation 
6. Canputer: IBP.I° 360/50 
Each cell of Table IV-1 contains the results from that 
simulation which employed the holding and stockout costs indicated 
' in,the row and column headings. The average operating costs per 
period incurred by using the proposed model are identified by 
the symbol (Ml), while those corresponding costs for Hadley's 
model are identified by (M2). The third entry of each cell 
'represents the percent .additional operating costs of (Ml) with 
respect to (112). 
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'· 
In Table IV-2 there are also three entries per cell, and 
,. 
these quantities have the,following meanings, respectively: 
1. Average number of minutes required per period to compute 
' 
solutions in accordance with Hadley's model. 
2. Cost of the computations in " " 1, above, cilssuming computer 
charges at the rate of $160 per hour. 
· 3. Average additional operating cost per period incurred by 
\,_ 
the proposed model (difference between first and second 
entries in each cell of Table IV-1). 
Table IV-2 has been so arranged for convenient comparison of the 
systemic costs associated with computations of Model 2 to·the 
additional operating costs incurred by Model 1 • 
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TABLE IV-1 
Average Operating Costs Per Period* 
., 
HOLDING OOST Stockout 
Cost 
e 20 I 
.40 loOO 
' (Ml) 6.12 (Ml) 8.64 (Ml) 13.08 
5.00 (M2) 5.76 (112) 7.41 (M2) 10.48 
' 
6.3% ;I.6.6% 24.8% 
. 
(Ill) 6.37 (Ml) 8.85 (111) 13.59 10.00 (M2) 6.20 (M2) 7.76 (M2) 11.45 ,. 
2.7% 14.0% 18,7% 
\ 
.. 
• (Ml) 6.55 (M1) 9.45 (Ml) 14.62 
40.00 (M2) 6.46 · (M2) 8.57 (M2) 12.66 
.. 1.4% 10.3% 15.5% 
' 
. *Identi£ication 0£ cell entries: 
1. (Ml) xx .. xx - average operating costs incur~ed·by Model 1. 
2. (M2) xx.xx - average operating costs incurred by Model 2. 3. xx.x% - percent additional cost incurred by Model 1. 
t 
. 
-;: 
2.00 4.00 
(Ml) 15.57 (Ml) 19. 57. 
(M2) 13.06 (112) 16.09 
19.2% 21.6% • 
~ 
' 
(Ml) 16.85 (Ml) 22.18 
(M2) 14.33 (M2) 18.87 
17.6% 17.6% 
. (Ml) 19.49 (Ml) 27.12 
(M2) 16.91 (M2) 23. 12· 
I 
15.8% 14.4% 
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TABLE lV-2 
Systemic Costs Versus Additional Operating Costs Per Period* 
Stockout HOLDING OOST 
Cost 
.20 .40 1.00 2. 00 
' 
.378 =. .336 .288 .273 
"' ' 5.00 1. 01 .90 .77 
. 73 
.36 1.23 2.60 2.51 
. . , 
,. 
·,; 
.381 .345 .300 .270· . 
10.00 1.02 .92 .80 .72 
. 17 1.09 2.14 . 2.52 
, 
' 
I 
.399 .348 ·.306 .282 \ 40.00 1.07 
.93 .82 .·75 
.09 .88 1.96 2.58 
6 
l7 
*Identificatipn of cell entries: 
1. .xxx - .average computation time per period· for Hadley's Model, in minutes. 2. x.xx - computer charges for the above computation time. 
.,. 
3. x.xx - difference in operating costs per period, Model 1 vs. Model 2. · 
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4.00 
.246 
.66 
3.48 
.255 
.68 
3.31 
.267 
.71 
3.40 
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APPENDIX V 
The problem of deterin;ning what time interval should be·chosen 
for each simulation was resolved by studying the interim results 
' 
of several prel_iminary runs. T,he parameter m:ider observation during 
this study was running average op~rating cost per period.~ It was 
sub·sequently concluded that the parameter had suff,iciently stabilized 
. within 200 time periods ; but in order to gain 100 re confidence in· 
. 
this decision, replications for several parameter· combinations weret 
obtained and the resulting magnitudes compared. A discussion of 
these data follows. 
Replications 
The task of obtaining replications for any particular combina~'. 
tion of operating pa~ameters involves using a different series of 
-
random numbers for generating the demand forcasts (Appendix II); but 
. otherwise, conditions for successive simulation runs remain unchange_d. 
In an ideal situation, one might 'Obtain many replicates for each 
parameter combination and perform appropriate analyses in order to .f f 
make specific statistical statements about the data. Such an 
approach is not practical here, though, since each 200-run simulation 
consumes about one hour of computer time on the IBM 360/50. Never-
theless, sufficient data can be collected which the writer feels will 
pennit meaningful conclusions to be drawn. 
Two replicates have been taken for five of the fifteen cells 
contained in Table IV-1, Appendix IV. Now, provided an interval 
of 200 time period$ is in fact adequate as· hypothesized, both 
,., 
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. replicates· for each cell should have essentially the same JJU,i.g~itude. 
'These data are recorded in Table V-1 from which it can be seen that 
only minor differences exist between the magnitudes. Since the 
discussions of Chapters VI and VII are most concerned ·with differences 
in average costs between the two inventory models, this difference 
is given in Table V-2 for each replicate. Again, magnitudes compare 
very favorably. 
Representative plots of "~ning average operating costs versus. 
·current time period" have been included in Figures V-1 and V-2. The 
plot for each model is given in Figure V-1 for replicate 1· of ..,cell 
(2,3), wh1le a similar c~rve is found in Figure V-2 for replicate 
2. Since interest is centered around the variation as the 200th 
~ p~riod is approached, only the last 25 periods are represented. 
As a consequence of these exhibi:ts, it is felt that a good 
estimate of average operating costs will result from each 200-run 
simulation and that· meaningful conclusions.can be based on the 
I composite of data collected in these Appendices. 
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TABLE V-1 
Two Replications for Selected Combinations of Operating Parameters* 
• 
Replicate Inventory Cell Identification* 
Number Model (1,1) (3,1) (2,3) (1, 5) 
_(3, 5) 
Model 1 6.12 6.66 14.04 19.13 27.12 
1 
Model 2 5.76 6.46 11.30 15.88 23.72 ' 
Model 1 6.29 6.58 13.59 19.57 27.94 
. ' 2 
Model 2 5.85 6.20 11.45 16.09 24.22 
\ *The conditions under which these simulations have been performed are identical to· those for Cell (row x, column y) of Table IV-1, Appendix IV • 
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TABLE V-2 
Difference i·n Ope·rating Costs, Model 1 vs. Model 2, for Each Replicate 
• 
-
"i \ Replicate Cell Identification* Number 
,. 
(1, 1) (3,1) (2,3) (1, 5) (3,5) 
.·-o·· 
1 .36 .20 2.74- 3o25 ' 3.40 
' 
2 .44. .38 ' 2.14 3.48 3.72 
*Each entry here was obtained from data in correspon~ing cells of Table V-1. ) 
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APPENDIX VI 
Several inventory problems have been selected here to illustrate 
the rapid escalation in computational effort as demand forecasts a.re 
increased. Computation time necessary for., problem solution was 
... --... --~--'<~ • 
chosen as a measure of this effort; thus each policy derivation was 
monitored and the expended computer time. recorded·. The aerivations 
were performed on an IBM 360/50~ and the. ope.~ating parameters. are-
identified ·below: 
1. Op~rating Parameters: 
a. -ordering cost 
- $10 
b. holding cost per unit - $ 4 
c. stockout · cost per .unit - $10 
,, 
d. initial stock level - 0 unit.s 
r 
e. lead)time ,_ (. 4) ( one time perio'cf) 
f. planning horizon 
- 5 time -~period$ 
2. Demand forecasts for each period are identical in any 
1 
specific planning horizon. The various d. selected are J 
identifie~ in Tables VI-1 and VI-3. 
3. Type of frequency functions: poisson 
., 
:,< ·.1: 
The policy decisions for ten inventory problems have been 
derived using both models, with the times required for these 
solutions recorded in Table VI-1. As indicated··there, no ob-
servable computer times could be noted for Model 1 (the proposed 
model); on the other hand, those times required by Model 2 (Hadley's 
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- formulation) escalate rapidly as dj increases. Obviously then, the 
proposed model becomes more attract·i ve, cost-wise, when problems 
. .. 
are encountered· which must treat large demand forecasts. 
It is of interest to determine if these data can be extrapol~ted 
. to predict the time required for Hadley's model when dj > 22. 
Examination of the data of Table VI-1 shows that the times do not 
behave exponentially as dj increasee; so, attempts were made to 
fit polynomials of degrees 2, 3, and 4 to these data pairs. Mini-
mization of the sum of the squared deviations was selected as the 
• criterion for these polynomial regressions, and the parameters 
derived can be found in Table VI-2. The polynomial,. o"f degree 3 
was chosen, thus 
(VI-1) ·3 2 T(dj) =· .Ol508(dj) . - .14773(dj) 
+ 5.00029(dj) - 11.99697. 
But can this expression predict the computation times for dj > 22? 
In an attempt to answer this question, the computer times were 
observed for those dj identified in Table VI-3=- These observed 
~· 
times are recorded along with magnitudes predicted by equation (VI-1). 
Since the deviation between obaerved and predicted values increases 
as dj increases, equation (VI-1) will perform satisfactorily -only 
for a limited range of dj. It- follows that the true predictor 
assumes a more complex form than that considered here. However,. 
note that even if the correct expression were found, it could 
.. 
only apply to those problems with dj = dj+l and parameters ~s 
',. '. .,,, ,., 
j. 
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previously defined. In generaJ, .it is probably impractical to gather 
the data necessary for an attempt at deriving such a predictor if. 
. dj ~ dj+l· Thus the problem will not be pursued here. 
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TABLE VI-1 
:' 
Observed Computation Times 
. ., 
llean Demand 
dl dl5 4 6 8 - -o O o- 10 · 12 14. 16 18 20 22 
Time,Seconds 
* * * * * * * * * * 
Model l . 
·~ 
Time,Seconds. 
7 15 27 38 Model 2 52 73 \ 90 118 150 · 187 
I 
* No observable time could be noted. 
-.:a .. 
-.I . 
• 
"i 
.. Results of Polynomial Regressions 
" Polynomial Coe£:ficient Coe:f:ficient Coefficient Coe:f:ficient Intercept Sum of of Degree: Of X of x2 of x3 of x4 \, I Squares 
.. 
' 
' 2 
-1.76098 
.44034 
-
- 9.64394 57088333 
.... 
3 5.00029 
-.14773 .01508 
-11099697 • 12093683 -
' 4 3012150 .11535 • 00040 
.00028 
- 7.62879 12.60082 
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Mean Demand 
dl - - d5 ... ~ 
Observed Timei 
Seconds 
MODEL 2 
Predicted Time, 
Seconds 
Polynomial 
Forecast 
Error, 
Seconds 
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Forecast 
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Percent 
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TABLE VI-3 
Observed Versus Predicted Times 
24 
232 
232 
0 
0 
26 
268 · 
283 
+15 
5.6 
,.; ..... 
.. . 
28 
326 
343 
+17 
_cfi.2 
•• ',ii 
"' 
30 
378 
412 
+34 
" 
9.0 
-
:,·· 
32 
445 
492 
+47 
10.6 
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APPENDIX VII 
' As might be expected, the proposed model performs best when 
variation in forecasted demands is small. To illustrate this 
;fact, two simulations were performed under ident·ical conditions,. 
with the exception of forecasted demands: 
1. In the first experiment, forecasts were specified as 
·d j = ,5 in each period. 
2. In the second experiment,·· forecasted-.demai;ids were essen-
tially random in nature (generated as described in 
Appendix II). 
The operating parameters are identified in Table VII-1 along with -/ 
.the simulation results. 
Taking the percent additional operating cost as a measure.tf 
-
model performance, the table shows Model 1 to have incurred only 
4 percent additional cost with respect to Model 2 when stationary 
•·1;~. ·.~ 1:;: 
demands are used; but if these forecasts are generated as described 
in Appendix II, the extra cost averages 15.8 percent per period. 
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TABLE VII-1 
. ' 
Model Performance Under Stationary Demands 
·, 
' 
Simulation Nature Operating Inventory Average Difference Percent Operating • 
of in Additional 
Number - Demands Parameters Model Cost per Average Cost, 
Period Costs per Model 1 
Period 
,7 
Planning horizon:5periods Proposed .. 
r Model 20.85 Ordering cost: $10 ~-
dj - 5, - (Model 1) 
1 Stockout cost: $40·· all j, Holding cost:· $ 2 (200 time .81 4.0% poisson Initial stock level: ~ periods) distri- Haqley's 0 units .\ 
butions Lead time: (.4)(one Model 20.04 
time period) (Model 2) 
~ 
' 
Proposed 
generated Model 19.49 
2· as describe, (Model 1) 
' in (200 time Appendix II, above periods) same as. 2. 58 15.8% poisson Hadley's 
.. . 
distri- • Model 16.91 •, 
- butions (Model 2) 
' 
•· 
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APPENDIX VIII 
I-ti general it is impractical to compute, long-range· average -op-
.!I era ting cost per period for the case of nonstationary demands. 
That this is tru~ has been show-n 1~ Appendix ·II. .However, the. t·ask 
is feasible in some cases, for recall from Chapter·v that Hadley's 
dynamic prograDDning formulation derives expected cost z1(y) 1 in the 
-'\ * course of determining the order quantity x1• But this z1 (y1)·holds 
···only for ·a specific schedule of demand forecasts and the current 
J 
· inventory position y1 • If. the·demand distribution is stationary· and 
the interval covered by each successive planning horizon. is constant_., 
then,the schedule of demand forecasts used for each successive 
computation remains unchanged through time. Provided the average 
or expected value of y1 can be obta_ined, then a unique value of 
z 1(y1) can be computed, and this magnitude represents the expected 
cost for. ·each horizon. Average operating cost per period through 
time is thus given by z1(y1)/(number of periods in the horizon). A 
specific problem has be,n selected here to compare derived expected 
cost against the approximated value obtained from simulations. 
\ Table VII-1, Appendix VII, describes a 200-period simula~ion 
which utilized a stationary demand distribution with an expected 
value of 5 Units. From this run, it was found that $20.85 should 
approximate the derived expected cost per period (as a matter of 
---interest, the aver~ge cost was $20.86 at the end of 100 periods). 
Now the task remains to derive this expected cost. First, the ex-
pected value of y1 must be found. It was assumed that an adequate 
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estimation could be obtained by observing y1 throughout the 200-period 
simulation just described. The average value turned out to be 5 
units, and Z1(y1) is. computed to be $20.22 which compares very favor-
ably with $20.85 from the·simulations. 
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APPENDIX IX 
( Tables IX-1 and IX-2 contain summary data from the simulations 
described in Appendix IV. Total costs incurred.during the 200-
period runs are tabulated along with average inventory levels. 
Each line entry is identified with a cell in Table IV-1.- Note 
that average inventory level for the proposed moqel is invariably 
higher ~han the corresponding magnitude for Hadley's Jlk)del; and 
as a conseque~ce, excessive holding costs have been incurred. 
For Model 1 -(Table IX-1) , the reader may find that for some 
. .. ~ -.~ 
line entries the quantity (y j) (holding cost per period) (200 time 
periods) is slightly larger than the figure recorded under " Stockouts, 
\ 
. . . " Holding Costs. Thi& state of affairs is a product of the following 
two condit·ions: 
1. Model 1 maintains a higher than optimal inventory; thus, 
there is a reasonable probability that no stockouts will 
occur during a simulation, especially if r/IC is large . 
2. 
' ; 
t 
. ,_ If no stock.outs occur, then o-bviously the figure recorded 
under " " . Stockout, Holding Costs is comprised only of 
carrying ./~~barges, but since Yj- has been rounded to one {;,·i 
decimal place in these ta~ies, its magnitude will not 
yield the holding charges recorded there. 
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TABLE lX-1 
Summary ·Data from Simulations: · . Model 1 
I . . 
Stockout, 
Holding "Ordering Total 
. Average 
ce11* Costs 
( 1, 1) 
(1, 2) 
(1,3) 
( 1, 4) . 
(1, 5) 
(2, 1) 
(2 ,2) 
(2 ,3) 
(2.4) 
(2,5) 
(3, 1) 
(3 ,2) 
(3, 3) _ 
(3 ,4) 
(3 ,5) 
·-\,:· 
674.78 
877.98 
1326. 96 
1524.96 
2204. 97 
744.38 
• 959.18 
1487.96 
., 
. 1799.96 
2745.96 
8i0.38 
1140.38 
1834.95 
2377.96 
3763.96 
., 
Cost 
550.00 
850. 00 
1290. 00 
1590.00 
1710.00 
530 .. 00 
' 
810.00 
1230.00 
1570.00 
1690.00 
500. 00 
750.00 
1090.00 
1520.00 
1660.00 
r 
Cost 
1224.78 
1727.98 -
2616.96 
3114.96 
3914.96 · 
1274.38 
1769.18 . 
2717. 96 
3369. 96 
4435.96 
1310.38 
1890.38 
2924.95 
·3897.96 
.. 
' 
5423.96 . 
Y1 
16. 9 -
11.0. 
6.4 
3.4 
2.3 
18.6 
12.0 
7.4 
4.2 
3.0 
20.3 
14.3 
9.2 
5.9 
4.5 
*Each line entry here is identified with·a cell in Table IV-1, 
Appendix IV. 
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Cell* 
,, ( i, 1) 
C 
(1, 2) 
(1,3) 
(1,4) 
(1,5) 
(2, 1) 
· (2, 2) 
(2,3) 
(2 ,4) 
(2,5) 
(3, 1) 
(3 ,2) 
(3,3) 
(3 ,4) 
(3,5) 
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TABLE IX-2 
Summary Data from Simulations: Model 2 
Stockout, 
Holding 
Costs 
512.39 
691.38 
975.97 
1241.98 
1638.98 
589.19 
711.18 
1100.97 
1445.97 
2143.97 
592.19 
794.78 
1291.96 
1911.96 
3143.96 
--~· 
Ordering 
Cost 
640.00 
790.00 
1120.00 
1370.00 
1580.00 
650.00 
840.00 
1190.00 
1420.00 
1630. 00'" 
700.00 
920.00 
1240.00 
. 1470 .oo 
1600 .oo 
Total 
Cost 
1152.39 
- 1481.38 
2095. 97 · -
2611.98 
3218. 98 
1239 .19 
1551.18, 
2290.97 
2865.97 
3773.97 
1292.19 
1714. 78 
2531.96 
3381.96 
4743.96 
:.~ 
Average 
Y1 
10.6 
6 7' 
•• 
3.6 · 
1.5 . 
.3 
11.4 
7.5 
4.4 
2.5 
1.3 
12.8 
- 8.9 
·, 
'·· 
5.9 
4.3 
'Each line entry here is identified with a ~~i.1 in Table IV-1, 
Appendix IV. 
,• 
... 
. .•. 
\ 
I • 
. ' l 
}. 
; 
,, 
, 
1 
. i 
f: 
. ,', 
f," 
~( 
~ l . 
I 
'i 
i 
i 
I l . 
i 
~--'· 
""' ,. 
..... 
.... 
1·. 
I 
.. 
86 
.. 
BIBLIOGRAPHY 
I 
Books 
1. Ackoff, R. L., ed., Progress in Operations Research, Vol. 1, John Wiley and Sons, Inc. , New York, 1961. 
2. Arrow, K. J., Samuel Karlin, and Herbert Scarf, eds·., Studies 
in Applied Probability and Management Science, Stanford Univer-
sity Press, Stanford, California, 1962. 
3. Arrow, Ke Jo, Samuel Karlin, and Patrick Suppes,. Mathematical 
Meth9ds in the Social Sciences, 1959, Stanford University Pre~s, 
Stanford, California, 1960. 
4. Bellman, R. E., Dynamic Programming, Princeton .University Press, 
Princeton, 1957. 
5. Hadley, G.·, Non-linear and Dynamic Programming, Addison-Wesley 
Publishing Company, Inc., Reading, Massachusetts, 1964. 
6. · Hadley, G._, and T. M. Whitin, Analysis of Inventory Systems, 
Prentice-Hall, Inc. , Englewood Cliffs, N. J., 1963 •. 
7. Hannsmann, Fred, Op~rations Research in Product:i.on and Inventory 
Control, John Wiley and Sons, Inc., New York, 1962. 
8. Hoel,_ P. G., Introduction to Mathematical Statistics, John Wiley 
8' Sons, Inc. , New York, 1962. 
9. Livermore, P. E., J. E. Freund, and Irwin Miller, Manual of 
Experimental Statistics, Prentice-Hall, Inc., Englewood Cliffs, 
N. J., 1960. 
-10. Naddor, Eliezer, Inventory Systems, John Wiley & Sons, New York, 
1966. 
. 11.· Starr, M. K., andD. W. Miller, Inventory Control: Theoryand 
Practice, Prentice-Hall, Inc., Englewood Cliffs, N. J., 1962. 
12. Teichroew, Daniel, An Introduction to Management Science: 
Deterministic Models, John Wiley & Sons, Inc., New York, 1964. 
13. Tocher, K. D., _The Art of Simulation, The English Universities 
Press, Ltd. , london, 1963 • 
_.,... 
,•. 
r,., 
,,; :-
' 
' ., 
:·; 
.. 
. \ 
14. 
15. 
16. 
. . } -
,· 
.... ~ 
87 
·.,. ... 
BIBLIOGRAPHY (cont'd) 
, I 
Articles 
Bhatia, A., and A. Garg, "Application of J;>ynamic Programming ~ to a Class of Problems in Inventory Contro 1," The Journal.l?Jof 
Industrial Engineering,.Vol. 11, No. 6, Nov.-Dec., 1960, pp. 509-5120 
., 
Geisler, M.A., "A Study of Inventory Theory," Management Science., Vol. 9, No·. 3, April, 1963, pp. 490-497. 
Hadley, G. , and T. M. Whi tin , "A Family of Dynamic Inventory • " _..,.,.c' . 
. Models, Management Science, Vol. 8, No. 4, Jul)', 1962, pp. 458-469. 
17. Karlin, Samuel, uDynamic .Inventory Policy with Varying Stochastic' Demands," Management--~cience, Vol. 7, No. 3, . April, 1960, pp. 231-258. 
18. Kerner, H., "Scheduling for Known but Irregular Batch-wise 
·Demand," Operations Research Quarterly, Vol.·12, No. 4, December, 
· 1961, pp. 226-243. 
19. Mayer, R. R., "Interrelationships Between lot Sizes and Safety Stocks in Inventory Control," Journal of Industrial Engineering,. I Vol. 16, No. 4, July-August, 1965, pp. 268-274. 
20. Nemhauser, G. L. , ff A Note on lDt Sizes and Safety Stock Leve 1,·" Journal of Industrial Engineerin1, Vol. 17, No. 7, July, 1966, pp. 389-390. 
21. Veinott , A. F. , Jr. , "Optima 1 Policy in a Dynamic, Single-
Product, Nons~ationary Inventory Model with Severa1 Demand 
" Classes, Operations Research, Vol. 13, No. 5, September-
October, 19~5, PPe 761-778. 
22., Veinott, A. FG, Jr., "The Status of Mathematical Inventory 
Theory," Management Science, Vol. 12, No. 11, July, 1966,· pp. 745-777 . 
23. 
24. 
'' 
. 
Wagner, H. M., A Postscript to Dynamic Problems in the Theory 
of the Firm," Naval Research Quarterly, Vol. 7, pp. 7-12, March, 1960. 
'' ~ Wagner, H. M., and T. M. Whitin, Dynamic Version of the Economic lot Size Model," Management Science, Vo 1. 5, No. 1, October, 1958, pp. 89-96 • 
r: 
\I 
"'!', 
~:·. 
25. 
.. 
,, 
. ' 
... 
· .... :-·· . 
.;. 
'' 
88 
BIBLIOGRAPHY (cont'd) 
Zabel, Edward, "some Generalizations. 
Horizon Theorem," Management Science, 
1964, pp. 465-471. 
\: 
... ·. 
·., 
of an 
Vol. 
'~-
Inventory Planning 
10, No. 3, April, 
·; ·1, 
__ ,.: ... :', 
.. ~ 
~ .. 
j. 
' i 
l 
i 
I 
J 
l j 
l 
l 
l 
l 
J 
l 
' ; 
1 
1 
l 
. 
:i 
L 
'l 
;) 
·) 
1 
,. 
" 
<• . 
89 
~-
. ··~ 
. 4· 
VITA . . i 
PERSONAL HIS'l'ORY 
Name: Jerry Dean Owen 
Date of Birth: December 16, 1935 
Place of Birth: Ca teechee, South Carolina 
< 
Parents: William O. and Mattie M. Owen 
\ . 
EDUCATIONAL &\CKGROUND 
Liberty High School 
Liberty, South Carolina 
Clemson University 
Bachelor of Science in 
~-Electrica_l Engineering 
Lehigh University 
Candidate for Master of 
Science in Industrial 
lngineering 
HONORS ~ 
Graduated Cum Laude, Clemson University 
Tau Beta Pi 
Phi Kappa Phi 
PROFESSIONAL EXPERIENCE 
' _c.,,-
Western Electric Company, Inc. · 
Winston-Salem, N. C. 
Engineer 
United States Army . 
Radio Officer,· Signa1··eorps 
-Western Electric Company, Inc. 
Winston-Salem, N. c· .• 
Engineer · 
,, :..·· 
... 
Graduated 1953 
Graduated 1957· 
1965-1967 
1957 
1958-1960 
1960-1961 
:~· .. 
. ,,;.A 
. . . .. 
·1 .• 
·""-· 
-----·-,·~---'->-................... , ......... ..,.~., ........ ,- · .... _.:,,-, ... . 
\ 
\ 
I 
l 
I 
l 
. ! 
i 
I 
i 
i 
1' • • .• ,. ' 
",'\l.,:J; \.',":',._',""•;,; .. ;•!'"/'>.'i"::.;<i>lt~,WAI!<,~-... ---...-~--'<>• •-'·• • "" ' 
,-, 
- . -
' ':,I 
\ 
/ -
,;' . 
90 
PROFESSIONAL EXPERIENCE (cont . ) 
United States Anny - . 
Radio Officer, Signal Corps 
Western Electric Company, Inc. 
Winston-Salem, N. C·. 
Development Engineer 
Western Electric Company, Inc. 
Princeton , N • J. 
Research Engineer 
. . ' 
PROFESSIONAL ORGANIZATIONS 
J,, 
1961-1962 
1963-1965 
1965-1967 -
Institute of Electrical and Electronic Engineers 
"" The Institute of Management Sciences 
1- •· 
=·a, 
...• 
:1 
' :, 
. •: . ... 
.,. ':l 
r'. . 
....... 
•', 
. -
-:::-~----
.,..·. 
·:.-
. 
., 
~- . :
-· 
u 
r -· 
•, 
--
1· 
i' 
; 
I 
! 
1 · 
1 
I 
I 
! ; 
I 
1--
I I , 
I 
· l
I 
" l 
/ 
l 
! 
'-'. -
. l 
l 
I j 
I I . 
I 
! 
i 
,: 
i ; 
i 
.. ' .... '' -.-, ~.. ' '. ~?--'"'-".". .. 1,. ...... ~'"'·····. • • 
