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SUMMARY
This thesis presents a series of innovations in scalar (one-level) and multi-level
structured linear algebra. In particular, a number of theoretical results are given that yield
efficient algorithms for Toeplitz and Cauchy-like systems. While there are many types of
structured systems, these two in particular are common to signal-processing applications.
As a result, the algorithms developed in this research servethe purpose of reducing the
computational burden of solving linear systems in real-world, practical problems.
This work is built upon a strong foundation of structured linear algebra that has grown
steadily over the last several decades. While many conceptsfrom this context have served
as inspiration, one in particular – matrix displacement – isfundamental to most of the
results in this thesis. In broad terms, the displacement of agiven matrix structure concen-
trates the information characterizing a matrix into a compact form that may then be used
to perform matrix multiplication in many fewer operations than usual. More importantly,
displacement can also often be used to derive decompositions of both a matrix and its
generalized inverse into a sum of structured multiplicative erms. These “structured-sum
decompositions” (SSDs) allow for asymptotically efficient solutions to structured linear
systems.
The major contributions of the research can be split into twocategories.
Scalar results:Two efficient algorithms are given for scalar structured systems. The first is
an algorithm for the solution to Toeplitz Tikhonov-regularized least-squares problems that
expresses the regularization as a specialized polynomial interpolation. The interpolation
problem is then solved with an existing algorithmic framework with superfast (O(n log2 n))
complexity. The second uses a basic trigonometric manipulation to express the sinc inter-
polation matrix involved in digital resampling as a generalized Cauchy matrix. A novel
xiv
superfast algorithm is then presented for calculating the pseudoinverse of the resampling
matrix using an SSD.
Multi-level results: The second portion of the thesis presents a series of resultson multi-
level Toeplitz structure, divided into three parts. The first part describes an extension of
scalar algorithms for Toeplitz systems to specialized classes of multi-level Toeplitz matri-
ces by exploiting algebraic properties. Using these properties, existing superfast Toeplitz
inversion algorithms are adapted for this class of matrices. The second part gives a theoret-
ical contribution, providing a class of SSDs for the two-level Toeplitz inverse that exploits
a single level of Toeplitz structure. These developments unify a series of scattered de-
compositions of the two-level Toeplitz inverse and give insight into the inverse structure of
generic two-level Toeplitz matrices. Finally, the third part is a collection of properties of the
multi-level Toeplitz inverse and a discussion of the difficulties that arise in extending scalar
results to generic two-level matrices. Included in this part are discussions on multi-level
displacement, potential SSDs of multi-level matrices, andtransformations of multi-level
Toeplitz matrices into related multi-level structured forms.
xv
CHAPTER I: INTRODUCTION AND FUNDAMENTALS
1.1 Introduction
The field of signal processing is at the junction of engineering, mathematics, and computer
science. Within signal-processing applications, a variety of complicated and nuanced prob-
lems are expressed as linear systems to which the algorithmsof numerical linear algebra
can be applied. Since the systems of these problems usually correspond to some physi-
cal quantities, it is often the case that their matrices are highly structured. One pervasive
example is the Toeplitz structure that arises in temporally- or spatially-invariant systems.
There is a rich set of algorithms that have been developed to solve Toeplitz and other
structured systems economically. While some of these algorithms have seen great popular-
ity, their use is limited to one-dimensional problems. In multi-dimensional problems, struc-
ture appears in multiple ways or in multiple “levels” of the system matrix, yielding what
are known as multi-level structured systems. With some exceptions, multi-level structured
matrices lack many of the algebraic properties that are exploited to yield efficient scalar al-
gorithms. This problem is especially pronounced for Toeplitz structure, where it has proven
difficult to adapt existing superfast scalar algorithms for multi-level Toeplitz systems.
This research presents several asymptotically-effici nt methods for structured systems.
These algorithms are all connected to Toeplitz structure insome way; most are designed
for Toeplitz and multi-level Toeplitz matrices, but even the generalized Cauchy pseudoin-
version of Section 3.2 features Toeplitz structure prominently. To explain and derive these
algorithms, however, it is first necessary to define several basic concepts and explore known
results and techniques of structured linear algebra.
1.2 Structured linear algebra
By the early 1900s, the standard tools of linear algebra – Gaussi n elimination,LDU fac-
torization,etc. – were well-known methods of solving linear systems. These algorithms
1
are designed for arbitrary matrices, and a considerable amount of effort has gone into their
study and implementation. However, these tools are intentionally broad in scope, and make
minimal assumptions about the nature of the systems they solve.
This characteristic can be viewed as a deficiency for structued systems, as structure
tends to dramatically reduce the number of free parameters defining a matrix. The primary
tenet of structured linear algebra, which seems a natural conclusion to draw, is that the
computational effort expended to solve a linear system should primarily be a function of
the number ofree parameters in the system, rather than the actual size of the system. More
simply put, given an easily identifiable structure that reduces the number of parameters
defining a matrix, it is a reasonable assumption that there should exist a way to exploit that
structure to reduce the asymptotic cost of solving a linear system.
1.2.1 Types of structure
This research is concerned with a few specific types of structu ed matrices. The foremost
focus is Toeplitz structure, which is abundant in signal processing applications. Of partic-
ular interest is multi-level Toeplitz structure, which arises in multi-dimensional problems.
Closely related to Toeplitz structure (and also common to the field) is circulant structure,
which has close ties to the Fourier transform. Cauchy structu e also appears in one of
the most basic signal processing problems – non-uniform resampling – and is of interest
as well. Finally, Vandermonde structure is native to polynomial interpolation problems
and similarly shares deep connections with the Fourier transform. The remainder of this
subsection provides a brief introduction to each type of structure.
1.2.1.1 Toeplitz matrices
Temporally- or spatially-invariant linear systems are characterized by Toeplitz structure,
and the matrices representing these systems have constant coefficient values along each
diagonal. That is, a Toeplitz matrixA ∈ Cm×n has coefficientsAi, j = [ai− j]. Since it is




Circulant matrices are the subclass of square Toeplitz matrices that have periodicity in their
coefficients. Specifically, an × n circulant matrixC ∈ Cn×n is a Toeplitz matrixC = [ci− j ]
such thatc−k = cn−k for k = 1, . . . , n−1, and is therefore parametrized by onlycoefficients.
Circulant matrices are particularly appealing, as they arediagonalized by the Fourier
matrix Fk,ℓ = 1√ne
−j2πkℓ/n. More specifically, if the first column of a circulant matrixC is






From this decomposition, it is evident that circulant matrices can be applied with a few
Fast Fourier Transforms (FFTs) and diagonal matrix multiplies (DMMs) inO(n logn) op-
erations.
The notion of circulant structure can be generalized to the class of f -circulant matrices.
Definition 1.1 ( f -circulant matrix). A matrix A∈ Cn×n is f -circulant if there are coefficients
ai ∈ C such that
A =

a0 f an−1 · · · f a1





an−1 an−2 · · · a0

. (2)
If | f | = 1, an f -circulant matrix can be diagonalized with Fourier-like operators as is shown
in Section 4.1.1.
1.2.1.3 Cauchy, generalized Cauchy, and Loewner matrices
Cauchy matrices form a structured class whose elements are defin by (m+n) parameters.
3
Definition 1.2 (Cauchy matrix). For c ∈ Cm×1 and d∈ Cn×1 such that ci , d j for all i , j, the
matrix C∈ Cm×n with
Ci, j =
1
ci − d j
(3)
is a Cauchy matrix parametrized by the nodes c and d.
The entries of the vectorsc andd are referred to as thedenominator nodes, and completely
specify the matrix. Much like Toeplitz matrices, Cauchy matrices have a telescoping struc-
ture; any submatrix of a Cauchy matrix is also Cauchy. A well-known example of Cauchy
matrices is the Hilbert matrix, whose coefficients have denominators
ci − d j = i + j − 1.
By the nature of their coefficients, Cauchy matrices can be highly sensitive to numerical















has singular valuesσ1 = 100.015 andσ2 = 99.995, for a condition number of 1.002.
However, if the entryc1 is set toc1 = 0.9999 (a change of only 1%), the condition number
rises to 100. For this reason, algorithms for Cauchy matrices ar often heavily stabilized.
The structure of Cauchy matrices allows them to be applied efficiently. One option is to
use polynomial interpretations of Cauchy matrix multiplicat on [83], but this can be highly
numerically unstable depending on the denominator nodes. Alternatively, a Cauchy matrix
can beapproximatelyapplied inO(N), whereN = m+ n, with the Fast Multipole Method
(FMM) [50].1
Cauchy structure can be generalized to a broader class of matrices hat incorporate
numerator factors, as well.
1TheO(N) complexity assumes a fixed precision; in reality, the execution time scaling isO(N log(1/ǫ)),
whereǫ controls the precision.
4
Definition 1.3 (Generalized Cauchy matrix). For c ∈ Cm×1 and d∈ Cn×1 such that ci , d j
for all i , j, and for Z ∈ Cm×r and Y ∈ Cn×r with rows zTi and yTj , respectively, the matrix
B ∈ Cm×n with entries
Bi, j =
zTi yj
ci − d j
(4)
is ageneralized Cauchy matrixparametrized by the denominator nodes ci and dj and the
generator matrices Z and Y.




diag(Zk) ·C · diag(Yk), (5)
whereZk = Zek andYk = Yek are the columns ofZ andY. Given this decomposition, the
cost of applying a generalized Cauchy matrix isO(rN) when the FMM is employed [83].
A subclass of generalized Cauchy matrices is the set of Loewner matrices.
Definition 1.4 (Loewner matrix). For a, c ∈ Cm×1 and b, d ∈ Cn×1 such that ci , d j for all
i, j, the matrix B∈ Cm×n with entries
Bi, j =
ai − b j
ci − d j
(6)
is a Loewner matrix parametrized by denominator nodes c and d and numerator nodes a
and b.







. These matrices are closely connected with interpolation pr blems for rational
functions (i.e., “rational interpolation”).
1.2.1.4 Vandermonde matrices
Vandermonde matrices correspond to polynomial evaluations, a d are parametrized by a
set ofm “evaluation nodes” and the number of columns,.
5
Definition 1.5 (Vandermonde matrix). For z ∈ Cm, the matrix
V =

1 z1 · · · zn−11









Definition 1.5 is not universally agreed upon; depending on the application, either the ma-
trix V or its transposeVT may be referred to as “Vandermonde.”
When the evaluation nodes are the roots of unityzk = e±j2πk/m, V is a Fourier matrix and
can be applied inO(n logn) operations with the FFT. Whenm = n as well, the matrixV
may also be inverted inO(n logn) with the FFT. When the nodes are more general,V can
be applied to a vector inC(n) logn operations, whereC(n) = O(n logn log logn), with the
fan-in/fan-out method [83].
1.2.2 Structure in signal processing
Some of the most basic signal-processing operations and concepts are closely connected
with structured systems. The following sections contain a representative – but highly in-
complete – set of examples.
1.2.2.1 Convolution
Linear convolution is natively tied to Toeplitz matrices, and the convolution of two vectors
can always be written as a linear system involving a Toeplitzmatrix. If h andx are two 1-D
signals, their linear convolution is written asy = h⊛ x. If the lengths ofh andx arem and
n, respectively, theny is of lengthp = m+ n− 1, and it can be written as the left-hand side
of a linear systemy = T x, whereT is a p× n Toeplitz matrix with entriesTi, j = hi− j+1.2
2It is assumed thathk = 0 for k < [0,m− 1].
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The problem of deconvolving two signals is equivalent to solving a Toeplitz system.
Any length-n subvectorys of y can be expressed asys = Tsx, whereTs is the corresponding
square submatrix ofT. Assumingh to be known andTs to be nonsingular, the signalx can
be recovered from the measurement subvectorys asT−1s ys = x
∗.
In the case of higher-dimensional signals, the previous explanations have straight-
forward generalizations. For 2-D signals, leth and x be images andy = h ⊛ x their
2-D linear convolution. Denoting the column-vectorized image x as ẋ = vec(x), then
ẏ = vec(y) = Tẋ, whereT is a matrix with a Toeplitz arrangement of Toeplitz blocksTi, j.
The entries of each block are given by (Ti, j)k,ℓ = hi− j+1,k−ℓ+1. This type of matrix is referred
to as atwo-level Toeplitzmatrix.
Supposingx to bem× n, anm× n submatrixys of the left-hand sidey can be written
(in vectorized form) as ˙ys = vec(ys) = Tsẋ, whereTs is an mn× mn submatrix ofT.
More specifically,Ts has ann × n Toeplitz arrangement of blocks, each of which is an
m× m Toeplitz matrix, and is therefore a two-level Toeplitz matrix. If h is known andTs
is nonsingular, the vectorized input ˙x may be recovered fromys by computing ˙x = T−1s ẏs.
Further generalizations to higher dimensions are immediat.
In addition to linear convolution, circular convolution also involves structured matrix
operations. A circulant matrix-vector product produces the result of a circulant convolution.




















1.2.2.2 Autocorrelation and cross-correlation of random processes
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wherex andy are both assumed to be of lengthn for simplicity. It is obvious from the
expression above that the cross correlation between two discrete signals can be written as
a Toeplitz matrix multiplication (and hence also as a convoluti n).
Similarly, the autocorrelation of a digital sequencex[n] is the cross-correlationrxx[n].
From the previous expression, the cross-correlation is an eve function, andrxx[−k] =
rxx[k]. The autocorrelation matrixRi, j = rxx[i − j] of a wide-sense stationary processx is
then a square, symmetric Toeplitz matrix.
1.2.2.3 Applications
While convolution and cross correlation refer to common problems in signal processing,
there are many morespecificapplications where Toeplitz matrices are encountered, as well.
Examples include integral equations with difference kernels [47], functional approxima-
tion [16], interpolation [92], time-series regression [28], and scattering theory [17]. Of
course, these examples are but a small subset of the problemsin which structure arises.
1.3 A short history of Toeplitz algorithms
Since Toeplitz matrices appear often in practical problemsand their structure is readily
visible, they have served as an obvious candidate for the devlopment of efficient algo-
rithms. In 1947, Norman Levinson was the first to develop anO( 2) recursive inversion
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algorithm for Toeplitz matrices [70]. This algorithm exploited the telescoping structure of
the principal leading submatrices of Toeplitz matrices, aswell as their symmetry properties.
Over the next two decades, Levinson’s work was re-derived and improved by Durbin [28],
Trench [102], Zohar [116], and others. Each of these works operated in a unique context,
but used the same fundamental idea.
In the late 1960s, Bareiss developed a recursive inversion algorithm more closely re-
sembling the methods of classical linear algebra by using Toeplitz structure to accelerate
the row reduction inLDU factorization and Gaussian elimination [7]. He used information
from the upper- and lower-triangular row-reduced forms to bring the total cost of Gaussian
elimination for Toeplitz systems toO(n2) calculations. Since Bareiss’s algorithm effectively
performsLDU factorization, which progressively reduces the system with Schur comple-
ments, it is referred to as aSchur recursion.3 While the Schur recursion requires twice as
much storage as the Levinson recursion, it involves no innerproduct calculations and can
be considerably faster when implemented in parallel archite tures.
The Levinson and Schur recursions were important developments and remain sufficient
for moderately sized problems. However, the advent of Cooley and Tukey’sO(n logn) FFT
in 1965 caused a radical change in the landscape of scientificcomputing [25]. The FFT
allowed convolution and polynomial multiplications to be calculated significantly faster
than prior techniques had allowed. As a result, the direct-form calculations of circular
and linear convolutions in signal processing were replacedwith FFT-based operations. In
structured linear algebra, the FFT allowed Toeplitz and circulant matrix-vector products to
be computed inO(n logn) time.
The rising prominence of the FFT led to a renewed interest in the Schur and Levinson
recursions, resulting in the first set of “superfast” Toeplitz solvers. These algorithms drew
heavily from the FFT; not only did they employ it to acceleratthe calculations of the
3While not originally known, it was shown that this general technique had deep connections to Issai
Schur’s prominent work on complex function theory, hence the association with Schur’s name [94].
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recursions, but they also mimicked its divide-and-conquerapproach. Regardless of the
specifics, recursion remained the unifying theme for each oft ese algorithms.
The first superfast Toeplitz solver was presented in 1980 by Morf [77], and was cen-
tered on the displacement-rank approach introduced in [76]and later formalized in [63].
Morf’s algorithm used the properties of the displacement structure of Toeplitz matrices
along with a blockwise matrix-inversion formula to derive adivide-and-conquer variation
of the Schur recursion. In the same year, Bitmead and Anderson developed a nearly iden-
tical procedure [15]. These two algorithms were the first to achieve a complexity less than
O(n2), but suffered from large overhead cost and ultimately proved impractic l [95].
Several years later, a second generation of accelerated recursions emerged that es-
chewed displacement for polynomial methods, beginning with Musicus in 1984 [80] and
followed by a variety of similar algorithms [3, 4, 27]. By placing the recursions into a poly-
nomial context, these algorithms used the FFT to acceleratepolynomial multiplications
and again took a divide-and-conquer approach to the inversion. Compared to the earlier
displacement-based algorithms, these approaches had consi erably smaller overhead costs,
but were prone to numerical instability. Modern versions ofthese accelerated recursions
improve the stability at the cost of a slightly higher complexity of O(n log3 n) [99].
The accelerated recursions improved the asymptotic complexity of the fast algorithms,
but failed to gain mass appeal. A new idea for superfast Toeplitz inversion algorithms
surfaced several years later that involved a fundamentallydifferent approach. The objective
of this new method was to find the parameters defining the underlying structure of the
Toeplitz inverse.
The Toeplitz inverse had been studied well before the accelerat d recursions were in-
troduced; its closed-form expression was known even prior to Durbin’s work [97, 115].
However, this description of the Toeplitz inverse did not appear computationally useful
until the derivation of the Gohberg-Semencul formulas in 1972 [48]. These formulas de-
compose the Toeplitz inverse as a sum of products of triangulr Toeplitz matrices, meaning
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it could applied at the cost of a few Toeplitz matrix-vector products (using the FFT). De-
compositions like the Gohberg-Semencul formulas, (1), and(5) that express a matrix as a
sum of products of structured matrices are referred to as “structured-sum decompositions”
(SSDs), and are a recurring theme in structured linear algebra.
For the Gohberg-Semencul formulas to be useful, however, thre must exist an efficient
way to determine their parameters, known as either thecanonical fundamental system
(CFS) or theinverse generatorsof the matrix. The first step toward a superfast algorithm
to determine the inverse generators was to place them in the cont xt of polynomials [56].
This point of view later allowed Van Barel to express the generators as solutions to a
specialized type of problem known astangential interpolation [110]. Using the proper
theoretical framework [108] and employing the FFT for polynomial multiplications and
evaluations, Van Barel gave a stabilized divide-and-conquer algorithm to produce the in-
verse generators of a Toeplitz matrix. When paired with the Gohberg-Semencul formulas,
this result provides anO(n log2 n) Toeplitz inversion algorithm. Compared to alternatives,
the tangential-interpolation algorithm is more intricate, both in terms of theory and imple-
mentation. However, for very large matrices, it can provideextremely efficient inversion
relative to alternatives.
Finally, more recent Toeplitz inversion algorithms make a subtler use of Toeplitz struc-
ture, employing efficient transformations to replace Toeplitz system of equations with
Loewner or generalized Cauchy forms. The transformed systems have a highly compress-
ible structure that allows them to be solved efficiently and stably with hierarchical tech-
niques. With the transformed system solved, the original solution to the Toeplitz system is
found by inverting the transforms.
Two prominent examples of this approach exist. The first, developed by Martinsson
and Rokhlin [73], transforms the Toeplitz matrix with the 2-D Fourier transform. The off-
diagonal blocks of the transformed matrix have low rank, a prope ty shown in Rokhlin’s
previous work on non-uniform Fourier transforms [30]. Thisrank structure is used to solve
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the system in a fashion inspired by the FMM [20], yielding an inversion complexity of
O(n logn).
The second algorithm to take this approach transforms a Toeplitz matrix into a Loewner
matrix using two Fourier-like operators. This transformation was first given by Fiedler,
who showed how Hankel matrices (which are column-reversed Toeplitz matrices) can be
transformed into their Loewner forms [39]. The analogous result for Toeplitz structure
surfaced in later works [44, 47, 52, 82].
The Loewner matrix resulting from the transform also has off-diagonal blocks with low
rank. This property is exploited by expressing the Loewner form in a matrix decomposition
called the “sequentially semi-separable” (SSS) representatio [21]. Using this structure,
Chandrasekaran developed a compressive inversion algorithm that operates inO(np2) time,
wherep is the maximum rank of any of the off-diagonal blocks (and can be shown to be
small compared ton) [22].
1.4 Displacement
Many modern results in structured linear algebra make use ofa technique known as the
displacement-rank approach. This technique distills a structu ed matrix down to a set of
fundamental parameters that characterize it. With a compact representation of a given
matrix structure, many operations can be performed effici ntly.
1.4.1 Motivation and history
The earliest origins of the displacement-rank approach appe r to be in the context of ra-
diative transfer problems [60], with its central ideas later resurfacing in the least-squares
estimation of stochastic processes in terms of nonlinear Riccati equations [61]. However,
in a structured linear algebra context, the displacement framework began with the specific
intent of characterizing how “close to Toeplitz” a given matrix is [63]. In this context, these
first displacement operators made use of the evident property tha Toeplitz matrices define
systems that are in some way shift invariant [40].
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However, the use and definition of displacement rapidly expanded, and the focus of
displacement operators broadened from Toeplitz matrices to structured matrices in general.
Pan gives a more modern and encompassing definition for displacement operators [83]:
...the displacement of a matrixM [is] the imageL(M) of an appropriate linear
displacement operatorL applied to the matrixM and revealing its structure.
While the term “revealing its structure” is somewhat vague,th general idea is that the dis-
placement yields some compact, meaningful description of the matrix. More specifically,
it typically yields a low-rank structure whose total description requires as many parameters
(or perhaps just a few more) than is required to parametrize the matrix.
The displacement-rank approach is useful when the low-rankdescriptions lend them-
selves well to efficient algorithms. For many classes of structured matrices,displacement
generates efficient multiplication and inversion algorithms in which thestructure of the
matrix is inherently exploited through the choice of displacement operator. In designing a
displacement algorithm, then, it is of paramount importance to understand the theoretical
and numerical properties of the operator.
1.4.2 Sylvester and Stein displacement
There are two types of displacement operator used for structured matrices.
Definition 1.6 (Sylvester displacement). For matrices C∈ Cm×n, A ∈ Cm×m, and B∈ Cn×n,
theSylvester displacementof C by A and B is
∇A,B(C) = AC−CB. (7)
The operator∇A,B(·) is referred to as aSylvester displacement operator. Sylvester dis-
placement is a linear operation; given two matricesC andD, it follows from Definition 1.6
that∇A,B(C + D) = ∇A,B(C) + ∇A,B(D).
Fact 1.1 lists some other properties of Sylvester displacement.
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Fact 1.1. For A, B,C,D,E ∈ Cn×n, the following are true:
1. ∇A,B(CD) = ∇A,E(C)D +C∇E,B(D) through direct evaluation.
2. C−1∇A,B(C)C−1 = −∇B,A(C−1) if C is nonsingular from Definition 1.6.
3. rank(∇A,B(C)) = rank(∇B,A(C−1)) if C is nonsingular from the previous point.








Given the displacement structure of a matrix, the second point of Fact 1.1 shows how the
displacement structure of the inverse may be obtained. Thisproperty is crucial to several
algorithms, and is a particularly beneficial aspect of Sylvester displacement.
A second type of displacement is Stein displacement.
Definition 1.7 (Stein displacement). For matrices C∈ Cm×n, A ∈ Cm×m, and B∈ Cn×n, the
Stein displacementof C by A and B is
∆A,B(C) = C − ACB. (8)
The operator∆A,B(·) is referred to as theStein displacement operator. Stein displacement
is also linear, since for two matricesC andD it is evident that∆A,B(C + D) = ∆A,B(C) +
∆A,B(D).
The following statements are also true of Stein displacement, and are analogous to
several points of Fact 1.1.
















∆A,B(CD) = ∆A,In(C)D + AC∇In,B(D), and
∆A,B(CD) = C∆In,B(D) − ∇A,In(C)DB,
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which are shown through direct evaluation as in [82] and [83], hold.








if A is nonsingular (see [83]).
3. rank(∆A,B(C)) = rank(∆B,A(C−1)) if C is nonsingular (see [63], Theorem 1).
The connection between the displacement of a matrix and the displacement of its inverse
is more complex in the case of Stein operators, as it relies onthe onsingularity of one of
the matricesA andB. However, there is appeal in the ease with which one can reconstruct
a matrix from its Stein displacement.
The objective with displacement is to compress the information hat parametrizes a
matrix into a low-rank representation. For a matrixC ∈ Cm×n, if the displacement of the
matrix can be written as∇A,B(C) = GHT (or∆A,B(C) = GHT) with G ∈ Cm×r andH ∈ Cn×r ,
the matricesG andH are referred to as thegenerator matricesof C. The columns ofG
andH are referred to as thegeneratorsof C.
1.4.3 Singularity and recoverability
A displacement operator is said to be nonsingular when∇A,B(C) = 0 impliesC = 0 (and
similarly for∆A,B(C)). One condition for the nonsingularity of displacement operators is as
follows.
Proposition 1.1. The operator∇A,B(·) is nonsingular if and only ifλi(A) , λ j(B) for
all pairs of eigenvalues(λi(A), λ j(B)); the operator∆A,B(·) is nonsingular if and only if
λi(A)λ j(B) , 1 for all pairs (λi(A), λ j(B)).
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Proof. See [85], Theorem 3.3.
A corollary provides a slightly simpler result for Sylvester displacement.
Corollary 1.1. If the operator∇A,B(·) is nonsingular, then at least one of the matrices A or
B is nonsingular.
Proof. See [85], Corollary 3.4.
The converse of Corollary 1.1 does not hold, however. As a counterexample, ifA = B = In,
the displacement of any matrix would be0, and therefore the operator∇A,B(·) is singular.
A nonsingular Sylvester displacement can be expressed in terms of a Stein displace-
ment.
Proposition 1.2. Let an operator∇A,B(·) be nonsingular; then A−1∇A,B(·) = ∆A−1,B(·) if A is
nonsingular and/or ∇A,B(·) = −∆A,B−1(·)B if B is nonsingular.
Proof. If ∇A,B(·) is nonsingular, by Corollary 1.1 at least one ofA andB is nonsingular. If
A is nonsingular, for any properly-sized matrixC,
A−1∇A,B(C) = A−1(AC−CB) = C − A−1CB= ∆A−1,B(C).
If B is nonsingular,
∇A,B(C)B−1 = (AC−CB)B−1 = ACB−1 −C = −∆A,B−1(C).
Since a matrix can be fully recovered from a nonsingular displacement, the represen-
tation of the matrix under the displacement operator contains ll of the information that
parametrizes the matrix. In other words, the generators of amatrix with respect to a non-
singular displacement completely characterize the matrix. This concept is at the heart of
the displacement-rank approach, which seeks to reduce the number of calculations nec-




If a displacement operator is nonsingular, a matrix can be recov red from its displacement.
Proposition 1.2 allows all reconstruction results to be placed in terms of Stein operators
(which are easier to manipulate for this purpose). Recoveryformulas for certain types of
displacement matricesA andB can be derived once a recursion from [83] is established.
Lemma 1.1. For a matrix C∈ Cm×n and matrices A∈ Cm×m, B ∈ Cn×n, for all k ≥ 1





Proof. By definition,C = ∆A,B(C) + ACB; iterating this identity yields














Lemma 1.1 leads to the following reconstruction theorem.
Theorem 1.1.For a matrix C∈ Cm×n and matrices A∈ Cm×m, B ∈ Cn×n,







 (In − bB
q)−1 ; (10)
2. if Bq = cIn (i.e., if B is c-potent of order q), then














Proof. From Lemma 1.1,





The three points correspond to:















1.4.5 Displacement operator matrices
Since displacement is framed in terms of linear operators, it i instructive to consider the
operator matrices that correspond to Stein and Sylvester displacements. For a matrixA ∈
C
m×n, let vec(A) ∈ Cmn×1 be a “vectorized” version of the matrix that is constructed by ap-
pending the columns of the matrix one after another; in otherwords, [vec(A)] i+( j−1)m = Ai, j.
Using this notation, the following proposition describes the operator matrices of displace-
ment operators.









withΠA,B andΘA,B the mn×mn matrices
ΠA,B = In ⊗ A− BT ⊗ Im and (13)
ΘA,B = Imn− BT ⊗ A, (14)
where⊗ denotes the Kronecker product.
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Proof. See Appendix A.
Since the operator matrix characterizes the actions of the operator, a displacement op-
erator is nonsingular if and only if its operator matrix is nonsingular. Given a nonsingular
displacement operator, a matrix can be recovered from its displacement by applying the
inverse operator matrix to the vectorized displacement (and then “matricizing” the result).
The Sylvester displacement of a matrix inverse may be obtained through the displace-
ment of the original matrix:
−∇B,A(C−1) = C−1∇A,B(C)C−1
In addition, from the proof of Proposition 1.3, the following identity holds:
vec(ACB) = (BT ⊗ A)vec(C) .





= (C−T ⊗C−1)ΠA,Bvec(C) and





1.5 Multi-level linear algebra
As computational power and sensing sophistication have improved, the scope of signal-
processing problems facing engineers has broadened considerably. Many new problems
that are under consideration involve multi-dimensional signals. When multi-dimensional
problems are structured, the system matrices that describetheir linear-algebraic formula-
tions exhibit structure in multiple ways, and are termedmulti-level structured matrices. To
elegantly present mathematical results for these problems, it is useful to define notions of
multi-level linear algebra.
1.5.1 Basic definitions
To generate readable expressions for multi-level matrices, one must first define notions of
multi-level structure and the operations that manipulate it. A matrix A ∈ Rmn×mn is written
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as an (m, n) two-level matrix when it is expressed as ann× n block matrixA = [Ai, j ] with
each blockAi, j anm×mmatrix. If the matrixA is written in full asA = [ar,s] for 1 ≤ r, s≤
mn, then for 1≤ i, j ≤ n the blocksAi, j have coefficients [Ai, j]k,ℓ = a(i−1)m+k,( j−1)m+ℓ for
1 ≤ k, ℓ ≤ m.
In this notation, a multi-level structure has only been defined for square two-level
matrices, but it is also useful to define “block rows” and “block columns.” A matrix
X ∈ Rm×mn can be written as an (m, n) block row vectorX =
[
X1 · · · Xn
]
with com-
ponentsXi ∈ Rm×m. Similarly, a matrixX ∈ Rmn×m can be expressed as an (m, n) block
column vectorX =
[
XT1 · · · XTn
]T
.
One can immediately notice from the latter definition that notati n can become cumber-
some. By transposing a block column vectorX, one obtains a block row vector. However,
the blocks of this block row vector are thetransposesof the blocks ofX, which may not be
what is desired. To avoid confusion and complex notation, several matrix operations may
be defined for multi-level matrices. The most obvious and straightforward are adaptions of
transposition that operate on only a single structural level.
Definition 1.8 (Block-level transpose). For A ∈ Rm1n1×m2n2, written as an n1 × n2 block








A1,n2 · · · An1,n2

∈ Rm1n2×m2n1.
Definition 1.9 (Blockwise transpose). For A ∈ Rm1n1×m2n2, written as an n1×n2 block matrix
A = [Ai, j] with blocks Ai, j ∈ Rm1×m2, theblockwise transpose, denoted AT , is the matrix
AT =










Using Definitions 1.8 and 1.9, the following fact is true.
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Fact 1.3. Given a matrix A with a defined two-level structure, AT = (AT )T = (AT )T .
It must be noted at this point that there is no reason why the coeffi ients ofA must be
real; similar terminology for conjugate transposes may be defined for complex matrices.
However, this is a needless complication for the sake of developing theory, and the the-
oretical results that use these conventions hold for complex matrices if the transposition
operations are replaced with conjugate transposition operations. In short, the extension of
these concepts to complex matrices is both immediate and obvious.
Unlike the standard transpose, both the block-level and blockwise transposes must be
explicitly defined relative to the multi-level structure ofthe matrix. To emphasize this
point, the block-level and blockwise transpose for a (2, 3) two-level matrix are not the
same operations as for a (3, 2) two-level matrix. To keep things simple in terms of notation,
these distinctions are omitted when describing the operations, and the definition of the
multi-level matrix structure for any given result is assumed to be known and contextually
established.
It is possible to permute (m, n) two-level matrices to become (n,m) two-level matrices
with the use of the level-swapping matrix.
Definition 1.10 (level-swapping matrix). The(m, n) level-swapping matrix is the matrix






e(i−1)m+k · eT(k−1)n+i . (15)
From its definition, the matrixPT is the (n,m) level-swapping matrix.
The following proposition shows how the level-swapping matrix is used to exchange
the two-level structure.
Proposition 1.4. Let A be an(m, n) two-level matrix with blocks Ai, j having coefficients
[Ai, j]k,ℓ = a(i−1)m+k,( j−1)m+ℓ for 1 ≤ i, j ≤ n and1 ≤ k, ℓ ≤ m, and let P be the(m, n) level-
swapping matrix. Then A′ = PTAP is an(n,m) two-level matrix with blocks A′k,ℓ having
coefficients[A′k,ℓ] i, j = a(i−1)m+k,( j−1)m+ℓ .
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Proof. The (i, j)th coefficient of the (k, ℓ)th block of A′ is
[A′k,ℓ] i, j = A
′










e( j′−1)m+ℓ′ · eT(ℓ′−1)n+ j′e(ℓ−1)n+ j = e( j−1)m+ℓ.
Similarly, eT(k−1)n+i P
T = eT(i−1)m+k, and therefore
[A′k,ℓ] i, j = e
T
(i−1)m+kAe( j−1)m+ℓ = a(i−1)m+k,( j−1)m+ℓ.
1.5.2 Symmetry and persymmetry
A square matrixA is symmetric if its coefficients are reflected about its main diagonal; that
is, if AT = A. Similar notions of symmetry may be established among the various levels of
a multi-level matrix. An (m, n) two-level matrixA is block-level symmetric if AT = A and
blockwise symmetricif AT = A.
The relations between symmetries in various levels of a matrix re nuanced. If a ma-
trix is both block-level symmetric and blockwise symmetric, it is necessarily symmetric.









is symmetric whenA1, A4, and A6 are symmetric, it is only blockwise and block-level
symmetric ifA2, A3, andA5 are all symmetric. The one-way nature of the relationship of
symmetries is summarized with the following fact.
Fact 1.4. Let ST, ST , andST be the sets of all symmetric, block-level symmetric, and
blockwise symmetric(m, n) two-level matrices, respectively. Then:
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1. ST 1 ST; for example, A= I2 ⊗ B, where⊗ denotes the Kronecker product and B is
non-symmetric, satisfies A∈ ST and A< ST.
2. ST 1 ST; the similar example A= B⊗ I2 with B non-symmetric demonstrates this
point.
3. (ST
⋂ST ) ⊂ ST, which follows directly from Fact 1.3.
Other types of symmetries than reflection about the diagonalalso exist. For example,
the following is a symmetry of particular interest for Toeplitz matrices.





the ith canonical vector ofRn. An n× n matrix A ispersymmetric if JnAT Jn = A.
Much as symmetry is mathematically defined relative to the transpose operation, persym-
metry can be defined relative to the persymmetric transpose.
Definition 1.12 (Persymmetric transpose). Thepersymmetric transposeof a matrix A∈
R
m×n is the n×m matrix AP = JnAT Jm.
Using the persymmetric transpose, an equivalent definitionof persymmetry for a matrix
A is thatAP = A. As is the case for symmetry, a matrix can only exhibit persymmetry if
it is square. Several other properties of persymmetry are also analogs of the properties of
symmetry.
Proposition 1.5. For A ∈ Rm×n and B∈ Rn×p, the following hold:
1. Let m= n; AP = A if and only if JnA = AT Jn and AJn = JnAT .
2. (AT)P = (AP)T .
3. If m= n and A is nonsingular,(A−1)P = (AP)−1 = A−P.
4. (AB)P = BPAP.
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Proof. See Appendix A.
In addition to these properties, there are the following facts on persymmetry.
Fact 1.5. The following statements on persymmetry hold:
1. The sum of two persymmetric matrices is persymmetric, which follows from the lin-
earity of transposition (and therefore of persymmetric transposition).
2. Powers of persymmetric matrices are also persymmetric, which follows from the
fourth point of Proposition 1.5.
3. Square Toeplitz matrices are persymmetric since they have constant diagonals (and
therefore must be symmetric about their antidiagonals).
4. The inverse of a nonsingular persymmetric matrix is also persymmetric from the third
point of Proposition 1.5.
5. The inverse of a nonsingular Toeplitz matrix is necessarily persymmetric from the
previous two points.
The first statement of Fact 1.5 implies that the set of all persymmetric matrices is closed
under addition. It is not, however, closed under multiplication.
Proposition 1.6. Let A, B ∈ Rn×n with AP = A and BP = B. Then AB= (AB)P if and only
if AB = BA.
Proof. The persymmetric transpose of (AB) is given by (AB)P = BPAP = BA. Therefore,
AB= (AB)P if and only if AB= BA.
The next proposition further explores the connection betwen persymmetry and matrix
products.
Proposition 1.7. Let A, B ∈ Rn×n, with A nonsingular. Then the following statements hold:
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1. ABP = BAP if and only if B= AC for C∈ Rn×n and CP = C.
2. APB = BPA if and only if B= CA for C∈ Rn×n and CP = C.
Proof. See Appendix A.
The definitions of block-level and blockwise transposes from Section 1.5 may be gen-
eralized for the persymmetric transpose as well, allowing for notions of block-level and
blockwise persymmetry.
Definition 1.13 (Block-level persymmetric transpose). Define the(m, n) block-exchange
matrix Jm,n = Jn ⊗ Im. Given a matrix A∈ Rm1n1×m2n2 written as an n1 × n2 block matrix
A = [Ai, j] with blocks Ai, j ∈ Rm1×m2, theblock-level persymmetric transposeof A is given
by
AP = Jm1,n2ATJm2,n1 =





An1,1 · · · A1,1

.
Definition 1.14 (Blockwise persymmetric transpose). Let the(m, n) blockwise exchange
matrix be denoted byJm,n = In ⊗ Jm. Given a matrix A∈ Rm1n1×m2n2 written as an n1 × n2
block matrix A= [Ai, j] with blocks Ai, j ∈ Rm1×m2, theblockwise persymmetric transpose













The following fact relates the various persymmetric transpositions to one another, and
is an analog of Fact 1.3.
Fact 1.6. For an (m, n) two-level matrix A, AP = (AP )P = (AP)P , which follows from
Fact 1.3 and the commutativity of the matrices(In ⊗ Q) and (R⊗ Im) for any Q ∈ Rm×m,
R ∈ Rn×n.
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An (m, n) two-level matrixA is block-level persymmetric if AP = A andblockwise
persymmetric if AP = A. A persymmetric analog of Fact 1.4 is given as follows.
Fact 1.7. LetSP, SP, andSP be the sets of all persymmetric, block-level persymmetric,
and blockwise persymmetric(m, n) two-level matrices, respectively. Then:
1. SP 1 SP.
2. SP 1 SP.
3. (SP
⋂SP) ⊂ SP.
The persymmetric transpose of a block column vector can be equivalently expressed
with the following proposition, which proves useful when decomposing the displacement
expressions of Section 1.4 for two-level Toeplitz matrices
Proposition 1.8. Let Q ∈ Rmn×m be written as the block column vector Q= [Qi ]. Denote
by Q̃ the block reversal; that is,̃Q = Jm,nQ. Then
QP = (Q̃P)T . (16)




















QT1 · · · QTn
]
Jm,nJm,n = JmQT Jmn = QP.
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CHAPTER II: CHARACTERIZATION OF STRUCTURED
SYSTEMS
2.1 Displacement and generators of structured matrices
Using the properties of displacement established in Section 1.4, it is possible to derive
inverse characterizations for structured matrices. For a given matrix structure, it is first
necessary to identify which matrices yield compact displacement representations. Once
the properties of the displacement operator are known, efficient algorithms may then be
developed to exploit the given matrix structure.
2.1.1 Scalar Toeplitz matrices and inverses
To use displacement to compactly describe a matrix, it is necessary to know what type of
matricesA and B in (7) and (8) capture the salient features of the matrix structure. For
Toeplitz matrices, displacement yields low-rank representations whenA andB are f -shift
matrices.
Definition 2.1 ( f -shift matrix). The n× n f -shift matrix Zf is defined as
Zf =

0 · · · 0 f












The f -shift matrix can be used to define the class off -circulant matrices, as anyf -circulant





for someai ∈ C.
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2.1.1.1 Generators for Toeplitz matrices and inverses
The displacements∇Zf1 ,Zf2(·) and∇ZTf1 ,ZTf2 (·) of a Toeplitz matrix produce closed-form ex-
pressions with rank no larger than two. A convenient choice for Sylvester displacement is
f1 = 0, but similar results are simple to show for arbitrary values as well.
Proposition 2.1. For a nonsingular n× n Toeplitz matrix T= [ai− j] and every f, α ∈ C,
∇Z0,Zf (T) = (h[α] − f Te1)êT1 − e1ĥTα = (hP[α] − f Te1)eP1 − e1hP[α] and (17)
∇ZT0 ,ZTf (T) = (g[α] − f Ten)ê
T
n − enĝTα = (g[α] − f Ten)ePn − engP[α] , (18)
where h[α] and g[α] are the vectors
h[α] =
[





a1 · · · an−1 α
]T
, (20)
and x̂ = Jnx denotes the reversal of the vector x.
Proof. The first displacement is shown by:
∇Z0,Zf (T) = Z0T − TZf
=

0 · · · 0 0









a−1 · · · a1−n f a0





an−2 · · · a0 f an−1

= (h[α] − f Te1)êT1 − e1ĥTα = (h[α] − f Te1)(eT1 Jn) − e1(hT[α] Jn)
= (h[α] − f Te1)eP1 − e1hP[α] .
The second is shown in similar fashion.
As was shown in Fact 1.1, a particularly appealing aspect of Sylvester displacement is
that the displacement of the inverse of a matrix may be obtained from the displacement of
the matrix itself.
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Proposition 2.2. For a nonsingular n× n Toeplitz matrix T= [ai− j], let B= T−1. For any
scalarα ∈ C, define vectors u= Be1, v[α] = Bh[α], w = Ben, and x[α] = Bg[α], with h[α] and
g[α] as given in(19)and (20), respectively. Then
∇Z0,Z0(B) = uv̂T[α] − v[α] ûT = uvP[α] − v[α]uP and (21)
∇ZT0 ,ZT0 (B) = wx̂
T
[α] − x[α]ŵT = wxP[α] − x[α]wP. (22)
Proof. From Fact 1.1,∇Z0,Z0(B) = −B∇Z0,Z0(T)B. Therefore, from (17) it follows that
∇Z0,Z0(B) = (Be1)(hP[α] B) − (Bh[α])(eP1 B).
By Fact 1.5,T is persymmetric (and thereforeB is as well). Thus for any vectorq such that
r = Bq, it is also true thatqPB = rP, and therefore
∇Z0,Z0(B) = uvP[α] − v[α]uP = uv̂T[α] − v[α] ûT.
Similarly,∇ZT0 ,ZT0 (B) = −B∇ZT0 ,ZT0 (T)B, and from (18) it is clear that
∇Z0,Z0(B) = (Ben)(gP[α] B) − (Bg[α])(ePn B)
= wxP[α] − x[α]wP = wx̂T[α] − x[α]ŵT .
It is also instructive to consider the Stein displacement ofToeplitz matrices.










[0]Z0 + (Ten − f g[0])eTn , (24)
where h[0] and g[0] are as given in(19)and (20), respectively.
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Proof. The first displacement is shown by:
∆Z0,ZTf
(T) = T − Z0TZTf
=

a0 a−1 · · · a1−n









0 0 · · · 0











0 − f h[0]eT1 + Te1eT1 ,
and the second in a similar fashion.
It is also possible to describe the Stein displacement of theinverse matrix from Propo-
sition 2.3, though it is more complex than the analogous result for Sylvester displacement.
Proposition 2.4. For a nonsingular n× n Toeplitz matrix T= [ai− j], let B= T−1. For any
scalarα ∈ C, define vectors u= Be1, v[α] = Bh[α], w = Ben, and x[α] = Bg[α], where h[α]
and g[α] are as given in(19)and (20), respectively. Then
∆ZT0 ,Z0
(B) = u̇vP[α] − v̇[α]uP and (25)
∆Z0,ZT0
(B) = ẇxP[α] − ẋ[α]wP, (26)
whereu̇ = ZT0 u, v̇[α] = Z
T
0 v[α] − en, ẇ = Z0w, ẋ[α] = Z0x[α] − e1.
Proof. See Appendix A.
2.1.1.2 Nullspaces of Toeplitz displacements
The operators∇Z0,Z0(·) and∇ZT0 ,ZT0 (·) yield low-rank displacement expressions for Toeplitz
matrices, but they also have the following interesting prope ty.
Proposition 2.5. Let A∈ Cn×n; then
1. ∇Z0,Z0(A) = 0 if and only if A is lower-triangular Toeplitz, and
2. ∇ZT0 ,ZT0 (A) = 0 if and only if A is upper-triangular Toeplitz.
30
Proof. See Appendix A.
The following is an obvious corollary of this result.
Corollary 2.1. Let A, B ∈ Cn×n; then
1. ∇Z0,Z0(A) − ∇Z0,Z0(B) = 0 if and only if there exists a lower-triangular Toeplitz matrix
C such that B= A+C, and
2. ∇ZT0 ,ZT0 (A) − ∇ZT0 ,ZT0 (B) = 0 if and only if there exists an upper-triangular Toeplitz
matrix C such that B= A+C.
The operators∆Z0,ZT0 (·) and∆ZT0 ,Z0(·) were also shown to yield low-rank representations
of Toeplitz matrices, but come with the added benefit that they ar nonsingular.
Proposition 2.6. Let A∈ Rn×n; then
1. ∆Z0,ZT0 (A) = 0 if and only if A= 0, and
2. ∆ZT0 ,Z0(A) = 0 if and only if A= 0.
Proof. If A = 0, then certainly∆Z0,ZT0 (A) = 0. Writing A = [ai, j], from (8),
∆Z0,ZT0
(A) = A− Z0AZT0
=

a1,1 a1,2 · · · a1,n









0 0 · · · 0





0 a(n−1),2 · · · a(n−1),(n−1)

.
If ∆Z0,ZT0 (A) = 0, thenai,1 = a1, j = 0 for 1 ≤ i, j ≤ n from the first row and column, and
ai, j = ai+1, j+1 for 1 ≤ i, j < n from the remaining entries. This impliesA = 0.
The second point is proved in a similar fashion.
Much as was the case for Corollary 2.1, the following corollay is an immediate conse-
quence of Proposition 2.6.
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Corollary 2.2. Let A, B ∈ Rn×n; then
1. ∆Z0,ZT0 (A) − ∆Z0,ZT0 (B) = 0 if and only if A= B, and
2. ∆ZT0 ,Z0(A) − ∆ZT0 ,Z0(B) = 0 if and only if A= B.
While the Sylvester displacements∇Z0,Z0(·) and∇ZT0 ,ZT0 (·) are singular, they can be used
to construct a related nonsingular Sylvester displacement.
Proposition 2.7. The displacement operators∇Z1,Z0(·) and∇Z0,Z1(·) are nonsingular.
Proof. See Appendix A.
2.1.1.3 Toeplitz inverse formulas
It has been well established that the inverse of a Toeplitz matrix is expressible in an infinite
number of Gohberg-Semencul formulas. These formulas are SSDs for Toeplitz inverses
that use triangular Toeplitz components. Specifically, a Gohberg-Semencul formula de-









where the{Li} are lower-triangular Toeplitz matrices and the{Ui} are upper-triangular
Toeplitz matrices. In fact, all Gohberg-Semencul formulasc n be written in both forms
as a consequence of the persymmetry of the inverse.
Proposition 2.8. A persymmetric matrix A∈ Cn×n can be written as A= ∑i QiRi, where





i QiRi; then by the persymmetry ofA




















A similar proof follows for the reverse direction.
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The Gohberg-Semencul formulas express the persymmetricT−1 as a sum of products of
persymmetric matrices, and therefore each has two equivalent expressions.
While they have been derived in a number of ways, all Gohberg-Semencul formulas can
be viewed as reconstructions of the matrixT−1 from its generators. The following lemma
shows how the triangular Toeplitz matrices in the Gohberg-Semencul formulas arise from
the recovery equations of Section 1.4.4.















qL j qU j , (28)
where Uj is upper-triangular Toeplitz with last column gj = Gej, L j is lower-triangular
Toeplitz with last row hTj = (Hej)
T , qL j is lower-triangular Toeplitz with last row gPj , and qU j
is upper-triangular Toeplitz with last column Jnh j.
Proof. See Appendix A.
For the sake of generality, which will prove useful in later dvelopments, the following
theorem further relates Gohberg-Semencul formulas to displacement recovery.
Theorem 2.1. Let T ∈ Cn×n be a nonsingular Toeplitz matrix and B= T−1 its inverse. For
any vector x∈ Cn, let L(x) be a lower-triangular Toeplitz matrix with last row xT andU(x)
be an upper-triangular Toeplitz matrix with last column x. Let G,H ∈ Cn×r be matrices
with columns gi and hi, respectively. Then B=
r∑
i=1
U(gi) · L(hi) if and only if
1. ∆ZT0 ,Z0(B) = GH
T ,
2. ∆Z0,ZT0 (B) = JnHG
T Jn,
3. ∇Z1,Z0(B) = Z1GHT − e1ẇP,
4. ∇Z0,Z1(B) = ẇeTn − JnHGT JnZ1,
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5. ∇ZT1 ,ZT0 (B) = Z
T
1 JnHG
T Jn − enu̇P, and
6. ∇ZT0 ,ZT1 (B) = u̇e
T
1 −GHTZT1 .
Proof. See Appendix A.
Using Theorem 2.1, displacement structure can be used to generat Gohberg-Semencul
formulas andvice versa. Moreover, this theorem can be used to stateall Gohberg-Semencul
formulas with the following corollary.
Corollary 2.3. Let T ∈ Cn×n be a nonsingular Toeplitz matrix and B= T−1 its inverse.
For any vector x∈ Cn, let L(x) andU(x) be as given in Theorem 2.1. Let G,H ∈ Cn×r be
matrices with columns gi and hi, respectively. Then B=
r∑
i=1
αi U(gi) · L(hi) for scalarsαi














where Dα = diag([αi]).
Proof. From Theorem 2.1,B =
r∑
i=1
αi U(gi) · L(hi) if and only if ∆ZT0 ,Z0(B) = GDαH
T .














This proves the corollary.
A slightly simpler, rephrased alternative to Corollary 2.3is stated as follows.
Corollary 2.4. Let T ∈ Cn×n be a nonsingular Toeplitz matrix and B= T−1 its inverse.
For any vector x∈ Cn, let L(x) andU(x) be as given in Theorem 2.1. For any nonsingular




















(U(g1) · L(h1) − U(g2) · L(h2)) .





















































































The formula forB then follows from Corollary 2.3.
Theorem 2.1 can also be used to connect the two Stein displacements of the Toeplitz
inverse.
Corollary 2.5. Let T ∈ Cn×n be a nonsingular Toeplitz matrix and B= T−1 its inverse. For
matrices G,H ∈ Cn×r , ∆ZT0 ,Z0(B) = GH
T if and only if∆Z0,ZT0 (B) = JnHG
T Jn.
Proof. Points 1 and 2 of Theorem 2.1 jointly prove the statement.
2.1.1.4 Equivalence of generators
Depending on the type of displacement operator used, the specific definitions of the gen-
erators of a Toeplitz inverse will vary. However, since the inverse can be recovered with
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Gohberg-Semencul formulas from all of these different displacements, the inverse gener-
ators must all be equivalent in some sense. Indeed, Corollary 2.4 implies that all of the
Toeplitz inverse generators belong to a 2-dimensional subspace ofCn, and each displace-
ment generates a slightly different - but linearly independent – pair of vectors from this
subspace.
A consequence is that any of the “natural” generatorsu, v[α] , w, andx[β] that arise from
using the obvious displacement operators for Toeplitz matrices can be expressed in terms
of any pair of the remaining generators.
Theorem 2.2. For a nonsingular Toeplitz matrix T= [ai− j], let B = T−1. Define the
generators u= Be1, v = Bh, w= Ben, and x= Bg, where h= h[α] for anyα and g= g[β] for
anyβ. Similarly, define a set of vectors derived from the generators: u̇ = ZT0 u, v̇ = Z
T
0 − en,
ẇ = Z0w, andẋ = Z0x − e1. If xnv1 , 1 and xn, u1, v1 , 0, and lettingλ = u1(1− xnv1)−1,





1 ẇ = −λxnv− λẋ = xnẇ− u1ẋ, (29)
v = v1u
−1
1 u− u−11 ẇ = −(λxn)−1u− x−1n ẋ = −λ−1ẇ− v1ẋ, (30)
w = v1u̇− u1v̇ = x−1n u̇+ u1x−1n x = −λv̇− λv1x, and (31)
x = −λ−1u̇− xnv̇ = −u−11 u̇+ xnu−11 w = −v−11 v̇− (λv1)−1w. (32)
Proof. See Appendix A.
Theorem 2.2 and Corollary 2.3 can jointly be used to obtain a Gohberg-Semencul for-
mula for any pair of generators in the set{u, v,w, x}.
Theorem 2.3.For a nonsingular Toeplitz matrix T= [ai− j], let B= T−1. Define the vectors
{u, u̇, v, v̇,w, ẇ, x, ẋ} as in Theorem 2.2, and for any vector x∈ Cn let L(x) andU(x) be as
given in Theorem 2.1. Suppose xnv1 , 1 and xn, u1, v1 , 0 so thatλ = u1(1 − xnv1)−1 is
well-defined. For matrices G,H ∈ Cn×r and diagonal matrices D= diag(d) ∈ Cr×r , let
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G (GDHT) denote the Gohberg-Semencul formula




Then the following are true:














, then B= G (GDH
T);














, then B= G (GDH
T);














, then B= G (GDH
T );














, then B= G (GDH
T);














, then B= G (GDH
T); and












, then B= G (GDH
T ).
Proof. See Appendix A.
2.1.2 Generalized Cauchy matrices and inverses
Unlike Toeplitz matrices, the displacement operators for generalized Cauchy matrices are
chosen based on the matrix parameters. Specifically, the left displacement matrix isDc =
diag(c) while the right displacement matrix isDd = diag(d), wherec andd are the denom-
inator nodes. Given these definitions, the properties of generalized Cauchy displacement
are simple to study.
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2.1.2.1 Generators for generalized Cauchy matrices and inverses
The displacement operators of generalized Cauchy matricescancel out the contributions
of the denominators of each matrix entry, leaving the terms forming the numerators as the
generators.
Proposition 2.9. Let a generalized Cauchy matrix R have entries Ri, j = (zTi yj)(ci − d j)−1,
where zTi is the i
th row of Z ∈ Cm×r , yTj is the jth row of Y∈ Cn×r , and ci , d j for all i , j. Let
Dc = diag(c) and Dd = diag(d). Then∇Dc,Dd(R) = ZYT .
Proof. Consider the entries of the displacement:
[∇Dc,Dd(R)
]
i, j = (DcR)i, j − (RDd)i, j = ciRi, j − Ri, jd j
=
(zTi yj)(ci − d j)
ci − d j
= zTi yj = (ZY
T)i, j .
The inverse of a generalized Cauchy matrix has a similar displacement, but the diagonal
matrices exchange positions.
Proposition 2.10. Let a generalized Cauchy matrix R be defined as in Proposition2.9.







Proof. The proof is immediate by applying point 2 of Fact 1.1.
Since the inverse of a generalized Cauchy matrix is displaced by diagonal matrices on
both sides, it is generalized Cauchy as well. Denote the generaors ofR−1 asU = −R−1Z
andV = R−TY, and let their rows beuTi andv
T





Therefore, the problem of finding the inverse of a generalized Cauchy matrix exactly cor-
responds to determining its generators since the denominators of its entries are already
known.
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2.1.2.2 Nullspaces of generalized Cauchy displacements
For R to be a proper Cauchy matrix,ci , d j for all i and j. This condition also implies
that the eigenvalues ofDc andDd are mutually distinct, and therefore the displacement of a
true generalized Cauchy matrix is necessarily nonsingular. As a result, any matrixA whose
displacement is given as
∇Dc,Dd(A) = ZYT
must be the generalized Cauchy matrix with coefficientsAi, j = (zTi yj)(ci − d j)−1. Therefore,








ci − d j
.
However, if the definition of a generalized Cauchy matrix is slightly relaxed, one may
consider singular displacements. Specifically, suppose that ci = d j for some subset of




ci − d j
ci , d j
γi, j else
,
where theγi, j are some specified values. The displacement of this matrix isthen given by
(DcG−GDd)i, j =

zTi yj ci , d j
0 else.
(33)
If it so happens thatzTi yj = 0 for all (i, j) such thatci = d j, then this expression reduces to
∇Dc,Dd(G) = ZYT .
From (33), it is obvious that the nullspace of the displacement∇Dc,Dd(·) then consists of
the set of all matrices of the form
Ai, j =





Correspondingly, the matrixG can be recovered from its displacement only up to its values
at these points. However, since the displacement results inzeros in locations of shared
denominator nodes, the information at these entries is lostduring displacement.
2.1.2.3 Displacement of generalized Cauchy Gramians
The Gramians of generalized Cauchy matrices and their inverses have displacement struc-
ture similar to generalized Cauchy matrices, but their displacements are singular.
Corollary 2.6. Let R be defined as in Proposition 2.9 and G= RTR be its Gramian. Let
V = Y and U= RTZ; then
∇Dd,Dd(G) = UVT − VUT . (34)
Moreover, if G is nonsingular, then
∇Dd,Dd(G−1) = PQT − QPT , (35)
where P= G−1Y and Q= R†Z = G−1RTZ.
Proof. For the displacement ofG, from point 1 of Fact 1.1,
∇Dd,Dd(G) = ∇Dd,Dc(RT)R+ RT∇Dc,Dd(R)
= −YZTR+ RTZYT = UVT − VUT .
If G is nonsingular, thenP = G−1Y = G−1V andQ = R†Z = G−1RTZ = G−1U. From point
2 of Fact 1.1,
∇Dd,Dd(G−1) = −G−1UVTG−1 +G−1VUTG−1 = PQT − QPT .
From the results of Section 2.1.2.2, the displacement∇Dd,Dd(·) is singular. As a result,
the GramianG cannot be recovered from its displacement, as
(DdA− ADd)i,i = Ai,i(di − di) = 0.
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The displacement is thus zero along the main diagonal; the operator∇Dd,Dd(·) destroys any
information about these coefficients.
Since the displacement is singular, there is no inverse displacement operator̃∇−1(·).
Instead, an operator that recovers all but the main diagonalf Ai, j can be used. Let














i are the rows ofZ andY, respectively, satisfies
∇†(Z,Y, d) = A− diag(Ai,i
)
if di , d j for all i , j.
It is evident that this operator is the pseudoinverse of the displacement. From Proposi-
tion 1.3, the displacement operator matrix of∇Dd,Dd(·) is
ΠDd,Dd = In ⊗ Dd − Dd ⊗ In.
The operator matrix is diagonal, and the (i + in)th entries of the diagonal are equal to zero.


















di − d j
di − d j
Ai j = Ai j i , j
0 else
,
which is exactly the same result returned by∇†(Z,Y, d).
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2.2 Polynomial interpolation and structured systems
Section 2.1 characterized structured matrices by establishing formulas for their generators.
Then, using Sylvester displacement, the generators of a structured matrix were connected
to the generators of the inverse with simple identities. Once known, the inverse generators
could be used to solve structured systems with reduced operation counts. These results are
only useful, however, if efficient algorithms exist to actually calculate the inverse genera-
tors. This section details one approach to this problem, which relates the computation of
inverse generators to specialized polynomial interpolatin problems.
2.2.1 Generalized polynomial interpolation
In standard polynomial interpolation, the goal is to find a polyn mial p(z) such thatp(zi) =
yi, wherezi are the specified interpolation nodes andyi are prescribed values. The process
of interpolation then amounts to solving the structured linear system

1 z1 · · · zn−11





1 zm · · · zn−1m





















From this equation one can see that the matrixV s a Vandermonde matrix parametrized by
the nodeszi, and methods of solving these systems are well studied.
Standard interpolation is encountered in a limited range ofapplications, but it can be
generalized to more complicated problems.Rational interpolation aims to find polyno-





for interpolation nodeszi and valuesyi. For these problems to be well-defined, the total
number of degrees of freedom inp(z) andq(z) should equal the number of interpolation
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conditions. When expanded into large linear systems, ration l-interpolation problems are
written as

1 z1 · · · zn1−11





1 zm · · · zn1−1m













y1 0 · · · 0





0 0 · · · ym

︸                ︷︷                ︸
Dy

1 z1 · · · zn2−11





1 zm · · · zn2−1m












where the subscriptV1:k denotes a submatrix formed from the firstk columns of a larger








and the matrices of these systems are referred to asc upled Vandermonde[66].






λi,1p1(zi) + λi,2p2(zi) + · · · + λi,r pr(zi) = 0
for some specified scalarsλi, j and polynomialsp j(z). Each interpolation condition can be
written as the inner product between an interpolation condition λi =
[


















Expressing the interpolation conditions as a large linear system, tangential-interpolation
problems correspond to linear homogeneous systems of the form
[













, Vnj is them× n j Vandermonde matrix parametrized by nodeszi,
and p j is the vector of the monomial coefficients of the polynomialp j(z). From this for-
mulation, it is evident that rational interpolation is simply a specialized form of tangential
interpolation.
2.2.2 Structured systems and tangential interpolation
Using some basic manipulations, many problems of structured lin ar algebra can be ex-
pressed in terms of tangential interpolation. Three of particular interest are determining the
inverse generators of a Toeplitz matrix, applying the pseudoinverse of a Toeplitz matrix,
and solving generalized Cauchy systems. The above is far from a comprehensive list of
structured problems to which tangential interpolation canbe applied, but they serve as par-
ticularly illustrative examples. Indeed, Section 2.2.2.1provides a general framework for
expressing any system with Toeplitz blocks as a tangential-i terpolation problem.1
2.2.2.1 Extension and transformation for Toeplitz systems
To connect Toeplitz systems with tangential-interpolation problems, one can use a process
known as “extension and transformation” (ET) first given in [52]. ET replaces Toeplitz
blocks with circulant-like blocks (“extension”), which are then factored into products of di-
agonal and Fourier matrices (“transformation”). Since theFourier matrix is Vandermonde,
the connection to tangential interpolation is then immediate.
The first stage of the approach is to introduce circulant structu e into the system by
adding additional equations. The new equations correspondto a ditional rows, which allow
the Toeplitz blocks of the original linear system to form submatrices of circulant matrices.
These new blocks are referred to astruncated circulant matrices to avoid ambiguities in
nomenclature. The end result of extension is a larger set of equations, but one with the
same amount of information as the original system.
It is simplest to demonstrate extension on a singlem× n Toeplitz blockT = [ai− j] and
1As is shown in Section 2.2.2.4, this procedure is unnecessary for generalized Cauchy systems.
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system of equationsT x = b. Define an integerN = m+ n+ k for anyk ≥ −1; if T̃ is the
(n+ k) × n Toeplitz matrix
T̃ =

a−n−k am−1 · · · am−n+1





a−1 a−2 · · · a−n

,








consists of the firstn columns of theN × N circulant matrix
circk(T) =





am−1 · · · a−n−k

;
that is,Ck(T) = (circk(T))1:n. The matrixT̃ is theextension matrix of T, while Ck(T) is
thecirculant extension of T. While Ck(T) is not itself circulant, it is anN × n submatrix
of theN × N circulant matrix circk(T), and is therefore truncated circulant. An example is
shown in Figure 1.
To replace the Toeplitz blockT with the truncated circulant matrixCk(T), it is necessary
to introduce additional columns to compensate for the addedrows of Ck(T). The extra
columns are generated by defining an artificial variableγ = −T̃ x. Letting I n+k denote the
(n+ k) × (n+ k) identity matrix, the equations

n n+k















Figure 1:An example of circulant extension. The large matrix is circulant, while the lower-right
cornerT is a rectangular Toeplitz matrix. The upper-left corner,T̃, is the extension matrix. Together,
T andT̃ form the circulant extensionCk(T).
are equivalent to the original systemT x= b. The introduction of the matrix̃T then imparts
no additional constraints on the solutionx.












The reformulation in (39) proves useful, as the truncated circulant matrices can be factored









N · diag(F(Ck(T)e1)) as in Section 1.2.1.2. Since(I N)1:(n+k) is truncated
circulant as well, it has a similar decomposition.
This approach has an obvious generalization to larger blockT eplitz systems as well.














with Ti, j ∈ Cmi×nj Toeplitz, if the extension matrices are chosen such thatT̃i,1 andT̃i,2 have
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the same number of rows then the extended system is given as
C x̃ =

T̃1,1 T̃1,2 I N1−m1 0
T1,1 T1,2 0 0
T̃2,1 T̃2,2 0 IN2−m2
















After grouping them together, each set of 2× 1 blocks forms a truncated circulant matrix
that can be factored with a Fourier matrix. Further generalization to ac × d block pattern
of Toeplitz matrices follows immediately.
Systems composed entirely of truncated circulant matricesmay be transformed with
Fourier operators into tangential-interpolation problems. Let anN × N nonsingular system
Cx = y be written as thec× d block system




















where the blocksCi, j ∈ CNi×nj are each tall, truncated circulant matrices (and thusc ≤ d).




j n j = N. Without loss of generality, it is
simplest to assumeNi = N for all i (so thatN = cN), but all theoretical developments hold
for more general cases as well.
Since eachCi, j is truncated circulant, it can be diagonalized asCi, j = FHΛi, jF1:nj with
the entries of the diagonal matrixΛi, j determined by a Fourier transform of the first column
of Ci, j. By left-multiplying (40) with I c ⊗ F and re-arranging the equations to form a
homogenous system, the original system is reduced to
















whereDŷi = diag(Fyi). Each Fourier submatrixF1:k is Vandermonde, and thus after ET the
system corresponds to a tangential-interpolation problem.
2.2.2.2 Toeplitz inverse generators
The problem of solving for the Toeplitz inverse generators th ough tangential interpolation
was first explored in [110]. This result used the characterizing “generator function” of the
inverse, as well as several clever manipulations. However,ET provides a more direct and
general method of reframing the problem.
From Proposition 2.2, the generatorsu andv[α] of a Toeplitz inverse satisfy

a0 a−1 · · · a1−n























This system of equations may also be written as

a0 a−1 · · · a1−n α






an−1 an−2 · · · a0 a−1























The matrixqT ∈ Cn×(n+1) is also Toeplitz, but has an additional column. After extensio














whereru andrv are of lengthn. Put into a homogeneous form, this system is

















While the vectorsµ andγν are each of length (n+1), the polynomialsµ(z) andγν(z) are
only of degree (n− 1) since their last coefficient is 0. By contrast, the polynomialsν(z) and




















The generatorsu and v[α] are therefore the components of the solution to a tangential-









Expanding the work of [110], but employing the ET approach, tangential interpolation
can also be used to compute the solution to overdetermined least-squares Toeplitz prob-
lems [111]. For these problem, the matrixT ∈ Cm×n is tall and assumed to have full
column rank. The least squares solutionx∗ to the systemT x = b minimizes the residual
ε = (b − T x∗), which is characterized by the conditionTHε = 0. Together, these two














Since each block of the system is Toeplitz, extension can again be applied, yielding

T̃ 0 −I n−1 0 0
T Im 0 0 −b
0 T̃H 0 −Im−1 0










The transformed system is then

ΛTF1:n Λ1,2F1:m −F1:(n−1) 0 ΛbF1:1










Therefore, the least-squares solutionx∗ can be computed as the component of the solution
to a tangential-interpolation problem.
2.2.2.4 Solving generalized Cauchy systems
The connection between generalized Cauchy systems and tangential interpolation is fairly
direct. LetG be a nonsingular generalized Cauchy matrix with denominator nodesc, d ∈
C
n and generator matricesU,V ∈ Cn×r , with uTi andvTj the i th and j th rows of U andV,
respectively. The coefficients ofG are then
Gi, j =
uTi vj
ci − d j
.








where thexi are scalars. The functionf (z) is vector-valued with components
f (z) =
[




From its definition, whenz , d j, f (z) is well-defined and is a weighted linear combination
of the column vectorsvj. This function may be used to reframe the systemGx = b as an











ci − d j
= uTi f (ci) = yi .
Therefore, a vectorx∗ is the solution to the linear systemGx= y if and only if its associated
vector rational functionf (z) satisfies the tangential interpolation conditionsuTi f (ci) = yi.
In light of these developments, generalized Cauchy systemsare evidently connected
with tangential-interpolation problems. However, the exact solution of these problems is
considerably more nuanced than those of Toeplitz systems and involves more complicated
formulations. Further details and a more thorough treatmenof the use of tangential inter-
polation to solve generalized Cauchy systems is given in [52].
2.2.3 Solving tangential-interpolation problems
The purpose of reformulating linear-algebraic problems astangential-interpolation prob-
lems is to solve them efficiently, which is possible because of the theoretical framework
of [108]. More specifically, tangential-interpolation problems have special algebraic struc-
ture that can be exploited with a divide-and-conquer approach. This section begins with an
overview (omitting many details) of the theoretical properties of tangential interpolation,
and concludes by summarizing the algorithm used to solve these problems.
2.2.3.1 Theoretical foundation
For a tangential-interpolation problem whose unknown vector hasd components, the so-
lution p∗(z) is an element ofC[z]d×1, the set of alld × 1 vector polynomials with complex
coefficients. This set is amodule, a more abstract form of a vector space consisting of a
set of elements and rules for their multiplication and addition. It is similar in nature to the
vector spaceCd×1, but its elements are vectors of complex-valued polynomials r ther than
scalars.
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The vector polynomialp∗(z), however, is not just any element; it also satisfies the in-
terpolation conditions of the problem. Therefore, it is necessary to restrict the search for
p∗(z) to the much smaller set of elements with this property. Thisset is defined relative to
the residual of the interpolation conditionsφk.
Definition 2.2 (Tangential-interpolation residual). Theinterpolation residual of a vector
polynomialq(z) ∈ C[z]d×1 relative to the conditionφk corresponding to the nodeωk is
(R(q))k ≡ φTk q(ωk).
Using this definition, the set of vector polynomials satisfying the conditions is
S :=
{
p(z) ∈ C[z]d×1 : (R(p))k = 0 ∀k
}
.
This set is asubmoduleof C[z]d×1, and characterizes the null space of the linear system
defining the tangential-interpolation problem.
The system that defines the tangential-interpolation problem is underdetermined and
homogeneous, and therefore has an infinite number of solutions. Correspondingly, the
submoduleS is infinite, and not all of its elements are related top∗(z). To illustrate, for the
problems related to Toeplitz matrices the interpolation nodes are roots of unity; therefore,
(zN − 1)q(z) ∈ S for anyelementq(z) ∈ C[z]d×1. To solve the interpolation, then, one must
differentiatep∗(z) from the irrelevant elements ofS.
Fortunately, the degree structure ofp∗(z) is dictated by the extended linear system from
which it is derived, and it is this information that sets it apart from the other elements of
S. Assumingp∗(z) to be theuniquesolution to the original problem, the elements ofS that
satisfy the degree constraints can only be of the formηp∗(z), whereη ∈ C is some scalar. A
convenient tool to analyze the degree structure of the elements ofS is theτ-degree[108].2
Definition 2.3 (τ-degree). Let τ ∈ Zd and define deg(0) = −∞. Theτ-degreeof a vector
2In its original form, theτ-degree was referred to as the~s-degree [108]. This terminology was later



































Figure 2:A visual representation of theτ-degree: (a) polynomial degrees of each componentpi(z)
of a7×1 polynomial vectorp(z); (b) individual components of a sampleτ vector; (c) the degrees of
pi(z) shifted by theτ values. In (c), theτ-degree is the maximum of the shifted degree values, and
is represented by a dashed line.
polynomialp(z) ∈ C[z]d×1 is the integerδ ∈ Z given by










Theτ-degree is the maximum degree among the components of a vector polynomial after
the degree of each component has been “shifted” by a fixed amount. It is represented
visually in Figure 2 ford = 7. For different choices ofτ, theτ-degree may be different (and
the components determining theτ-degree may vary as well).
As Figure 2 illustrates, theτ-degree is parametric in the sense that its definition depends
on the problem context. That is, for a fixed vector polynomialp(z), theτ-degree depends
on the supplied parameters{τi}. This flexibility allows theτ-degree to reflect how closely
an element ofS matchesp∗(z) in degree structure for a specific problem.
To better explain, consider theτ-degree in a standard interpolation problem, where the
objective is to determine the polynomialp(z) of minimal degree that satisfiesp(ωk) = ηk for
k = 1, . . . ,K. Since there areK interpolation points, deg(p) = (K−1). Suppose that a given
polynomialq(z) satisfies the conditions and thatτ = (K − 1); then lettingτ–deg(q) = k,
there are three possibilities:
• k < 0: q(z) will not obey all conditions in general;
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• k = 0: q(z) = p(z); or
• k > 0: q(z) is not of minimal degree.
For the vector case, lettingτ j = (n j − 1), where (n j − 1) is the degree of each of the
component polynomials of the solution, thenτ–deg(p∗) = 0. This value of theτ-degree





that are important, but theirrelative values. For instance, if ˜τ = τ + 1, then
a τ̃-degreeδ = −1 indicates the proper degree structure; the shift in value merely changes
how theτ-degree is interpreted for the problem.
The solutionp∗(z) is (up to a scalar factor) the only element ofS that satisfies the
polynomial degree constraints. Therefore, computing the solution to the original linear
system amounts to determining an element ofS with τ-degreeδ = 0 for τ as given before.
Once such an element is known, the actualp∗(z) can be computed by a re-scaling of the
element to satisfy the original system.
A key property ofS is exploited to find such an element: it isfree, meaning it has
a basis. Submodule bases play a role similar to their linear-algebraic counterparts, al-
lowing elements of the submodule to be described through expansions. A setB(z) =
{
B(1)(z), . . . ,B(k)(z)
}
is a basis forS if, for every elementp(z) ∈ S, there areuniquepolyno-





The{hi(z)} serve as “expansion polynomials” and (43) as a basis expansion. As is the case
for linear subspaces, any element ofS is entirely described by its{hi(z)} for a chosen basis,
and the number of bases is infinite.
By Theorem 3.1 of [108], a basis forS has exactlyd elementsB( j)(z) ∈ C[z]d×1, which
may be gathered into the basis matrix polynomialB(z) =
[
B(1)(z) · · · B(d)(z)
]
. Submodule
bases play an essential role in solving tangential-interpolation problems; the solutionp∗(z)
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is determined by constructing a basis forS that has an element withτ-degreeδ = 0. Once
this basis is available, the solutionp∗(z) is then immediate.
To ensure that the basis has an element withτ-degreeδ = 0, one may construct aτ-
reducedbasis. Aτ-reduced basis has elements that act “linearly independent” r la ive to
the τ-degree. In other words, ifδ is the maximumτ-degree among the elements of the





such thatτ–deg(q) < δ other thanhi(z) = 0.
2.2.3.2 Basis construction
Having presented essential elements of the framework, it isnow possible to give a super-
fast algorithm for solving tangential-interpolation problems whose nodes are the roots of
unity, beginning with a theorem that allows the construction be subdivided into smaller
problems.
Theorem 2.4.Letω1, . . . , ωK be interpolation nodes corresponding to the conditions
φ1, . . . , φK ∈ Cd×1, where the data points{(ωk, φk)} in the interpolation problem are mutu-
ally distinct andφk , 0 ∀k. For some1 ≤ κ ≤ K andτK ∈ Zd×1, let Bκ(z) ∈ C[z]d×d be a





] for i = 1, . . . , d, and defineτκ→K = −δ. Let Bκ→K(z) ∈
C[z]d×d be aτκ→K-reduced basis matrix corresponding to the interpolation problem
{
(ωk,BTκ (ωk)φk) : k = κ + 1, . . . ,K
}
.
ThenBK(z) = Bκ(z)Bκ→K(z) is aτK-reduced basis matrix corresponding to the interpolation
problem
{(ωk, φk) : k = 1, . . . ,K} .
Proof. See Van Barel and Bultheel [109], Theorem 3.
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Theorem 2.4 allows the interpolation problem to be continually subdivided into smaller
subproblems. It is also the reason that aτ-reduced basis is computed, as the main result
does not hold without the bases beingτ-reduced.
It is still necessary to determine a solution at the finest scale, however. Suppose there
is a single interpolation conditionφk ∈ Cd×1 corresponding to the nodeωk. Without loss of




z− ωk ∆2 · · · ∆d





0 0 · · · 1

(44)
satisfiesφTk B(ωk) = 0
T . Sinceτ1 is the minimumτ value,B(z) is a τ-reduced basis for
the submoduleS1 defined by the single interpolation condition (ωk, φk) (this fact is proven
in [112]).





operations by processing the interpolation conditions serially with
the single-point construction of (44) and invoking Theorem2.4. This process corresponds





plexity can be improved by exploiting the structure of the interpolation nodes. Since the
nodes are roots of unity, the number of operations can be reduced with a recursive “inter-
leaving” splitting of the data, as given in Algorithm 1. In this routine, TanInt is the serial
basis-construction function, which for a single point amounts to constructionB(z) in (44).
An example of how this algorithm works is given in Appendix B for a small problem.
To see how the strategy of Algorithm 1 reduces computation, the total number of re-
quired operations can be estimated. LetCN be the total cost of calling RecTanInt on a
set ofN points. Steps1 and 3 requireCN/2 operations by definition. In step2 , the
evaluations{BL(ω2k−1)} must be computed and multiplied against the{φ2k−1}. Since the
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Algorithm 1 A recursive tangential-interpolation algorithm for supplied nodes{ωk}, con-
ditions{φk}, andτ vector.
procedure B(z) =RecTanInt({ωk, φk} , τ)
N = length({ωk})
if N = 1 then
B(z)←TanInt({ωk, φk} , τ)
else
BL(z)←RecTanInt({ω2k, φ2k} , τ) 1
δ← τ–deg(BL(z))
for k = 1, . . . ,N/2 do
φ2k−1 ← BL(ω2k−1)Tφ2k−1 2
end for




{ωk} are roots of unity,BL(z) can be evaluated at the nodes{ω2k−1} using an FFT of length
N/2. Once these values are obtained, there are a total ofd2N/2 matrix-vector products.
Therefore, the number of operations in step2 is upper-bounded byC1N log(N), whereC1
is a constant. Finally, step4 requiresd2 polynomial multiplications and additions. Each
multiplication can be computed with the FFT, but the FFT sizedepends on the degrees of
the polynomials involved. By the nature of the basis construction, all of the polynomials
in BL(z) andBR(z) must have degrees no greater thanN/2, since they are constructed from
N/2 conditions. Therefore, for another constantC2, the number of operations needed to
multiply BL(z)BR(z) is bounded byC2N log(N).
Adding these costs together yields the recursive formula
CN = 2CN/2 + C N log(N),
where the constantC is determined by the costs of steps2 and 4 . Since this expression
is a recurrence, the overall cost of constructing the basis can be calculated with the Master
Theorem [26] to beO(N log2 N). The key to replacing a factor ofN from the fast basis
construction with a factor of log2(N) is the ability to evaluateBL(ω2k−1) in onlyO(N log(N))
operations with the FFT.
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The basis-construction algorithm can be unstable if not imple ented carefully. Pivot-
ing the interpolation conditions to avoid multiplying by small ∆i values early in the con-
struction improves the numerical stability. Without pivoting, errors may propagate as the
algorithm progresses. In addition, it is possible that for agiven subproblem, the remain-
ing interpolation conditions might cause large errors in later subproblems if processed. In
practice, if this is found to be the case, those conditions are skipped and included only
after all remaining subproblems have been solved. The skipped conditions are marked as
“difficult points,” and the calculation is more robust if they are processed at the conclusion
of the construction with the fast solver. Since these pointsare unlikely to be evenly spaced,
evaluating the basis at the difficult points requires longer FFTs. As a result, the algorithm’s
efficiency worsens as the number of difficult points grows, and it is therefore important to
avoid generating difficult points.
2.2.3.3 Uniqueness of tangential-interpolation solutions
Since the basis construction returns a matrix polynomial with multiple columns, an imme-
diate question regarding the uniqueness of the solution arises. From Section 2.2.2.1, the
solution to a linear-algebraic problem that has been reframed as a tangential-interpolation
problem can be obtained if theτ-reduced basis forS has a column withτ-degreeδ = 0.
The solution can only truly be unique, then, if the basis hasa singlecolumn withτ-degree
δ j = 0.
Suppose that there are a total ofN interpolation conditions to be processed. In each step
of the algorithm, a single condition is used to increase theτ-d gree of exactly one column
of the current basis – that with the smallestτ-degree – by one. Initializing the basis as the
identity matrix, theτ-degree of thej th column is−τ j. During each iteration, the column
with lowestτ-degree has its degree increased by one (while the remainingτ-de rees are
unchanged). If the values ofτ sum tot = (N − d+ 1), then the sum of the finalτ-degrees is
(N − t) = (d− 1). As a result, the maximumτ-degree difference between any two columns
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is one, and (d−1) of the columns will haveδ j = 1 while the last hasδ j = 0. Thus, a unique
solution will be guaranteed.
Considering the use of tangential interpolation for Toeplitz problems, one can see that
this is indeed the case for Toeplitz pseudoinversion, where
τ =
[
n− 1 m− 1 n− 2 m− 2 0
]
,
and thust = 2(m+ n − 1) − 4. Since there are a total ofN = 2(m+ n − 1) interpolation
conditions, the sum of the finalτ-degrees is (d − 1) = 4. There are a total of five columns
in the basis, so the solution is obtained by normalizing the column withτ-degree equal to
0 so that its last entry is equal to 1.
For the problem of computing the Toeplitz inverse generators, the result is obtained in




, and there are a
total of 2n interpolation conditions. Therefore, both columns of the constructed basis will
haveτ-degree equal to 0. However, additional information about the solutions allows them
to be identified from the final basis. Specifically, sinceµ andγν are only degree (n− 1) and









Since all of the polynomials in the constructed basis for this problem will be of degreen,
the final basis can be multiplied by a 2× 2 matrix on the right without changing the fact
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Thus,ν(z) = qB11 andµ(z) = qB22, and the generators of the Toeplitz inverse can be obtained
directly from these vectors.
2.3 Schur recursions
The Schur recursion is a general method of progressively obtaining theLDU factorization
of a matrix through Schur complements.3 One condition required for the method is that
the matrix to be inverted istrongly nonsingular, meaning all of its principal leading
submatrices are nonsingular. While this condition is somewhat restrictive, the algorithm
still finds use in a broad variety of applications.





















whereS = A2,2 − A2,1A−11,1A1,2 is the Schur complement of the componentA1,1. Using this














As a result, to calculateA−1 one can subdivide the problem into four steps: calculatingA−11,1,
building S from A−11,1, calculatingS
−1, and building the overallUDL decomposition from
these results. For the first and third steps, the process can be recursively repeated untilA1,1
andS are scalars or sufficiently small to invert with other methods.
The computational bottleneck of the Schur recursion is the matrix multiplies that are re-
quired once the inverses are known. For generic matrices, thcost of the algorithm remains
3Though this method is used often in numerical linear algebra, use of the term “Schur recursion” seems
to be mostly restricted to structured linear algebra.
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O(n3), on par with alternative methods. For structured matrices, however, it is possible to
use generators and displacement characterization to accelerate the multiplications, reducing
the overall cost of the algorithm.
2.3.1 Schur recursions for Toeplitz inverses
Accelerated Schur recursions were introduced in structured lin ar algebra in the first super-
fast Toeplitz solvers [15, 77]. The original form in which the recursion was presented used
a displacement-rank approach while later elaborations favored polynomial methods [3, 4].
Since the former is the more intuitive way to express the algorithms relative to the other
developments thus far, it is more convenient to place the Schur recursion in the context
of displacement. Moreover, the displacement-rank approach is a slightly broader way of
thinking about the algorithm, as it was later extended to more general classes of structured
matrices .
The keystone of the algorithm is the following theorem.






Letting the size of Z0 be implied by context, suppose rank(A− Z0AZT0 ) = r; then
rank(A1,1 − Z0A1,1ZT0 ) = rank(A−11,1 − ZT0 A−11,1Z0) = r
and
rank(S − Z0S ZT0 ) = rank(S−1 − ZT0 S−1Z0) = r
where S= A2,2 − A2,1A−11,1A1,2 is the Schur complement of A1,1 in A.
Proof. See Appendix A.
Theorem 2.5 uses the concept of “inheritance of displacement rank under Schur comple-
mentation.” This property is the foundation of the “complete recursive triangular factoriza-
tion” (CRTF) algorithm [83], and is a feature of many superfast lgorithms for structured
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matrices.
Using the results of Theorem 2.5, Bitmead and Anderson brokethe Schur recursion for
Toeplitz inversion down into the following steps steps [15]:
1. Recurse to compute the generators ofA−11,1;
2. Determine the geneartors ofA1,2 andA2,1 using Lemmas 2 and 6 of [15];
3. Use the computed generators to find the generators of the productA2,1A−11,1A1,2;
4. Use the results of the previous step to obtain the generators of the Schur complement
S = A2,2 − A2,1A−11,1A1,2;
5. Recurse to compute the generators ofB2,2 = S−1;
6. Use the previous results to calculate the generators of the inverse blocksB1,2 =
−A−11,1A1,2S−1 andB2,1 = −S−1A2,1A−11,1; and
7. Use these results to find the generators ofB.
By using the FFT to perform many of the multiplications and byappealing to several Lem-
mas shown earlier in the work, Bitmead and Anderson (and Morf, since he used an equiva-
lent approach) were able to show that this recursion can be calculated inO(n log2 n) opera-
tions. These steps were generalized in the CRTF algorithm toprovide superfast recursions
for other classes of structured matrices as well.
2.3.2 Schur recursions for generalized Cauchy inverses
Much like Toeplitz systems, generalized Cauchy matrices may also be inverted with Schur
recursion. The key principle for this version of the Schur recursion is that the displace-
ment can be distributed among partitioned blocks of the matrix. Namely, for a nonsingular
generalized Cauchy matrixR parametrized by denominator nodesc, d ∈ Cn and generator
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This decomposition implies that each block of the partitioned matrix has the rank-r dis-
placement∇Dci,Dd j(Ri, j) = ZiYTj , and therefore each is itself a generalized Cauchy matrix.









whereS = R22 − R2,1R−11,1R1,2 is the Schur complement ofR1,1 in R. Consider the generator























































From its inherited displacement,R1,1 is generalized Cauchy and the displacement of its
inverse is
∇Dd1,Dc1(R−11,1) = (−R−11,1Zi)(YTj R−11,1) = P̃1Q̃T1 .
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Since the inverse of the Schur complementS−1 appears in the lower right corner ofR−1, it
follows that













YT2 − Q̃T1 R1,2
)
S−1.






YT2 − Q̃T1 R1,2
)
.
Therefore, the Schur complement is also a generalized Cauchy matrix with displacement
rank r. The process of computing the generatorsP andQ of R−1 involves inverting the
matricesR1,1 andS, each of which is generalized Cauchy with displacement rank. These
developments naturally lead to the Schur recursion of Algorithm 2.
When the matrix size is below some specified tolerance, the matrix R is reconstructed
from its displacement and the linear systems are solved withsome baseO(n3) algorithm.
For this reason, the algorithm requires the displacement∇Dd,Dc(·) to be nonsingular. If this is
not the case, then at the finest level the matrixRcannot be constructed from its generators,
and the solutions for the generating vectorsP andQ will be incorrect.
Algorithm 2 is a reformulation of Algorithm 2.3 of [78], withthe Schur complement
taken on the lower right block of the matrix rather than the upper left block. It is similar in
nature to the algorithm first presented by [19], but has the advantage that the generators are
computed exactly and do not need to be compressed. Moreover,it requires onlyO(rn logn)
operations (see Theorem 2.4 of [78]).
The algorithm is similar to both the Gohberg-Kailath-Olshevsky (GKO) algorithm [44]
and CRTF, which extends GKO to arbitrary classes of structured matrices. GKO/CRTF
computes anLDU factorization of the matrixR and then solves the system with back
substitution. These steps can be combined, in which case theL factor is only implicitly
constructed [86].
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Algorithm 2 A Schur recursion to obtain the generators ofR−1, the inverse of a generalized
Cauchy matrix. This algorithm partitionsR and computes its generators by computing the
generators of the inverse of the principal leading submatrix R1,1 and the generators of the
inverse of the Schur complementS.
procedure [P,Q] = GCDispInv(Z,Y, c, d)
N ←Length(Z)
if N < Nmin then
Ri j ←
(ZYT)i j




[P̃1, Q̃1] ← GCDispInv(Z1,Y1, c1, d1)
ZS ← Z2 + R2,1P̃1
YS ← Y2 − RT1,2Q̃1
[P2,Q2] ← GCDispInv(ZS,YS, c2, d2)
P1← P̃1 − R−11,1R1,2P2
Q1← Q̃1 − R−T1,1RT2,1Q2
end if
end procedure
There are several important distinctions between GKO, CRTF, and Algorithm 2, how-
ever. First, GKO progresses serially, and thus performsO(rn2) computations for the factor-
ization. By contrast, CRTF and Algorithm 2 both use recursive subdivision to accelerate
the factorization. In CRTF, intermediate matrix multiplications are performed by exploit-
ing the generator structure, which results in superfast algorithms. This is the exact strategy
that Algorithm 2 employs; since all matrices involved are generalized Cauchy matrices in
Algorithm 2, they can be applied inO(n) operations with the FMM once their generators
are known. Therefore, the asymptotic complexities of CRTF and Algorithm 2 are indeed
superfast atO(n logn).
However, there is an important distinction between generalCRTF and Algorithm 2:
CRTF does not explicitly compute the inverse generators. Since both CRTF and GKO must
be re-run for any new input, back substitution must also be performed again for each new
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input. By contrast, Algorithm 2 computes a description ofR−1 that may be reused for any
new input. This feature allows Algorithm 2 to further reduceits operation count for new
inputs.
Further computation may be saved by noting the displacementproperties of the matrix
products in the two final steps. The productR−11,1R1,2 has displacement
∇Dd1,Dd2(R−11,1R1,2) = ∇Dd1,Dc1(R−11,1)R1,2 + R−11,1∇Dc1,Dd2(R1,2)
= P̃1Q̃
T







Q̃T1 R1,2 − YT2
)
= −P̃1YTS .
Therefore, the productR−11,1R1,2 is generalized Cauchy, and its generators are known. Simi-




2,1) = −Q̃1ZTS , and therefore the productR−T1,1RT2,1 is
generalized Cauchy with known generators.
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CHAPTER III: NEW ALGORITHMS FOR SCALAR
STRUCTURED MATRICES
3.1 Regularized least squares for Toeplitz systems
Many real-world problems involve rectangular, singular, or p orly conditioned systems.
The inversion algorithms described in Section 1.3 either arnot applicable for or will fail
when placed in these contexts. Expressing an archetypal example of such a system as
T x = b, a least-squares (LS) solution ˇx designed to minimize the norm of the residual
vectorε = (b− Tx̌) is typically computed instead.
It would be beneficial in LS algorithms to again make use of Toeplitz structure to ac-
celerate intermediate calculatory steps, and indeed therehav been many adaptations of
Toeplitz inversion algorithms for LS problems. As mentioned in Section 2.2.2.3 the pseu-




, whereN is the
number of parameters [111]. Other Toeplitz LS solvers include [55] (fast pseudoinver-
sion), [101] (fastQR factorization), [14] and [84] (approximate, iterative calculation of
generalized inverses), to name a few. This chapter extends these results by presenting a
novel superfast Toeplitz Tikhonov-regularization algorithm given in [104].
3.1.1 Tikhonov regularization
Standard LS solutions are sometimes insufficient, as the vector ˇx with the minimum resid-
ual may have undesirable properties. This difficulty arises when the pseudoinverse of the
system is ill-conditioned. A more appealing solution in these instances can be computed
by introducing a quadratic term that penalizes some desiredgnal property or properties.
This general technique is known asTikhonov regularization1, and the Tikhonov-regularized
1It is often termed “ridge regression” in the field of statistic .
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solution is given as
x∗ = arg min
x
‖T x− b‖2 + ‖Γx‖2. (45)
The matrixΓ in this optimization is referred to as ther gularizer, and introduces the penalty
on the recovered signal. While the resultx∗ may not minimize the residual of the original
linear system, it will come close while remaining well behaved (as a result of the influence
of the penalty factor).
The solutionx∗ in (45) can be equivalently defined as
x∗ = (THT + ΓHΓ)−1THb = (GT +GΓ)
−1THb, (46)
whereGT andGΓ are the Gramians ofT andΓ, respectively (and it is assumed that the
Gramian sumG = (GT + GΓ) is nonsingular). Given this expression, it is possible to
computex∗ with superfast complexity when the matricesT andΓ (or their Gramians) are
Toeplitz. In fact, the optimization need not limited to a single regularization term; the more
general problem
x∗ = arg min
x
‖T x− b‖2 + ‖Γ1x‖2 + · · · + ‖ΓK x‖2, (47)
where the matricesΓi form a series of regularizers, can be solved efficiently as well. This
more general case has closed-form solution
x∗ = (GT +GΓ1 + · · · +GΓK )−1THb (48)
(again assuming that the matrix in this expression is nonsingular). Much as was true for





N is the total number of free parameters. It may be further enriched by using the inverse
generators of the Gramian sum in an SSD to improve the asymptotic efficiency as the
number of columns inb increases.
68
3.1.2 Regularization algorithm
As presented in Section 2.2.2.1, ET allows block Toeplitz systems to be rewritten in terms
of a tangential-interpolation problem. The algorithms andtheoretical framework of Sec-





these concepts to Tikhonov regularization, it is necessaryto eformulate the Tikhonov sys-
tem of (48) as a block Toeplitz system.
3.1.2.1 Decoupling the Gramians
The developments of Section 2.2.2 that made use of ET for Toeplitz inversion and pseu-
doinversion required special characteristics of the problems at hand to form the matrix ex-
tensions. For inversion, the extension was straightforward since only a single Toeplitz term
was involved. For pseudoinversion, since the equationT x = b formed an overdetermined
system, it was necessary to introduce extra conditions to make the system solvable. This
goal was achieved by expressing the LS equations in terms of the residual, with one equa-
tion ε = (b − T x) defining the residual and another expressing its characteristic THε = 0.
Together, the equations formed a square, nonsingular blockT eplitz system.
In both prior uses of ET for Toeplitz systems, no manipulation was required to isolate
the Toeplitz structure, as only a single Toeplitz matrix wasinvolved in any equation. How-
ever, the matrixG = (GT + GΓ1 + · · · + GΓK ) that must be inverted to compute (48) does
not have such a simple structure. It is composed of an arbitray number of terms, none of
which are necessarily Toeplitz themselves; rather, each term is a product of Toeplitz ma-
trices.2 As a result, ET does not directly apply to (48), and there is noconvenient residual
characterization to use for this problem.
Instead, a general strategy of “decoupling the Gramians” – that is, isolating the terms
ΓHk Γk into separate equations – may be used to split the individualterms of the Gramian ma-
trices. This manipulation makes it possible to frame the system as a larger set of equations,
2SinceG is a sum of products of structured matrices, it can itself be treated as an SSD.
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but one that is block Toeplitz. Once the problem has been reframed in this way, ET and
the tangential-interpolation algorithm may be applied to compute a solution with superfast
complexity.
The Gramian matrices can be decoupled by defining a series of artifici l variablesσ0 =
T x∗, σi = Γi x∗. Using these variables, the original equation can be re-written as
THσ0 + Γ
H
1 σ1 + · · · + ΓHKσK = THb,
which has replaced terms containing products of Toeplitz matrices with terms containing
only a single Toeplitz matrix. It is then also necessary to inc rporate the equations defining
the relationships of these extra variables to the unknownx∗, yielding the much larger system

0 TH · · · ΓHK





















The process of decoupling replaces the originaln×n system with an|N|×|N| system, where
|N| = n + ∑i mi, with mi the number of rows in each of the matrices{T, Γ1, . . . , ΓK}. This
new system, however, is block Toeplitz.
As a point of note, regardless of the number of matrices in each row, the extensions will
introduce only a single additional artificial variable per block row. For example, supposing
m = max(mi), the extensions̃TH, . . . , Γ̃HK may be chosen to be (m+ k) ×mi and thus
γ0 = T̃Hσ0 + · · · + Γ̃HKσK.




























Each block column is now truncated circulant, and can be transformed to yield tangential-
interpolation conditions.
To forge a clearer connection to the original problem, it is interesting to note thatG−1
in (48) is the Schur complement of the upper-left zero block of the matrix in (49):
G = −
[
TH · · · ΓHK
]












As a consequence, the upper-left corner of the inverse of thematrix in (49) isG−1, resulting
in the identityx∗ = G−1THb. Therefore, in decoupling the Gramians, the original system
was replaced by a block Toeplitz system whose inverse hasG−1 as itsn×n principal leading
submatrix. The same general technique can be applied to multi-level Toeplitz, mosaic
Toeplitz, and a variety of related systems to allow for the usof ET. However, this will not
yield an efficient solution method if the number of block rows and columnsis not small
relative to the block sizes.
To this point, it has been assumed that each matrixT, Γ1, . . . , ΓK is Toeplitz. If instead
theGramiansof one or more of these matrices are Toeplitz, then no decoupling is necessary
for any such terms. For instance, ifTHT is Toeplitz, it is unnecessary to defineσ0, saving
both a block column and block row from the expanded system.
3.1.2.2 Algorithm summary
The superfast Tikhonov-regularization algorithm may be summarized as follows. First,
given matricesT and{Γk}, the decoupling variables{σk} are defined and the Gramian com-
ponents are separated into different block rows. Next, the extension sizes are chosen such
that each block row of (49) contains truncated circulant matrices. With the blocks extended,
the artificial variables{γk} are defined and the interpolation conditionsΛi, j = diag(FCi, je1),
whereCi, j is the (i, j)th block in the extended matrix, are computed. The nodes correspond-
ing to these conditions are theNth roots of unityω. Only the conditions corresponding to
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blocks containing the matricesT andΓk or their transposes need to be computed with the
FFT, as the others are simply zero or columns from the Fouriermat ix. Since the conditions
corresponding to the blockΓHk can be obtained from those corresponding to the blockΓk,
the interpolation conditions require onlyK FFTs to compute.
With the interpolation conditions calculated, theτ-degree vectorτ = [τi] is defined as
τi =

n− 1 i = 1
mi−2 − 1 i = 2, . . . ,K + 2
N −mi−(K+3) − 1 i = K + 3, . . . , 2K + 4
0 i = 2K + 5
.
Theτ entriesi = 2, . . . ,K + 2 reflect the degree structure of the artificial decoupling vari-
ablesσk, while the entriesi = K + 3, . . . , 2K + 4 reflect the degree structure of the artificial
extension variablesγk. The nodes, conditions, andτ vector are then passed to the superfast
basis-construction algorithm, which builds a (2K + 5)× (2K + 5) polynomial basis charac-





operations, as there are (K + 2) sets ofN interpolation conditions and it is
assumed thatK ≪ N. Once the basis is returned, the column withτ-degree equal to 0 is
identified, and the solutionx∗ is computed by scaling the first element of this column by
the last element, which is a scalar.
3.1.3 Displacement and inverse generation





operations. However, since the interpolation conditions that define the
problem depend on the entries ofb, the solution must be at least partially re-computed for
each column ofb. Moreover, while the algorithm is capable of applyingG−1 to a vector, it
does not return any explicit characterization that may be used for future applications.
Fortunately, the inverse generators can be used to obtain such a description. To find
the displacement structure ofG−1, it is necessary to solve a small number of problems
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of the formGxi = yi with the algorithm of Section 3.1.2. However, once its generators
are knownG−1 can be written as an SSD whose terms involve circulant and triangular
Toeplitz matrices, and thus it may be applied to any vector inO ( logn) operations with the
FFT. This structure provides a considerable computationalgain as the number of repeated
applications increases.
The generators of the Gramian of a Toeplitz matrix are given by the following theorem.






























whereak is the complex conjugate of ak. Let ek be the kth canonical vector ofCm×m, fk
the kth canonical vector ofCn×n, and x̂ the reversal of the vector x. Using these notations,
define an additional set of vectors
ŝ = TT ê1 t = THe1
v = TH(u+ − T f1) ŵ = TT r̂−.
(51)
Then for GT = THT,
Z0GT −GTZ1 = r ŝT − tûT + vf̂ T1 − f1ŵT . (52)
Proof. See Appendix A.
Theorem 3.1 gives the rank-4 displacement of the Gramian of aT eplitz matrix. This
result can be generalized to determine the displacement structure of the inverse of asumof
Toeplitz Gramians.




i Ti is nonsingular and let{r i , si, ti, ui, vi ,wi} be the corresponding vectors for each
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term THi Ti as defined in(50)and (51). For µ =
∑
i vi andν =
∑
i wi, define a set of vectors
α = G−1 f1 β̂ = G
−1ν̂ χ = G−1µ υ̂ = G−1 f̂1
ζi = G
−1ti ξ̂i = G
−1ûi θi = G













Proof. See Appendix A.
The displacement ofG−1 from the generalized Tikhonov-regularization problem is given





operations each. Once the solutions to these problems are computed, The-
orem 3.2 can be combined with the following result, which gives an SSD ofG−1.
Theorem 3.3. Let the displacement of an n× n matrix A be given as Z1A − AZ0 = UVT ,




C jL j ,
where Cj is an n×n circulant matrix whose first column is U fj and Lj is a lower-triangular
Toeplitz matrix whose last row is equal to(V f j)T .
Proof. See [59], Appendix A.
Theorem 3.3 states that, given the 4(K + 1) vectors of the displacement,G−1 can be
applied with 2(K + 1) matrices of the formC jL j (referred to hereafter asC-L products









may be applied with length-2n FFTs since they are triangular Toeplitz. Therefore,
once its 4(K + 1) generators are computed,G−1 may be applied to any arbitrary vector
in only O (n logn) operations. When there areℓ > 4(K + 1) columns inb, this leads to a
considerable reduction in cost. Whenℓ ≫ 4(K+1), the overall complexity of the algorithm







In describing how tangential interpolation can be used to solve Tikhonov-regularization
problems, it is worth detailing two previously unexplored implementation issues with the
basis-construction algorithm. First is the data-partitioning strategy and its potential to gen-
erate many difficult points throughout the progression of the algorithm. Second is the task
of constructing a basis when the number of interpolation conditions is not a power of two,
as this has the potential to drastically increase the requird overhead. By addressing these
issues, the algorithm can maintain a small overhead cost across many problem sizes and its
accuracy can be further improved.
3.1.4.1 Data partitioning
The first modification to the basis-construction algorithm of [111] is a change in the way
the data is subdivided. In other uses of the superfast basis-con truction algorithm, the in-
terpolation conditions are subdivided with an interleaving split when the nodes are roots
of unity. This approach allows for more efficient basis evaluation, as it reduces the length
of the required FFTs in intermediate steps. Unfortunately,it also tends to generate many
difficult points for the Tikhonov-regularization problem because of collinearity in the inter-
polation conditions.
As an example, ifΓk is n×n, then the expanded block row corresponding to the equation
σk = Γkx∗ is given by 
Γ̃k 0 · · · −I N−n · · · 0
Γk −I n · · · 0 · · · 0
 .
If the extension matrix̃Γk is chosen to ben × n, which will reduce the size of the FFTs





and{−1}. After the first subdivision, the two corresponding sets of








. The collinearity between
the conditions in each subproblem prevents either from being solved. Since the artificial
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variablesσk(z) andγk+1(z) have the same degree structure (they are both of degreen − 1)
and their interpolation conditions are scaled versions of one another, they become indistin-
guishable. As a result, most of the points in this subproblemare marked as difficult.
One way to avoid this problem is to modify the subdivision strategy. To be useful,
the subdivision strategy must both eliminate predictable co linearity and require short FFT
lengths for evaluations. A strategy that satisfies both requi ments is “paired-interleaving.”
Given conditionsΦ = {φ1, φ2, . . .}, the first paired-interleaving data split is
Φ(1) = {φ1, φ2, φ5, φ6, · · · }
Φ(2) = {φ3, φ4, φ7, φ8, · · · } .
Paired interleaving will eliminate collinearity problemsarising from identity blocks in the
same block row, and will therefore dramatically reduce the number of difficult points iden-
tified by the algorithm. Since the difficult points are processed with the fast basis construc-
tor, this corresponds to a dramatic decrease in complexity compared to an interleaving split.
Additionally, since difficult points generate numerical instability, this approachtends to be
less error-prone.
More importantly, paired interleaving will still allow thealgorithm to use small FFTs.
While the interleaving has effectively subdivided the data by a factor of four, it requires
two sets of conditions to be processed simultaneously. Thisstrategy then requires twice as
many FFTs, but the FFTs are half of the size they would be for standard interleaving. As a
result, the total number of operations is essentially unchaged.
Even using this technique, however, many difficult points may arise depending on the
partitioning of the conditions from each block row. For Toeplitz inversion, there is a single
block row in the system and the partitioning is straightforwa d. The inclusion of the resid-
ual characterization results in two block rows in the Toeplitz pseudoinversion problem, and
the conditions from these rows may be processed either in isolation or together. In [111],
for example, the basis construction for the problem is separated into two stages, each of
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{
φ1,k, . . . , φn,k
}
{
φ1,4k, . . . , φn,4k
φ1,4k+1, . . . , φn,4k+1
} {
φ1,4k+2, . . . , φn,4k+2
φ1,4k+3, . . . , φn,4k+3
}
Figure 3: Subdivision process during an iteration of the basis construction. Each set of
conditions is subdivided into two components using the paired- nterleaving strategy, and
corresponding components for each set of conditions are processed together.
which uses a set of the interpolation conditions generated by a single block row.
Extending such an approach to the general Tikhonov problem would result in a final
basis computed as the product
B∗(z) = B1(z) · · ·Bc(z),
where the basesBi(z) are constructed using the conditions generated from thei th block
row. Since only one block row contains the solution vectorTHb, this type of subdivision
saves computation when there are multiple columns inb. Unfortunately, it can also generate
many difficult points, and the number of difficult points may vary with the processing order.
A prime example of this behavior is whenΓk is anℓth order difference matrix and the
conditions generated by its block row equationΓkx∗ = σk are processed first. Since no
other conditions have been processed, no previous information exists aboutx∗ orσk. As a
result, there are not nearly enough restrictions on possible olutions to yield a meaningful
result. Accordingly, many difficult points will be generated.
Since there is no way of knowinga priori what the optimal processing order would be,
one may instead consider constructing the basis from the entire set of interpolation con-
ditions simultaneously. To retain the ability to evaluate th subproblem bases efficiently,
it is prudent to subdivide the conditions of each block row independently with a paired-
interleaving split, as illustrated in Figure 3. This approach tends to be much more efficient
for Toeplitz Tikhonov regularization, as it generates manyfewer difficult points while re-
taining the overall subdivision properties of the general algorithm.
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3.1.4.2 Data sizes
So far, it has been assumed that the recursive basis-construction algorithm subdivides the
conditions until arriving at a single interpolation point.As noted in [110], at some level
further subdivision results in higher overhead cost than calling the fast construction rou-
tine on the remaining conditions. Therefore, it is prudent to call the fast solver rather
than subdivide the total number of interpolation conditions if a given subproblem satis-
fiescNsub ≤ Nlim for a machine-dependentNlim (assuming the conditions are processeden
masse).
If the total number of conditionsN is a power of two, there is cancellation in the expo-
nential fractions of the roots of unity during each subdivision. For example, during the first
subdivision, the{ω2k−1} are roots of−1 and the basis evaluationsBL(ω2k−1) are computed
with length-N/2 FFTs. However, whenN is not a power of two, there is no cancellation in
the complex exponential factors and longer FFTs are required. As a worst case scenario,
whenN is prime there willneverbe fractional reduction in the complex exponentials of
{ω2k−1}. As a result, a full length-N FFT is required to evaluate the basis for each subprob-
lem, regardless of its size. This increased overhead can cause the computation time to vary
drastically across similar problem sizes.3
The circulant extensions of Section 2.2.2.1 may be used to circumvent this problem. In
the process of extending the Toeplitz matrices in each blockr w, it is possible to choose
k ≥ −1 such that fractional reduction results in shorter FFTs when evaluatingBL(z). If
k ≥ 0, it is necessary to choose values for the arbitrary entriesin the extension. Empiri-
cally, it appears that setting these entries to zero can leadto very ill-conditioned problems.
It is therefore wise to choose them to be similar in magnitudeto the known matrix coeffi-
cients. While there are no theoretical results to justify such an approach, it is more stable
3As an example, when there areN = 211 = 2048 conditions there will be cancellation at each subdivision,
while if there areN = 2053 conditions there will be no cancellation. Despite onlycontaining four more data
points, the algorithm performs considerably slower in the latter circumstance.
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in practice.
However, the question of how to choose an optimalk remains. One immediate option,
adopted in [53], [110], and [111], is to choosek such thatN is a power of two (the “power-
of-two” method). Unfortunately, this causes the algorithm’s complexity function to become
highly quantized relative to the number of interpolation coditions, as there will be twice
as many operations required forN = 2ℓ + 1 points than forN = 2ℓ. Moreover, since the
arbitrary values in the extension must be chosen, and there is no principledmethod for
doing so, it is best to use the smallest possible extensions.
An alternative strategy, which may also be applied to existing results that make use
of the interpolation algorithm, is to impose the following restrictions of the number of
interpolation conditions:
1. N = 2ℓNsub, whereNsub is an integer;
2. cNsub≤ Nlim; and
3. N ≥ N0, whereN0 is the minimum possible number of conditions in each stage.
The first condition guarantees fractional reduction for thefirst ℓ subdivisions. The sec-
ond guarantees that there will be exactlyℓ subdivisions before the fast basis constructor is
called. The final condition assures that the extensions indeed produce truncated-circulant
blocks (i.e., the circulant extensions are valid). These conditions aredevised for an inter-
leaving data split as discussed in Section 2.2.3.2; for a paired-interleaving split, the right
side of the inequality in the second condition should be replaced byNlim/2 to ensure that
the nodes{ω4k+i} can be evaluated efficiently. It is also often more efficient to forceNsub to
be a product of small primes; this helps to reduce the overhead cost of the FFTs throughout
the basis construction.
Algorithm 3 provides a simple method for choosing the extension izek to satisfy these
79
Algorithm 3 Routine for calculating an alternate circulant extension size k given a mini-
mum number of conditionsN0 and subdivision limitNlim.




while Ntot > Nlim do






criteria. The algorithm is formulated for interleaving data splitting, but can be easily mod-
ified for paired-interleaving by changing thewhile loop condition. The number of inter-
polation conditions processed for the power-of-two methodversusthe proposed alternative
method is plotted in Figure 4. For all data points in the curves, sufficient reduction occurs
to halve the required FFT length each time the nodes are subdivide . Since the number
of conditions is lower, the complexity for the alternative method should increase more
smoothly with the problem size. The observed gain in effici ncy may also depend on the
FFT implementation and the prime factors ofNsub.
It is possible to extend this line of thought even further. Rather than a binary subdi-
vision of the data, one could consider subdividing the data at given stagei into r i sets,
wherer i is an integer factor ofN. This method of subdividing the problem will not change
the complexity of the algorithm, but may slightly alter the overhead cost of intermediate
operations as the number of basis multiplications increases. However, it will also ensure
that there is always cancellation in the exponential factors.
The criteria of Algorithm 3 may then be slightly altered. To maximize efficiency, the
conditionN = 2ℓNsub may be changed toN =
∏
r i, restricting ther i to be small primes



























Figure 4:Number of conditions processed versus the minimal possiblenumber of conditions for
the power-of-two method and the proposed method of circulant extension, withNlim = 256. The
“quantization” in the number of conditions processed with the proposed methodAltExtend is sig-
nificantly milder than that of the power-of-two method.
1. since the size of eachr i is restricted, the number of subdivisions at any stage is small,
ensuring the overhead cost does not increase by too much; and
2. since the remaining number of conditions is a product of small primes, all FFTs
involved for basis evaluations will be efficient.
The choice ofk then amounts to finding the smallest integer such thatN+k =
∏
r i with
r i ∈ {2, 3, 5, 7}. While this is an integer programming problem, it is small enough in scale
that it is fairly inexpensive to solve. Algorithm 4 providesa method for choosing this value
of k for a single interpolation set of sizeN, but requires the recursive basis construction
implementation to have flexible subdivision strategies. Itmay easily be adapted for cases
such as Tikhonov regularization which have multiple sets ofinterpolation conditions.
There is a trade-off between the maximum allowable prime factorrmax and the final
number of conditions. The larger the allowable factors, thecloser the final number of
conditions will be to the original number of conditions. However, this comes at the cost
of more basis multiplications and less efficient FFTs. Whenrmax is small, Algorithm 4
may result in more interpolation conditions than Algorithm3, but the overhead cost will
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Algorithm 4 Routine for calculating a more optimal circulant extensionsizek given a mini-
mum number of conditionsN0 and subdivision limitNlim, assuming the recursive tangential
interpolation routine subdivides the data based on the prime factors of the data size (rather
than just binary divisions).
procedure k = AltExtendPrimeFactors(N,rmax)
X← 1
M ← N








X← X ⊗ r (0:imax)
M ← min
i
Xi s.t. Xi ≥ N
end for
k← M − N
end procedure
in general be reduced as the FFT sizes are smaller. In practice, however, the restriction to
binary subdivisions is sufficient for most problems. It is also worth noting that Algorithm 4
will always result in fewer conditions than Algorithm 3 whenrmax = Nlim, but will not
necessarily reduce execution time.
3.1.5 Numerical results
The performance of the Tikhonov-regularization algorithmis demonstrated with several
numerical simulations. While the algorithm was developed in terms of an arbitrary number
of regularizers, these simulations cover cases of practical interest that contain only a single
regularizerΓ. In particular, there are two specific classes of problems con idered:
• General problem: The system matrixT and regularizerΓ arem0 × n andm1 × n
Toeplitz. This class of problems is the most generic in its formulation, encompassing
all Toeplitz-structured regularizers for Toeplitz systems. Most notably, this class of
problems includes thenth order difference matrices as regularizers, which encour-














































Figure 5: (a) Number of conditions processed versus the minimal possible number of conditions
for the AltExtend and theAltExtendPrimeFactors methods, withNlim = 256andrmax = 7. The
number of conditions processed in the two methods is similar, with the AltExtendPrimeFactors
method averaging 0.2% more interpolation conditions. (b) Maximum prime factor for the two
methods, which is correlated with the efficiency of the FFTs used in intermediate steps. While the
AltExtendPrimeFactorsmethod averages more interpolation conditions, it always involves smaller
prime factors and is often preferable to theAltExtendmethod.


















Since there are three block rows in the system, three artificial variables are introduced
during extension, and the constructed polynomial basis is 7× 7. The matrix (GT +
GΓ)−1 has 12 generators and can be applied with six C-L products.
• Toeplitz-Gramian problem: In this problem, a single Gramian (eitherGT or GΓ)
is itself Hermitian Toeplitz.4 This class of problems represents the most common
formulation, as it covers standard Euclidean-norm penalization (i.e., Γ is a scaled
identity matrix discouraging solutions with largeℓ2-norm). In addition, a problem of
particular interest within this class is the recovery of a signal from its non-uniform
4The regularization amounts to a Toeplitz inversion if both Gramians are Toeplitz, as the sumGT +GΓ is
itself Toeplitz.
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Fourier samples, where the matrixT is a non-uniform Fourier matrix and its Gramian
is Toeplitz [38]. If the regularizerΓ is also Toeplitz, computing the regularized solu-
tion of this problem amounts to solving a Toeplitz-Gramian problem.













where it is assumed thatGT is Hermitian Toeplitz. Two artificial variables are in-
troduced during extension, and the constructed polynomialbasis is 5× 5. Using the
results of Section 3.1.3, the displacement structure ofG = GT +GΓ is
Z0G−GZ1 = (v2 + u1) f̂ T1 − f1(ŵ2 + ûT1 ) + r2ŝT2 − t2ûT2 ,
whereu1 is the vectoru given in (50) for the matrixGT while the remaining vectors
are those of (52) for the matrixΓ. Since there are four terms, the matrixG−1 has eight
generators and can be applied with four C-L products.
The Toeplitz Tikhonov-regularization algorithm is implemnted in C++ with MEX-
function interfaces to MATLAB as part of the “Toeplitz Toolbx” code package. All ex-
periments were run on a 3.16 GHz Intel Core 2 Duo machine with 3.0 GB of RAM under
the Ubuntu 12.04 LTS operating system and MATLAB R2012a. For each experiment,
paired-interleaving data splitting and the extension strategy of Section 3.1.4.2 were em-
ployed.
3.1.5.1 Computational complexity
To confirm the algorithm’s asymptotic cost, it was used to solve a large range of Tikhonov
problems of varying size. Since the Tikhonov solutionx∗ is notexactlyequal to the orig-
inal input signalx, the algorithm was instead used to compute the solutions to systems of
the form (GT + GΓ)x = y with known input vectorsx. These systems are equivalent to
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Tikhonov-regularization problems, asy could easily be replaced withTHb, but allow for
error comparisons between the calculatedx∗ and the known inputs.
For each problem type and size, the solution to 1000 systems were computed with
the basis-construction algorithm. In each simulation for the general problem, the matrices
T and Γ were n × n Toeplitz with coefficients drawn from a complex standard normal
distribution, for a total of (4n−2) free parameters per experiment. For the Toeplitz-Gramian
problem, theℓ2-norm-penalization formulation was used, as it is the most cmmon form of
Tikhonov regularization. Since there is only a single free parameter in the matrixΓ for this
configuration, there were a total of 2n free parameters in these experiments. In both cases,
the value ofn was varied in even logarithmic steps between 29 and 215, with the resulting
average execution times plotted in Figure 6. In the figure, thexecution times are given as
a function offree parametersin the problem, rather than as a function of the matrix side
length.



















































Figure 6: Execution time vs. total number of free parameters for (a) square Toeplitz matricesT
andΓ with coefficients drawn from a complex standard normal distribution and (b) square Toeplitz
matricesT with coefficients drawn from a complex standard normal distribution and ℓ2-norm penal-
ization. For each data point, the execution time was averaged ov r 1000 trials. Also plotted in the
figures are the least-squares estimates of the underlying complexity functions, which closely match
the observed performance.
To check the algorithm’s scaling properties, the observed ex cution times are compared
to the theoretical underlying cost. Based on the complexityof he component stages of the
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algorithm, if the execution time is primarily a function of the number of flops it should be
characterized by a function of the form
E(n) = C1n log
2 n+ C2n logn+ ov(n),
whereC1 andC2 are constants and ov(n) reflects the cost of lower-order operations for





putations, but given the number of FFTs required the contribution of O (n logn) calcula-
tions is non-negligible for the problem sizes considered. The execution time can then be
well-approximated by a function of the form
E(n) ≈ C1n log2 n+ C2n logn.
Using this model, a least-squares fit of the constantsC1 andC2 was computed for each class
of problem and the estimated computational costE(n) was superimposed on the observed
calculation times in Figure 6.
The execution-time curves in Figure 6 suggest that the performance of the algorithm
scales with the predicted asymptotic complexity. The data points in both plots correspond
to matrices of the same size. Theℓ2-norm-penalization problem requires a significantly
smaller computation time than the general problem for system of the same size. This
result is unsurprising given that the Toeplitz-Gramian problem involves fewer interpolation
conditions and smaller basis sizes than the general problem. However, when considered as
a function of free parameters, there is minimal difference in the interpolator’s performance
for the two problems. While the general problem requires more operations thanℓ2-norm
penalization, it also contains roughly twice as many parameters.
3.1.5.2 Accuracy of results
In addition to analyzing the execution time, the results of the experiments of Section 3.1.5.1
were used to verify the accuracy of the implementation of thealgorithm. For each exper-
iment, the maximum error between the input vectorx and the recovered vectorx∗ were
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Table 1:Maximum error between the input vector and the solution returned from the inversion pro-
gram for the experiments of Section 3.1.5.1. For each problem type and matrix size, the maximum
errors in the recovered vectors were taken across all 1000 trials. “Matrix size” refers to the side
length of the matrices for the experiments.








recorded. The maximum error across all trials was then takenfor each type of problem and
matrix size.
It is important to note that while the execution time is nearly independent of the ma-
trix conditioning, the accuracy is not. As is to be expected,here are errors that propagate
throughout the basis construction. As the matrix (GT + GL) becomes more poorly con-
ditioned, the magnitude of these errors increase, resulting in less exact solutions to the
interpolation problems. To address the difficulties that this effect might introduce in com-
paring the algorithm’s accuracy between the two classes of problems, the matrixΓ in the
ℓ2-norm-penalization experiments was set toΓ =
√
2nI n, which was determined empiri-
cally to yield condition numbers similar to those of the matrices of the general problem.
The resulting data better reflects the interpolator’s accuracy when conditions are eff ctively
the same.
The maximum-error results are listed in Table 1, and suggestthat he algorithm applies
the inverse with an acceptable degree of accuracy for each problem. These results can be
further improved with iterative refinement as described in [110]. However, the numbers in
Table 1 do not include any such adjustments, and report the errors after a single pass of the
inversion process.
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Table 2:Scaled maximum error for each element of the vector returnedby the basis construction
program for the experiments of Section 3.1.5.1. For each problem type and matrix size, the max-
imum errors in the recovered vectors were taken across all 1000 trials. “Matrix size” refers to the
side length of the matrices for the experiments.
Matrix Size
General Problem ℓ2-Norm Penalization
ǫ(x) ǫ(σ1) ǫ(σ2) ǫ(x) ǫ(σ1)
29 2.19e-12 6.39e-12 7.08e-12 2.88e-12 2.82e-12
210 5.20e-12 2.00e-11 1.88e-11 7.54e-12 9.57e-12
211 9.53e-12 5.23e-11 5.37e-11 1.92e-11 1.61e-11
212 1.97e-11 1.21e-10 1.21e-10 4.26e-11 4.42e-11
213 4.12e-11 2.92e-10 3.09e-10 1.28e-10 1.28e-10
214 9.07e-11 7.84e-10 6.94e-10 2.94e-10 2.81e-10
215 1.78e-10 1.75e-9 1.76e-9 8.61e-10 6.85e-10
In addition, the errors in the computation of the artificial vriablesσi = THi x were
recorded. Since the extension sizes vary across problem sizes, these vectors seldom have
an ℓ2-norm on the same scale asx∗. Thus, for a fair comparison, the maximum error for
each of these vectors was scaled by the norm of the true vector. Specifically, the normalized
errors are defined as
ǫ(x) =
max|x− x∗|
‖x‖ , ǫ(σ0) =
max|TH x∗ − σ∗0|
‖THx‖ , and ǫ(σ1) =
max|ΓH x− σ∗1|
‖ΓH x‖ .
The results are shown in Table 2, and demonstrate that the algorithm produces roughly the
same degree of error in the artificial variables{σi} as it does for the signalx.
3.1.5.3 Performance for multiple input vectors
To show how displacement structure can speed up the calculation for multiple RHS vec-
tors, the experiments of Section 3.1.5.1 were repeated fory c ntaining multiple columns.
In each trial run, the interpolation algorithm was first usedto solve for the generators of
G−1. With the generators known, the SSD ofG−1 was used to calculate the solution to
the Tikhonov problem for a RHS vectory of sizen × ℓ. For each matrix sizen, the num-
ber of columnsℓ was chosen such that the ratioℓ/n increased in even steps up to 1. The
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Figure 7:Execution time per column vs. ratio of number of columns iny to the matrix side length
n for (a) square Toeplitz matricesT andL with coefficients drawn from a complex standard normal
distribution and (b) square Toeplitz matricesT with coefficients drawn from a complex standard
normal distribution andℓ2-norm penalization. For each data point, the execution timewas averaged
over 10 trials, and the inversion program made use of displacement structure to generate the inverse.
per-column execution time of the solver, including the timenecessary to compute the gen-
erators, was recorded for each size, problem, and ratio. Since the experiments are much
more computationally intensive than those of Section 3.1.5.1, the number of trials for each
data point was limited to 10 and the range of matrix sizes restricted to [28, 211]. The results
are shown in Figure 7.
As is evident in the figure, as columns are added toy, he per-column cost of solving the
Tikhonov system decreases dramatically. At small ratios, the per-column cost of computing




, while for larger ratios it
increases asO (n logn). Therefore, by incorporating displacement structure, thealgorithm
becomes asymptotically more efficient as the number of columns iny gets larger.
Table 3 lists the maximum errors in each set of trials. Since the accuracy of applying
the inverse through its closed-form expression is a functioof the accuracy of the computed
generators, the errors are slightly larger than when the interpolation is computed for each
individual column ofy. However, the dropoff is slight compared to the dramatic increase in
efficiency. Moreover, it is possible that the numerical stability of the inverse formula could
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Table 3: Maximum error between the input vector and the solution returned from the inversion
program when using displacement structure to generate the inverse. For each problem type and
matrix size, the maximum errors in the recovered solutions were taken across all trials and all ratios
of the number of columnsℓ in the inputy and the matrix side lengthn. “Matrix size” refers to the
side length of the matrices for the experiments.







be improved with a different displacement structure (as suggested in [57]).
3.1.5.4 Equivalence in Conjugate Gradient (CG) Iterations
The results of Sections 3.1.5.1 and 3.1.5.2 give an absolutemeasure of the performance
of the tangential interpolator. To gain a sense of perspectiv , it is useful to translate this
performance into a comparison with CG. The choice of comparison with CG is motivated
by the fact that there exist no other direct solution methodsavailable for the problems
considered, and it is one of the most celebrated iterative methods for solving least-squares
problems.5 Therefore, it serves as a reasonable benchmark.
A direct comparison with CG is difficult, however. While CG is an iterative method,
the tangential-interpolation approach is direct. In addition, the convergence speed of CG
is dependent on the conditioning of the matrix (among other factors), resulting in variable
solution times across different problems of the same size. By contrast, the tangential-
interpolation algorithm is nearly static in computation time for a given matrix size, as the
complexity is primarily dependent on the number of interpolati n conditions. In spite of
these differences, it is possible to compare the relative effici ncy of the two algorithms by
5Since very large, dense matrices are used in the simulations, any method requiring an explicit construc-
tion of the matrices involved will exceed memory capacity for most systems.
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determining how many iterations of CG can be performed in theamount of time that the
superfast solver requires.
The experiments of Section 3.1.5.1 were repeated and the time required to compute
G−1 using tangential interpolation in each trial was recorded.The matrix parameters were
then passed to an implementation of CG to obtain the solutionto the Tikhonov problem,
stopping the CG program when the total elapsed time surpassed the direct-inversion time.
To arrive at a fair comparison, the CG solver made use of routines designed to apply the
matrix G with minimal complexity through FFT operations. In each case, since either the
matricesT andL or their Gramians were Toeplitz, the individual matrices could be applied
with FFTs of length 3n− 2. However, the minimum number of FFTs is different for each
problem:
• General problem: nine – five to computeT xandLx and four to computeTH(T x) and
LH(Lx);
• ℓ2-norm penalization: five to computeTH(T x);
These tallies also use the fact that the FFT of the generatingvector of the matrixTH can
be obtained inO(n) operations from the FFT of the generating vector of the matrix T (and
similarly for LH). When the CG programs terminated, the number ofcompletediterations
were recorded (discarding the results of any partial iterations), and averaged across all
trials. The resulting equivalent iteration counts are given in Table 4.
As indicated in Table 4, the equivalent number of CG iterations increases with the
matrix side length. This result is expected, as the CG iteratons useO(n logn) operations
while the tangential interpolator is anO(N log2 N) algorithm. It is then unsurprising that
asn increases more CG iterations can be run in the same amount of time it takes for the
tangential interpolator to build a solution.
The accuracy of the two algorithms can also be compared. For each xperiment, the
maximum error in the solutions returned by the two algorithms across all trials for each
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Table 4: Number of CG iterations corresponding to the tangential-interpolation Tikhonov solver
for the two Tikhonov-regularization problems. The table values were calculated by averaging the
equivalent number of iterations in each scenario over 1000 trials. “Matrix size” refers to the matrix
side length for the experiments.










Table 5: Maximum errors between the input vector and the returned solutions of both the CG
method and the tangential-interpolation algorithm for thetwo Tikhonov problem types. For each
problem type and matrix size, the maximum errors in the recovred vectors were computed across
all trials. In all trials, the CG method was terminated aftersu passing the time required for the
inversion program to return a solution to the same problem. “Matrix size” refers to the side length
of the matrices for the experiments.
Matrix Size
General Problem ℓ2-Norm Penalization
CG Direct CG Direct
512 1.64e-7 8.66e-12 1.02e-3 1.45e-11
1024 1.61e-7 2.52e-11 5.26e-3 4.45e-11
2048 6.03e-8 7.49e-11 1.21e-2 1.28e-10
4096 1.14e-9 1.70e-10 1.22e-2 4.00e-10
8192 2.02e-10 4.32e-10 1.62e-2 1.14e-9
16384 2.28e-10 1.08e-9 5.85e-2 3.51e-9
32768 1.09e-14 2.75e-9 3.82e-2 1.10e-8
matrix size were recorded. The results are given in Table 5.
Table 5 reflects the potential performance gains that can be realized with the superfast
algorithm. The tangential interpolator is only markèdly outperformed by CG when the
matrices of the general problem become very large. Forℓ2-norm penalization, CG requires
much more time than the tangential interpolator to achieve acomparable level of accuracy,
even when the condition numbers are kept reasonable.
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Table 6: Number of CG iterations corresponding to the tangential-interpolation Tikhonov solver
using displacement for the general problem. The table values w re calculated by averaging the
equivalent number of iterations in each scenario over 100 trials. “Ratio” refers to the ratio of the
number of columns in the input matrixy to the matrix side lengthn.






Table 7: Maximum errors between the input vector and the returned solutions of both the CG
method and the tangential-interpolation algorithm with displacement for the general problem. For
each matrix side lengthn, the maximum errors in the recovered matrices were computedacross
all trials and all columns of the input matrixy. In all trials, the CG method was terminated after
surpassing the time required for the inversion program to return a solution to the same problem.
“Ratio” refers to the ratio of the number of columns iny to the matrix side lengthn.
Ratio
n = 4096 n = 8192
CG Direct CG Direct
0.11 5.24e0 1.10e-9 5.63e0 2.91e-9
0.37 5.81e0 1.06e-9 6.19e0 3.23e-9
0.53 5.60e0 1.04e-9 5.84e0 2.69e-9
0.79 6.20e0 1.22e-9 5.69e0 3.18e-9
1.0 5.88e0 1.13e-9 5.94e0 2.91e-9
These simulations provide a comparison for problems in which the inputy consists
of a single column. However, these comparisons can also be mad wheny has multiple
columns. Repeating the experiments for the general problemfor different matrix sizes
(with a smaller range of sizes since the amount of computation is much larger), the number
of columns iny was again varied in fixed ratios up to 1 for various matrix sizeas in Sec-
tion 3.1.5.3. The equivalent number of CG iterations for twomatrix side lengths from these
experiments are listed in Table 6 and the corresponding time-li ited error comparisons in
Table 7.
As is clear from the results, as the number of columns in the RHS increases, the direct
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solver dramatically outperforms CG. This result is a product of the fact that the SSD of
G−1 requires roughly the same number of FFTs as is necessary to apply the matrixG itself.
Once the number of columns in the RHS is larger than the numberof inverse generators, the
equivalent number of CG iterations necessary to process additional columns iny becomes
very small.
3.1.5.5 Non-uniform Fourier samples
To demonstrate a practical use of the algorithm, it was applied to the task of reconstructing a
signal from non-uniform spectral samples. This is a common pr blem in signal processing,
and one that is particularly relevant (albeit in a multi-dimensional variant) for magnetic
resonance imaging (MRI). For one-dimensional signals, thespectrum of a discrete signal





Collectively, a set ofK spectral samples at frequencies{ fk} may be obtained by evaluating
the matrix-vector productX = Ax, whereA is a Fourier-like matrix with entries
Ak j = e−j2π fk j .
WhenK = N and the{ fk} are uniformly spaced in [−1/2, 1/2), the matrixA is a Fourier
matrix. Accordingly, the signalx may be recovered from its spectral samples by
AHX = AHAx= x.
However, when the frequencies are not uniformly spaced, thematrix A is often severely
ill-conditioned, and a regularized solution to the systemX = Ax is required. The Tikhonov
regularization for the problem is typically formulated as
x̂ = (AHWA+ ΓHΓ)−1AHWX,
whereW is a diagonal weighting matrix that compensates for the sampling density in the
Fourier domain andΓ is the regularizer. For MRI reconstruction problems, a Voron i-cell
weighting is typically used to compute the entries ofW [90].
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Straightforward calculations show that the “weighted Gramian” AHWA is structured,
with entries





Since the entries ofGA depend only on the index difference (i − j), GA is Toeplitz. If the
Tikhonov matrixΓ is also Toeplitz, this amounts to the Toeplitz-Gramian problem, and the
tangential-interpolation algorithm may be used to determine the solution to the Tikhonov-
regularization problem.
To demonstrate the use of tangential interpolation for thisproblem, length-4096 in-
put signals consisting of linear combinations of sinusoidsof three randomly-chosen fre-
quencies in the digital frequency range [0, 0.02] were generated. For each input signal,
4096 spectral samples at random frequencies chosen from a triangular distribution over
[−1/2, 1/2) were computed. As the number of Fourier samples was equal to the length of
the input signals, the corresponding Gramian matricesGA were severely rank-deficient.




−1e-4 |i − j| = 1
2e-4 i = j
0 else
served as a mild but effective regularizer, penalizing solutions with high-frequncy content.
A typical reconstruction is shown in Figure 8. In this example, the GramianGA had
a numerical rank of 3050 despite being 4096× 4096, and the condition number of the
matrix (GA + ΓHΓ) was approximately 9.7e6. Despite this poor conditioning, a reasonable
reconstruction was acquired through direct inversion in less than 0.7 seconds.
The reconstruction may be compared to one achieved with CG. Again time-limiting the
CG reconstruction based on the runtime of the tangential interpolator, the iterative solution
to the same problem was computed. With both solutions available, the error vector (x− x∗)
for each method was computed and the results plotted on the sam cale in Figure 9. While
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Nonuniform Fourier Reconstruction (4096 Samples)
Original Signal
Reconstructed Signal
Figure 8: A segment of the reconstruction of a low-frequency input signal using4096 non-
uniformly spaced Fourier samples via superfast Tikhonov regularization, where the Tikhonov ma-
trix was a scaled second-order difference matrix. Despite the poor conditioning of the matrix,a
reasonable reconstruction was produced in under a second.
both methods achieve reasonable reconstructions, the tangntial-interpolation algorithm
outperforms CG in reconstruction quality for an equal amount f computation time.
3.2 Nonuniform resampling of digital signals
Resampling discrete signals is one of the fundamental operations in digital signal process-
ing. For an analog signalx(t) sampled at a periodT above the Nyquist rate, classical signal




x[ j] · sinc(t/T − j) ,
where sinc(x) = sin(πx)/(πx). During the process of digital resampling, the signal is not
actually synthesized to an analog version and then sampled again. Instead, new samples




x[ j] · sinc(σi − j) . (54)
The synthesis formula of (54) is an interpolation, where theinput samplesx[ j] are weighted
by samples of the sinc kernel function.
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Figure 9:Errors of the reconstructed signals from the tangential-interpolation method and the CG
method. Both methods yield a reasonable reconstruction in the same amount of time, with the
tangential-interpolation method having a smaller error level.
When the new sampling locationsσi form a uniform grid, this process amounts to alter-
ing the sampling rate of the signal. Such problems are well-studied, and the computation
involved is fairly straightforward. For a rational rate change by a factor ofP/Q (or an ir-
rational rate change suitably approximated by a rational rate change), the new samples are
calculated by the following steps:
1. A longer, zero-padded version of the signal is created:
x̃i+ jP =

xj i = 0
0 i , 0
for i = 0, . . . ,P− 1 and j = 0, . . . , n− 1.
2. The signal ˜x is filtered with an anti-aliasing filter̂x = Tx̃. This operation corre-
sponds to multiplication by a Toeplitz matrix whose entriesare determined by the
filter coefficients.
3. The new signal is calculated as a decimated version of the fil ered signal,yi = x̂Qi.
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The only real computation involved is in the filtering stage,where a Toeplitz matrix-vector
multiplication is performed.
For many applications (including packet-data traffic, geophysics, medical imaging, and
astronomy, for example), either the input or output sample grids arenon-uniform, and the
resampling process is used to convert between uniform and no-u iform samples [33, 100].
There is a great deal of literature on the theoretical properties of non-uniform resampling
[18, 23, 35, 100] and many algorithms for converting betweensampling modalities [11,
36, 74, 114]. These algorithms are diverse, with some iteratv nd others direct, some
approximative and others exact,e c.
It is also possible to express the non-uniform resampling problem in terms of structured
matrices by exploiting the behavior of the sinc interpolatin kernel. Since the uniform re-
sampling problem uses only structured matrices in its computational step, this approach
allows for a more unified view of resampling in terms of structured linear algebra. More-
over, by exploiting the structure of the problem, it is possible to obtain asymptotically
efficient algorithms for the sinc interpolation involved in resampling.
3.2.1 Structured matrices in non-uniform resampling
Expressing the resampling problem as a linear system, a digital signal x ∈ Cn can be
resampled at arbitrary locations through the matrix-vector multiplication x̂ = Rx, where
R ∈ Cm×n has entries
Ri, j = sinc(σi − j) .











Define the following variables:
ci = πσi d j = π j
zi = sin(ci) yj = (−1)j .
If C is the Cauchy matrixCi, j = (ci − d j)−1, one can writeR as the generalized Cauchy
matrixR= diag(z) ·C · diag(y). SinceR is a generalized Cauchy matrix withr = 1, it can
be applied with the FMM inO(m+ n) operations. This procedure is shown in Algorithm 5.
Algorithm 5 Algorithm to resample a uniform signalx[k], k = 0, . . . , n− 1 onto the non-
uniform nodesσi using sinc interpolation.
procedure x̂ = UniToNonUniResample(x, σ)
N ←Length(x)
ci ← πσi
d j ← π j
α j ← xj · (−1)j
y← FMM(α, c, d)
x̂i ← sin(πσi) · yi
end procedure
For most practical applications, however, the problem at hand is typically to obtain
uniform samplesx from non-uniform sampleŝx rather thanvice versa. This type of resam-
pling may be viewed as the inverse problem of computingRx; that is, computingx = R† x̂,
where (·)† denotes the pseudoinverse. In general, the problem is only slvable and well-
conditioned if the matrixR is tall and has full column rank. In this case, the least-squares
solution is
x∗ = R† x̂ = (RTR)−1RT x̂ = G−1RT x̂.
It is generally expensive to computex∗, as the usual cost of solving a systemGµ = ν is
O(n3). However,G is also structured, and its displacement allows for an effici nt inversion.
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3.2.2 Superfast non-uniform-to-uniform resampling
The matrixG of Section 3.2.1 is the Gramian of a generalized Cauchy matrix. Letting
D = diag(π j), the displacement ofG is
∇D,D(G) = uvT − vuT ,
whereu = RTz andv = y as prescribed by Corollary 2.6. Using (36), the matrixG can
be reconstructed with the pseudoinverse of the displacement op rator from its generatorsu







uivj − viu j
π(i − j) i , j
0 else
.
The matrix∇†(u, v, d) cannot be expressed as a generalized Cauchy matrix, as the de-
nominators of its diagonal coefficients are undefined. However, the uniformity of the nodes
{π j} still allows for fast computation. Define a “core” Toeplitz matrix
Ti, j =

α (i − j) = 0
1
π(i − j) else
,
whereα is any scalar, and diagonal matricesDu = diag(u) andDv = diag(v). Then the
pseudoinverse of the displacement operator has the SSD∇†(u, v, d) = DuTDv − DvTDu,
and may thus be applied inO(n logn) operations. In practice, settingα = 1 yields a matrix
T with both condition number and operator norm close to 1.




DuTDv − DvTDu + diag(λ)
)
µ.
This identity is also useful in determining the diagonal ofG−1 once its generators are
known. Denoting the inverse generators asp = G−1v andq = G−1u, let Dp = diag(p)
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andDq = diag(q). Designate the main diagonal ofG−1 asγ and letµ = β1v + β2u and
ν = β1p+ β2q for some scalarsβ1, β2 ∈ C; then









µ + diag(µ) γ









All operations in (55) involve diagonal or Toeplitz-matrixmultiplies. Therefore, once the
generators ofG−1 are known, its main diagonal may be found inO(n logn) operations. With
the main diagonal calculated,G−1 may be applied to any vector inO(n logn) operations
with similar operations.
The remaining question is how to compute the generatorsp and q. Given that the
matrix G cannot be fully reconstructed from its displacement alone,Algorithm 2 must
be modified. Specifically, the main diagonal of the matrix inverses in the recursion must
also be computed to fully recoverG−1. If the diagonal ofG is supplied, the diagonal of
the upper-left blockG1,1 is known. The first recursive call is then unchanged if the main
diagonal of the matrixG is also an input parameter to the algorithm.
However, the diagonal of the Schur complementS must also be computed. The di-
agonal ofS can be found using (55) once the generatorsuS andvS are computed. More
specifically, ifλS is the main diagonal of the Schur complement, then
λS = S1− ∇†(uS, vS, d2)1
= G2,21−GT1,2G−11,1G1,21− ∇†(uS, vS, d2)1.
OnceλS is known, the second recursive call can be made as usual. The final step of
the algorithm is to compute the diagonal ofG−1 from (55) for some selected valuesβ1 and
β2. The full modified algorithm is given in Algorithm 6, where the generators are defined
slightly differently to exploit the symmetry ofG. Namely, sinceG−1 is symmetric, it is only











Algorithm 6 A recursive algorithm to obtain the generators ofG−1, the inverse of the
Gramian of a resampling matrix. The algorithm partitionsG−1 and computes its genera-
tors and main diagonal by computing the generators and main di gonal of the inverse of
the principal leading submatrixG1,1 and of the inverse of the Schur complementS. The
matricesGi, j andS are applied using their displacements.
procedure [p, q, γ] = ResampGramInvGen(u, v, λ, d)
N ←Length(u)
if N < Nmin then




[ p̃1, q̃1, γ̃1] ← ResampGramInvGen(u1, v1, λ1, d1)
uS ← u2 −GT1,2q̃1
vS ← v2 −G1,2p̃1
λS ← (S − ∇†(uS, vS, d2))1








ν − ∇†(p, q, d)µ
)
end procedure
There are two appreciable differences between Algorithms 2 and 6. First, Algorithm 6
requires extra computation to compute the diagonal values.However, all matrix operations
involved requireO(n logn) or O(n) operations, so the asymptotic efficiency of the over-
all algorithm is unchanged. Second, from the symmetry of thematrix G, the amount of
computation is halved since the two generator matrices contain the same vectors.
3.2.3 Efficient pseudoinversion for resampling matrices
Algorithm 6 gives a straightforward approach to finding the generators ofG−1, but much of
the calculation can be eliminated when it is taken in the broader context of computing the
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pseudoinverse ofR. The displacement ofR† is
∇Dd,Dc(R†) = ∇Dd,Dc(G−1RT) = ∇Dd,Dd(G−1)RT +G−1∇Dd,Dc(RT)
= pqTRT − qpTRT −G−1yzT











If ci , d j for all i, j, then the displacement∇Dd,Dc(·) is nonsingular. Therefore, there is no
actual need to compute the main diagonal ofG−1; if the generatorsp andq are known, the
generators ofR† may be computed without needing to applyG−1 directly.














δ2 −GT1,2G−11,1δ1 = GT1,21+G2,21−GT1,2G−11,1G1,11−GT1,2G−11,1G1,21
= (G2,2 −GT1,2G−11,1G1,2)1 = S1.
Therefore, if the quantityδ = G1 is known, the productS1 can be computed with an
application of the matrixGT1,2G
−1
1,1.


















1 − v2uT1 )G−11,1 +GT1,2(p̃1q̃T1 − q̃1p̃T1 )
= (u2p̃
T
1 − v2q̃T1 ) +GT1,2(p̃1q̃T1 − q̃1p̃T1 )
= (u2 −GT1,2p̃1)p̃T1 − (v2 −GT1,2p̃1)q̃T1
= uS p̃
T
1 − vSq̃T1 .
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Since the nodes ofd1 andd2 are disjoint sets ofd, they are mutually exclusive. Therefore,
GT1,2G
−1
1,1 can be expressed in an SSD that uses its generators. Defining the Toeplitz matrix
(T̃1)i, j =
1















= diag(uS) T̃1diag(p̃1) − diag(vS) T̃2diag(q̃1) .
Given δ, then, it is possible to compute the main diagonal ofS with two generalized
Cauchy matrix-vector products rather than the six productsrequired in Algorithm 6. Simi-











Therefore, only two (rather than four) generalized Cauchy matrix-vector products are needed
to computep1 andq1.
SinceG−11,1 is only used in conjunction withG1,2 or G
T
1,2, its main diagonal is never
needed. Similarly, it is unnecessary to compute the main diagon l forS−1, as it is never
used. Finally, since the pseudoinverse itself does not requir the main diagonal ofG−1, there
is no need toevercompute the main diagonal during the recursive call. The main di gonals
are only used in the beginning of the algorithm to computeG1. Thus, the diagonal of the
matrix to be inverted must be supplied, but the diagonal of its inverse never needs to be
computed.
This more economical approach is given in Algorithm 7, whichis used to provide the
generators ofR† rather thanG−1. While the matrixG is more expensive to apply than any
of its individual blocks, by computingG1 the number of matrix multiplies required in var-
ious stages of the algorithm is greatly reduced. Moreover, th productsG1,11 andS1 are
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computed throughout, and can be passed to the recursive routine to avoid further calcu-
lation.6 Therefore, this approach significantly reduces overhead and eliminates redundant
calculations.
With this algorithm established, Algorithm 8 then providesa uperfast non-uniform-to-
uniform resampling. The first lines determine the generators u andv of G, as well as its
main diagonal. Then, the generators of the pseudoinverse are determined with Algorithm 7.
Finally, the pseudoinverse generators are used in an SSD to mul iply the pseudoinverse by
the non-uniform samples. Note that it is also possible to incorporate the procedure of
performing the multiplication of the input samples directly into the routine of Algorithm 7.
3.2.4 Performance scaling
The performance scaling of an implementation of the resampling algorithms can be ob-
served with a series of numerical simulations. For these simulations, the algorithms were
implemented in C++ with MEX-function interfaces to MATLAB. All experiments wer
run on a 3.16 GHz Intel Core 2 Duo machine with 3.0 GB of RAM under th Ubuntu 12.04
LTS operating system and MATLAB R2012a.
In the simulations, a number of input signals of varying lengths were processed with
the resampling algorithms and the accuracy and execution time was recorded. More specif-
ically, the size of the uniform sampling grid was varied betwen 28 and 215 in even log-
arithmic steps. Taking the uniform grid size to ben, in each of the 10000 trials per grid
size a non-uniform sampling grid was then formed by choosingm= 3n sampling points at
random in the interval (0, n− 1/2).
To estimate the accuracy of the algorithms, the results of the resampling algorithms
were compared with direct calculations. Since the direct computation of sinc interpolants
is computationally costly atO(mn), it is beneficial to usessparse signals (signals with only
6Sinceδ1 = G1,11+GT1,21, it is necessary to pass the valueδ̂1 = δ1 −GT1,21 to the recursive procedure on
the blockG1,1.
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Algorithm 7 A recursive algorithm to obtain the generators ofR†, the pseudoinverse of
a non-uniform resampling matrix. The algorithm operates bycomputing the generators of
(RTR)−1 through a partitioning and then uses them to compute the generators of the full ma-
trix (RTR)−1RT. By never explicitly computing the diagonal ofG−1, redundant calculation
is eliminated. Thẽ∇ operators are used to apply generalized Cauchy blocks with nonsi gu-
lar displacements with their SSDs, while the∇† operators are used to apply matrices with





= ResampPseudoInvGen(z, y, c, d)






∇̃−1(z, y, c, d)
)
1 ⊲ Computeδ = RTR1
λ← δ − ∇†(u, v, d)1 ⊲ Compute main diagonal ofG[
p q
]


















= RecGramInvGen(u, v, λ, δ, d)
N ←Length(u)
if N < Nmin then




















































δ1 ⊲ Computeδ = S1
λS ← δS − ∇†(uS, vS, d2)1 ⊲ Find main diagonal ofS[
p2 q2
]























Algorithm 8 Algorithm to calculate the uniform samples of a signalx[k], k = 0, . . . , n− 1
from the non-uniform samples ˜x[k] corresponding to locationsσi by applying the pseu-
doinverse of a resampling matrix with an SSD.
procedure x = NonUniToUniResample(x̃, σ,N)
ci ← πσi
d j ← π j ( j = 0, . . . ,N − 1)
zi ← sin(ci) ⊲ Find generators, main diagonal ofG
αi ← −z2i
u← FMM(α, d, c)
β← FMM(v, c, d)
β j ← − sin(πσ j) · β j
λ← FMM(β, d, c)
λ← λ − ∇†(u, v, d)1[
χ Υ
]




← diag(x̃)Υ ⊲ Apply pseudoinverse
β1← FMM(α1, d, c)
β2← FMM(α2, d, c)
xj ← χ j1(β1) j + χ j2(β2) j
end procedure
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s non-zero samples) to reduce computation. Given ans-sparse vector of uniform samples,
the non-uniform samples may be directly computed as a sum ofs weighted sinc functions
in onlyO(ms) operations, yielding a considerable savings if≪ n.
For each trial of each matrix size, a 20-sparse signal was generated as the set of true
uniform samples. The non-zero components of these signals were assigned random values
from a uniform distribution over [−2,−1] ⋃[1, 2]. The true non-uniform samples were then
computed by explicitly summing the 20 sampled sinc functions.
For each trial, the resampling algorithms processed the true samples and their execution
times were recorded. To reduce deviations in execution time, each algorithm was run five
times per trial and the recorded execution time was the average of these trials, for a total of
50000 calls to each resampling algorithm. The accuracy of the results were then compared
to the directly computed or initialized values.
Two scenarios were considered for the non-uniform-to-uniform resampling. In the first,
the generators of the pseudoinverseG−1RT were computed “on the fly.” In the second, the
generators were provided, and thus the only step in the non-uiform-to-uniform resampling
algorithm was to apply the pseudoinverse from its SSD. The latt r scenario results in sig-
nificantly reduced execution time (though the accuracy is identical since both are using the
same generators).
The execution time results are plotted in Figure 10. Panel (a) demonstrates that the con-
version to non-uniform samples scales as expected, growingnearly linearly with the signal
length as predicted by the asymptotic cost of the FMM. Panel (b) shows similar behavior
for the recovery of uniform samples, with much higher overhead cost from computing the
generators of the pseudoinverse. In contrast, panel (c) shows a reduced cost for recovery
when the generators are knowna priori.
The accuracy results are plotted in Figure 11, and indicate that the resampling algo-
rithms indeed achieve a high level of accuracy. In the figure,th distribution of the log of
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Figure 10: Algorithm runtime for: (a) resampling onto a non-uniform grid, (b) recovering uni-
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Figure 11: Distribution of the log of the normalized errors across experim ntal trials for: (a)
resampling onto a non-uniform grid, (b) recovering uniformsamples from non-uniform samples.
Each distribution was calculated by computing a histogram of the log of the normalized errors using






across the 10000 trials for each matrix size are plotted. As the matrix size increases, more
numerical error propagates and the algorithms yield fewer digits of precision in the solution.
The distribution of errors for the two problems behave differently. The distribution of
errors in the uniform-to-non-uniform resampling algorithm as a larger tail to the left. This
behavior is indicative of the inherent accuracy bound of theFMM. Since some minimal
degree of precision is assured by the FMM, for a given matrix size one would expect a sharp
drop in the distribution around some point corresponding tothe “guaranteed precision” of
the FMM. However, the location and amplitude of the sparse components of the input
signal and the non-uniform grid points were chosen at random, and therefore any given
random draw may result in more or less accurate solutions. Asa re ult, the left side of the
distribution has a longer tail.
110
By contrast, the FMM is only a single component of the non-uniform-to-uniform re-
sampling algorithm. Therefore, while the FMM has some minimal precision, the condi-
tioning of the various subproblems encountered in the divide-and-conquer approach may
increase the error level. Since this algorithm is invertingthe Gramian of the resampling
matrix, the conditioning of the problem is sensitive to the distribution of the non-uniform
sampling nodes. If a region of the uniform grid is underrepresented in the non-uniform
grid, it will lead to a less well-conditioned subproblem to solve when determining the gen-
erators of the pseudoinverse. As a result of this behavior, the error distributions for the
non-uniform-to-uniform resampling experiments have larger tails to the right.
It is possible that the accuracy results for the non-uniform-to-uniform resampling could
be improved by introducing pivoting during the generator calcul tion. However, the design
of a good pivoting strategy is more nuanced for these matrices. In general, pivoting will
change the Toeplitz matrices that are used to apply the blocks f G into Cauchy blocks.
These blocks would then be applied with several FMM calls rather than FFT calls. Since the
FMM is not exact, it is unclear whether using standard pivoting echniques would provide
tangible accuracy benefits. An “interleaving” pivoting strategy would preserve Toeplitz
structure, but its effect on accuracy may not be significant. It is possible, however, that
iterative refinement would improve the accuracy at the cost of tw FMMs and four DMMs
per iteration.
3.2.5 Applications of interest
The algorithms of Sections 3.2.1 and 3.2.3 prescribe algorithms for superfast non-uniform
resampling. The numerical simulations of Section 3.2.4 provide evidence that the perfor-
mance of these algorithms scales properly with the problem size and that the algorithms
return results with a reasonable accuracy. It remains to discuss in what capacity these
algorithms might function for practical signal-processing problems.
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3.2.5.1 Non-uniform resampling for non-uniform FFTs
In Section 3.1.5.5, the Tikhonov-regularization algorithm was used to recover samples of
a signal from non-uniform samples of its spectrum. Since theGramian of the non-uniform
DFT matrixA is Toeplitz, this formulation led to a Toeplitz-structuredregularization prob-
lem. However, one may also consider treating the problem in an alternative way, first
performing a non-uniform resampling in the Fourier domain and then transforming the in-
terpolated coefficients back into temporal/spatial samples. This approach mirrors the clas-
sical approach to non-uniform FFTs, which take an oversampled FFT of the input signal
and use the samples to interpolate the spectrum at arbitrarypoints [87].
In practice, the oversampled spectrum is often interpolated by a truncated kernel to
reduce computation [65]. However, Algorithm 5 may be employed for the problem if a
sinc kernel is used for the interpolation. The task of computing a non-uniform FFT would
then reduce to a single oversampled FFT, FMM, and DMM.
To demonstrate the potential utility of superfast non-uniform resampling for NUFFTs,
a series of simulations were run with the following setup. For a total of 10000 experiments,
a lengthn = 1024 signal was generated by drawing coefficients from a normal distribution
and then windowing them with a Hann window. For every 500 trials within the 10000, a
new set of 3n frequencies were chosen from a uniform random distributionover [−1/2, 1/2)
and a non-uniform DFT matrix was explicitly constructed. For each individual trial within
the set, the exact non-uniform DFT was calculated by applying the non-uniform DFT ma-
trix to the input samples. The non-uniform resampling algorithm was then used to calculate
the samples, using a periodic extension to improve the accury of the calculated samples at
the edges of the main frequency interval. The times requiredfor irect application and for
the non-uniform resampling were recorded and the relative error of the resampling process
was calculated.
Once again, all experiments were run on a 3.16 GHz Intel Core 2Duo machine with 3.0
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Figure 12:Distribution of the log of the normalized errors across experim ntal trials for the cal-
culation of NUFFTs. The distribution was calculated by computing a histogram of the log of the
normalized errors using 30 bins evenly spaced between−7 and−3.
code implementation was the same as used for Section 3.2.4. The average time required to
use non-uniform resampling to calculate the non-uniform DFT was 6.90 ms, compared to
178.2 ms for a direct calculation of the non-uniform DFT, fora speedup factor of 25.8. The
distribution of errors in the calculations is shown in Figure 12. While the relative errors are
larger than for the performance scaling simulations, the non-uniform resampling algorithm
yields reasonable results with much greater speed than direct computation.
3.2.5.2 Converting level crossings to uniform samples
In standard sampling architectures, a sample is acquired bytaking a “snapshot” of a signal
at a specified point in time and the output is quantized and record d. For high sampling
frequencies, the process of time synchronization and quantization can significantly com-
plicate the hardware design. It would therefore be beneficial to use alternative sampling
architectures that might reduce the hardware burden for high-frequency sampling.
One option is to use a level-crossing architecture. In this configuration, a set of specified
“levels” each have a sensor that records the time that a signal’s value crosses that level.
Since each sensor covers its own level, the sample acquisition process amounts to recording
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only timing information. Since the input signal will not, ingeneral, cross levels at even time
steps, the resulting samples are non-uniformly spaced in time.
The appeal of a level-crossing architecture is that the hardw re design is significantly
simpler. However, there is a practical need for efficient algorithms to resample the ac-
quired data from these architectures onto uniform grids. Ifthe sinc kernel provides a good
interpolation kernel, then Algorithm 8 would have potential benefit for this application.
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CHAPTER IV: MULTI-LEVEL TOEPLITZ THEORY AND
ALGORITHMS
4.1 Inversion for special classes
In general, the superfast algorithms that have been developed for Toeplitz systems do not
extend well to two-level Toeplitz matrices. However, when eith r level of a two-level
Toeplitz matrix contains a commutative structure, the inverse can be expressed as an SSD
from a small number of generators. As a result, standard scalar algorithms for comput-
ing the inverse generators can be extended to these matrices, and systems involving this
structure can be solved with a few 2-D FFTs [103].
4.1.1 Commutative classes of Toeplitz matrices
Two subclasses of Toeplitz matrices have the property of commutativity, and thus form
commutative rings. A commutative ringR consists of a set of elementsS and associated
operations for addition (+) and multiplication (∗), and is denotedR = (S,+, ∗). ForR to be
a commutative ring, its elements must satisfy the followingproperties [42]:
1. A+ X = B is solvable for allX (existence of an additive inverse);
2. A+ (B+C) = (A+ B) +C (associativity of addition);
3. A(BC) = (AB)C (associativity of multiplication);
4. A(B+C) = AB+ AC and (B+C)A = BA+CA (distributivity of multiplication);
5. A+ B = B+ A (commutativity of addition); and
6. AB= BA (commutativity of multiplication).
The properties of matrix addition and multiplication assure that any generic set ofn× n
matrices satisfies all but the last criteria. The final criterion implies a special and highly-
restrictive property: any commutative ring of matrices is closed under inversion (for any
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nonsingular elements). That is, given a commutative ringR of square matrices, the inverse
of any nonsingular element inR must also be inR.
There are two particular subclasses of Toeplitz matrices that form commutative rings.
Lemma 4.1. LetS be the set of all n× n upper or lower-triangular Toeplitz matrices and
define the binary operations+ and∗ to be matrix addition and multiplication, respectively.
Then(S,+, ∗) is a commutative ring.
Proof. See [46], Proposition 10.1.1.
Lemma 4.2. For any f ∈ Z such that| f | = 1, let S be the set of all n× n f -circulant
matrices and define the binary operations+ and∗ to be matrix addition and multiplication,
respectively. Then(S,+, ∗) is a commutative ring.





for ai ∈ C. Since| f | = 1, let f be written asf = ejθ for someθ ∈ (−π, π]. Define ann× n
diagonal matrixΛ = diag([ejθi/n]); then
ΛZfΛ =

0 · · · 0 ejθ




0 · · · ejθ(n−1)/n 0


1 0 · · · 0





0 0 · · · e−jθ(n−1)/n

= ejθ/nZ1.






Since| f | = 1,




























whereDA is diagonal. For two matricesA, B ∈ S,
AB = ΛFHDAFΛΛFHDBFΛ = ΛFHDADBFΛ
= ΛFHDBDAFΛ = ΛFHDBFΛΛFHDAFΛ = BA.
Therefore, all elementsA, B ∈ S commute.
The set described in Lemma 4.2 has another interesting property, as well: it contains nearly
all normal Toeplitz matrices [34].
4.1.2 Inversion formulas and algorithms
Section 2.1.1 gave the Gohberg-Semencul SSDs for scalar Toeplitz inverses, which contain
only triangular Toeplitz matrices. When a two-level Toeplitz matrix contains circulant or
triangular structure in one or more of its levels, these formulas can be extended naturally
through the use of Kronecker products. The termsemi-commutative two-level Toeplitz
(SCTLT) will be used to refer to this class of matrices for brevity. The Gohberg-Semencul
formulas allow for efficient inversion of SCTLT matrices.
4.1.2.1 Gohberg-Semencul formulas for SCTLT matrices
It is possible to follow the exact progression of Section 2.1to obtain a broad and gener-
alized form of the Gohberg-Semencul formulas for SCTLT matrices. However, given that
the formulations of 2.1.1.3 follow immediately from a few simple results, it is easiest to
instead define a single set of generators and a specific Gohberg-Semencul formula. The
generalization to equivalent generator sets and formulas may then be obtained in a fashion
similar to that of Section 2.1.
In Section 1.5.1, the level-swapping matrix was used to exchange the levels of a two-
level matrix. Without loss of generality, then, one may consider a two-level Toeplitz matrix
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T whose blocksAi− j are members of a commutative ring of Toeplitz matrices. For matrices
with the opposite level structure, all results and algorithms hold after the matrix is permuted
on both sides with the level-swapping matrix.
Scalar Toeplitz displacement expressions can be extended to the block level through
the use of Kronecker products. Rather than thef -shift matrixZf , a convenient block-level
displacement uses the block-levelf -shift matrixXf .
Definition 4.1 (Block-level f -shift matrix). The (m, n) block-level f -shift matrix Xf is
defined as Xf = Zf ⊗ Im.
Similarly structured – but non-separable – matrices may instead be used, butXf serves
as a particularly convenient choice. Much as for scalar matrices, the block-levelf -shift
matrix can be used to define circulant-like structure.
Definition 4.2 (Block-level f -circulant matrix). A matrix A ∈ Cmn×mn is block-level f -




Xif (In ⊗ Ai) =

A0 f An−1 · · · f A1





An−1 An−2 · · · A0

. (56)
Using the block-level 0-shift matrix, the displacement∇X0,X0(·) of an SCTLT matrix has
a closed-form expression similar to (17).
Proposition 4.1. Let T = [Ai− j ] be (m, n) two-level Toeplitz with Toeplitz blocks Ai− j ∈ R,
whereR is a ring of commutative Toeplitz matrices. Then
∇X0,X0(T) = HEP1 − E1HP, (57)
whereEk = ek ⊗ Im andH is the block column vector
H =
[




Proof. Using the definition of the displacement,
∇X0,Xf (T) = X0T − TX0
=

0 · · · 0 0









A−1 · · · A1−n 0





An−2 · · · A0 0

= HETn − E1(Jm,nH)T
= HEP1 − E1HP = HEP1 − E1HP.
The block-level Sylvester displacement of the inverse of a nonsingular SCTLT matrix fol-
lows immediately.
Proposition 4.2. For T a nonsingular(m, n) SCTLT matrix with blocks Ai− j ∈ R, whereR
is a ring of commutative Toeplitz matrices, let B= T−1 with blocks Bi, j ∈ Cm×m. Define
U = BE1 andV = BH , withH as in(58). Then
∇X0,X0(B) = UVP −VUP. (59)
Proof. From the properties of Sylvester displacement,
∇X0,X0(B) = −B∇X0,X0(T)B = BE1HPB− BHEP1 B = UHPB−VEP1 B.
SinceT is persymmetricB is as well, and from Proposition 1.5QPB = (BQ)P for any
Q ∈ Cmn×m. Therefore,
∇X0,X0(B) = UVP −VUP.
The operator∇X0,X0(·) has a nullspace equal to the set of block-lower-triangulartwo-level
Toeplitz matrices.
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Proposition 4.3. Let A∈ Cmn×mn; then∇X0,X0(A) = 0 if and only if A is an(m, n) two-level
matrix with a lower-triangular Toeplitz block pattern; that is, if A is of the form
A =

A0 0 · · · 0





An−1 An−2 · · · A0

. (60)
for some matrices Ai ∈ Cm×m.
Proof. The proof follows the form of the proof of Proposition 2.5, with the scalarsai, j =
ai− j replaced with the matricesAi, j = Ai− j . Since all operations involved require only matrix
additions, the blocks are not required to be commutative.
Using Proposition 4.3, a Gohberg-Semencul formula for SCTLT matrices can be stated.
Theorem 4.1. For T a nonsingular(m, n) SCTLT matrix with blocks Ai− j ∈ R, whereR
is a ring of commutative Toeplitz matrices, let B= T−1 with blocks Bi, j ∈ Cm×m. Define
U = BE1 andV = BH , withH as in (58). Then the blocksUi ,Vi ∈ R and the matrix B










0 0 · · · Vn




U1 0 · · · 0














0 0 · · · Un
0 0 · · · 0


V1 0 · · · 0





Vn Vn−1 · · · V1

(61)
Proof. See Appendix A.
The Gohberg-Semencul formula in Theorem 4.1 is an extensionof the Barnett formula [8].
Since the components ofU andV are from the ringR, it is an SSD of the SCTLT inverse
that uses only block-triangular SCTLT matrices.
Moreover, the elements of both commutative Toeplitz rings are parametrized byn co-
efficients. Therefore, the block columnsU andV are entirely described by a total ofmn
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parameters each. For both thef -circulant and triangular rings, the generatorsU andV are
in fact entirely described by a single column.1 The generatorsU andV of the matrixB
can then be obtained by solving systems of the formBµ = ν.
4.1.2.2 Inverse generator calculation for the triangular Toeplitz ring
One method of calculating the inverse generators of SCTLT matrices with triangular blocks
is to generalize the tangential-interpolation algorithm,replacing scalars with triangular
Toeplitz matrices. However, this is a poor strategy in practice; as the block size increases
the interpolation becomes unstable as a result of the notorious ill-conditioning of triangular
Toeplitz matrices. A more attractive alternative is to extend the superfast triangular-Toeplitz
inversion algorithm of [24] to the block-Toeplitz case. This algorithm recursively computes
the inverse generator of a principal leading submatrix (PLS) and then uses it to solve for
the inverse generator of the next largest PLS.
Without loss of generality, as the results extend easily to upper-triangular Toeplitz ma-
trices, letR be the commutative ring of lower-triangular Toeplitz matrices. Denote the set
of SCTLT matrices whose blocks are elements ofR asT[R]. For a nonsingular matrix
T ∈ T[R], given the componentsU,V it is clear from the SSD in Theorem 4.1 how to
apply the matrix inO(mnlogmn) operations with 2-D FFTs. However, as is the case with
most algorithms based on inverse characterization, solving for these components is costly
if generic algorithms are used.
Let P be the (m, n) level-swapping matrix, and definẽT = PTTP. Then T̃ is block
lower-triangular Toeplitz with Toeplitz blocks, and solving a system of the formTµ = ν is






1Circulants and lower-triangular Toeplitz matrices are entir ly described by their first column, upper-
triangular Toeplitz matrices by their last column.
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whereT̃0, T̃1 ∈ Cmn/2×mn/2. Moreover, the matrix̃T0 is also block lower-triangular Toeplitz
with Toeplitz blocks.



















Its components can thus be written as
µ̃1 = T̃
−1







When solving the systemTµ = ν for generic vectors, this expression implies that the
problem can be subdivided. First, a system one quarter the size may be solved to determine
µ̃1, and then the same system may be solved for a new input (ν̃2 − T̃1µ̃1). SinceT̃1 is
(m/2, n) two-level Toeplitz, the updated input can be computed effici ntly with 2-D FFTs.
The recursion is stopped wheñT0 is reduced to a scalar Toeplitz matrix, at which point any
scalar Toeplitz inversion method may be used.
For the particular case whenµ are the generators ofT, the computation can be made
even more efficient by using the fact that the columns ofµ̃1 are actually the inverse genera-
tors ofT̃0. Therefore, oncẽµ1 is computed, the SSD of the matrix̃T−10 in Theorem 4.1 can
be used to solve the second system. Since all operations to apply T̃−10 andT̃1 involve 2-D
FFTs, this results in theO(mnlog2 mn) procedure given in Algorithm 9.
4.1.2.3 Inverse generator calculation for the circulant Toeplitz ring
The task of inverting SCTLT matrices whose blocks aref -circulant is simpler than the
triangular case. For simplicity, letR be the ring ofm× m circulant matrices. The same
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Algorithm 9 Algorithm to compute the inverse generatorsu andv of an (m, n) SCTLT
matrix with triangular Toeplitz blocks.
procedure [u v] = SCTLTInvGenTri(T, m, n, type)









































results apply forf -circulant rings if the DFT matrix is replaced with the approriate unitary
matrix.
Let the SCTLT matrices whose blocks are inR again be denoted asT[R]. SupposeP
is the (m, n) level-swapping matrix; theñT = PTTP has a circulant block pattern and its
blocks are Toeplitz matrices. Since the block pattern is circulant, the matrix̃T can then be
factored as
T̃ = (FH ⊗ In)D(F ⊗ In),






T̃−1 = (FH ⊗ In)D−1(F ⊗ In),
and sinceD is block diagonal the computation ofD−1 involvesm separaten × n scalar
Toeplitz inversions. If the scalar Toeplitz inversions areperformed inO(n log2 n) operations
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with a superfast solver, then the asymptotic cost of computing the inverse generators of̃T
isO(mnlog2(max(m, n))).
Algorithm 10 Algorithm to compute the inverse generatorsu andv of an (m, n) SCTLT
matrix with circulant blocks.


































These steps are given in Algorithm 10, which computes the genrators of an SCTLT
matrix with circulant blocks. The only steps required to adapt the algorithm forf -circulant
blocks are the additions of DMMs in the unitary Fourier transforms. Otherwise, the algo-
rithm functions in exactly the same manner.
4.1.3 Numerical results
The accuracy and speed of the superfast inversion algorithmof Section 4.1.2.2 is demon-
strated through numerical simulations. First, to show the accuracy of the inversion algo-
rithm in a practical setting, it was used to deblur nine natural images of varying sizes that
were corruped with blurring filters.2 Each blurring filter was the sum of a windowed bivari-
ate Gaussian function with random correlation coefficientρ and a weighted impulse. The
weighted impulse was used to improve the matrix conditioning a d effectively serves as a
form of regularization.
2The natural images were selected from a data set provided by Alex Teitelbaum.
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Blurring filter
Figure 13: Example blurring filter used in the recovery experim nts.
(a) (b)
Figure 14: Images generated from the deblurring experiment: (a) an example blurred image
and (b) the recovered image.
The impulse response of these blurring filters took the form
h[i, j] = αδ[i, j] + g[i, j]u[ j − n],
whereu[ j] is the unit step andg[i, j] is the bivariate Gaussian. An example of such a filter
is displayed in Figure 13. The unit step in the impulse respone was used to assure that the
convolution matrix of the filter had triangularity in one of its levels, and the convolution
was thus the result of an SCTLT matrix-vector multiplication.
After corrupting the input images with the blurring filter, the inverse generators for the
convolution matrix were computed using Algorithm 9. Using the generators, the inverse
convolution matrix was then applied to each corrupted imagethrough its SSD to produce a
restored version. The pSNR of the restored images were then computed using the ground
truth images.
Iterative refinement as described in [111] was used to improve the recovery estimate,
as its implementation in this case is straightforward. Moreover, since the conditioning of
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Table 8: Accuracy and execution timesv . image size for the deblurring experiment. The
number of entries in the blurring matrix is the square of the number of pixels in the image.
The fifth column is the time required to apply three stages of iterative refinement to the
solution, each of which requires an application of both the matrix and the inverse.
Num. Blur CFS Sol. Inv. Iter. Ref. PSNR
Pixels Time (s) Time (s) Time (s) Time (s) (dB)
273K 0.497 4.18 1.03 3.98 202.7
336K 0.787 4.76 1.45 5.46 198.0
396K 0.987 4.78 1.55 5.80 201.8
546K 1.08 9.08 2.44 10.13 177.6
593K 1.35 9.29 2.60 9.29 205.4
699K 1.98 9.34 2.68 10.5 185.0
927K 2.09 12.2 3.49 12.9 143.2
1.66M 3.71 21.0 7.65 26.7 193.9
2.29M 5.59 37.6 13.1 42.3 201.6
triangular Toeplitz matrices can be problematic, iterative refinement can dramatically in-
crease the accuracy of the restored image at the cost of a few matrix and inverse applications
with the FFT.
Figure 14 displays examples of blurred and recovered images. Table 8 lists the pSNR
and execution times for the various images. All images are recov red rapidly and to a high
degree of accuracy (pSNR above 100 dB implies image recoveryto within quantization
levels).
A second set of experiments was used to verify that the algorithm’s performance scaled
properly with the problem size. In these experiments, synthetic phantom images were
generated and blurred with the same types of filters as before. F r the first portion of these
experiments, the block sizem was varied while the number of blocksn was held constant
at 256. The execution times required to calculate the inverse generators and to apply the
matrixT−1 are plotted as a function of the block size in Figure 15.
For the second portion, the block size was held constant at 256 while the number of
blocks was varied. The execution times are again plotted as afunction of the number of
blocks in Figure 16. For each portion, the matrix size grew linearly as the variable parame-
ter is changed. No iterative refinement was applied in eitherportion of the experiment. As
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can be seen in Figures 15 and 16, the time required to calculate the inverse parameters and
to apply the inverse scales nearly linearly with the matrix size.








































Figure 15: Execution times for (a) calculation of the CFS and(b) application of the inverse
blurring matrix to the input vector as a function of the blocksize. The number of blocks is
held constant at 256.








































Figure 16: Execution times for (a) calculation of the CFS of the blurring matrix and (b)
application of the inverse blurring matrix to the input vector as a function of the number of
blocks. The block size is held constant at 256.
Algorithm 10 is straightforward to implement. The Fourier matrices applied to factorize
this class of SCTLT matrices have a condition number of 1, so the accuracy of the algorithm
is, from a practical point, entirely dependent on the accuracy of the inversion of the block
diagonal matrix. Therefore, the performance scaling and accur y of this algorithm are
essentially the same as the chosen Toeplitz inversion routine sed for inverting the central
block diagonal matrix in the factorization.
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4.2 One-level formulas for two-level Toeplitz inverses
In Section 4.1, scalar Toeplitz inversion algorithms were extended to special classes of
two-level Toeplitz matrices. The principal difficulty in further extending these algorithms
to generic two-level Toeplitz matrices is that the structure of the two-level Toeplitz inverse
has proven elusive to identify. To date, the scalar Toeplitzinverse SSD of Gohberg and
Semencul has been extended to at most one structural level ofmulti-level Toeplitz matrices
at a time.
The most well-known example is the Gohberg-Heinig formula [43], which gives a
description similar to the Gohberg-Semencul formulas for bl ck Toeplitz matrices. The
Gohberg-Heinig formula has since been used as a building block for different and equiva-
lent block Toeplitz inverse formulas [9, 31, 32, 67, 69, 71],generalized inverses of block
Toeplitz matrices [1], and extensions of other known scalarToeplitz results [62]. By ex-
changing matrix levels, it is not difficult to see that all of these results have analogs for
Toeplitz-block matrices.
In fact, all previously derived Gohberg-Heinig formulas for two-level Toeplitz matrices,
and infinitely many more, may be obtained using the approach of Section 2.1.1.3. In short,
this result may be summarized as follows:
1. there are specific pairs of block column generators that completely describe the two-
level Toeplitz inverse;
2. any set of block column vectors with the same span as a pair of generators yields a
Gohberg-Heinig formula for the two-level Toeplitz inverse; and
3. the matrices inany valid Gohberg-Heinig formula are a linear combination ofany
valid generator pair.
More simply put, the latter two points state that any valid pair of generators yields a
Gohberg-Heinig formula and that all Gohberg-Heining formulas can be written in terms
of any valid pair of generators [105].
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4.2.1 Block-level displacement
Once again, the key to producing useful SSDs is to use displacement. Using the block-level
f -shift matrices of Section 4.1.2.1, the displacements∇Xf1 ,Xf2(·) and∇XTf1 ,XTf2(·) of a generic
two-level Toeplitz matrix yield closed-form expressions.The following are more general
analogs of Propositions 4.1 and 4.2 for two-level Toeplitz matrices that do not necessarily
have commutative structure.
Proposition 4.4. Let T = [Ai− j ] be (m, n) two-level Toeplitz with Toeplitz blocks Ai− j . Let
R ∈ Cm×m be persymmetric; then
∇X0,Xf (T) = (H[R] − f TE1)EP1 − E1HP[R] and (62)
∇XT0 ,XTf (T) = (G[R] − f TEn)E
P
n − EnHP[R] , (63)
whereEk = ek ⊗ Im andH[R] andG[R] are the block column vectors
H[R] =
[





A1 · · · An−1 R
]T
. (65)
Proof. The first displacement is shown by:
∇X0,Xf (T) = X0T − TXf
=

0 · · · 0 0









A−1 · · · A1−n f A0





An−2 · · · A0 f An−1

= (H[R] − f TE1)ETn − E1(Jm,nH[R])T
= (H[R] − f TE1)EP1 − E1HP[R] .
The second is shown in a similar fashion.
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Proposition 4.5. For a nonsingular(m, n) two-level Toeplitz matrix T= [Ai− j ], let B= T−1
with blocks Bi, j ∈ Cm×m. Let R∈ Cm×m be any persymmetric matrix and defineU = BE1,
V[R] = BH[R], W = BEn, andX[R] = BG[R], with H[R] andG[R] as in (64) and (65),
respectively. Then
∇X0,X0(B) = UVP[R] −V[R]UP (66)
∇XT0 ,XT0 (B) = WX
P
[R] − X[R]WP. (67)
Proof. From the properties of Sylvester displacement,
∇X0,X0(B) = −B∇X0,X0(T)B = BE1HP[R]B− BH[R]EP1 B = UHP[R] B−V[R]EP1 B and
∇XT0 ,XT0 (B) = −B∇XT0 ,XT0 (T)B = BEnG
P
[R]B− BG[R]EPn B =WGP[R]B− X[R]EPn B.
SinceT is persymmetricB is as well, and from Proposition 1.5QPB = (BQ)P for any
Q ∈ Cmn×m. Therefore,
∇X0,X0(B) = UVP[R] −V[R]UP and
∇XT0 ,XT0 (B) = WX
P
[R] − X[R]WP.
One may also consider a block-level Stein displacement of tw-level Toeplitz matrices and
their inverses.
Proposition 4.6. For an (m, n) two-level Toeplitz matrix T= [Ai− j ] and every f∈ C,
∆X0,XTf
(T) = E1HP[0]XT0 + (TE1 − fH[0])EPn and (68)
∆XT0 ,Xf
(T) = EnGP[0]X0 + (TEn − fG[0])EP1 , (69)
where H[0] and G[0] are as given in(64)and (65), respectively.
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Proof. The first displacement is shown by:
∆X0,XTf
(T) = T − X0TXTf
=

A0 A−1 · · · A1−n









0 0 · · · 0





f A−1 An−2 · · · A0

= E1HP[0]XT0 − f H[0]EPn + TE1EPn ,
and the second by similar manipulations.
Proposition 4.7.For a nonsingular(m, n) two-level Toeplitz matrix T= [Ai− j], let B= T−1.
For any persymmetric R∈ Cm×m, define block column vectorsU,V[R],W, andX[R] as in
Proposition 4.5. Then
∆XT0 ,X0
(B) = U̇VP[R] − V̇[R]UP and (70)
∆X0,XT0
(B) = ẆXP[R] − Ẋ[R]WP, (71)
whereU̇ = XT0U, V̇[R] = XT0V[R] − En, Ẇ = X0W, andẊR = X0X[R] − E1.
Proof. From the definition ofXf , direct evaluation shows thatXT1 X1 = X
T
0 X0 + EnEP1 and
X1XT1 = X0X
T
0 + E1EPn . Therefore, using the results of Proposition 4.5,
∆XT1 ,X0
(B) = (XT0 X0 + EnEP1)B− XT0 BX0 = XT0 (X0B− BX0) + EnUP




= U̇VP[0] − V̇[0]UP.
SinceV[R] = V[0] +UR, it follows that
∆XT0 ,X0




XT0 (V[R] −UR) − En
)
UP





= U̇VP[R] − U̇RUP − V̇[R]UP + U̇RUP = U̇VP[R] − V̇[R]UP.
The displacement∆X0,XT0 (B) is proven in an analogous way.
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. These sets have the following property, which is useful when d riving a
block-level analog of the Barnett formula.
Lemma 4.3. For a nonsingular(m, n) two-level Toeplitz matrix T= [Ai− j], let B = T−1
with blocks Bi, j ∈ Cm×m. DefineU,V = V[R],W, andX = X[R] as in Proposition 4.5; then
[
Un · · · U1
]









Vn · · · V1
]









Wn · · · W1
]









Xn · · · X1
]





WPn · · · WP1

(73)










Bi,(i+1+k) − Bi,(i+1+k) = 0.
From Proposition 4.5, the (i, j)th block of∇X0,X0(B) is
(∇X0,X0(B))i, j = UiVPn+1− j −ViUPn+1− j ,










= Sn−k = 0.
A similar procedure is used to prove (73).
4.2.2 Singularity of block-level displacement
Since displacement is used to generate inverse formulas, itis important to know the sin-
gularity properties of the displacement operators. It was shown in Proposition 4.3 that
the operator∇X0,X0(·) has a nullspace equal to the set of block-lower-triangulartwo-level
Toeplitz matrices. A similar result can be stated for∇XT0 ,XT0 (·).
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Proposition 4.8. Let A∈ Cmn×mn; then∇XT0 ,XT0 (A) = 0 if and only if A is an(m, n) two-level
matrix with an upper-triangular Toeplitz block pattern.
Proof. Again, the proof follows the form of the proof of Proposition2.5, with the scalars
ai, j = ai− j replaced with the matricesAi, j = Ai− j .
The operators∆X0,XT0 (·) and∆XT0 ,X0(·), by contrast, are nonsingular.
Proposition 4.9. Let A∈ Cmn×mn; then
1. ∆X0,XT0 (A) = 0 if and only if A= 0, and
2. ∆XT0 ,X0(A) = 0 if and only if A= 0.
Proof. The equations in the theorem statement are equivalent to stating hat the displace-
ments are nonsingular. From [83], the eigenvalue productλi(Z0)λ j(ZT0 ) , 1 for all pairs
(i, j), and thereforeλi(X0)λ j(XT0 ) , 1. The nonsingularity of the two displacements is then
proven by Proposition 1.1.
4.2.3 Inversion through block-level displacement
With the block-level displacement properties in hand, the results of the previous sections
can next be used to generate Gohberg-Heinig SSDs of two-level inverses. The component
matrices of the Gohberg-Heinig SSDs are block triangular-Toeplitz matrices. Since two-
level Toeplitz matrices are merely more specialized block Toeplitz matrices, these formulas
can be used to describe the two-level inverse. For a nonsingular two-level Toeplitz matrix









where the{Li} are block lower-triangular Toeplitz matrices and the{Ui} are block upper-
triangular-Toeplitz matrices. In fact, all Gohberg-Heinig formulas for persymmetric block
Toeplitz matrices (including two-level Toeplitz matrices) can be written in both forms.
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Proposition 4.10. If a persymmetric matrix A can be written as A=
∑
i QiRi for Qi and Ri



































The following developments show that any Gohberg-Heinig formula for a two-level
Toeplitz matrixT may be viewed as a reconstruction ofT−1 from some linear combination
of its block-level generators. The following lemma explains how block triangular-Toeplitz
matrices arise in the recovery equations.















qL jqU j , (75)
whereU j is a block upper-triangular Toeplitz matrix with last blockolumn GE j, L j is a
block lower-triangular Toeplitz matrix with last block row(HE j)T , qL j is a block lower-
triangular Toeplitz matrix with last block row(GE j)P, andqU j is a block upper-triangular
Toeplitz matrix with last block columnJm,nHE j .
Proof. See Appendix A.
The Gohberg-Heinig formulas may then be connected to matrixdisplacement through
the following theorem.
Theorem 4.2. Let T ∈ Cmn×mn be a nonsingular(m, n) two-level Toeplitz matrix and B=
T−1 its inverse. For any block column vector Q∈ Cmn×m, let L (Q) be a block lower-
triangular Toeplitz matrix with last block row QT and U(Q) be a block upper-triangular
Toeplitz matrix with last block column Q. Let G,H ∈ Cmn×mr; then B=
r∑
i=1
U(GEi) · L (HEi)
if and only if∆XT0 ,X0(B) = GH
T .
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Proof. Suppose∆XT0 ,X0(B) = GH



























= GHT + (XT0 )
nGHTXn0 = GH
T .
Using Theorem 4.2, displacement can be used to generate Gohberg-Heinig formulas
andvice versa. This result can be used to statell Gohberg-Heinig formulas.
Corollary 4.1. Let T ∈ Cmn×mn be a nonsingular(m, n) two-level Toeplitz matrix and B=
T−1 its inverse. LetL (·) andU(·) be defined as in Theorem 4.2, and G,H ∈ Cmn×mr. For
a block diagonal matrix D with components Di,i ∈ Cm×m, let the Gohberg-Heinig formula


























Proof. From Theorem 4.2,B =
r∑
i=1
U(GEi) · (In ⊗ Di,i) · L (HEi) if and only if ∆XT0 ,X0(B) =















A more constructive statement of Corollary 4.1 is given as follows, though it restricts the
Gohberg-Heinig forms to have only two summands.
Corollary 4.2. Let T ∈ Cmn×mn be a nonsingular(m, n) two-level Toeplitz matrix and B=
T−1 its inverse. LetL (·) and U(·) be defined as in Theorem 4.2. For any nonsingular


























B = U(GE1) · D · L (HE1) − U(GE2) · DP · L (HE2),
where D= In ⊗ (A1,1AP2,2 − A1,2AP2,1).
Proof. See Appendix A
4.2.4 Equivalence of block-level displacements
Theorem 4.2 connects Gohberg-Heinig SSDs with displacement recovery. It also allows
any pair of the block generatorsU, V[R],W, andX[R] to be defined with respect to any
other pair.
Theorem 4.3. For a nonsingular(m, n) two-level Toeplitz matrix T= [Ai− j ], let B= T−1.
Define the block column vectorsU, V = V[R],W, andX = X[S] as in Proposition 4.5.
Define also the related block column vectorsU̇ = XT0U, V̇ = XT0 − En, Ẇ = X0W,
and Ẋ = X0X − E1. If the matricesXn,U1,V1, and (Im − V1Xn) are nonsingular, and
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Λ = (Im −V1Xn)−1U1, then the following relations hold:
U = VUP1V−P1 + ẆV−P1 , (77)
= −VXnΛ − ẊΛ, (78)
= ẆXPn − ẊU1, (79)
V = UVP1U−P1 − ẆU−P1 , (80)
= −U (XnΛ)−P − ẊX−1n , (81)
= −ẆΛ−P − ẊV1, (82)
W = U̇VP1 − V̇UP1 , (83)
= U̇X−Pn + XU1X−Pn , (84)
= −V̇ΛP − XΛVP1 , (85)
X = −U̇Λ−1 − V̇Xn, (86)
= −U̇U−11 +WXPnU−11 , and (87)
= −V̇V−11 −WV−P1 Λ−1. (88)
Proof. See Appendix A
Combining Theorem 4.3 and Corollary 4.1, it is then possibleto obtain a Gohberg-Heinig
formula for any pair of generators that arise from the “naturl” block-level displacements
of Toeplitz inverses.
Theorem 4.4. For a nonsingular(m, n) two-level Toeplitz matrix T= [Ai− j ], let B= T−1.
Define the block column vectorsU, U̇, V, V̇, W, Ẇ, X, and Ẋ as in Theorem 4.3.
Assuming the matricesXn,U1,V1, and(Im − V1Xn) are nonsingular, letΛ be defined as
in Theorem 4.3.
Let the operatorsL (·) andU(·) be as given in Theorem 4.2 and the operatorGB (·) as
in (76). Then the following are true:

















































































































Proof. See Appendix A.
4.2.5 Extension to blockwise results
An (m, n) two-level Toeplitz matrix can be permuted to become an (n,m) two-level Toeplitz
matrix with the level-swapping matrix. SupposeT is an (m, n) two-level Toeplitz matrix,
with blocksAi− j having coefficients [Ai− j ]k,ℓ = ak−ℓ,i− j. Let P be the (m, n) level-swapping
matrix; thenT′ = PTTP has blocksA′k−ℓ with coefficients [Ak−ℓ] i, j = ak−ℓ,i− j, and is there-
fore also two-level Toeplitz. As a result, analogs of all of the block-level results can be
obtained for blockwise formulas by swapping the matrix leves, invoking the theorems,
and swapping the levels back to their original configuration.
4.3 Miscellaneous results on two-level Toeplitz inverses
Section 4.1 gave SSDs for special classes of two-level Toeplitz matrices, providing a first
glimpse at multi-level Toeplitz inverse structure. Section 4.2 then broadened the class
of matrices considered to generic two-level Toeplitz matrices, extending scalar results to
138
the two-level case on only a single structural level at once.Unfortunately, as has been
repeatedly stated in literature, the extension of scalar Toeplitz theory and algorithms to
generic multi-level Toeplitz matrices is an extraordinarily difficult problem, and one that is
still very much open.
While there are many difficulties in extending scalar results to two-level Toeplitz ma-
trices, the root cause of each is that two-level Toeplitz matrices are higher-dimensional
structures that are condensed into a 2-D representation. The developments of Section 4.1
circumvent this problem by noting that when one or more structural levels of the matrix are
commutative, the matrix still behaves as if it were a 1-D structure. The results of Section 4.2
instead essentially ignore a level of structure to treat thematrix as if it were indeed a 1-D
structure. This treatment results in non-optimal results,but forges connections between the
two-level inverse and known formulas for scalar Toeplitz matrices.
No closed-form, compact, and computationally useful description yet exists for generic
two-level Toeplitz inverses. However, this research has produced a number of observations
on known structural properties, conjectured decompositions, and potential descriptive gen-
erators. While these observations have not resulted in a closed-form decomposition for
the two-level inverse, they do give insight into its structural properties and provide some
guidance for further study.
4.3.1 On two-level displacement and displacement rank
The foundation of many scalar structured matrix inversion algorithms is the displacement-
rank approach described in Section 1.4.1. It is then naturalo consider extending this
technique to the multi-level case by using displacement operators to exploit multiple levels
of Toeplitz structure simultaneously. However, unlike thedevelopments of Section 4.2,
where Kronecker products were used to extend scalar Toeplitz ma rix displacement to a
single level, two-level displacement introduces a number of complications.
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4.3.1.1 Composition of one-level displacements
An obvious approach to constructing a two-level displacement operator is to form it as the
composition of two separate one-level displacements. Defining a blockwise shift matrix as
Yf = Zf ⊗ I , then for f , g ∈ C this type of two-level displacement would be expressed as
∇(2)(T) = ∇Y0,Yg(∇X0,Xf (T)) = Y0X0T − Y0TXf − X0TYg + TXf Yg.
From their definitions, the matricesYg andXf commute:
YgXf = (Zg ⊗ I )(I ⊗ Zf ) = (Zf ⊗ Zg) = (I ⊗ Zf )(Zg ⊗ I ) = Xf Yg.
Therefore, the order of the composition is irrelevant, and
∇(2) = ∇Y0,Yg ◦ ∇X0,Xf = ∇X0,Xf ◦ ∇Y0,Yg.
From the commutativity of these types of matrices, a number of related two-level dis-
placements can be defined that mix the various Sylvester and Stein displacements typically
used for scalar Toeplitz matrices:
(∇X0,X0 ◦ ∇Y0,Y0) = (∇Y0,Y0 ◦ ∇X0,X0) (∇XT0 ,XT0 ◦ ∇Y0,Y0) = (∇Y0,Y0 ◦ ∇XT0 ,XT0 )
(∇X0,X0 ◦ ∇YT0 ,YT0 ) = (∇YT0 ,YT0 ◦ ∇X0,X0) (∇XT0 ,XT0 ◦ ∇YT0 ,YT0 ) = (∇YT0 ,YT0 ◦ ∇XT0 ,XT0 )
(∆X0,XT0 ◦ ∇Y0,Y0) = (∇Y0,Y0 ◦ ∆X0,XT0 ) (∆XT0 ,X0 ◦ ∇Y0,Y0) = (∇Y0,Y0 ◦ ∆XT0 ,X0)
(∆X0,XT0 ◦ ∇YT0 ,YT0 ) = (∇YT0 ,YT0 ◦ ∆X0,XT0 ) (∆XT0 ,X0 ◦ ∇YT0 ,YT0 ) = (∇YT0 ,YT0 ◦ ∆XT0 ,X0)
(∇X0,X0 ◦ ∆Y0,YT0 ) = (∆Y0,YT0 ◦ ∇X0,X0) (∇XT0 ,XT0 ◦ ∆Y0,YT0 ) = (∆Y0,YT0 ◦ ∇XT0 ,XT0 )
(∇X0,X0 ◦ ∆YT0 ,Y0) = (∆YT0 ,Y0 ◦ ∇X0,X0) (∇XT0 ,XT0 ◦ ∆YT0 ,Y0) = (∆YT0 ,Y0 ◦ ∇XT0 ,XT0 )
(∆X0,XT0 ◦ ∆Y0,YT0 ) = (∆Y0,YT0 ◦ ∆X0,XT0 ) (∆XT0 ,X0 ◦ ∆Y0,YT0 ) = (∆Y0,YT0 ◦ ∆XT0 ,X0)
(∆X0,XT0 ◦ ∆YT0 ,Y0) = (∆YT0 ,Y0 ◦ ∆X0,XT0 ) (∆XT0 ,X0 ◦ ∆YT0 ,Y0) = (∆YT0 ,Y0 ◦ ∆XT0 ,X0).
Each of these composite displacements behaves slightly differently and has different prop-
erties on the two matrix levels. For simplicity, it is usefulto consider the displacement of
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two-level Toeplitz matrices relative to only one of these operators, as the results for the
remainder are analogously obtained.
An analog to the final two points of Fact 1.1 may be given for thedisplacement∇(2).




























































Proof. See Appendix A
Unfortunately, the first three points of Fact 1.1 either do not hold or have no obvious
analogs for two-level displacement. As a result, it is considerably harder to manipulate the
displacement∇(2) than for the scalar displacement∇Z0,Z0.
In Section 4.2.2, it was shown that the nullspace of the displacement operator∇X0,X0 is
the set of all block lower-triangular Toeplitz matrices. Similar developments can be used
to show that the nullspace of the displacement operator∇Y0,Y0 is the set of all matrices with
lower-triangular Toeplitz blocks. Therefore, the compositi n of these two displacement
operators has a nullspace formed by the union of these two nullspaces.
4.3.1.2 Two-level displacement
Making use of the results of Section 4.2, one can obtain the following closed-form expres-
sion for the two-level Sylvester displacement of a two-leveToeplitz matrix.
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Proposition 4.12. Let T = [Ai− j ] be (m, n) two-level Toeplitz with Toeplitz blocks Ai− j ∈
C
m×m having coefficients[Ai− j ]k,ℓ = ai− j,k−ℓ. Define
hk :=
[









h−1 · · · h1−n 0





0 · · · 0 0

, E1 = In ⊗ e1.
Denoting the two-level Sylvester displacement operator as∇(2) = ∇X0,X0 ◦ ∇Y0,Y0, then
∇(2)(T) = heP1 + e1hP −
(




Proof. See Appendix A
A generic (m, n) two-level Toeplitz matrix is entirely parametrized by (2m−1)(2n−1) <
4mnparameters. Since its matrix side length ismn, one would expect a displacement with
good compression properties to yield a rank-4 expression for Toeplitz matrices. However,
under the usual definition of rank, this is not quite the case.
The displacement does, however, compress the two-level Toeplitz structure down in a
fashion analogous to scalar displacement, and the resulting displacement expression can be
considered in terms of its two components. The first is the rank-2 sumheP1 + e1h
P, and is
similar in flavor to the displacement of a scalar Toeplitz matrix. The second is the term
HE P1 + E1H
P, which satisfies
rank(HE P1 + E1H
P) ≤ 2 min(m− 1, n− 1).
Thus, the rank of this second term is considerably larger than would be desired.
The principal obstacle is that the concept of matrix rank does not take into account any
multi-level structure. However, if the notion of rank is slightly relaxed, the term may still
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be viewed as rank-2 in some generalized sense. Specifically,
(
HE P1 + E1H
P
)P
= heP1 + e1h
P.
Therefore, the displacement can be thought of as the “generalized rank-4” expression






Unfortunately, a precise mathematical description of thisnotion of generalized rank is diffi-
cult to obtain. While it is clear from the above expression that in some way the displacement
∇(2)(T) is “rank-4,” it is unclear what definition of “rank” would refl ct this structure and
would be relevant for other two-level structured matrices.
4.3.1.3 Two-level Toeplitz inverse displacement
Aside from the problem of defining a generalized notion of rank, a significant roadblock
to using two-level displacement to generate inverse formulas is connecting the two-level
displacements of a matrix and its inverse. In the scalar case, this connection is straight-
forward because of the properties of Sylvester displacement. However, the nature of the
composition of operators makes the same task difficult for two-level displacements.
For a nonsingular scalar matrixA, if the displacement ofA satisfies∇Z0,Z0(A) = GHT
then∇Z0,Z0(A−1) = −A−1GHTA−1. Therefore, it is evident that the displacement rank ofA
andA−1 are identical. Moreover, it is clear how to determine the generators ofA−1 from
those ofA; they are simplyA−1G andHTA−1.
In the two-level case, however, the same does not hold:
A−1∇(2)(A)A−1 = A−1X0Y0 − A−1X0AY0A−1 − A−1Y0AX−10 + X0Y0A−1
= ∇(2)(A−1) + X0A−1Y0 + Y0A−1X0− A−1X0AY0A−1 − A−1Y0AX−10 .
It is possible, however, to use the Sylvester displacement ident ty to define a relationship
between the two-level displacements of a matrix and its inverse:




Letting Q = A−1∇X0,X0(A)A−1, it is clear that, using the standard definition of rank,
rank(Q) = rank(∇X0,X0(A)).
Therefore, the best that can be said about the rank of the displacement∇(2)(A−1) is





Similar manipulation of the second point of Fact 1.1 can be used to show the following:
−∇(2)(A−1) = A−1∇(2)(A)A−1 + A−1∇X0,X0(A)∇Y0,Y0(A−1) + A−1∇Y0,Y0(A)∇X0,X0(A−1)
= A−1∇(2)(A)A−1 + ∇X0,X0(A−1)∇Y0,Y0(A)A−1 + ∇Y0,Y0(A−1)∇X0,X0(A)A−1.
These equations indicate that the relationship between thetwo-level displacements of a
matrix and its inverse are significantly more complicated than the scalar displacement rela-
tionship.
4.3.2 On two-level Gohberg-Semencul formulas
The Gohberg-Semencul formulas decompose Toeplitz matrices and inverses as sums of
products of triangular Toeplitz matrices. It is then reasonable to wonder when considering
two-level Toeplitz matrices whether similar decompositions exist. Unfortunately, this has
proven to be a remarkably difficult question to answer.
For scalar matrices, the displacement-rank approach can beused to prove the exis-
tence of these decompositions, as is shown in Lemma 2 of [63].However, as discussed
in Section 4.3.1.3, there are no obvious two-level displacement operators that yield low
displacement rank for the two-level inverse. As a result, the displacement-rank approach is
presently unavailable for demonstrating that two-level Gohberg-Semencul formulas exist.
Alternatively, a polynomial interpretation of Toeplitz matrices and inverses relative to
so-called “generating functions” can be used to prove the existence of Gohberg-Semencul
formulas for scalar matrices. This general approach was extended to multivariate poly-
nomials and generators for multi-level functions in [79]. The result of this work was a
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definition of the generating function of a “multivariate Bézoutian” (multi-level Toeplitz in-
verse), but this polynomial has no obvious connection to a two-level Gohberg-Semencul
decomposition.
Still, there are several contributions that can be made regarding postulates of two-level
Gohberg-Semencul formulas. Given the structure of the scalar Gohberg-Semencul formu-
las, there are several forms that one might immediately suspect that a two-level Gohberg-
Semencul might take. Using what properties are known of the two-level inverse, it can be
shown that many of these forms are equivalent.
4.3.2.1 Persymmetry properties of two-level inverses
Two-level Toeplitz matrices are persymmetric, but can alsobe considered to betwo-level
persymmetric, meaning they exhibit persymmetry both on the block level and in their in-
dividual blocks. This property implies the following relations regarding the inverse of a
nonsingular two-level Toeplitz matrix.
Proposition 4.13. Let T be a nonsingular(m, n) two-level Toeplitz matrix, B= T−1 its
inverse, and denoteJm,n = In ⊗ Jm andJm,n = Jn ⊗ Im. Then the following relations hold:
T−1 = BP (90)
(TT )−1 = Jm,nBJm,n = Jm,n(TT)−1Jm,n (91)
(TT )−1 = Jm,nBJm,n =Jm,n(TT)−1Jm,n (92)
Proof. It is obvious that (90) follows from the definition of persymmetry. For (91),
TT = Jm,nTJm,n⇒ (TT )−1 =Jm,nBJm,n
and
JmnT
−T Jmn = (JmnT
T Jmn)
−1 = T−1 = B⇒Jm,nBJm,n = Jm,n(TT)−1Jm,n.
Similar manipulations are used to show (92).
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Proposition 4.13 indicates that, save for special cases, thtwo-level inverse is not itself
block and blockwise persymmetric. Indeed, the inverseB is only two-level persymmetric
if (T−1)T = (TT )−1 and (T−1)T = (TT )−1, which is not generally the case.3
4.3.2.2 Four-term formula postulates
The component matrices of the scalar Gohberg-Semencul formulas are triangular Toeplitz
matrices. Since the matrices are scalar, there are only two opti ns for the triangularity of
these components (lower or upper), and the ordering of the multiplication is irrelevant so
long as all terms follow the same convention. For example, a persymmetric matrix whose




L(xi) · U(yi) =
r∑
i=1
U(yi) · L(xi ).
The invariance of the ordering, as shown as in Proposition 2.8, is due to the persymmetry
of A.
A reasonable suggestion for components of a potential two-level Gohberg-Semencul
formula are two-level-triangular two-level Toeplitz matrices (i.e., two-level Toeplitz ma-
trices that are triangular in both levels). However, the ordering of terms for this type of
formula isnot invariant, as the two-level inverse is not two-level persymmetric. Regard-
less, using the persymmetry properties of Section 4.3.4 it can be shown that many orderings
are equivalent.
Let LU(x) denote an (m, n) two-level Toeplitz matrix that has a lower-triangular block
pattern and upper-triangular blocks and is parametrized bythe vectorx ∈ Cmn×1, andLL(x),
UL(x), andUU(x) be defined similarly. One may consider as potential Gohberg-S mencul




LL(ui )LU(vi )UL(wi )UU(xi ) (F2) :
∑
i
LL(ui )LU(vi )UU(wi )UL(xi )






LL(ui )UL(vi )LU(wi )UU(xi ) (F4) :
∑
i




LL(ui )UU(vi)LU(wi )UL(xi ) (F6) :
∑
i




LU(ui)LL(vi )UL(wi )UU(xi ) (F8) :
∑
i




LU(ui)UL(vi )LL(wi )UU(xi ) (F10) :
∑
i




LU(ui)UU(vi )LL(wi )UL(xi ) (F12) :
∑
i




UL(ui)LL(vi )LU(wi )UU(xi ) (F14) :
∑
i




UL(ui)LU(vi )LL(wi )UU(xi ) (F16) :
∑
i




UL(ui)UU(vi )LL(wi )LU(xi ) (F18) :
∑
i




UU(ui)LL(vi )LU(wi )UL(xi ) (F20) :
∑
i




UU(ui)LU(vi )LL(wi )UL(xi ) (F22) :
∑
i




UU(ui)UL(vi )LL(wi )LU(xi ) (F24) :
∑
i
UU(ui)UL(vi )LU(wi )LL(xi ).
These forms can be categorized into three basic groups by thenumber of similar level
structures that adjacent multiplicative terms share. For example, for the terms in formF1,
the block-level triangularity of the multiplicative termsLL(ui )LU(vi ) is the same, but the
triangularity of the blocks is different. The terms of the productLU(vi )UL(wi ) share no
similarity in the triangularity of their levels, while the trm UL(wi )UU(xi) again shares
block-level structure. Therefore,F1 is referred to as being in the (1, 0, 1) group. Then there
are three groups:
(1, 0, 1) : F1, F3, F8, F11, F14, F17, F22, F24
(1, 1, 1) : F2, F4, F7, F12, F13, F18, F21, F23
(0, 1, 0) : F5, F6, F9, F10, F15, F16, F19, F20.
Using the persymmetry properties of Section 4.3.2.1, one cashow that if any form of one
of these groups is a valid Gohberg-Semencul formula, the remainder of the forms in the
147
group must be as well.
Beginning with the (1, 0, 1) group, since two-level Toeplitz matrices are persymmetric,
their inverses are as well. Taking the persymmetric transpose of any individual form results




LL(ui )LU(vi )UL(wi )UU(xi )
then it follows that










UU(xi)UL(wi )LU(vi )LL(ui ),
and therefore formsF1 andF24 are equivalent. Thus, from the (1, 0, 1) forms, the pairs
(F1, F24), (F3, F22), (F8, F17) and (F11, F14) are equivalent structures.
Next, letT be (m, n) two-level Toeplitz; sinceTT is also two-level Toeplitz its inverse
must have a Gohberg-Semencul formula of the same form. From Ppostion 4.13, then,



















LU(ũi)LL(ṽi )UU(w̃i )UL(x̃i ).
Since this would be a valid SSD, it implies that any formF1 must have an equivalent form
F8, and therefore the two sets of forms (F1, F24, F8, F17) and (F3, F22, F11, F14) contain
equivalent structures.
Finally, the (m, n) level-swapping matrix can be used to exchange level structu es. Since















LL(ũi )UL(ṽi )LU(w̃i )UU(x̃i ),
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and so there must also be an equivalent formF3. Therefore, the set of forms (F1, F3, F8,
F11, F14, F17, F22, F24) are all equivalent.
Similar manipulations show that the same follows for the (1,1, 1) forms and the (0,
1, 0) forms. While it has not been shown that a four-term expression of the formsF1–F24
exists for the two-level inverse, from persymmetry and two-level structure arguments it can
at least be shown that many of these forms are equivalent. Therefor , as in the scalar case,
if such a form is discovered it will immediately imply that many equivalent forms exist.
4.3.2.3 Two-term formula postulates
Another reasonable proposal for a potential two-level Gohberg-Semencul formula involves
only two multiplicative terms in each summand. Consideringthat more parameters define
two-level Toeplitz matrices than scalar Toeplitz matrices, one would expect such formu-
las to involve more summands than in the scalar case. Using similar developments as in
Section 4.3.2.2, it is possible to state restrictions on potential formulas on this type.
First, if the component matrices are two-level-triangulartwo-level Toeplitz matrices,
then the formulas do not consist of only a few summands. For instance, a product of the
form LL(u)UU(v), whereLL(u) has a first column ofu andUU(v) has a last column of












Since bothX0 andY0 are nilpotent, from Theorem 1.1 if a two-level Toeplitz invers B





then∆X0Y0,XT0 YT0 (B) = UV
T , whereui are the columns ofU andvi are the columns ofV.
Similar expressions can be shown for other two-level triangular products. If any of
these formulas contained only a few summands, it would necessarily imply that two-
level Toeplitz inverses have low two-level Stein displacement rank. As discussed in Sec-
tion 4.3.1, this is not in general the case.
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Therefore, if there exist formulas with only a small number of summands with two
multiplicative terms, the structures of the terms must exhibit some variation. Since there are
four possible two-level triangular structures, there are tw lve possible structured products:
(F25) : LL(ui )LU(vi ) (F26) : LL(ui )UL(vi )
(F27) : LL(ui )UU(vi ) (F28) : LU(ui)LL(vi )
(F29) : LU(ui )UL(vi ) (F30) : LU(ui)UU(vi )
(F31) : UL(ui)LL(vi ) (F32) : UL(ui)LU(vi )
(F33) : UL(ui)UU(vi ) (F34) : UU(ui)LL(vi )
(F35) : UU(ui)LU(vi ) (F36) : UU(ui)UL(vi ).
Several observations can be made regarding the number of terms of the various forms using
the same persymmetry arguments as in Section 4.3.2.2.
Suppose a valid two-level Gohberg-Semencul formula contains r i summands of form
Fi. Then by the persymmetry of the two-level inverse, there exists an equivalent Gohberg-
Semencul formula containingr28 summands of formF25, r31 summands of formF26, and
so on. Similarly, since the matricesTT , TT , PTTP are also two-level Toeplitz, it follows
that there must also exist equivalent Gohberg-Semencul formulas with r33, r28, and r26
summands of formF25 and so on. Table 9 summarizes these equivalences.
Unlike the four-term case, since two-level Stein displacement can be used to generate
formulas containing only a single form, it is provable that such formulas exist for the two-
level inverse. In these cases, the formulas consist of a single r i that is non-zero (and thus the
formula can be written in an equivalent form with a different structured product). However,
as stated before, these formulas do not consist of a small number of terms, but rather have
O(max(m, n)) terms as stated (for Sylvester displacement) in Section 4.3.1. Since these for-
mulas result inO(max(m, n)mn) total parameters defining the inverse, they are impractical.
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Table 9:Number of each form of structured product for equivalent potential Gohberg-Semencul-
type formulas for two-level Toeplitz inverses. Assuming the existence of a Gohberg-Semencul
formula containing the specified number of terms of each formas listed in the second column, there
must also exist equivalent formulas with the specified number of terms in each of the remaining
columns.
Form
Original Equivalence 1 Equivalence 2 Equivalence 3 Equivalence 4
(assumed) (BP) (JBJ) (J BJ ) (PT BP)
F25 r25 r28 r33 r28 r26
F26 r26 r31 r31 r30 r25
F27 r27 r34 r32 r29 r27
F28 r28 r25 r36 r25 r31
F29 r29 r32 r34 r27 r32
F30 r30 r35 r35 r26 r33
F31 r31 r26 r26 r35 r28
F32 r32 r29 r27 r34 r29
F33 r33 r36 r25 r36 r30
F34 r34 r27 r29 r32 r34
F35 r35 r30 r30 r31 r36
F36 r36 r33 r28 r33 r35
Table 9 does convey, however, that if any formula were found containing a small num-
ber of terms of mixed form, several other related decompositions would follow immedi-
ately. Such information also makes the search for such formssi pler, as the equivalences
are evident. To date, however, no such results appear to exist.
4.3.3 On two-level Toeplitz inverse generators
In Section 2.1.1.1, several sets of generators for scalar Toeplitz inverses were derived
through displacement equations. Subsequently, in Section2.1.1.4, the equivalence of any
pair of these generators was shown. Together, these resultsconvey the fact that the Toeplitz
inverse is completely described by a pair of linearly independent vectors from a vector
space of dimension 2. Such a result is unsurprising, since itshould be expected that a total
of 2n parameters uniquely determine a scalar Toeplitz inverse.
Another natural question of two-level structure is whethert two-level inverse can be
similarly described with a linear subspace of dimension 4. Apositive answer would seem
intuitive, as a two-level Toeplitz inverseshouldbe entirely be described with only (2m−
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1)(2n − 1) parameters. However, since displacement does not yield low rank expressions
and since no known compact two-level Gohberg-Semencul forms are known, the question
has yet to be definitively answered. In the words of Heinig [54],
...the question is where these parameters are hidden and howthe whole inverse
matrix can be recovered from them.
4.3.3.1 Columns as generators
It is worthwhile, however, to remark on a few possibilities and state some facts regard-
ing potential generators for the two-level Toeplitz inverse. In the scalar case, one pair of
generators that is particularly convenient and straightforward consists of the first and last
columns of the Toeplitz inverse. Indeed, this pair of generators was the foundation for the
original Gohberg-Semencul formula.
Inverse formulas that use specific columns of the inverse areapp aling, as their gener-
alizations to the two-level case would seem more intuitive.For instance, it is a reasonable
conjecture that if there are scalar inverse formulas built upon specific columns of the in-
verse, the same might be true for two-level Toeplitz inverses. By contrast, it is less clear
what the proper extensions of the vectorsv andx in Proposition 2.4 would be for the two-
level case.
Inverse descriptions that are built entirely from a subset of columns of the inverse are
then of particular interest. Indeed, a considerable amountf effort has been spent in deter-
mining preciselywhichsets of columns of a Toeplitz inverse suffice. Gohberg and Krupnik
gave conditions under which the first two columns were sufficient [45], while Ben-Artzi
and Shalom later proved that any combination of three columns was enough to build the
inverse [10].
Labahn and Shalom later improved this result [68]. Their work states that once the
first columnu = Be1 of the inverse is known, at most only a single additional column of
the inverse is needed. Moreover, which specific columns may be used can be determined
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directly from the entries ofu. However, their reconstruction formulas also require the
coefficients of the Toeplitz matrix; while these coefficients are known, it in some sense
results in the inverse being parametrized by (3n− 2), rather than (2n− 1), parameters. This
deficiency was later removed in a related modified result by Heinig [54].
What is interesting about formulas relying on exactly two columns of the inverse is that
they perfectly capturethe exactnumber of degrees of freedom in the inverse. Since the
inverse is persymmetric, any pair of columns will have at least one entry in common, and
therefore there are at most (2n−1) true degrees of freedom in the pair. Since this is also the
number of coefficients that define a scalar Toeplitz matrix, it seems to be an intuitive result.
Unfortunately, for general two-level Toeplitz matrices the inverse is not two-level per-
symmetric. Therefore, any set of four columns will have (4mn−4), rather than (2m−1)(2n−
1) = (4mn−2(m+n)+1) unique entries. This characteristic does not rule out thepossibility
that a set of four columns might yield a two-level Gohberg-Semencul formula, but it does
suggest that such a formula would not have as compact and obvious a representation of the
degrees of freedom in the problem as the scalar versions.
4.3.3.2 More general submatrices as generators
While a subset of columns may not produce intuitive generators for the two-level inverse,
one may consider instead broadening the scope to analogous submatrices of the two-level
inverse that better reflect the multi-level structure at hand. To better explain, consider the
original Gohberg-Semencul formula, which depends on the first and last columns of the
inverse. This formula may alternatively be interpreted as depending on the first column
and first row of the inverse, aseT1 B = (Ben)
P. Under this line of thought, one could consider
four possible generators for the two-level inverse:
u = (Im ⊗ In)B(e1 ⊗ e1) v = (In ⊗ eT1 )B(e1 ⊗ Im)
w = (eT1 ⊗ Im)B(In ⊗ e1) x = (eT1 ⊗ eT1 )B(In ⊗ Im).
(93)
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Table 10:Number of common entries between pairs of the potential two-level inverse generators
defined in(93). For each pair of generators, the entriesBi, j they share in common are listed.
u v w x
u – B1+( j−1)m,1 Bi,1 B1,1
v B1+( j−1)m,1 – B1,1 B1,i
w Bi,1 B1,1 – B1,1+( j−1)m
x B1,1 B1,i B1,1+( j−1)m –
The componentsu andx correspond to the first column and first row/last column, re-
spectively. The componentv is composed of the first rows of each block in the first block
column (and is thereforen × m) while the componentw is composed of the first columns
of each of the blocks in the first block row (and is thereforem× n). The generatorsv and
w are not columns of the inverse, but they are still submatrices of the inverse containing a
total ofmncoefficients.
What is appealing about this choice of potential generatorsis that an inspection of the
shared entries of its components reveals that the number of free parameters corresponds to
the number of free parameters in a two-level Toeplitz matrix. The common entries shared
between each pair of generators is shown in Table 10. The total number of unique entries
can then be taken as the sum of the generator sizes minus the number of shared entries.
Using Table 10 and ignoring repeated shared entries,4 the following is a count of the total
number of free parameters:
No. parameters = 4mn− n−m−m− n+ 1
= 4mn− 2(m+ n) + 1 = (2m− 1)(2n− 1).
Therefore, the set{u, v,w, x} contains exactly as many unique entries as free parameters in
a two-level Toeplitz matrix.
4For example,w sharesB1,1 with both u andv, so this entry should not be subtracted twice from the
number of unique entries in the set{u, v,w, x}.
154
4.3.3.3 Connections to displacement
Another aspect that makes the generators of Section 4.3.3.2appealing as potential candi-
dates are the connections they have to terms that appear in the two-level displacement of
two-level Toeplitz matrices. For scalar matrices, (21) and(22) give the Sylvester displace-
ment of the scalar Toeplitz inverse depending on the vectorsu andw, which can be defined
asu = Be1 andwP = eT1 B. It is possible to show that the potential generators{u, v,w, x}
of (93) can be expressed in a similar way.
In Section 4.3.1, the two-level displacement of a two-levelToeplitz matrix was shown
to be given by (89). Much as in Proposition 2.1, there are two terms of this expression that
do not depend on the entries ofT: the vectore1 and the matrixE1 = In⊗e1. This expression
could also equivalently be written in terms of the productsH̃EP1 + E1̃HP, whereE1 = e1 ⊗ Im
andH̃ is amn×m matrix.
The connection between the potential generators{u, v,w, x} and displacement expres-
sions is now clear. From the definition of the generators,
u = Be1 v = E T1 BE1
w = ET1 BE1 x = eT1 B.
Therefore, each generator can be written in a similar form asthe calar generators of Propo-
sition 2.4.
Since two-level displacement is difficult to work with, it has yet to be shown that the
generators of (93) are indeed generators for the two-level inv rse. However, their con-
nection to scalar expressions and the number of free parameters among them make it a
particularly intriguing conjecture that there exists a decomposition for the two-level in-
verse built from their entries. If such a form exists, it would serve as an analog to the
Gohberg-Semencul for two-level matrices.
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4.3.4 On transformation into two-level Loewner matrices
As described in Section 1.3, one set of scalar superfast Toeplitz inversion algorithms oper-
ates by transforming the matrix with Fourier-like operators to deal instead with a Loewner
matrix. The same approach can be taken with two-level Toeplitz matrices, where the trans-
formations involved are 2-D Fourier-like operators. As a result, one may work with two-
level Loewner matrices instead of two-level Toeplitz matrices
4.3.4.1 Generalized block-Cauchy matrices
To establish how two-level Toeplitz matrices can be transformed into different structures,
it is necessary to first extend the definition of generalized Cauchy matrices to multi-level
versions, beginning with block forms.
Definition 4.3 (Generalized block Cauchy matrices). For fixed r,M,N ∈ N and i, j =
1, . . . ,N, let Ui ,V j ∈ CrM×M and Ci ,D j ∈ CM×M. Further, let Ci and Dj satisfy the following
for all i , j = 1, . . . ,N:
• (Ci − D j)−1 exists.
• Ci(UTi V j) = (U
T
i V j)Ci .
• Ci(Ci − D j)−1 = (Ci − D j)−1Ci.
• D j(UTi V j) = (U
T
i V j)D j.
• D j(Ci − D j)−1 = (Ci − D j)−1D j.
• (UTi V j)(Ci − D j)−1 = (Ci − D j)−1(UTi V j).
Then the matrixΦ = [Φi, j]Ni, j=1 ∈ CMN×MN with blocks
Φi, j = U
T
i V j(Ci − D j)−1 (94)
is a generalized block Cauchy matrix.
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Using this operation, the following proposition holds.
Proposition 4.14. LetΦ be a generalized block-Cauchy matrix as in Definition 4.3. The
block Sylvester displacement ofΦ is
D (C)Φ − ΦD (D) = UTV, (96)





, and U and V are such that(UTV)i, j = UTi V j.
Proof.
[D (C)Φ −ΦD (D)] i, j = CiUTi V j(Ci − D j)−1 − UTi V j(Ci − D j)−1D j
= UTi V jCi(Ci − D j)−1 − UiV jD j(Ci − D j)−1
= UTi V j(Ci − D j)(Ci − D j)−1 = UTi V j .
A converse results holds as well.
Proposition 4.15. Given Ui ,V j ∈ CrM×M, Ci ,D j ∈ CM×M for i, j = 1, . . . ,N such that the
necessary commutativity and inversion conditions hold,Φ is a generalized block Cauchy
matrix if (96)holds and Ci and Dj commute withΦi, j.
Proof. Assume (96) is true; then the (i, j)th block of the matrix is
UTi V j = [D (C)Φ − ΦD (D)] i, j = CiΦi, j −Φi, jD j = Φi, j(Ci − D j).
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As a consequence, the (i, j)th block ofΦ can be written as
Φi, j = Z
T
i Yj(Ci − D j)−1,
and soΦ is a generalized block-Cauchy matrix.
4.3.4.2 Displacement and block-level transformation
Proposition 4.4 gave an expression for the block-level displacement of a two-level Toeplitz
matrix. One may also consider the following displacement, which has the advantage that
each of its component matrices is diagonalizable and invertibl .
Proposition 4.16.Let T = [Ai− j] be(m, n) two-level Toeplitz with blocks Ai− j . Then





(A1 − A1−n) 0
...
...




0 (An−1 + A−1)T
...
...




Proof. The proof proceeds in an identical fashion to that of Proposition 4.4.
In the proof of Lemma 4.2, it was shown that forf = ejθ, with θ ∈ (−π, π],





whereΣ = diag(e−j2πk/n) andΛ f = diag(ejθk/n). For f = 1, it follows that
Z1 = FHΣF.
For f = −1,Λ−1 = diag(ejπk/n) andejπ/nΣ = diag(e−j (2k−1)π/n). These developments lead to
the following block-level extensions.
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Proposition 4.17. Defineω = ej2π/n, η = ejπ/n, and denoteω+k = ω
k andω−k = ω
+
kη. Define







Then the block-circulant matrices X±1 are diagonalized as













ThenF−1 = F+1diag(ejπk/n) = FΛ−1. It is evident thatF±1 = F±1 ⊗ Im. Similarly, letS±1






ThenD (S±1) = S±1 ⊗ Im. From previous developments,Z±1 = FH±1S±1F±1, and therefore
X±1 = F −1±1D (S±1)F±1.
In light of these developments, a two-level Toeplitz matrixmay be transformed into a
generalized block-Cauchy matrix.
Theorem 4.5. Let T = [Ai− j] be (m, n) two-level Toeplitz with blocks Ai− j , define G and
H as in (98). Let U = F−1G and VT = HTF H+1. ThenΦ = F−1TF H+1 is a generalized
block-Cauchy matrix.
Proof.
UTV = F−1GHTF H+1 = F−1(X−1T − TX+1)F H+1
= D (S−1)F−1TF H+1 − F−1TF H+1D (S+1) = D (S−1)Φ −ΦD (S+1) .
Since the blocks ofD (S±) are all scaled versions of the identity matrix, the necessary
commutativity and inversion conditions of Definition 4.3 are met. By Proposition 4.15,
then,Φ is generalized block-Cauchy.
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As a consequence of Theorem 4.5, instead of solving a two-level Toeplitz systemT x = y,
one can instead solve the system




The next natural question is whether the second level of structu e may be simultaneously
exploited. The following theorem gives an affirmative answer, and states that a two-level
Toeplitz matrix can be transformed with 2-D Fourier-like operators to yield a two-level
Loewner structure.
Theorem 4.6. Let T be an(m, n) two-level Toeplitz matrix with blocks Ai− j = [ai− j,k−ℓ].





















whereω = ej2π/n, η = ejπ/n, φ = ej2π/m, ν = ejπ/m, ω+k = ω








kν. Define four Fourier-like transformations























































+1 ) can be expressed as̃Φ = L∆, where∆ is an













and L is ablock Loewner matrix with blocks
Φ̃ =







where the matrices Ji and Kj are themselves Loewner matrices given by
Ji =
[





, K j =
[






Matrices of this form are termedtwo-level Loewner matrices.
Proof. See Appendix A.
At first glance, Theorem 4.6 seems as if it should lend itself wll to an adaption of the
scalar algorithm given in [21]. However, the two-level Loewner structure that results from
transforming a two-level Toeplitz matrix with Fourier-like operators does not result in the
same type of compressible structure as arises in the scalar case. Specifically, the two-level
nature of the Loewer structure results in high-rank blocks around the main diagonal of each
block diagonal.
Figure 17 illustrates this behavior for a two-level Toeplitz matrix with m = 512 and
n = 4 whose coefficients were drawn from a standard normal distribution. To generate
the figure, a progressively refined dyadic partitioning of the matrix was performed, starting
with the full matrix and ending with 4× 4 blocks. For each partitioning, the rank of each
block was computed and the ratio of the rank to the matrix dimension – a measure of
the “compressibility” of a given block – was recorded. The values in the figure indicate the
minimum ratio for each individual entry in the matrix, and serve to illustrate the hierarchical
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Figure 17: Map of the lowest information compression rates for each entry in a transformed
two-level Toeplitz matrix. Brighter entries indicate localized areas where the information
in the matrix is concentrated.
partitioning of the matrix that would result in optimal compression of the matrix. Since
there are many “secondary diagonals” that also have high-rank blocks, the resulting two-
level Loewner form cannot be efficiently compressed with the SSS representation of [22].
Therefore, a hierarchical approach to Toeplitz inversion that has characterized more recent
scalar algorithms does not seem to extend easily to the two-level case.
Scalar generalized Cauchy matrices, and Loewner matrices in particular, have a strong
connection with tangential interpolation. Correspondingly, two-level Loewner matrices
can be connected to bivariate interpolation problems usingmanipulations similar to those
of Section 2.2.2.4. Unfortunately, multivariate interpolation problems are notoriously dif-
ficult to solve, as the uniqueness and even existence of solutions may not be guaranteed.
While tangential-interpolation problems are different from normal interpolation problems,
many of the same difficulties arise and no established framework in the vein of [108] is
available. The transformation into a two-level Loewner structure is thus interesting in that
it mirrors developments used for scalar Toeplitz inversionalgorithms, but does not appear to
be particularly useful in practice. It neither yields strucures with compressible off-diagonal
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blocks nor produces interpolation problems that can be solved efficiently.
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CHAPTER V: CONCLUSIONS
This thesis presented several algorithms for the effici nt solution of scalar and multi-level
structured linear systems. Most of the algorithms are basedon the concept of matrix dis-
placement, which allows a structured matrix to be multiplied with a considerably reduced
number of operations. Displacement was also used to providedecompositions of the in-
verses structured matrices into sums of structured products, collectively termed structured-
sum decompositions. Once these SSDs were established for a given matrix structure, they
prescribed a method of applying a structured inverse (and therefore solving a linear system)
in an efficient manner.
5.1 Summary of results
Tikhonov-regularized least-squares solutions to Toeplitz systems:
The first contribution is an algorithm to solve Toeplitz-structured regularization problems
in O(N log2 N) operations, whereN is the total number of free parameters in the system.
The algorithm translates the original linear-algebraic system into a tangential-interpolation
problem, and is based on the “extension-and-transformation” approach of [53]. By using
displacement operators, it was shown that the inverse matrices that describe these prob-
lems can be expressed with an SSD that requiresO (n logn) to apply if the generators are
computed.
Non-uniform resampling of digital signals:
The second contribution is a pair of superfast algorithms for resampling digital signals be-
tween uniform and non-uniform grids. These algorithms makeus of the FMM and FFT
to perform structured matrix multiplications efficiently. For the recovery of uniform sam-
ples from non-uniform samples, a superfast Schur recursionwas derived that subdivides
the calculation of the inverse generators. While presentedin the context of resampling,
these sinc-interpolation algorithms are actually applicable to a number of related problems
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as well.
Inversion of semi-commutative two-level Toeplitz systems:
The next contribution is a method of extending scalar algorithms to multi-level Toeplitz
matrices with commutative structures in one or more levels.These SCTLT matrices can
effectively be treated as scalar Toeplitz matrices, with scalars drawn from a commuta-
tive ring rather than a field. Using this development, superfast algorithms were given to
determine the inverse generators of SCTLT matrices containi g either triangularity orf -
circulant structure in one or more of their levels. The inverse generators were then used in
multi-level extensions of the Gohberg-Semencul SSDs to apply the inverse of these special
classes of two-level Toeplitz matrices inO(n logn) operations.
One-level SSDs of two-level Toeplitz inverses:
Using notions of multi-level structure and persymmetry properties, the penultimate contri-
bution is a generalization of the Gohberg-Heinig formula ton infinite number of SSDs that
exploit a single level of Toeplitz structure in two-level Toeplitz matrices. These new SSDs
are analogous to the results surveyed in Section 2.1, which sow that the scalar Toeplitz
inverse can be expressed in SSDs constructed from any linearly independent set of vectors
from the subspace spanned by the inverse generators.
The generalized Gohberg-Heinig formulas presented are indeed SSDs constructed from
linearly independent block column vectors that are linear combinations of the block inverse
generators. There are certain restrictions on these linearcombinations to ensure that the
resulting block column vectors are both linearly independent and form a valid generator
pair. These results allow the two-level Toeplitz inverse tobe framed in much broader and
more universal terms, and make a stronger connection to scalar results than was previously
available.
Properties of two-level Toeplitz inverses:
Finally, the last contribution of the work is a set of resultson the properties of the two-level
Toeplitz inverse and an analysis of the difficulties that arise in attempting to extend scalar
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results to the multi-level case. First, results on two-level displacement defined through
Kronecker products show that it is difficult to formulate a useful definition of multi-level
displacement rank. Second, using the known persymmetry properties of the two-level in-
verse, equivalences were shown among obvious potential candidates for two-level inverse
SSDs. While the existence of such SSDs is not proven, it is shown that if a certain type of
SSD is found to exist it will immediately imply the existenceof several equivalent forms.
Next, using similar persymmetry arguments, the problem of determining a set of inverse
generators for the two-level inverse were explored. The principal objective was to make
some statements regarding a set of possible generators thataccurately represent the num-
ber of free parameters in the matrix while retaining definitio s similar to the scalar case.
Specifically, it was shown that this set conveyed the proper number of degrees of freedom,
was connected to terms arising in the two-level displacement of Toeplitz matrices, and
shared similar definitions to the scalar generators used in the original Gohberg-Semencul
SSD.
Finally, it was shown that two-level Toeplitz matrices may be transformed with Fourier-
like operators to yield two-level Loewner matrices. This reult is an analog of known
results on transformations of Toeplitz matrices that are employed in compressive inversion
algorithms. However, the transformed two-level matrices do not share the same properties
as their scalar counterparts, exhibiting many blocks with large rank outside of the main
diagonal. For this reason, the compressive scalar inversion algorithms are difficult to adapt
to the two-level case.
5.2 Future directions
To conclude the thesis, the following is a list of potential future directions to be explored
regarding each of the major contributions of the work.
Tikhonov-regularized least-squares solutions to Toeplitz systems
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The experiments used to demonstrate the performance of the algorithm made use of syn-
thetic data sets and contrived problems. It would be interesing to apply the algorithm to a
problem that:
1. involves a large data set for which alternative direct-inversion schemes would be
impractical;
2. requires regularization due to the conditioning of the lin ar system to be solved; and
3. contains Toeplitz structure in its system matrix and in the desired regularizers.
Potential candidates are applications involving the recovry of large 1-D spatial signals
from non-uniform Fourier measurements. Such an application has the potential to meet the
above criteria, and given how often non-uniform Fourier measurements appear in signal-
processing problems it is likely that the algorithm could beput to practical use.
Non-uniform resampling of digital signals
Similarly, the experiments demonstrating the use of non-uniform resampling with struc-
tured matrix operations used simulated scenarios as the Tikhonov problem. There are real
applications of interest – such as level-crossing ADCs and SAR imaging – where these
algorithms might be put to great use. A potential future direct on, then, is to test the per-
formance of these algorithms on real-world data.
Multi-level results
The most obvious future direction for the results of Chapter4 is in furthering attempts to
determine the structure of the two-level Toeplitz inverse.The three main contributions in
this area may function jointly toward this goal. The specialized SCTLT inversion formulas
are simply special cases of two-level inverses, and therefore any valid SSD of the two-
level inverse must collapse to these forms when the two-level Toeplitz matrix to be inverted
is also semi-commutative. Similarly, the one-level SSDs that serve as extensions of the
Gohberg-Heinig formula must be equivalent to more efficient SSDs for two-level matrices.
By studying the properties of the block generators that formthese decompositions, it might
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be possible to determine the proper SSDs and generators of two-level inverses. Finally,
since there are many ways to “attack” the problem of describing the two-level inverse, the
final contributions serve as a starting point to considerably narrow the search for generators
and SSDs. The results of Chapter 4 may then be seen as a foundation for future progress



























I n ⊗ A− BT ⊗ Im
)
vec(C)
= (eTj ⊗ eTi )
(
























= (C − ACB)i, j = Ci, j − eTi ACBej
















eTi+( j−1)mvec(C) − (eTj ⊗ eTi )(BT ⊗ A)vec(C)
)
= (vec(C))i+( j−1)m −
(
(eTj B
T) ⊗ (eTi ⊗ A)
)
vec(C)














Proof of Proposition 1.5. The first point follows directly from the definition of persymme-
try. The second point may be shown by simply invoking the two transposition operations:






T = (AP)T .
Regarding the third point, forA nonsingular it follows that
(A−1)P = Jn(A




Therefore, without ambiguity,A−P = (A−1)P = (AP)−1. Finally, the fourth point is proven
as follows:
(AB)P = Jp(AB)
T Jm = JpB
T JnJnA
T Jm = B
PAP.
Proof of Prosition 1.7. Beginning with the first item, letB = AC for C ∈ Rn×n persym-
metric. ThenABP = ACPAP = ACAP = BAP. For the reverse direction, letC = A−1B.
Then if ABP = BAP, it follows that
A−1BAP = A−1ABP
CAP = BP
C = BPA−P = (A−1B)P = CP.
Letting Ã = AP, the second item follows from the first:̃AB = BPÃ if and only if
BP = ÃC, or B = CPÃP = CA.
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A.2 Chapter 2
Proof of Proposition 2.4. It is not possible to directly appeal to Fact 1.2 to determinethe
inverse displacements, asZT0 and Z0 are singular. However, from their definitions, the
following are true:
∆ZT0 ,Z0









Since (h[0])1 = 0 and (g[0])n = 0, the following identities hold:
hP[0]Z
T















[0] − gP[0]e1eTn = gP[0] .
It then follows from Fact 1.2 and Proposition 2.3 that
∆ZT1 ,Z0











[0]B− ZT1 Bh[0]eTn B+ eneTn B
= ZT1 uv
P
















= u̇vP[0] − (ZT0 v[0] − en)uP + en(u1vP[0] − (v[0])1uP)
= u̇vP[0] − v̇[0]uP + en(u1vP[0] − (v[0])1uP).




(B) = u̇vP[0] − v̇[0]uP + en(u1vP[0] − (v[0])1uP − eT1 BZ0).
From Proposition 2.2,
Z0Ben = BZ0en + uv
P
[0]en − v[0]uPen = (v[0])1u− u1v[0] ,
and thereforeeT1 BZ0 = (Z0Ben)
P = (v[0])1uP − u1vP[0] . From this, it is evident that
∆ZT0 ,Z0
(B) = u̇vP[0] − v̇[0]uP.
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Sincev[α] = v[0] + αu, it follows that
∆ZT0 ,Z0





ZT0 (v[α] − αu) − en
)
uP
= u̇vP[α] − αu̇uP −
(
ZT0 v[α] − en
)
uP + α(ZT0 u)u
P
= u̇vP[α] − αu̇uP − v̇[α]uP + αu̇uP = u̇vP[α] − v̇[α]uP.
A similar proof follows for the second equality.
Proof of Proposition 2.5. Let A be lower-triangular Toeplitz; thenh[α] = αe1 and thus
∇Z0,Z0(A) = 0.
Next, letA = [ai, j] and suppose∇Z0,Z0(A) = 0. By definition, the displacement ofA is
∇Z0,Z0(A) =

0 · · · 0 0









a1,2 · · · a1,n 0





an,2 · · · an,n 0

.
Since∇Z0,Z0(A) = 0, the first row and last column of the displacement imply
a1,2 = · · · = a1,n = 0 and a1,n = · · · = an−1,n = 0,
respectively. Fori = 2, . . . , n and j = 1, . . . , n− 1,∇Z0,Z0(A) = 0 impliesai−1, j = ai, j+1, and
thusai, j = ai+1, j+1 for 1 ≤ i, j ≤ n− 1. By definition, then,A is lower-triangular Toeplitz.
It follows that ∇Z0,Z0(AT) = 0 if and only if AT is lower-triangular Toeplitz, which
implies∇ZT0 ,ZT0 (A) = 0 if and only if A is upper-triangular Toeplitz.
Proof of Proposition 2.7. From Proposition 1.2, it suffices to show that the displacement
operators∆ZT1 ,Z0(·) and∆Z0,ZT1 (·) are nonsingular. WritingA = [ai, j], from (8),
∆Z0,ZT1
(A) = A− Z0AZT1
=

a1,1 a1,2 · · · a1,n









0 0 · · · 0









If ∆Z0,ZT1 (A) = 0, thenai,1 = 0 for 1 ≤ i ≤ n from the first row. This equation also implies
that the coefficients along the−k diagonal for 0≤ k < n must all be zero, which implies
that the last column is zero (and therefore the first column iszero). As a consequence, the
coefficients alongall of the diagonals must be zero, and thereforeA = 0.
Similar logic applies for∆ZT1 ,Z0(A), and so∆ZT1 ,Z0(·) and∆Z0,ZT1 (·) are nonsingular. Since
Z1 andZT1 are nonsingular, by Proposition 1.2,∇Z1,Z0(·) and∇Z0,Z1(·) are nonsingular.
































































0 · · · xn





















xn · · · x1










Proof of Theorem 2.1. It is easiest to prove the points in succession.
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1. Suppose∆ZT0 ,Z0(B) = GH



























= GHT + (ZT0 )
nGHTZn0 = GH
T .
2. SinceB is persymmetric, the following identity holds:
∇Z0,ZT0 (B) = B− Z0BZ
T
0 = B









From point 1,B =
r∑
i=1
U(gi) · L(hi) if and only if∆Z0,ZT0 (B) = (GH
T)P = JnHGT Jn.
3. The Sylvester displacement can be put in terms of the Steindisplacement:
Z1B− BZ0 = Z1(B− ZT1 BZ0) = Z1(B− ZT0 BZ0 − eneT1 BZ0)
= Z1∆ZT0 ,Z0(B) − e1e
T
1 BZ0 = Z1∆ZT0 ,Z0(B) − e1ẇ
P.
From point 1,B =
r∑
i=1
U(gi) · L(hi) if and only if∇Z1,Z0(B) = Z1GHT − e1ẇP.
4. Manipulating the displacement operator yields
Z0B− BZ1 = (Z0BZT1 − B)Z1 = −(B− Z0BZT1 )Z1
= −(B− Z0BZT0 − Z0BeneT1 )Z1
= ẇeTn − ∆Z0,ZT0 (B)Z1.
From point 2,B =
r∑
i=1
U(gi) · L(hi) if and only if∇Z0,Z1(B) = ẇeTn − JnHGT JnZ1.
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5. Manipulating the displacement operator yields
ZT1 B− BZ0 = ZT1 (B− Z1BZT0 ) = ZT1 (B− Z0BZT0 − e1eTn BZT0 )
= ZT1∆Z0,ZT0 (B) − enu̇
P
= ZT1 JnHG
T Jn − enu̇P.
From point 2,B =
r∑
i=1
U(gi) · L(hi) if and only if∇ZT1 ,ZT0 (B) = Z
T
1 JnHG
T Jn − enu̇P.
6. Manipulating the displacement operator yields
ZT0 B− BZT1 = (ZT0 BZ1 − B)ZT1 = (ZT0 BZ0 − B+ ZT0 Be1eTn )ZT1
= u̇eT1 − ∆ZT0 ,Z0(B)Z
T
1 .
From point 1,B =
r∑
i=1
U(gi) · L(hi) if and only if∇ZT0 ,Z1(B) = u̇e
T
1 −GHTZT1 .
Proof of Theorem 2.2. Several relations can be proven easily with the Stein displacement
results. Using Proposition 2.4,
Be1 = Z0BZ
T
0 e1 + ẇx
Pe1 − ẋwPe1
u = xnẇ− wnẋ = xnẇ− u1ẋ.
Ben = Z
T
0 BZ0en + u̇v
Pen − v̇uPen
w = v1u̇− u1v̇.
Similarly, using Proposition 2.2,
Z0Ben = BZ0en + uv
Pen − vuPen
ẇ = v1u− u1v.
ZT0 Be1 = BZ
T
0 e1 + wx
Pe1 − xwPe1
u̇ = xnw− wnx.
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1 u− u−11 ẇ
w = x−1n u̇+ u1x
−1
n x
x = −u−11 u̇+ xnu−11 w.
Equating the two identities foru yields
xnẇ− u1ẋ = u1v−11 v+ v−11 u̇
u1v
−1
1 v = (xn − v−11 )ẇ− u1ẋ
v = −λ−1ẇ− v1ẋ.
Equating the two identities forw yields
v1u̇− u1v̇ = x−1n u̇+ u1x−1n x
u1x
−1
n x = (v1 − x−1n )u̇− u1v̇
x = −λ−1u̇− xnv̇.
It is then possible to prove the remaining four identities.
u = xnẇ− u1ẋ = xn (v1u− u1v) − u1ẋ
= −xnu1 (1− xnv1)−1 v− u1 (1− xnv1)−1 ẋ = −λxnv− λẋ
v = −λ−1ẇ− v1ẋ = −λ−1x−1n (u+ u1ẋ) − v1ẋ
= −(λxn)−1u− x−1n ẋ
w = v1u̇− u1v̇ = v1 (−λx− λxnv̇) − u1v̇
= −(λv1xn + u1)v̇− λv1x = −λv̇− λv1x
x = −λ−1u̇− xnv̇ = −λ−1v−11 (w+ u1v̇) − xnv̇
= −(u1λ−1v−11 + xn)v̇− (λv1)−1w = −v−11 v̇− (λv1)−1w.
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Proof of Theorem 2.3. From Corollary 2.3, it suffices for each point to show that the Stein
displacement ofB is equal to the term insideG (·).
1. This is the Barnett formula, as given in [56], [91], [8] and[79], and it follows directly














Corollary 2.3 completes the proof.
2. This is the original Gohberg-Semencul formula, given in [48]. From Theorem 2.2,




























, it follows thatA is nonsingular with det(A) = −u1, and there-




























Corollary 2.3 completes the proof.





























, it follows that A is nonsingular with det(A) = −xn, and




























Corollary 2.3 completes the proof.




























, it follows thatA is nonsingular with det(A) = v1, and therefore




























Corollary 2.3 completes the proof.




























, it follows thatA is nonsingular with det(A) = −λ
−1, and
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Corollary 2.3 completes the proof.




























, it follows that A is nonsingular with det(A) = −1, and




























Proof of Theorem 2.5. It first needs to be shown that
rank(A− Z0AZT0 ) = rank(A−1 − ZT0 A−1Z0).
SinceA is full rank,
rank(A− Z0AZT0 ) = rank((I − Z0AZT0 A−1)A)
= rank(I − Z0AZT0 A−1).
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 = n+ rank
(













I − ZT0 A−1Z0A
)
. Thus
rank(A− Z0AZT0 ) = rank(I − Z0AZT0 A−1)
= rank(I − ZT0 A−1Z0A) = rank
(
(A−1 − ZT0 A−1Z0)A
)
= rank(A−1 − ZT0 A−1Z0).
As a result,












where the size of the smaller componentZ0s are determined from the partitioning. Using
this expression, it follows that for any matrixC partitioned asA satisfies
























One can then see that the northwest corner of∆(C) is∆(C11). Thus, if∆(A) = UVT , where
U,V ∈ C2n×r , it follows that∆(A11) = U1VT1 , whereU1 andV1 are the submatrices formed










A−111 − ZT0 A−111Z0
)
= r.
Next remains the proof that the displacement rank of the Schur omplement is alsor.









Using the same line of thought as before, for any matrixC partitioned asA−1,
























Since the displacement ofA−1 has rankr, there are matricesY,Z ∈ C2n×r such thatA−1 −
ZT0 A
−1Z0 = YZT . Then clearlyS−1 − ZT0 S−1Z0 = Y2ZT2 , whereY2 andZ2 are formed from
the lastn rows ofY andZ. Therefore
rank
(






S−1 − ZT0 S−1Z0
)
= r,
which completes the proof.
A.3 Chapter 3
Proof of Theorem 3.1. Basic manipulations give the following two identities:
Z0T − TZ0 = u+ f̂ T1 − e1ûT .
Z0T
H − THZ0 = rêT1 − f1r̂T− .
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SinceZ1 = Z0 + f1 f̂ T1 , it follows that
Z0T − TZ1 = (u+ − T f1) f̂ T1 − e1ûT.
Combining these two displacement structures yields
























= r ŝT − tûT + vf̂ T1 − f1ŵT .






i − tiûTi + vi f̂ T1 − f1ŵTi









The displacement of the inverse can then be obtained directly:
Z1G















−1) − (G−1r i)(ŝTi G−1)
)









where the symmetry ofG−1 was used in the last line.
A.4 Chapter 4
Proof of Theorem 4.1. First, sinceT can be written as a matrix with coefficients that are
drawn from a commutative ring, it follows thatBcan be written as a matrix with coefficients
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drawn from the same ring. Therefore, the blocks ofB are elements ofR, and by their
definitions the components ofU andV must be elements ofR.
Let the matrices of the decomposition be labeled such that the decomposition states
B = U1L1 + U2L2. From the properties of Sylvester displacement,
∇X0,X0(U1L1 + U2L2) = ∇X0,X0(U1)L1 + U1∇X0,X0(L1) + ∇X0,X0(U2)L2 + U2∇X0,X0(L2).
Since the matricesL1 andL2 are block lower-triangular Toeplitz matrices, they are in
the nullspace of∇X0,X0(·). Therefore,




Vn · · · V2 0








−Un · · · −U2 0





0 · · · 0 Un

.
The block (i, j) for 2 ≤ i ≤ n and 1≤ j ≤ n of the displacement is then
(∇X0,X0(U1L1 + U2L2)
)
i, j = −ViUn+1− j +UiVn+1− j .
The components ofUi andVi are Toeplitz matrices (since they belong toR), and therefore
(∇X0,X0(U1L1 + U2L2)
)
i, j = −ViUn+1− j +UiVn+1− j
= UiVPn+1− j −ViUPn+1− j = (UVP −VUP)i, j .






Uk+1Vn+1− j−k −Vk+1Un+1− j−k.
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Uk+1Vn+1− j−k −Un+1− j−kVk+1 = U1Vn+1− j −V1Un+1− j
= (UVP −VUP)1, j .
Finally, the component (1, n) of the displacement is equal to0. By the commutativity
of the elements,
(UVP −VUP)1,n = U1V1 −V1U1 = 0.
Therefore,∇X0,X0(B) = ∇X0,X0(U1L1 + U2L2). Since the nullspace of∇X0,X0(·) is the space
of all block-lower-triangular-Toeplitz matrices,B differs fromU1L1 + U2L2 by at most an
additive block-lower-triangular-Toeplitz matrix. Howevr, the last block row ofU1L1 +
U2L2 satisfies:
EP1(U1L1 + U2L2) = EP1L1 = UP.
By the persymmetry ofB, it follows thatEP1 B = (BE1)
P and thus the first block column ofB
matches the first block column ofU1L1+U2L2. Since this is the case,B = U1L1+U2L2.
Proof of Lemma 4.4. SinceGHT =
∑r































Xi0GE j(HE j)T (XT0 )i .










0 · · · Qn





















Qn · · · Q1






0 · · · R1

.























































A1,1AP2,2 − A1,2AP2,1 A1,1AP1,2 − A1,2AP1,1




A1,1AP2,2 − A1,2AP2,1 0






A1,1AP2,2 − A1,2AP2,1 0
0 −A2,2AP1,1 − A2,1AP1,2
 H
T .
The formula forB then follows from Theorem 4.2.
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Proof of Theorem 4.3. Several relations can be proven easily with the Stein displacement
results. Using Proposition 4.7,
BE1 = X0BXT0E1 + ẆXPE1 − ẊWPE1
U = ẆXPn − ẊWPn = ẆXPn − ẊU1
BEn = XT0 BX0En + U̇VPEn − V̇UPEn
W = U̇VP1 − V̇UP1 ,
which proves (79) and (83). Similarly, using Proposition 4.5,
X0BEn = BX0En +UVPEn −VUPEn
Ẇ = UVP1 −VUP1
XT0 BE1 = BXT0E1 +WXPE1 − XWPE1
U̇ = WXPn − XWPn =WXPn − XU1.
These equalities imply
U = VUP1V−P1 + ẆV−P1 ,
V = UVP1U−P1 − ẆU−P1 ,
W = U̇X−Pn + XU1X−Pn , and
X = −U̇U−11 +WXPnU−11 ,
which prove (77), (80), (84), and (87).
Equating (77) and (79), which have each been proven true, yields















U−P1 − ẊU1VP1U−P1 .
186
It is evident from expanding the displacement that for any (m, n) two-level matrix Q,
[∇X0,X0(Q)
]
1,n = 0 (see the proof of Lemma 4.3). Since∇X0,X0(B) = UVP − VUP, it






= −ẆΛ−P − ẊV1,
which proves (82).
Similarly, equating (83) and (84) yields















U−11 − V̇UP1XPnU−11 .





= 0 (see the proof of Lemma 4.3). Since∇XT0 ,XT0 (B) = WX
P − WXP, it











Next, the following identities hold:
VP1XPnU−11 = VP1W−1n WnXPnU−11 = VP1W−1n XnWPnU−11
= VP1U−P1 Xn = U−11 U1VP1U−P1 Xn
= U−11 V1UP1U−P1 Xn = U−11 V1Xn.
This result implies
X = U̇U−11 (V1Xn − Im) − V̇Xn
= −U̇Λ−1 − V̇Xn,
187
which proves (86).
After establishing the equality
U1VP1 = V1UP1
U1 = V1UP1V−P1
V−11 U1 = UP1V−P1 ,
it is possible to prove the remaining identities of (78), (81), (85), and (88):





























= −VXn (Im−V1Xn)−1U1 − Ẋ (Im−V1Xn)−1U1
= −VXnΛ − ẊΛ









= −U (XnΛ)−P − Ẋ
(
U1X−Pn (Im− XPnVP1 )U−P1 +V1
)
= −U (XnΛ)−P − Ẋ
(
U1(X−Pn −VP1 )U−P1 +V1
)
= −U (XnΛ)−P − Ẋ
(
U1X−Pn U−P1 −V1UP1U−P1 +V1
)




= −U (XnΛ)−P − ẊX−1n

































= −V̇ (Im− XnV1)−1 (XnV1 + Im− XnV1)UP1 − XΛVP1




















− XΛVP1 = −V̇ΛP − XΛVP1






















V−11 − Xn + Xn
)
−WV−P1 Λ−1 = −V̇V−11 −WV−P1 Λ−1.
These equalities complete the proof.
Proof of Theorem 4.4. From Corollary 4.1, it suffices for each point to show that the Stein
displacement ofB is equal to the term insideGB (·).
1. This formula is a block-level version of the Barnett formula, and it follows from





























































































































































































−X−Pn Λ−1X−1n − X−Pn Λ−P
0 X−1n
 .
From the proof of Theorem 4.3,







































































































































































































































ΛPXPn − XnΛ ΛP
 .
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. Let Θ =
(
VP1 + Λ−1X−1n UP1
)





−X−1n UP1Θ−1 −X−1n +X−1n UP1Θ−1Λ−1X−1n
 .
Manipulations show
VP1 + Λ−1X−1n UP1 = VP1 +U−11 (Im−V1Xn)X−1n UP1
= VP1 +U−11 X−1n UP1 −U−11 V1UP1
= VP1 +X−Pn U−P1 UP1 −U−11 U1VP1





























































−XPnVP1 − Λ−PUP1 Λ−PXn − XPnΛ−1



















































−∇Y0,Y0(A−1) · · · −∇Y0,Y0(A1−n) 0









e1hP−1 − h−1eP1 · · · e1hP1−n − h1−neP1 0





0 · · · 0 h−1eP1 − e1hP−1

= heP1 + e1h
P −

h−1eP1 · · · h1−neP1 0





0 · · · 0 e1hP−1

= heP1 + e1h
P −
(




Proof of Proposition 4.11. Each point is addressed in order.








= (X0Y0A− X0AY0 − Y0AX0 + AX0Y0)P
= APY0X0 − Y0APX0 − X0APY0 + Y0X0AP.










2. This point follows directly from point 1 by simply taking the blockwise and block-
level persymmetric transform of each side of the equality, respectively.
3. This point follows directly from points 1 and 2.
4. Consider the blocks of the individual terms of the displacement ofA:
(X0Y0A)i, j =













Z0Ai, j+1 j < n
0 else
.
The block (1, n) is equal to0 regardless of the matrixA. The remaining blocks of the





= A1, j+1Z0 − Z0A1, j+1 = −∇Z0,Z0(A1, j+1),





= Z0Ai−1,n − Ai−1,nZ0 = ∇Z0,Z0(Ai−1,n),





= Z0Ai−1, j + Ai, j+1Z0 − Ai−1, jZ0 − Z0Ai, j+1 = ∇Z0,Z0(Ai−1, j) − ∇Z0,Z0(Ai, j+1).
First consider the case whereA is blockwise persymmetric. Under this assumption,





= Z0Ai, j − Ai, jZ0 + Ai, jZ0 − Z0Ai, j = 0.





























= −∇Z0,Z0(A1, j+1) + ∇Z0,Z0(An− j,n)
= ∇Z0,Z0
(




A1, j+1 − A1, j+1
)
= 0.












































= ∇Z0,Z0(Ai−1, j) − ∇Z0,Z0(Ai, j+1)
+∇Z0,Z0(An− j,n+1−i ) − ∇Z0,Z0(An+1− j,n+2−i )
= ∇Z0,Z0
(











. The remaining equality follows from point 1.
Proof of Theorem 4.6. Theorem 4.5 establishes that the matrix





is anmn×mngeneralized block-Cauchy matrix with blocks






































































whereω+ = [ω+i ]. The block numerators are then
















j−1 + P j).
As a consequence, the blocks ofΦ are
















One may then consider the individual terms of this expression. First,

















where it is assumed thatA−n = 0. Second,
P j = (H
T





































Putting these developments together, the individual numerator terms become




























where after simplification it can be shown that







Since each termΨi, j = (Qi + P jω+n− j+1) is a linear combination of Toeplitz matrices,
it is itself Toeplitz. Let the coefficients of each Toeplitz matrixAk be ak,ℓ for ℓ = (1 −




H = Ξk, (107)






This is an exact analog of the result Heinig proved in [53] forscalar Toeplitz matrices, and
the definitions ofuk,ℓ andvk,r follow the block case developed in Section 4.3.4.2.
Defining a matrix
Φ̃ = (I n ⊗ (F(m)−1 )


















The systemΦx = y can thus be replaced bỹΦ(I n⊗F(m)+1 )H x = (I n⊗F
(m)
−1 )y. For the remainder
of the proof, systems of the form̃Φx = y are considered.
Using the definitions of the various quantities, the entriesof Φ̃ are given by




























(ak,1 − ak,1−m) 0
...
...




0 (ak,m−1 + ak,−1)
...
...


























































































To demonstrate the divide-and-conquer basis construction, consider the problem of inter-
polating two degree-1 polynomialsx(z) = x0 + x1z andy(z) = y0 + y1z that obey the four
interpolation conditions
x(ω0) − y(ω0) − 2 = 0, (1− j )y(ω1) + j2 = 0,
x(ω2) + y(ω2) − 2 = 0, x(ω3) + jy(ω3) = 0,
whereωk = ej2πk/4. These conditions can be expressed as a tangential-interpolation problem










Λ11 = diag(1, 0, 1, 1) Λ12 = diag(−1, (1− j ), 1, j ) Λ13 = diag(−2, j2,−2, 0) .


















p∗(ωk) = φkp∗(ωk) = 0.
The example proceeds with interleaving data splitting, andfter the first subdivision of
the data the algorithm builds a basis using the interpolation conditions{{φ0, ω0} , {φ2, ω2}}.
Once this basis is determined, the algorithm computes a second basis using the interpolation
conditions{{φ1, ω1} , {φ3, ω3}}.
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To start the construction of the first basis, it is initialized to the identity matrix, which
hasτ-degreesδ1 = δ2 = −1 andδ3 = 0. Since the first and second columns have the sameτ-
degree, the column corresponding to the interpolation conditi of largest magnitude is the
column whoseτ-degree will be increased. Since these conditions have the sam magnitude,
the first column is chosen by default, and the basis constructed from the first point is
B1(z) =






This basis satisfiesφT0B1(ω0) = 0.
The τ-degrees ofB1(z) are now{0,−1, 0}, and so to process the interpolation data






















The evaluation ofB1(ω2) is straightforward since the degrees of the elements ofB1(z) are
small. However, these type of evaluations are computed withthe FFT in practice.
Initializing the new construction with the identity, its second column has the lowest




1 (z+ 1) 0
0 0 1

for the second interpolation condition. With these two bases computed, they are next mul-
tiplied together:
B2(z) = B1(z)B1→2(z) =

z (z+ 1) 2





For larger problems, the basis multiplication is computed using FFTs to calculate the poly-
nomial products. The resulting basisB2(z) now satisfiesφT0 B2(ω0) = φ
T
2 B2(ω2) = 0.
There remain the two interpolation points{{φ1, ω1} , {φ3, ω3}}. These points are used to
compute a second basisB4(z) such that the productB2(z)B4(z) satisfies all of the interpola-






0 (1− j ) j2
]

j (1+ j ) 2















−j (1− j ) 2








Since theτ-degree of each column ofB2(z) is zero,B4(z) will be a τ̃-reduced basis, where




and the identity matrix, all columns have equal























(−1+ j ) −j4 (2− j2)
]
.
Theτ̃-degrees ofB3(z) are{0, 1, 0}, and therefore a basisB3→4(z) is constructed to increase








2 (−1+ j ) (z+ j )

.
The matrixB4(z) is then computed as the product
B4(z) = B3(z)B3→4(z) =

1 0 0
−12 (z+ 1) −jz+ 1
1
2 −1+ j z+ j

.
With each half of the interpolation problem solved, the finalb sis is the result of one
last multiplication:




2 + z+ (−1+ j2) −jz2 + (3− j )z+ (1+ j2)
−12(z− 1) z2 + 2z+ 1 −jz2 + (1− j )z+ 1
1
2 (−1+ j ) z+ j

.
In the final basis, the first column has the desired degree structure. Scaling this column
so that its last entry is 1 yields
x̂(z) = z+ 1 ŷ(z) = 1− z.
It can then be verified that these polynomials satisfy the intrpolation conditions:
x(ω0) − y(ω0) − 2 = 2− 0− 2 = 0
(1− j )y(ω1) + j2 = (1− j )(1− j ) + j2 = 0
x(ω2) + y(ω2) − 2 = 0+ 2− 2 = 0




This appendix describes a fast algorithm for computing 3-D NUFFTs of spatial volumes on
spiral contours in frequency space in the context of 3-D MRI [106, 107]. Spiral sampling
modalities are common to 3-D MRI, as spiral patterns allow for efficient scanning of a large
range of frequencies. By parameterizing the spiral contours in a certain way, the compu-
tations required for an NUFFT can be broken down into a seriesof 1-D transforms. This
process results in a transform that is in some ways separablewhil still yielding patterns
that can provide a sufficiently dense coverage of frequency space.
C.1 Context
Section 3.1.5.5 provided a brief introduction to the non-uniform FFT, but omitted many
details of its computation. The most well-known NUFFT algorithms are all variations on
the same essential theme: an oversampled FFT is computed to dnsely sample the DTFT
of the signal on a regular grid and the samples are then used tointerpolate the spectrum
at the desired frequencies [13, 29, 98, 113]. For 1- and 2-D signals, the computational
cost of this process is not overwhelming when compared to theFFT. In 3-D, however,
the interpolation step dominates the computation even for coa se accuracy (i.e. highly
truncated interpolation kernels), and the total cost tendsto far exceed that of a 3-D FFT for
large signals. Indeed, experimental results (see [65], Table 5.2) have shown the execution
times of the NUFFT and the FFT to vary by orders of magnitude insome cases.
When the signal spectrum is sampled along groups of spirals in the 3-D spatial fre-
quency domain (referred to as “cones” in the MRI community) that satisfy certain con-
straints, the NUDFT can be decomposed as a series of 1-D FFTs and chirp Z-transforms
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(CZTs), making the whole transform “eff ctively separable.” Using this sampling modality,
the NUDFT can be computed fast and nearly exactly, which offers a significant improve-
ment over general-purpose NUFFTs for a broad range of parameter regimes.
C.1.1 Motivation
The algorithm of this appendix samples the DTFT of a 3-D signal along spiral contours
in the spatial frequency domain (“k-space”). This sampling geometry is prevalent in MRI
because of the convenience it offers the acquisition process. MRI scanners capable of
sampling along spiral contours ink-space provide high-resolution images with modest ac-
quisition times [2]. Spiral contours are also not as sensitive to some systematic errors in
MRI when compared to other modalities as a byproduct of the structure of the magnetic
gradients involved in the technology [75].
The problem at hand is specified as follows. Letk1, k2, and k3 denote 3-D spatial
frequency coordinates. The sampling patterns considered are composed of spiral contours
in the spatial frequency domain. The indexq is used to identify a specific spiral, while the
index r is used to specify a sample along a given spiral. For a spiral al gned with thek3
axis, for instance, ther th sample along theqth spiral has coordinates
k1[r, q] = α[r, q] cos(β[r, q]) k2[r, q] = α[r, q] sin(β[r, q]) k3[r, q] = ρ[r, q], (110)
whereρ defines the “spiral height,”α defines the “spiral radius,” andβ defines the “spiral
angle.” Given anN ×N ×N voxel volumeg, the DTFT ofg is sampled at point ther along








g[m, n, p]e− j2π(k1[r,q]m+k2[r,q]n+k3[r,q]p). (111)
For a collection ofR samplesr0, r1, . . . , rR−1, the sum (111) is evaluated at each point with
the matrix-vector multiplication
ĝ = Ag, with As,t = e−j2π
~ℓ[t]T~k[s] , (112)
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where~ℓ[t] is a 3-D spatial index vector in [−N/2,N/2)3 and~k[s] is a 3-D k-space fre-
quency vector in [−1/2, 1/2)3. The matrixA maps the uniform spatial samples{g[m, n, p]}
to spectral samples{ĝ[r, q]}at the specified locations along spirals.
Of more interest than simply computing the matrix-vector product Ag is the inverse
problem, where the spectral samples ˆg are supplied and the spatial volumeg is to be re-
constructed. Iterative solution methods for this problem such as CG invariably involve
multiple applications of the matricesA andAH, so if an iterative method is to be employed
it is crucial to have a fast algorithm for applyingA.
C.1.2 Existing methods
The NUDFT cannot be computed with the same efficiency as the FFT, but NUFFTs have
been developed thatpproximatelyapply the matrixA in (111). The product is approx-
imated by interpolating the values of an oversampled FFT to the off-grid locations. The
general procedure consists of the following steps1:
1. Deconvolve the input spatial/time signal with the spatial/time-domain representation
of the interpolation kernel;
2. Compute an oversampled FFT of the result of step 1 to prevent aliasing effects;
3. Convolve the result of the previous step with the frequency-domain representation of
the interpolation kernel; and
4. Evaluate the result at the desired off-grid frequencies.
The interpolation gives the NUFFT an inherent complexity-vs.-accuracy tradeoff. An inter-
polation of length 2c+1 along each dimension yields a per-sample accuracy ofO(l g(1/ǫ))
at a per-sample cost ofO((2c + 1)d), whered is the dimension of the problem [88]. For a
half-window lengthc, the cost of an NUFFT computings total spectral samples of an input
1In practice, the final two steps are combined by interpolating a discrete spectrum.
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volume witht samples isO(t log t + s(2c+ 1)d). The first term of this cost is the cost of the
FFT, while the second is the cost of the interpolation.
Various interpolation techniques have been proposed for NUFFTs, including Kaiser-
Bessel kernels [58, 81], Gaussian kernels [29, 93], least-squares locally-optimized kernels
[96], and min-max interpolation [37]. While for 1-D and 2-D problems the cost of the in-
terpolation is relatively minor, for 3-D problems the interpolation cost can be large relative
to the cost of the FFT. A simple computational example can be used to demonstrate this
fact.
In this example, the NUFFT was computed for a pair of two signals: the first a 2-D
signal with side length 75 (for a total of 5, 625 spatial points), and the second is a 3-D
signal with side length 14 (for a total of 2, 744 spatial points). If the NUFFTs are computed
with FFTs oversampled by a factor of 2, the FFT of the 2-D signal uses 22, 500 samples
and the FFT of the 3-D signal uses 21, 952 samples. Predictably, the execution times for the
FFTs are approximately equal, requiring 1.90 ms for the firstand 2.32 ms for the second.2
Using the same interpolation quality and number of output frequencies (112, 500), a
MATLAB implementation of the NUFFT executes in 36.3 ms for the 2-D signal and 139.3
ms for the 3-D signal. This difference is nearly a full order of magnitude despite the similar
problem sizes. While the absolute difference in time might not be appreciable for this
example, it is demonstrative.
Several methods have been proposed to help reduce interpolation cost (see [49], for
example), but they require an amount of additional storage that can be burdensome or even
impossible for large-scale problems. In the end, the interpolation cost can be shifted to the
front-end of the computation, but it cannot be totally avoided. Unfortunately, it can make
NUFFT algorithms costly and, in some cases, infeasible in 3-D.
2The experimental setup up is the same here as described in Sect on C.5.
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C.2 The SpiralFFT
The FFT is efficient because it makes use of structure of the uniform spacing in the nodes of
the Vandermonde DFT matrix. Spiral sampling patterns do notshare the same properties
as uniform patterns, but they can contain exploitable structu e under certain conditions.
The next few sections describe the SpiralFFT, a fast transform r certain types of spiral
sampling patterns, with respect to spirals aligned with thek3 axis. It is straightforward to
adapt the algorithm and its analysis to other alignments, however.
C.2.1 Constrained sampling patterns
One of the underlying assumptions of SpiralFFT is that the Fourier samples are to be com-
puted for multiple spirals. This is typically the case for spiral MRI, and the assumption is
therefore not extraordinarily restrictive. To be more specific, it is assumed that the NUDFT
sum (111) is to be computed alongQ spirals and atR locations per spiral.
The transform depends on the following discrete parameterization for ther th sample
along theqth spiral:
k1[r, q] = qα[r] cos(β[r])
k2[r, q] = qα[r] sin(β[r]) (113)
k3[r, q] = ζ[r],
whereα andζ are some unspecified functions ofr. The indexr is referred to as thespiral
sample indexandq as thespiral number. There are no restrictions on the functionα and
ζ save that the frequency sample locationskx must each satisfy
−1
2




While it is not strictly necessary,α andζ are typically monotonic. The spiral anglesβ[r] as
prescribed as follows: for eachr, there exist someω[r] ∈ R andL1[r], L2[r] ∈ Z such that
cos(β[r]) = ω[r]L1[r]



















Figure 18:Examples of spirals parameterized as in(113). For this parametrization, the spirals grow
as
√
r along thek3 axis as the spiral sample indexr increases. As the spiral numberq increases, the
radius in the(k1, k2) plane increases.
This choice of angles is explored further in Section C.2.3.
An example of a set of spirals fitting (113) is illustrated in Figure 18. The conditions
of (113) and (114) have four important properties:
1. the spiral height dependsonly on the spiral sample indexr, and isfixedfor all spiral
numbersq;
2. the radius in the (k1, k2) plane grows in magnitudelinearly with q (but may also
follow the arbitrary functionα acrossr);
3. the angle in the (k1, k2) plane is aonly a function ofr; and
4. the line between any frequency pair (k1[r, q], k2[r, q]) and the origin of the (k1, k2)
plane has rational slope.
C.2.2 Calculations in 1-D
The constraints on the spiral parameterization in the previous section allow the 3-D NUDFT
of (111) to be reduced to a series of 1-D transforms. DenoteW = e− j2π; then ther th spatial
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g[m, n, p]W(mk1[r,q]+nk2[r,q]+pk3[r,q]) , (115)
where−N2 ≤ m, n, p <
N








g[m, n, p]Wζ[r ]p. (116)
In (116), for a fixed pair (m, n) the inner sum is a 1-D NUFFT inr. If ζ[r] = ζ0r, the radius
in k3 grows linearly and the inner sum is actually a chirp-Z Transform (CZT) [89]. The
CZT can be computed exactly at roughly twice the cost of an FFT— this would make the
SpiralFFT exact with the extra constraint onζ. However, it is typically faster to use a 1-D
NUFFT to approximate the CZT at an acceptable accuracy.
For the remainder, it is assumed thatζ[r] is arbitrary. A series of 1-D NUFFTs can be
used to transform the signal along the dimension indexed byp, yielding the intermediate
signal
h[m, n, r] =
∑
p
g[m, n, p]Wζ[r ]p (117)
for all mandn. The cost of theseN2 individual length-RNUFFTs is then
O(N2(σN log(σN) + (2c+ 1)R)),
whereσ is the FFT oversampling factor NUFFT andc is the interpolation window cutoff





h[m, n, r]Wqα[r ]ω[r ](L1[r ]m+L2[r ]n). (118)
The quantitiesL1[r], L2[r], m, andn in (118) are all integers. Therefore,i = L1[r]m+L2[r]n
is also an integer, and is restricted to the range
− N
2









h[m, n, r]. (120)







For eachr, then, the 1-D signal in (120) is computed with line sums and aCZT is
applied to obtain ˆg[r, q] for all q. Denoting the average value ofL over the entire range ofr
asL, the total cost of these CZTs isO(R(NL+Q) log(NL+Q)). The quantityL depends on
how L1[r] andL2[r] are chosen, which is an issue that is addressed in detail in the ensuing
section.
The computation of the NUDFT in SpiralFFT can thus be summarized as follows:
1. Choose the parametersα[r], ζ[r], andβ[r].
2. For each index pair (m, n), compute a 1-D length-R NUFFT ofg[m, n, p] acrossp as
prescribed by (117) and store the result in the 3-D arrayh[m, n, r].
3. For eachr:
(a) Compute the 1-D signal length.
(b) Construct the 1-D signalh1[i, r].
(c) Compute the 1-D length-Q CZT of h1[i, r] with CZT constantWα[r ]ω[r ], and
store the result in the 2-D array ˆg[r, q].
Pseudocode for this procedure is given in Algorithm 11.
C.2.3 Choosing the anglesβ
This section explores how the anglesβ[r] may be chosen to satisfy the constraint (114)
while also allowing nearly uniform coverage ofk-space. The choice ofβ has a direct
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Algorithm 11 Compute SpiralFFT ˆg[r, q] of input signalg[m, n, p].
procedure ĝ = SpiralFFT(g)
Selectα, ζ, β
for (m, n) ∈ [−N/2,N/2)2 do
h[m, n, r] ←
N/2−1∑
p=−N/2
g[m, n, p]Wζ[r ]p (1-D NUFFT)
end for
for r = 0, . . . ,R− 1 do
I1← |L1[r]|N + |L2[r]|N + 2
















impact on the efficiency of the transform, as the length of the 1-D signalh1[i, r] in (119)
depends onL1[r] andL2[r], which in turn are determined byβ[r]. The precise relationship







As L1[r] andL2[r] determine the length of the CZTs taken in the second step of SiralFFT,
it is desirable to selectβ[r] such thatL1[r] and L2[r] are as small as possible while still
providing a sufficient coverage ofk-space.
Let the frequency plane be divided into octants, and for simplicity consider only the




. The extension of the angle choices to other octants
is straightforward, requiring only some basic trigonometric manipulations. The objective
is to selectT angles in the first octant of the frequency plane that satisfy(114). These
selections are made by choosing appropriate values ofL1[r] and L2[r] and solving for the
correspondingβ[r] in (121).
Since only angles in the first octant are considered, the ratio L2/L1 is bounded from
below by 0 and from above by 1. Therefore, it is necessary to select integer values forL1[r]
andL2[r] that will cause their ratio to increase from 0 to 1. One simple choice (as taken
in [106]) is to hold the denominatorL1[r] constant, setting
L1[r] = T
L2[r] = r (122)
for r = 0, . . . ,T − 1. With this approach, and with the natural extension to the remaining
seven octants, the angles chosen for the spirals have the fairly un form distribution illus-
trated in Figure 19(a). However, this approach produces large values ofL1 andL2, which
in turn cause the lengths of some CZTs to be longer than necessary.
This problem can be avoided by selecting a set of rational numbers in the interval [0, 1)
that have a small average denominator. Specifically, one canuse sequences of completely
reduced fractions in this interval that have maximum denomiatorn, which are known as
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Figure 19:Parameterization angles defining rational slopes found through (a) the simple method
and (b) the Farey sequence method. These angles are comparedto angles uniformly covering the
interval [0, 2π). The parameterization angles do not uniformly cover the intrval in the sense that
they underrepresent some areas, but neither method’s angles leave any significantly large gaps.
Uniform angular coverage is desirable to prevent large portions of the frequency plane from being
ignored in the measurements.

































This sequence has 10 candidates for ratios that will produceangles in the first octant with
a maximum denominator of 5.3 If T were 10, andL2[r] were chosen to be the numerators
andL1[r] the denominators of the first 10 elements of the 5th order Farey sequence (setting
L1[0] = 1), then the average value ofL1[r] +L2[r] is 5.5. Compare this result to the method
of (122) with T = 10, which yields a comparable set of angles but results in an average
value of 14.5.
Using the entire Farey sequence to select the values ofL1 andL2 has two drawbacks.
First, for most values ofT there will be more elements of the Farey sequence than are
necessary, and thus some subsampling of the sequence will benecessary. Second, while
the Farey sequence is relatively uniform through most of therange, it under-represents the
edges of the interval 0 to 1.
3The angleπ4 is not considered to be in the octant, so the entry 1 is ignored.
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Table 11:Average signal size for the simple and Farey methods of selecting angles yielding rational
slope.
Number of Farey Average Length Average Length
AnglesT OrderU (Farey) (Simple)
5 4 4.2 7
10 5 5.5 14.5
15 7 7.3 22
20 8 8.4 29.5
25 9 9.4 37
30 10 10.2 44.5
These shortcomings can be addressed by subsampling the Farey sequence of orderU >
T by first dropping points in the middle of the interval while keeping most of the points
towards the edges. Specifically, after generating the Fareysequence of orderU, the fraction
with the largest denominatorU that is closest to 1/2 is removed from the sequence until
onlyT elements remain in the set. This process has the benefit of making the sampling more
uniform while simultaneously removing the elements of the sequence that produce some of
the largest values ofL1[r] + L2[r]. Table 11 gives the average values ofL[r] = L1[r] + L2[r]
for various values ofT using this technique, and Figure 19(b) shows the corresponding
distribution of the angles.
The Farey method improves the efficiency of the transform as compared to the naïve
approach. The second stage of the SpiralFFT uses CZTs of the 1-D signalsh1 in Algo-
rithm 11, and the computational cost of this transform scales with the length of the input
signal. If the lengths of the input signals are given asI1[r] and the length of the transformed
signal isQ, then the computational cost of each CZT isO((I1[r] + Q) log(I1[r] + Q)). Ta-
ble 11 indicates that even for only 30 angles, the transform executes over 4 times faster on
average when the angles are chosen by the Farey method. This improved efficiency only
grows more dramatic as the number of angles increases.
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C.3 Computational complexity
Using the results from Section C.2.2, the total complexity of the SpiralFFT is
O(N2(σN log(σN) + (2c+ 1)R) + R(NL + Q) log(NL + Q)), (123)
whereL is the average length of all of the 1-D flattened signalsh1[i, r], (2c+1) is the window
length for the NUFFTs in the first half of the algorithm,σ is the FFT oversampling factor
for the NUFFTs, andR, N, andQ are given as in Section C.2.1. The first term in (123)
comes from theN2 NUFFTs performed in the first half of the algorithm, while thesecond
term comes from theR CZTs performed in the second half. TheNL terms arise from the
average length of the 1-D signals that are created and the CZTthat is computed across a set
of Q frequencies.
No general statement can be made comparing the complexitiesof the SpiralFFT and
NUFFT. When the number of DTFT samples is sufficiently small compared to the spatial
support of the signal (i.e., QR≪ N3), both algorithms will be dominated by operations of
complexityO(N3 log(N)). When the number of DTFT samples is much greater than the
spatial support of the signal (i.e., whenQR≫ N3), the SpiralFFT should have a signifi-
cantly lower complexity than the NUFFT for most ranges ofQ andR. The reasoning for
this is that the cost of the NUFFT will behave asO((2c + 1)3QR) while the cost of the
SpiralFFT will behave asO(QRlog(Q)), which has a smaller constant term in general (and
smaller storage requirements, typically).
The choices of the number of spiralsQ and the number of samples-per-spiralR deter-
mine the relative complexity of the SpiralFFT. If the product QR is fixed, asR increases
relative toQ the cost of applying the SpiralFFT increases. This scenariocorresponds to
increasing the sampling density along individual spirals while reducing the total number of
spirals. The value ofN will determine whether or not the SpiralFFT executes fasterthan
the NUFFT in these circumstances. For typical 3-D MRI measurements, though,QR is
on the same order asN3, and to cover the frequency plane as uniformly as possibleQ is
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usually on same order asR. A value reflective of typical spiral MRI contours for the ratio
of R/Q is approximately 2.5.
The transform has an accuracy-vs.efficiency trade-off that comes from the NUFFT in
the first round of transforms. This tradeoff turns out to be of relatively minor importance
once the precomputations described in Section C.4 are incorporated. For small data sets,
the transform executes very rapidly and the increases in speed that come from reducing the
accuracy are very minor. For larger data sets, since the NUFFT is the same for allN2 times
it is performed, and since only 1-D transforms are performed, the interpolation matrix can
be pre-computed and stored.
For a problem of standard size, the execution time is typically reduced by only 3-5%
when the interpolation window size is decreased by 2 (which usually results in a loss of
approximately two digits of accuracy, although the exact change in accuracy depends on
the window function). As noted above, if the functionζ[r] is linear, then the NUFFT may
be replaced with a CZT. This eliminates the trade-off without an appreciable difference in
speed, but places an additional limitation on the spiral structure.
C.4 Precomputations for large data sets
There are a number of precomputations that can be performed to make the SpiralFFT more
efficient for large data sets and repeated applications. The first step of the transform consists
of N2 NUFFTs. Since each NUFFT is identical and operates across a single dimension, a
single interpolation matrix (as described in [65]) can be fully precomputed and stored. This
allows a large amount of the computation to be offloaded the front-end of the transform,
significantly reducing the cost of each NUFFT. This step alone drastically reduces the con-
stant in the complexity for the first stage of the transform.
The computations for the second step of the transform can be reduced by performing
the CZTs in the correct order. FFT algorithms such as the FFTW[41] store “wisdom”
information that allows a transform of a given size to be computed more efficiently each
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time it is performed. By grouping the CZTs that need to be performed based on their length,
the wisdom information can be accumulated throughout the process.
Finally, if the set of all CZTs that require the same FFT length are done sequentially
(which may match the sequential ordering of frequency coeffici nts in the output array),
memory accesses will be faster as the same memory locations wll be repeatedly referenced
by the FFT. By carefully arranging the data order, then, the number of cache misses can be
reduced to improve the execution time.
C.5 Numerical experiments
Several experiments were conducted to evaluate the efficiency of the transform in various
parameter ranges. The NUFFT used for comparison is the software package NFFT3 [64],
which was compiled with its standard configuration. The interpolation kernel for the
NFFT3 was the default Kaiser-Bessel kernel. The SpiralFFT algorithm was coded in C++,
and FFTs were computed using the FFTW3 library [41]. All experim nts were performed
on a 3.16 GHz Intel Core 2 Duo machine with 3.0 GB of RAM and on the Ubuntu 10.04
LTS Lucid Lynx operating system.
C.5.1 Spiral countvs. spiral sampling density
As mentioned in Section C.3, when the spatial supportN3 and the total number of frequency
coefficientsQR are on the same order, as the spiral sampling densityR increases relative
to the number of spiralsQ, the cost of the SpiralFFT will increase (and therefore its speed
will decrease). Using a 2. 5-million point spatial resolution (N = 130), the productQR
was held fixed at 5. 2-million points, and the ratio ofR/Q was varied from18 to 8. These
parameters were chosen to mimic standard 3-D spiral MRI datasets (see [51] and [72]).
Table 12 holds the SpiralFFT and NUFFT transform times. Alsoincluded in Table 12 is
the accuracy of each set of experiments.
There are several columns in the table for the SpiralFFT, each representing a maximum
allowance for repeated angles. Since the length of the 1-D signal transformed with the CZT
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Table 12:Algorithm performance as a function of the ratio of the spiral sampling density to the
number of spirals. Each SpiralFFT column corresponds to a specific number of angle repetitions
(“reps”), which allow for shorter 1-D signals and thus a moreefficient transform. The average
relative error rates are insensitive to the ratio ofR/Q, and are given below each column. The term
“relative error” refers to the ratio between the DFT values as computed by the SpiralFFT/NFFT3 and
the direct calculation of the DFT value for a given frequencyode. The error rates were calculated
by averaging the error between the values returned by the algorithms and the “true” value calculated
by explicitly evaluating(111)over45 randomly chosen values of(r, q). These45 randomly chosen
frequencies from each of the9 rows were averaged, producing an average error rate over a total of
405 trials for each column of the table.
Ratio SpiralFFT SpiralFFT SpiralFFT SpiralFFT SpiralFFT
R/Q 0 reps 1 reps 3 reps 7 reps 15 reps
1/8 7.99 6.47 5.83 5.24 4.87
1/6 8.83 7.74 6.68 5.98 5.39
1/4 11.41 9.98 7.92 7.42 6.20
1/2 16.71 14.70 11.13 9.77 8.68
1 26.93 22.22 17.26 14.15 13.20
2 44.21 34.83 27.26 21.37 19.37
4 76.46 57.56 43.32 34.69 29.37
6 103.54 79.15 56.79 46.16 37.70
8 135.10 98.92 73.26 61.64 47.15
Rel. 4.99e-12 4.87e-12 5.00e-12 5.82e-12 5.24e-12
Err.
Ratio NFFT3 NFFT3 NFFT3 NFFT3 NFFT3
R/Q (m= 2) (m= 3) (m= 4) (m= 5) (m= 6)
1/8 15.62 27.38 42.30 63.15 91.86
1/6 15.30 26.21 40.63 61.06 89.17
1/4 14.41 24.24 38.26 57.94 85.50
1/2 13.26 22.13 35.23 53.59 79.11
1 11.70 19.76 32.11 49.68 74.00
2 10.54 18.24 29.85 47.00 70.44
4 9.58 16.80 28.36 45.31 68.34
6 9.19 16.26 27.51 44.23 67.01
8 9.12 15.80 27.29 44.09 66.22
Rel.
Err. 4.87e-4 5.12e-6 5.44e-8 2.34e-9 5.82e-10
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is dependent on the factorsL1[r] and L2[r], it is desirable to reduce these values as much
as possible. The more that angles are allowed to repeat (i. ., use the same angles more than
once as the spirals rotate about the alignment axis), the smaller the Farey sequence needed
to generate the angles will be, and thus the smaller the average 1-D transform length will be.
Allowing angles to be repeated does not affect the uniformity of the coverage of [0, 2π), but
it does reduce the “diversity” of the spiral contour. However, the effects of angle repetition
on the conditioning of the frequency set are minimal (as is demonstrated in Section C.5.3),
and as can be seen in Table 12, the difference in performance can be drastic.
There are also several columns in the table for the NFFT3, each corresponding to a
different interpolation window cutoff. For each entry in the NFFT3 columns, the data
sets from all of the corresponding row entries of the SpiralFFT portion of the table were
processed, with the total execution time averaged. For example, the entry form= 2,R/Q =
1 was generated by using the NFFT3 to calculate the Fourier coeffi ients for frequency sets
with anR/Q ratio of 1 and angle repetitions of 0, 1, 3, 7, and 15, and then av raging the
execution times across these 5 frequency sets.
As expected, the accuracy of the SpiralFFT does not vary as the angles are repeated.
However, as the number of angle repetitions increases, the transform time drastically de-
creases. As the number of samples per spiral increases, the performance differences be-
come more drastic. The transform speed decreases linearly (as predicted) as the ratio of
R/Q increases.
Table 12 also reflects a distinct advantage in accuracy provided by the SpiralFFT. The
NFFT3, even at a high cutoff parameter value, fails to achieve the same degree of accuracy
as the SpiralFFT. This result is partially due to the second portion of the SpiralFFT being
exact and the accuracy of the first portion only depending on the cutoff of an interpola-
tion window for a 1-D NUFFT. Since the interpolation matrix can be precomputed, the
extra cost introduced by using a slightly longer interpolati n kernel for the 1-D NUFFTs is
minimal.
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C.5.2 Efficiency as a function of “oversampling ratio”
The effect of varying the so-called “oversampling ratio” – that is,the total number of
Fourier coefficients computed relative to the spatial support of the signal – can also be
studied with simulations. For this set of experiments, boththe spatial support size and the
number ofk-space frequencies involved in the transform were varied tode ermine how the
two algorithms compare to one another in various regimes. Inall experiments, a fixed ratio
R/Q of 2.5 was used. Further, since repeating the angles shows no significant problems in
terms of the conditioning of the frequency set (as seen in Section C.5.3), the angles chosen
from the Farey set were allowed to repeat up to 8 times withinRsamples. The NFFT3 was
set to use an interpolation window cutoff f m = 4, which yields a relative error on the
order of 1e-8.
Figure 20 illustrates the algorithms’ performances over a range of spatial sizes and
number of frequencies. In each figure, they−axis represents the size of the spatial support
(N3) while thex−axis represents the number ofk-space frequencies for which the transform
is defined (QR). The plotted function ise−0.01Tex, whereTex is the execution time for the
algorithm. The exponential of the execution time is plottedto give better contrast in the
image, and the value of 0. 1 is chosen to yield an appropriate scale. Both images are scl d
by the maximum execution time in the entire experiment for a fair comparison. Brighter
values within the figure indicate faster execution times, darker values slower execution
times.
The NUFFT follows the expected performance, growing linearly both with the quantity
N3 and the quantityQR(until memory considerations force a segmentation of the frequency
set, at which point the growth inQRis no longer linear, as multiple FFTs must be computed
to finished the transform). Similarly, the performance of the SpiralFFT algorithm follows
the expected trends. For a fixed spatial sizeN3, as the value ofQR increases, the execution









































Figure 20: Graphical depiction of the performance of the (a) SpiralFFTand (b) NFFT3 over a
range of spatial support sizes and number of frequency coeffi ients. Lighter values in the images
indicate faster execution times. The performance of both algorithms increase as expected with
increasing spatial support size and number of frequency coeffi ients. As the spatial support size
grows very large, the NFFT3 must be broken up to deal with subsets of the frequency set, decreasing
its computational efficiency.
portions of these figures corresponding to the typical problem size (columns 3-4, rows 5-
6), the SpiralFFT is much more accurate (as shown in Section C.5.1) and executes slightly
faster than the NUFFT.
The relative performance of the two algorithms is illustrated in Figure 21. Thex-axis
represents the total number of frequencies and they-axis the size of the support (N) of
a single spatial dimension, with the total amount of spatialdata beingN3. The curves
plotted in Figure 21 depict contours along which the relative performance of the SpiralFFT
compared to the NFFT3 is constant.
As seen in the figure, as the spatial dimension increases, theSpiralFFT becomes less
efficient relative to the NFFT3. However, there is a fundamentallimit to this behavior. The
NFFT3 requires a full, oversampled 3-D FFT to be computed. Atsome point, the problem
will be large enough that this cannot be accomplished withinmemory limits. However, the
SpiralFFT only requires a maximum ofN2R0 complex numbers to be stored at once, where
R0 ≤ R. This storage limit is in place because the frequencies can be su divided in the vari-
ableR and the transform can be segmented in a natural way as it is performed. Therefore,
there is some limit at which the NFFT3 will not be able to adequately store the amount
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Figure 21:Relative performance curves for the NFFT3 and SpiralFFT. Each curve represents val-
ues of the spatial supportN3 and the number of frequenciesQR for which the relative performance
of the two algorithms remains fixed. In general, as the spatial support of the problem grows, the Spi-
ralFFT becomes less efficient in a relative sense, while as the number of frequenciesin the problem
grows it becomes more efficient. After the spatial support becomes large enough, however, memory
limitations cause the NUFFT to become less efficient in a relative sense, since the SpiralFFT does
not require a full 3-D FFT to be computed.
of information needed to perform the transform, where the SpiralFFT may be broken into
serial components to operate within memory constraints. Infact, this limit is not much
further than the final row of this image; forN3 = 17.5M, so much memory is taken up by
the oversampled FFT portion of the NUFFT alone that a set of only QR= 1.3M frequen-
cies needed to be broken up and done sequentially. Therefore, for very resource-limited
problems, the SpiralFFT poses an attractive alternative tothe NUFFT. Further, Figure 21
shows that for a fixed spatial support, as the number of frequency coefficients increases, the
relative performance of the SpiralFFT does as well.
C.5.3 Volume reconstructions
To verify that the spiral parametrizations proposed in the SpiralFFT algorithm are rea-
sonable for use, LS reconstructions of several volumes fromF urier coefficients taken on
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(a) (b)
Figure 22:(a) Synthetic 3-D volume and (b) 3-D brain volume used for reconstruction experiments.
spirals matching the given parameterization requirementswere computed. While an LS
approach is not necessarily the modern technique of choice fr r constructing the volumes,
it provides insight into whether a reasonable reconstruction is possible.
It is obvious that the functionsα[r] andγ[r] and the anglesβ[r] could be chosen patho-
logically to yield unacceptable conditioning of the NUDFT matrix A. However, these pa-
rameters were chosen to mimic the behavior of spirals from spiral MRI data sets [51, 72].
The functionsα[r] andγ[r] were set to





R− 1 r = 0, . . . ,R− 1.
These choices allow the spiral height and the spiral radius to grow smoothly without clus-
tering too many samples about thek-space origin.
The anglesβ[r] were allowed to be repeat between 0 and 15 times, with no noticeable
change in the reconstruction artifacts. This result suggests that repetition of angles has little
impact on the conditioning of the problem. In fact, the pSNR of the reconstructed volumes
actuallyincreases lightly as the number of repeated angles increases.
Synthetic 3-D volumes containing 3-D rings and oval shapes were reconstructed as well
as a 3-D brain scan generated from freely available 2-D MR images. In all cases, the 3-D
spatial support was a 64× 64× 64 voxel cube, yielding a total of 0.26M spatial samples.
For each reconstruciton, 5.52M frequencies were generated with the prescribed sampling
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patterns, withQ = 1484 andR = 3720. Six sets of spiral trajectories were sampled,
with each set corresponding to an alignment axis and direction. Specifically, there were
Q0 = Q1 = Q2 = Q3 = 247 spirals aligned with the positive and negativek1 andk2 axes,
respectively, andQ4 = Q5 = 248 spirals aligned with the positive and negativek3 axes.
Figure 22 illustrates the original synthetic and brain scanvolumes. For the various angle
repetitions, a single application of the SpiralFFT was usedto generate the measurement
data (i.e., the desired Fourier coefficients). Once this data was generated, an approach
similar to [36] was used to perform the volume reconstructions. Namely, the solution to
(AHWA+ λI )x = AHb
was computed with CG, whereF is the non-uniform Fourier matrix,W is a diagonal
weighting matrix to compensate for the non-uniform sampling density ink-space,b is
the vector of measurement data previously acquired, andλI is the Tikhonov regularization
term. For the experiments, the Tikhonov parameter was set toλ = 10−8. The values ofW
were chosen by calculating the volume of the 3-D Voronoi cells for the frequency set as
described in [90]. Given the complexity of the frequency parametrization, analytic calcu-
lation of the weights is infeasible. Instead, the (finite) Voronoi diagram for the frequency
set was computed, and the weight for each frequency point wascalculated as the volume
of the Voronoi cell centered at that point.
Since the matrixAHWAhas multi-level Toeplitz structure (see Section 3.1.5.5),instead
of applyingAH andA separately each time the weighted GramianAHWAwas to be applied
the entire matrix was applied at once with 3-D FFTs. Each iteration of conjugate gradients
executed in approximately 1 second, and the reconstructions were capped at a maximum
iteration count of 1000.
Figure 23 shows slices of the least-squares reconstructions of the brain volume for no
angle repetitions and seven angle repetitions, while Figure 24 shows similar content for the
synthetic volume. As can be seen from the figures, the reconstructions are imperfect and
spiral artifacts are present. However, these artifacts have no dependence on the number of
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Figure 23:Brain volume slices for (a) input data, (b) least-squares reconstruction for a frequency
set with angles repeated 0 times, (c) least-squares reconstruction for a frequency set with angles
repeated seven times. Spiral artifacts are present in (b) and (c), but the magnitude of the artifacts
does not increase as the number of angle repetitions increases.






















Figure 24:Synthetic phantom slices for (a) input data, (b) least-squares reconstruction for a fre-
quency set with angles repeated 0 times, (c) least-squares reconstruction for a frequency set with
angles repeated seven times. Spiral artifacts are present in (b) and (c), but the magnitude of the
artifacts does not increase as the number of angle repetitions increases.
angle repetitions.
Table 13 compares the pSNR and mean-square error (MSE) for the reconstructed vol-
umes as a function of the number of repeated angles. There is no appreciable difference in
these quantities as the number of angle repetitions increases. The pSNR for the phantom
image is significantly lower and the MSE is significantly higher than for the brain volume.
These differences are due to the sparse nature of the synthetic phantom; unlike the brain
volume, the vast majority of the synthetic phantom volume ismpty. While perceptually
the reconstruction quality is similar, this sparsity of data in the synthetic volume causes the
pSNR and MSE of the reconstructions to be considerably worsethan for the brain volume.
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Table 13: Peak signal-to-noise ratio and mean-square error for the least-squares reconstructed
volumes. Both error metrics show little dependence on the number of repeated angles, with slight
improvements as angles are repeated more frequently.
Angle repetitions pSNR MSE
Brain volume
1 21.69 dB 6.78e-3
2 21.84 dB 6.54e-3
4 22.47 dB 5.66e-3
8 23.23 dB 4.75e-3
16 23.97 dB 4.01e-3
Synthetic phantom
1 1.95 dB 0.639
2 2.04 dB 0.625
4 2.45 dB 0.569
8 2.79 dB 0.529
16 2.77 dB 0.529
C.6 Summary
The SpiralFFT algorithm follows the examples of the Fast Slant Stack [6] (a fast Radon
Transform) and the Polar FFT [5] (a fast Discrete Polar Fourier Transform) by using the
structure of the sampling pattern to break expensive high-dmensional calculations into a
larger number of cheaper, lower-dimensional calculations. For spiral sampling patterns
fitting a specific set of conditions, the NUDFT summation of (111) can be calculated using
a series of 1-D operations. Thus, the transform is effectively separable, a property which
the general 3-D NUFFT does not share.
SpiralFFT was first outlined in [106], imposing a particularly restrictive sampling pat-
tern. However, the algorithm was later generalized to loosen th requirements on the sam-
pling modalities [107]. The broader parametrization of [107] removes the exactness of the
transform, but imposes only a minor accuracy-vs.-efficiency trade-off. In addition, the new
parametrization permits sampling patterns with better prope ties.
The experiments of Section C.5 demonstrate that the SpiralFFT can outperform a state-
of-the-art NUFFT implementation in parameter regimes thatare typical for 3-D spiral MRI
problems. However, the potential gains are not universal across all problem sizes, and
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there are parameter ranges for which the NUFFT is more efficient. The experiments also
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