Efficient long-time integration of nonlinear fractional differential equations is significantly challenging due to the integro-differential nature of the fractional operators. In addition, the inherent non-smoothness introduced by the inverse power-law kernels deteriorates the accuracy and efficiency of many existing numerical methods. We develop two efficient first-and second-order implicit-explicit (IMEX) methods for accurate time-integration of stiff/nonlinear fractional differential equations with fractional order α ∈ (0, 1] and prove their convergence and linear stability properties. The developed methods are based on a linear multi-step fractional Adams-Moulton method (FAMM), followed by the extrapolation of the nonlinear force terms. In order to handle the singularities nearby the initial time, we employ Lubich-like corrections to the resulting fractional operators. The obtained linear stability regions of the developed IMEX methods are larger than existing IMEX methods in the literature. Furthermore, the size of the stability regions increase with the decrease of fractional order values, which is suitable for stiff problems. We also rewrite the resulting IMEX methods in the language of nonlinear Toeplitz systems, where we employ a fast inversion scheme to achieve a computational complexity of O(N log N ), where N denotes the number of time-steps. Our computational results demonstrate that the developed schemes can achieve global first-and second-order accuracy for highly-oscillatory stiff/nonlinear problems with singularities.
1. Introduction. Fractional differential equations (FDEs) have been widely applied in a variety of scientific fields, where the observed data presents the trademark of power-laws/heavy-tailed statistics across many length/time scales. Some applications include, e.g., anomalous models for bio-tissues [32] [33] [34] , food rheology [11, 19, 51] and earth sciences [62] . Regarding nonlinear FDEs for anomalous transport/materials, we outline fractional Navier-Stokes equations [64] , fractional phase-field equations [42] , complex constitutive laws applied to structural problems undergoing large deformations/strains [48] as well as nonlinear vibrations of beams [50] .
Obtaining closed forms for linear FDEs can be challenging, especially for any general form of f (t). In the few instances when the corresponding solution u(t) is known, it is usually impractical to be numerically evaluated. Furthermore, obtaining analytical solutions becomes impossible in the presence of nonlinearities. Therefore, a series of numerical methods for FDEs were developed since the 80's, with several significant contributions summarized in Figure 1 . In such schemes it is fundamental to incorporate the history effects arising from the fractional operators. The pioneering works are attributed to Lubich [27, 28] , on discretized fractional calculus in the sense of fractional multi-step and finite-difference (FD) schemes. Later on, Tang [49] developed a super-linear convergent FD scheme, followed by a numerical quadrature approach for fractional derivatives introduced by Diethelm [8] . In the 2000's, Diethelm developed a predictor-corrector approach in addition to a fractional Adams method [9, 10] . Later on, Lin and Xu [24] developed a FD discretization with order 2 − α, which was applied to the time-fractional diffusion equation. More recently, Garrappa [16] developed trapezoidal methods for fractional multi-step approaches and Zeng [58] developed a second-order scheme for time-fractional diffusion equations. Spectral methods were also developed in the context of FDEs/FPDEs [21, 23, 37, 39, 40, 45, [54] [55] [56] 67] , and distributed-order differential equations [20, 22, 38] . In particular, Zayernouri and Karniadakis [55] developed an exponentially-accurate spectral element method for FDEs and Lischke et al. [25] developed a fast, tunably-accurate spectral method.
It is known that time-fractional operators possess power-law kernels with a singularity nearby the initial time, which produces non-smooth solutions that deteriorate the accuracy of many existing numerical schemes. In order to handle such problem, Lubich [28] introduced the so-called correction method, which was later applied to a series of direct/multi-step schemes for linear/nonlinear FDEs [6, [59] [60] [61] , and also employed in a self-singularity-capturing approach by Suzuki and Zayernouri [47] . In the aforementioned works, the correct determination of singularity powers leads to global high accuracy of the numerical schemes. The idea of graded meshes was also introduced with the same objectives by Brunner [4] , who developed a spline collocation scheme for Volterra integro-differential equations, where the graded meshes correspond to non-uniform time-grids which are simple to incorporate in existing FD schemes. Graded meshes were later applied to nonlinear Volterra integral equations [5] . An implicit FD approach was developed in the context of graded meshes by Yuste [53] . More recently, stability issues of existing/new FD approaches were addressed by Zhang et al. [63] for the time-fractional diffusion equation, and also by Stynes [43] for a reaction-diffusion problem, where, in the latter, an optimal mesh grading parameter was obtained. For a comparison between the performance of Lubich's corrections and graded meshes, we refer the readers to [59] .
The main computational challenge of direct FD schemes for time-integration of FDEs is the evaluation of the history term, which usually leads to a computational complexity of O(N 2 ) and memory storage of O(N ), where N represents the total number of time-steps. To address such issues, fast schemes were developed, starting with the first-order fast convolution method by Lubich and Schädle [30] , which reduced the computational complexity to O(N log N ), and memory requirements to O(log N ). The main idea of the scheme is to approximate the power-law kernel via numerical inverse Laplace transforms and split the integral operator (but not the time-grid) into exponentially increasing time steps. Later on, Schädle et al. [41] extended the developed fast convolution for nonlinear FDEs. A third-order extension was developed by Yu et al. [52] and applied to the time-integration for 3D simulation of a class of time-fractional PDEs. Zeng et al. [59] developed an improved version of the fastconvolution approach, which considers real-valued integration contours with the order 3 − α. Of particular interest, fast matrix-based schemes were also developed, such as the fast-inversion approach by Lu [26] and the kernel compression method by Baffet and Hesthaven [3] . The main idea of such approaches is to represent the time-stepping equation in a global linear system and exploit the resulting Toeplitz-like structure through Fast-Fourier-Transforms (FFTs).
In addition to the aforementioned challenges, dealing with stiff/nonlinear problems further deteriorates the accuracy and might pose stability issues to existing numerical schemes. Fractional linear multi-step approaches become interesting alternatives to handle such issues. Diethelm [9] developed a predictor-corrector scheme and later analyzed the error of a family of fractional Adams-Bashforth/Moulton schemes [10] . Galeone and Garrappa studied the stability of implicit and explicit fractional multi-step methods [12, 13] and proposed new explicit schemes with larger stability regions. In addition, the stability analysis of fractional predictor-corrector schemes was studied by Garrappa [15] . Also in the context fractional multi-step schemes, Zayernouri and Matzavinos [57] developed a family of fractional Adams schemes for high-order explicit/implicit treatment of nonlinear problems, where a particular time-splitting preserved the original structure of integer-order Adams schemes. Larger stability regions can be obtained through semi-implicit schemes, where for instance, Cao et al. [6] developed two IMEX schemes for nonlinear FDEs, utilizing two distinct force extrapolation formulas and also analyzed the stability of the developed schemes. Recently, Zeng et al. [60] developed a new class of fast, secondorder semi-implicit methods for nonlinear FDEs through new fast convolutions. Zhou and Zhang also developed and analyzed the convergence and stability of one-leg approaches [66] and a class of boundary value methods and their block version [65, 68] for stiff/nonlinear FDEs.
Although a significant amount of relevant works was developed, they usually ad-dress the aforementioned singularity/performance/stability issues for stiff/nonlinear problems separately. In this regard, there is still a need for numerical schemes in the context of stiff/nonlinear FDEs that I) efficiently handle the numerical solution with low-regularity for both the solution u(t) and nonlinear term f (t, u(t)); II) present linear complexity with respect to the number of time-steps N ; III) have larger stability regions compared to the existing numerical schemes; IV) mimick and generalize the structure of existing integer-order IMEX schemes, widely employed by the scientists and engineers to its fractional-order counterparts. The main contribution of the present work is to develop a class of IMEX methods for accurate time-integration of stiff/nonlinear FDEs. Specifically:
• We start with the linear multi-step FAMMs developed by Zayernouri and Matzavinos [57] in the sense of linear/nonlinear fractional Cauchy equations. For the linear problem, two sets of Lubich-like correction terms [28] are employed. • We develop a class of new first-and second-order IMEX methods with the combination of Zayernouri and Matzavinos [57] FAMMs with two extrapolation methods for the nonlinear term. The obtained methods are denoted by IMEX(p), which is first-order accurate when p = 0, and second-order accurate when p = 1. • The convergence and linear stability of the developed IMEX methods are proved and the corresponding regions of stability are shown to be larger for smaller values of the fractional order α. • The convolution nature of the fractional operators allows us to represent the corresponding IMEX methods in the language of global-in-time Toeplitz-like nonlinear systems, and employ the fast approximate inversion approach by Lu et al. [26] . Since the Toeplitz system is nonlinear, we utilize a Picard iteration scheme which takes N p iterations until convergence with respect to a specified tolerance p . Under suitable conditions, N p does not significantly increase with N . • The corresponding history load for the developed IMEX schemes is given by hypergeometric functions, which are efficiently evaluated through a Gauss-Jacobi quadrature with a fixed number of Q integration points. • The asymptotic computational complexity of the scheme is O(N log N ), with memory storage of order O(N ). This paper is organized as follows: Section 2 follows a step-by-step procedure, starting with linear multi-step FAMMs for linear FDEs, up to nonlinear FDEs, when the developed IMEX methods will be introduced. In Section 3 we demonstrate the linear stability of the developed IMEX methods. In Section 4 we put the corresponding IMEX methods in the language of a global nonlinear system of equations and employ a fast solver. The numerical results for linear/nonlinear/stiff FDEs with discussions are shown in Section 5, followed by the Conclusions in Section 6.
2. Implicit-Explicit Time-Integration Methods. We develop two IMEX methods for efficient time-integration of nonlinear FDEs. In a step-by-step fashion, we start with the numerical solution of a fractional linear Cauchy problem, following the idea of FAMMs proposed by Zayernouri and Matzavions in [57] . To capture the singularity of the solution u(t) of the considered problem, we then develop two sets of appropriate correction terms by using Lubich's approach [28] for the resulting fractional operators. As a next step, we introduce a nonlinear forcing term f (t, u(t)) and develop two IMEX methods for the solution of the resulting nonlinear Cauchy prob-lem, which also introduces two additional sets of correction weights due to f (t, u(t)).
2.1. Definitions. We start with some preliminary definitions for fractional calculus (see e.g. [36] ). The left-sided Caputo fractional derivative of order α (0 < α < 1) is defined by
where Γ(·) denotes the usual gamma function. The operator t L I α t represents the αth order (0 < α < 1) left-sided fractional Riemann-Liouville (RL) integral operator, defined as
The corresponding inverse operator of (2), i.e., the left-sided Riemann-Liouville fractional derivative of order α is denoted by
Moreover, the left-sided Caputo fractional derivative and the left-sided Riemann-Liouville fractional derivative are linked by the following relationship:
2.2. Linear FDEs. Consider the numerical solutions of the following linear FDE:
where λ ∈ C, u 0 ∈ R d . Now, we adopt the FAMMs developed in [57] to solve (5) . Let h > 0 be the time-step size with h = T /N (N ∈ N) and t k = kh (0 ≤ k ≤ N ). By the definition of the Caputo fractional derivative (1), we can split the fractional operator in history and local parts:
where H k (t) denotes the history load term, which is given by:
We follow the FAMMs from [57] and interpolate u(t) from t k I α t u(t) t=t k+1
in an implicit fashion:
with the following fractional Adams-Moulton coefficients, respectively, for p = 0 and p = 1,
, β
.
Moreover, these coefficients recover the standard Adams-Moulton method's coefficients in the limit case when α = 1. To compute the history load term H k (t k+1 ), on each small interval [t j , t j+1 ] (0 ≤ j ≤ k − 1), we linearly interpolate u(t) when p = 0, as follows:
therefore, we obtain the following form for the history load:
where
in which 2 F 1 (a, b; c; z) denotes the hypergeometric function. Also, when p = 1, we utilize quadratic interpolation function Π ,j u(t) to approximate u(t) on the interval [t j , t j+1 ] (0 ≤ j ≤ k − 1) as follows:
and therefore, the history load for the choice of p = 1 is given by
Let u k be the approximate solution of u(t k ) (0 ≤ k ≤ N ), and denote
where the coefficients γ (p) k,j are presented in Appendix A. Then, we get the FAMMs for (9) have the following discrete form:
In order to lay the analytical basis for the convergence and linear stability analysis of the methods, we introduce several preparatory results through a series of lemmas, with their corresponding proofs given in Appendix B.
in (16) have the following properties for 0 ≤ j ≤ k, 0 ≤ k ≤ N and p = 0, 1:
• γ
Correction Terms.
It is well-known that the solutions of (5) usually exhibit weak singularity at the initial time. Hence, the optimal convergence rates of the above discussed numerical methods cannot be achieved (see Lemma 2 and 3). To improve the accuracy near the initial time, we follow Lubich's idea (cf. [28] ) by adding correction terms to the resulting fractional operators of (9). The correction scheme assumes that the solution u(t) of (5) has the form (see e.g. [6, 10, 61] for more discussions on the regularity of FDEs):
where d r ∈ R are some constants, m is a positive integer and ζ(t) is a uniformly continuous function for t ∈ [0, T ]. The term {σ r } represents positive correction powers. We will now introduce the correction approach for each term of the right-hand-side of (9) .
. It follows from Lemma 2 that
). The correction weights W (α,σ,p) k,j are chosen such that (19) is exact for u(t) = t σr (1 ≤ r ≤ m u ), and therefore are obtained through the following linear system of order m u × m u to be solved for k = 0, 1, . . . , N − 1 time steps:
II) For the history load H k (t k+1 ), we introduce the correction terms as follows. Substituting (18) into (10) and using Lemma 3 yield
are chosen such that (22) is exact for u(t) = t σr (1 ≤ r ≤ mũ). However, we remark that it is very difficult to obtain the analytical solution of H k (t k+1 ), given u(t) = t σr . Fortunately, we know from [7] that (9) is also equivalent to
Comparing (9) with (23) and using (5), we can obtain
Therefore, we have the following linear system of sizem u ×m u to be solved for k = 1, 2, . . . , N − 1 time steps:
where B(z; a, b) denotes the incomplete beta function, which is defined by
Substituting (19) and (22) into (9) yields
Dropping the truncation errors R u k+1 andR u k+1 in (26) and replacing u(t k ) with approximate solution u k , we obtain the following FAMMs with correction terms for solving (5):
with I α,σ,p h,mu u k+1 and H α,σ,p mu u k+1 given, respectively, by:
and
2.4. Nonlinear FDEs. Having defined the discretization and corrections for the linear case, we now consider the numerical solutions of the following nonlinear FDE:
where the nonlinear function f :
where · ∞ denotes the usual maximum norm on R d . Under these assumptions, it has been proved by Diethelm and Ford [9, Theorem 2.1 and 2.2] that problem (30) has a unique solution on the interval (0, T ].
By the same token, we adopt the FAMMs developed in [57] to solve (30) , and in a similar fashion as Section 2.2, but with the addition of the nonlinear term f (t, u), we have:
Therefore, the FAMMs for (32) is given by:
2.4.1.
Corrections Terms for f (t, u). The regularity of f (t, u) is related to the regularity of u(t). If u(t) satisfies (18), we know from (30) that
whereζ(t) is a uniformly continuous function for t ∈ [0, T ] and δ r ∈ {σ l } ∪ {σ l − α}. Similar to (19) and by using Lemma 2, we have
), and W (α,δ,p) k,j with k = 0, 1, . . . , N − 1 and j = 1, 2, . . . , m f are given by:
Inserting (19), (22) and (35) into (32) yields
Therefore, we obtain the following FAMMs with correction terms for solving (30) :
with I α,σ,p h,mu u k+1 , H α,σ,p mu u k+1 and I α,δ,p h,m f f k+1 given, respectively, by (28), (29) and
In order to obtain the IMEX methods, we follow the idea from Cao et al. [6] , and employ an extrapolation to linearize the nonlinear force term f (t k+1 , u(t k+1 )) in (38) , which is given by:
). In addition, them f ×m f linear system for correction weights is given by:
Inserting (41) into (38) yields
Finally, we obtain the IMEX(p) methods in the following form:
h,m f f k+1 and E p k f k given, respectively, by (28), (29), (40) and
Remark 4. If α = 1, the history load term for (30) is zero and we don't need to add the correction terms to solve (30) . Moreover, (46) recovers the standard IMEX methods.
In the following, we will present the convergence results for the IMEX(p) methods (46) . For this purpose, we first introduce some preparatory results. Both of the proofs will be given in Appendix B. 
3. Linear Stability of IMEX(p) Methods. In this section, we investigate the linear stability of the proposed IMEX(p) methods (46) by considering the following usual scalar test equation
For this, the following result from [29] is useful to determine the stability regions of the obtained numerical schemes. Lemma 7. (cf. [29] ) Assume that the sequence {g k } is convergent and that the quadrature weights w k (k ≥ 1) satisfy
then the stability region of the convolution quadrature
We first consider the linear stability of the IMEX(0) for the test equation (49), it holds that
W k,j (u j − u 0 ) does not affect the stability analysis, so we don't give the
where γ
k,j ξ j . We simplify (51) as
By using Lemma 5, when
we can obtain that {H k } is a convergent sequence. Moreover, we know from Lemma
Then it follows from Lemma 7 that method IMEX(0) is stable if
Similarly, we can obtain the stability region of the method IMEX(1). Then we have the following theorem.
Theorem 8. Let ρ = κλ andĥ = λh α . Then for σ mu , δ m f , δm f < p + 1, σm u < α + p + 1, we have the stability region of IMEX(0):
, |ξ| ≤ 1 . and the stability region of IMEX(1):
k,j ξ j .
In Figure 2 (a)-(c), we plot the stability regions of the method IMEX(0) with α = 0.2, 0.5, 0.8 and ρ = 0.5λ, respectively. We also plot the stability regions of the method IMEX(1) with α = 0.2, 0.5, 0.8 and ρ = 0.5λ in Figure 2 (d) . As the functions
k,j ξ j is not explicitly known, so in all these figures we take k = 10 5 . 4. The Fast Implementation of IMEX(p) Methods. The step-by-step numerical solution of (46) for N time-steps requires O(N 2 ) evaluations of the timedependent coefficients given by the hypergeometric functions, making the scheme expensive. Hence, we rewrite (46) as the matrices form, where the corresponding convolution matrices of coefficients have the Toeplitz structure and thus we leverage the use of FFTs to obtain the solution of the problem with complexity O(N log N ). For simplicity and objectivity, we demonstrate the procedure only for the IMEX(0) scheme, for which we start by introducing the notations
where U denotes the unknown solution vector. Then IMEX(0) can be written in a compact form:
where ⊗ denotes the Kronecker product and I d represents the d × d identity matrix.
Here the value of d can represents, for instance, the number of equations for a system of nonlinear FDEs. Furthermore, we have:
and D is a vector related to the corrections and solutions for the initial steps, in the following way: k,j , respectively, for k = 0, 1, . . . , N − 1 and j = 1, 2, . . . ,M . We also have,
From (13), we observe that A k+1,j+1 = A k,j , and therefore A is a lower-triangular Toeplitz matrix.
In what follows, we will analyze the unique solvability of the IMEX(0) scheme. For this purpose, we introduce the mapping Φ h : R N d → R N d as follows:
and therefore, we have the following result. 
Then the method IMEX(0) has a unique solution U ∈ R N d . 
If condition (56) holds, we know that Φ h (X) is a contraction mapping with contraction factor h α L (A − λB) −1 (B + C) ∞ . Moreover, it is well known that space R N d with norm · ∞ is complete. Hence, according to the Banach contraction mapping principle (see e.g. [2] ), mapping Φ h (X) has a unique fixed point in R N d . Namely, the method IMEX(0) has a unique solution U ∈ R N d .
Remark 10. It should be pointed that, the coefficient matrices A for IMEX(1) is not the Toeplitz matrices, but we can choose the first column a 1 of A aŝ
Then A will be a Toeplitz matrix. Moreover, if we do this, the corresponding vector D for IMEX(1) will be change by adding the term [(â 1 − a 1 ) ⊗ I d ] U .
Fast Approximate Inversion Scheme.
In order to obtain a fast solution to the Toeplitz system (52), we employ the scheme developed in [26] , which approximates the lower-triangular Toeplitz matrix K −1 . In particular, we have K = (A ⊗ I d − λB ⊗ I d ) for the method IMEX(0) in (52) . The first step involves approximating the matrix K by the following block -circulant matrix:
with > 0. It is reported by Lu et al. [26] that the accuracy of the fast inversion is O( ), where mathematically can be taken arbitrarily small. However, for doubleprecision arithmetic, cannot be set too small due to rounding errors. Numerical experiments demonstrated the smallest practical value to be = 5 × 10 −9 . It is also shown in [26] that K −1 is also a block -circulant matrix, and therefore the solution to system (52) can be written in the following way:
where R denote the right-hand side of (52). Let D = diag(1, , . . . , N −1 ), with = 1/N be a diagonal matrix and F N be a N × N Fourier matrix. We then have the following spectral decomposition:
Finally, the approximate solution for U becomes:
where in practical implementations, we replace the Fourier matrices F N in (58) and (59) with FFT operations in order to achieve a computational complexity of O (N log N ) . The other operations to form R do not require FFTs, since matrices B and C are sparse, lower-Toeplitz nature, and the vector D is formed through the multiplication of tall matrices with small vectors.
Remark 11. Note that (59) is a nonlinear system, therefore iterative solver should be applied to solve this problem. As is known, the Newton iteration method may be the most popular solver for a general system of nonlinear equations G(x) = 0. However, the disadvantages of the Newton iteration method is that, at each iteration step, it requires the explicit form of the N × N Jacobian matrix G (x (n) ), where x (n) denotes the nth-approximation to x. So the computation of the Newton iteration method could be much more expensive. In order to overcome this disadvantage, Picard iteration method has been used to solve the system (59) , where, for a given iteration n, we have:
until ||U (n+1) − U (n) || > p , where U (n) denotes the nth-approximation to U and p represents the tolerance of the Picard iteration scheme.
Fast Computation of Hypergeometric Functions.
Accurate and efficient computations of the Gauss hypergeometric function 2 F 1 (a, b; c; z) is also fundamental to the developed scheme. From [35] , we know that there is no simple answer for this problem, and different methods are optimal for different parameter regimes. When (c) > (a) > 0 or (c) > (b) > 0, the Gauss-Jacobi quadrature method is effective. As stated in [1] , when | arg(1 − z)| < π, we have
The parameters a and b in (61) can be interchanged due to the basic power series definition of the hypergeometric function. Transforming t →t +1 2 , we can obtain that
where t GJ j and w GJ j are the Gauss-Jacobi nodes and weights on [−1, 1], and Q is the number of mesh points. Error bounds for this method are discussed in [17] .
Algorithm of IMEX(p) Methods.
We present the main stages of the developed fast IMEX(p) methods for efficient time-integration of nonlinear FDEs in Algorithm I. The algorithm particularly described the IMEX(0) approach, but the main steps remain the same for IMEX(1), with slight modifications regarding the number of sets of correction weights and forms for the nonlinear system matrices. The operators F(·) and F −1 (·) represent, respectively, the forward and inverse Fast Fourier Transforms.
Algorithm I Fast IMEX(0) Integration Scheme for Nonlinear FDEs. Compute D(U (n) ) using (55) . Compute F (U (n) ).
10:
Compute R(U (n) ) using (52)
11:
Compute r = F (D ⊗ I d )R(U (n) ) 12:
Compute the updated solution vector U (n+1) = D −1 F −1 (r ).
14:
Compute e = ||U (n+1) − U (n) ||. Remark 12. For the FAMMs (17), (33) and the FAMMs with correction terms (27) , (39) , we also can use the fast implementation proposed in this section to construct the corresponding fast methods.
Numerical Tests.
We present several numerical examples to verify our theoretical analysis presented in the previous sections. In all presented numerical examples, we utilize a numerical tolerance = 5 × 10 −9 for the fast inversion step. For all hypergeometric functions involved in the evaluation of correction weights and history load term, we utilize Q = 200 Gauss-Jacobi quadrature points. One exception is the incomplete beta function evaluated for the history load correction in (25) . For this case, the argument k k+1 approaches 1 as N increases, and a numerical quadrature becomes a poor choice due to singularities. In that sense we evaluate the incomplete beta function using the native MATLAB implementation. Furthermore, given Ω = (0, T ], we utilize the following quantities:
, Order 2 = log 2 err(h) err(h/2) to denote the error at the endpoint T , the global error on the solution interval Ω and convergence order of the used method at the endpoint T and on the solution interval Ω, respectively. The developed framework was implemented in MATLAB R2019a and was run in a desktop computer with Intel Core i7-6700 CPU with 3.40 GHz, 16 GB RAM and Ubuntu 18.04.2 LTS operating system. Example 13. Linear FDE (see e.g. [57] ):
, α ∈ (0, 1], t ∈ (0, 1]; u(0) = 0. The exact solution of (62) is u(t) = t p+α for p = 1, 2. Therefore the corresponding force term is f (t) = Γ(α+p+1) Γ(p+1) t p . Recalling Remark 12, we can employ the fast inversion scheme directly to the FAMM (17) in order to obtain a fast FAMM. Therefore, in this example we compare the performance between the fast and original FAMMs (17) , where we verify the computational complexity and accuracy of both original and fast schemes. Table 1 presents the obtained results for the implemented FAMMs and at the endpoint T = 1. Similar to the results in [57] , we observe that the convergence order is independent of the fractional order α, preserving the accuracy of the integer-order methods. The computational times for the original and fast FAMMs are illustrated in Figure 3 . We observe the computational complexity of O(N log N ) for the developed fast FAMMs. Since no break-even point is observed between both methods, the fast method is more computationally efficient regardless of the value of N . Table 1 The errors at the endpoint and convergence orders of the FAMMs for (62) with p = 0 (upper table) and p = 1 (lower table) .
The fast FAMM with p = 0. 
Therefore, the exact solution for the stiff FDE (63) is given by:
where, as in [6] , we consider σ 1 = α, σ 2 = 2α, σ 3 = 1+α, σ 4 = 5α, σ 5 = 2, σ 6 = 2+α, and a 1 = 0.5, a 2 = 0.8, and a 3 = a 4 = a 5 = a 6 = 1. For the numerical solution of (63), we take f (t, u) = Su(t) + g(t) and employ the IMEX(p) scheme with α = 0.3, utilizing a Picard iteration tolerance of p = 5 × 10 −7 . We remark that the coefficients of P and S are taken as small enough values in order to satisfy the Lipschitz condition for the Picard iteration scheme, and nevertheless, the choice of such values still makes (63) stiff. The obtained results are presented in Table 2 , where we obtain first-order convergence for the IMEX(0) method without using correction terms. On the other hand, for IMEX(1), we obtain second-order convergence when using M = 3 correction terms with correction powers σ = {α, 2α, 1 + α} and δ = {2α, 1 + α, 5α}.
Example 15. Nonlinear FDE (cf. [6, 60] ):
We consider the following cases for (64):
• Case I) Let λ = −0.2, f (t, u(t)) = 0 and u 0 = 1. The corresponding analytical solution is given by u(t) = E α (−0.2t α ), where E α (t) represents the Mittag-Leffler function (cf. [31] ). • Case II) Let λ = −1, f (t, u(t)) = −0.1u 2 + g(t), u 0 = 1 and choose g(t) such that the exact solution of (64) is given by u(t) = 1 + t + t 2 /2 + t 3 /3 + 4 4 /4. • Case III) Let λ = −1, f (t, u(t)) = 0.01u 1 − u 2 + 2 cos(2πt) and u 0 = 1. We start with Case I), for which we consider Ω = (0, 40] and a tolerance p = 10 −7 for the Picard iteration, with varying number of correction terms M and α = 0.4. The obtained results are presented in Table 3 for the methods IMEX(p), where the Table 2 The global errors and convergence orders of the methods IMEX(p) for (63) with p = 0 (upper table) and p = 1 (lower table) and α = 0.3. CPU time (CPU) measured in seconds represent the running time of the methods. We observe the linear convergence rate when using M = 2 correction terms for IMEX(0). The convergence rates also improve for IMEX(1), however, we attain the accuracy limit of the scheme when using M = 4. Such accuracy limit is determined by the value of = 5 × 10 −9 utilized for the fast inversion approach discussed in Section 4.1. For Case II), we let Ω = (0, 1] and p = 10 −7 . The obtained results are presented in Table 4 , where we observe that both schemes achieve the theoretical convergence rates for the global error.
IMEX(0)
For Case III), we consider Ω = (0, 50], and we set a numerical tolerance p = Table 4 The global errors and convergence orders of the methods IMEX(p) for solving Case II) with no correction term for p = 0 and M = 2 correction terms for p = 1, with σ = δ = {1 − α, 1}. 10 −6 for the Picard iteration. Figures 4 and 5(a) illustrate the obtained highly oscillatory solutions. We also perform a convergence analysis utilizing a benchmark solution with h = 2 −11 and M = 3 correction terms and evaluate the global error. The obtained results are presented in Table 5 , where the expected first-and second-order convergence rates are obtained, respectively, with p = 0 without correction terms, and p = 1 using M = 3 correction terms. The computational times for the developed IMEX schemes are illustrated in Figure 5 (b) including the initial phase for computation of correction weights. We observe the computational complexity of O(N log N ) for the developed schemes even for nonlinear problems, with a small difference between the first-and second-order schemes. Table 5 Convergence results for the IMEX(p) scheme solving Case III) without corrections for p = 0 and M = 3 correction terms for p = 1, with σ = δ = {α, 2α, 1 + α}. of the schemes are based on the linear multi-step FAMM developed by Zayernouri and Matzavinos [57] , followed by an extrapolation formula from which we obtain the so-called IMEX(p) scheme. In order to handle the inherent singularities of the FDEs, we introduced 4 sets of correction terms for the IMEX(p) schemes. The convergence and linear stability of the developed schemes is also analyzed. A fast solution for the developed schemes is attained by employing a fast-inversion approach developed by Lu et al. [26] on the resulting nonlinear Toeplitz system, leading to a computational complexity of O(N log N ). Based on our computational results, we observed that:
• When considering a linear problem, the fast implementation of the scheme was significantly faster than the original FAMM by Zayernouri and Matzavinos [57] , without even the presence of a break-even point. • Both IMEX(p) schemes achieved global first-(for p = 0) and second-order (for p = 1) convergence rates for stiff/nonlinear, highly-oscillatory and singular solutions, given the choice of appropriate sets of correction terms. • The computational performance was slightly better for the IMEX(0) scheme.
We also remark that such scheme is simpler to implement and generally requires a smaller number of correction terms due to lower regularity requirements to attain first-order accuracy. The main advantages of the developed IMEX schemes in comparison to other works are: larger stability regions when compared to the IMEX schemes developed by Cao et al. [6] ; and also a fast solution alternative when compared to the original fractional Adams-Bashforth/Moulton methods developed by Zayernouri and Matzavinos [57] , and the IMEX schemes by Cao et al. [6] . When compared to the matrix-based fast solver for FDEs developed by Lu [26] , the developed framework in this work handles the numerical solution of nonlinear and singular FDEs instead of only linear ones.
The developed schemes could be used for, e.g., fractional visco-elastic models under complex loading conditions and long-time integration [19] . Regarding additional constitutive effects, such as fractional visco-elasto-plastic models [44, 48] , and plasticity-driven damage formulations [46] , the developed methods could be potentially applied under simple monotone loads. Furthermore, the introduction of additional sets of correction terms motivates the use of data-infused self-singularitycapturing approaches [47] , which would decrease the number of correction terms per set.
Appendix A. Discretization Coefficients for the History Load Term. We present the coefficients γ (p) k,j (0 ≤ j ≤ k, 0 ≤ k ≤ N, p = 0, 1) defined in (16):
and, for k ≥ 3,
For the second conclusion and the first part of the third conclusion, the proofs are similar to that for Lemma 2.1 and Lemma 2.2 in [14] . Besides, in view of the definition (67) of c (α) l , we have that c (α) 0
where ξ ∈ (0, 1) and the mean value theorem has been used. It means c 
where η 1 ∈ (1, 2), η 2 ∈ (2, 3) and v 4 > 0 is a constant. Hence, by setting v 0 = max 1≤l≤4 v l and summarizing the above results, all this completes the proof.
Next, we present the proof for Lemma 1.
Proof. Firstly, we consider the situation of p = 0. From (16) , when j = 0, we have that
where t k+θ = (k +θ)h,θ ∈ [0, 1] and the first mean value theorem for integrals has been used. For j = 1, 2, . . . , k − 1, one has where the discrete Gronwall inequality in [18] has been used. For p = 1, we can also obtain that
with q 1 = min 2, σm u+1 + 1, σ mu+1 + α + 1, δ m f +1 + α + 1, δm f +1 + α + 1 and v 12 is a positive constant independent of h. Therefore, this completes the proof.
