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Abstract
We consider parabolic equations in two-dimensions with interfaces corresponding to concentrated
heat capacity and singular own source. We give an analysis for energy stability of the solutions based
on special Sobolev spaces (the energies also are given by the norms of these spaces) that are intrinsic
to such problems. In order to define these spaces we study nonstandard spectral problems in which
the eigenvalue appears in the interfaces (conjugation conditions) or at the boundary of the spatial
domain. The introducing of appropriate spectral problems enable us to precise the values of the
parameters which control the energy decay. In fact, in order for numerical calculation to be carried
out effectively for large time, we need to know quantitatively this decay property.
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Large-scale time-dependent problems consider localized and transient phenomena, as
heat–mass transfer with sources and capacity, free boundaries, shock waves, boundary lay-
ers, etc. A basic question for such problems is the stability of these processes with respect
to their initial state or external sources.
The object of this work is studying in special energy norms stability with respect to
initial data and right-hand side of parabolic equations with concentrated in the domain and
on the boundary heat capacity expressed by Dirac-delta functions and localized lower terms
(own sources) also expressed by Dirac-delta functions. Namely, we consider the following
linear model problem:
[
χ(x) + δS1(x)c(x)
]∂u
∂t
− Lu + δS2(x)d(x)u = f (x, t),
c(x) c0 > 0, x = (x1, x2), (x, t) ∈ QT = Ω × (0, T ),
Lu = ∂
∂x1
(
k1(x)
∂u
∂x1
)
+ ∂
∂x1
(
k2(x)
∂u
∂x2
)
,
ki(x) k0 = const > 0, x ∈ Ω, (1)
with initial
u(x,0) = u0(x), x ∈ Ω, (2)
and boundary conditions
C(x)
∂u
∂t
= − ∂u
∂nk
− b(x)u, C(x) C0 > 0, x ∈ Γ1, 0 < t < T, (3)
u = 0, x ∈ Γ2, 0 < t < T . (4)
Here Ω ⊂ R2 is an open bounded domain with C1-piecewise smooth boundary, ∂Ω =
Γ = Γ1 ∪ Γ2, Γ1 ∩ Γ2 = ∅, Ω1 ⊂ Ω is an open bounded domain with C1-piecewise
smooth boundary ∂Ω1 = S = S1 ∪ S2, S1 ∩ S2 = ∅, Ω2 = Ω \ Ω1, ∂Ω2 = Γ ∪ S (see
Fig. 1(a)), and Γ1 = Γ 11 ∪ Γ 21 , Γ2 = Γ 12 ∪ Γ 22 , ∂Ω1 \ S = Γ 11 ∪ Γ 12 , ∂Ω2 \ S = Γ 21 ∪ Γ 22
for Fig. 1(b). Next, QT = Ω × (0, T ), QiT = Si × (0, T ), RiT = Γi × (0, T ), i = 1,2,
∂u
∂nk
= ∑2i=1 ki(x) ∂u∂xi cos(n, xi) is the co-normal derivative and δγ (γ = S1 or S2) is the
Dirac-delta function on γ defined by [23]:∫
Ω
δγ (x)g(x) dx =
∫
γ
g(x) dl, g(x) ∈ C(Ω¯),
where dl represents the linear element along γ .
The function χ(x) is heat capacity defined on Ω , while c(x) and C(x) represent heat
capacities concentrated in the interface curve S1 and the boundary curve Γ1, respectively.
In the next section we study the case in which χ(x)  χ0 > 0. This problem but only
with Dirichlet boundary conditions and d(x) = 0 is formulated in a classical form for the
one-dimensional case in [15,21].
Boundary conditions in which the time derivative participates are often called dynami-
cal. Problems with dynamical boundary conditions are already mentioned in [5,15,21]. We
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Fig. 1. Examples of the domains, partitioned into two parts Ω1 and Ω2 by the interface S.
find them again in heat transfer problems for a solid in contact with a fluid, see the reviews
in [7,11,22]. In a completely linear setting, we recall [4–6,15,21].
The function d(x) represents an concentrated on the curve S2 intrinsic source of the
process described. A such typical phenomena are the localized chemical reactions in cat-
alytic reactors [3].
In Section 3 we study the case χ(x) ≡ 0. In fact, (1) then becomes an elliptic equation
on Ω1 ∪Ω2 and its parabolic character exhibits only on S1 and Γ1. Then instead of (2) the
following initial condition is posed:
u(x,0) = u0(x), x ∈ S1 ∪ Γ1. (5)
Recently in many papers have been studied parabolic problems with linear and nonlinear
dynamic conjugation and boundary conditions, see [7] and the survey there and [1,6,16].
In [7,11,16,18] the authors are used abstract operator theory to solve linear and nonlinear
problems of the type above.
The goal of the our paper is quite different. Here we use classical technique for for-
mation of the energy functionals [17,20]. To precise the solutions behavior, auxiliary
nonstandard spectral problems are introduced. They contain the eigenvalue in the inter-
face and the boundary conditions. It is shown in Section 3 that the eigenvalues for the
problems considered form a basis of appropriate subspaces of the Sobolev space H 1(Ω).
(For each integer m 0, Hm(Ω) denotes the standard Sobolev space of the functions with
their weak derivatives of order up to m in the Lebesgue space L2(Ω).) The idea of this
approach we formulate in abstract form as follows.
Let H be a Hilbert space with inner product (·,·) and norm ‖ · ‖. For a linear self-
adjoint positive definite operator S in H we define in a usual way the energy space HS
with inner product (u, v)S = (Su, v) and norm ‖ · ‖S . We also need the Sobolev spaces
Hk((0, T ),H), H 0((0, T ),H) = L2((0, T ),H), and the spaces Ck([0, T ],H) of continu-
ously differentiable functions u(t) mapping (0, T ) into H (see [14]).
The problems introduced above can be written as an abstract Cauchy problem
B
du + Au + Cu = f (t), 0 < t, u(0) = u0, (6)
dt
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joint, but in the general case only nonnegative linear operators with domains dense in H ,
u0 is given element of HB , f (t) ∈ L2((0, T ),HA−1) and u(t) is the unknown function from
(0, T ) into HA.
Consider the variational problems
1
λ
= sup
p∈HA
‖p‖2B
‖p‖2A
,
1
µ
= sup
q∈HA
‖q‖2
‖q‖2A
,
1
ν
= sup
r∈HA
‖r‖2C
‖r‖2A
. (7)
The solutions of (7) satisfy the spectral problems
Ap = λBp, Aq = µq and Ar = νCr, (8)
respectively. Suppose that the spectra of (8) are discrete, and 0 < λ1  λ2  · · · , 0 < µ1 
µ2  · · · , 0  ν1  ν2  · · · . These properties of the concrete spectral-problems further
arose are established in Appendix A.
The following lemma is a landmark at investigation of the corresponding difference
schemes for stability with respect to initial data and right-hand side.
Lemma 1. Let H,A,B,C and u0, f be as above. Then (6) has a unique solution
u ∈ L2((0, T );HA) ∩ H 1((0, T );HA−1). In fact u ∈ C([0, T ];H), see [15, p. 379]. The
solution u satisfies the estimate
E(t) e−2λ1ct
(
E(0) + M
t∫
0
∥∥f (ρ)∥∥2e2λ1cρ dρ
)
, 0 < t < T, (9)
where c and M are positive constants defined below and
E(t) = 1
2
(Bu,u), E(0) = 1
2
(Bu0, u0).
Proof. First, let C be positive and u ∈ C1([0, T ],H). Then we take inner product in H of
(6) with u and apply the elementary inequality 2ab εa2 + b2/ε, ε > 0, to obtain
dE
dt
−‖u‖2A +
ε
2
‖u‖2 + 1
2ε
‖f ‖2 −‖u‖2A
(
1 − ε
2
sup
v∈HA
‖v‖2
‖v‖2A
)
+ 1
2ε
‖f ‖2.
Choosing ε and c so that
c = 1 − ε
2µ1
> 0
and applying the inequality
‖u‖2A  λ1‖u‖2B = 2λ1E(t)
(see (7), (8)) we obtain
dE
dt
−2λ1cE(t)+ 12ε ‖f ‖
2.
Now, integrating from 0 to T , we get (9) with M = 1/(2ε).
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mal negative eigenvalue ν1 of the problem Ar = νCr is less than −1. In this case, using
inequality (Cu,u) (1/ν1)‖u‖2A in an analogous way as before we obtain
dE
dt
−‖u‖2A
(
1 + 1
ν1
− ε
2µ1
)
+ 1
2ε
‖f ‖2.
Choosing ε and c so that
c = 1 + 1
ν1
− ε
2µ1
> 0 (10)
and integrating from 0 to T , we obtain the result. 
An outline of the paper is as follows: in Section 2, existence and uniqueness of weak
solutions for the problem (1)–(4), χ(x)  χ0 > 0 are discussed. Some spectral problems
are derived by simple variational calculus arguments. Also, energy stability results are
presented on the base of these spectral problems. The problem (1)–(4), χ(x) ≡ 0 is studied
in Section 3. Finally, the auxiliary spectral problems are discussed in Appendix A.
The present investigations are also very useful for numerical treatment of the problems,
cf. [9,10,24].
Let us now end this section with a trace lemma to be used in the paper.
Let γ ⊂ Ω¯ be a C1-piecewise curve. Then the trace v|γ of the function v ∈ H 1(Ω) is
an element of the Hilbert space H 1/2(γ ) associated with the norm
‖v‖H 1/2(γ ) =
(
‖v‖L2(γ ) +
∫
γ
∫
γ
(v(x) − v(y))2
|x − y|2 dγx dγy
)1/2
.
Below often we shall use the following trace-type inequality [13,16].
Lemma 2. Let Ω be a bounded domain with Lipschitz boundary and let γ be a Lipschitz
curve which lies in Ω or is a part of Γ (in fact in the present work γ = S or γ = Γ1). Each
v ∈ H 1(Ω) is the limit in H 1(Ω) of a sequence {vn} ⊆ C∞(Ω); the sequence {vn|γ } of
restrictions of v1, v2, . . . to γ converges in L2(γ ) to a function trγ v satisfying
‖ trγ v‖L2(γ ) K‖v‖H 1(Ω),
where K is a positive constant, independent of v. Moreover, trγ :H 1(Ω) → L2(γ ) is a
compact linear operator.
2. Energy stability for parabolic equations
First we shall briefly discuss such basic questions for the problem (1)–(4), χ(x)
χ0 > 0, as existence, uniqueness and regularity of the solutions.
It is easy to see that the initial boundary value problem (1)–(4) can be written in the
form (6) letting H = L2(Ω), Au = −Lu, Bu = [χ(x) + c(x)δS1(x) + C(x)δΓ1(x)]u and
Cu = d(x)δS (x)u.2
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‖u‖2A =
∫
Ω
[
k1(x)
(
∂u
∂x1
)2
+ k2(x)
(
∂u
∂x2
)2 ]
dx +
∫
Γ1
b(x)u2 dl,
‖u‖2B =
∫
Ω
χ(x)u2(x) dx +
∫
S1
c(x)u2(x) dl +
∫
Γ1
C(x)u2(x) dl,
‖u‖2C =
∫
S2
d(x)u2(x) dl.
Let
A(u, v) =
∫
Ω
(
k1(x)
∂u
∂x1
∂v
∂x1
+ k2(x) ∂u
∂x2
∂v
∂x2
)
dx +
∫
Γ1
b(x)uv dl
be the inner product induced by the energetic norm ‖ · ‖A and
A0(u, v) =
∫
Ω
(
k1(x)
∂u
∂x1
∂v
∂x1
+ k2(x) ∂u
∂x2
∂v
∂x2
)
dx.
Therefore, A, B and C are linear bounded operator acting as follows: A :H 1(Ω) →
H−1(Ω), B,C :H 1/2(Ω) → H−1/2(Ω). Let us introduce the space V = {v ∈ L2(0, T ;
H 1(Ω)) ∩ H 1(0, T ;L2(Ω)): trS1 v ∈ H 1(0, T ;L2(S1)), trΓ1 v ∈ H 1(0, T ;L2(Γ1))}. For
the solution of the problem (1)–(4), with χ(x) χ0 > 0, we have the following results.
Theorem 1. Assume that the requirements on k1, k2 as above hold and u0 ∈ H 1(Ω),
c ∈ H 1/2(S1), 0  d ∈ H 1/2(S2), C ∈ H 1/2(Γ1), 0  b ∈ H 1/2(Γ1), f ∈ L2(QT ). Then
the problem (1)–(4), with χ(x)  χ0 > 0, has a unique solution u ∈ L2(0, T ;H 1(Ω)) ∩
H 1(0, T ;L2(S1)) which satisfies the weak formulation:
−
∫
QT
χ(x)u
∂v
∂t
dx dt −
∫
Q1T
c(x)u
∂v
∂t
dl dt −
∫
R1T
C(x)u
∂v
∂t
dl dt +
T∫
0
A0(u, v) dt
+
∫
Q2T
d(x)uv dl dt +
∫
R1T
b(x)uv dl dt
=
∫
Ω
χ(x)u0(x)v(x,0) dx +
∫
S1
c(x)u0(x)v(x,0) dl
+
∫
Γ1
C(x)u0(x)v(x,0) dl +
∫
QT
f (x, t)v dx dt,
∀v ∈ V, v(x,T ) = 0, x ∈ Ω.
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χ(x)
∂u
∂t
− Lu = f (x, t), x ∈ Ω \ S, 0 < t < T,
[u]S = 0,
[
∂u
∂nk
]
S1
= c(x)∂u
∂t
, x ∈ S1,[
∂u
∂nk
]
S2
= −d(x)u, x ∈ S2, 0 < t < T, (11)
also with initial (2) and boundary conditions (3), (4), where [v]S is the jump of a quantity
v across the interface S and nk is the co-normal to S. For definiteness, we let [v]S =
trS v1 − trS v2, where v1 and v2 are the restrictions of v on Ω1 and Ω2, respectively.
Proof. The existence proof, for example, can be accomplished by Fourier method. We first
construct a family of approximate solutions, using the spectral problem
−Lv = λχ(x)v, x ∈ Ω \ S,
[v]S = 0,
[
∂v
∂nk
]
S1
= λc(x)v, x ∈ S1,
[
∂v
∂nk
]
S2
= d(x)v, x ∈ S2,
∂v
∂nk
+ b(x)v = λC(x)v, x ∈ Γ1, v = 0, x ∈ Γ2.
Let us introduce the subspace H 1S2,Γ1(Ω) ⊂ H 1(Ω) of functions u|Γ2 = 0 by the inner
product
(u, v)H 1S2,Γ1
(Ω) =A0(u, v) +
∫
S2
d(x)uv dl +
∫
Γ1
b(x)uv dl,
and norm ‖u‖H 1S2,Γ1 (Ω) = (u,u)
1/2
H 1S2,Γ1
(Ω)
, and the subspace L2S1,Γ1(Ω) of L
2(Ω), by the
inner product
(u, v)L2S1,Γ1
(Ω) =
∫
Ω
χ(x)uv dx +
∫
S1
c(x)uv dl +
∫
Γ1
C(x)uv dl
and norm
‖u‖L2S1,Γ1 (Ω) = (u,u)
1/2
L2S1,Γ1
(Ω)
.
Then, the function v ∈ H 1S2,Γ1(Ω) is called generalized eigenfunction (corresponding to
the generalized spectral value λ) if
(v,w)H 1S2,Γ1
(Ω) = λ(v,w)L2S1,Γ1 (Ω), ∀w ∈ H
1
S2,Γ1
(Ω).
In a similar way as in Theorem A.1 (Appendix A) can be proved that the set of eigenvalues
is discrete and λ1  λ2  · · · , each λi has infinite multiplicity and satisfies λi → ∞ as
i → ∞. The collection of eigenfunctions {v1, v2, . . .} (assumed normalized with respect
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1
S2,Γ1
(Ω)
endowed with the inner product (·, ·)H 1S2,Γ1 (Ω).
Since u0 ∈ H 1(Ω) ⊂ L2S1,Γ1(Ω) and f (x, t) ∈ L2(Ω) for almost all t ∈ (0, T ) we have
u0(x) =
∞∑
i=1
u0ivi(x), f (x, t) =
∞∑
i=1
fi(t)vi(x),
where u0i = (u0, vi)L2S1,Γ1 (Ω), fi(t) = 〈f (x, t), vi(x)〉(L2S1,Γ1 (Ω))∗×L2S1,Γ1 (Ω) and fi(t) ∈
L2(0, T ).
Let us consider for each i = 1,2, . . . the function
Ui(t) = u0ie−λi t +
t∫
0
fi(τ )e
−λi (t−τ) dτ,
which satisfies almost everywhere on (0, T ) the equation
U ′i + λiUi = fi(t), Ui(0) = u0i .
The sum SI (x, t) =∑Ii=1 Ui(t)vi(x) is weak solution of problem (1)–(4), χ(x) χ0  0
with initial function
∑I
i=1 u0ivi(x) and right-hand side
∑I
i=1 fivi(x). Further, following
known techniques [17,19], we show that the series u(x, t) =∑∞i=1 Ui(t)vi(x) is conver-
gent in L2(0, T ;H 1(Ω)) ∩ H 1(0, T ;L2(S1)).
Let u1(x, t) and u2(x, t) be two generalized solutions of the problem (1)–(4) with
χ(x)  χ0 > 0. Then u = u1 − u2 is a generalized (weak) solution of the corresponding
homogeneous problem. Let us introduce the function
v(x, t) =
T∫
t
u(x, θ) dθ, (x, t) ∈ QT .
It is easily to be checked that the function v has the generalized derivatives
∂v
∂t
= −u, ∂v
∂xi
=
T∫
t
∂u
∂xi
(x, θ) dθ, i = 1,2,
and v ∈ V , and v|R1T = 0. Plugging these formulas in the identity of Theorem 1 that defines
the solution u, we get the equality
∫
QT
χ(x)u2 dx dt +
∫
Q1T
c(x)u2 dl dt +
∫
R1T
C(x)u2 dl dt +
T∫
0
A0(u, v) dt
−
∫
Q2T
d(x)v
∂v
∂t
dl dt +
∫
R1T
b(x)uv dl dt = 0.
Following techniques in [17, p. 395], we show that
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0
A0(u, v) dt ≡ 12
2∑
i=1
∫
Ω
ki
( T∫
0
∂u
∂xi
(x, t) dt
)2
dx  0,
∫
R1T
b(x)uv dl dt =
∫
R1T
b(x)u(x, t)
T∫
t
u(x, θ) dθ dt dl
= 1
2
∫
Γ1
b(x)
( T∫
0
u(x, t) dt
)2
dl  0,
∫
Q2T
d(x)v
∂v
∂t
dl dt = −1
2
∫
S2
d(x)v2(x,0) dl  0.
Therefore,∫
QT
χ(x)u2 dx dt  0,
∫
Q1T
c(x)u2 dl dt  0,
∫
R1T
C(x)u2 dl dt  0,
which imply that u = 0 a.e. in QT ,Q1T ,R1T .
The equivalency of the problem formulation can be established by choosing the function
v(x, t) properly [12]. 
We define ui = u|Ωi , kij = kj |Ωi , j = 1,2, f i = f |Ωi , Ci = C|Γ i1 , b
i = b|Γ i1 , i = 1,2.
Let u be the solution of the problem (1)–(4). Then we have (see Fig. 1):
χ(x)
∂ui
∂t
− Liui = f i(x, t), x ∈ Ωi, i = 1,2, 0 < t < T,
ui(x,0) = u0(x), x ∈ Ωi, i = 1,2,
Ci(x)
∂ui
∂t
= −∂u
i
∂ni
− bi(x)ui, x ∈ Γ i1 , i = 1,2, 0 < t < T,
ui = 0, x ∈ Γ i2 , i = 1,2, 0 < t < T,
u1 = u2, x ∈ S, 0 < t < T,
∂u2
∂nk2
− ∂u
1
∂nk1
= c(x)∂u
1
∂t
= c(x)∂u
2
∂t
, x ∈ S1, 0 < t < T,
∂u2
∂nk2
− ∂u
1
∂nk1
= −d(x)u1 = −d(x)u2, x ∈ S2, 0 < t < T .
Now we turn to study the energy stability for the solution of problem (1)–(4) (or equiv-
alently, (11), (2)–(4)). We multiply the first equality of (11) by u(x, t) and integrate the
result on Ω . Applying the first Green’s formula, we get∫
χ(x)u
∂u
∂t
dx =
∫
uLudx +
∫
uf dx =
2∑
i=1
∫
uiLiui dx +
2∑
i=1
∫
uif i dxΩ Ω Ω Ωi Ωi
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2∑
i=1
{
−
∫
Ωi
[
ki1
(
∂ui
∂x1
)2
+ ki2
(
∂ui
∂x2
)2 ]
dx
+
2∑
i=1
(∫
Γ i1
ui
∂ui
∂nki
dl +
∫
Si
ui
∂ui
∂nki
dl
)}
+
2∑
i=1
∫
Ωi
uif i dx. (12)
From (3), (4), (11) and Fig. 1, we have∫
S1
(
u1
∂u1
∂nk1
+ u2 ∂u
2
∂nk2
)
dl =
∫
S1
u
(
− ∂u
1
∂nk1
+ ∂u
2
∂nk2
)
dl
= −
∫
S1
u
[
∂u
∂nk
]
S1
dl = −
∫
S1
uc(x)
∂u
∂t
dl = −1
2
∫
S1
c(x)
∂[(u(x, t))2]
∂t
dl, (13)
∫
S2
(
u1
∂u1
∂nk1
+ u2 ∂u
2
∂nk2
)
dx =
∫
S2
d(x)
[
u(x, t)
]2
dx, (14)
∫
Γ 12
u1
∂u1
∂nk1
dl = 0,
∫
Γ 12
u2
∂u2
∂nk2
dl = 0, (15)
∫
Γ i1
ui
∂ui
∂nki
dl = −
∫
Γ i1
(
uiC(x)
∂ui
∂t
+ b(x)(ui)2
)
dl
= −1
2
∂
∂t
∫
Γ1
C(x)
[
u(x, t)
]2
dl −
∫
Γ1
b(x)
[
u(x, t)
]2
dl, i = 1,2. (16)
Therefore, from (12) we have
dEu
dt
−Pu
(
1 +
∫
Γ1
b(x)u2 dl
Pu
+
∫
S2
d(x)u2 dl
Pu
+ ε
2
∫
Ω
u2 dx
Pu
)
+ 1
2ε
∫
Ω
f 2 dx, (17)
where
Eu = Eu(t) = 12‖u‖
2
B =
1
2
‖u‖2
L2S1,Γ1
(Ω)
is the kinetic energy, and
Pu = Pu(t) =A0(u,u)
—the potential energy.
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Let us define λ and µ by
1
λ
= sup
p∈HΓ2
2Ep
Pp
,
1
µ
= sup
q∈HΓ2
∫
Ω
q2 dx
Pq
,
1
ν
= sup
r∈HΓ2
∫
S2
d(x)r2 dl + ∫
Γ1
b(x)r2 dl
Pr
,
Lemma 2 implies that the functionals under operation sup are upper bounded on HΓ2 and
therefore λ and µ are well defined.
The solutions of these variational problems are the first eigenvalues of the following
spectral problems:
−Lp = λχ(x)p, x ∈ Ω \ S,
[p]S = 0,
[
∂p
∂nk
]
S1
= λc(x)p, x ∈ S1,
[
∂p
∂nk
]
S2
= 0,
∂p
∂nk
= λb(x)p, x ∈ Γ1, p = 0, x ∈ Γ2, (18)
−Lq = µq, x ∈ Ω \ S,
[q]S = 0,
[
∂q
∂nk
]
S
= 0,
q = 0, x ∈ Γ, (19)
Lr = 0, x ∈ Ω \ S,
[r]S = 0,
[
∂r
∂nk
]
S1
= 0,
[
∂r
∂nk
]
S2
= ν dr, x ∈ S2,
∂r
∂nk
= νbr, x ∈ Γ1, r = 0, x ∈ Γ2. (20)
We shall derive the problem (18), the others (19), (20) can be derived in a similar way.
Using standard variational calculus technique, we write the Euler–Lagrange equations in
the form
δ(2Ep) − 1
λ
δPp = 0. (21)
Here
δ(2Ep) = d
dε
[∫
Ω
χ(x)(p + εη)2 dx +
∫
S1
c(x)(p + εη)2 dl
+
∫
C(x)(p + εη)2 dl
]∣∣∣∣∣
ε=0Γ1
B.S. Jovanovic´, L.G. Vulkov / J. Math. Anal. Appl. 311 (2005) 120–138 131= 2
(∫
Ω
χ(x)pη dx +
∫
S1
c(x)pη dl +
∫
Γ1
C(x)pη dl
)
and
δPp = d
dε
∫
Ω
[
k1(x)
(
∂p
∂x1
+ ε ∂η
∂x1
)2
+ k2(x)
(
∂p
∂x2
+ ε ∂η
∂x2
)2 ]
dx
∣∣∣∣
ε=0
= 2
2∑
i=1
∫
Ω
(
k1(x)
∂p
∂x1
∂η
∂x1
+ k2(x) ∂p
∂x2
∂η
∂x2
)
dx.
Next, integrating by parts in each of the two addendum of the sum and cultivating the
expressions obtained in a similar way as (12)–(16), we get
δPp = 2
(
−
∫
Ω
ηLpdx +
∫
S1
[
∂p
∂nk
]
S1
η dl +
∫
Γ1
∂p
∂nk
η dl
)
.
So (21) leads to∫
Ω
(
1
λ
Lp + χ(x)p
)
η dx +
∫
S1
(
1
λ
[
∂p
∂nk
]
S1
− c(x)p
)
η dl
+
∫
Γ1
(
1
λ
∂p
∂nk
− C(x)p
)
η dl = 0.
Since η is arbitrary apart from the continuity and boundary conditions requirements, we
must have the relations in (18).
Remark 2. The above calculations show that the “flow” jump conditions, [ ∂
∂nk
]Si , in (18)–
(20) stand as necessary conditions for extrema of the corresponding functionals and can be
called “natural conditions.”
In the next section will be shown that the first eigenvalues of the problems (18)–(20) are
positive.
Now, we are in position to formulate the main results of the present section.
Theorem 2. Let the conditions in Theorem 1 hold ( possibly without d  0, b  0) and
λ1,µ1 are the first positive eigenvalues of the problems (18), (19), respectively. Let ν1 be
the first positive eigenvalue of (20), or, if such there is no, let ν1 be the maximal negative
eigenvalue for which we shall suppose that it is less than −1. Choose ε such that (10) hold.
Then, any solution of the problem (1)–(4), with χ(x) χ0 > 0, satisfies an estimate of the
form (9).
Proof. It follows from (17) and arguments from Lemma 1. 
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version. Then in the estimate (9) the constant c < 0 and E(t) → ∞ exponentially for
t → ∞.
Example. In order to illustrate some of the results above we consider the simple example:
∂u
∂t
− ∂
2u
∂x2
+ δ(x − ξ) du = 0, (x, t) ∈ QT = Ω × (0, T ),
u(x,0) = u0(x), x ∈ Ω = (0,1),
u(0, t) = u(1, t) = 0, 0 < t < T,
0 < ξ < 1 and d = 0 is a real number. Now, the operator C from (6) is defined by
(Cu,w)L2(Ω) = d
1∫
0
δ(x − ξ)uw dx = du(ξ)w(ξ), u,w ∈ H 1(Ω).
The spectral problem corresponding to (20) (see also (7)) reads as follows:
∂2r
∂x2
= 0, x ∈ Ω1 ∪ Ω2, Ω1 = (0, ξ), Ω2 = (ξ,1),
[r]ξ = r(ξ + 0) − r(ξ − 0) = 0, [rx]ξ = −ν dr(ξ).
The exact solution is given by
r(x) =
{
C
1−ξ
ξ
x, 0 x  ξ ,
C(1 − x), ξ  x  1, C = const,
ν1 = 1
d
1
ξ(1 − ξ) =
{
> 0 if d > 0,
< 0 if d < 0.
The derivation of the inequality corresponding to (17) (see also (10)) looks as follows:
dE
dt
= −
1∫
0
(
∂u
∂x
)2
dx
(
1 + du
2(ξ, t)∫ 1
0 (
∂u
∂x
)2 dx
)
, E(t) = 1
2
1∫
0
u2(x, t) dx,
dE
dt
< −c
1∫
0
(
∂u
∂x
)2
dx,
c = 1 + 1
ν1
> 0
{ for all ξ ∈ (0,1) if d > 0,
for those ξ ∈ (0,1) such that d > −1
ξ(1−ξ) if d < 0.
Exact solutions of some two-dimensional spectral problems of type (18)–(20) are ob-
tained in [8].
Suppose that f (x, t) → f0(x) in L2(Ω) as t → ∞. Let us consider the elliptic problem
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[v]S = 0,
[
∂v
∂nk
]
S
= 0,
∂v
∂nk
+ bv = 0, x ∈ Γ1, v = 0, x ∈ Γ2. (22)
Regarding the regularity for the solution of the interface problem (22), we have the
following (cf. Ladyzhenskaya et al. [12])
Theorem 3. Assume that k1, k2 ∈ L∞(Ω), 0  d ∈ H 1/2(S2), 0  b ∈ H 1/2(Γ1), f0 ∈
L2(Ω). Then the problem (22) has a unique solution u ∈ HΓ2 that satisfies the a priori
estimate
‖u‖H 1(Ω) K‖f0‖L2(Ω),
where the constant K is independent of u.
Corollary 1. Let the conditions of Theorem 2 be fulfilled. Then
Eu−v(t) e−2λ1ct
(
Eu0−v + M
t∫
0
∥∥f ( · , τ ) − f0∥∥2L2(Ω)e2λ1cτ dτ
)
t→∞
→ 0.
3. Energy stability for weakly-parabolic equations
Now we consider the problem (1), (3)–(5) when χ(x) ≡ 0. This problem can be written
in the form (6) if one lets
Au = −Lu, Bu = [c(x)δS1(x) + C(x)δΓ1(x)]u
and
Cu = d(x)δS2(x)u.
Then HA = HΓ2 , norms ‖ · ‖A and ‖ · ‖C are defined as in previous section while ‖ · ‖B is
defined by
‖u‖2B =
∫
S1
c(x)u2 dl +
∫
Γ1
C(x)u2 dl.
Up to now, we have not found in the literature any result on existence and uniqueness of
solution to problem (1), (3)–(5), but it is not difficult to establish an analog of Theorem 1.
Here, the solution satisfies the elliptic equation
−Lu = f (x, t), x ∈ Ω \ S, 0 < t < T, (23)
and the interface conditions (11).
Now, instead of (18), the spectral problem arises
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[p]S = 0,
[
∂p
∂n
]
S1
= λc(x)p, x ∈ S1,
[
∂p
∂n
]
S2
= 0,
∂p
∂n
= λb(x)p, x ∈ Γ1, p = 0, x ∈ Γ2. (24)
The following results for existence, uniqueness and energy stability of the solution of
the problem (1), (3)–(5), with χ(x) = 0, holds.
Theorem 4.
(i) Let u0 ∈ L2(S1) and the assumptions in Theorem 1 hold. Then the problem (1) with
χ(x) ≡ 0, (3)–(5) has unique solution u ∈ L2(0, T ;H 1(Ω)), which satisfies the weak
formulation in Theorem 1 for χ(x) ≡ 0 and v ∈ V . Also, this problem is equivalent to
(23), (3)–(5) and interface condition (11).
(ii) Let the conditions in Theorem 1 hold ( possibly without d  0, b  0) and λ1,µ1 are
the first positive eigen values of the problems (24), (19), respectively. Let ν1 be the
first positive eigenvalue of (20), or, if such there is no, let ν1 be the maximal negative
eigenvalue for which we shall suppose that it is less than −1. Choose ε such that (10)
hold. Then, any solution of the problem (1)–(4), χ(x)  χ0 > 0, satisfies an estimate
of the form (9).
Proof. For the existence proof we now consider a mixed boundary value problem and
modified Steklov problem
Lv + λv = 0, x ∈ Ω \ S,
[v]S = 0,
[
∂v
∂nk
]
S
= 0,
∂v
∂nk
+ b(x)v = 0, x ∈ Γ1, v = 0, x ∈ Γ2,
Lw = 0, x ∈ Ω \ S,
[w]S = 0,
[
∂w
∂nk
]
S1
= µc(x)w, x ∈ S1,
[
∂w
∂nk
]
S2
= d(x)w, x ∈ S2,
∂w
∂nk
+ b(x)w = µC(x), x ∈ Γ1, w = 0, x ∈ Γ2.
In a similar way as in Theorem A.2 (Appendix A) can be proved that the collection of
eigenfunctions {v1, v2, . . . ,w1,w2, . . .} (assumed normalized to the norm ‖ · ‖H 1S2,Γ1 (Ω))forms a complete orthogonal set in the Hilbert space H 1S2,Γ1(Ω). Therefore, now
u0(x) =
∞∑
i=1
u0iwi(x), u0i =
∫
c(x)u0wdl +
∫
C(x)u0wdlS1 Γ1
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SIJ (x, t) = −
I∑
i=1
λ−1i fi(t)vi(x) +
J∑
j=1
e−µj twj (x).
Further following techniques in [17], we show that the series with partial sum SIJ (x, t) is
convergent in L2(0, T ;H 1(Ω)) ∩ H 1(0, T ;L2(S1)).
At the uniqueness proof, for u = u1 − u2, proceeding, as in Theorem 1, we get∫
Q1T
c(x)u2 dl dt  0,
∫
R1T
C(x)u2 dl dt  0,
which implies u = 0 in Q1T ,R1T . In order to proof that u = 0 in QT , we consider two
elliptic problems Lui = 0 in Ωi (i = 1,2) with zero Dirichlet boundary condition.
The equivalency again follows from results in [12].
An estimate as that in Corollary 1 also holds. 
Appendix A. Spectral problems
In this section we shall consider some basic questions concerning the spectral problems
(18)–(20). Namely, we shall prove that the spectrum of each of these problems is discrete,
the eigenvalues are positive and completeness and generalized orthogonality of the eigen-
functions. These properties of (18)–(20) were used in the previous sections.
Theoretical results and applications of one-dimensional spectral problems with eigen-
value in the boundary conditions are presented in [2]. We begin with (18). Let L2B(Ω)
(Ω is a bounded domain with Lipschitz boundary) be the subspace of L2(Ω) with inner
product (·, ·)B induced by the norm ‖ · ‖B .
Theorem A.1. There exists generalized eigenfunctions p ∈ HΓ2 and corresponding eigen-
values λ > 0, which solve the weak formulation of (18),
(p,w)HΓ2
= λ(p,w)L2B(Ω)
for all w ∈ HΓ2 . The set of eigenvalues is discrete and λ1  λ2 < · · · , each λi has finite
multiplicity and λi → +∞ as i → +∞. The collection of eigenfunctions {p1,p2, . . .} (as-
sumed normalized with respect to the norm ‖ · ‖HΓ2 ) forms a complete orthonormal set in
Hilbert space HΓ2 endowed with the inner product (·, ·)HΓ2 = (·, ·)H 1(Ω).
Proof. For each (but fixed) function p ∈ L2B(Ω), the linear with respect to w functional
l(w) = (p,w)L2B(Ω) is bounded, since∣∣l(w)∣∣ ‖p‖L2B(Ω)‖w‖L2B(Ω) K‖p‖L2B(Ω)‖w‖HΓ2
for each w ∈ HΓ . We used Lemma 2 at the estimate2
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∫
Γ1
Cw2 dl K1‖w‖2L2(Γ1) K‖w‖
2
H 1(Ω) = K‖w‖2HΓ2 ,
∫
S1
cw2 dl K2‖w‖2L2(S1) K‖w‖
2
H 1(Ω) = K‖w‖2HΓ2 .
By Riesz’s representation theorem there exists a unique P ∈ HΓ2 such that
‖P ‖HΓ2 K‖p‖L2B(Ω)
and l(w) = (P,w)HΓ2 for each w ∈ HΓ2 . Therefore, there exists a well-defined on L2B(Ω)
linear operator A :L2B(Ω) → HΓ2 given by Ap = P for which is fulfilled
(p,w)L2B(Ω)
= (Ap,w)HΓ2 , ∀w ∈ HΓ2 . (A.1)
Since ‖Ap‖HΓ2 K‖p‖L2B(Ω), the operator A is bounded. If Ap = 0 for some p ∈ L
2
B(Ω)
then (A.1) gives (p,w)L2B(Ω) = 0 for each w ∈ HΓ2 , i.e. p = 0. This means that there exists
A−1. It also follows from (A.1) that the operator A is selfadjoint and positive (strictly).
Next, we shall show that the operator A :HΓ2 → HΓ2 is compact. By Lemma 2 and
well-known fact that every bounded set in H 1(Ω) is compact in L2(Ω) it follows that each
bounded set of functions in HΓ2 is compact in L2B(Ω). Now by standard arguments [14,17,
19] can be proved that A is compact, i.e. A :HΓ2 → HΓ2 maps a bounded set into compact
set. Applying the abstract operator theory we obtain the assertions in the theorem. 
We now turn to proceed the problems (19), (20). We need the inner product
(v,w)L2b(Γ1)
=
∫
Γ1
b(x)vw dl, (v,w)L2d (S2)
=
∫
S2
d(x)vw dl,
and define the Hilbert space L2Γ1,S2 by the inner products:
(v,w)L2S2,Γ1
= (v1,w1)L2b(Γ1) + (v2,w2)L2d (S2), v ≡ (v1, v2), w ≡ (w1,w2).
Theorem A.2. There exists generalized eigenvectors q ∈ H 10 (Ω), r ∈ HΓ2 and eigenvalues
µ,ν > 0, which satisfy the weak formulation of (19), (20), i.e.
(q, v)H 10 (Ω)
= µ(q, v)L2(Ω), (r,w)HΓ2 = ν(r,w)L2Γ1,S2 ,
for all v ∈ H 10 (Ω), w ∈ HΓ2 . The sets of eigenvalues are discrete, 0 < µ1  µ2  · · ·→ ∞, 0 < ν1  ν2  · · · → ∞ and each µi and νi has finite multiplicity. The collections
of eigenfunctions {q1, q2, . . . , r1, r2, . . .} (assumed normalized with respect to the norm
H 1S2,Γ1(Ω)) form complete orthonormal sequence in the Hilbert space H 1S2,Γ1(Ω) endowed
with the corresponding inner product.
Proof. The fact of the existence of the λi and qi , and the fact that {qi} forms a com-
plete orthonormal set in H 10 (Ω) endowed with the Dirichlet inner product, are standard are
omitted.
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l(v) =
∫
S2
d(x)z2 trS2 v dl +
∫
Γ1
b(x)z1 trΓ1 v dl
is bounded as map HΓ2 → R by the Cauchy’s inequality and Lemma 2:∣∣l(v)∣∣ ‖z‖L2S2,Γ1 ‖v‖L2S2,Γ1 K‖z‖L2S2,Γ1 ‖v‖HΓ2 .
By Riesz’s representation theorem there exists a unique w ∈ HΓ2 such that
l(v) =A(w,v), ∀v ∈ HΓ2, (A.2)
or w solves the weak formulation (A.2) of the problem
Lw = 0, x ∈ Ω \ S,
[w]S = 0,
[
∂w
∂nk
]
S1
= 0,
[
∂w
∂nk
]
S2
= z2, x ∈ S2,
∂w
∂nk
= z1, x ∈ Γ1, w = 0, x ∈ Γ2. (A.3)
Therefore, there exists a well-defined map: Z :L2S2,Γ1 → HΓ2 given by Zz = w, where w
solves (A.3). By Lemma 2, the linear map trZ :L2S2,Γ2 → L2S2,Γ2 is compact and for any
z ∈ L2S2,Γ2 ,∫
S2
z1 tr(Zz1) dl +
∫
Γ1
z2 tr(Zz2) dl =A(Zz,Zz),
which is nonnegative and vanishes only when z is the zero function in L2S2,Γ1 , so that trZ
is a strictly positive operator. Hence trZ possesses a countable set of positive eigenvalues
of finite multiplicity, which can be written as in the theorem. The pairwise orthogonality
of qi, ri is a direct consequence of the weak formulations above.
The proof of completeness of the generalized functions can be done using the Bessel’s
inequality and Lemma 2 in a standard way [14,17,19]. 
Acknowledgments
The authors thank B.P. Belinsky for reading the manuscript and for helpful advice and discussion. We also
are grateful to the referees for their constructive suggestions.
References
[1] H. Amann, M. Fila, A Fujita-type theorem for the Laplace equation with a dynamical boundary condition,
Acta Math. Univ. Comenian. 66 (1997) 321–328.
[2] B.P. Belinsky, J.F. Dauer, Eigenoscillations of mechanical systems with boundary conditions containing the
frequency, Quart. Appl. Math. 56 (1999) 521–541.
138 B.S. Jovanovic´, L.G. Vulkov / J. Math. Anal. Appl. 311 (2005) 120–138[3] J.M. Chadam, H.M. Yin, A diffusion equation with localized chemical reactions, Proc. Edinburgh Math.
Soc. 37 (1993) 101–118.
[4] P. Colli, J.F. Rodrigues, Diffusion through thin layers with high specific heat, Asymptot. Anal. 3 (1990)
249–263.
[5] R. Courant, D. Hilbert, Methoden der mathematishen Physik, vol. 2, Springer-Verlag, Berlin, 1968.
[6] M.T. Dzhenaliev, Solvability of the boundary value problems for loaded linear equations with irregular
coefficients, Differ. Uravn. 27 (1991) 1585–1595 (in Russian).
[7] J. Escher, Quasilinear parabolic systems with dynamical boundary conditions, Comm. Partial Differential
Equations 19 (1993) 1309–1364.
[8] S. Gegovska-Zajkova, B.S. Jovanovic, Two dimensional spectral problems containing delta distribution or
conjugation conditions, Math. Balkanica (N.S.) 18 (2004) 287–294.
[9] B. Jovanovic´, L. Vulkov, On the convergence of finite difference schemes for the heat equation with concen-
trated capacity, Numer. Math. 89 (2001) 715–734.
[10] B. Jovanovic´, L. Vulkov, Operator’s approach to the problems with concentrated factors, Lecture Notes in
Comput. Sci. 1988 (2001) 439–451.
[11] T. Hinterman, Evolution equations with dynamic boundary conditions, Proc. Roy. Soc. Edinburgh Sect.
A 113 (1989) 43–60.
[12] O.A. Ladyzhenskaya, V.Ya. Rivkind, N.N. Ural’tseva, The classical solvability of diffraction problems,
Trudy Mat. Inst. Steklov. 92 (1966) 116–146 (in Russian).
[13] O.A. Ladyzhenskaya, V.A. Solonnikov, N.N. Ural’tseva, Linear and Quasi-Linear Equations of Parabolic
Type, Nauka, Moscow, 1967 (in Russian).
[14] J.L. Lions, E. Magenes, Non-Homogeneous Boundary Value Problems and Applications, Springer-Verlag,
Berlin, 1972.
[15] A.V. Lykov, Heat–Mass Transfer, Energiya, Moscow, 1978 (in Russian).
[16] E. Magenes, Some new results on a Stefan problem in a concentrated capacity, Rend. Mat. Accad. Lincei 9
(1992) 323–334.
[17] V.P. Mikhailov, Partial Differential Equations, Nauka, Moscow, 1980 (in Russian).
[18] L.P. Nijnik, L.A. Taraborkin, Boundary value problems for the heat equation with time derivative in conju-
gation conditions, Ukrainian Math. J. 33 (1981) 121–126 (in Russian).
[19] M. Renardy, R.C. Rogers, An Introduction to Partial Differential Equations, Springer-Verlag, Berlin, 1993.
[20] B. Straughan, The Energy Method, Stability, and Nonlinear Convection, Springer-Verlag, Berlin, 1992.
[21] A.N. Tikhonov, A.A. Samarskiı˘, Equations of Mathematical Physics, GITTL, Moscow, 1953 (in Russian).
[22] L.A. Taraborkin, B. Glushchenko, Mixed nonlinear problems for parabolic equations with nonsteady bound-
ary conditions and conditions on conjugation, Ukrainian Math. J. 39 (1987) 611–619 (in Russian).
[23] V.S. Vladimirov, Equations of Mathematical Physics, Nauka, Moscow, 1988 (in Russian).
[24] L. Vulkov, Application of Steklov-type eigenvalues problems to convergence of difference schemes for
parabolic and hyperbolic equation with dynamical boundary conditions, Lecture Notes in Comput. Sci. 1196
(1997) 557–564.
