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Adaptive control is the control method used by a controller which adapt to a
system with unknown or varying parameters. As a newly developed technique, L1
adaptive control has drawn increased attention in past decades. The key feature
of L1 adaptive control architecture is guaranteed robustness in the presence of fast
adaptation. With L1 adaptive control architecture, fast adaptation appears to be
benecial both for performance and robustness, while the trade-o between the two
is resolved via the selection of the underlying ltering structure. The latter can be
addressed via conventional methods from classical and robust control. Moreover, the
performance bounds of L1 adaptive control architectures can be analyzed to determine
the extent of the modeling of the system that is required for the given set of hardware.
The main contribution of this dissertation is to extend the framework of L1 adap-
tive control theory and applied in various of applications. It can be summarized with
3 dierent parts:
The rst one is the extension of L1 adaptive to time-varying system and non-
minimum phase system by using eigenvalue assignment method. This approach has
been demonstrated by both theoretical models as well as high delity models such
as exible wing aircraft model from NASA and also the supersonic glider model
developed from the supersonic lab in Austria.
The 2nd part focuses on lter bandwidth adaptation in the L1 adaptive control
architecture. The stability condition of the low-pass lter in control is relaxed by
introducing an additional Lyapunov-based adaptation mechanism which results in a
more systematic design with minimized tuning eorts. Adaptability for arbitrarily
large nonlinear time-varying uncertainties without redesign parameters. The overall
system is a non-LTI design even in the limiting case. The 3rd part introduces the
concept of predictive horizon and online optimization into L1 adaptive control. This
approach enables L1 adaptive control to solve the output limitation even for the
non-minimum phase system.
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Chapter 1
Introduction and Research
Overview
1.1 Introduction of Adaptive Control
Research in adaptive control was motivated by aerospace and aviation industry. The
dynamic model of the aircraft varies at a wide range of speeds and altitudes. A good
autopilot needs to provide a consistent response (handling quality) to the operator
at a wide range of working conditions. Hence, a constant gain controller can not
satisfy this requirement. Gain scheduling design is the most common method to solve
this problem in autopilot design. It change the gain (parameters) of the controller in
realtime according to the airspeed and altitude reading. However, the gain scheduling
method require the prior knowledge of the aircraft model. Wind tunnel test needs
to be conduct at most possible operation points. Based on the wind tunnel data,
the controller parameters are designed and interpolated according to the real time
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airspeed reading. The gain scheduling method is very expensive to develop and
verify. On the other side the adaptive control approach seems more appealing. In
the early 1950s [1,2] shows a example to use adaptive control to solve the problem of
changing aircraft dynamics. The typical method is model reference adaptive controller
(MRAC) based on the MIT rule [3]. In the mean time Honeywell's self-oscillating
adaptive controller [4] was noteworthy in the control industry.
In the 1960s, the developments in system identication and estimation theory
provide new methods for adaptive control research. Dierent online estimation es-
timation schemes as well as various design methods were combined. Two types of
adaptive control emerged: the direct method, where controller parameters were es-
timated and directly used in the control loop, and the indirect method, where the
plant model were estimated and the controller parameters were obtained indirectly
using a design procedure [5].
After the evolutions of control architectures and methods, stability of the adaptive
control system draws more attention. Rohr's example shows the challenge of the
stability in the presence of unmolded dynamics [6]. The adaptive parameter needs
to be bounded within a certain range in order to ensure the closed loop system is
stable. Several modication appears to solve this problem the   modication [7]
and the e  modication [8]. Linear system theory and Lyapunov method provided
new solutions to analysis the closed loop system. The Lyapunov method can be easily
extended to a certain type of nonlinear system. Proof can be done for asymptotic
stability. What type of nonlinear system can be covered has become an import
topic. Backstepping method relaxed the matching conditions of a broader class of
systems, such as strict-parametric feedback and feedforward systems [9{14], stability
analysis these schemes in the presences of unmoddled dynamics [15{20], extensions
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to output feedback with an objective to achieve global or semiglobal output feedback
stabilization [21{25], extension to time-varying systems [26{29], extension to non-
minimum phase systems [30,31], etc. Similar literature can be found in [5].
Beside the stability, the transient performance is another import aspect of the
adaptive control. Transient performance refers to the performance of the control
system during the learning process. The controller may experience larger error before
the convergence of adaptive parameters. For example the self tuning regulator for
robotic arm. The adaptive parameter will converge after several working cycle of the
robotic arm. After the work load is changed, the arm will start a learning period again.
Many paper analysis the transient performance using L innity induced norm [32].
The bounds of the error signal could also be characterized using the tools from system
theory. People want fast adaption to achieve aggressive performance. However, in the
conventional MRAC, fast adaptive will lead the overall system to a high gain feed back
loop. The stability margin of the system will be challenged by high-gain feedback.
Fast adaption and robustness are conict objectives in the conventional MRAC. How
to achieve better trade o between fast adaptive and robustness is worth exploring.
The author had extensively researched the issue like adaptive control in the presents
of unmolded dynamics [33] as well as the negative eect of high gain observer [34]
which became the main incentive of the development of L1 adaptive control theory.
1.2 Overview of L1 Adaptive Control
The L1 adaptive control theory addressed precisely the question of fast adaption
without losing robustness. The rst result of L1 adaptive control is presented in 2006
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American control conference [35, 36]. Due to the capability of fast adaption, further
theoretical results of systems with unknown time-varying uncertainties and analysis
of stability margin are presented in 2007 [37, 38]. Following results are concluded in
several journal papers later [39, 40]. In 2010, Dr. Cao and Dr. Hovakimyan further
summarized the theory to a book [5]. In 2012, a paper of L1 adaptive on safety critical
system presents the theory in and more intuitive and education focused manner [41].
1.2.1 Main Theocratical Result of L1 Adaptive Control
The basic L1 adaptive control architecture could be explained by the following con-
tent. Consider the following SISO system
_x(t) = Ax(t) + b(u(t) + 
Tx(t)); y(t) = c>x(t) ; x(0) = x0 ; (1.2.1)
where x(t) 2 Rn is the system state vector (measurable), u(t) 2 R is the control
input, y(t) 2 R is the system output, A is a known n  n Hurwitz matrix, b; c 2 Rn
are known constant vectors with the zeros of c>(sI A)b in the open left-half s plane,
(t) 2 Rn is a vector of bounded unknown disturbances, and x0 is the initial value of
x(t).
We consider the following state predictor
_^x(t) = Ax^(t) + b(^(t)x(t) + u(t)) ; y^(t) = c>x^(t) ; x^(0) = x0 ; (1.2.2)
where x^(t) 2 Rn is the predicted state, y^(t) 2 R is the predicted output, ^(t) 2 Rn is
the vector of adaptive parameters, serve as an estimate of the parameter  governed
by the following projection-type adaptive law:
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Letting ~x(t) = x^(t)  x(t), the update law for ^(t) is given by
_^
(t) =  Proj(^(t); ~xPbx(t)); ^(0) = ^0 2  (1.2.3)
where x^(t) = x^(t)   x(t) is the prediction error,   2 R is the adaptation gain, and
P = P T > 0 solves the algebraic Lyapunov equation ATP + PA =  Q for arbitrary
symmetric Q = QT > 0. The projection is conned to the set . The laplace
transform of the adaptive control signal is dened as
u(s) =  C(s)(^   kgr(s)) (1.2.4)
where r(s) and ^(s) are the laplace transforms of r(t) and ^

= ^(t)x(t) respectively.
kg

=  1=(cTA 1b), and C(s) is a BIBO-stable and strictly proper transfer function
with DC gain C(0) = 1 and its state-space realization assumes zero initialization.
The over all control architecture can be demonstrated in the following gure
Figure 1.2.1: The L1 adaptive control structure.
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The overall system consists of two loops: the adaptation loop and control loop.
The objective of the adaptation loop is getting the estimation of the unknown distur-
bances. The control loop cancels the eects of the disturbances and uncertainties in
the system output. Fast adaptation is in the adaptation loop. Since the adaptation
loop is purely software loop. So there is no time delay in this loop. Hence, high
adaptation gain is desired to achieve fast adaptation. The adaptation gain is only
limited to sampling rate of the sensors and the available CPU computing power. In
the control loop, the low pass lter mechanism is introduced to remove the noise
in the sensor and recovered the time delay margins of the control system. The fast
adaptation and low-pass lter will not be helpful if they work alone independently.
For example, the fast adaptation alone without the lter will lead the system to high
gain feedback and reduce the time delay margin of the system. Also, low pass lter
alone without high gain will further deteriorate the system performance and leads
to sluggish response. And even sometimes reduced the phase margin of the system
because it introduced more control loop delay. But when these two elements work
together, the situation become dierent. The adaptation gain can be tuned much
higher if the low pass lter is in presence, and also some of the negative eect of low
pass lter could be compensated by fast adaption. The overall system performance
could be improved. Fast adaptation could be achieved in the presents of robustness.
More detailed results of L1 adaptive control theory can be found in the book and
the papers [5, 40].
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1.2.2 Extension of L1 Adaptive Control
After introducing the fundamental theory of L1 adaptive control. Further results
was developend to expend the system coverage. [42, 43] extend the results of the L1
adaptive control theory from ane system to non-ane system and further discussed
in [44, 45]. These papers use the similar technique{transforming nonane-in-control
systems into equivalent linear time-varying (LTV) systems with uncertainties and
designing the L1 adaptive controller for the transformed systems. A more general
L1 adaptive control design for non-ane multi-input multi-output nonlinear systems
with system dynamics in the normal form was presented in [46]. The design [47]
further extends the uncertain nonane-in-control nonlinear systems by introducing
a more general ltering structure and relaxing the assumptions in [42{45].
For the output feedback case, there are very few L1 adaptive control designs
[46, 48{50]. The L1 adaptive control design in [48, 49] is limited to rst order linear
time invariant systems. The L1 adaptive controller in [50] extends to systems with
unknown state-dependent and time-varying nonlinearities and has a control law with
two low-pass lters for matched and unmatched adaptive estimates.
In the L1 adaptive control architecture, adaptive law design is an important com-
ponent, which is used to update the adaptive parameters in the predictor. Projection-
type adaptive law [51] and piece-wise constant adaptive law [49] are two typical adap-
tive law design. The piece-wise constant adaptive law can be extended and applied
to other areas, such as adaptive estimates for linear time-varying systems [52] and
cooperative control for multi-agent systems [53{56]. An alternative adaptive law de-
sign using sliding mode control is provided in [57], which gives a good estimation
independent of matched uncertainties.
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Unknown time-varying parameters and disturbances in the presence of non-zero
trajectory initialization error is address in [58]. The L1 adaptive is further extended to
a strict parameter feedback form in [37]. Optimization of the time-delay margin of L1
adaptive controller via the design of the underlying lter is introduced in [59]. Perfor-
mance analysis in the presents of unmodelled actuator dynamics is shown in [60{63].
The results of output feedback system is presented in [64{66]. Later the L1 adaptive
control architecture has been further extended to a larger coverage of system. Out-
put feedback controller is designed for systems with time-varying unknown parameters
and bounded disturbances [67]. L1 adaptive controller for multi-input multi-output
systems is introduced in [68{70]. System coverage is extended to larger class of non-
linearities in [71{75] . Novel control loop design with new feedback control technique
is also a important branch. L1 adaptive control combing with eigenvalue control law
is presented in [76], L1 adaptive control combing articial nero-network is analysed
in [77, 78]. L1 adaptive control coupled with sliding mode technique is introduced
in [79]. Other extensions includes: LTV reference system [80] , additional uncer-
tainty bias estimation [81], control output limits [82{84], input saturation [85, 86],
Decentralized L1 adaptive control for large-scale systems [87], systems with hystere-
sis uncertainties [88]. The L1 control architecture also inspired adaptive cooperative
control for ocking of mobile agents [89, 90].
1.2.3 Application of L1 Adaptive Control
The application of L1 adaptive theory has begun before the theory is developed. Dur-
ing that time, the author has conduct research on various control problems such as
path following algorithm, aerial refueling and ight control system. The trade o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between transient performance and robustness has drawn the author's attention and
becomes the main incentive to develop the theory. More applications are conducted
along with the development. The L1 adaptive controller has not only been success-
fully implemented and tested in a large number of ight tests and ight simulation
environments [69, 91, 92], but also been applied and simulated in other areas such
as boiler-turbine control [93, 94], main steam temperature process control [95], ma-
nipulation of micro-nano objects [96] as well as well drilling systems [97] . In ight
control area, L1 adaptive controller has been successfully applied to pitch controller
for miniature air vehicles [98], wing rock [99], autonomous rotorcraft [100], missile
longitudinal autopilot design [101], ight envelope limiting [102], pilot-induced os-
cillation suppression [103, 104], exible wing aircraft [105{107]. It has also been
applied to some novel aircraft such as air-breathing hypersonic vehicle model in the
presence of unmodeled dynamics [108], tailless unstable aircraft [109] in the pres-
ence of unknown actuator failures [110], NASA AirSTAR ight test vehicle [111,112],
The theories are also developed accordingly like ight validation of metrics driven
adaptive control [113,114], multi-criteria analysis of an L1 adaptive ight control sys-
tem [115]. The guaranteed transient performance of L1 adaptive controller make it
an ideal tool for performance critical application such as aerial refueling [116{122]
and path following algorithm [123{128]. Similar application on tracking a moving ob-
ject is presented in [129{131]. Other applications include: magnetic-based cube-sat
attitude control [132], satellite orbit stabilization [133], automated manipulation of
micro-nano objects with spherical parallel manipulator [134], control of a nonlinear
pressure-regulating engine bleed valve in aircraft air management systems [135], atti-
tude control of quadrotors [136], autonomous underwater vehicle design and control
strategy [137].
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1.3 Contributions of Dissertation
The dissertation focuses on three parts: (a) Extension of L1 adaptive control to NMP
and time-varying systems. (b) Extension of L1 adaptive control to semi-global uncer-
tainties. (c) Maintaining output limits in uncertain systems. Part (a) modied the
dynamic inversion control law for the unmatch uncertainty such that the controller
is capable to deal with non-minimum phase reference system with a relaxed stability
condition. This approach is successfully tested in the exible wing aircraft control and
supper sonic glider system control. Moreover, this approach can also be extended to
linear time-varying (LTV) system. The second part of the dissertation focuses on the
design of the low-pass lter. A Lyapunov-based adaptation mechanism is introduced
in the lter design which leads to a more systematic design with minimized tuning
eorts as well as the adaptability for arbitrarily large nonlinear time-varying uncer-
tainties without redesign parameters. In the third part of the proposed dissertation,
an online optimization method is proposed to enable the adaptive controller achieve
the control objective while maintaining the output constraint condition is satised.
1.4 Thesis Outline
The remainder of the dissertation is organized as follows.
In Chapter 2, we discuss an adaptive approach for disturbance rejection in the
presence of unmatched time-varying disturbances. This unknown disturbance is esti-
mated by introducing an L1 piece-wise constant adaptive law from L1 adaptive control
architecture. With the estimated disturbance, a novel disturbance rejection control
law design inspired by the eigenvalue assignment method is proposed. This control
10
law design does not require the dynamic inversion of the plant (desired reference
system). The disturbance will be compensated following a performance determined
by the eigenvalues assigned to the controller. Properly chosen eigenvalues will re-
sult in reasonable performance for disturbance rejection. This approach provides
closed-loop stability when dealing with systems having unstable zeros in the presence
of unmatched disturbances, with a relaxed stability condition. This approach can
stabilize a extended type of system especially in the exible structures.
Chapter 3 is motivated by the challenging control problem in a light, high-aspect
ratio, exible aircraft conguration that exhibits strong rigid body/exible mode
coupling. An multiple-input multiple-output (MIMO) L1 adaptive output feedback
controller is presented for a semi-span wind tunnel model capable of motion. A
modication to the L1 output feedback controller is proposed to make it more suitable
for exible structures. This controller is evaluated in the presence of gust load which
can be represented as a general unmatched uncertainty. A linear-quadratic-Gaussian
(LQG) controller is employed here to stabilize the system and provide damping for the
exible mode. The L1 adaptive output feedback controller is designed to control the
rigid body mode and reject disturbances while not exciting the frequencies of other
exible mode. An L1 adaptive output feedback controller is designed for a single test
point and is then applied to all the test cases. The simulation results show that the
L1 augmented controller can stabilize and meet the performance requirements for all
10 test conditions ranging from 30 psf to 130 psf of dynamic pressure.
Chapter 4 presents an adaptive approach for disturbance rejection in the presence
of unmatched unknown time-varying disturbances for a class of linear time-varying
(LTV) systems. The unknown disturbance is estimated by a piece-wise constant
adaptive law which uses information of the system at discrete times. Eigenvalue as-
11
signment architecture is employed to stabiles the system and to transform the time-
varying system A(t); B(t); C(t), into a control canonical form. This form involves
time-invariant A;B matrices and a time-varying C(t) matrix. A control law is de-
signed for disturbance rejection and tracking such that the output of LTV systems
with disturbances can practically track the reference signal. The stability is analyzed
and tracking performance is characterized in the main theorem.
In Chapter 5, the design of the low-pass lter in L1 control is relaxed by intro-
ducing an additional Lyapunov-based adaptation mechanism. This chapter includes
three main contributions. First is a more systematic design with minimized tuning
eorts. Second is the adaptability for arbitrarily large nonlinear time-varying uncer-
tainties without redesign parameters. Third is a non-LTI design even in the limiting
case, which claries its dierence with linear designs. State feedback is adopted for
the simplicity to illustrate this new adaptation mechanism. However, the same tech-
nique can be easily applied to output feedback controller design. Simulation examples
verify the theoretical ndings.
In Chapter 6, a new controller framework incorporating L1 adaptive control and
an online optimization scheme is presented. This framework provides a method for
maintaining output constraints in the presence of non-linear time-varying matched
uncertainties by predicting future output trajectories within a nite time horizon. The
stability conditions of the system are derived and the prediction error is characterized.
The online optimization is formulated into a linear program problem for which many
ecient algorithms exist. Simulation results demonstrate the eectiveness of the
controller framework.
In Chapter 7, we summarize the dissertation and discuss the future research di-
rections.
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Chapter 2
Extension of L1 Adaptive Control
to NMP and Time-Varying systems
2.1 Introduction
Tracking and disturbance rejection are the main purpose for the control system de-
sign. In many practical problems, we cannot measure all of the disturbances, or we
may choose not to measure some of them due to technical or economic reasons [138].
Therefore, it is important to develop disturbance estimation techniques. After re-
ceiving an estimated disturbance, a controller needs to be designed to reject the
disturbance with a reasonable performance. There are two types of disturbance esti-
mation problems. The rst type is estimation of unknown disturbances with a known
structures : Disturbances with known structures refer to the disturbance signal which
can be described by dierential equations. The most common assumption is that the
disturbance is constant or sinusoidal signal with a xed frequency. The structured
13
disturbance estimation problem can be transformed to a state estimation problem
by representating the disturbance parameters as extended states. [139] presents the
method for the unknown constant disturbance. [140] demonstrates the adaptive dis-
turbance rejection method for sinusoidal disturbances with unknown frequency. The
second type of disturbance estimation is general time-varying disturbance estimation.
Disturbance observer [141] can estimate the disturbance by inverting the plant dy-
namic. Extended State Observer (ESO) [142] denes the disturbance as an extended
state and designs a state observer. By choosing high observer gain, ESO can track
the time-varying disturbance signal with arbitrary desired eigenvalues. Generalized
Extended State Observer (GESO) [143] extends the estimated state to the n-th or-
der derivative. GESO can track and converge to the disturbance with an n-th order
constant derivative.
L1 adaptive control architecture is a recently developed method for unknown
time-varying uncertain systems. Through fast and robust adaptation, complex non-
linear uncertain systems can be controlled with improved performance without en-
forcing persistent excitation, applying gain-scheduling, or resorting to high-gain feed-
back.These benets highly improve application of the L1 adaptive control in a broad
range of systems experiencing unknown uncertainties including aerospace, ight con-
trol, and industrial systems [144{148].
The disturbance estimation method in L1 adaptive control architecture uses a
dierent methodology. The L1 adaptive law is the controller for the state predictor
designed to make the output of the state predictor converge to the output of the plant.
Any aggressive controller design can serve as the adaptive law in L1 estimation. The
advantage of the L1 estimation is that it can provide a characterized performance
bound of the tracking error. This will also be demonstrated in Lemma 2.4.1 of this
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chapter.
Disturbance rejection is another important goal for the control system design.
The internal model principle based control design is summarized in [149,150], but the
internal model principle based methods require prior knowledge of the disturbance
type. Usually it only works for constant and sinusoidal disturbances with known
frequency. For systems with general time-varying disturbances, an intuitive method
of disturbance rejection involves creating a control signal u(t) which causes in an
equal, opposing output to cancel the eects of the disturbance. Internal model con-
trol method is another popular tool for disturbance rejection [151]. In a L1 adaptive
controller, the disturbance is rst decomposed into matched and unmatched compo-
nents [112]. The matched disturbance can be directly canceled in the control channel.
For the unmatched disturbance, the controller requires a dynamic inversion of the de-
sired plant in order to compensate the eects of disturbances in the output. Similar
method could be found in [144{148].
However, these methods mentioned above all require a dynamic inversion of the
plant, therefore they cannot work for the non-minimum phase plants. Output tracking
control of non-minimum phase systems is a highly challenging problem encountered
in the control of exible manipulators and space structures [152]. Performance limi-
tations of non-minimum phase systems are discussed in [153]. The dynamic inversion
will transform the unstable zeros in the plant to unstable poles in the control law and
yield an unbounded control signal. Moreover, the closed-loop stability condition is
dicult to satisfy for non-minimum phase plants.
To solve this problem, this chapter presents a disturbance rejection method based
on eigenvalue assignment inspired by [154]. This method was used to assign eigen-
values with desired trajectories and to achieve closed-loop stability. In order to com-
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pensate for disturbances, the control law transforms the state predictor into a control
canonical form. A tracking method is designed to cancel the disturbance with a rea-
sonable performance. The disturbance is compensated following a rate determined
by the eigenvalues assigned to the controller. Properly chosen eigenvalues yield a
reasonable response to cancel the disturbances. The most benecial feature of this
approach is the closed-loop stability which occurs even in the non-minimum phase
nominal plant.
The early work of this chapter is presented in [155]. In addition [155], the stability
analysis is introduced in Theorem 2.4.5 with the consideration of the system state.
Moreover, bound of tracking error from the desired system is analyzed in Theorem
2.4.6.
2.2 Problem Formulation
Consider the following Single-Input Single-Output (SISO) system:
_x(t) = Ax(t) + bu(t) + (t); y(t) = cTx(t) ; (2.2.1)
where x 2 Rn is the system state vector (measurable), u 2 R is the control signal. b
and c 2 Rn are known constant vectors, A is a known n n Hurwiz matrix, (A; b) is
controllable, and (t) is the unknown time-varying bounded disturbance subject to
the following assumption.
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Assumption 2.2.1. There exist constants b > 0 and bd > 0 such that
jj(t)jj  b; jj _(t)jj  bd (2.2.2)
holds uniformly in t  0.
The control objective is to design an adaptive state feedback control signal u(t)
such that the system output y(t) tracks reference input r(t) and compensates the
disturbance with a reasonable performance. This performance can be specied by
the eigenvalues assigned to the control law. Without loss of generality, we suppose
there exist constants Br and Bdr such that:
jjr(t)jj  Br; jj _r(t)jj  Bdr: (2.2.3)
2.3 L1 Adaptive Controller
In this section, a novel control law design is introduced into the L1 adaptive architec-
ture. The entire controller consists of state predictor, adaptive law and control law.
State Predictor:
The state predictor together with the adaptive law are designed for fast estimation
of the unknown disturbance (t). The following state predictor is considered.
_^x(t) = Ax^(t) + bu(t) + ^(t);
y^(t) = cT x^(t); x^(0) = x0 (2.3.1)
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where ^(t) is dened in the following adaptive laws:
Adaptive Laws:
The piece-wise constant adaptive laws are used in this chapter in order to make x^(t)
track x(t). The update law for ^(t) is given by
^(t) = ^(iT ); t 2 [iT; (i+ 1)T ) (2.3.2)
^(iT ) =  1(T )eAT ~x(iT ); i = 0; 1; 2; 3::: (2.3.3)
where ~x(t) = x^(t) x(t) is the estimation error vector of the state predictor and (T )
is dened as: (T ) =
R T
0
eA(T )d .
Control Laws:
The control law is a controller of the state predictor and is designed to make y^(t)
track r(t) following a reasonable performance and in the meantime the disturbance
^(t) will be inhibited following the desired eigenvalues.
Dene
_^x1(t) = Ax^1(t) + bu1(t); y1(t) = c
T x^1(t): (2.3.4)
Letting
u2(t) = u(t)  u1(t);
x^2(t) = x^(t)  x^1(t);
y^2(t) = y^(t)  y^1(t); (2.3.5)
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substituting (2.3.4) and (2.3.26) in (2.3.1), one derives:
_^x2(t) = Ax^2(t) + bu2(t) + ^(t); y^2(t) = c
T x^2: (2.3.6)
The following section introduces the design strategies for u1 and u2 . In order for the
output of system cT x^(t) to tracks the reference signal r(t), the control signal u1(t)
and u2(t) are designed such that c
T x^1(t) tracks r(t) and c
T (t)x^2(t) tracks 0.
u1(t) design: In order to make c
T x^1(t) track r(t), u1(t) is dened as
u1(t) = kgr(t); kg =   1
cTA 1b
: (2.3.7)
u2(t) design : The eigenvalue assignment method in [154] is used to compensate the
disturbance following the rate of the designed eigenvalues. Before the control law,
the following denition is required:
C =

b Ab    An 1b

; (2.3.8)
D = C 1 =
266666664
Dn 1
Dn 2
...
D0
377777775
; (2.3.9)
(2.3.10)
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where D0 is the last row of D. Then, we dene
D =
266666664
D0
D0A
...
D0A
n 1
377777775
=
266666664
D0
D1
...
Dn 1
377777775
; (2.3.11)

1 2    n

= D0A
n D 1 ; (2.3.12)
k =
0BB@  

1 2    n

+

d1 d2    dn

1CCA D ; (2.3.13)
where

d1 d2    dn

are assigned according to the desired PD-eigenvalues 1; 2; :::n
by the following equation
sn + dns
n 1 + dn 2sn 2 + :::+ d1 =
(s+ 1)(s+ 2):::(s+ n) : (2.3.14)
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We rst dene
W =
266666666664
0 1 0    0
0 0 1    0
...
...
. . .
...
0 0 0    1
 d1  d2        dn
377777777775
; (2.3.15)
where

d1 d2    dn

are dened in (2.3.14), and
C(s) =
266666666664
F (s) 0 0    0
0 F (s) 0    0
0 0 F (s)    0
...
...
...
. . . 0
0 0    0 F (s)
377777777775
; (2.3.16)
where F (s) is a strict proper stable low-pass lter array with relative degree n.
Let
^r(s) = C(s)^(s) ; (2.3.17)
and
(t) =
266666664
0(t)
1(t)
...
n 1(t)
377777775
= D^r(t); (2.3.18)
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where D is dened in (2.3.10). We note that ^r is smooth and have an n order
bounded derivative. At last, we dene
R((t)) =

0 
(0)
0 (t)   
n 2P
m=0

(n 2 m)
m (t)
T
(2.3.19)
and
g(^r(t); t) =  

d1 d2    dn

R((t))
 
n 1X
m=0
(n 1 m)m (t) : (2.3.20)
To further introduce the control law, we dene:
_^x3(t) = Ax^3(t) + ^(t)  ^r(t) : (2.3.21)
Let x^4(t) = x^2(t)  x^3(t). Using the denition of (2.3.6), we have:
_^x4(t) = Ax^4(t) + bu2(t) + ^r(t); (2.3.22)
where ^r(t) is the ltered ^(t) dened in (2.3.17). The control signal u2(t) is dened
as:
u2(t) = u21(t) + u22(t): (2.3.23)
and
u21(t) =  kx^4(t) + g(^r(t); t); (2.3.24)
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where k and g(^r(t); t) are dened in (2.3.13) and (2.3.20).
u22(t) =
cT D 1R((t))
cT D 1W 1

0 0    1
T ; (2.3.25)
where D, R((t)) and W are dened in (2.3.10), (2.3.19) and (2.3.15).
The overall control law is
u(t) = u1(t) + u2(t); (2.3.26)
where u1(t) and u2(t) are dened in (2.3.7) and (2.3.23).
Remark 2.3.1. The above transformation transforms a system with full state time-
varying disturbance into a canonical form. Its purpose will be claried later in the
proof.
2.4 Analysis of L1 Adaptive Controller
Let:
0(T ) =
Z T
0
q
max
 
(eA(t ))>(eA(t ))

bd ;
t 2 [0; T ) (2.4.1)
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1(T ) =
p
max(A>A)0(T ) + bdT ; (2.4.2)
2(T ) =
p
njj(sI   A) 1jjL11(T ) : (2.4.3)
The following lemma states that the adaptive parameter, ^(t), serves as a good esti-
mate of the unknown disturbance (t).
Lemma 2.4.1. Considering the system described in (2.2.1) together with the state
predictor (2.3.1), adaptive law (2.3.2) and control law (2.3.26), we have
jj(^(t)  (t))jj  1(T ); jj~xjj  2(T ) : (2.4.4)
Proof: Subtracting (2.3.1) from (2.2.1), we get
_~x(t) = A~x(t) + ^(t)  (t) : (2.4.5)
The solution of (2.4.5) in [iT; iT + T ); t 2 [0; T ) is
~x(iT + t) = eAt~x(iT ) +
Z iT+t
iT
eA(iT+t )^(iT )d
 
Z iT+t
iT
eA(iT+t )()d
= eAt~x(iT ) +
Z t
0
eA(t )^(iT )d
 
Z iT+t
iT
eA(iT+t )()d : (2.4.6)
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When t = T , it follows from (2.4.6) that
~x(iT + T ) = eAT ~x(iT ) +
Z iT+T
iT
eA(iT+t )^(iT )d
 
Z iT+T
iT
eA(iT+t )()d: (2.4.7)
According to the choice of adaptive law in (2.3.2), we have
eAT ~x(iT ) +
Z (i+1)T
iT
eA((i+1)T )^(iT )d = 0 : (2.4.8)
It follows from (2.4.7) that
~x(iT + T ) =  
Z iT+T
iT
eA(iT+T )()d : (2.4.9)
Using the condition in assumption 2.2.1 and denition of 0(T ) in (2.4.1), we get
~x(iT ) < 0(T ): (2.4.10)
In what follows, we derive the upper-bound of ~(t) where ~(t) is dened as
~(t) = ^(t)  (t) : (2.4.11)
It follows from (2.4.9) that
~x(iT ) =  
Z iT
(i 1)T
eA(iT )()d : (2.4.12)
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It follows from (2.4.8) that
~x(iT ) = (I   eAT )~x(iT )
 
Z (i+1)T
iT
eA((i+1)T )^(iT )d
=  
Z (i+1)T
iT
eA((i+1)T )A~x(iT )d
 
Z (i+1)T
iT
eA((i+1)T )^(iT )d
=  
Z (i+1)T
iT
eA((i+1)T )(^(iT ) + A~x(iT ))d :
(2.4.13)
Hence, (2.4.12) and (2.4.13) imply that
Z iT
(i 1)T
eA(iT )()d =Z (i+1)T
iT
eA((i+1)T )(^(iT ) + A~x(iT ))d ; (2.4.14)
and hence there exists tp 2 [(i  1)T; iT ] such that
^(iT ) + A~x(iT ) = (tp) : (2.4.15)
For any t, there exists tp such that jt  tpj  T which satises (2.4.15) and therefore
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implies that
k^(t)  (t)k  k^(t)  (tp)k+ k(t)  (tp)k
 k^(iT )  (tp)k+ k(t)  (tp)k
 Ak~x(iT )k+
Z t
tp
k _()kd : (2.4.16)
It follows from Assumption 2.2.1 that _(t) is bounded such that
k^(t)  (t)k 
p
max(A>A)0(T ) + bdT : (2.4.17)
Using the dynamic in (2.4.5), we have
~x(s) = (sI   A) 1(^(s)  (s)): (2.4.18)
Hence, we have
jj~xtjjL1  jj(sI   A) 1jjL1 jj^(t)  (t)jjL1
 jj(sI   A) 1jjL11(T ) ; (2.4.19)
for any t  0. It follows that
jj~xjj  pnjj(sI   A) 1jjL11(T ) ; (2.4.20)
which completes the proof. 
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Lemma 2.4.2.
lim
T!0
0(T )! 0; lim
T!0
1(T )! 0; lim
T!0
2(T )! 0 : (2.4.21)
Proof : Recall the denition of 0(T ) in (2.4.1), where everything inside the inte-
gration is bounded values and bounded functions. Therefore, T ! 0 yields 0(T )! 0.
Similarly, the limits of 1(T ) and 2(T ) go to zero which completes the proof. 
Remark 2.4.3. Lemma 2.4.1 and lemma 2.4.2 show the performance of the state
predictor. The estimated state variable x^(t) has a bounded error 1(T ) with the real
system state variable x(t), and T can be chosen to make this bound of error arbitrarily
small. Similarly, the real disturbance (t) and estimated disturbance ^(t) also have
a bounded error 2(T ) which can also be arbitrarily small.
Dene
E1 =

0 0    1
T
(2.4.22)
28
Dene a reference system
xref (s) =
(sI   A) 1b
 cTA 1b r(s) +
(sI   A) 1(I   C(s))(s) +
D 1(
(sI  W ) 1E1cT D 1R((t))
cT D 1W 1E1
) 
D 1R((t)) (2.4.23)
yref (s) = c
Txref (s) =
cT (sI   A) 1b
 cTA 1b r(s) +
cT (sI   A) 1(I   C(s))(s) + c D 1(sI  W ) 1E1
cD 1W 1E1
  1c D 1R((s)) : (2.4.24)
The errors between the real system and the reference system are
xe(s) = x(s)  xref (s) ; ye(s) = y(s)  yref (s) : (2.4.25)
Lemma 2.4.4. The reference system in (2.4.23) is stable and
kxrefkL1 
(sI   A) 1b cTA 1b

L1
Br +(sI   A) 1(I   C(s))L1b + D 1((sI  W ) 1E1cT D 1cT D 1W 1E1   D 1

L1
p
nBR (2.4.26)
where BR is dened as
BR =
H(s) DC(s)L1
(b +
p
max(A>A)0(T ) + bdT ) (2.4.27)
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Proof: In (2.4.23), we noted that r(t) and (t) are bounded by (2.2.3) and (2.2.2);
R((t)) in (2.4.23) is dened in (2.3.19), (t) in (2.3.19) is dened in (2.3.18), ^r(s)
in (2.3.18) is dened in (2.3.17). Consider the ^(t) in (2.3.17)
k^(t)k = k(t) + (^(t)  (t))k
 k(t)k+ k^(t)  (t)k : (2.4.28)
Substituting the bounds from (2.2.2) and (2.4.17) into (2.4.28)
k^(t)k  b +
p
max(A>A)0(T ) + bdT : (2.4.29)
Dene
H(s) =
266666666664
0 0    0 0
1 0    0 0
s 1    0 0
...
...
. . .
...
...
sn 2 sn 3    1 0
377777777775
; (2.4.30)
Eqn (2.3.19) can be represented by
R((s)) = H(s)(s) : (2.4.31)
It follows from (2.3.17), (2.3.18) and (2.4.31),
R((s)) = H(s) DC(s)^(s) ; (2.4.32)
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where H(s), D and C(s) are dened in (2.4.30), (2.3.9), (2.3.16). Thus
kR((t))k1 
H(s) DC(s)L1 k^k1 : (2.4.33)
Plugging in (2.4.29) into (2.4.33) we have
kR((t))k1 
H(s) DC(s)L1
(b +
p
max(A>A)0(T ) + bdT ) (2.4.34)
Eqn (2.4.34) is also the denition of BR dened in (2.4.27) Substituting kR((t))k1,
r(s) and (t) in (2.4.34), (2.2.3) and (2.2.2) into (2.4.23), we can readily obtain
(2.4.26). 
Theorem 2.4.5. Given the system in (2.2.1) and the L1 adaptive controller in
(2.3.1), (2.3.2) and (2.3.26), we have
jjxejjL1  jj(sI   A) 1(I   C(s))jjL12(T ) +
1(T ): (2.4.35)
jjyejjL1  jjcT (sI   A) 1(I   C(s))jjL12(T ) +
jjcT jjL11(T ): (2.4.36)
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kxkL1 
(sI   A) 1b cTA 1b

L1
Br +(sI   A) 1(I   C(s))L1b + D 1((sI  W ) 1E1cT D 1cT D 1W 1E1   D 1

L1
p
nBR +
jj(sI   A) 1(I   C(s))jj2(T ) + 1(T ) : (2.4.37)
where xe(t), ye(t), xref (t), and yref (t) are dened in (2.4.25), (2.4.23), (2.4.24).
Proof: First, we analyze the behavior of the state predictor (2.3.1) together with
the control law described in (2.3.26). Following the denition of x^(t), x^1(t), x^2(t),
x^3(t), x^4(t) in (2.3.1), (2.3.4), (2.3.6), (2.3.21), (2.3.22),we have
x^(t) = x^1(t) + x^2(t) ; (2.4.38)
x^2(t) = x^3(t) + x^4(t) : (2.4.39)
The overall performance of the state predictor in (2.3.1) can be concluded as follows
x^(t) = x^1(t) + x^3(t) + x^4(t);
y^(t) = cT (x^1(t) + x^3(t) + x^4(t)); (2.4.40)
x^1(t), x^3(t), x^4(t) are analyzed individually as shown next.
Plugging in the control law (2.3.7) in (2.3.4), we have
x^1(s) =
(sI   A) 1b
 cTA 1b r(s) : (2.4.41)
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Substituting ^r(t) dened in (2.3.17) into (2.3.21), we have
_^x3(t) = Ax^3 + (1  C(s))^(t); (2.4.42)
and hence
x^3(s) = (sI   A) 1(I   C(s))^(s) : (2.4.43)
Substituting ^(t) = (t) + (^(t)  (t)) into (2.4.43), we have
x^3(s) = (sI   A) 1(I   C(s))(s) + e1(s) : (2.4.44)
where
e1(s) = (sI   A) 1(I   C(s))(^(s)  (s)) : (2.4.45)
Substituting the boundary of ^(t)  (t) in Lemma 2.4.1 into (2.4.45), we have
jje1jjL1  jj(sI   A) 1(I   C(s))jjL12(T ) : (2.4.46)
jjcT e1jjL1  jjcT (sI   A) 1(I   C(s))jjL12(T ) : (2.4.47)
It follows from (2.4.44) that
y^3(s) = c
T (sI   A) 1(I   C(s))(s) + cT e1(s) : (2.4.48)
For x^4(t), Substituting the control law u21(t) dened in (2.3.24), we can transform
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the system in (2.3.22) into a nice control canonical form [76] as follows.
_Z(t) =
266666666664
0 1 0    0
0 0 1    0
...
...
. . .
...
0 0 0    1
 d1  d2        dn
377777777775
Z(t)
+
266666666664
0
0
...
...
1
377777777775
u22(t) : (2.4.49)
where Z(t) is dened as:
Z(t) = Dx^4(t) +R((t)) : (2.4.50)
Using the denition of W in (2.3.15), (2.4.49) can be rewritten as
_Z(t) = WZ(t) + E1u22(t) : (2.4.51)
The Laplace transformation of (2.4.51) is
Z(s) = (sI  W ) 1E1u22(t) : (2.4.52)
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It follows from (2.4.50) that x^4(t) and y^4(t) can be expressed by Z(t) and R((t)) as
x^4(t) = D
 1Z(t)  D 1R((t)) ; (2.4.53)
y^4(t) = c
T x^4(t) = c D
 1Z(t)  c D 1R((t)) : (2.4.54)
Substituting the dynamics of Z(s) in (2.4.52) and the control law in (2.3.25) into
(2.4.53) (2.4.54), we have :
x^4(s) =
c D 1(sI  W ) 1E1c D 1R((s))
cD 1W 1E1
 
D 1R((s)) (2.4.55)
cT x^4(s) =
 c D 1(sI  W ) 1E1
cD 1W 1E1
  1
c D 1R((s)) : (2.4.56)
Substituting the result in (2.4.41), (2.4.44) and (2.4.55) into (2.4.40), we have
x^(s) =
(sI   A) 1b
 cTA 1b r(s) +
(sI   A) 1(I   C(s))(s) + e1(s) +
D 1(
(sI  W ) 1E1cT D 1R((t))
cT D 1W 1E1
)  D 1R((t))
(2.4.57)
where e1(s) is dened in (2.4.45).
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Substituting the result in (2.4.41), (2.4.48) and (2.4.56) into (2.4.40), we have
y^(s) =
cT (sI   A) 1b
 cTA 1b r(s) +
cT (sI   A) 1(I   C(s))(s) + cT e1(s) + c D 1(sI  W ) 1E1
cD 1W 1E1
  1c D 1R((s)) : (2.4.58)
Next,we consider the real system state x(t) and output y(t) of system in (2.2.1)
x(s) = x^(s) + ~x(s) ; y(s) = cT (x^(s) + ~x(s)) : (2.4.59)
Substituting the result in (2.4.57), (2.4.58) into (2.4.59) we have:
x(s) = x^(s) + ~x(s)
=
(sI   A) 1b
 cTA 1b r(s) + (sI   A)
 1(I   C(s))(s) +
e1(s) + D
 1(
(sI  W ) 1E1cT D 1R((t))
cT D 1W 1E1
) 
D 1R((t)) + ~x(s) ; (2.4.60)
y(s) =
cT (sI   A) 1b
 cTA 1b r(s) +
cT (sI   A) 1(I   C(s))(s) + cT e1(s) + c D 1(sI  W ) 1E1
cD 1W 1E1
  1c D 1R((s)) + cT ~x(s)) :
(2.4.61)
Using the denition of xe(s), ye(s) in (2.4.25) and the denition of xref (s), yref (s) in
36
(2.4.23) and (2.4.24), we have:
xe(s) = e1(s) + ~x(s) ; ye(s) = c
T e1(s) + c
T ~x(s) : (2.4.62)
It follows from (2.4.23), (2.4.62), (2.4.46), (2.4.47) and Lemma 2.4.1 that
jjxejj  jj(sI   A) 1(I   C(s))jjL12(T ) + 1(T ) :
jjyejj  jjcT (sI   A) 1(I   C(s))jjL12(T ) +
jjcT jjL11(T ) : (2.4.63)
It follows from the denition of xe(s) and ye(s) in (2.4.25) that,
x(s) = xref (s) + xe(s) ; y(s) = yref (s) + ye(s) : (2.4.64)
Hence,
kxkL1  kxrefkL1 + kxekL1 : (2.4.65)
Using the results in Lemma 2.4.4 and (2.4.26) and (2.4.35), we can readily obtain
(2.4.37) which completes the proof. Thus completing the proof. 
Dene
e(t) = yref (t)  ydes(t) (2.4.66)
where ydes(s) =
cT (sI A) 1b
 cTAb r(s) is the desired system.
Theorem 2.4.6. Given the system in (2.2.1) and the L1 adaptive controller in
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(2.3.1),(2.3.2) and (2.3.26), the tracking error e(t) in (2.4.66) is given as:
ke(t)k  jjcT (sI   A) 1(I   C(s))jjL1bd
+
 c D 1cD 1W 1E1

L1
2bdmax(P )
min(Q)
: (2.4.67)
Proof: Compare (2.4.66) and (2.4.24), we have
e(s) = g1(s)(s) + g2(s)c D
 1R((s)); (2.4.68)
where g1(s) and g2(s) are dened as
g1(s) = c
T (sI   A) 1(I   C(s)) ; (2.4.69)
g2(s) =
c D 1(sI  W ) 1E1
cD 1W 1E1
  1 : (2.4.70)
Dene
e1(s) = g1(s)(s) ; e2(s) = g2(s)c D
 1R((s)) : (2.4.71)
To further analysis the bound of signal e2(t), the following denition is needed
_(t) = W(t) + E1r(t) ; ss(t) =  WE1r(t)
~(t) = (t)  ss(t) ; r(s) = c D 1R((s)) : (2.4.72)
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Then e2(t) can be rewritten as
e2(t) =   c
D 1~
cD 1W 1E1
: (2.4.73)
Dynamic of ~(t) can be expressed as
_~(t) = W ~(t) + E1r(t) +
Wss(t) +WE1 _r(t)  _ss(t) : (2.4.74)
Given any positive-dened matrixQ and solving P by the following lyapunov equation
W TP + PW =  Q : (2.4.75)
Consider the lyapunov function candidate V (t) = ~(t)TP ~(t) we have.
_V (t) = _~(t)TP ~(t) + ~(t)TP _~(t)
=  ~(t)TQ~(t) + 2~(t)TPE1r(t) +
2~(t)TPWE1 _r(t) + 2~(t)
TPWss(t)  2~(t)TP _ss(t) :
Using the denition of ss(t) we have
_V (t) =  ~(t)TQ~(t)  2~(t)TP _ss(t) : (2.4.76)
Follows by the assumption 2.2.1, there exist a bound bd such that
 _ss(t) < bd : (2.4.77)
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For any t1 > 0, if
V (t1) >
4bd
2max
3(P )
min
2(Q)
; (2.4.78)
then
~(t1) 
s
V (t1)
max(P )
>
2bdmax(P )
min(Q)
: (2.4.79)
It follows from (2.4.76) that
_V (t1) =  ~(t)TQ~(t)  2~(t)TP _ss(t)
 min(Q)
~(t1)2 +
2bdmax(P )
~(t1) < 0 : (2.4.80)
Eqn (2.4.78) to (2.4.80) means that if V (0) >
4bd
2max
3(P )
min
2(Q)
, V (t) will keep decreasing
until V (t)  4bd2max3(P )
min
2(Q)
. If V (0)  4bd2max3(P )
min
2(Q)
, then V (t)  4bd2max3(P )
min
2(Q)
. As a
result
~(t) s V (t)
max(P )
<
2bdmax(P )
min(Q)
: (2.4.81)
Thus,
ke2(t)k 
 c D 1cD 1W 1E1

L1
2bdmax(P )
min(Q)
: (2.4.82)
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As a result
ke(t)k  ke1(t)k+ ke2(t)k
 jjcT (sI   A) 1(I   C(s))jjL1bd
+
 c D 1cD 1W 1E1

L1
2bdmax(P )
min(Q)
: (2.4.83)

Remark 2.4.7. Theorem 2.4.6 shows the relationship of the tracking error e(t), lter
bandwidth C(s), variation rate of disturbances bd, and max(P ), min(Q). Moreover,
the assigned eigenvalues of matrix W will aect the max(P ) and min(Q) governed
by eqn (2.4.75).
2.5 Simulation
We consider the system in (2.2.1) with
A =
264 3 0
3  1
375 ; b =
264 2
 1
375 ; c =  0  1  : (2.5.1)
We notice that cT (sI   A) 1b = s 3
s2+4s+3
has a zero in the right half complex plane.
We consider the L1 adaptive state feedback controller dened via (2.3.1), (2.3.2) and
(2.3.26), where C(s) = 1
200s+1
; T = 10 2. The reference input r(t) = 1. To further
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demonstrate the eects of the disturbance, we decouple the (t) as follows:
(t) = m(t) + um(t) (2.5.2)
where m(t) is the matched disturbance component and um(t) is the unmatched
disturbance.
i ) In the presence of a constant disturbance
Dene unit step function H(t; ) =
8><>: 0 if t  1 else , reference input r(t) = 0. Two
sets of eigenvalues with min = 1 and min = 10 are simulated. We rst apply the
matched disturbance: (t) = m(t) = H(t; 3)

2  1
T
. The disturbance rejection
performance for this case is shown in gure 2.5.1. The output y(t) after adding the
unmatched disturbance: (t) = um(t) = H(t; 3)

1 2
T
is shown in gure 2.5.1.
We can see from the gure that the controller with larger eigenvalue will lead to a
faster disturbance compensation. Other than the eigenvalues, the sampling time T
is also related with the performance. Reducing sampling time also helps to improve
performance.
ii ) In the presence of a time-varying disturbance
We rst dened the matched disturbance as m(t) = 0:2sin(1=2t)

2  1
T
and the unmatched disturbance: um(t) = 0:3sin(1=3t)

1 2
T
The reference
input r(t) = 0, the output y(t) and the control signal u(t) are shown in gures 2.5.3
and 2.5.4. Comparing the results of min = 1 and min = 10. The disturbance is
compensated better when min is larger. The simulation veried the property of the
transfer function g2(s) discussed in remark 2.4.7. Figure 2.5.5 and 2.5.6 shows the
tracking performance and system state with unmatched sinusoidal function.
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Figure 2.5.1: Performance for matched constant disturbance , min = 1 and min = 10.
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Figure 2.5.2: Performance for unmatched constant disturbance , min = 1 and
min = 10.
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Figure 2.5.3: Performance for matched time-varying disturbance, min = 1 and
min = 10.
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Figure 2.5.4: Performance for unmatched Time-varying disturbance, when min = 1 and
min = 10.
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Figure 2.5.5: Tracking performance for unmatched time-varying disturbance, when
min = 1 and min = 10.
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Figure 2.5.6: System response for unmatched time-varying disturbance, when min = 10.
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2.6 Summary
A novel control law for the L1 control architecture is provided in the presence of
unmatched time-varying disturbances. This control law avoids the dynamic inversion
of the desired system. Consequently, it can deal with the non-minimum phase plant
with closed loop stability. Simulation results demonstrate the viability and perfor-
mance of this proposed control method. Future work includes the extension of this
approach for linear time-varying (LTV) systems and Multiple Input Multiple Output
(MIMO) systems.
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Chapter 3
Application of L1 Adaptive Output
Feedback Control Design for
Flexible Wing Aircraft
3.1 Introduction
The next generation of ecient subsonic aircraft will need to be both high aspect ra-
tio and light weight, and the associated structural exibility presents both challenges
and opportunities. An example of advanced vehicles under consideration is illustrated
in gure 3.1.1. Robust active aeroelastic control and Gust Load Alleviation (GLA)
have a potential to substantially reduce weight by relaxing structural strength require-
ments for the wings. However, current tools such as traditional linear aeroelastic and
aeroservoelastic analysis methods are inadequate to reliably predict aeroelastic stabil-
ity and assess active aeroelastic control eectiveness for this type of vehicle. This type
of vehicle represents a nonlinear stability and control problem involving complex in-
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Figure 3.1.1: New generation of ecient subsonic aircraft.
teractions among the exible structure, unsteady aerodynamics, ight control system,
propulsion system, environmental conditions, and vehicle ight dynamics. Further-
more, because of the inherent exibility of the aircraft, the lower order structural
mode frequencies are of the same order as the rigid-body mode frequencies. The close
proximity of exible and rigid-body dynamics does not allow for the more traditional
designs based on the separation between these two set of dynamics. Hence, this trend
in aeronautics and high level of uncertainty associated with available aircraft design
tools present an important challenge for adaptive control theory. Some early research
on the exible wing program is summarized in [156, 157]. In [158, 159] the dynamic
inversion control law and its modication is proposed for exible wing controller. An
output feedback adaptive controller for exible aircraft is introduced in [107]. Based
on the same simulation model, the integrated ight/structural mode control for Very
exible aircraft is developed in [105]. The fundamental theory of L1 adaptive control
is introduced in [37, 39, 61, 160]. State feedback L1 adaptive control has been used
in a number of challenging applications; the theory has been veried and the design
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process has matured against real world challenges. For example, the L1 adaptive
control has been recently used to enable real-time dynamic modeling of the edges of
a ight envelope of a dynamically scaled model of a generic transport aircraft with a
conventional conguration [112]. On the other hand, the output feedback L1 adap-
tive control is in the early stages of application to new challenges such as very exible
aircraft. The L1 output feedback control design is developed in [161{164]. This paper
presents an extension of a recent L1 adaptive output feedback controller in [164] to
an advanced highly exible aircraft conguration. Firstly, the theoretical analysis
in [164] is extended to a MIMO system setup, which ts the exible aircraft control
problem. In [165], the disturbance and uncertainties are assumed to depend on the
output of the system, in this paper, this assumption is relaxed that the uncertainties
are depend on system state. Secondly, the control law design in [164] is modied to
only compensate the unmatched disturbance and uncertainties in steady state. In
other words, Dc gain inversion is used instead of dynamic inversion. Hence, it has
little inuence on the exible modes which is highly uncertain and unpredictable in
dierent operating points. An independent LQG controller is designed to stabilize
these exible modes. Thirdly, the control law in [105] is modied slight to have a
independent state predictor for the adaptive law. In [105] the LQG controller and
L1 output feedback adaptive law share the same state predictor which causes some
restriction in parameter tuning. To demonstrate the potential of the proposed L1
output feedback approach, a semi-span high aspect ratio exible aircraft wind tunnel
model from Ref. [10] is revisited. The numerical simulation results for a very exible
aircraft conguration illustrate the algorithm's performance and quantify the achiev-
able performance bound as a function of the control computer CPU for this class of
vehicles.
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3.2 Problem Formulation
Consider the following multiple{input multiple{output (MIMO) system
_x(t) = Amx(t) +Bm

f(x; t) + u(t)

+ (t) ;
y(t) = C>mx(t) ; y(0) = y0 ; (3.2.1)
where x(t) 2 Rn is the system state vector (unmeasurable), u(t) 2 Rp is the control
input, y(t) 2 Rq is the system output, Am is a known n  n Hurwitz matrix, Bm 2
Rpn; Cm 2 Rnq are known constant matrices with ranks p and q, zeros of C>m(sI 
Am)Bm lie in the open left-half s plane, f : Rn  R ! Rp is an unknown nonlinear
function, and (t) 2 Rn are unknown disturbances.
Assumption 3.2.1. [Semiglobal Lipschitz condition on x] For any  > 0, there exist
L() > 0 and B > 0 such that
kf(x; t)  f(x; t)k  L()kx  xk1 ; kf(0; t)k  B ;
for all kxk1   and kxk1   uniformly in u and t.
Assumption 3.2.2. There exist B > 0 such that
jj(t)jj  B
for all t  0, where the numbers B can be arbitrarily large.
The control objective is to design an adaptive output feedback controller u(t) such
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that the system output y(t) tracks the reference system output ydes(t) described by
_xdes(t) = Amxdes(t) +Bdkgr(t) ;
ydes(t) = C
>
d xdes(t) ; (3.2.2)
where Bd and Cd are the selected input and output channels for control. In this
paper we mainly focus on control of vertical displacement. One control input channel
Bd and one control output channel Cd is selected for tracking (rst column of Bm
and rst row of Cm). The other column of control input matrix Bm is used for
disturbance rejection and stability augmentation. The other rows of Cm are used for
output feedback observer and adaptive law design. kg =  (C>d A 1m Bd) 1, r(t) is a
given bounded reference input signal with jr(t)j  krkL1 .
3.3 L1 Adaptive Output Feedback Controller
We consider the following output predictor
_^x(t) = Amx^(t) + Bmu(t) + ^(t) ;
y^(t) = C>mx^(t) ; y^(0) = y0 ; (3.3.1)
where ^(t) 2 Rn is the vector of adaptive parameters. We can nd matrix Bum 2
Rn(n p) such that B>mBum = 0p(n 1) and rank([Bm Bum]) = n. Then, equation
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(3.3.1) can be written as
_^x(t) = Amx^(t) +Bm(u(t) + ^1(t)) +Bum^2(t) ;
y^(t) = C>mx^(t) ; y^(0) = y0 ; (3.3.2)
where ^1(t) represents the matched component of the uncertainties ^(t), and ^2(t)
represents the unmatched component.
Letting ~y(t) = y^(t)  y(t), the update law for ^(t) is given by
^(t) = ^(iT ); t 2 [iT; (i+ 1)T ) ;
^(iT ) =   1(T )(iT ) ; i = 0; 1; 2;    ; (3.3.3)
where (T ) =
R T
0
eAm
 1(T )d and
(iT ) = eAm
 1T11~y(iT ) ; i = 0; 1; 2; 3;    (3.3.4)
where 11 is dened as
11 =
264 1qq
0(n q)q
375 (3.3.5)
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The control signal is dened as follows
264^1(t)
^2(t)
375 = Bm Bum 1 ^(t) ; (3.3.6)
u(s) = 12kgr(s)  C1(s)^1(s)
 C2(s)M^2(s) ; (3.3.7)
where 12 =
264 1
0(p 1)1
375, r(s) is the Laplace transformation of the reference signal
r(t), kg =  (c>d A 1m Bd) 1, M = C
>
d A
 1
m Bum
C>d A
 1
m Bd
, both C1(s) and C2(s) are low pass lters
with unit DC gain, and ^1(s) and ^2(s) are Laplace transformations of matched
uncertainties ^1(t) and unmatched uncertainties ^2(t) respectively. The L1 adaptive
controller consists of (3.3.1), (3.3.3) and (3.3.7).
Remark 3.3.1. In [112], the control law in equation (17) is designed based on dy-
namic inversion and is designed to cancel the eects of the output y(t). An important
modication in this paper is that the DC gain matrix of the system is used instead of
dynamic inversion. By doing this, we are not pursuing a perfect cancellation through
dynamic inversion even during the transient phase. Instead, only the eects of steady
state components are cancelled. This will allow the high frequency components to
settle naturally. It is noted that the intention to cancel high frequency components
during the transient phase may lead to a fast varying control signal, which may ex-
cite additional unmodeled high frequency components. This modication is necessary
because the exible vehicle model structure has a high system dimension and high
frequency lightly damped modes. Under nominal conditions, dynamic inversion will
improve the tracking performance, but the control signal will easily excite the high
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frequency mode shapes, especially when dealing with high system dimensions with
large parameter deviations due to a wide range of encompassed ight conditions.
The frequencies of the exible modes are uncertain, and the rst and second exible
modes have frequencies close to rigid body dynamics and are close to each other,
which makes cancellation by inversion completely impractical. In addition, the rank
of the controllability matrix is low compared to the real system dimensions, which
means many of the high frequency mode shapes are nearly uncontrollable. To avoid
exciting the uncertain exible mode frequencies, the dynamic inversion is changed to
a static inversion. Only compensating the static error which makes more sense for
the exible structure. This results in a dierent stability condition for the output
feedback controller.
3.4 Preliminaries for the Main Result
Since Am is Hurwitz, there exists a positive-denite matrix P = P
> > 0 that satises
the following Lyapunov equation
A>mP + PAm =  Q; Q > 0 :
From the properties of P , there exits a non-singular matrix
p
P such that
P = (
p
P )>
p
P :
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Given the vector C>m(
p
P ) 1, let D be a (n   q)  n matrix that contains the null
space of C>m(
p
P ) 1, i.e.,
D(C>m(
p
P ) 1)> = 0 : (3.4.1)
Then we dene
 =
264 C>m
D
p
P
375 : (3.4.2)
Lemma 3.4.1. For any  =
264 y
z
375 2 Rn; where y 2 Rp and z 2 Rn q, there exist
and positive denite P1 2 Rqq, P2 2 R(n q)(n q) such that
>( 1)>P 1 = y>P1y + z>P2z :
Proof. Using P = (
p
P )>
p
P , one can write
>( 1)>P 1 = >(
p
P 1)>(
p
P 1) :
We notice that
(
p
P ) 1 =
264 c>m(pP ) 1
D
375 :
Let
Q1 = (c
>
m(
p
P ) 1)(c>m(
p
P ) 1)>; Q2 = DD> :
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From (3.4.1) we have
((
p
P ) 1)((
p
P ) 1)> =
264 Q1 0
0 Q2
375 :
Non-singularity of  and
p
P implies that ((
p
P ) 1)((
p
P ) 1)> is non-singular,
and therefore Q2 is also non-singular. Hence,
(
p
P 1)>(
p
P 1) = ((
p
P ) 1)((
p
P ) 1)>) 1 = ((
p
P ) 1) >(
p
P 1) =
264 Q 11 0
0 Q 12
375 :
Denoting P1 = Q
 1
1 and P2 = Q
 1
2 , completes the proof. 
Remark 3.4.2. Lemma 3.4.1 will be used in the stability analysis. The lyapunov
function dened in  space has a nice decoupling form which allows the adaptive law
design to drive the output of the state predictor (companion model) to the real system
while maintaining the internal stability of the predictor. Because of the decoupling
between y and z, the z dynamic will not be driven to increase. Instead, z will be self
stabilized according to lyapunov stability theory.
Let
 = max(
 >P 1)2 (3.4.3)
where  = 2k
 >PBmk(L(x)x+B)
min( >Q 1)
+ 2k
 >PkB
min( >Q 1)
, x is a positive constant, and L(x)
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is a Lipschitz constant. Consider the inverse of  as
 1 =

%1 %2

; (3.4.4)
where %1 represents the rst column of 
 1, and %2 represents the remaining columns.
Further, let
%3(s) = C1(s)1
>
1

Bm Bum
 1
+C2(s)M13

Bm Bum
 1
(3.4.5)
where and 13 =

0(n p)p I(n p)(n p)

.
The norm of %4 is given by
k%4k = k(sI  Am) 1BmkL1k%3kL1
+k(sI  Am) 1kL1 : (3.4.6)
Letting
1>1 e
Am 1t =

y0(t) 
>
y0
(t)

; (3.4.7)
13e
Am 1t =

z0(t) z0(t)

; (3.4.8)
where y0(t) 2 Rq and >y0 2 Rn q contain the rst q and q + 1 to n elements of the
row vector 1>1 e
Am 1t respectively, z0(t) 2 R(n q)1 and z0 2 R(n q)(n q) contain
the rst q and q + 1 to n columns of the matrix 13e
Am 1t respectively. We further
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introduce the following functions
y0(T ) = max
t2[0; T ]
jy0(t)j; y0(T ) = max
t2[0; T ]
ky0(t)k; (3.4.9)
z0(T ) = max
t2[0; T ]
kz0(t)k; z0(T ) = max
t2[0; T ]
kz0(t)k: (3.4.10)
Let
1(T ) =
Z T
0
k1>1 &(T   )kd ; (3.4.11)
2(T ) =
Z T
0
j1>1 &(T   )Bmjd ; (3.4.12)
where T is any positive constant and &(T   ) = eAm 1(T ), and further dene
(T ) = k(T )k
r

max(P2)
+ 1(T )B
+2(T )(L(x)x +B) ; (3.4.13)
where (T ) 2 Rn 1 is a vector, which consists of 2 to n elements of 1>1 eAm 1T , and
P2 is positive denite.
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Let
1(T ) = max
t2[0; T ]
Z t
0
k1>1 &(t  )kd ; (3.4.14)
2(T ) = max
t2[0; T ]
Z t
0
j1>1 &(t  )Bmjd ; (3.4.15)
3(T ) = max
t2[0; T ]
Z t
0
kS&(t  )kd ; (3.4.16)
4(T ) = max
t2[0; T ]
Z t
0
kS&(t  )Bmkd ; (3.4.17)
5(T ) = max
t2[0; T ]
Z t
0
j1>1 &(t  )(T )'(T )11jd; (3.4.18)
6(T ) = max
t2[0; T ]
Z t
0
kS&(t  )(T )'(T )11kd; (3.4.19)
where '(T ) = eAm
 1T , and further dene
~y = y0(T )(T ) +
y0(T )
r

max(P2)
+ 5(T )(T ) + 1(T )B
+ 2(T )(L(x)x +B) ; (3.4.20)
~z = z0(T )(T ) +
z0(T )
r

max(P2)
+ 6(T )(T ) + 3(T )B
+ 4(T )(L(x)x +B) : (3.4.21)
For the proof of stability and uniform performance bounds, the choices of C1(s),
C2(s), and integration step T together with system dynamics need to ensure that
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there exists x such that
k%1k~y(T ) + k%2k~z + k%4kkAm 111k(T )
+ k%4k(kBmk(L(x)x +B) +B)
+ k%4kkAm 1k
r

max(P2)
+ krt0kL1 < x (3.4.22)
3.5 Analysis of L1 Adaptive Controller
In this section, we analyze the performance bounds of the L1 adaptive controller. Let
~x(t) = x^(t)  x(t). The error dynamics between (3.2.1) and (3.3.1) are
_~x(t) = Am~x(t) + ^(t) Bmf(x; t)  (t) ; (3.5.1)
~y(t) = C>m~x(t); ~y(0) = 0 : (3.5.2)
Considering the following state transformation
~ = ~x ; (3.5.3)
it follows from (3.5.2) that
_~(t) = Am
 1~(t) + ^(t)  Bmf(x; t)
 (t) ; (3.5.4)
~y(t) = ~1(t) ; (3.5.5)
where ~1(t) is the rst q element of ~(t).
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Theorem 3.5.1. Given the system in (3.2.1) and the L1 adaptive controller in
(3.3.1), (3.3.3) and (3.3.7) subject to (3.4.22), if x(0) < x, and x^(0) in the out-
put predictor is chosen such that ~z>(0)P2~z(0)  , then
k~ykL1  ~y(T ) ; (3.5.6)
k~zkL1  ~z ; (3.5.7)
kxkL1 < x ; (3.5.8)
kukL1 < u ; (3.5.9)
~y(T ) and ~z are introduced in (3.4.20) and (3.4.21) respectively, x is a positive
constant, and
u = k%3kL1kAm 111k(T ) + kkgrt0kL1
+ k%3kL1kAm 1k
r

max(P2)
+ k%3kL1kBmk(L(x)x +B) + k%3kL1B (3.5.10)
Proof. Since x(0) < x and x(t) is continuous, then assuming the opposite implies
that there exists t0 such that
x(t0) = x ; (3.5.11)
while
kxt0kL1  x : (3.5.12)
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At rst, we prove that for all iT < t0 , we have
k~y(iT )k  (T ) ; (3.5.13)
~z>(iT )P2~z(iT )   : (3.5.14)
We prove the bounds in (3.5.13) and (3.5.14) by induction. At the beginning, when
t = 0, we have
k~y(0)k = 0  (T ) ; (3.5.15)
~z>(0)P2~z(0)   : (3.5.16)
where P2 is positive denite. In the next step, we will prove that if (3.5.13) and
(3.5.14) hold at time jT , then they also hold at time (j + 1)T .
It follows from (3.5.4) that
~((j + 1)T ) = eAm
 1T ~(jT )
+
Z T
0
&(T   )^(jT )d
 
Z T
0
&(T   )Bmf(x; jT + )d
 
Z T
0
&(T   )(jT + )d: (3.5.17)
Since
~(jT ) =
264 ~y(jT )
0
375+
264 0
~z(jT )
375 ; (3.5.18)
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equation (3.5.17) can be written as
~((j + 1)T ) = ((j + 1)T ) + ((j + 1)T ) ; (3.5.19)
where
((j + 1)T ) = eAm
 1T
264 ~y(jT )
0
375
+
Z T
0
&(T   )^(jT )d ; (3.5.20)
((j + 1)T ) = eAm
 1T
264 0
~z(jT )
375
 
Z T
0
&(T   )(jT + )d
 
Z T
0
&(T   )Bmf(x; jT + )d : (3.5.21)
Substitution of the adaptive law (3.3.3) into (3.5.20) results in
((j + 1)T ) = 0 : (3.5.22)
Following from (3.5.21), consider (t) as the solution of the following dynamics
_(t) = Am
 1(t)  Bmf(x; t)  (t) ; (3.5.23)
(jT ) =
264 0
~z(jT )
375 ; t 2  jT; (j + 1)T  : (3.5.24)
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Consider the following function
V (t) = >(t) >P 1(t) (3.5.25)
over t 2 [jT; (j + 1)T ]. Note that  is non-singular and P is positive denite,
 >P 1 is positive denite, and therefore V (t) is a positive denite function. It
follows from Lemma 3.9.3 and (3.5.24) that
V ((jT )) = ~z>(jT )P2~z(jT )   : (3.5.26)
Following from (3.5.23) over t 2 [jT; (j + 1)T ], we obtain the derivative of V (t)
_V (t) =  >(t) >Q 1(t)
  2>(t) >PBmf(x; t)
  2>(t) >P(t) : (3.5.27)
It follows from Assumption 3.2.1 and (3.5.12) that
jf(x; t)j  L(x)x +B : (3.5.28)
From Assumption 3.2.2 and (3.5.28), we can further derive the upper bound of _V (t)
over t 2 [jT; (j + 1)T ]
_V (t)   min( >Q 1)k(t)k2
+2 k(t)kk >PBmk(L(x)x +B)
+2 k(t)kk >PkB : (3.5.29)
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If
V (t)   ; (3.5.30)
then, from(3.5.25) and the denition of  we have
k(t)k 
r

max( >P 1)
 2k
 >PBmk(L(x)x +B)
min( >Q 1)
+
2k >PkB
min( >Q 1)
; (3.5.31)
which together with (3.5.29) yields
_V (t)  0 : (3.5.32)
It follows from (3.5.26), (3.5.30) and (3.5.32) that
V (t)   ; 8t 2 [jT; (j + 1)T ] : (3.5.33)
Using the result of Lemma 3.9.3 in together with (3.5.33), we can derive that
~z>((j + 1)T )P2~z((j + 1)T )   ; (3.5.34)
which implies that (3.5.14) holds for (j + 1)T .
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It follows from (3.5.18), (3.5.19), (3.5.21) and (3.5.22) that
~y((j + 1)T ) = 1>1 ((j + 1)T )
= 1>1 e
Am 1T
264 0
~z(jT )
375
 1>1
Z T
0
&(T   )Bmf(x; jT + )d
 1>1
Z T
0
&(T   )(jT + )d ; (3.5.35)
By using denitions in (3.4.11), (3.4.12) and (3.4.13), we arrive at the following upper
bound
k~y((j + 1)T )k  k(T )kk~z(jT )k+ 1(T )B
+2(T )(L(x)x +B)
 (T ) ; (3.5.36)
This conrms the upper bound in (3.5.13) holds for (j + 1)T . Hence, (3.5.13) and
(3.5.14) hold for all iT  t0.
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For all iT + t  t0, where 0  t  T , it follows from (3.5.4) that
~y(iT + t) = 1>1 e
Am 1t~(iT )
+1>1
Z t
0
&(t  )^(iT )d
 1>1
Z t
0
&(t  )(iT + )d
 1>1
Z t
0
&(t  )Bmf(x; iT + )d ; (3.5.37)
~z(iT + t) = 13e
Am 1t~(iT ) + 13
Z t
0
&(t  )^(iT )d
 13
Z t
0
&(t  )(iT + )d
 13
Z t
0
&(t  )Bmf(x; iT + )d : (3.5.38)
Considering (3.5.13)-(3.5.14) and recalling the denitions of y0(T ),
y0(T ), 1(T ),
2(T ), and 5(T ) in (3.4.9), (3.4.14), (3.4.15) and (3.4.18), we arrive at the following
upper bound
k~y(iT + t)k  y0(T )(T ) + y0(T )
r

max(P2)
+ 5(T )(T ) + 1(T )B
+ 2(T )(L(x)x +B) : (3.5.39)
Similarly, by introducing (3.4.10), (3.4.16), (3.4.17), and (3.4.19), we have
k~z(iT + t)k  z0(T )(T ) + z0(T )
r

max(P2)
+ 6(T )(T ) + 3(T )B
+ 4(T )(L(x)x +B) : (3.5.40)
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Then, for all t 2 [0; t0], it follows from (3.5.39) - (3.5.40) and denitions of ~y(T ) in
(3.4.20) and ~z in (3.4.21) that
k~y(t)k  ~y(T ) ; (3.5.41)
k~z(t)k  ~z : (3.5.42)
Since x(t) = x^(t)  ~x(t), we have
kx(t)k  kx^(t)k+ k~x(t)k : (3.5.43)
It follows from (3.5.3) that
~x(t) =  1~(t) =  1
264~y(t)
~z(t)
375 : (3.5.44)
Then, the upper bound of ~x(t) is written as
k~x(t)k  k%1k j~y(t)j+ k%2k k~z(t)k ; (3.5.45)
where %1 and %2 are introduced in (3.4.4).
Furthermore, it follows from (3.3.1) that
x^(s) = (sI  Am) 1Bmu(s) + (sI  Am) 1^(s)
+(sI  Am) 1x0 : (3.5.46)
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Then, we arrive at following upper bound of
kx^t0kL1  k(sI  Am) 1BmakL1kut0kL1
+k(sI  Am) 1kL1k^t0kL1 + kr0kL1 (3.5.47)
over t 2 [0; t0];where r0(s) = (sI  Am) 1x0.
From (3.3.6) and (3.3.7), we arrive at the following upper bound
kut0kL1  k%3kL1 k^t0kL1 + kkgrt0kL1 ; (3.5.48)
where %3 is dened in (3.4.5). Substitution of (3.5.48) into (3.5.47) yields
kx^t0kL1  k%4kk^t0kL1 + krt0kL1 ; (3.5.49)
where k%4k is dened in (3.4.6), and krtkL1 = k(sI Am) 1BmakgkL1krtkL1+kr0kL1 .
From the adaptive law in (3.3.3) and (3.3.4), we have
Z T
0
&(T   )^(iT )d + eAm 1T11~y(iT ) = 0 : (3.5.50)
We further obtain that
~y(iT ) = (1  1>1 eAm
 1T11)~y(iT )
 
Z T
0
1>1 &(T   )^(iT )d
=  
Z T
0
1>1 &(T   )Am 111~y(iT )d
 
Z T
0
1>1 &(T   )^(iT )d : (3.5.51)
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It follows from (3.5.35) that
~y(iT ) =
Z T
0
1>1 &(T   )Am 1
264 0
~z((i  1)T )
375 d
 
Z T
0
1>1 &(T   )Bmf(x; (i  1)T + )d
 
Z T
0
1>1 &(T   )((i  1)T + )d : (3.5.52)
Following from the relation of (3.5.51) and (3.5.52), (3.5.28) and Assumption 5.2.3,
we arrive at the following upper bound
k^(iT )k  kAm 111kj~y(iT )j
+ kAm 1kk~z((i  1)T )k
+ kBmk(L(x)x +B) +B : (3.5.53)
Note that ^(t) is piece-wise continuous. Following from (3.5.13) and (3.5.14), we
obtain
k^t0kL1  kAm 111k(T )
+ kAm 1k
r

max(P2)
+ kBmk(L(x)x +B) +B : (3.5.54)
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Substitution of (3.5.54) into (3.5.49) yields
kx^t0kL1  k%4kkAm 111k(T ) + krt0kL1
+ k%4kkAm 1k
r

max(P2)
+ k%4k(kBmk(L(x)x +B) +B) : (3.5.55)
Finally, following from (3.5.43), (3.5.45) and (3.5.55), we obtain the upper bound of
x(t)
kxt0kL1  k%1k~y(T ) + k%2k~z + krt0kL1
+ k%4kkAm 111k(T )
+ k%4kkAm 1k
r

max(P2)
+ k%4k(kBmk(L(x)x +B) +B) : (3.5.56)
By considering stability condition, (3.5.56) becomes
kxt0kL1 < x ; (3.5.57)
which contradicts (3.5.12) and proves (3.5.8). Following from (3.5.8), (3.5.41) and
(3.5.42), we further obtain results (3.5.6) and (3.5.7). It follows from (3.5.8), (3.5.48)
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and (3.5.54) that
kukL1 < k%3kL1kAm 111k(T ) + kkgrt0kL1
+ k%3kL1kAm 1k
r

max(P2)
+ k%3kL1kBmk(L(x)x +B) + k%3kL1B
< u (3.5.58)
which proves (3.5.9) and concludes the proof. 
3.6 Simulation
The dearth of publicly available control-centric nonlinear models for very exible
aircraft led the authors to revisit the model from Ref. [107]. The details of the
physical wind tunnel model can be found in Ref. [166]. The range of vertical motion
is constrained to 12 inches, hard stop to hard stop, and the model angle of attack is
limited by loading considerations to single digits in degrees. The wind tunnel model
is instrumented with accelerometers along the spar, strain gauges at the root and
mid-spar, a rate gyro at the wing tip, and a rate gyro and accelerometers at the
tunnel attachment point.
The mathematical model is linear and includes rigid body translational and ro-
tational displacements and velocities (z; ; w; q), as well as twelve exible modes.
The exible modes are represented by generalized displacements,i, and velocities,
_i. There were 10 test points for the exible vehicle wind tunnel model, each cor-
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responding to a dierent dynamic pressure ranging from 30 psf to 130 psf shown in
Table 1, and an associated linear model described above. The simulation consists of
linear models with third order actuator dynamics, typical of aeroservoelastic models
for each of the control surfaces in the simulation.
Figure 3.6.1: Wind tunnel model
Table 1. Dynamic pressure for dierent test points.
Test Point Index 1 2 3 4 5 6 7 8 9 10
Dynamic Pressure (psf) 30 35 40 45 50 60 70 80 90 130
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The general structure of the exible model is given by
266666664
_xr
_xe
_xlag
_x
377777775
=
266666664
Ar A
e
r A
lag
r A

r
Are Ae A
lag
e A

e
Arlag A
e
lag Alag A

lag
0 0 0 A
377777775
266666664
xr
xe
xlag
x
377777775
+
266666664
0
0
0
Bcmd
377777775
cmd (3.6.1)
where xr represents rigid body position and rates, xe represents elastic mode deec-
tions and rates, xlag represents aerodynamic lag states, and x represents actuator
states. For control design purposes, the model is residualized to eliminate lag states
and then is further reduced by eliminating higher frequency exible modes. Further-
more, the actuator dynamics are neglected, and as a result, the control design model
is reduced from 112 to 12 state variables consisting of 2 rigid (half-span) modes and
4 exible modes. Thus, the model used for design has the format264 _xr
_xe
375 =
264 Ar Aer
Are Ae
375
264 xr
xe
375+
264 Ar
Ae
375 
y =

Cr Ce
264 xr
xe
375+D
(3.6.2)
where  = [LE; TE1; TE2; TE3; TE4; D]
T are the control surface command. The
last element D is the gust load input command. y is the output of sensors described
in Ref [166]. In order to improve stability and add damping into the system, a LQG
control structure is chosen for the baseline controller. In order to create a model
structure compatible with L1 output feedback several of the sensor measurements,
combined in a way that isolates exible wing modes, are added to the system as in
Eq. (3.6.2) as states. In addition, the integrator on position is augmented to the
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system in Eq. (3.6.2), resulting in a new system structure given by
_x = Amx+Bmu
y = Cmx
(3.6.3)
where u =  is a vector of control inputs (one leading edge and four trailing edges), y is
a vector of sensor and integrator outputs, and Am 2 R1616; Bm 2 R165; Cm 2 R816
are matrices with appropriate dimensions. A baseline LQG controller, using the
information Am,Bm,Cm at one testing point is designed to make the wrapped system
stable and provide damping to the exible mode. Figure 3.6.3 shows the performance
of L1 adaptive controller designed and tested at 130 psf. Then the testing pressure
is changed from 130 psf to 30 psf and still use the design parameter in 130 psf.
The system remains stable as shown in gure 3.6.4. Figure 3.6.5 and 3.6.6 show the
performance when gust load channel is activated.
Figure 3.6.2: L1 adaptive control architecture for stability augmentation
75
(a) Vertical tunnel position (in) (b) Control deection (deg)
(c) Model attitude  (deg) and q (deg/s) (d) Vertical velocity Vz (in/s)
Figure 3.6.3: Measured output responses for the L1 adaptive controller (130 psf)
evaluated at 130 psf (ir=11)
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(a) Vertical tunnel position (in) (b) Control deection (deg)
(c) Model attitude  (deg) and q (deg/s) (d) Vertical velocity Vz (in/s)
Figure 3.6.4: Measured output responses for the L1 adaptive controller (130 psf)
evaluated at 30 psf (ir=2)
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(a) Vertical tunnel position (in) (b) Control deection (deg)
(c) Model attitude  (deg) and q (deg/s) (d) Vertical velocity Vz (in/s)
Figure 3.6.5: Measured output responses for the L1 adaptive controller (130 psf)
evaluated at 130 psf (ir=11) with gust load
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(a) Vertical tunnel position (in) (b) Control deection (deg)
(c) Model attitude  (deg) and q (deg/s) (d) Vertical velocity Vz (in/s)
Figure 3.6.6: Measured output responses for the L1 adaptive controller (130 psf)
evaluated at 30 psf (ir=2) with gust load
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3.7 Conclusions
This paper presents an extension of a recent L1 adaptive output feedback controller
in [164] to an advanced, highly exible aircraft conguration. Firstly, the theoretical
analysis in [164] is extended to a MIMO setup, which ts the exible aircraft control
problem. Secondly, the control law design in [164] is modied to only compensate the
unmatched disturbance and uncertainties in steady state. In other words, here the Dc
gain inversion is used instead of dynamic inversion. Hence, it has little inuence on
the exible modes, which are highly uncertain and unpredictable in dierent operating
points. An independent LQG controller is designed to stabilize these exible modes.
Thirdly, the control law in [105] is modied slightly to have an independent state
predictor for the adaptive law and to remove some parameter tuning restrictions.
The numerical simulation results for a very exible aircraft conguration illustrate
the algorithm's performance and quantify the achievable performance bound as a
function of the control computer CPU for this class of vehicles.
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3.9 Appendix
Denition 3.9.1. [138] For a signal (t); t  0;  2 Rn, its L1 and truncated L1
norms are kkL1 = max
i=1;::;n
(sup
0
ji()j); ktkL1 = max
i=1;::;n
( sup
0t
ji()j), where i is the ith
component of .
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Denition 3.9.2. [138] The L1-norm of a stable proper SISO system is dened jjH(s)jjL1 =R1
0 jh(t)jdt, where h(t) is the impulse response of H(s).
Lemma 3.9.3. [138] For a stable proper multi-input multi-output (MIMO) system H(s)
with input r(t) 2 Rm and output x(t) 2 Rn, we have kxtkL1  kH(s)kL1krtkL1 ; 8 t  0:`
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Chapter 4
Adaptive Controller for Unknown
Disturbance Rejection in Linear
Time-Varying Systems
4.1 Introduction
Many practical control problems, such as the ight control system can be modeled as con-
trol of Linear Time-Varying (LTV) system in the presence of unmatched disturbances. In
many practical problems we cannot measure all of the disturbances, or we may choose
not to measure some of them due to technical or economic reasons [138]. Therefore, it
is important to develop disturbance estimation techniques. [139] presents the method for
the unknown constant disturbance. [140] demonstrates the adaptive disturbance rejection
method for sinusoidal disturbances with unknown frequency. Disturbance observer [141]
can estimate the disturbance by inverting the plant dynamic. Extended State Observer
(ESO) [142] denes the disturbance as an extended state and designs a state observer.
By choosing high observer gain, ESO can track the time-varying disturbance signal with
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arbitrary desired eigenvalues. Kalman-based extended state observer can be extended to
time-varying systems.
L1 adaptive control architecture is a recently developed method for unknown time-
varying uncertain systems [39]. Through fast and robust adaptation, complex nonlinear
uncertain systems can be controlled with veriable performance without enforcing persistent
excitation, applying gain-scheduling, or resorting to high-gain feedback. L1 adaptive control
has applications in a wide range of systems in aerospace, ight control and industrial areas
with unknown uncertainties.
The disturbance estimation method in L1 adaptive control architecture uses a dierent
methodology. The L1 adaptive law is the controller for the state predictor and is designed to
make the output of the state predictor converge to the output of the plant. Generally, any
aggressive controller design can serve as the adaptive law in L1 estimation. By utilizing the
results of control theory, the estimation error bound of L1 estimation can be characterized.
Stability is another challenge for the control of time-varying system, [167], [168], [169].
Eigenvalue assignment is a powerful tool used to stabilize the LTV system. [170] proposed
an arbitrary eigenvalue assignment for linear time-varying multivariable control systems.
[171] proposed a method which can assign time-varying eigenvalue trajectories to the LTV
systems, which is based on PD-spectral theory for multivariable linear time-varying systems
[172]. [76] take the eects of disturbance into consideration.
Control law design for tracking and disturbance rejection is also a challenge of the LTV
system. Gain scheduling is a prevailing approach for practical LTV systems [173]. There
are similar concepts like "non-minimum phase" in LTV systems, which introduces some
performance limitation [174].
The incentive of this chapter is to adapt the eigenvalue assignment method into the
control law design of the adaptive controller. This method is applied to LTI system in [175]
and further extended to LTV system. in [76]. However, the analysis in [76] does not include
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the adaptive law, sampling time and over all stability condition.
The work of this chapter can be summarized in the following 3 parts: 1. The piece-
wise adaptive law for disturbance estimation in L1 adaptive controller is incorporated and
extended to linear time-varying systems. By only using the current information A(iT ) at
discreet time, the disturbance is estimated with a bounded error which has been analyzed
in lemma 1 of this chapter. 2. The eigenvalue assignment approach for linear time-varying
systems is adopted in the control law design in order to stabilize the system. This control
law design rstly transforms the linear-time-varying system into an control conical space
with time-invariant A and B matrices and a time-varying C(t) matrix. The estimated
disturbances are decoupled into the matched and unmatched disturbances. The matched
disturbances are directly compensated in the control channel. The eects of unmatched
disturbances on system output are compensated by the control law to achieve a reasonable
performance. 3. The tracking performance is analyzed using a lyapnov-based method. The
overall control algorithm in this chapter only uses the current system information (causal),
unlike other optimal control methods which use future information [176].
The paper is organized as follows. Section 4.2 gives the problem formulation. In Section
4.3, the adaptive control architecture is introduced. Stability and uniform performance
bounds are presented in Section 4.4. In Section 4.5, simulation results are presented, while
Section 4.7 concludes the chapter.
4.2 Problem Formulation
Consider the following time-varying single-input single-output (SISO) system:
_x(t) = A(t)x(t) + b(t)u(t) + (t); y(t) = c(t)Tx(t); (4.2.1)
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where x 2 Rn is the system state vector (measurable), u 2 R is the control signal. b(t)
and c(t) 2 Rn are known vectors, A(t),B(t) is known time-varying matrices with (n+ 1)th
order derivative, (A(t); b(t)) is uniformly controllable and (t) is the unknown time-varying
bounded disturbance subject to the following assumption:
Assumption 4.2.1. There exist constants b > 0 and bd > 0
jj(t)jj  b; jj _(t)jj  bd (4.2.2)
hold uniformly in t  0.
Assumption 4.2.2. There exist constants bA > 0, bdA > 0,bb > 0, bdb > 0, bc > 0, bdc > 0
jjA(t)jj  bA;
dkA(t)dtk
  bdA ; (4.2.3)
jjb(t)jj  bb;
dkb(t)dtk
  bdb ; (4.2.4)
jjc(t)jj  bc;
dkc(t)dtk
  bdc ; (4.2.5)
hold uniformly in t  0 and k = 1; 2; ::n.
Assumption 4.2.3. A(t) is nonsingular uniformly in t  0.
The control objective is to design an adaptive state feedback control signal u(t) such
that the system output y(t) tracks reference input r(t) and compensates the disturbance
with a reasonable performance, which can be tuned by the bandwidth of the low-pass lter
as well as the eigenvalues assigned to the control law. Without loss of generality, we suppose
85
there exist constants Br and Bdr such that:
jjrjjL1 < Br; jj _rjjL1 < Bdr : (4.2.6)
4.3 Adaptive Controller
In this section, a novel control law design is introduced into L1 adaptive architecture. The
entire controller consists of state predictor, adaptive law and control law.
State Predictor: The state predictor, together with the adaptive law, is designed for fast
estimation of the unknown disturbance (t). The following state predictor is considered:
_^x(t) = A^(t)x^(t) + b^(t)u(t) + ^(t); y^(t) = c(t)T x^(t); x^(0) = x0 ; (4.3.1)
where A^(t), b^(t), ^(t) are piece-wise constant parameters updated at time iT as following.
A^(t) = A^(iT ) = A(iT ); b^(t) = b^(iT ) = b(iT ); ^(t) = ^(iT ); t 2 [iT; (i+ 1)T ) ;(4.3.2)
where T is the sampling interval and ^(iT ) is dened in following adaptive laws:
Adaptive Laws:
The piece-wise constant adaptive laws are used in here in order to make x^(t) track x(t).
The update law for ^(iT ) is given by
^(t) = ^(iT ); t 2 [iT; (i+ 1)T ) ;
^(iT ) =
Z T
0
eA(iT )(T )d
 1
eA(iT )T ~x(iT ); i = 0; 1; 2; 3::: (4.3.3)
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where ~x(t) = x^(t)  x(t) is the estimation error vector of the state predictor.
Control Laws:
The control law is a controller of the state predictor designed to make y^(t) track r(t), during
which time the disturbance ^(t) will be inhibited following the desired eigenvalues.
The eigenvalue assignment method [154] is used to compensate the distrubance while follow-
ing the rate of the eigenvalue we assigned. Before the control law, the following denition
is required:
From the denition in [177], there exists a nonsingular controllability matrix for a uniformly
controllable system eC(t) =  1(t) 2(t)    n(t)  (4.3.4)
where i+1(t) = A(t)i(t)   _i(t) with 1(t) = b(t). There also exists an inverse matrix
D(t) = eC 1(t) such that
D(t)eC(t) =
266666664
Dn 1(t)
Dn 2(t)
...
D0(t)
377777775

1(t) 2(t)    n(t)

= I ; (4.3.5)
where Di(t) is the (i+ 1)th row vector of D(t): Dene
D(t) =
266666664
Dn 1(t)
Dn 2(t)
...
D0(t)
377777775
; (4.3.6)
with D0(t) = D0(t), and
Dp(t) =
_Dp 1(t) + Dp 1(t)A(t) ; (4.3.7)
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for each p = 1; 2;    ; n: [154] shows that there exists set of linear combination coecients
1(t), 2(t),    , n(t) such that
Dn(t) =

1(t) 2(t)    n(t)

266666664
D0(t)
D1(t)
...
Dn 1(t)
377777775
(4.3.8)
and it is not hard to verify that
_D(t) + D(t)A(t) =
266666664
D1(t)
D2(t)
...
Dn(t)
377777775
: (4.3.9)
(4.3.9) will be used in lemma (4.4.4) to derive the control canonical form.
Dene
k(t) ,
0BB@  

1(t) 2(t)    n(t)

+

d1 d2    dn

1CCA
266666664
D0(t)
D1(t)
...
Dn 1(t)
377777775
; (4.3.10)
where

d1 d2    dn

are calculated according to the desired eigenvalues 1; 2; :::n
by the following equation
sn + dns
n 1 + dn 2sn 2 + :::+ d1 = (s+ 1)(s+ 2):::(s+ n): (4.3.11)
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The control signal u1(t) is dened as follows:
u1(t) =  k(t)x(t); (4.3.12)
W ,
2666666666664
0 1 0    0
0 0 1    0
...
...
. . .
...
0 0 0    1
 d1  d2        dn
3777777777775
; (4.3.13)
where

d1 d2    dn

are dened in (4.3.11), ^r(t) is dened as follows:
^r(s) , C(s)^(s) ; (4.3.14)
where the low-pass lter array, C(s), is designed to make the disturbance estimation ^(t)
smooth and also to recover the time-delay margin of the closed loop system [38].
Dene
C(s)

=
2666666666664
tf(s) 0 0    0
0 tf(s) 0    0
0 0 tf(s)    0
...
...
...
. . . 0
0 0    0 tf(s)
3777777777775
(4.3.15)
where tf(s) is a strict proper stable low pass lter to make ^r smooth and have bounded
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derivative. Dene
(t) =
266666664
0(t)
1(t)
...
n 1(t)
377777775
= D(t)(t); ^(t) =
266666664
0(t)
1(t)
...
n 1(t)
377777775
= D(t)^r(t) : (4.3.16)
If followed from assumption 4.2.1 that there exists constant b > 0 such that
k(t)k  b (4.3.17)
where b can be dened as
b = max
t>0
 D(t) b (4.3.18)
where (t) and ^(t) can be further decomposed into the matched channel m(t), ^m(t)and
unmatched channel um(t), ^um(t) as follows:
m(t) =

0 0    n(t)
T
; um(t) =

0(t) 1(t)    0
T
(4.3.19)
^m(t) =

0 0    ^n(t)
T
; ^um(t) =

^0(t) ^1(t)    0
T
: (4.3.20)
Let
u2(t) = kg(t)
 
r(t) + c(t)D 1(t)W 1^um(t)
  ^n(t) ; (4.3.21)
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where D, W and (t) are dened in (4.3.6), (4.3.16) and (4.3.13). kg(t) is designed as
kg(t) =
 1
c(t)D 1(t)W 1

0    0 1
T : (4.3.22)
The overall control law is
u(t) = u1(t) + u2(t) : (4.3.23)
4.4 Analysis of Adaptive Controller
Lemma 4.4.1. Given Z T
0
eAm(T )()d = "; (4.4.1)
where () 2 Rn is a continuous bounded signal k()k  b and has bounded derivative _()  bd , " 2 Rn is an arbitrary vector. Then
k()k  2(T )
  k"k =T +pnTdq ; (4.4.2)
where 0(T ), 1(T ) and dq are dened as
0(T ) = max
2[0;T )
eAmTAme Am ; (4.4.3)
1(T ) = max
2[0;T )
eAmT eAm ; (4.4.4)
2(T ) = max
2[0;T )
e AmT eAm ; (4.4.5)
dq = 0(T )b + 1(T )bd : (4.4.6)
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Proof. Let
q() = eAm(T )() : (4.4.7)
The boundary of _q() can be derived as following:
_q() =
d
d

eAm(T )()

= eAmT
d
d
 
e Am

() + eAmT e Am
d
d
(())
=  eAmTAme Am() + eAmT e Am _() : (4.4.8)
Using (4.4.8) and the denition of 0(T ) together with the bounds of () and _(), we
have
k _q()k  0(T )b + 1(T )bd : (4.4.9)
It follows from the denition of dq in (4.4.6) that
k _q()k  dq (4.4.10)
Eqn (4.4.1) can be written as
Z T
0
q()d = " : (4.4.11)
Consider the ith element of equation in (4.4.11), we have
Z T
0
qi()d = "i : (4.4.12)
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Since q() is continuous, for any T , there exists ti 2 [0; T ] such that
qi(ti) = "i=T ; (4.4.13)
the variable qi() can be rewritten as follows
qi() = qi(ti) +
Z
ti
_qi()d (4.4.14)
Since    ti  T . Applying the results in (4.4.10) we have
qi() < "i=T + Tdq (4.4.15)
As a result
kq()k  k"k =T +pnTdq (4.4.16)
It follows from the denition in (4.4.7)
() =
h
eAm(T )
i 1
q()
= e AmT eAmq() (4.4.17)
The bound of (4.4.17) can be further derived as.
k()k  2(T ) kq()k
 2(T )
  k"k =T +pnTdq (4.4.18)
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For any positive constants x, u and T , we dene the following constants.
(T ) =
Z T
0
q
max((eAm(T ))>eAm(T ))d ; (4.4.19)
0(T; x; u) = (T )(bdAT
p
nx + bdbT
p
nu + b) ; (4.4.20)
1(T ) =
h
eA(iT )T   I
i 1
A(iT )eA(iT )T ; (4.4.21)
2(T; x; u) =
q
max(1(T )>1(T ))0(T; x; u) ; (4.4.22)
1(T; x; u) = Tbd +
p
nT (0(T )b(T; x; u) + 1(T )bd) +
2(T )(((T )=T )
 
bA0(T; x; u) + TbdA
p
nx + Tbdb
p
nu

(4.4.23)
b(T; x; u) = b + 2(T; x; u) ; (4.4.24)
bd~x(T; x; u) =
q
max (A(iT )>A(iT ))0(T; x; u) + bdATx +
bdbTu + 0(T; x; u) ; (4.4.25)
2(T; x; u) = 0(T; x; u) + Tbd~x(T; x; u) : (4.4.26)
Dene
~(t) = ^(t)  (t) : (4.4.27)
Lemma 4.4.2. Considering the SISO system described in (4.2.1) together with the state
predictor (4.3.1), adaptive law (4.3.3) and control law (4.3.23), if the truncated L1 norm
jjxt1 jjL1  x, jjut1 jjL1  u for any time t1  0, then
jj~t1 jj  1(T; x; u); jj~xt1 jj  2(T; x; u) :
Proof. In time interval

iT; (i+1)T

; t 2 [0; T ), the system matrices A(iT + t) and b(iT + t)
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can be written as:
A(iT + t) = A(iT ) +
iT+tZ
iT
_A()d;
b(iT + t) = b(iT ) +
iT+tZ
iT
_b()d : (4.4.28)
Substituting (4.4.28) into (4.2.1), we have
_x(iT + t) = A(iT )x+
iT+tZ
iT
_A()dx+ b(iT )u+
iT+tZ
iT
_b()du+ (iT + t) : (4.4.29)
Compare the dynamics of the system in (4.4.29) and (4.3.1) at time instant iT + t; t 2
[0; T ) as follows
_~x(iT + t) = A(iT )~x(iT ) + ^(iT ) 
iT+tZ
iT
_A()dx 
iT+tZ
iT
_b()du  (iT + t) : (4.4.30)
Let
0(iT + t) =
iT+tZ
iT
_A()dx(iT + t) +
iT+tZ
iT
_b()du(iT + t) + (iT + t) : (4.4.31)
It follows from (4.4.30) that
~x(iT + t) = eA(iT )t~x(iT ) +
Z t
0
eA(iT )(t )^(iT )d
 
Z t
0
eA(iT )(t )0(iT + )d ; (4.4.32)
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which implies that
~x((i+ 1)T ) = eA(iT )T ~x(iT ) +
Z T
0
eA(iT )(T )^(iT )d  Z T
0
eA(iT )(T )0(iT + )d: (4.4.33)
Substitution of the adaptive law (4.3.3) into (4.4.33) results in
~x((i+ 1)T ) =  
Z T
0
eA(iT )(T )0(iT + )d : (4.4.34)
It follows from Assumptions 4.2.1, 4.2.2 and denition in (4.4.31) that
k0(t)k  bdAT
p
nx + bdbT
p
nu + b ; (4.4.35)
for t 2 [0; t0]. By using the denitions in (4.4.19) and (4.4.20), it follows from (4.4.34) and
(4.4.35) that the following upper bound holds:
k~x((i+ 1)T )k  (T )(bdAT
p
nx + bdbT
p
nu + b)
 0(T; x; u) ; (4.4.36)
for (i+ 1)T 2 [0; t0].
Eqn (4.4.36) also implies
k~x(iT )k  0(T; x; u) (4.4.37)
for all iT 2 [0; t0]. According to the choice of adaptive law (4.3.3), we have
eA(iT )T ~x(iT ) +
Z T
0
eA(iT )(T )^(iT )d = 0 : (4.4.38)
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Following from (4.4.38), we further obtain that
~x(iT ) = (I  eA(iT )T )~x(iT ) 
Z T
0
eA(iT )(T )^(iT )d
=  
Z T
0
eA(iT )(T )(^(iT ) +A(iT )~x(iT ))d : (4.4.39)
It follows from (4.4.34) that
~x(iT ) =  
Z T
0
eA(iT )(T )0((i  1)T + )d : (4.4.40)
Hence, (4.4.39) and (4.4.40) imply
Z T
0
eA(iT )(T )0((i  1)T + )d =
Z T
0
eA(iT )(T )(^(iT ) +A(iT )~x(iT ))d ;(4.4.41)
which further implies that
Z T
0
eA(iT )(T )(0((i  1)T + )  ^(iT ) A(iT )~x(iT ))d = 0 : (4.4.42)
Derivation of the bound on ^(iT ):
Using assumption 4.2.3, eqn (4.3.3) can be written as
^(iT ) =
h
eA(iT )T   I
i 1
A(iT )eA(iT )T ~x(iT ); i = 0; 1; 2; 3::: (4.4.43)
It follows from the denition of 1(T ), 2(T ) in (4.4.21), (4.4.22) and (4.4.36) that
k^(iT )k  2(T; x; u) : (4.4.44)
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Let
() = ((i  1)T + )  ^(iT ) : (4.4.45)
It follows from assumption 4.2.1, (4.4.44) and the denition in (4.4.24) that
k()k  b + 2(T; x; u)
 b(T; x; u) : (4.4.46)
It follows from assumption 4.2.1 and denition in (4.4.45) that
 _()  bd: (4.4.47)
Let
" =
Z T
0
eAm(T )
0@A(iT )~x(iT )  iT+tZ
iT
_A()dx(iT + t) 
iT+tZ
iT
_b()du(iT + t)
1A d :(4.4.48)
We have
k"k  (T )  bA0(T; x; u) + TbdApnx + Tbdbpnu : (4.4.49)
Using (4.4.48), (4.4.45), eqn (4.4.42) can be rewritten as
Z T
0
eAm(T )()d = " (4.4.50)
Using the results in (4.4.46), (4.4.47), (4.4.50) and it follows from lemma 4.4.1 that
k()k  2(T )
  k"k =T +pnTdq : (4.4.51)
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Substituting (4.4.49) into (4.4.51), we have
k((i  1)T + )  ^(iT )k  pnT (0(T )b(T; x; u) + 1(T )bd) +
2(T )
 
((T )=T )
 
bA0(T; x; u) + TbdA
p
nx + Tbdb
p
nu

: (4.4.52)
Since ^(iT + ) = ^(iT ) over the interval [iT; (i+ 1)T ),
~(iT + ) = (iT + )  ^(iT + )
= (iT + )  ((i  1)T + ) + ((i  1)T + )  ^(iT )
=
Z iT+
(i 1)T+
_()d+ ((i  1)T + )  ^(iT ) (4.4.53)
Using the (4.4.52) and the bound on _() in assumption 4.2.1, for all time iT +   t1, the
bounds of (4.4.53) can be derived as
k~(iT + )k  Tbd +
p
nT (0(T )b(T; x; u) + 1(T )bd)
2(T )
 
((T )=T )
 
bA0(T; x; u) + TbdA
p
nx + Tbdb
p
nu

;(4.4.54)
which is
jj~t1 jj  1(T; x; u) : (4.4.55)
Eqn (4.4.30) can be written as
_~x(iT + t) = A(iT )~x(iT ) 
iT+tZ
iT
_A()dx 
iT+tZ
iT
_b()du+ ~(iT + t) : (4.4.56)
Combing (4.4.55) and 4.4.56 together with the denition in (4.4.25), we have
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 _~x(iT + t)  qmax (A(iT )>A(iT ))0(T; x; u) + bdATx + bdbTu + 0(T; x; u)
 bd~x(T; x; u) : (4.4.57)
For all iT + t  t1.
~x(iT + t) = ~x(iT ) +
Z iT+t
iT
_~x()d : (4.4.58)
The bound of (4.4.58) can be further derived as
k~x(iT + t)k  0(T; x; u) + Tbd~x(T; x; u) : (4.4.59)
Using the denition in (4.4.26), we have
jj~xt1 jj  2(T; x; u) ; (4.4.60)
which completes the proof.
Lemma 4.4.3. For any given bound x and u
lim
T!0
0(T; x; u)! 0 ;
lim
T!0
1(T; x; u)! 0 ;
lim
T!0
2(T; x; u)! 0 : (4.4.61)
Proof. We can readily obtain that all these variables can be reduced to some bounded value
multiplied by a time step T . When T ! 0, All 0(T; x; u), 1(T; x; u) and 2(T; x; u)
go to zero.
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Dene
LH =

0BBB@
cT D(t) 1

0(t) 1(t)    0
T
cT D(t) 1W 1

0 0    1
T    0 0    1 T
1CCCAC(s)

L1
: (4.4.62)
Lemma 4.4.4. Considering the system described in (4.2.1) together with the state predictor
(4.3.1), adaptive law (4.3.3) and control law (4.3.23), if jjxt1 jjL1  x and jjut1 jjL1  u
for any time t1  0, then
jjut1 jjL1  kkgkL1Br + kkkL1x + LH (b + 1(T; x; u)) (4.4.63)
and
jjxt1 jjL1 
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
kkgkL1Br + LH (b + 1(T; x; u))

+
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
b : (4.4.64)
Proof:
u(t) = kgr(t)  k(t)x(t)  n 1(t) +
c(t)T D(t) 1

0(t) 1(t)    0
T
c(t)T D(t)
 1
W 1

0 0    1
T
= kgr(t)  k(t)x(t)
+
0BBB@
c(t)T D(t) 1

0(t) 1(t)    0
T
c(t)T D(t) 1W 1

0 0    1
T    0 0    1 T
1CCCAC(s)^(t) :4.4.65)
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Hence,
kut1kL1  kkgkL1Br + kkkL1x
+

0BBB@
c(t)T D(t) 1

0(t) 1(t)    0
T
c(t)T D(t) 1W 1

0 0    1
T    0 0    1 T
1CCCAC(s)

L1
k^t1kL1 :(4.4.66)
Eqn (4.4.66) can be rewritten as
kut1kL1  kkgkL1Br + kkkL1x + LHk^kL1
 kkgkL1Br + kkkL1x + LH (b + 1(T; x; u)) (4.4.67)
which completes the rst part of this lemma. In the following part, we will derive the upper
bound on kxt1kL1 Substituting the control law u(t) dened in (4.3.12) and u1(t) in (4.3.23)
into system equation (4.2.1)
_x(t) = (A(t)  b(t)k(t))x(t) + b(t)u2(t) + (t) : (4.4.68)
Dene
z(t) = D(t)x(t) (4.4.69)
where the D(t) are dened in eqn (4.3.6) we have
x(t) = D 1(t)z(t) : (4.4.70)
Plugging eqn (4.4.70) into eqn (4.4.68) and notice that _z(t) = _D(t)x(t)+ D(t) _x(t). Use the
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system equation (4.2.1) for _x(t)
_z(t) = _D(t)x(t) + D(t) (A(t)x(t) + b(t)u(t) + (t)) (4.4.71)
which can be further simplied as
_z(t) =

_D(t) + D(t)A(t)

x(t) + D(t)b(t)u(t) + D(t)(t) : (4.4.72)
Substituting (4.4.70) into (4.4.72), we have
_z(t) =

_D(t) + D(t)A(t)

D 1(t)z(t) + D(t)b(t)u(t) + D(t)(t) : (4.4.73)
Then we further simplify

_D(t) + D(t)A(t)

D 1(t). Use the results in (4.3.9)
 
_D(t) + D(t)A(t)

D 1(t) =
266666664
D1(t)
D2(t)
...
Dn(t)
377777775
D 1(t) : (4.4.74)
Use the results in (4.3.8) we have

_D(t) + D(t)A(t)

D 1(t) =
2666666666664
0 1 0    0
0 0 1    0
...
...
. . .
...
0 0 0    1
 1(t)  2(t)        n(t)
3777777777775
: (4.4.75)
Plugging (4.4.75) into (4.4.73) and using the property of D(t)b(t) =

0 0    0 1
T
103
[154] we have
_z(t) =
2666666666664
0 1 0    0
0 0 1    0
...
...
. . .
...
0 0 0    1
 1(t)  2(t)        n(t)
3777777777775
z(t) +
2666666666664
0
0
...
0
1
3777777777775
u(t) + D(t)(t) : (4.4.76)
Substitute control law u1(t) in (4.3.12) into (4.4.73)
_z(t) =Wz(t) +

0 0    0 1
T
u2(t) + (t) (4.4.77)
where W and (t) are dened in (4.3.13) and (4.3.16), similar to (4.4.67). The bound of
u2(t) can be derived as
jjut1 jjL1  kkgkL1Br + LH (b + 1(T; x; u)) : (4.4.78)
jjzt1 jjL1 
(sI W ) 1

0 0    0 1
T
L1
jj(u2)t1 jjL1
+
(sI W ) 1

0 0    0 1
T
L1
b (4.4.79)
where b is dened in (4.3.18). Plugging (4.4.78) into (4.4.79) we have
jjzt1 jjL1 
(sI W ) 1

0 0    0 1
T
L1

kkgkL1Br + LH (b + 1(T; x; u))

+
(sI W ) 1

0 0    0 1
T
L1
b : (4.4.80)
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Due to (4.4.70), we have
jjxt1 jjL1 
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
kkgkL1Br + LH (b + 1(T; x; u))

+
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
b (4.4.81)
which completes the proof. 
Lemma 4.4.5. There exist x > 0, u > 0 and T > 0 such that
x >
 D 1L1(sI W ) 1

0 0    0 1
T
L1

kkgkL1Br + LH (b + 1(T; x; u))

+
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
b (4.4.82)
and
u > kkgkL1Br + kkkL1x + LH (b + 1(T; x; u)) : (4.4.83)
Proof: Let  > 0 be any constant.
x =
 D 1L1
(sI W ) 1

0 0    0 1
T
L1

kkgkL1Br + LH (b +)

+
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
b (4.4.84)
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and
u = kkgkL1Br + kkkL1x + LH (b +) : (4.4.85)
It follows from lemma 4.4.3 that there exists a T such that 1(T; x; u) < . Substituting
this into (4.4.84) and (4.4.85) one nds that both (4.4.82) and (4.4.83) holds which com-
pletes the proof. 
Theorem 4.4.6. Consider the system in (4.2.1) together with the L1 adaptive controller
in ( 4.3.1),(4.3.3) and (4.3.23), choosing T as in lemma 5 to make (4.4.82) and (4.4.83)
hold, then
kxkL1 < x; kukL1 < u : (4.4.86)
Proof The proof will be done by contradiction. From (4.2.1) and (4.3.1), x(0) = 0 and
x^(0) = x0. It follows from the denition of x and u in (4.4.84) and (4.4.85) that
x(0) < x; u(0) < u : (4.4.87)
Assume (4.4.86) is not true, since x(t) and u(t) are continuous . There exist t0  0 such
that
kx(t0)k1 = x or ku(t0)k1 = u ; (4.4.88)
while
kxt0kL1  x; kut0kL1  u : (4.4.89)
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Letting t1 = t
0 it follows from lemma 4.4.4 that
jjxt0 jjL1 
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
kkgkL1Br + LH (b + 1(T; x; u))

+
 D 1L1
(sI W ) 1

0 0    0 1
T
L1
b (4.4.90)
< x
and
kut0kL1  kkgkL1Br + kkkL1x + LH (b + 1(T; x; u))
< u : (4.4.91)
As this nding (4.4.91) clearly contradicts the statements in (4.4.82) and (4.4.83), t0 does
not exist. As a result jjxtjjL1 < x and jjutjjL1 < u holds for all t  0, thus proving
theorem 4.4.86. 
To further simplify the derivation, we dene
E1 =

0 0    1
T
; I1 =
264 I(n 1)(n 1) 0
0 0
375 : (4.4.92)
be =
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t) (I  C(s))L1b
+
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t)C(s)L12(T; x; u)
+
(sI W ) 1 D0(t) (I  C(s))L1 b
+
(sI W ) 1 D0(t)C(s)L12(T; x; u) : (4.4.93)
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zss(t) =  W 1E1kg(t)
 
r(t) + c(t)D 1(t)W 1um(t)
 W 1um(t)
=  W 1E1u^2(t) W 1um(t) : (4.4.94)
zss(t) is designed to have the following property
yss(t)

= c(t) D 1(t)zss(t)
=  c(t) D 1(t)W 1E1kg(t)
 
r(t) + c(t)D 1(t)W 1(t)um
  c(t) D 1(t)W 1um(t)
= r(t)
:(4.4.95)
(4.4.95) means that if the system state, z(t) in (4.4.77) can track zss(t), then the output
y(t) can track the reference input r(t).
Dene
~y(t) = r(t)  y(t) : (4.4.96)
Theorem 4.4.7. The asymptotic tracking performance of the system is given by
k~y(t)k  c D 1L1

be +
2bdzmax(P )
min(Q)

: (4.4.97)
Proof: The rst part of the proof (eqn(4.4.98) to (4.4.110) ) prepares the equations
needed for the performance bound characterization.
After applying the control law u1(t), through which the system dynamics were trans-
formed into (4.4.77) for the convinenece of analysis, we use E1 =

0 0    0 1
T
.
The dynamics of (4.2.1) can be expressed as
_z(t) =Wz(t) + E1u2(t) + (t)
y(t) = c(t)x(t) = c(t) D 1(t)z(t) : (4.4.98)
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Dene:
~(t) = ^(t)  (t); ~n(t) = ^n(t)  n(t); ~um(t) = ^um(t)  um(t) : (4.4.99)
Substituting u2(t) dened in (4.3.21) into (4.4.98), we have
_z(t) = Wz(t) + E1kg(t)
 
r(t) + c(t)D 1(t)W 1^um(t)
  E1^n(t) + (t)
= Wz(t) + E1kg(t)
 
r(t) + c(t)D 1(t)W 1^um(t)
  ^m(t) + m(t) + um(t)
= Wz(t) + E1kg(t)
 
r(t) + c(t)D 1(t)W 1^um(t)
  ~m(t) + um(t)
= Wz(t) + E1kg(t)
 
r(t) + c(t)D 1(t)W 1um(t)

+ um(t)
+E1kg(t)c(t)D
 1(t)W 1~um(t)  ~m(t) : (4.4.100)
Decomposing the z(t) into two parts, z1(t) and e(t), yields
z(t) = z1(t) + e(t) (4.4.101)
where the error signal e(t) is dened as
_e(t) =We(t) + E1kg(t)c(t)D
 1(t)W 1~um(t)  ~m(t) : (4.4.102)
Comparing the dynamics of e(t) in (4.4.102) and z(t) in (4.4.100) we have.
_z1(t) =Wz1(t) + E1kg(t)
 
r(t) + c(t)D 1(t)W 1um(t)

+ um(t) : (4.4.103)
Dene
u^2(t) = kg(t)
 
r(t) + c(t)D 1(t)W 1um(t)

: (4.4.104)
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Substituting (4.4.104) into (4.4.103), we have
_z1(t) =Wz1(t) + E1u^2(t) + um(t) : (4.4.105)
Dene
~z(t) = z1(t)  z(t)ss : (4.4.106)
So
_~z(t) = _z1(t)  _zss(t)
= W ~z(t) + E1u^2(t) + um(t) +Wzss(t)  _zss(t) (4.4.107)
Given any positive-dened matrix Q and solving P by the following lyapunov equation
W TP + PW =  Q (4.4.108)
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_V (t) = _~z(t)TP ~z(t) + ~z(t)TP _~z(t)
=

~z(t)TW T + u^2(t)
TE1
T + um(t)
T + zss(t)
TW T   _zss(t)T

P ~z(t) +
~z(t)TP (W ~z(t) + E1u^2(t) + um(t) +Wzss(t)  _zss(t))
= ~z(t)TW TP ~z(t) + u^2(t)
TE1
TP ~z(t) + um(t)
TP ~z(t) + zss(t)
TW TP ~z(t)
  _xss(t)TP ~z(t) + ~z(t)TPW ~z(t) + ~z(t)TPE1u^2(t) +
~z(t)TPum(t) + ~z(t)
TPWzss(t)  ~z(t)TP _zss(t)
= ~z(t)T
 
W TP + PW

~z(t) + 2~z(t)TPE1u^2(t) +
2~z(t)TPum(t) + 2~z(t)
TPWzss(t)  2~z(t)TP _zss(t)
=  ~z(t)TQ~z(t) + 2~z(t)TPE1u^2(t) +
2~z(t)TPum(t) + 2~z(t)
TPWzss(t)  2~z(t)TP _zss(t) : (4.4.109)
Using the denition of zss(t) in (4.4.94), the equation above can be rewritten as
_V (t) =  ~z(t)TQ~z(t) + 2~z(t)TPE1u^2(t) + 2~z(t)TPum(t) +
2~z(t)TPW
  W 1E1u^2(t) W 1um(t)  2~z(t)TP _zss(t)
=  ~z(t)TQ~z(t)  2~z(t)TP _zss(t) : (4.4.110)
In the following part eqn (4.4.102) and (4.4.110) are mainly used to derive the performance
bound of tracking. In eqn(4.4.102), the variable ~m(t) can be expressed as
~m(s) = m(s)  ^m(s)
= D0(t) ((s)  C(s)^(s))
= D0(t) ((s)  C(s) ((s)  ~(s)))
= D0(t) ((I  C(s))(s) + C(s)~(s))
= D0(t) (I  C(s))(s) + D0(t)C(s)~(s) : (4.4.111)
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Similarly
~um(s) = I1 D(t) (I  C(s))(s) + I1 D(t)C(s)~(s) : (4.4.112)
Substituting (4.4.111) and (4.4.112) into (4.4.102), we have
_e(t) = We(t) + E1kg(t)c(t)D
 1(t)W 1~um(t)  ~m(t)
= We(t) + E1kg(t)c(t)D
 1(t)W 1I1 D(t) (I  C(s))(s)
+E1kg(t)c(t)D
 1(t)W 1I1 D(t)C(s)~(s)
+ D0(t) (I  C(s))(s) + D0(t)C(s)~(s) : (4.4.113)
Use the denition of I1 in (4.4.92). We derive the upper bound of the error signal e(t) as
ke(t)k1 
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t) (I  C(s))L1 kkL1
+
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t)C(s)L1 k~kL1
+
(sI W ) 1 D0(t) (I  C(s))L1kkL1
+
(sI W ) 1 D0(t)C(s)L1k~kL1 : (4.4.114)
Using the bound in lemma 4.4.1 and assumption 4.2.1
ke(t)k1 
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t) (I  C(s))L1b
+
(sI W ) 1E1kg(t)c(t)D 1(t)W 1I1 D(t)C(s)L12(T; x; u)
+
(sI W ) 1 D0(t) (I  C(s))L1b
+
(sI W ) 1 D0(t)C(s)L12(T; x; u) : (4.4.115)
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Using the denition of be in (4.4.93) we have
ke(t)k1  be : (4.4.116)
Eqn (4.4.115) summarized the error of e(t), the following analyzes the tracking error from
eqn (4.4.110) are analysed. Follows by the assumption, there exist a bound bdz such that
k _zss(t)k < bdz : (4.4.117)
For any t1 > 0, if
V (t1) >
4bdz
2max
3(P )
min
2(Q)
; (4.4.118)
then
k~z(t1)k 
s
V (t1)
max(P )
>
2bdzmax(P )
min(Q)
: (4.4.119)
It follows from (4.4.110) that
_V (t1) =  ~z(t)TQ~z(t)  2~z(t)TP _zss(t)
 min(Q)k~z(t1)k2 + 2bdzmax(P ) k~z(t1)k < 0 : (4.4.120)
Eqn (4.4.118) to (4.4.120) means that if V (0) > 4bdz
2max
3(P )
min
2(Q)
, V (t) will keep decreasing
untill V (t)  4bdz2max3(P )
min
2(Q)
. If V (0)  4bdz2max3(P )
min
2(Q)
, then V (t)  4bdz2max3(P )
min
2(Q)
k~z(t)k 
s
V (t)
max(P )
<
2bdzmax(P )
min(Q)
: (4.4.121)
113
The tracking error can be written as:
~y(t) = r(t)  y(t)
= c(t) D 1(t)zss(t)  c(t) D 1(t)z(t)
=  c(t) D 1(t) (z(t)  zss(t))
=  c(t) D 1(t) ((z(t)  z1(t)) + (z1(t)  zss(t)))
=  c(t) D 1(t) (e(t) + ~z(t)) : (4.4.122)
Using the results in (4.4.116) and (4.4.121), we have.
k~y(t)k  c D 1L1

be +
2bdzmax(P )
min(Q)

(4.4.123)
which completes the proof. 
Remark 4.4.8. By tuning both the bandwidth of the low pass lter C(s), as well as the
sampling time, one can make the be term in theorem 4.4.7 arbitrarily small. The term
2bdzmax(P )
min(Q)
can be aected by the assigned eigenvalues to the W matrix.
4.5 Simulation
We will demonstrate the performance of the eigenvalue assignment control method with a
numerical example. Consider an certain SISO LTV system with unmodeled dynamics and
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disturbances
A(t) =
266664
0 0   sin(t)
0 0 cos(t)
cos(t) sin(t) 0
377775 ; B(t) =
266664
cos(t)
sin(t)
0
377775 ; C(t) =
266664
  sin(t)
1=(10et) + cos(t)
1
377775 :
The sampling time of the system T = 0:01s. The tracking error is is given by the following.
Figure 4.5.1: Performance for Tracking ,
min = 5 and min = 10
Figure 4.5.2: Performance of System
State , min = 10
Figure 4.5.3: Adaptation performance
~x(t)
Figure 4.5.4: Control signal u(t)
We can tell from gure 4.5.1 that as we change the eigenvalues of the W matrix, the
tracking performance can be congured reasonably. This is consistence to the results in
Remark 4.4.8.
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4.6 Application on Supersonic Glider
In [178], the similar approach are designed for the control of supersonic glider. Figure 4.6.1
shows a example of supersonic glider.
Figure 4.6.1: Generic Hypersonic Glider Model
System equation of the glider is given as follows
266666664
_q
_
_V
_
377777775
=
266666664
Mq M MV 0
1 NV
NV
V 0
0 X XV  g
1 0 0 0
377777775
266666664
q

V

377777775
+
266666664
Me Mt
Ne
V
Nt
V
0 0
0 0
377777775
264 e
t
375 : (4.6.1)
The system setup is a nonminimum phase Linear Time Varying (LTV) state feedback
system. The eigen-value assignment L1 adaptive controller (namely,the L1 augmented pole
placement controller in the literature [178]) is shown to have robustness in the presence of
time invariant and time varying errors in the aerodynamic coecients, control surface and
gravimetric uncertainties. The proposed controller improves the performance of the baseline
controller in the presence of these uncertainties. This is concluded with a reduction in the
tracking error norm and the control surface norm, which is the energy of the deviation
between the reference and real control signal.
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The simulation results in gure 4.6.2 shows the performance of the L1 adaptive controller
with a reduction in the tracking error norm and the control surface norm.
Figure 4.6.2: Simulation results of the proposed LTV eigenvalue assignment controller
Problem formulation, controller design, simulation and more information could be found
in [178].
4.7 Summary
This chapter presents an adaptive approach for disturbance rejection in the presence of
unmatched unknown time-varying disturbances for a class of linear time-varying (LTV)
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systems. The piece-wise constant adaptive law from L1 architecture is employed here to es-
timate the unknown disturbances by using partial information of the system. The adaption
and control algorithm in this chapter is causal. Eigenvalue assignment architecture trans-
forms the time-varying system A(t); B(t); C(t) into a control canonical form including the
time-invariant A;B matrix system with desired eigenvalues . A control law is designed for
disturbance rejection and tracking such that the output of LTV systems with disturbances
can practically track the reference signal. The stability is analyzed. Estimation error and
tracking error upper bounds are characterized in the main theorem. Simulation results as
well as the simulation in [178] validate the approach of this chapter.
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Chapter 5
Filter Bandwidth Adaptation in
the L1 Control
5.1 Introduction
Adaptive control has been used and developed for several decades. Many books and pa-
pers have been and continue to be written in this area. Model Reference Adaptive Control
(MRAC) is a special type of adaptive control that has been widely used since its intro-
duction [179{183]. Articial neural networks (ANNs) [184, 185] were later introduced to
adaptive control to be able to handle unknown nonlinear functions. The L1 adaptive con-
trol is a modication of MRAC that uses fast adaption and low-pass ltering to handle
time-varying uncertainties [49, 186{192], However, the lter bandwidth of the original L1
controller must be tuned case by case so that it can handle disturbances with various fre-
quencies and achieve the desired performance without becoming unstable. If the bandwidth
of the lter in the L1 adaptive controller is reduced, its capability to deal with high fre-
quency disturbances decreases, and its response becomes slower. This will in turn adversely
119
aect its performance. If the bandwidth is increased signicantly, its ability to track the
reference trajectory improves, but the time delay margin of the system is reduced, and the
system can easily become unstable. According to the stability condition of the controller,
increasing the bandwidth is necessary to stabilize the system. However, the larger the Lip-
schitz constant of the uncertainties is, the larger the bandwidth must be. For real systems
with time-delay, this is obviously a problem, as the Lipschitz constant for the uncertainties
must not exceed a certain upper limit.
In this chapter, we have proposed an additional gain adaptation augmented to the
original L1 control system to compensate for the limitation in low pass lter bandwidth.
This adaptation adjusts the bandwidth of the controller based on changes in disturbance
estimation over the time which allows for a much more systematic design approach for
the L1 controller and reduces the need for tuning. This provides a major improvement
for applications where the system's time-delay margin or robustness is a concern. By us-
ing the bandwidth adaptation method proposed here, the L1 controller can be applied to
systems with arbitrarily large Lipschitz constants for uncertainties. With this method,
the controller's stability condition can be easily satised by choosing an arbitrarily large
xed bandwidth. The method adds a separate lter to ensure smooth control signals and
maintains robustness. The bandwidth of this new lter adapts to be higher when the un-
certainties change faster and lower when they change more slowly. Furthermore, this new
design results in a non-LTI system that will help clarify the distinction between L1 control
and linear controllers. For simplicity, this chapter considers a problem involving a single-
input-single-output (SISO) system with full state feedback, yet the method discussed here
is a fundamental technique that can easily be applied to the L1 controllers developed for
other classes of systems such as multiple-input-multiple-output (MIMO) [192] and output
feedback [193,194]. The denitions and properties of the norms used in this chapter can be
found in [189]. All the proofs are in the appendix.
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5.2 Problem Formulation
Consider the following SISO system
_x(t) = Amx(t) + bm(u(t) + f(x; t)) + (t) ; y(t) = c
>
mx(t) ; x(0) = x0 ; (5.2.1)
where x(t) 2 Rn is the system state vector (measurable), u(t) 2 R is the control input,
y(t) 2 R is the system output, Am is a known n  n Hurwitz matrix, bm; cm 2 Rn are
known constant vectors with the zeros of c>m(sI   Am)bm in the open left-half s plane,
f : Rn  R ! R is an unknown nonlinear function, (t) 2 Rn is a vector of bounded
unknown disturbances, and x0 is the initial value of x(t).
Assumption 5.2.1. [Semiglobal Lipschitz condition in x] For any  > 0, there exists
L() > 0 such that jf(x; t)  f(x; t)j  L()kx  xk1 for all kxk1   and kxk1  .
Assumption 5.2.2. For any t  0, jf(0; t)j  B1,k(t)k1  B2.
Assumption 5.2.3. For any  > 0, there exist dfx() > 0, dft() > 0, and d > 0
such that for any kxk1   the partial derivatives of f(x; t) with respect to x and t are
piecewise continuous and bounded, and the derivative of (t) is also piecewise continuous
and bounded, i.e.,@f(x;t)@x   dfx(); @f(x;t)@t   dft() ; d(t)dt 1  d :
5.3 L1 Adaptive Feedback Controller
We consider the following state predictor
_^x(t) = Amx^(t) + bmu(t) + ^(t) ; y^(t) = c
>
mx^(t) ; x^(0) = x0 ; (5.3.1)
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where x^(t) 2 Rn is the predicted state, y^(t) 2 R is the predicted output, ^(t) 2 Rn is the
vector of adaptive parameters.
Letting ~x(t) = x^(t)  x(t), the update law for ^(t) is given by
^(t) = ^(iT ); t 2 [iT; (i+ 1)T ) ; ^(iT ) =  
Z T
0
eAm(T )d
 1
eAmT ~x(iT ) ; (5.3.2)
where T is a positive constant, i = 0; 1; 2;    and  is a dummy variable. We can
nd matrix Bum 2 Rn(n 1) such that b>mBum = 0 and rank([bm Bum]) = n. Then
^(t) can be decoupled into matched and unmatched components via the transformation
^1(t) ^2(t)
T
=

bm Bum
 1
^(t), where ^1(t) represents the matched component
of the uncertainty estimate, ^(t), and ^2(t) represents the unmatched component. Then,
equation (5.3.1) can be written as
_^x(t) = Amx^(t) + bm(u(t) + ^1) +Bum^2 ; y^(t) = c
>
mx^(t) ; x^(0) = x0 : (5.3.3)
The control signal is dened as follows
u(s) = kgr(s)  uf (s) ; (5.3.4)
where r(s) is the Laplace transformation of the reference signal r(t) and uf (t) is generated
via a novel time-varying lter:
_uf (t) =  !(t) (uf (t)  f (t)) ; uf (0) = 0 ; (5.3.5)
with its bandwidth !(t) adapted according to
!(t) = !0 +  j _f (t)j ; (5.3.6)
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where !0 is a positive constant,  is a constant with a large positive value and f (t) is a
signal with the Laplace transformation:
f (s) = C1(s)^1(s) + C2(s)M(s)^2(s) (5.3.7)
whereM(s) = c
>
m(sI Am) 1Bum
c>m(sI Am) 1bm , both C1(s) and C2(s) are low pass lters with unit DC gain,
and C2(s) needs to ensure that
C2(s)c>m(sI Am) 1Bum
c>m(sI Am) 1bm is a strictly proper transfer function.
Here ^1(s) and ^2(s) are Laplace transformations of matched uncertainties ^1(t) and ^2(t)
respectively. The internal states of C1(s) and C2(s) are initialized at zero and thus f (0) =
0. Since C1(s) and C2(s) are low-pass lters, f in (5.3.6) dierentiable and can be obtained
with proper transfer functions. The entire L1 adaptive controller with bandwidth adaptation
consists of (5.3.1-5.3.2) and (5.3.4-5.3.6).
5.4 Analysis of L1 Adaptive Controller with Filter
Bandwidth Adaptation
In the following lemma, an important property of the lter bandwidth adaptation is derived
which establishes the bounds of uf   f .
Lemma 5.4.1. It follows from Eq. (5.3.5-5.3.6) that juf (t)  f (t)j  1= ; 8t  0.
It is noted that any adaptive lter instead of (5.3.5-5.3.6) can be adopted if it ensures
Lemma 5.4.1. The following lemma establishes the eect of the design constant T on certain
error bounds.
Lemma 5.4.2. Given Z T
0
eAm(T )()d = "; (5.4.1)
where () 2 Rn is a continuous bounded signal k()k  b and has bounded derivative
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 _()  bd , " 2 Rn is an arbitrary vector, then k()k  2(T )  k"k =T +pnTdq, where
 is a dummy variable and 0(T ), 1(T ) and dq are dened as
0(T ) = max
2[0;T )
eAmTAme Am ; 1(T ) = max
2[0;T )
eAmT eAm ;
2(T ) = max
2[0;T )
e AmT eAm ; dq = 0(T )b + 1(T )bd : (5.4.2)
For any positive constants x and T , we dene the following constants.
(T ) =
Z T
0
q
max((eAm(T ))>eAm(T ))d ; (5.4.3)
(x; T ) = (T )(kbmk(L(x)x +B1) +B2) : (5.4.4)
where L, B1 and B2 are introduced in Assumptions 5.2.1 and 5.2.2.
For any matrix Qnn, we dene the induced 1-norm, kQk1 = maxj=1;::;n(
Pn
i=1 jQij j),
which has the property kQvk1  kQk1kvk1 for any v 2 Rn. Dene
1(T ) =

eAmT   I 1AmeAmT ; (5.4.5)
2(T; x) =
q
max(1(T )>1(T ))(x; T ) ; (5.4.6)
b(T; x) = kbmk(L(x)x +B1) +B2 + 2(T; x) : (5.4.7)
For any x, we dene the following constants:
1 = kAmk1x + kbmk1(u + L(x)x +B1) +B2 ; (5.4.8)
2 = kbmk1u + d ; (5.4.9)
4(T ) = 2(T )
  Z T
0
eAm(T )Am~x(iT )d
 =T +pnTdq : (5.4.10)
5(T ) = k[bm Bum] 1k14(T ) : (5.4.11)
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where
u(T ) = jkgjkrkL1 + 1=+ kC1(s)kL1(L(x)x +B1 + k[bm Bum] 1k1B2 + 5(T ))
+ kC2(s)M(s)kL1(B2 + 5(T )) + 0 ; (5.4.12)
and 0 is arbitrary positive constant. Dene
G(s) = (sI Am) 1bm(1  C1(s)) ; (5.4.13)
e(T ) = k(sI Am) 1kL14(T ) ; (5.4.14)
0(T ) = k(sI Am) 1kgkL1krk1 + k(sI Am) 1bmkL11=
+ k(sI Am) 1bmC2(s)M(s) + (sI Am) 1BumkL1(B2 + 5(T )) :(5.4.15)
The stability condition of the L1 adaptive controller with bandwidth adaptation is
kG(s)kL1
 
L(x)x +B1 + k[bm Bum] 1k1B2 + 5(T )

+ 0 + e(T ) < x : (5.4.16)
Subtracting (5.2.1) from (5.3.1) gives us the error dynamics,
_~x(t) = Am~x(t) + ^(t)  bmf(x; t)  (t) ; ~y(t) = c>m~x(t); ~x(0) = 0 : (5.4.17)
In the rst Theorem, we analyze the performance bounds of the L1 adaptive controller.
Theorem 5.4.3. Choose T and C1(s) such that there exists x satisfying (5.4.16). Given
the system in (5.2.1) and the L1 adaptive controller in (5.3.1), (5.3.2) and (5.3.4), if
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x(0) < x and u(0) < u, then
k~xkL1  e(T ) ; (5.4.18)
kxkL1 < x ; (5.4.19)
kukL1 < u ; (5.4.20)
where e(T ) is dened in (5.4.14), x is introduced in (5.4.16), and u is introduced in
(5.4.12).
In the following Theorem, we analyze the circumstances under which the stability con-
dition in (5.4.16) will hold. For simplicity, we consider a rst order low-pass lter, i.e.
C1(s) = !1=(s+ !1) : (5.4.21)
Theorem 5.4.4. There exist a small T and large !1 that satisfy Eq. (5.4.16).
We note that G(s) is composed of a low-pass system, (sI   Am) 1bm, cascaded with a
high-pass system, (1 C1(s)). If the bandwidth of C1(s) is higher than that of (sI Am) 1bm,
then G(s) will attenuate all input frequencies, which leads to (5.7.42). This result also holds
if C1(s) is a higher order low-pass lter.
We note that T and C1(s) are design parameters for the controller. By reducing T and
increasing the bandwidth of C1(s), !1, the closed-loop system can always be made stable
regardless of the magnitude of the uncertainty bounds in Assumptions 5.2.1 and 5.2.2. The
low-pass ltering mechanism is used because the adaptive law uses fast adaptation (small
T ), which results in a high-gain feedback loop. Without the lter, high-gain feedback can
directly lead to aggressive control signals resulting in reduced robustness and time-delay
margin. For this reason, the low-pass lter bandwidth cannot be made arbitrarily large in
previous versions the L1 controller, and thus the stability condition requires an upper bound
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on the the constants L, B1, and B2. However, in the method presented in this chapter,
C1(s) simply serves to ensure that f is dierentiable. The adaptive lter in (5.3.5) takes on
the role of ensuring smooth control signals to maintain robustness and time-delay margin.
Therefore, the bandwidth of C1(s) can be made arbitrarily large, and the constants L, B1,
and B2 need only be nite for us to nd a suitable !1 for (5.4.16) to hold.
It is possible for the time-varying bandwidth, !(t), to vary with a high frequency, but
this will not lead to overly aggressive control signals since !(t) is merely the bandwidth of
a lter. It is also noted that for high frequency uncertainties, !(t) will have a large value.
This is because !(t) is proportional to the rate of change of the uncertainties, as a larger
bandwidth or faster control signal is necessary to handle high frequency uncertainties.
5.5 Simulations
Case I: Filter Performance of Timer-Varying disturbances
Firstly, a test is conducted to show the performance of the lter gain adaptation mechanism
in Eq. (5.3.5-5.3.6) and further verify the theoretical nding in Lemma 1 by comparing
the input and output signal of the newly induced lter. A chirp signal is used to show the
performance response of the new lter in gure 5.5.1, 5.5.2. It is shown that with the regular
low-pass lter in gure 5.5.1, the tracking error will increase when the signal frequency
increase. When experiencing high frequency disturbance or sharp signal introduced by
large uncertainty. The newly introduced lter in 5.5.2 will adapt it's bandwidth according
to the rate of the signal and keep the tracking error with a bound dened by  following
Lemma 1. The disturbance rejection performance comparison is shown in gure 5.5.3.
The conguration of the closed loop simulation is as following: Consider the system
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in (5.2.1) with Am =
264 2 0:9
 6  5
375, bm =
2641:2
10
375, cm = 1 0, and (t) =
2640:3 sin(0:2t)
0:1 cos(0:1t)
375.
r(t) = 5 sin(0:2t). In the implementation of the L1 adaptive controller, the integration step
is T = 10 4 s, !0 = 250 rad/s,  = 0:1, and the two low pass lters in (5.3.7) are chosen
with very large bandwidths as C1(s) =
5000
s+5000 and C2(s) =
5000
s+5000 .
In the following, the performance and time-delay margin of the controller are demon-
strated.
Case II: System Performance of Uncertainties
System Performance of Small Uncertainty: For the system with the uncertainty
f(x; t) = (0:05x1)
2 + e0:05x2 + 5x1 + 5x2 + cos(t), the simulation results of the L1 adaptive
controller with lter bandwidth adaptation are shown in Fig. 5.5.4. Fig. 5.5.4a shows the
tracking performance of the system output. It can be seen that the tracking error remains
at a small value. Even though the magnitude of !(t) varies, the control input, u(t), is still
smooth, as shown in Fig. 5.5.4b.
System Performance of Large Uncertainty: The simulation results for the same
controller with the larger uncertainty f(x; t) = (0:2x1)
2 + e0:2x2 + 20x1 + 20x2 + cos(t) are
shown in Fig. 5.5.5. As shown in Fig. 5.5.5a , the controller still obtains desirable tracking
performance with a small tracking error.
Both Fig. 5.5.4 and 5.5.5 demonstrate that the bandwidth adaptation mechanism is
able to handle uncertainties of various magnitudes and rates.
Time-Delay Margin: As stated in [188], the low-pass lter design can maintain
robustness while introducing fast adaptation to the system. The time-delay margin can be
tuned by selection of the low-pass lters C1(s) and C2(s). The choice of these xed low-
pass lters directly aects the time-delay margin of the system. Bandwidth adaptation can
reduce the tuning process of choosing the proper bandwidth to maintain robustness. The
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Figure 5.5.1: Simulation results of a conventional low-pass lter with chirp reference
signal.
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Figure 5.5.2: Simulation results the newly induce lter bandwidth adaptation
mechanism with chirp signal.
time-delay margins are 0.0047 seconds for the system with small uncertainty and 0.0031
seconds for the system with large uncertainty.
For the L1 adaptive controller with xed low-pass lter bandwidth, the control law
design in (5.3.4) is changed to u(s) = kgr(s)  f (s) with xed bandwidth low-pass lters,
and the low pass lters have been chosen as C1(s) =
500
s+500 and C2(s) =
500
s+500 . For the
L1 adaptive controller with xed low-pass lter bandwidth, the time-delay margin of the
closed-loop system with the small uncertainty is 0.0023 seconds, while the time-delay margin
of the closed-loop system with the large uncertainty is 0.0029 seconds. Without tuning
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Figure 5.5.3: Simulation results the newly induce lter bandwidth adaptation
mechanism with chirp signal.
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Figure 5.5.4: Simulation results of controller with lter bandwidth adaptation for the
systems with the small uncertainty.
the bandwidth of the low-pass lters, the L1 adaptive controller with lter bandwidth
adaptation can provide a better time-delay margin for the system.
5.6 Summary
This chapter presents an L1 adaptive controller that uses a new bandwidth adaptation
method to increase the range of uncertainties that can be handled by a single controller
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Figure 5.5.5: Simulation results of controller with lter bandwidth adaptation for the
system with the large uncertainty.
design. This is an important improvement for applications because the Lipschitz constant on
uncertainties may be too high for the low-pass lter bandwidth to handle without seriously
reducing the system's robustness and time-delay margin. Filter bandwidth adaptation is a
new fundamental technique that can be applied to any other existing L1 controller, such as
those designed for MIMO [192], output feedback [193, 194]. The theoretical analysis given
here shows that the system is stable, and simulation results verify that tracking performance
is maintained for systems with dierent uncertainties. Additionally, simulation results show
an increase in the time-delay margin of the system when bandwidth adaptation is used.
5.7 Appendix
Proof of Lemma 5.4.1: Since f (0) = 0 and uf (0) = 0, we have uf (0)   f (0) =
0. Considering the following Lyapunov candidate function V (t) = (uf (t)   f (t))2=2; we
obtain _V = ( _uf (t)  _f (t)) (uf (t)  f (t)). Substituting in (5.3.5) and (5.3.6) yields _V =
 !(t) (uf (t)  f (t))2   _f (t) (uf (t)  f (t))
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=   (!0 + j _f (t)j) (uf (t)  f (t))2   _f (t) (uf (t)  f (t)). Then, we can further obtain
_V <  j _f (t)j (uf (t)  f (t))2   _f (t) (uf (t)  f (t))
<  j _f (t)j

(uf (t)  f (t))2 + sgn( _f (t))(uf (t)  f (t))

: (5.7.1)
For any t such that
V (t)  1=(22) ; (5.7.2)
we have juf (t) f (t)j  1=. Multiplying both sides by p and then subtracting 1=(2p)
from both sides gives us
p
juf (t)  f (t)j   1=(2p)  1=(2p) : (5.7.3)
The left-hand side of (5.7.3) can be rewritten as jp(uf (t) f (t))j j sgn( _f (t))=(2p)j.
Then using the properties of the absolute value, we can obtain jp(uf (t)   f (t)) +
sgn( _f (t))=(2
p
)j  1=(2p). Squaring both sides and subtracting 1=(4) yields
p
(uf (t) 
f (t)) + sgn( _f (t))=(2
p
)
2   1=(4p)  0. Multiplying out the squared term gives us
(uf (t)  f (t))2 + sgn( _f (t))(uf (t)  f (t))  0 : (5.7.4)
Combining (5.7.1) and (5.7.4), we note that if (5.7.2) holds, then _V (t)  0. Since V (0) = 0,
we have V (t)  1=(22) ; 8t  0, and thus juf (t) f (t)j  1= ; 8t  0, which proves lemma
5.4.1. 
Proof of Lemma 5.4.2: Let
q() = eAm(T )() : (5.7.5)
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The boundary of _q() can be derived as following:
_q() =
d
d

eAm(T )()

= eAmT
d
d
 
e Am

() + eAmT e Am
d
d
(())
=  eAmTAme Am() + eAmT e Am _() : (5.7.6)
Using (5.7.6) and the denition of 0(T ) together with the bounds of () and _(), we
have k _q()k  0(T )b + 1(T )bd : It follows from the denition of dq in (5.4.2) that
k _q()k  dq (5.7.7)
Eqn (5.4.1) can be written as Z T
0
q()d = " : (5.7.8)
Consider the ith element of equation in (5.7.8), we have
Z T
0
qi()d = "i : (5.7.9)
Since q() is continuous, for any T , there exists ti 2 [0; T ] such that qi(ti) = "i=T , the vari-
able qi() can be rewritten as follows qi() = qi(ti)+
R
ti
_qi()d. Since    ti  T . Applying
the results in (5.7.7) we have qi()  "i=T + Tdq. As a result kq()k  k"k =T +
p
nTdq. It
follows from the denition in (5.7.5) that () =

eAm(T )
 1
q() = e AmT eAmq(). The
bound can be further derived as
k()k  2(T ) kq()k  2(T )
  k"k =T +pnTdq, which completes the proof. 
Proof of Theorem 5.4.3: The proof will be done by contradiction. Assume that (5.4.19)
and (5.4.20) are not true. Since x(0) < x; u(0) < u, and x(t); u(t) are continuous, then
there exists t0 such that
x(t0) = x or u(t0) = u ; (5.7.10)
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while
kxt0kL1  x ; kut0kL1  u : (5.7.11)
Dene 0(t) = bmf(x(t); t) + (t). It follows from (5.4.17) that ~x(iT + t) = e
Amt~x(iT ) +R t
0 e
Am(t )^(iT )d   R t0 eAm(t )0(iT + )d , which implies that
~x((i+ 1)T ) = (5.7.12)
eAmT ~x(iT ) +
Z T
0
eAm(T )^(iT )d  
Z T
0
eAm(T )0(iT + )d:
Substitution of the adaptive law (5.3.2) into (5.7.13) results in
~x((i+ 1)T ) =  
Z T
0
eAm(T )0(iT + )d : (5.7.13)
It follows from Assumptions 5.2.1 and 5.2.2 and (5.7.11) that
jf(x(t); t)j  L(x)x +B1 ; (5.7.14)
and thus
k0(t)k  kbmk(L(x)x +B1) +B2 ; (5.7.15)
for t 2 [0; t0]. By using the denitions in (5.4.3) and (5.4.4), it follows from (5.7.13) and
(5.7.15) that the following upper bound holds:
k~x((i+ 1)T )k  (T )(kbmk(L(x)x +B1) +B2)  (x; T ) ; (5.7.16)
for (i+ 1)T 2 [0; t0].
In what follows, we derive the bound of ^(iT ). Since Am is a hurwitz matrix, eqn (5.3.2)
can be written as ^(iT ) =

eAmT   I 1AmeAmT ~x(iT ). It follows from the denition of
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1(T ), 2(T ) in (5.4.5), (5.4.6) and eqn (5.7.16) that
k^(iT )k  2(T; x) : (5.7.17)
In what follows, we characterize the bounds of k^(iT + )  0(iT + )k1. First, we derive
the bounds of _0(t). For any t 2 [0; t0], it follows from (5.7.11) that k _x(t)k1  1. where
1 is dened in (5.4.8). Assumption 5.2.3 further implies
df(x(t);t)dt   dfx(x)1 + dft(x),
and thus
k _0(t)k1  2 ; (5.7.18)
Let
() = 0(iT + )  ^(iT ) : (5.7.19)
It follows from (5.7.15), (5.7.17) and the denition in (5.4.7) that
k()k  kbmk(L(x)x +B1) +B2 + 2(T; x) = b(T; x) : (5.7.20)
It follows from (5.7.18) and denition in (5.7.19) that
 _()  2: (5.7.21)
According to the choice of adaptive law (5.3.2), we have eAmT ~x(iT )+
R T
0 e
Am(T )^(iT )d =
0. we further obtain that
~x(iT ) = (I  eAmT )~x(iT ) 
Z T
0
eAm(T )^(iT )d
=  
Z T
0
eAm(T )(^(iT ) +Am~x(iT ))d : (5.7.22)
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It follows from (5.7.13) that
~x(iT ) =  
Z T
0
eAm(T )0((i  1)T + )d : (5.7.23)
Hence, (5.7.22) and (5.7.23) imply
R T
0 e
Am(T )0((i   1)T + )d =
R T
0 e
Am(T )(^(iT ) +
Am~x(iT ))d , which further implies that
R T
0 e
Am(T )(^(iT )  0((i  1)T + ))d =
  R T0 eAm(T )Am~x(iT )d . Let " =   R T0 eAm(T )Am~x(iT )d . Combing (5.7.20), (5.7.21),
it follows from Lemma 5.4.2, we have
k()k  2(T )
  k"k =T +pnTdq = 2(T )  R T0 eAm(T )Am~x(iT )d =T +pnTdq. Since
(5.7.20) and (5.7.21) holds for any i such that (i+ 1)T  t0, we have
k^(t)  0(t)k1  4(T ) ; t 2 [0; t0] ; (5.7.24)
where 4(T ) is dened in (5.4.10). Dene
h
1(t) 2(t)
iT
=
h
f(x(t); t) 0
iT
+ [bm Bum]
 1(t) : (5.7.25)
It can be veried that 0(t) = [bm Bum]
h
1(t) 2(t)
iT
. Since
^(t) = [bm Bum]
h
1(t) 2(t)
iT
, we have
h
^1(t) ^2(t)
iT
 
h
1(t) 2(t)
iT
= [bm Bum]
 1(^(t)  0(t)) : (5.7.26)
It follows from (5.7.24) and (5.7.26) that
h ^1(t) ^2(t) iT   h 1(t) 2(t) iT
1
 5(T ) ;8t 2 [0; t0] ; (5.7.27)
where 5(T ) is dened in (5.4.11). Following the denition of 1 norm, Eq. (5.7.27) implies
k(^1   1)t0kL1  5(T ) ; k(^2   2)t0kL1  5(T ) : (5.7.28)
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The control law in (5.3.4) can be written as
u(t) = kgr(t)  (uf (t)  f (t))  f (t) ; (5.7.29)
Substituting (5.7.29) into (5.3.3) yields
_^x(t) = Amx^(t) + bmkgr(t)  bm(uf (t)  f (t)) +
bm( f (t) + ^1) +Bum^2 : (5.7.30)
It follows from (5.3.7) that
 f (s) + ^1(s) = (1  C1(s))^1(s)  C2(s)M(s)^2(s) : (5.7.31)
Substituting (5.7.31) into (5.7.30) yields
x^(s) = (sI Am) 1bmkgr(s) + (sI Am) 1bm(1  C1(s))^1(s)
  (sI Am) 1bm(uf (s)  f (s))  (sI Am) 1bmC2(s)M(s)^2(s) + (sI Am) 1Bum^2(s),
and thus
kx^t0kL1  kG(s)kL1k^1t0kL1 + kt0kL1 ; (5.7.32)
where G(s) is dened in (5.4.13) and (t) is signal with its Laplace transformation (sI  
Am)
 1bmkgr(s)   (sI   Am) 1bmC2(s)M(s)^2(s)   (sI   Am) 1bm(uf (t)   f (t)) + (sI  
Am)
 1Bum^2(s). It follows from (5.7.14) and (5.7.25) that
k1t0kL1  L(x)x +B1 + k[bm Bum] 1kL1B2 : (5.7.33)
Since k^1t0kL1  k1t0kL1 + k(^1   1)t0kL1 , It follows from (5.7.33) and (5.7.28) that
k^1t0kL1  L(x)x +B1 + k[bm Bum] 1k1B2 + 5(T ) ; k^2t0k  B2 + 5(T ) : (5.7.34)
It follows from Lemma 5.4.1, (5.4.15) and (5.7.34) that kt0kL1  0, and thus (5.7.32)
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implies
kx^t0kL1  kG(s)kL1
 
L(x)x +B1 + k[bm Bum] 1kL1B2 + 5(T )

+ 0 : (5.7.35)
Following (5.4.16) and (5.7.35), we obtain
kx^t0kL1 < x   e(T ) : (5.7.36)
It follows from (5.4.17) and (5.7.24) that
k~xt0kL1  e(T ) ; (5.7.37)
where e(T ) is dened in (5.4.14). Since x(t) = x^(t)   ~x(t), we have kxt0kL1  kx^t0kL1 +
k~xt0kL1 , which combined with (5.7.36) and (5.7.37) leads to
kxt0kL1 < x : (5.7.38)
It follows from Lemma 5.4.1 and (5.7.29) that
kut0kL1  jkgjkrkL1 + 1=+ kft0kL1 ; (5.7.39)
and it follows from (5.3.7) that
kft0kL1  kC1(s)kL1(L(x)x +B1 + k[bm Bum] 1kL1B2 + 5(T )) +
kC2(s)M(s)kL1(B2 + 5(T )) : (5.7.40)
Combining (5.7.39) and (5.7.40) yields
kut0kL1 < u ; (5.7.41)
where u is dened in (5.4.12).
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Note that (5.7.38) and (5.7.41) contradict (5.7.11) and thus (5.4.19) and (5.4.20) must
be true. Furthermore, (5.4.18) follows from (5.7.37) directly since (5.4.19-5.4.20) hold. This
concludes the proof. 
Proof of Theorem 5.4.4: For the rst order low-pass lter in (5.4.21), it follows from
\Verifying the L1-Norm Bound" part in [187] that
lim
!!1 kG(s)kL1 = 0 : (5.7.42)
Following the denitions of (T ) in (5.4.3), (x; T ) in (5.4.4) and 4(T ) in (5.4.10), it can
be easily veried that lim
T!0
(T ) = 0, lim
T!0
(x; T ) = 0 and lim
T!0
4(T ) = 0. Then, we can
further obtain that
lim
T!0
5(T ) = 0 ; (5.7.43)
lim
T!0
0 = k(sI Am) 1kgkL1krk1 + k(sI Am) 1bmkL11=
+ k(sI Am) 1bmC2(s)M(s) + (sI Am) 1BumkL1B2 ; (5.7.44)
lim
T!0
e(T ) = 0 ; (5.7.45)
For any x such that
x > 0 + e(T ) ; (5.7.46)
if
kG(s)kL1 <
x   0   e(T )
L(x)x +B1 + k[bm Bum] 1k1B2 + 5(T ) ; (5.7.47)
(5.4.16) can always be satised. Reducing T , it follows from (5.7.45) that there exists a
nite positive x satisfying (5.7.46) and hence
x 0 e(T )
L(x)x+B1+k[bm Bum] 1k1B2+5(T ) is a nite
positive number. Hence, it follows from (5.7.42) and (5.7.47) that (5.4.16) can always be
satised by increasing ! and reducing T . Therefore, it follows from Theorem 5.4.3 that the
entire closed-loop system can always be made stable with a small enough value of T and a
large enough value of !1. 
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Chapter 6
Adaptive Control for Systems with
Output Constraints Using an
Online Optimization Method
6.1 Introduction
In practical applications of control engineering, systems are commonly subject to con-
straints. These include, input constraints due to physical actuator limits and state or
output constraints resulting from material or structural limits of the plant. A good exam-
ple is ight envelope protection [195{197], if the controller is unable to maintain the aircraft
within its ight envelope it could yield catastrophic results. This chapter analyzes linear
time-invariant systems in the presence of non-linear time-varying matched uncertainties
subject to output constraints. The results can also be extended to systems including non-
minimum phase output constraints which present serious challenges to control engineers in
industry today.
Due to industry demand, much research has been conducted on control problems with
the presence of input, state, or output constraints. For constrained systems, Model Pre-
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dictive Control (MPC) [198, 199] has gained signicant popularity in both academia and
industry. This is because the MPC method makes it convenient to introduce constraints
into the problem formulation. Although, the presence of active constraints may yield closed-
loop system instability. Some earlier analysis on the stability and performance of MPC
algorithms in the presence of system constraints include [200,201] a more detailed historical
review of MPC stability analysis can be found in [202]. Constraint softening schemes have
been established to address closed loop instability issues [203{205]. Contractive model pre-
dictive control [206] is also shown to improve closed loop stability by adding an additional
state constraint. However, when systems demonstrate non-minimum phase characteristics
constraint softening methods may have reduced performance. An extension of constraint
softening which also employs time dependent weightings on the objective functions to im-
prove controller performance is found in [207]. Though, these methods do not suciently
consider the eects of unknown disturbances and/or uncertainties which are often present
in complex systems.
Introducing disturbances or uncertainty into the system can destabilize predictive con-
trol schemes. As model predictive control theory matured research activities began to
investigate robust model predictive control where disturbances and/or uncertainties are in-
cluded in the problem formulation. In [208] a modied min-max problem for guaranteeing
robust stability for a set of nite impulse response (FIR) models was developed. This work
provides some of the rst analysis to explicitly deal with system uncertainty though is ap-
plicable to a very specic class of systems. A less restrictive framework which implements
linear matrix inequalities (LMI) for systems with polytopic uncertainty was investigated
in [209]. A more general set of polytopic uncertain systems was addressed through an im-
proved LMI based approach by employing multiple Lyapunov functions in [210]. Similar to
system uncertainties, disturbances can also present challenges in regards to stability. A pre-
dictive control scheme in the presence of persistent input disturbances through constraint
restrictions is presented in [211]. Though, plants are usually subject to both input and out-
put disturbances i.e. measurement noise. A scheme using a combination of a stable state
estimator (Luenberger observer) and a tube based model predictive controller to control
constrained systems in the presence of unknown input and output disturbances was devel-
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oped in [212] which was later extended to include a time-varying state estimator presented
in [213]. Though, many of these methods have large on-line computational demands, o-line
schemes have been investigated to reduce the computational burden in [214,215].
While signicant progress has been made in dealing with constrained systems subject
to uncertainties, they do not address systems subject to time-varying non-linear uncertain-
ties. The controller proposed in this chaptere consists of two major components. The rst
component is the L1 controller [5]. In this architecture, fast adaptation and satisfactory
transient response are delivered with stable tracking performance in the presence of un-
known high-frequency gain, time-varying unknown parameters and time-varying bounded
disturbances [37,148]. The L1 control law consists of two components, the reference track-
ing component and the uncertainty cancellation component. In our proposed scheme, the
uncertainty cancellation component is always active whereas the tracking component is sub-
ject to a switching logic. The second component employs a nite prediction horizon similar
to that found in other predictive control schemes. The control signal space for the predic-
tion horizon optimization is limited to rst order hold trajectories. At each sampling time
the nite prediction horizon optimization nds a feasible solution set which can maintain
minimum-phase and non-minimum phase output constraints. By tuning the time horizon
it is possible to prevent output violations for not only low order systems but also high order
systems with slower dynamics. The controller will remain in the tracking mode (L1 refer-
ence tracking component) as long as the feasible solution set space is a nite volume (i.e.
a non-unique non-empty solution set). Though, if the feasible solution set space reduces to
zero the control law switches from the tracking mode to the rst order hold dictated by the
nite prediction horizon optimization. The control sequence is applied until the optimiza-
tion returns to a non-empty solution set. The online optimization can be formulated into a
linear program (LP) for which many ecient solver strategies have been developed.
The chapter is organized as follows. Section 6.2 provides the problem formulation.
Section 6.3 presents the adaptive law and control law. Section 6.4 provides analysis for the
L1 adaptive controller. Section 6.5 includes simulation results for the proposed controller.
Finally, Section 6.6 discusses a summary of the theoretical framework presented and results.
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6.2 Problem Formulation
Consider the following nth order multiple-input multiple-output (MIMO) system with full
state feedback:
_x(t) = Ax(t) +B(u(t) + (t))
y(t) = CTx(t)
yc(t) = Ccx(t) x(0) = 0 ; (6.2.1)
where x 2 Rn is the system state vector (measurable), u 2 Rp is the control signal. B 2 Rnp
is a known constant matrix, yr 2 Rnr is the tracking output, yc 2 Rnc is the constrained
output. A is a known n n Hurwiz matrix, (A;B) is controllable, (t) = f(t; x(t)) 2 Rp is
the unknown uncertainty subject to the following assumption:
Assumption 6.2.1. There exist constants L > 0 and L0 > 0 such that the following
inequalities hold uniformly in t  0:
kf(t; x1)  f(t; x2)k1  Ljjx1   x2jj1 + L0 : (6.2.2)
Assumption 6.2.2. There exist constants L1 > 0, L2 > 0 and L3 > 0 such that the
following inequalities hold uniformly in t  0:
k _(t)k1  L1k _x(t)k1 + L2kx(t)k1 + L3 : (6.2.3)
Remark 6.2.3. The Assumptions 6.2.1 and 6.2.2 are the global Lipschitiz condition [138]
page93. This two assumptions ensure the solution of an ODE system exist. In this chapter,
Assumption 6.2.1 and 6.2.2 particularly ensure the signals (t) and _(t) are bounded by
the state variable x(t) and derivative of the state variable _x(t).
The control objective is to design an adaptive state feedback control signal u(t) such
that the system output yr(t) tracks reference input r(t) following a desired reference system
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yr(s)  cT (sI  A) 1B and maintain the output yc(t) within certain limits
Pmin(i)  yci(t)  Pmax(i). yci(t) indicates the ithelement in the vector yc, and Pmin(i),
Pmax(i) are the lower and upper bounds for yci(t), 8 t  0. Without loss of generality, we
suppose there exist constants Br and Bdr that:
jjr(t)jj1 < Br; jj _r(t)jj1 < Bdr : (6.2.4)
6.3 L1 Adaptive Controller
In this section, we introduce a novel control law design into the L1 adaptive architecture to
handle the output constraints problem. The entire controller consists of the state predictor,
adaptive law and control law. In what follows, we introduce each controller component
separately.
6.3.1 State Predictor
The state predictor together with the adaptive law are designed for fast estimation of the
unknown disturbance (t). We consider the following state predictor
_^x(t) = Ax^(t) +Bu(t) + ^(t);
y^(t) = CT x^(t); x^(0) = x0 (6.3.1)
where ^(t) is dened in following adaptive law:
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6.3.2 Adaptive Law
The piece-wise constant adaptive law is used in this chapter in order to make x^(t) track
x(t). The update law for ^(t) is given by
^(t) = ^(iT ); t 2 [iT; (i+ 1)T ]
^(iT ) =   1(T )eAT ~x(iT ); i = 0; 1; 2; 3::: (6.3.2)
where ~x(t) = x(t)   x^(t) is the estimation error vector of the state predictor and (T ) is
dened as: (T ) =
R T
0 e
A(T )d . The adaptive law drives ~x(t) to be small and as a result,
^(t) will approach Bf(t; x(t)) (Details in lemma 6.4.2). The information of ^(t) will be
used in the control law design.
6.3.3 Control Law
The overall control law design consists of two components as shown in Figure 6.3.1. The
Figure 6.3.1: Control architecture
rst component aims at correcting the plant with unknown disturbances and nonlinear-
ities present to a nominal plant, namely, disturbance rejection control law. The second
component is the output constraint violation avoidance control law, when an output is in
danger of violating a constraint in the prediction horizon, the control objective changes from
the tracking objective to the output constraint violation avoidance objective. The overall
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control law is dened as follows:
u(t) = u1(t) + u2(t) : (6.3.3)
For the convenience of the analysis, the state predictor described in (6.3.1) can be separated
into the following two subsystems x^1(t) and x^2(t) in (6.3.4) and (6.3.6)
_^x1(t) = Ax^1(t) +Bu1(t) + ^(t);
y^1(t) = C
T x^1(t): (6.3.4)
Letting
u2(t) := u(t)  u1(t); x^2(t) := x^(t)  x^1(t); y^2(t) := y^(t)  y^1(t): (6.3.5)
substituting (6.3.4) and (6.3.5) into (6.3.1), yields:
_^x2(t) = Ax^2(t) +Bu2(t) ;
y^2(t) = C
T x^2(t) : (6.3.6)
Let x1(t) := x(t)  x^2(t) using eqn (6.2.1), we have
_x1(t) = Ax1(t) +B
 
u1(t) + (t)

;
y1(t) = C
Tx1(t): (6.3.7)
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Disturbance Rejection Control Law
The control law u1(t) is a controller of the state predictor designed to cancel the eects of
the disturbance (t) in (6.3.7):
u1(t) =  C(s)(BTB) 1BT ^(t) ; (6.3.8)
where C(s) is a low-pass lter array to lter the control signal.
Remark 6.3.1. The objective of adaptive law is to make the adaptive parameter ^(t)
approach the real disturbance (t). The eects of the control law u1(t) cancels the eects
of (t) and as a result x^1(t) in (6.3.4) and x1(t) in (6.3.7) will become very small. Since
x(t) = x1(t)+x^2(t), the system response x(t) in (6.2.1) is transformed very similar to x^2(t)in
(6.3.6). The bound of x1(t) will be discussed later.
Constraint Violation Avoidance Control Law
The control law u2(t) is designed for the system with constraints. Since the control law
u1(t) has already canceled the unknown disturbances and transformed the system dynamic
close to (6.3.6) which has been discussed in Remark 3.1. The constraint violation avoidance
control law is designed based on system (6.3.6) with no uncertainties.
The control objective is to make yr(t) track a desired reference signal r(t) with reasonable
performance. While maintaining output constraints Pmin(i)  yci(t)  Pmax(i),
i = 1; 2; 3; :::n, 8 t  0, where yc is dened in (6.2.1).
There are two working modes for the u2(t), namely tracking mode and Constraint
Violation Avoidance Mode (CVAM). The system normally works in the tracking mode if
there is no risk to violate the constraints in the prediction horizon. The CVAM mode is
designed to avoid the constraints violation. The switching logic between two modes is based
on a online optimization program. The details of the control law u2 is introduced in the
following procedures:
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At rst, we need to design a predicting diagram for the constrained output. For the
issue of output prediction, the most critical part is the trajectory of the control signal. We
conne the CVAM control signal space to a rst-order hold trajectory, which is
uc(t0; t0 + ) = u(t0) +  ; (6.3.9)
where  2 Rp is an unknown vector to be determined. Note that upon switching, the control
signal remains continuous. In the following, the selection of parameters  and switching
time are discussed.
With the deterministic known system obtained in (6.3.6), the output at each time could
be calculated based on the control signal which will be dened later in (6.3.27). Consider
N time points ahead of current time instant t (including the current time instant), we can
derive the output at each time point as follows. Without loss of generality, we could assume
u0 as the current control signal u(t0) = u0 and x(t0) as the current state value. In the next
section, the time domain analysis will be introduced to derive the control law.
To introduce the control law u2(t). The following analysis is need. Assume the control
law uc(t) is activated at time t0 on system (6.3.6). During time t 2 [t0; t0+ t1], the behavior
of the system is governed by the following equation:
x(t0 + t1) = e
A(t1)x(t0) +
Z t1
0
eA(t1 ))dBu(t0)
+
pX
i=1
Z t1
0
eA(t1 ))(I)dBii (6.3.10)
yc(t0 + t1) = Ccx(t0 + t1)
= Cce
A(t1)x(t0) + Cc
Z t1
0
eA(t1 ))dBu(t0) (6.3.11)
+
pX
i=1
Cc
Z t1
0
eA(t1 ))(I)dBii :
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Dene
f0(t1) = Cce
A(t1) (6.3.12)
fu(t1) = Cc
Z t1
0
eA(t1 ))dB (6.3.13)
fi(t1) = Cc
Z t1
0
eA(t1 ))(I)dBi : (6.3.14)
We have
yc(t0 + t1) = f0(t1)x(t0) + fu(t1)u(t0) +
pX
i=1
fi(t1)i : (6.3.15)
Similarly if we consider N points at t+ t1,t+ t2,...t+ tN ,
yc(t0 + t1) = f0(t1)x(t0) + fu(t1)u(t0) +
pP
i=1
fi(t1)i
yc(t0 + t2) = f0(t2)x(t0) + fu(t2)u(t0) +
pP
i=1
fi(t2)i
...
...
yc(t0 + tN ) = f0(tN )x(t0) + fu(tN )u(t0) +
pP
i=1
fi(tN )i ;
(6.3.16)
where tN is the prediction time horizon.
Consider the system with upper boundary Pmax 2 Rq2 , and lower boundary Pmax 2 Rq2.
At each horizon time step, there exists the following inequality.
Pmin(i)  yci(t)  Pmax(i); i = 1; 2; :::N; 8 t  0 : (6.3.17)
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The equation (6.3.17) can be written into the following matrix form:
Pmin  A1 +A2  Pmax ; (6.3.18)
where
A1 =
26666664
f1(1) f2(1)    fp(1)
f1(2) f2(2)    fp(2)
...
...
. . .
...
f1(N ) f2(N )    fp(N )
37777775 (6.3.19)
A2 =
26666664
f0(t1)x(t0) + fu(t1)u(t0)
f0(t2)x(t0) + fu(t2)u(t0)
...
f0(tN )x(t0) + fu(tN )u(t0)
37777775 : (6.3.20)
Dening a feasible set S,
S = fj 2 Rp; Pmin  A1 +A2  Pmax; j(i)j  max(i)g ; (6.3.21)
where j(i)j represents the absolute value of the ith element in , and max(i) indicates the
rate saturation of the ith control signal. The volume of the feasible set is given by
V(t) =
Z Z
  
Z
2S
dV (6.3.22)
at time instant t.
For the switching logic, we need to introduce a state variable  to indicate the mode:
(t) =
8<: 1; V > 02; V = 0 ; (6.3.23)
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where (t) = 1 indicates tracking mode and (t) = 2 indicates holding mode. The switching
time t0 records the most recent time at which (t) switches from 1 to 2 as follows:
t0 = maxft0jt0 2 R; (t0) = 2; (t0 ) = 1g : (6.3.24)
The switching logic of the control signal is given by
u2(t) = ur(t); if (t) = 1 ;
u2(t) = uc(t; t0); if (t) = 2 ;
(6.3.25)
where
ur(t) = kgr(t) (6.3.26)
uc(t; t0) = u2(t0) + (t  t0) : (6.3.27)
kg in (6.3.26) is a gain matrix to ensure that the diagonal elements of the transfer matrix
C(sI  A) 1Bkg have DC gain equal to one, while the o-diagonal elements have zero DC
gain.
Remark 6.3.2. The switching logic is based on the existence of the feasible set S in (6.3.21).
An online linear optimization algorithm is employed to indicate if the feasible set S is empty
or non-empty.
The linear optimization is dened as follows:
Maximize: wT
Subject to: Pmin  A1 +A2  Pmax ; (6.3.28)
where the vector w can be any non-zero value. In this chapter, we concern more about the
volume of the feasible set S. The switch time t0 happens when the linear optimization in
(6.3.28) returns no solution, which means the volume of the feasible set S is zero from time
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t0. As a result, the control law u2 switches to uc at time t0. The control parameter  can
be chosen from the last non-empty set S.
Assumption 6.3.3. When the switching occurs at t0, there exists a nite time tc with
upper bound tc < tN that the control signal uc(t; t0); t 2 [t0; t0 + tc] in (6.3.27) can make
the feasible set S nonempty at tc, where S is dened in (6.3.21) and tN is the prediction
horizon in (6.3.16).
Assumption 6.3.4. (Stability Condition) The choice of the low-pass lter C(s) needs to
ensure
jj(sI  A) 1B(1  C(s))jjL1L < 1 : (6.3.29)
Remark 6.3.5. Assumption 6.3.3 ensures that the switching occurs in a nite time. So
that the control signal can switch back to ur in (6.3.26) within a nite time. Assumption 3.1
also introduces a restriction on the system for the approach in this chapter. Assumption
6.3.3 is required to to derive the stability of the system by small gain theorem. Other
than this stability condition, the sampling time T needs to salsify (6.4.59) and (6.4.60), the
existence of T will be proved in Lemma 6.4.6.
6.4 Analysis of L1 Adaptive Controller with Out-
put Constraints
This section is organized as follows:
 Lemma 6.4.1 derives the bounds of the system x^2(t) dened in (6.3.6), the ideal
system dynamic without disturbances, which is governed by the constraint violation
avoidance control u2.
 Lemma 6.4.2 and Lemma 6.4.3 analyze the performance of the adaptive law under
the condition jjxt1 jjL1  x and jjut1 jjL1  u. Later in theorem 6.4.8, this condition
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is proved to be true.
 Lemma 6.4.5 analyzes the bound of the system state under the condition jjxt1 jjL1 
x and jjut1 jjL1  u.
 Lemma 6.4.6 gives the stability condition of the controller.
 Theorem 6.4.8 proves the stability of the system kxkL1  x. Therefore, making the
condition jjxt1 jjL1  x and jjut1 jjL1  u true in Lemma 6.4.2 and Lemma 6.4.3.
Hence, Lemma 6.4.2 gives the bounds of k~xkL1 .
 Theorem 6.4.9 analyzes the bound of the constraint violation.
Dene
x2 := k(sI A) 1BkL1(kkgkL1Br + tNB) (6.4.1)
where B is the maximum absolute value of max(i) i = 1; 2; :::p and tN is dened in
(6.3.16).
Lemma 6.4.1. For the system dened in (6.3.6) is subject to the control law of u2(t) dened
in (6.3.25),
kx^2kL1  x2 : (6.4.2)
Proof From Assumption 6.2.2, and the constraint on the control signal uc in (6.3.21)
we can derive that the control signal uc is bounded as
kuc(t)k1  ku2(t0)k1 + tNB ; (6.4.3)
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where B =
NP
i=1
jmax(i)j and max(i) is the rate limitation of the control signal uc(t). Since
u2(t0) = kgr(t0), Substituting the bound of r(t) in (6.2.4), we have
ku2(t0)k1  kkgkL1Br : (6.4.4)
It follows from (6.4.3) that
kuc(t)k1  kkgkL1Br + tNB : (6.4.5)
Using the denition of u2 in (6.3.25), we have u2 = ur or u2 = uc. The bound of ur has
already been considered in the rst term of (6.4.5). We have the bound of u2:
ku2kL1  kkgkL1Br + tNB : (6.4.6)
Since A is Hurwitz, the system in (6.3.6) has the following performance bound
kx^2kL1  k(sI A) 1BkL1(kkgkL1Br + tNB) : (6.4.7)
Considering the denition of x2 in (6.4.1), thus kx^2kL1  x2 which completes the proof.
Let:
(T ) :=
Z T
0
eAB d (6.4.8)
0(T; x) := (T )(Lx + L0)
p
n ; (6.4.9)
bd(x) := L(kAkL1x + kBkL1u + Lx + L0) + L2(Lx + L0) + L3 ; (6.4.10)
1(T; x; u) :=
q
max(A>mAm)0(T; x) + 2bd(x)T
p
n ; (6.4.11)
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2(T; x; u) :=
p
njj(sI  A) 1jjL11(T; x; u) ; (6.4.12)
~ := ^(t) B(t) : (6.4.13)
Lemma 6.4.2. Considering the system described in (6.2.1) together with the state predictor
(6.3.1), adaptive law (6.3.2) and control law (6.3.3), if the truncated L1 norm jjxt1 jjL1 
x, jjut1 jjL1  u for any time t1  0, we have
jj~t1 jj  1(T; x; u); jj~xt1 jj  2(T; x; u) : (6.4.14)
Proof Subtracting (6.3.1) from (6.2.1), we get
_~x(t) = A~x(t) + ^(t) B(t): (6.4.15)
The solution of (6.4.15) in [(i  1)T; (i  1)T + t]; t 2 [0; T ] is
~x((i  1)T + t) = eAt~x (i  1)T + Z (i 1)T+t
(i 1)T
eA
 
(i 1)T+t 

^((i  1)T )d
 
Z (i 1)T+t
(i 1)T
eA((i 1)T+t )B()d (6.4.16)
= eAt~x((i  1)T ) +
Z t
0
eA(t )^((i  1)T )d   (6.4.17)Z (i 1)T+t
(i 1)T
eA((i 1)T+t )B()d :
When t = T , it follows from (6.4.17) that
~x(iT ) = eAT ~x
 
(i  1)T + Z iT
(i 1)T
eA
 
(i 1)T+t 

^
 
(i  1)T d
 
Z iT
(i 1)T
eA
 
(i 1)T+t 

B()d: (6.4.18)
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According to the choice of adaptive law in (6.3.2), we have
eAT ~x
 
(i  1)T + Z iT
(i 1)T
eA(iT )^(iT )d = 0 : (6.4.19)
It follows from (6.4.18) that
~x(iT ) =  
Z iT
(i 1)T
eA(iT )B()d : (6.4.20)
Taking the norm of (6.4.20)
k~x(iT )k =

Z iT
(i 1)T
eA(iT )B()d


Z iT
(i 1)T
eA(iT )B k()k d

Z iT
(i 1)T
eA(iT )B k()k1pnd

Z iT
(i 1)T
eA(iT )B dkiT kL1pn
=
Z T
0
eAB dkiT kL1pn
= (T )kiT kL1
p
n ; (6.4.21)
where kiT kL1 represents the truncated L1 norm of signal (t) at time iT and
 2 [(i  1)T; iT ].
In eqn (6.4.21), we have a conversion between the 1 norm and 2 norm. The following
inequalities are used:
kxk1  kxk2 ;
kxk2  kxk1
p
n ; (6.4.22)
where n is the dimension of the vector x. The Assumption 6.2.1 is dened in 1 norm.
Hence, we need to convert it to 2 norm by multiplying
p
n in the end of the equation
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(6.4.21).
Using Assumption 6.2.1 in (6.4.21)
k~x(iT )k  (T )(L kxiT kL1 + L0)
p
n : (6.4.23)
Using the condition of this Lemma jjxt1 jjL1  x in (6.4.23), for all i while iT < t1, we have
k~x(iT )k1  (T )(Lx + L0)
p
n ; (6.4.24)
Using the denition of 0(T; x)
k~x(iT )k1 < 0(T; x) (6.4.25)
For all iT < t1.
In what follows, we prove the upper-bound of ~(t).
According to Assumption 6.2.2, _(t) is subject to the following equations:
k _t1kL1  L1k _xt1kL1 + L2kxt1kL1 + L3
 Lk(Ax+Bu+ )t1kL1 + L2kxt1kL1 + L3
 L(kAkL1x + kBkL1u + Lx + L0) + L2(Lx + L0) + L3 :
Using the denition of bd in (6.4.10) then
k _t1kL1  bd : (6.4.26)
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It follows from (6.4.20) that
~x(iT ) =  
Z iT
(i 1)T
eA(iT )B()d : (6.4.27)
It follows from (6.4.19) that
~x(iT ) = (I   eAT )~x(iT ) 
Z (i+1)T
iT
eA((i+1)T )^(iT )d
=  
Z (i+1)T
iT
eA((i+1)T )A~x(iT )d  
Z (i+1)T
iT
eA((i+1)T )^(iT )d
=  
Z (i+1)T
iT
eA((i+1)T )(^(iT ) +A~x(iT ))d : (6.4.28)
Hence, (6.4.27) and (6.4.28) imply that
Z iT
(i 1)T
eA(iT )B()d =
Z (i+1)T
iT
eA((i+1)T )(^(iT ) +A~x(iT ))d ; (6.4.29)
and hence there exists tp 2 [(i  1)T; iT ] such that
^(iT ) +A~x(iT ) = B(tp) : (6.4.30)
For any t < t1, there exists tp 2 [(i 1)T; iT ] such that jt  tpj  2T which satises (6.4.30).
The time relationship of tp, iT and t1 as shown in Figure 6.4.1. Equation (6.4.30) implies
Figure 6.4.1: Time relationship between (i  1)T , iT , t1.
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that
k^(t) B(t)k  k^(t) B(tp)k+ kB(t) B(tp)k
 k^(iT ) B(tp)k+ kB(t) B(tp)k
 Ak~x(iT )k+
Z t
tp
kB _()kd : (6.4.31)
The bound of _(t) is derived in (6.4.26). Then we have
k^(t) B(t)k 
q
max(A>A)0(T; x) + 2bdT
p
n : (6.4.32)
It follows from the denition of ~(t) and 1(T; x; u) in (6.4.13), (6.4.11) that
jj~t1 jj  1(T; x; u) : (6.4.33)
Using the dynamics in (6.4.15), we have
~x(s) = (sI  A) 1(^(s) B(s)): (6.4.34)
Hence, we have
jj~xt1 jjL1  jjsI  AjjL1 jj(^  B)tjjL1 ;
jj~xt1 jjL1  jj(sI  A) 1jjL11(T; x; u) : (6.4.35)
Using the norm property jj~xt1 jj 
p
njj~xt1 jjL1 , we have
jj~xt1 jj 
p
njj(sI  A) 1jjL11(T; x; u) (6.4.36)
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where n is the dimension of x(t).
It follows from the denition of 2(T; x; u) in (6.4.12)
jj~xt1 jj  2(T; x; u) (6.4.37)
which completes the proof. 
Lemma 6.4.3. For any given bounded x, u
lim
T!0
0(T; x)! 0 (6.4.38)
lim
T!0
1(T; x; u)! 0 (6.4.39)
lim
T!0
2(T; x; u)! 0 : (6.4.40)
Proof Recall the denition of 0(T; x) in (6.4.9), everything inside the integration is
a bounded value and function. So when T ! 0 we can get 0(T; x)! 0.
Similarly we can prove the limits of 1(T; x; u) and 2(T; x; u) go to zero.
The proof is complete. 
Remark 6.4.4. Lemma 6.4.2 and Lemma 6.4.3 show the performance of the state predic-
tor. The estimated state variable x^(t) has a bounded error 1(T; x; u) with the real system
state variable x(t), and T can be chosen small enough to make this bound 1(T; x; u) ar-
bitrarily small. Similarly, the real disturbance B(t) and estimated disturbance ^(t) also
have a bounded error 2(T; x; u) and can also be arbitrarily small.
Lemma 6.4.5. For the system in (6.2.1) with the L1 adaptive controller in (6.3.1), (6.3.2)
and (6.3.3), if the truncated L1 norm jjxt1 jjL1  x, jjut1 jjL1  u for any time t1  0 ,
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then
kut1kL1  kkgkL1Br + tNB + kC(s)kL1 (Lx + L0) +C(s)(BTB) 1BT
L1
1(T; x; u) (6.4.41)
and
jjxt1 jjL1 
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 
2(T; x; u) + kkgkL1Br + tNB +
k(I  BC(s)(BTB) 1BT )kL11(T; x; u) + L0

+ 2(T; x; u) : (6.4.42)
Proof Using the denition of ~(t) in (6.4.13), ^(t) can be rewritten as
^(t) = B(t) + ~(t) : (6.4.43)
Plugging (6.4.43) into the denition of u1(t) in (6.3.8)
u1(s) =  C(s)(BTB) 1BT (B(s) + ~(s))
=  C(s)(s)  C(s)(BTB) 1BT ~(s) : (6.4.44)
Taking the norm of eqn (6.4.44)
jj(u1)t1 jjL1  kC(s)kL1kt1kL1 +
C(s)(BTB) 1BT
L1
k~t1kL1 : (6.4.45)
Using Assumption 6.2.1 and the results of Lemma 6.4.1, we have
jj(u1)t1 jjL1  kC(s)kL1 (Lx + L0) +
C(s)(BTB) 1BT
L1
1(T; x; u) : (6.4.46)
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Consider the result in (6.4.6) we have
kut1kL1  kkgkL1Br + tNB + kC(s)kL1 (Lx + L0) +C(s)(BTB) 1BT
L1
1(T; x; u) : (6.4.47)
Substituting the control law (6.3.3) and (6.3.8) into the state predictor (6.3.1), we have
_^x(t) = Ax^(t) +B(u2(t)  C(s)(BTB) 1BT ^(t)) + ^(t) : (6.4.48)
Taking the laplace transform of (6.4.48)
x^(s) = (sI  A) 1

B(u2(t)  C(s)(BTB) 1BT ^(t)) + ^(t)

: (6.4.49)
Plugging (6.4.43) into (6.4.49), we have
x^(s) = (sI  A) 1

B(u2(t)  C(s)(BTB) 1BT (B(t) + ~(t))) +B(t) + ~(t)

(6.4.50)
= (sI  A) 1

B(1  C(s))(s) +Bu2(s) + (I  BC(s)(BTB) 1BT )~(s)

(6.4.51)
where (s), r(s), ~(s) are the laplace transforms of (t), r(t), ~(t) respectively. Using the
denition of (t) = f(x(t)) and rewriting x(s) as x(s) = x^(s) + ~x(s), we have
(s) = f(s; x(s)) (6.4.52)
= f(s; (x^(s) + ~x(s))) : (6.4.53)
Substituting (6.4.53) into (6.4.51)
x^(s) = (sI  A) 1 B(1  C(s))f(s; (x^(s) + ~x(s))) +Bu2(s)
+(I  BC(s)(BTB) 1BT )~(s) ; (6.4.54)
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eqn (6.4.54) can be considered as two interconnected systems shown in Figure 6.4.2.
Utilizing the small gain theorem, the stability condition for the loop shown in Figure 6.4.2
Figure 6.4.2: Signal ow chart of L1 adaptive controller
is as follows:
jj(sI  A) 1B(1  C(s))jjL1L < 1 : (6.4.55)
It follows from (6.4.51) and the boundary of u2(t) in (6.4.6) that
jjx^tjjL1 
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 jj~xtjjL1 + kkgkL1Br + tNB
+k(I  BC(s)(BTB) 1BT )kL1 jj~tjjL1 + L0

(6.4.56)
for any t > 0 .
For t < t1, it follows Lemma 6.4.1 and (6.2.4) that (6.4.56) can be rewritten as the following
jjx^tjjL1 
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 
2(T; x; u) + kkgkL1Br + tNB +
k(I  BC(s)(BTB) 1BT )kL11(T; x; u) + L0

: (6.4.57)
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It follows from the denition of ~x after (6.3.2) and (6.4.57) that
jjxtjjL1  jjx^tjjL1 + jj~xtjjL1
 jj(sI  A)
 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 
2(T; x; u) + kkgkL1Br + tNB +
k(I  BC(s)(BTB) 1BT )kL11(T; x; u) + L0

+ 2(T; x; u) : (6.4.58)

Lemma 6.4.6. There exist x > 0, u > 0 and T > 0 such that
kkgkL1Br + tNB + kC(s)kL1 (Lx + L0) +
C(s)(BTB) 1BT
L1
1(T; x; u) < u(6.4.59)
and
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 
2(T; x; u) + kkgkL1Br + tNB +
k(I  BC(s)(BTB) 1BT )kL11(T; x; u) + L0

+ 2(T; x; u) < x : (6.4.60)
Proof Let us choose x such that
x =
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
(kkgkL1Br + tNB + L0) + 1 ; (6.4.61)
u = kkgkL1Br + tNB + kC(s)kL1 (Lx + L0) + 2 (6.4.62)
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where 1 > 0 and 2 > 0 are any positive constant. It follows from Lemma 4.3 that there
exists some T to make
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
I  BC(s)(BTB) 1BTL1 1(T; x; u)
+2(T; x; u) < 1 : (6.4.63)
and
C(s)(BTB) 1BT
L1
1(T; x; u) < 2 (6.4.64)
hold true. Combine (6.4.61), (6.4.62), (6.4.63) and (6.4.64) which leads to (6.4.59) and
(6.4.60) which completes the proof. 
Remark 6.4.7. It follows from Lemma 6.4.6 that we can always choose T to satisfy (6.4.59)
and (6.4.60).
Theorem 6.4.8. For the system in (6.2.1) together with the L1 adaptive controller in (
6.3.1), (6.3.2) and (6.3.3) being stable, and choosing T as in Lemma 4.5, then
kxkL1 < x; kukL1 < u : (6.4.65)
Proof The proof will be done by contradiction. From (6.2.1) and (6.3.1) where x(0) =
0, x^(0) = x0. It follows from the denition of x and u in (6.4.61) and (6.4.62) that
x(0) < x; u(0) < u : (6.4.66)
Assume (6.4.65) is not true, since x(t) and u(t) are continuous . There exists some t0  0
where
kx(t0)k1 = x or ku(t0)k1 = u ; (6.4.67)
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while
kxt0kL1  x; kut0kL1  u : (6.4.68)
Letting t1 = t
0 it follows from Lemma 6.4.5 and 6.4.6 that
jjxt0 jjL1 
jj(sI  A) 1jjL1
1  jj(sI  A) 1B(1  C(s))jjL1L
 
2(T; x; u) + kkgkL1Br + tNB +
k(I  BC(s)(BTB) 1BT )kL11(T; x; u) + L0

+ 2(T; x; u) (6.4.69)
< x
and
kut0kL1  kkgkL1Br + tNB + kC(s)kL1 (Lx + L0) +
C(s)(BTB) 1BT
L1
1(T; x; u)
< u (6.4.70)
This clearly contradicts the statements in (6.4.67). Therefore t0 does not exist. As a result
jjxtjjL1 < x and jjutjjL1 < u holds for all t > 0 which proves Theorem 6.4.8. 
Let ye > 0 denote the uniform error bound for the constraint controller such that
Pmin(i)  ye  yci(t)  Pmax(i) + ye, ye = kCckL1kxekL1 , where xe(t) is the error signal of
the system state which will be derived in Theorem 4.2.
Theorem 6.4.9. For the system in (6.2.1) together with the L1 adaptive controller in
(6.3.1), (6.3.2) and (6.3.3), and choosing T as in Lemma 4.5, then
kxekL1 
(sI  A) 1(I  BC(s)(BTB) 1BT )
L1
1(T; x; u) + 2(T; x; u) +(sI  A) 1B(1  C(s))
L1
(Lx + L0) +
tmax
2
 kAkL1x + kBkL1u + Lx + L0 : (6.4.71)
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Proof The error xe(t) results from two contributing factors: The rst being from the
x^2(t) system in (6.3.6). The control law u2(t) is derived from the nominal system x^2(t)
and can only ensure that the N discrete points in the prediction horizon t1; t2; :::tp do not
violate the output constraints. Though, between dierent check points there are still errors.
The second contributing factor is from x1(t) in eqn (6.3.7), the dierence of the real system
state and x^2(t). In what follows we analyze these two error bounds respectively.
6.4.1 The Behavior of x^2(t):
Eqn (6.3.6) is an ideal system for the control law u2(t). The control law switches between
two modes as described in (6.3.25): When (t) = 1, the feasible set dened in (6.3.21) is
nonempty. That means the current constrained output is within the range
Pmin(i)  yci(t)  Pmax(i). When (t) = 2, u2(t) = uc(t; t0). According to the denition
of the feasible set in (6.3.21), the control signal uc(t; t0) will make (6.3.17) hold true at
discrete times t1; t2; :::tN . The current time t must fall between two discrete times in the
set t1; t2; :::tN . Since the state variable x(t) is continuous, the maximum error between two
points can be characterized as the following.
Using xe2(t) to denote this prediction error, xe2(t) is governed by the following equation
xe2(t)  tmax
2
dxmax (6.4.72)
where dxmax is the maximum value of the k _x(t)k1 over all time t > 0 and tmax = max(ti+1 
ti); i 2 1; 2; :::p  1.
k _x(t)k1 = kAx(t) +Bu(t) + (t)k1 : (6.4.73)
Using the result of Theorem 6.4.8 , we have
dxmax  kAkL1x + kBkL1u + Lx + L0 : (6.4.74)
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It follows from (6.4.72) that
kxe2(t)k1  tmax
2
 kAkL1x + kBkL1u + Lx + L0 : (6.4.75)
6.4.2 Bound of the Error Signal x1(t):
It follows from (6.4.51) and the denition of x(t) = x^+ ~x that
x(s) = x^(s) + ~x(s)
= (sI  A) 1 B(1  C(s))(s) +Bu2(s) + (I  BC(s)(BTB) 1BT )~(s)+ ~x(s) :
Using the denition of x1(t) in (6.3.7) we have
x1(s) = (sI  A) 1(I  BC(s)(BTB) 1BT )~(s) + ~x(s)
+(sI  A) 1B(1  C(s))(s) : (6.4.76)
Substituting the boundary of ~(t), ~x(t) and (t) from Lemma 6.4.1 and Assumption 2.1
into (6.4.76), we have
kx1kL1 
(sI  A) 1(I  BC(s)(BTB) 1BT )
L1
1(T; x; u) + 2(T; x; u) +(sI  A) 1B(1  C(s))
L1
(Lx + L0) : (6.4.77)
Combing the results in (6.4.75) and (6.4.77) we have
kxekL1  kxe2kL1 + kx1kL1

(sI  A) 1(I  BC(s)(BTB) 1BT )
L1
1(T; x; u) + 2(T; x; u) +(sI  A) 1B(1  C(s))
L1
(Lx + L0) +
tmax
2
 kAkL1x + kBkL1u + Lx + L0 (6.4.78)
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which completes the proof. 
Remark 6.4.10. The error signal ye = kCckL1kxekL1 is the boundary layer of the output
constraint. According to Theorem 6.4.9 and Lemma 4.3, the boundary layer can be reduced
by changing the prediction step size tmax, sampling time T and the bandwidth of the low-
pass lter C(s). In practice, we can pick tighter bounds oset by this boundary layer. Then
the real yci(t) will still be kept within (Pmin(i); Pmax(i)). Notice this boundary layer can
be arbitrarily small.
6.5 Simulation Results
This section presents simulation results for several scenarios to demonstrate the eectiveness
of the controller presented in this chapter. The system under consideration is second order
and single-input single-output. The system dynamics are described by equation (6.2.1) in
the problem formulation section. The parameters are as follows:
A =
24  2  10
1 0
35 B =
24 2
0:5
35 Cr = h 1 0 i Cc =
26664
1 0
0 1
0:5  0:25
37775 ;
where Cr denotes the tracking output matrix and Cc denotes the output matrix subject
to constraints. In regards to the constrained output matrix, the rst and third outputs
are non-minimum phase while the second output is minimum-phase. In addition, the rst
output is tracking a reference signal. Also, the system is subject to time-varying non-linear
uncertainties in the input channel (matched uncertainties). The uncertainty is designated
as follows:
 = sin(t)(
p
jx1j+
p
jx2j) ;
where x1 and x2 are the rst and second system states respectively. A rate limit is
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applied to the control signal i.e.  50  _u  50. The simulation sampling time is 5 10 3
second. The parameters for the prediction horizon are a total horizon time of 2 seconds and
a time step of 0.1 seconds (N=20). At each sampling time the system dynamics and the
current control and state values are used to project the future trajectory of each output.
The denition of feasible set S in equation 6.3.21 can easily be formulated into a linear
program which is executed online at each sampling time.
Example 5.1 In this example the system is subject to the following constraints:
 10  y1  40   20  y2  5   5  y3  18 ;
where y1, y2, and y3 are the rst, second, and third system outputs respectively. In
this scenario there is only a violation in the transient of output 3, though when the system
reaches steady state no violations occur. We wanted to verify that the algorithm can
successfully avoid a transient violation while still fully maintaining tracking. Figure 6.6.1
shows each outputs' response in just the tracking mode (no switching to the constraint
violation avoidance mode (CVAM) occurs). Output 1 is tracking a step input r(t) = 25
which is applied at t = 0:25 seconds.
In Figure 6.6.1 output 1 successfully tracks the reference signal. Though, during the
transient, at approximately t = 2seconds output 3 violates the upper constraint. Figure
6.6.2 shows the results in the CVAM.
In Figure 6.6.2 as output 3 approached the constraint the feasible set reduced to zero ini-
tiating a switch from the tracking mode to a rst order hold determined online by the linear
programming. As a result, the constraint violation avoidance mode (CVAM) successfully
prevents output 3 from violating the upper constraint during the transient.
Example 5.2 In the second example the simulation parameters are the same as example
one though the constraints are made much more stringent:
 5  y1  24   14  y2  5   5  y3  15 : (6.5.1)
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The purpose of this scenario is to conrm that when multiple outputs, both non-
minimum phase and minimum phase, are approaching their constraints concurrently the
CVAM can maintain multiple constraints without conict. Also, we wanted to demonstrate
that the CVAM can successfully eliminate steady state violations as well. Figure 6.6.3 shows
that all three outputs violate constraints in both the transient and the steady state when
only in the tracking mode.
Figure 6.6.4 demonstrates that the CVAM can prevent all three outputs from violating
the dened constraints. As the outputs approach their respective constraint the feasible set
reduces to zero and the algorithm switches to the appropriate rst order hold determined
by the linear program so that all constraints are maintained.
Example 5.3 In the nal example we look at how the CVAM performs with a changing
reference signal. We wanted to verify that the CVAM can maintain constraints especially
during the transient of an aggressive change in reference command. r(t) is dened as follows:
r(t) =
8>>>>><>>>>>:
0; 0  t < 0:25 seconds;
25; 0:25  t < 5 seconds;
 25; 5  t  15 seconds;
For example 5.3 the output constraints become.
 29  y1  27   16  y2  16   18  y3  18 :
Figure 6.6.5 displays outputs in the tracking mode. All three outputs violate their con-
straints in the transient. Special attention should be brought to output 1 at approximately
t = 5:5 seconds, in this time frame output 1 demonstrates non-minimum phase behavior
and the algorithm has a relatively small amount of time to prevent this violation.
Figure 6.6.6 shows that the algorithm was capable of eliminating all of the transient vi-
olations including the transient regarding the aggressive change in reference. The algorithm
determined an appropriate rst order hold with a lower time restriction while maintaining
tracking with improved settling time.
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6.6 Summary
In this chapter, we present a framework which incorporates L1 adaptive control coupled
with an online optimization procedure. The L1 controller provides the necessary feedback
to compensate for matched non-linear time-varying uncertainties while future trajectories
of system outputs are predicted online. In the case that the nite prediction horizon iden-
ties output constraint violations and there is no feasible set the controller switches from
the tracking mode to a rst order hold based on the linear program optimization. The-
oretical analysis of the adaptive law and constraint control component was conducted to
prove the stability of the system. Also, the prediction error in between check points of
the prediction horizon was characterized and found to be nite and bounded. Simulation
results demonstrate the eectiveness of the controller framework presented in this chapter.
Predictions in the nite time horizon are based on a set of control signals projected
into the future. For the sake of computation complexity, we conne the control signals to
be rst order hold. It is noted that a larger subset of control signals such as higher order
polynomials can be considered in the future. This will expand the feasible set, though at
the expense of increased optimization complexity.
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Figure 6.6.1: Unit step output response in tracking mode only, scenario 1. y(t) =
blue/dark solid, r(t) = red/dark dashed, constraints = green/light dashed
Figure 6.6.2: Unit step output response in constraint avoidance mode (CVAM), scenario
1. y(t) = blue/dark solid, r(t) = red/dark dashed, constraints = green/light dashed
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Figure 6.6.3: Unit step output response in tracking mode only, scenario 2. y(t) =
blue/dark solid, r(t) = red/dark solid step input, constraints = green/light dashed
Figure 6.6.4: Unit step output response in constraint avoidance mode (CVAM), scenario
2. y(t) = blue/dark solid, r(t) = red/dark solid step input, constraints = green/light
dashed
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Figure 6.6.5: Changing unit step output response in tracking mode only, scenario 3.
y(t) = blue/dark solid, r(t) = red/dark dashed, constraints = green/light dashed
Figure 6.6.6: Changing unit step output response in constraint avoidance mode
(CVAM), scenario 3. y(t) = blue/dark solid, r(t) = red/dark dashed, constraints =
green/light dashed
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Chapter 7
Conclusion and Future Work
7.1 Summary of Main Results
The main contribution of this dissertation is to extend the framework of L1 adaptive control
theory and applied in various of applications. It can be summarized with 3 dierent parts:
The rst one is the extension of L1 adaptive to time-varying system and non-minimum phase
system by using eigenvalue assignment method. This approach has been demonstrated by
both theoretical model as well as high delity models such as exible wing aircraft model
from NASA and also the supper sonic glider model developed form the supper sonic lab
in Austria. The 2nd part focus on lter bandwidth adaptation in the L1 adaptive control
architecture. The stability condition of the low-pass lter in control is relaxed by introducing
an additional Lyapunov-based adaptation mechanism which results in a more systematic
design with minimized tuning eorts. adaptability for arbitrarily large nonlinear time-
varying uncertainties without redesign parameters. The over all system is a non-LTI design
even in the limiting case. The 3rd part introduce the concept of predictive horizon and
online optimization into L1 adaptive control. This approach enable L1 adaptive control to
solve the output limitation even for the non-minimum phase system.
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7.2 Future Work
All of the extensions and applications of this dissertation are relatively new and promising
research focus. However, as with any area of research, there are still some challenges that
exist. In this section, we will introduce several potential extensions and applications to our
research.
The control extensions discussed in chapter 2 - 4 has already applied in the challenging
eld like exible wing aircraft and supper sonic aircraft in a form of High Fidelity simulation.
The real ight test needs to be further conducted in order to verify the performance of this
approach.
The methodology introduced in chapter 5 needs to be further tested in a more detailed
simulation and applications.
The approach in chapter 6 is still not beyond simulations. Since optimization method
has great potentials to solve a lot of real application. For this method in this chapter, we
plan to apply it to the case of engine control application and ight envelop protection. Since
constraint and optimization are greatly encountered in those area.
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