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Abstract
We implement fermions on dynamical random triangulation
and determine numerically the spectrum of the Dirac{Wilson op-
erator D for the system of Majorana fermions coupled to two-
dimensional Euclidean quantum gravity. We study the depen-
dence of the spectrum of the operator D on the hopping param-
eter. Using nite size analysis we determine critical exponents
controlling the scaling of the lowest eigenvalue of the spectrum
including the Hausdor dimension dH and the exponent  which
tells us how fast the pseudo{critical value of the hopping param-
eter approaches its innite volume limit.
Introduction
Dynamical triangulation approach to quantum gravity has proven to be a
very powerful method [1, 2, 3]. In two-dimensions it yields the same results
for critical exponents as the Liouville theory [4, 5, 6]. Contrary to the lat-
ter, this approach can be straightforwardly generalized to higher dimensional
case { simplicial gravity [7, 8]. Results from numerical studies of pure gravity
without matter elds in four dimensions showed that the continuum limit of
this model does not exist [9]. In order to obtain more realistic models, one
has tried to include matter elds and to couple them to gravity [10]. This
program has so far succeeded only for bosonic matter. Putting fermions on
random simplicial manifold is a more dicult task. In general it requires
introducing an additional eld of local frames and dening a spin structure
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[11, 12, 13]. In the case of a compact manifold this is a topological problem.
Although many ingredients of the construction are known and can be gener-
alized to any number of dimensions, the topological part of the problem has
been solved so far only in two dimensions [13].
In this paper we will study properties of the Dirac{Wilson operator on
two-dimensional dynamical triangulation with spherical topology. We cross-
check some properties of the spectrum using the equivalence of the fermionic
model with the Ising model on dynamical triangulation, the latter of which
is analytically solvable [14, 15, 16].
The paper is organized as follows : First we dene the model, then we
recall some facts about its relation to the Ising model [12], we present results
of numerical studies and shortly conclude at the end by summarizing and
listing open questions. In the appendix, for comparison, we calculate the
spectrum of the Dirac{Wilson operator on a regular triangulation.
The model












where the sum goes over d-dimensional simplicial manifolds from a class T ,
say, for instance, with spherical topology. Each triangulation is dressed with
the fermion eld located in the centers of d-simplices. The integral over eld
on a given triangulation denes the partition function ZT , which at the same













where the sum over hiji runs over all oriented links of the triangulation T .





ij  γ)Uij : (3)
The Dirac{Wilson operator is denoted by Dij and the spin connection by Uij .
In order to be able to calculate spinor and vector components, we endow each
d-simplex with an orthonormal local frame. A frame is a set of orthonormal
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oriented vectors ea, a = 1; : : : d. To each vector ea we ascribe a Dirac gamma
matrix γa, in such a way that its numerical value is identical in each frame.
The local vector nij in eq. (3) is a unit vector which points from the center
of the simplex j to the center of one of its neighbors i. It just tells us the
direction of local derivative. The inner product of this vector and of gamma
matrices, which denoted by dot in (3), has to be understood as a sum of
gamma matrices γa multiplied by the components of [n
(i)
ij ]a in the given frame
at i, denoted by the upper index. Thus, the product of the same vector nij
expressed in another frame yields a dierent matrix : n
(j)
ij  γ = [n(j)ij ]aγa.
As mentioned the matrix Uij plays the role of spin connection. It allows us
to parallel transport a spinor from the simplex j to the simplex i, or in other
words, to recalculate spinor components between two neighboring frames i
and j. The matrix Uij is an image in the spinorial representation of the
rotation matrix Uij which parallel transports vectors. The map Uij ! Uij is
not unique in that it is dened only up to sign. As we will see below, the signs
of U must be adjusted to fulll a consistency condition (8) for all elementary
plaquettes of the simplicial manifold. This is a topological problem.
This problem has been solved in two-dimensions where an explicit con-
struction of the signs of the spin connection matrices Uij has been given [13].
Let us shortly recall the main steps of the construction.
In two dimensions each orthonormal frame consists of two vectors eia
where a is 1 or 2. The rst index of eia refers to the triangle in which the
frame is located. For any pair of neighboring triangles i, j we can dene
a spin connection as a two by two rotation matrix [Uij ]
a









cos ij sin ij
− sin ij cos ij
)
(4)
and ij is the relative angle between the two neighboring frames.  is the
standard antisymmetric tensor.
The trace of an elementary loop around a dual plaquette is a geometrical
invariant directly related to the curvature (decit angle) of the vertex in the
center of the plaquette. One can check that
1
2
TrUU : : : U =
1
2
Tr e(2−∆P ) = cos P ; (5)
where P is the decit angle of the vertex in middle of the plaquette. The
product UU : : : U of connections on all links on the plaquette perimeter P
1In general a connection can be a dynamical field.
3
is a rotation matrix which gives the integrated rotation of a tangent vector
parallel transported around this loop. The equation (5) is a sort of Wil-
son discretization [17, 18] of curvature calculated from the Cartan structure
equations [19].
Now the idea is to write down an analogous equation as (5) in the spino-
rial representation. First we have to introduce a parallel transporter Uij for
spinors for each pair of neighboring vertices. This is exactly the object which
we need in (3). The connection Uij is an spinorial image of Uij . One can
choose a representation of gamma matrices such that Uij = U2ij . One immedi-
ately sees that indeed Uij can be calculated for a given Uij up to sign. When
dening the Dirac{Wilson operator (3) we cannot allow for ambiguities, so












and specifying the angles ij without the 2n freedom. More precisely we
dene ij = 
(j)
i − (i)j +  where the angle (j)i at triangle j is the angle
between the vector ej1 of the frame at j and the vector nij (pointing from
j to i), and likewise 
(i)
j at triangle i is the angle between the vector ei1
and the vector nji (pointing from i to j) (see g.1). Both the angles are
restricted to the range [0; 2) and both are measured in the same direction,
say clockwise. Thus the angle ij is dened without the 2 ambiguity and
hence the rotation matrix Uij is also uniquely determined including the total
sign.
One can easily check that, for the denition (6) of Uij ’s, the parallel
transporter around an elementary loop gives
1
2
TrUU : : :U = SP cos P
2
: (7)
The argument of cosinus got halved P ! P=2 in comparison with (5)
because for each link on P we have U2 = U . The total sign SP of the
product UU : : :U has to be calculated. It turns out it depends on all angles
ij on the loop and it may admit either value 1 [13].
The presence of elementary plaquettes which would have negative sign
is an unwanted eect. A spinor transported around a flat plaquette, P =
0, with SP = −1, would change the sign  ! − . We require that the







Figure 1: Local geometry of two neighboring triangles is shown. The position
of the rst frame vector e1 for a given triangle is marked by a line emerging
from the triangle center. The position of the second frame vector e2 is im-
plicitly given by the fact that the angle between e1 and e2 counted clockwise
is =2. The vector nij points between the neighboring centers. The arch in
the triangle i represents the angle 
(i)
j between ei1 and nij; and the arch in
the triangle j { the angle 
(j)
i between ej1 and nji. In the example shown in
gure 
(i)
j = , 
(j)






Furthermore, we require positivity of the sign SP = +1 for all elementary
plaquettes
SP = +1; 8P : (8)
One can give the following argument in favor of the sign positivity of each
elementary loop. An elementary loop goes through triangles sharing a vertex.
Geometry of a patch consisting of those triangles corresponds to geometry
of a cone. It is everywhere flat except the vertex where it is singular. One
can regularize such geometry by smoothing the peak of the cone (making it
dierentiable) in a very small region with radius   0. Such a regularization
does not aect the loop which lies in a distance R   from the vertex.
Continuously shrinking the loop in such a regularized geometry, one can
continuously change the angle of the loop rotation matrix without changing
the sign. A completely shrunken loop must have positive sign since it lies in
a flat patch. This implies SP = +1. One can also check that the consistency
condition (8) plays an essential role in the topological considerations or in
deriving the equivalence with the Ising model.
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The construction of the connections given in (6) does not fulll the con-
sistency condition (8). We will therefore modify the construction of U ’s by




One can show that this freedom is sucient to globally, for each elementary
loop, fulll the consistency condition (8), on a triangulation of an orientable
manifold. Thus, technically, to dene the Dirac{Wilson operator on a trian-
gulation, we have to rst assign an orthonormal frame to each triangle, and
then for the frame assignment, to nd link signs sij meeting the consistency
condition (8) for each plaquette. The remaining part is straightforward.
Namely, we express the operator Uij in terms of the angles (j)i and (i)j and
likewise, the product n
(i)
ij  γ in terms of (i)j . Thus, we parameterize the
hopping operator Hij entirely by (j)i and (i)j and sij . For each pair of neigh-
boring triangles the angles can be read o from the given frame assignment
(see g.1).
Choosing the following representation of gamma matrices : γ1 = 3,
γ2 = 1, where the  are Pauli matrices. We eventually arrive at








































We see that in two dimensions the Dirac{Wilson operator on a triangulation
T is given by a matrix consisting of two-by-two blocks
[Dij] =

−K [Hij] if i; j are neighbors on T ;
1
2
 if i = j ;
0 otherwise :
(11)
The blocks Hij have a very simple structure. In fact, we can simplify it
further by restricting the set of values of the angles in (10) from the whole
interval [0; 2) to a discrete set of three values separated by 2=3, for instance,
=3; ; 5=3. For this choice, the rst vector e1 of a frame at a triangle points
from the center of the triangle to one of its vertices. In a sense, this set of
three frame positions is a minimal set reflecting the symmetry of equilateral
triangle.
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Since physical quantities do not depend on the choice of frames, this
restriction is a sort of gauge condition. With this choice, the blocks (10) may
admit only nine dierent forms. They can be precomputed. For example,
for the frame assignment as in g.1 
(j)
i = 5=3, 
(i)






















Fermions and the Ising model
The idea is now to calculate spectra of the Dirac{Wilson operator for dierent
triangulations from the ensemble (1). Summing up (averaging) all the spectra
we obtain the spectrum of the Dirac{Wilson operator for fermions interacting
with 2d gravity. More precisely, we will consider a eld of Majorana-fermions
coupled to gravity. At the critical point it corresponds to the conformal eld
with the central charge c = 1=2.
Denote the components of the spinor Ψ by Ψ, and of Ψ by Ψ
. The
Majorana condition reads : Ψ = Ψ or Ψ = Ψ
, where  is the
standard antisymmetric tensor, In this notation, the action for Majorana







ΨiD̂ij Ψj ; (13)
where
D̂ij = γ [Dij]γ ; (14)
or in short D̂ = D. One can show that D̂ is antisymmetric under the change
of pairs of indices
D̂ij = −D̂ji ; (15)
and hence Pf2 D̂ = Det D̂ = DetD. For each triangulation individually,
the integral over fermions in (1) yields Pfaan of the matrix D̂. Thus for
Majorana fermions on a two-dimensional triangulation the partition function












In the last step we have used the inequality Pf DT > 0, which can be proven
by the hopping parameter expansion. The consistency condition (8) turns
out to be essential in the proof. Namely, one shows that the Paan is
represented as a sum over loop congurations each of which contributes a
positive factor if the condition (8) is met [13].
Using this expansion one can also establish the equivalence between the
partition ZT with the partition function of the nearest neighbor Ising model









(i∗j∗ − 1) : (18)





In the derivation of this equivalence one identies loop congurations, aris-
ing in the hopping expansion of ZT with domain walls of the Ising model.
Again, the consistency condition (8) plays the crucial role here. For a non-
spherical triangulation one has to carefully treat topological eects related
to the existence of non-contractable loops which may give a negative contri-
bution for antiperiodic boundary conditions. One can get rid of all negative
contributions performing the GSO projection that is summing over all spin
structures of the manifold [20]. This and another topological issues will be
discussed elsewhere. Here we will restrict ourselves to spherical triangula-
tions for which we automatically have ZT = ZT for each triangulation T 2 T
and hence also for the sum over all triangulations in T




The critical temperature of the Ising model for the partition function Z is




 0:2162730 [16]. Translating the critical









for which fermions become massless. Another interesting point which can be
deduced from the equation (19) is that Kmax = 1=
p
3 corresponds to  = 0
which is the border  = 0 between the ferromagnetic and antiferromagentic
regimes. For  < 0 one expects frustration in the Ising model on a triangu-
lation and hence that the lowest energy state is highly degenerated. As we
will see below, the spectrum of the Dirac-Wilson operator is insensitive to
passing over this border. In our considerations we will, however, restrict K
to be in the range [0; Kmax].
The equivalence of the partition functions ZT and ZT may be used to
relate the average energy ET of the Ising model on a triangulation T to
eigenvalues of the Dirac{Wilson operator. Dierentiating both sides of (16)















where a are eigenvalues of the Dirac{Wilson operator DT . For our choice
of the representation of gamma matrices, DT is a real matrix. Its spectrum
consists of either real eigenvalues or of pairs of complex conjugates. Thus
the sum on the right hand side of (22) is a real number. Similarly, the






















Averaging over triangulations we obtain the energy density and heat-capacity
of the Ising model coupled to gravity calculated in terms of the eigenvalues
of the Dirac{Wilson operator





























The equivalence of the models can also be very useful in MC simulations
of the model. To show this, let us compare three numerical experiments in
which (a) the Ising model is used to generate triangulations and to measure
the Ising energy and heat capacity; (b) the Ising model is used as a gener-
ator of triangulations but measurements are carried out using the fermion
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Figure 2: Heat capacity cv() for the system with N = 16 triangles for the
three cases discussed in the text : (a) ising-ising (line); (b) ising-fermion
(lled symbols); (c) fermion-fermion (empty symbols). The three methods
give the same results within the error bars, which are here of order of the
size of the symbols used.
and to perform measurements. As shown in g.2 the three methods yield
exactly the same results. The methods dier, however, signicantly in the
CPU time needed to generate results of the same quality. The rst dierence
comes from the conguration generator which is much faster for the Ising
model than for the fermionic determinant. In the latter case, to calculate a
Metropolis weight for a single local change of triangulation, i.e. a flip of one
link on the triangulation, requires the recomputation of the determinant of
the Dirac{Wilson operator on the modied lattice. This is a tedious task for
which the number of operations grows with the third power of the system
size N . Thus one expects that the time of a sweep through the lattice grows
as N4 for the fermionic congurations generator. One sweep for the Ising
model, which consists of a sweep of local updates of Ising spins, a xed num-
ber of Wol cluster updates, and a sweep of local changes of triangulation,
lasts in CPU units roughly proportionally to the system size N . Thus, only
for very small lattices the fermionic algorithm is competitive with the Ising
generator of triangulations. As far as measurements are concerned the situ-
ation is more complex. For example, one cannot determine the spectrum of
the Dirac{Wilson operator using only the Ising dressing. One can, however,
do the opposite. For a given lattice, the time of calculating all eigenvalues
of the Dirac{Wilson operator is proportional to N3. Having done this, one
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Figure 3: The distribution of eigenvalues  of the Dirac{Wilson operator for
N = 64 and K = 0:364 on random lattice.
it higher moments (23) without statistical fluctuations. If one instead used
the Ising model, one has to sample Ising conguration many times to reduce
the error. In general, the cost of a single measurement of the energy is pro-
portional to N . The error of the single measurement of the energy density
decreases like 1=
p
N . Summarizing, we expect the CPU time to measure
energy with a given precision to grow as
p
N . The CPU time grows rapidly
with the order for measurements of higher moments of energy.
In order to obtain the data the quality presented in g. 2 for N = 16,
the methods discussed above required (a) 1000 CPU min. (b) 6 CPU min.
and (c) 100 min. on the computer Alpha XP1000/EV6/500 MHz.
Spectrum of the Dirac–Wilson operator
In the production runs we use the method (b) which relies on generating
triangulations from the partition function of the Ising model. At each mea-
surement we ignore the Ising dressing and we assign frames ei and sij-signs
to the triangulation to reconstruct the Dirac-Wilson operator (10).
A typical spectrum of the Dirac{Wilson operator on random triangulation
is shown in g.3. The main eect on the spectrum of changing the hopping
parameter K is to rescale it around the point (1
2
; 0). The positions of the two
claw-shaped ends of the spectrum move with K. One can nd a value of K
for which the ends lie closest from the origin (0; 0). This value can be treated
as a pseudo{critical value K for which the mass of the fermion excitation
is minimal. For K < K the origin (0; 0) lies outside the claws, while for
11










































Figure 4: Spectra of the operator D̂ for N = 64 ; on the left for K = 0:522
(upper) and K = 0:473 (lower) { both above the pseudo{critical point K =
0:364; one the right for K = 0:350 (upper) and K = 0:287 (lower) { below
the pseudo{critical point.
K > K inside. In fact, this is the main dierence between the two regimes
since beside the scaling factor the shape of the spectrum is almost constant.
It does not change either when one crosses the limit K = Kmax.
The claws of the pseudo{critical spectra successively close when the size,
N , of the system is increased. They eventually close entirely at the origin
(0; 0) for innite N , signaling the occurrence of massless excitations.
As an alternative to spectrum of the operatorD one can study spectrum of
the operator D̂ = D which is closer related, in spirit, to Majorana fermions.
Since it is purely imaginary, its eigenvalue density is one dimensional, which










For nite N it can be approximated by a histogram. We study the depen-
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dence of the shape of the histograms on K. We observe that there is a change
of regimes when K crosses the pseudo{critical value K. For K above K,
the lowest part of the spectrum exhibits an oscillatory pattern. It gradually
shrinks and the oscillation eventually disappears when the K passes from the
phase below to the phase above the pseudo{critical value. Typical spectra
in the two phases are shown in g.4. Another interesting feature of the his-
tograms, is the presence of singular peaks for which the number of entries
grows with the size of the lattice. The peaks lie outside the range diplayed
in the gure. We show in the appendix that such peaks are also present in
the spectrum on the regular lattice.
Again, a physically important feature of the spectrum is the position of
the lowest eigenvalue. The position, at which the spectrum terminates at
the low eigenvalue end2 moves with K. We study this dependence quanti-
tatively in the following way. Using the Lanczos algorithm3 we determine
the distribution of the lowest eigenvalue for a given lattice size N and plot
the position of the center of mass of this distribution M as a function of the
hopping parameter K. For small K the distribution has a single gaussian
shape. When K is increased the shape begins to deviate from the gaussian
form. When K approaches Kmax this distribution consists of many separate
peaks and exhibits an oscillatory pattern similar to the one of the upper left
spectrum in g. 4.
The function M(K) which represents the position of the center of mass
against K has a minimum (see g.5). The value of the minimum M is
a sort of a mass gap. While its position K is a pseudo{critical hopping
parameter. We determined K and M for dierent system sizes. The results












; K = K1 − a
N
: (27)
2The spectrum is symmetric ρ̂(λ) = ρ̂(−λ). In the text we consider only its positive
part.
3The Lanczos algorithm [21] is an iterative procedure to calculate eigenvalues. It is
frequently used to approximately determine the lowest part of the eigenvalue spectra of
large matrices, for which exact standard diagonalization algorithms would require a too
long time. In a single iteration step the Lanczos algorithm finds one approximated eigen-
value and improves quality of the previously calculated ones. As a rule it first produces
the smallest and the largest eigenvalues and then successively fills up the remaining part
of the spectrum, The accuracy increases with the number of iterations. We checked in
our case using matrices of sizes up to 128, that when we keep the number n of iteration
proportional to the size of the matrix n = cN with, c = 0.25, the distribution of the lowest
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Figure 5: The position of the center of mass is shown for the distribution of














Table 1: Positions and values of the minima of the function M(K) represent-
ing the center of mass of the distribution of the smallest eigenvalue of the
operator D̂ for dierent system sizes N .
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The exponent dH is the fractal dimension of the surface given by L =
N1=dH , which denes a typical linear extent of the system. When the physical
mass is equal zero, L sets the scale for the correlation length. Its inverse
gives the minimal eigenvalue of the spectrum M. For smaller systems one
expects corrections to the scaling. We take it into account by introducing a
phenomenological correction t=N to the scaling formula (27). This correction
signicantly improves quality of the t for the studied range of volumes. The
best t to the formula is 1=dH = 0:348(4), b = 0:40(1) and t = 5:7(5). The
corresponding curve is plotted in g.6. The curve ts indeed very well to all
the data points. The error bars of the best t parameters were estimated by
jack-knife.
We compared the goodness of the best ts to the formula (27) and analo-
gous formulas in which the correction was substituted by t=N1=2 and t=N3=2.
For the formula (27) with the correction t=N we obtain 2=d:o:f: = 0:52
while in the other two cases 1:66 and 1:83, respectively. Among those three
the phenomenological form t=N of the correction is the best in this range.
We have also checked that the tted value 1=dH = 0:348(4) is stable against
the successive removal of the data points of the smallest volumes.
The calculated Hausdor dimension dH = 2:87(3) lies three standard
deviations from the theoretical prediction dH = 3 obtained by considerations
of a test fermion in the gravitational background coupled to matter eld with
the central charge c = 1=2 [23]. One should take this result with a precaution
for the following reasons: First, there are other theoretical predictions for the
Hausdor dimension which suggest that dH is rather equal four or more [24].
Second, measurements of the Hausdor are known to have strong nite size
corrections. For pure gravity, for example, where calculations are easier, the
eective Hausdor dimension, computed using the distribution of distances
between centers of triangles, varies very slowly with the size N [24]: for
example when N changes from 250 to 2000, the estimated values grow slowly
from 2:715(50) to 2:996(26), and they continue to grow further outside this
range. Even for sizes as big as N = 32000 the measured value 3:411(89) is
smaller that the theoretically prediction which for pure gravity is dH = 4
[22].
The best t for the second formula in (27) is given by K1 = 0:3756(16),
 = 1:03(30) and a = 0:9(5) (see g.7). The limiting value K1 is in agree-
ment with the theoretically calculated critical value Kcr (21). The scaling
exponent  is almost equal 1 which would suggest a sort of kinematic scaling,
related to the fact that the average distance between eigenvalues decreases
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Figure 6: The mass gap M for dierent system sizes N , and the curve
representing the best t to the formula (27) : 1=dH = 0:348(4), b = 0:40(1)
and t = 5:7(5).
Discussion
We have discussed the properties of the Dirac{Wilson operator on a random
triangulation. In particular we have shown how to extract from the spectrum
the information about physical quantities like the fractal dimension or the
critical value of the hopping parameter of fermions interacting with gravity
at which they become massless.
There are many natural extensions of the studies presented in this work.
One should try to understand properties of the spectrum of the Dirac opera-
tor from the point of view of the random matrix theory [25, 26, 27]. This is a
slightly dierent type of randomness than the one provided by the coupling
to the vector gauge eld which is usually studied in the context of QCD.
However exactly this type of randomness may be important in quantum
gravity.
Next, one can investigate the quenched approximation by considering
a model of fermions on random triangulation without the back-reaction of
fermions on gravity. Such a model desribes a test particle in pure gravity.
From this exercise one could perhaps draw a general lesson about the eect
of quenching on the spectrum of the Dirac operator. This can be important
because this type of approximation is frequently used in many physical con-
texts, for example, in QCD. However, one usually is not able to quantify the
eects of quenching.
Furthermore, one can study eects of changing topology by considering
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Figure 7: The pseudo{critical parameter K for dierent system sizes N ,
and the curve representing the best t to the scaling formula (27) : K1 =
0:3756(16),  = 1:03(30) a = −0:9(5), plotted as a function of 1=N .
of various spin structures which may be admitted by a manifold. Contrary
to higher dimensional case, where the existence of spin structure is related
to the second Stiefel-Withney class [19], here the question of the existence
reduces to the orientability of the manifold. Also the classication of spin
structures is relatively simple in the 2d case. The spin structures can be
classied by a set of signs dened on all classes of non-contractable loops.
The signs tell us whether boundary conditions for a parallel transport of
a spinor around those loops are periodic (+1) or anti-periodic (−1). For
a manifold with genus h, there are 2h dierent classes of non{contractable
loops and hence there are 22h dierent spin structures.
Finally one should try to nd a lattice implementation of the Dirac oper-
ator for higher dimensional compact simplicial manifolds. Many parts of the
construction can be directly generalized from the 2d case; actually almost
all, except the link sign degrees of freedom, sij (9), which as it turns out are
not sucient in general case for the connections Uij to fulll the consistency
condition for all plaquettes (8).
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Figure 8: Regular triangulation of the plane and its dual lattice. Fermions
live on the vertices of the dual (honey-comb) lattice. The elementary cell
contains two distinct dual node positions denoted by A and B.
a DAAD fellowship.
Appendix
For a comparison in the appendix we calculate spectrum of the Dirac{Wilson
operator on the regular planar triangulation built of equilateral triangles with
fermion eld located in the centers of triangles. If one connects the centers
by links, they form a dual lattice; in this case it is a honey-comb lattice (see
g.8). It is convenient to divide the vertices of this lattice into two classes
A and B forming a check-board. The fundamental cell on the triangulation
contains one site of each. One reconstructs the entire triangulation trans-
lationally copying the fundamental cell using multiples of two the vectors
d1 = n0 +n1, and d2 = n0 +n2 constructed from the link vectors n0 = (0; 1),
n1 = (
p
3=2; 1=2), n2 = (−
p
3=2; 1=2).
Using translational symmetry of the lattice we can now rewrite the action
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 i;A i;A +  i;B i;B
]
; (28)
where the rst index in  i;A is a double index consisting of two integers
(i1; i2), which give the position of the cell x = i1d1 + i2d2, while the second
label denotes the position A or B within within the cell. In the component
notation, the addition of d1 to i corresponds to (i1; i2) ! (i1 + 1; i2), and of
d2 to (i1; i2) ! (i1; i2 + 1). In the expression (28) we have used a shorthand
notation denoting the sum over d1 and d2 by d = 1; 2. We can now partially
diagonalize the problem using the Fourier transform of the index i = (i1; i2)
to the momentum space p = (p1; p2). This leads us to a block-diagonal matrix
consisting of four by four blocks. Each block D(p) corresponds to one Fourier
mode  pD(p) p. The four by four matrix D(p) is indexed by the spinor index












4− (w − 1)2 ; (29)
where
w = cos(p1) + cos(p2) + cos(p1 − p2) : (30)
The distribution of eigenvalues (29) on a nite lattice L  L with periodic
boundary condition in the d1;2 directions is shown in g.9. In this case the
momenta admit the values p1;2 = 2k1;2=L, where k1;2 = 0; : : : ; L − 1 and
hence the operator has 4L2 eigenvalues.
Similarly, one can nd eigenvalues of the operator D̂













(w − 3) + 2)2 + 9K2 − 4 : (31)
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Figure 9: Eigenvalues  of the Dirac{Wilson operator on a regular triangu-
lation with L = 50 and K = 0:33.
The spectrum terminates at a small positive value (see g.10), when K diers
from Kcr. Only at the K = Kcr =
1
3
it goes directly to zero. In the large
L-limit, the two peaks in g. 10 develop a logarithmic singularity.
For the regular lattice the critical value of the hopping parameter is given
by the standard equation Kcr = 1=q, where q is the number of links emerging
from the vertex. In this case q = 3. For random lattice this condition
is dressed by lattice fluctuations. Although each vertex has coordination
q = 3, the critical value of the hopping parameter is shifted from 1=3 to the
value given by equation (21). For the regular lattice, the spectrum has an
eigenvalue equal exactly zero for the critical hopping parameter. This is not
the case for random lattice, where the smallest eigenvalue has a distribution
whose center of mass approaches zero only for large N . On the regular
lattice, the lowest part of the spectrum does not move when N goes to
innity, but becomes denser. The average distance between the eigenvalues
scales like N−1=dH , with the canonical dimension dH = 2 while on the random
lattice, the position of the lowest eigenvalue moves towards zero with N−1=dH
with a dressed exponent dH = 2:87(3) resulting from the fractal structure of
fluctuating geometry.
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Figure 10: Histograms of eigenvalues of the operator D̂ for L = 3000 and
K = 0:3. At the critical value K = Kcr the spectrum goes continuously to
zero, while for K 6= Kcr, like for example for K = 0:3 presented in the gure,
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