Local search based heuristics have been demonstrated to give very good results for approximately solve the Quadratic Assignment Problem (QAP). In this paper, following the works of Weinberger and Stadler, we introduce a parameter, called the ruggedness coe cient, which measures the ruggedness of the QAP landscape which is the union of a cost function and a neighborhood. We give an exact expression, and a sharp lower bound for this parameter. We are able to derive from it that the landscape of the QAP is rather at, and so it gives a theoretical justi cation of the e ectiveness of local search based heuristics for this problem. Experimental results with simulated annealing are presented which con rm this conclusion and also the in uence of the ruggedness coe cient on the quality of results obtained.
Introduction
Given two n n matrices F = (f ij ) and D = (d ij ), the Quadratic Assignment Problem (QAP) asks to nd a permutation which minimizes the sum P ij f ij d (i) (j ) . This problem is NP-hard 5], and non approximable 10]. One of the major applications of the QAP is in location theory where f ij is the ow of materials from facility i to facility j, and d ij represents the distance from location i to location j. The objective is to nd an assignment of all facilities to locations which minimizes the total cost. We shall assume, as it is usually the case, that the matrices F and D are symmetric with a null diagonal, and the cost function to be minimized is written C( ) = 2 The ruggedness of a landscape
The union of the cost function to be optimized, and the neighborhood forms what is called a landscape. It is the presence of numerous local minima in the landscape, which represents the main obstacle for local search algorithms. Various heuristics have been developed to overcome this problem, and simulated annealing and tabu search are among the most popular, yet the number of local minima still remains the main di culty they are faced to, and even if they are no more trapped in, they slow down the search. Strongly related to this problem, is the ruggedness of a landscape. Intuitively, it is clear that the number of local minima depends on the link between the cost of a solution and the cost of its neighbors. If the cost di erence between any two neighboring solutions is on average small (respectively important), then the landscape will be at (respectively very steep), and therefore well (respectively bad) suited for a local search algorithm. The autocorrelation functions, introduced by Weinberger 14] , measure the ruggedness of a landscape. In a related study concerning the Graph Bipartitioning Problem 1] we had previously proposed a derived parameter, called the autocorrelation coe cient. In the next section we study it for the QAP, and in order to obtain easy interpretable values we will perform a change of scale on this coe cient specially designed for this problem, obtaining in this way a new coe cient which we call the ruggedness coe cient.
In the following we always have symmetric neighborhood, i.e. s 2 N(t) () t 2 N(s), for any two solutions s; t 2 S. Let Function (d) shows the level of correlation between any two solutions which are at distance d from each other. The most important value to know is (1), because the link between two adjacent solutions is of rst importance for any local search based heuristic. A value close to 1 indicates that costs of any two neighboring solutions are in average very close. In contrary, a value close to 0 indicates that the cost of any two neighboring solutions are almost independent. We de ne the autocorrelation coe cient by = 1 1? (1) . The larger is, the more at is the landscape, and so the more suited is the landscape for any based local search heuristic. Proof:
For the rst equality, we have X Proof:
We have C
We distinguish several cases, according values of indices i; j; k and l. By using lemma 1 we obtain:
First case: i 6 = j 6 = k 6 = l 8 > < > :
Second case: (i = k; j; l) or (i = l; j; k) or (j = k; i; l) or (j = l; i; k) ( P i6 =j 6 =l f ij f il = P i f
Fourth case: All others possibilities (
Thus, we obtain by using the decomposition above , and so we are going to develop this expression. We have ij ( ) = P n k=1
, and so 2 ij ( ) = P n k;l=1
: :, (16) for P P i6 =j 6 =k6 =l f jk d (j ) (k) f jl d (j ) (l) . We note (1') for P P i;j;k=l f ik d (j ) (k) f il d (j ) (l) , (2') for P P i;j;k=l f ik d (j ) (k) f jl d (i) (l) , (3') for P P i;j;k=l f ik d (j ) (k) f il d (i) (l) , : : :, (16') for P P i;j;k=l f jk d (j ) (k) f jl d (j ) (l) . It it easy to check the following equalities, by using the proof of the lemma 3.
X X i6 =j 6 =k6 =l 
= (n ? 3)! (F (2) ? (3) ? (4) + (5) + (6) ? (7) ? (8) ? (9) ? (10) + (11) + (12) ? (13) ? (14) + (15) 2 0 ) ? (3) ? (3 0 ) ? (4) ? (4 0 ) which is always true. 2 To verify that this bound is sharp, it su ces to consider the matrix F with f ij = 1=(n ? 1) , and f ii = 0 otherwise, for 1 i 6 = j n.
For the upper bound we have no formal proof, but based on numerous experimental results we conjecture that n 2 .
Application
As it was reported in the introduction, usually local search based heuristics give very good results when applied to the QAP. The autocorrelation coe cient can be used to explain this fact. The Low Autocorrelation Binary String problem has been reported to be, by G.F.M. Beenker et al. in 3], a notorious very hard problem for local search. By results of Stadler in 11] it is straightforward to prove that the autocorrelation coe cient for all its instances is asymptotically n=8, which is rather a small value. Also, Johnson in 6] has reported that for The Traveling Salesman Problem local search heuristics give very good results. The autocorrelation coe cient for this problem is n=2, a rather large value. Thus, the autocorrelation coe cient of the QAP which is minored by n=4 can be considered as a satisfactory value. In order to have a more convenient parameter to read, and independent of the size of the instance, we de ne a ruggedness coe cient, noted , lying between 0 and 100 (under the assumption ): If is close to 100 (respectively 0) it means that the autocorrelation coe cient is weak (respectively large) and so the landscape is very steep (respectively at). The computational results presented in the next section con rm the link between the ruggedness of a landscape and its hardness for local search algorithms.
Computational results
We have chosen to generate QAP instances with known optimal solution. We have used a slightly modi ed version of the test problem generator GEN2 9] , to obtain QAP instances with The identity permutation is the global optimum for this generated symmetric QAP. For the construction of the matrix D, we have used a method of Taillard 12] . Its advantage, is that we can generate instances with a nearly complete range of values for the ruggedness coe cient. The matrix D is euclidean, and represents the integral rounded distances between n points of the plane generated according the following procedure. 
Repeat c times:
Choose randomly, uniformly between 0 and 2 . Choose r randomly, uniformly between 0 and m. The euclidean coordinates of the next generated point are (R cos + r cos ; R sin + r sin ).
In other words, we generate clusters of c points that are uniformly distributed in a circle of radius M, the points in the clusters being uniformly distributed in a circle of radius m. This non uniform distribution of distances makes the QAP problems closer to real-life problems 12].
For our experiments the size of instances is set to 20, and we have chosen M = 40, m = 10, and c = 5. For our local search based heuristic, we have chosen the simulated annealing implementation of Johnson et al. 7] . Its robustness allows us to avoid the problem of tuning numerous parameters, otherwise some instances would have been penalized and others favorised. At each step two facilities i and j are chosen at random, and the change ij in the cost function, of swapping them is computed (in linear time temperature length) of steps in a geometric way, i.e. T r T, with r the geometric cooling ratio. The initial temperature is experimentally xed in such a way that the fraction of accepted moves is between 35% and 45%. The temperature length is set to be l instance size, with l = 50 and 100, and the geometric cooling ratio is 0.95. When at the end of a temperature the percentage of accepted moves is less than 2%, it means that the search is going to stop soon, because none moves will be accepted. If a such observation occurs ve times, then we consider the search process as being \frozen", and the simulated annealing stops. There is an exception if a solution better than the previous best one is found, in that case we wait again for ve new low-acceptance temperature completions, to stop the algorithm. The nal result is the best solution found during the entire search. For each instance, we have performed 10 trials, starting from random permutations, and for each category of problems we have generated 100 instances. The results are reported in table 1. The suitness of the landscape is measured in terms of the quality of obtained solutions, and time spent. Several conclusions can be drawn from these results. First, we were not able to generate instances with 0 < 10. It supports our belief that 0, or in an equivalent way n 2 . Notice, that both relative error and number of steps are clearly increasing with regard to the ruggedness coe cient and this for both cases with l = 50 and l = 100. The performance of simulated annealing is directly function of the ruggedness coe cient. The relative error monotonically increases in a very important way, when the landscape becomes more and more rugged. This degradation of results cannot be imputed on a less number of iterations, indeed notice that this number increases along with the ruggedness coe cient, and so these results are e ectively an evidence of the well (respectively bad) suitness of a at (respectively rugged) landscape for simulated annealing.
Conclusion
The ruggedness coe cient introduced in this paper gives a theoretical justi cation of the e ectiveness of local search based heuristics for the QAP. We think that this parameter could be further exploited in order to de ne appropriate cooling schedules in the simulated annealing algorithm, and also in conjunction with the well known dominance parameter would allow us to design a complexity measure for characterizing the precise di culty of QAP instances.
