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1 Introduction
Spline functions are an important tool in many application areas, ranging from geometric modelling
to the numerical solution of partial differential equations. For example, splines play a fundamental
role in isogeometric analysis [4], a paradigm for numerical simulation which combines finite element
analysis with computer-aided design methods. The so-called polyhedral splines are a very general
and well established family of multivariate polynomial splines, see e.g. [8]. They are obtained as
a volumetric projection or “shadow” of a higher dimensional polytope. Box splines and simplex
splines are the most interesting examples, see [3, 14, 17] and references therein.
Many practical problems require to compute the value of the inner product of two splines. This is
usually the case in least-squares approximation methods and in Galerkin finite element methods.
Various types of quadrature methods have been developed for this purpose, especially for univariate
B-splines and NURBS, see [1, 10, 13, 18]. On the other hand, algorithms to compute the exact
values of these inner products have also been provided for multivariate simplex splines [9, 15] and
for multivariate polyhedral splines [5]. Recently, a simple expression has been derived in [7] for the
inner product of (higher order) derivatives of univariate cardinal B-splines and their translates. In
this note, we generalize the formula for the inner product of derivatives of box splines. To the best
of our knowledge, no explicit expressions for such inner products are given in the literature for box
splines.
The note is organized as follows. In Section 2 we recall the definition and some main properties of
box splines. The main result is derived in Section 3 where we give a simple and explicit expression
for the inner product of (higher order) derivatives of box splines and their translates. We also
consider a small application in the finite element context: we show that the energy inner product
related to a linear partial differential equation discretized with a set of shifted box splines can be
interpreted as a collocation of the problem with a higher order box spline at certain points. In
Section 4 we conclude with some final remarks.
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2 Box splines
In this section we summarize the definition of box splines and some of their main properties. For
a more comprehensible treatment, we refer to [3, 17] and references therein.
A d-variate box-spline MΞ(x) is determined by (possibly repeated) direction vectors vk ∈ Zd \ 0,
k = 1, . . . , n, collected in a d×n matrix Ξ := [v1 · · ·vn]. For simplicity, we assume that n ≥ d and
that v1, . . . ,vd are linearly independent, so they span Rd and Ξd := [v1 · · ·vd] is a regular matrix.
We denote by Ξ [0, 1)n the set of all points in Rd obtained after multiplication of Ξ with any point
belonging to the set [0, 1)n (in vector notation). Moreover, we use the notation X ⊆ Ξ to indicate
that the matrix X is obtained from Ξ by the deletion of some columns. Similarly, Ξ∪X := [Ξ X ]
means the matrix made up of all columns of Ξ and X , whereas Ξ \X means the matrix obtained
from Ξ by omitting once each column of X . Under these assumptions, the box splines can be
defined by successive convolutions as follows:
MΞd(x) :=
{
1/| det(Ξd)|, if x ∈ Ξd [0, 1)d,
0, otherwise, (2.1)
and
MΞ(x) :=
∫ 1
0
MΞ\vn(x− tvn) dt, n > d. (2.2)
Any box spline can be interpreted geometrically as the “shadow” of a parallelepiped (also called
box). It is well known that univariate cardinal B-splines and tensor-product B-splines are special
box splines.
Theorem 2.1. A box spline MΞ(x) has the following properties:
• its construction does not depend on the ordering of the direction vectors vi, i = 1, . . . , n;
• it is positive over the convex set Ξ [0, 1)n, and its support is given by Ξ [0, 1]n;
• it is symmetric with respect to the central point mΞ := (v1 + · · ·+ vn)/2;
• it is ρ− 2 times continuously differentiable, where ρ is the minimal number of columns that
need to be removed from Ξ to obtain a matrix whose columns do not span Rd;
• it is a d-variate piecewise polynomial of degree n− d.
A box spline is characterizable as a distribution by∫
Rd
MΞ(x)f(x) dx =
∫
[0,1)n
f(Ξt) dt, (2.3)
for all continuous functions f(x). Box splines can also be described by means of a recurrence
relation. If the box splines MΞ\vk , k = 1, . . . , n, are continuous at x =
∑n
k=1 αkvk, then
MΞ(x) =
1
n− d
n∑
k=1
αkMΞ\vk(x) + (1− αk)MΞ\vk(x− vk). (2.4)
Stable evaluation algorithms based on this recurrence relation are given in [2, 12]. An alternative
approach is to evaluate after conversion to the Bernstein-Be´zier form, see [11].
If the columns of Ξ \ vk span Rd, then we can compute the directional derivative DvkMΞ with
respect to vk as
DvkMΞ(x) =MΞ\vk(x)−MΞ\vk(x− vk). (2.5)
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There is a well established theory for spaces spanned by integer translates of box splines, namely{
MΞ(· − i), i ∈ Zd
}
. (2.6)
The elements in the set (2.6) form a partition of unity. Moreover, their linear independence can be
characterized in a very elegant way in terms of the matrix Ξ. The functions in (2.6) are linearly
independent if and only if each regular d× d submatrix Ξ¯ of Ξ is unimodular, i.e.,
det(Ξ¯) ∈ {1,−1}.
We recall that local linear independence is equivalent to (global) linear independence in the case of
(2.6). Box splines on three-directional meshes are an important family of linearly independent sets
of box splines. A closed formula for box splines on three-directional meshes can be found in [16].
We remark that the central points of the supports of the shifted box splines in (2.6) play the role
of Greville points gΞ,i, namely
x =
∑
i∈Zd
gΞ,iMΞ(x− i), gΞ,i :=mΞ + i. (2.7)
Of course, the relation (2.7) only holds when the linear polynomials belong to the space spanned
by (2.6). It is known that the box spline space reproduces all polynomials of degree ρ− 1, where
ρ is defined in Theorem 2.1.
3 Inner products
The next theorem provides an expression for inner products of (shifted) box splines. The result is
already known in a slightly different form in the more general context of multivariate polyhedral
splines, see [6]. For the sake of completeness, we give a short proof. In the following, we only
consider continuous box splines.
Theorem 3.1. Let MΞ and MΨ be two box splines as defined in (2.1)–(2.2), where Ξ and Ψ are
matrices of size d× n and d×m respectively. Then,∫
Rd
MΞ(x)MΨ(x+ y) dx =MΞ∪Ψ(2mΞ + y) =MΞ∪Ψ(2mΨ − y). (3.1)
Proof. Applying n times the relation (2.2) implies
MΞ∪Ψ(z) =
∫
[0,1)n
MΨ(z − Ξt) dt,
and by setting f(x) =MΨ(z − x) in (2.3) we get
MΞ∪Ψ(z) =
∫
Rd
MΞ(x)MΨ(z − x) dx.
SinceMΨ andMΞ∪Ψ are symmetric with respect to their central pointsmΨ andmΞ∪Ψ =mΞ+mΨ
respectively, we know
MΨ(z − x) =MΨ(2mΨ − z + x),
MΞ∪Ψ(2mΞ + y) =MΞ∪Ψ(2mΞ∪Ψ − 2mΞ − y) =MΞ∪Ψ(2mΨ − y),
resulting in (3.1).
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This is an important result to simplify the construction of the mass matrix based on the set of
elements in (2.6). In such a case, Ξ = Ψ and y is an integer shift. It follows that the mass matrix
is completely known once the box spline MΞ∪Ψ has been evaluated at all points in Zd.
We can generalize the previous result by providing an expression for the inner product of (higher
order) derivatives of (shifted) box splines. The higher order directional derivative of MΞ with
respect to the directions given as columns in X is denoted by DXMΞ. We first formulate a lemma
regarding the (anti-)symmetry of higher order directional derivatives.
Lemma 3.2. Let MΞ be a box spline as defined in (2.1)–(2.2), where Ξ is a matrix of size d× n,
and let X ⊆ Ξ be a matrix of size d× r, so that the columns of Ξ \X span Rd. Then,
DXMΞ(mΞ + x) = (−1)rDXMΞ(mΞ − x). (3.2)
Proof. It is known that box splines satisfy the symmetry property
MΞ(mΞ + x) =MΞ(mΞ − x).
The result (3.2) follows from repeated differentiations of this property.
We now arrive at our main result.
Theorem 3.3. Let MΞ and MΨ be two box splines as defined in (2.1)–(2.2), where Ξ and Ψ are
matrices of size d× n and d×m respectively. Let X ⊆ Ξ and Y ⊆ Ψ be two matrices of size d× r
and d × s respectively, so that the columns of Ξ \X span Rd and the columns of Ψ \ Y span Rd.
Then, ∫
Rd
DXMΞ(x)DYMΨ(x+ y) dx = (−1)rDX∪YMΞ∪Ψ(2mΞ + y)
= (−1)sDX∪YMΞ∪Ψ(2mΨ − y). (3.3)
Proof. Because of the (anti-)symmetry of the higher order derivatives of the B-splines given by
Lemma 3.2, we have
(−1)rDX∪YMΞ∪Ψ(2mΞ + y) = (−1)r(−1)r+sDX∪YMΞ∪Ψ(2mΞ∪Ψ − 2mΞ − y)
= (−1)sDX∪YMΞ∪Ψ(2mΨ − y).
Hence, we only have to show one of the two equalities in (3.3). This can be proved by induction
on the order of derivatives. The base case (r = 0, s = 0) simply follows from Theorem 3.1. Then,
we consider two types of inductive steps: in the inductive step of the first type we increase the
order of derivatives of MΞ by one, i.e., r − 1 → r; while in the inductive step of the second type
we increase the order of derivatives of MΨ by one, i.e., s− 1→ s. Let v ∈ X . By using (2.5) and
the induction hypothesis, we have∫
Rd
DXMΞ(x)DYMΨ(x+ y) dx
=
∫
Rd
[
DX\vMΞ\v(x)−DX\vMΞ\v(x− v)
]
DYMΨ(x+ y) dx
=
∫
Rd
DX\vMΞ\v(x)DYMΨ(x+ y) dx−
∫
Rd
DX\vMΞ\v(x)DYMΨ(x+ y + v) dx
= (−1)s [DX∪Y \vMΞ∪Ψ\v(2mΨ − y)−DX∪Y \vMΞ∪Ψ\v(2mΨ − y − v)]
= (−1)sDX∪YMΞ∪Ψ(2mΨ − y).
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The inductive step of the second type can be proved in a similar way. Let w ∈ Y , then∫
Rd
DXMΞ(x)DYMΨ(x+ y) dx
=
∫
Rd
DXMΞ(x)
[
DY \wMΨ\w(x+ y)−DY \wMΨ\w(x+ y −w)
]
dx
=
∫
Rd
DXMΞ(x)DY \wMΨ\w(x+ y) dx−
∫
Rd
DXMΞ(x)DY \wMΨ\w(x+ y −w) dx
= (−1)r [DX∪Y \wMΞ∪Ψ\w(2mΞ + y)−DX∪Y \wMΞ∪Ψ\w(2mΞ + y −w)]
= (−1)rDX∪YMΞ∪Ψ(2mΞ + y),
and the proof is complete.
We can also formulate an equivalent expression for inner products of directional derivatives where
the directions do not necessarily belong to Ξ := [v1 · · ·vn] and Ψ := [w1 · · ·wm], used in the
construction of MΞ and MΨ. Given any two directions v,w ∈ Rd \ 0, and the linear combinations
v =
n∑
k=1
αk vk, w =
m∑
l=1
βlwl,
for some sets of αk and βl. Because the columns of Ξ (and Ψ) span Rd, the above linear com-
binations always exist, but are not necessarily unique. Let MΞ ∈ C1 and MΨ ∈ C1, then we
have∫
Rd
DvMΞ(x)DwMΨ(x+ y) dx =
∫
Rd
(
n∑
k=1
αkDvkMΞ(x)
)(
m∑
l=1
βlDwlMΨ(x+ y)
)
dx
=
n∑
k=1
m∑
l=1
αk βl
∫
Rd
DvkMΞ(x)DwlMΨ(x+ y) dx.
From Theorem 3.3 it follows that∫
Rd
DvMΞ(x)DwMΨ(x+ y) dx =
n∑
k=1
m∑
l=1
αk βl (−1)Dvk∪wlMΞ∪Ψ(2mΞ + y)
= −Dv∪wMΞ∪Ψ(2mΞ + y).
In a completely analogous way, we also obtain that∫
Rd
DvMΞ(x)DwMΨ(x+ y) dx = −Dv∪wMΞ∪Ψ(2mΨ − y).
Following a similar line of arguments, we can generalize the result in Theorem 3.3 to inner products
of higher order directional derivatives of box splines with arbitrary directions.
Corollary 3.4. Let MΞ and MΨ be two box splines as defined in (2.1)–(2.2), where Ξ and Ψ are
matrices of size d× n and d×m respectively. Assuming MΞ ∈ Cr and MΨ ∈ Cs, let X and Y be
two matrices of size d× r and d× s respectively. Then,∫
Rd
DXMΞ(x)DYMΨ(x+ y) dx = (−1)rDX∪YMΞ∪Ψ(2mΞ + y)
= (−1)sDX∪YMΞ∪Ψ(2mΨ − y). (3.4)
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The above results might simplify the construction of stiffness matrices based on the set of elements
in (2.6) when discretizing partial differential equations by the Galerkin method. This will be briefly
illustrated by the following second order elliptic differential equation with homogeneous Dirichlet
boundary conditions: { −∆u+ β · ∇u+ γu = f, in Ω,
u = 0, on ∂Ω, (3.5)
where Ω ⊂ Rd is a domain with Lipschitz boundary, f ∈ L2(Ω), β ∈ Rd and γ ≥ 0. It is well
known that the weak form of problem (3.5) is formulated as follows: find u ∈ V := H10 (Ω) such
that
a(u, v) = F(v), ∀v ∈ V ,
where
a(u, v) :=
∫
Ω
(∇u · ∇v + β · ∇u v + γuv) dΩ, F(v) :=
∫
Ω
fv dΩ.
Let us assume that we use a set of linearly independent elements like in (2.6) to discretize the
space V . Then, up to some special boundary treatment, the computation of the energy inner
products of the interior basis functions can be reduced to a set of generic inner products. We need
to compute a(MΞ,MΞ(· − i)), assuming both MΞ and MΞ(· − i) have their supports completely
inside Ω. If MΞ ∈ C1, then Corollary 3.4 implies
a(MΞ,MΞ(· − i)) = −∆MΞ∪Ξ(2mΞ + i) + β · ∇MΞ∪Ξ(2mΞ + i) + γMΞ∪Ξ(2mΞ + i).
This means that the energy inner products a(MΞ,MΞ(·− i)) can be interpreted as a collocation of
the differential operator in (3.5) with the higher order box spline MΞ∪Ξ at the points (2mΞ + i).
Note that these points are nothing else than the Greville points gΞ∪Ξ,i related to the integer shifts
of MΞ∪Ξ, see (2.7). In view of Theorem 3.3 and Corollary 3.4, it is clear that this result also
generalizes to higher order linear partial differential equations.
4 Closure
We have derived a simple and explicit expression for the inner product of (higher order) derivatives
of multivariate box splines and their translates. As a consequence of this expression, the energy
inner product related to a linear partial differential equation discretized with a set of shifted box
splines can be interpreted as a collocation of the problem with a higher order box spline at certain
points.
The recent work [7] analyzes the spectral properties of stiffness matrices arising in the context
of B-spline based Galerkin discretizations of elliptic differential equations. Such an analysis is of
interest to design effective preconditioners for Krylov-type techniques (like Conjugate Gradient
or GMRES) and multigrid strategies for the solution of the corresponding linear systems. By
exploiting the well known properties of box splines and also the above interpretation of the energy
inner product of box splines, a similar strategy as in [7] could be followed to provide a precise
spectral analysis of stiffness matrices based on box splines.
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