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1 Introduction
The aim of this paper is to prove a stretched-exponential bound for the decay
of correlations for the Rauzy-Veech-Zorich induction map on the space of inter-
val exchange transformations (Theorem 4). A Corollary is the Central Limit
Theorem for the Teichmu¨ller flow (Theorem 10).
The proof of Theorem 4 proceeds by approximating the induction map by
a Markov chain satisfying the Doeblin condition, the method of Sinai [13] and
Bunimovich–Sinai [14]. The main “loss of memory” estimate is Lemma 4.
1.1 Interval exchange transformations.
Let m be a positive integer. Let π be a permutation on m symbols. The per-
mutation π will always be assumed irreducible, which means that π{1, . . . , k} =
{1, . . . , k} only if k = m.
Let λ be a vector in Rm+ , λ = (λ1, . . . , λm), λi > 0 for all i. Denote
|λ| =
m∑
i=1
λi.
Consider the half-open interval [0, |λ|). Consider the points βi =
∑
j<i λj ,
βπi =
∑
j<i λπ−1j .
Denote Ii = [βi, βi+1), I
π
i = [β
π
i , β
π
i+1). The length of Ii is λi, whereas the
length of Iπi is λπ−1i.
∗Department of Mathematics, Princeton University
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Set
T(λ,π)(x) = x+ β
π
πi − βi for x ∈ Ii.
The map T(λ,π) is called an interval exchange transformation corresponding
to (λ, π).
The map T(λ,π) is an order-preserving isometry from Ii onto I
π
π(i).
We say that λ is irrational if there are no rational relations between |λ|,
λ1,λ2, . . .λm−1.
Theorem 1 (Oseledets([5]), Keane([9])) Let π be irreducible and λ irra-
tional. Then for any x ∈ [0,∑mi=1 λi), the set {T n(λ,π)x, n ≥ 0} is dense in
[0,
∑m
i=1 λi).
1.2 Rauzy operations a and b.
Let (λ, π) be an interval exchange. Assume that π is irreducible and λ is irra-
tional.
Following Rauzy [6], consider the induced map of (λ, π) on the interval
[0, |λ| − min(λm, λπ−1(m))). The induced map is again an interval exchange
of m intervals. For i, j = 1, . . . ,m, denote by Eij an m × m matrix of which
the i, j-th element is equal to 1, all others to 0. Let E be the m ×m-identity
matrix.
1.2.1 Case a: λπ−1m > λm.
Define
A(a, π) =
π−1(m)∑
i=1
Eii + Em,π−1m+1 +
m∑
i=π−1m+1
Ei,i+1
aπ(j) =


πj, if j ≤ π−1m;
πm, if j = π−1m+ 1;
π(j − 1), other j.
If λπ−1m > λm, then the induced interval exchange of T(λ,π) on the interval
[0,
∑
i6=m λi) is T(λ′,π′), where λ
′ = A(a, π)−1λ and π′ = aπ.
1.2.2 Case b: λm > λπ−1m.
Define
A(b, π) = E + Em,π−1m
bπ(j) =


πj, if πj ≤ πm;
πj + 1, if πm < πj < m;
πm+ 1, if πj = m.
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If λπ−1m < λm, then the induced interval exchange of T(λ,π) on the interval
[0,
∑
i6=Π−1m λi) is T(λ′,π′), where λ
′ = A(b, π)−1λ and π′ = bπ.
Note that operations a and b are invertible on the space of permutations,
namely, we have:
a−1π(j) =


π(j), if j ≤ π−1(m);
π(j + 1), if π−1(m) + 1 < j < m;
π(π−1(π(m) + 1), if j = m.
b−1π(j) =


π(j), if π(j) ≤ π(m)
m, if j = π−1(π(m) + 1);
π(j)− 1, if π(j) > π(m) + 1.
For (λ, π) ∈ ∆(R), denote
Ta−1(λ, π) = (A(a
−1π, a)λ, a−1π), Tb−1(λ, π) = (A(b
−1π, b)λ, b−1π). (1)
The interval exchange Ta−1(λ, π) is the preimage of (λ, π) under the opera-
tion a, and the interval exchange Tb−1(λ, π) is the preimage of (λ, π) under the
operation b.
Normalize (dividing by |λ| = λ1 + · · ·+ λm) and set:
ta−1(λ, π) = (
A(a−1π, a)λ
|A(a−1π, a)λ| , a
−1π), tb−1(λ, π) = (
A(b−1π, b)λ
|A(b−1π, b)λ| , b
−1π). (2)
1.3 Rauzy class and Rauzy graph.
If π is an irreducible permutation, then its Rauzy class is the set of all permu-
tations that can be obtained from π by applying repeatedly the operations a
and b; the Rauzy class of the permutation π is denoted R(π). Rauzy class has
a natural structure of an oriented labelled graph: namely, the permutations of
the Rauzy class are the vertices of the graph, and if π = aπ′ then we draw an
edge from π to π′ and label it by a, and if π = bπ′ then we draw an edge from
π to π′ and label it by b. This labelled graph will be called the Rauzy graph of
the permutation π.
For example, the Rauzy graph of the permutation (4321) is
(3142)a   
b //
(4132)
b
oo
a

(4321)
a
oo b // (2431)
b

a //
(2413)
a
oo b~~
(4213)
a
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b
WW
(3241)
b
ddIIIIIIIII
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For a permutation π, consider the set {anπ, n ≥ 0}. This set forms a cycle
in the Rauzy graph which will be called the a-cycle of π. Similarly, the set
{bnπ, n ≥ 0} will be called the b-cycle of π.
1.4 The Rauzy-Veech-Zorich induction.
Denote
∆m−1 = {λ ∈ Rm+ : |λ| = 1},
∆+π = {λ ∈ ∆m−1, λπ−1m > λm},∆−π = {λ ∈ ∆m−1, λm > λπ−1m},
∆(R) = ∆m−1 ×R(π).
Define a map
T : ∆(R)→ ∆(R)
by
T (λ, π) =
{
( A(π,a)
−1λ
|A(π,a)−1λ| , aπ), if λ ∈ ∆+π ;
( A(π,b)
−1λ
|A(π,b)−1λ| , bπ), if λ ∈ ∆−π .
Each (λ, π) ∈ ∆(R) has exactly two preimages under the map T , namely,
ta−1(λ, π) and tb−1(λ, π) (2).
The set ∆(R) is a finite union of simplices. Let m be the Lebesgue measure
on ∆(R) normalized in such a way that m(∆(R)) = 1.
Theorem 2 (Veech[1]) The map T has an infinite conservative ergodic in-
variant measure, absolutely continuous with respect to Lebesgue measure on
∆(R).
From this result Veech [1] derives that almost all (with respect tom) interval
exchange transformations are uniquely ergodic.
Denote
∆+ = ∪π′∈R(π)∆+π′ ,∆− = ∪π′∈R(π)∆−π′ .
Following Zorich [4], we define the function n(λ, π) in the following way.
n(λ, π) =
{
inf{k > 0 : T k(λ, π) ∈ ∆−}, if λ ∈ ∆+π ;
inf{k > 0 : T k(λ, π) ∈ ∆+}, if λ ∈ ∆−π .
Define
G(λ, π) = T n(λ,π)(λ, π).
The map G will be referred to as the Rauzy-Veech-Zorich induction map
[6, 1, 4].
For (λ, π) ∈ ∆(R), denote
ta−n(λ, π) = t
n
a−1(λ, π), tb−n(λ, π) = t
n
b−1(λ, π), Ta−n(λ, π) = T
n
a−1(λ, π), Tb−n(λ, π) = T
n
b−1(λ, π).
Under the map G, each interval exchange (λ, π) has countably many preim-
ages:
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G−1(λ, π) =
{
{ta−n(λ, π), n ∈ N}, if (λ, π) ∈ ∆+;
{tb−n(λ, π), n ∈ N}, if (λ, π) ∈ ∆−.
Theorem 3 (Zorich[4]) The map G has an ergodic invariant probability mea-
sure, absolutely continuous with respect to Lebesgue on ∆(R).
Denote this invariant measure by ν; the probability with respect to ν will
be denoted by P.
Let ρ(λ, π) be the density of ν with respect to the Lebesgue measure m.
Zorich [4] showed that for any π ∈ R there exist two positive rational homoge-
neous of degree −m functions ρ+π , ρ−π such that
ρ(λ, π) =
{
ρ+π (λ), if λ ∈ ∆+π ;
ρ−π (λ), if λ ∈ ∆−π .
(3)
Remark. In particular, the invariant density is bounded from below: there
exists a positive constant C(R), depending on the Rauzy class only and such
that ρ(λ, π) ≥ C(R) for any (λ, π) ∈ ∆(R).
The map G is not mixing: indeed, from the definition of G, we have
G(∆+) = ∆−, G(∆−) = ∆+.
Let B be the Borel σ-algebra on ∆(R), and let Bn = G−nB. We have
Bn+2 ⊂ Bn. Recall [23] that exactness of the map G2 means, by definition, that
the σ-algebra ∩∞n=1B2n is trivial [23] (in other words, that Kolmogorov’s 0 − 1
law holds for the map G2.)
Proposition 1 The map G2 : ∆+ → ∆+ is exact with respect to ν|∆+ .
This Proposition is proven in Section 4; it implies strong mixing for the map
G2.
1.5 The main result
Introduce a metric on ∆m−1 by setting
d(λ, λ′) = log
maxi
λi
λ′
i
mini
λi
λ′
i
. (4)
Now introduce a metric on ∆(R) by setting
d((λ, π), (λ′, π′)) =
{
2 + d(λ, λ′), if π 6= π′;
d(λ, λ′), if π = π′.
For α > 0, let Hα be the space of functions φ : ∆(R) → R such that if
d((λ, π), (λ′, π′) ≤ 1, then |φ(λ, π) − φ(λ′, π′)| ≤ Cd((λ, π), (λ′, π′))α for some
constant C.
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Define
CHα(φ) = max
d((λ,π),(λ′,π′))≤1
|φ(λ, π) − φ(λ′, π′)|
d((λ, π), (λ′, π′))α
,
The main result of this paper is
Theorem 4 Let G : ∆(R) → ∆(R) be the Rauzy-Veech-Zorich induction map
and let ν be the absolutely continuous invariant measure.
Let p > 2. Then, for any α > 0, there exist positive constants C, δ such that
for any φ ∈ Hα ∩ Lp(∆+(R), ν) and ψ ∈ L2(∆+(R), ν) we have
|
∫
φ × ψ ◦ G2ndν −
∫
φdν
∫
ψdν| ≤ C exp(−δn1/6)(CHα(φ) + |φ|Lp)(|ψ|L2).
Denote by N (0, σ) the Gaussian distribution with mean 0 and variance σ.
By [7, 8, 17], we have
Corollary 1 Let φ ∈ Hα ∩ Lp(∆(R)+, ν),
∫
φdν = 0. Assume that there does
not exist ψ ∈ L2(∆(R)+, ν) such that φ = ψ ◦ G2 − ψ. Then there exists σ > 0
such that
1√
N
N−1∑
n=0
φ ◦ G2n d−→ N (0, σ) as N →∞.
1.6 Veech’s space of zippered rectangles
A zippered rectangle associated to the Rauzy class R is a quadruple (λ, h, a, π),
where λ ∈ Rm+ , h ∈ Rm+ , a ∈ Rm, π ∈ R, and the vectors h and a satisfy the
following equations and inequalities (one introduces auxiliary components a0 =
h0 = am+1 = hm+1 = 0, and sets π(0) = 0, π
−1(m+ 1) = m+ 1.):
hi − ai = hπ−1(π(i)+1) − aπ−1(π(i)+1)−1, i = 0, . . . ,m
hi ≥ 0, i = 1, . . . ,m, ai ≥ 0, i = 1, . . . ,m− 1,
ai ≤ min(hi, hi+1) for i 6= m, i 6= π−1m,
am ≤ hm, am ≥ −hπ−1m, aπ−1m ≤ hπ−1m+1
The area of a zippered rectangle is given by the expression λ1h1 + · · · +
λmhm. Following Veech, we denote by Ω(R) the space of all zippered rectangles,
corresponding to a given Rauzy class R and satisfying the condition
λ1h1 + · · ·+ λmhm = 1.
We shall denote by x an individual zippered rectangle.
Veech further defines a map U and a flow P t on the space of zippered rect-
angles in the following way:
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P t(λ, h, a, π) = (etλ, e−th, e−ta, π).
U(λ, h, a, π) =
{
(A−1(a, π)λ,At(a, π)h, a′, aπ), if (λ, π) ∈ ∆−
(A−1(b, π)λ,At(b, π)h, a′′, bπ), if (λ, π) ∈ ∆+,
where
a′i =


ai, if j < π
−1m,
hπ−1m + am−1, if i = π
−1m,
ai−1, other i.
a′′i =
{
ai, if j < m,
−hπ−1m + aπ−1m−1, if i = m.
The map U is invertible; U and P t commute ([1]).
Denote
τ(λ, π) = (log(|λ| −min(λm, λπ−1m)),
and for x ∈ Ω(R), x = (λ, h, a, π), write
τ(x) = τ(λ, π).
Now define
Y(R) = {x ∈ Ω(R) : |λ| = 1}.
and
Ω0(R) =
⋃
x∈Y(R),0≤t≤τ(x)
P tx.
Ω0(R) is a fundamental domain for U and, identifying the points x and Ux in
Ω0(R), we obtain a natural flow, also denoted by P t, on Ω0(R).
The space Ω(R) has a natural Lebesgue measure class and so does the
transversal Y(R). Veech [1] has proved the following Theorem.
Theorem 5 There exists a measure µR on Ω(R), absolutely continuous with
respect to Lebesgue, preserved by both the map U and the flow P t and such that
µR(Ω0(R)) <∞.
For x ∈ Y(R), define
S(x) = UP τ(x)(x).
The map S is a lift of T to the space of zippered rectangles: indeed, if
S(λ, h, a, π) = (λ′, h′, a′, π′),
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then (λ′, π′) = T (λ′, π′).
Since Y(R) is a transversal to the flow, the measure µR induces an abso-
lutely continuous measure µ
(1)
R on Y(R); since µR is both U and P t-invariant,
the measure µ
(1)
R is S-invariant. Since µR(Ω0(R)) < ∞, the measure µ(1)R is
conservative; it is, however, infinite (Veech [1]).
Zorich [4] constructed a different section for the flow P t, for which the re-
stricted measure has finite total mass.
Following Zorich [4], define
Ω+(R) = {x = (λ, h, a, π) : (λ, π) ∈ ∆+, am ≥ 0}.
Ω−(R) = {x = (λ, h, a, π) : (λ, π) ∈ ∆−, am ≤ 0},
Y+(R) = Y(R)∩Ω+(R), Y−(R) = Y(R)∩Ω−(R), Y±(R) = Y+(R)∪Y−(R).
Take x ∈ Y±(R), x = (λ, h, a, π), and define
F(x) = Sn(λ,π)x.
The map F is a lift of the map G to the space of zippered rectangles: if
F(λ, h, a, π) = (λ′, h′, a′, π′),
then (λ′, π′) = G(λ′, π′).
We shall see, moreover, that the map F can be almost surely (with respect
to Lebesgue) identified with the natural extension of the map G (Section 3).
If x ∈ Y+, then F(x) ∈ Y−, and if x ∈ Y−, then F(x) ∈ Y+. The map F is
the induced map of S to the subset Y±(R).
Since Y±(R) is a transversal to the flow P t, the measure µR naturally in-
duces an absolutely continuous measure ν on Y±(R); since µR is both U and
P t-invariant, the measure ν is F -invariant.
Zorich [4] proved
Theorem 6 The measure ν is finite and ergodic for F .
Since the map G is exact (as is shown in Section 4), the map F satisfies
the K-property of Kolmogorov, and, in particular, is strongly mixing. Decay of
correlations is proven for the map F as well.
Introduce a metric on the space of zippered rectangles in the following way.
Take two zippered rectangles x = (λ, h, a, π) and x′ = (λ′, h′, a′, π′). Write
d((λ, h, a), (λ′, h′, a′)) = log
maxi
λi
λ′
i
, hih′
i
, |ai||a′
i
| ,
|hi−ai|
|h′
i
−a′
i
|
mini
λi
λ′
i
, hih′
i
, |ai||a′
i
| ,
|hi−ai|
|h′
i
−a′
i
|
.
Define the metric on Ω(R) by
d(x, x′) =
{
d((λ, h, a), (λ′, h′, a′) if π = π′ and ama′m
> 0;
2 + d((λ, h, a), λ′, h′, a′), otherwise.
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As above, for α > 0, let Hα be the space of functions φ : Y±(R) → R such
that if d(x, x′) ≤ 1, then |φ(x) − φ(x′)| ≤ Cd(x, x′)α for some constant C.
Note that the distance d(x, x′) is not defined if ai = 0 or a
′
i = 0 for some
i = 1, . . . ,m; nothing, therefore, is said about the values of a function from Hα
at such points. This does not represent a problem, however, since we only need
the space Hα for the Central Limit Theorem, and for for such a result we may
deal with functions defined almost everywhere.
Define
CHα(φ) = max
d(x,x′)≤1
|φ(x) − φ(x′)|
d(x, x′)α
.
Theorem 7 Let F : Y±(R) → Y±(R) be the Rauzy-Veech-Zorich induction
map on the space of zippered rectangles and let νR be the absolutely continuous
invariant probability measure. Let p > 2. Then, for any α > 0, there exist
positive constants C, δ such that for any φ, ψ ∈ Hα ∩ Lp(Y(R), νR) we have
|
∫
φ ×ψ◦F2ndνR−
∫
φdνR
∫
ψdνR| ≤ C exp(−δn1/6)(CHα(φ)+|φ|Lp)(CHα (ψ)+|ψ|Lp)
Theorem 7 will be established simultaneosuly with the Theorem 4. Indeed,
the map F can be almost surely identified with the natural extension of the map
G, and the method of Markov approximations of of Sinai [13] and Bunimovich–
Sinai [14] allows to obtain the decay of correlations for the invertible case si-
multaneously with that for the noninvertible one.
Since the flow P t is a special flow over the map F , by the Theorem of
Melbourne and To¨ro¨k [15], the decay of correlations for the map F allows to
obtain the Central Limit Theorem for the flow P t.
Denote by Xt the derivative with respect to the flow P
t.
Theorem 8 Let p > 2 and let φ ∈ Hα(Ω0(R))∩Lp(Ω0(R), µR) satisfy
∫
φdν =
0. Assume that there does not exist ψ ∈ L2(Ω0(R), µR) such that φ = Xtψ.
Then there exists σ > 0 such that
1√
T
∫ T
0
φ ◦ P t d−→ N (0, σ) as T →∞.
This Theorem will be proved in Section 16.
1.7 Zippered rectangles and the moduli space of holomor-
phic differentials.
Let g ≥ 2 be an integer. Take an arbitrary integer vector κ = (k1, . . . , kσ) such
that ki > 0, k1 + · · ·+ kσ = 2g − 2.
Denote by Mκ the moduli space of Riemann surfaces of genus g endowed
with a holomorphic differential of area 1 with singularities of orders k1, . . . , kσ.
(the stratum in the moduli space of holomorphic differentials). Denote by gt
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the Teichmu¨ller flow on Mκ (see [10], [21], [28], [29]). The flow gt preserves a
natural absolutely continuous probability measure on Mκ ([21],[1], [29]). We
denote that measure by µκ.
A zippered rectangle naturally defines a Riemann surface endowed with a
holomorphic differential of area 1. The orders of the singularities of ω are
uniquely defined by the Rauzy class of the permutation π ([1]).
For any R we thus have a map
πR : ΩR →Mκ,
where κ is uniquely defined by R.
Veech [1] proved
Theorem 9 (Veech) 1. The set π0(Ω0(R)) is a connected component of
Mκ. Any connected component of any Mκ has the form π0(Ω0(R)) for
some R.
2. The map π0 is finite-to-one and almost everywhere locally bijective.
3. π0(Ux) = π0(x).
4. The flow P t on Ω0(R) projects under π0 to the Teichmu¨ller flow gt on the
corresponding connected component of Mκ.
5. (πR)∗µκ = µR.
A detailed treatment of the relationship between Rauzy classes, zippered
rectangles and connected components is given by M.Kontsevich and A.Zorich
in [26].
Say that a function ψ : Mκ → R is Ho¨lder in the sense of Veech if there
exists a Ho¨lder function φ : Ω0(R)→ R such that ψ ◦ π0 = φ.
Remark. This definition has a natural interpretation in terms of cohomo-
logical coordinates of Hubbard and Masur [28]. Indeed, under the map π0 the
Veech coordinates on the space of zippered rectangles correspond, upto a linear
change of variables, to the cohomological coordinates of Hubbard and Masur.
Locally, one can associate a Hilbert metric to those coordinates. A function
Ho¨lder in the sense of Veech if and only if it is Ho¨lder with respect to that
metric. Note that the thus defined local Hilbert distance between two elements
in Mκ majorates the Teichmu¨ller distance between their underlying surfaces.
Therefore, if a function φ : Mκ → R is a lift of a smooth function from the
underlying moduli space Mg of compact surfaces of genus g, then φ is Ho¨lder
in the sense of Veech.
Denote by Xt the derivative in the direction of the flow gt.
Theorem 8 and Theorem 9 imply the following
Theorem 10 Let H be a connected component of Mκ. Let p > 2, and let
ψ ∈ Lp(H, µκ) be Ho¨lder in the sense of Veech and satisfy
∫
φdµκ = 0. Assume
that there does not exist ψ ∈ L2(H, µκ) such that φ = Xtψ. Then there exists
σ > 0 such that
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1√
T
∫ T
0
φ ◦ gtdt d−→ N (0, σ) as T →∞.
1.8 Outline of the Proof of Theorem 4.
First, one takes a subset of the space ∆(R) such that the induced map of
G is uniformly expanding (namely, the set of all interval exchanges such that
the renormalization matrix for them is a fixed matrix all whose elements are
positive, see Proposition 4; note that the return map on such a subset is an
essential element in Veech’s proof of unique ergodicity [1]). Then one estimates
the statistics of return times in this subset, in the spirit of Lai-Sang Young [11].
After that, the method of Markov approximations, due to Sinai [13], Bunimovich
and Sinai [14], is used to complete the proof.
The paper is organized as follows. In Section 2, we state auxiliary proposi-
tions about unimodular matrices. In Section 3, following Veech [1] and Zorich
[4], we construct symbolic dynamics for the Rauzy-Veech-Zorich induction map
G, compute its transition probabilities in the sense of Sinai [13], and identify the
natural extension of G with F . In Section 4, we establish the exactness of G2.
In Section 6, we state the main Lemma 4, whose proof takes Sections 6 – 10. In
the remainder of the paper we apply the Markov approximation method of Sinai
[13], Bunimovich and Sinai [14], in order to obtain the decay of correlations for
G and F . In the final Section, we apply the Theorem of Melbourne and To¨ro¨k
to obtain the Central Limit Theorem for the Teichmu¨ller flow.
2 Matrices
Let A be an m×m-matrix with positive entries.
Denote
|A| =
m∑
i,j=1
Aij
col(A) = max
i,j,k
Aij
Akj
,
row(A) = max
i,j,k
Aij
Aik
Proposition 2 Let Q be a matrix with positive entries, A a matrix with non-
negative entries without zero columns or rows.
Then all entries of the matrices AQ and QA are positive, and, moreover, we
have
row(AQ) ≤ row(Q), col(QA) ≤ col(Q)
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Corollary 2 Let Q be a matrix with positive entries, A a matrix with nonneg-
ative entries without zero columns or rows.
row(QAQ) ≤ row(Q), col(QAQ) ≤ col(Q)
Let A be an m × m matrix with nonnegative entries and determinant 1.
Consider the map JA : ∆m−1 → ∆m−1 given by
JA(λ) =
Aλ
|Aλ| .
Then
detDJA(λ) =
1
|Aλ|m . (5)
Suppose all entries of A are positive; then, for any λ, λ′ ∈ ∆m−1, we have
row(A)−m ≤ detDJA(λ)
detDJA(λ′)
≤ row(A)m, (6)
whence we have the following
Proposition 3 Let C ⊂ ∆m−1 and let A be a matrix with positive entries and
determinant 1. Then
row(A)−m
m(C1)
m(C2)
≤ m(JA(C1))
m(JA(C2))
≤ row(A)mm(C1)
m(C2)
.
We also note the following well-known Lemma (see, for example, [17]):
Lemma 1 Suppose all entries of the matrix A are positive. Then the map JA
is uniformly contracting with respect to the Hilbert metric.
3 Symbolic dynamics for G.
First, following Veech [1] and Zorich [4], we describe a Markov partition and a
symbolic dynamics for the map G2, then we identify almost surely the induction
map F on the space of zippered rectangles with the natural extension of G, and,
finally, we compute for G its transition probabilities in the sense of Sinai [25].
3.1 The alphabet
Let π ∈ R, and let n be a positive integer.
Set
Λ(a, n, π) = {λ : there exists (λ′, π′) such that λ′ ∈ ∆+π′ and (λ, π) = ta−n(λ′, π′)}
∆(a, n, π) = {(λ, π), λ ∈ Λ(a, n, π)}
12
In other words, ∆(a, n, π) is the set of interval exchange transformations
such that the application of the Zorich induction results in the application of
the a-operation n times.
The sets ∆(a, n, π) and ∆(a, n′, π′) are disjoint unless n = n′, π = π′, and
∆−π = ∪∞n=1∆(a, n, π)
up to a set of measure zero (namely, a union of countably many hyperplanes on
which Zorich induction is not defined).
If π′ = anπ, then we have
G∆(a, n, π) = ∆+π′ .
Similarly, for π ∈ R, and n a positive integer, set
Λ(b, n, π) = {λ : there exists (λ′, π′) such that λ′ ∈ ∆−π′ and (λ, π) = tb−n(λ′, π′)}.
∆(b, n, π) = {(λ, π), λ ∈ Λ(b, n, π)}.
In other words, ∆(b, n, π) is the set of interval exchange transformations
such that the application of the Zorich induction results in the application of
the b-operation n times.
The sets ∆(b, n, π) and ∆(b, n′, π′) are disjoint unless n = n′, π = π′, and
∆+π = ∪∞n=1∆(b, n, π)
up to a set of measure zero (namely, a union of countably many hyperplanes
on which the Zorich induction is not defined).
If π′ = bnπ, then, clearly,
G(∆(b, n, π)) = ∆−π′ .
Note that the sets ∆(a, n, π) and ∆(b, n′, π′) are always disjoint, since we
have ∆(a, n, π) ⊂ ∆−π , ∆(b, n′, π′) ⊂ ∆+π′ .
The sets ∆(a, n, π), ∆(b, n, π), for all n > 0 and all π ∈ R, form a Markov
partition for G.
3.2 Words
Consider the alphabet
A = {(c, n, π), c = a or b}
For w1 ∈ A, w1 = (c1, n1, π1), we write c1 = c(w1), π1 = π(w1), n1 = n(w1).
For w1, w2 ∈ A, w1 = (c1, n1, π1), w2 = (c2, n2, π2), define the function
B(w1, w2) in the following way: B(w1, w2) = 1 if c
n1
1 π1 = π2 and c1 6= c2 and
B(w1, w2) = 0 otherwise.
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Let
WA,B = {w = w1 . . . wn, wi ∈ A, B(wi, wi+1) = 1 for all i = 1, . . . , n}.
For w1 ∈ A, w1 = (c1, n1, π1), set
A(w) = A(c1, c
−n1
1 π1) . . . A(c1, c
−1
1 π1)A(c1, π1),
and for w ∈WA,B , w = w1 . . . wn, set
A(w) = A(w1) . . . A(wn).
Also, for w1 ∈ A, π ∈ R, set w−11 π = c−n11 π, and for w ∈ WA,B , w =
w1 . . . wn, set
w−1π = w−11 . . . w
−1
n π.
For w ∈WA,B , define a map tw : ∆(R)→ ∆(R) by
tw(λ, π) = (
A(w)λ
|A(w)λ| , w
−1π)
Consider also the map
Tw(λ, π) = (A(w)λ,w
−1π)
For w1 ∈ A, w1 = (c1, n1, π1), we write ∆(w1) = ∆(c1, n1π1).
For w ∈WA,B , w = w1 . . . wn, denote
∆(w) = tw(∆(R)).
Then, by definition,
∆(w) = {(λ, π) : (λ, π) ∈ ∆(w1),G(λ, π) ∈ ∆(w2), . . . ,Gn−1(λ, π) ∈ ∆(wn)}.
Say that w1 ∈ A is compatible with (λ, π) ∈ ∆(R) if
1. either λ ∈ ∆+π , c1 = a, and an1π1 = π
2. or λ ∈ ∆−π , c1 = b, and bn1π1 = π.
Say that a word w ∈ WA,B, w = w1 . . . wn is compatible with (λ, π) if wn is
compatible with (λ, π).
We can write
G−n(λ, π) = {tw(λ, π) : |w| = n and w is compatible with (λ, π)}.
Suppose that a word w ∈ WA,B is compatible with both (λ, π) and (λ′, π).
Then
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d(tw(λ, π), tw(λ
′, π)) ≤ d((λ, π), (λ′, π′)).
If, moreover, all entries of the the matrix A(w) are positive, then, by Lemma
1, there exists α(w), 0 < α(w) < 1, such that
d(tw(λ, π), tw(λ
′, π)) ≤ α(w)d((λ, π), (λ′ , π′)).
We therefore have
Proposition 4 Let w ∈ WA,B be such that all entries of the matrix A(w) are
positive. Then the return map of G on ∆(w) is uniformly expanding with respect
to the Hilbert metric.
3.3 Sequences
Now let
ΩA,B = {ω = ω1 . . . ωn . . . , ωn ∈ A, B(ωn, ωn+1) = 1 for all n ∈ N}
and
ΩZA,B = {ω = . . . ω−n . . . ω1 . . . ωn . . . , ωn ∈ A, B(ωn, ωn+1) = 1 for all n ∈ Z}
Denote by σ the shift on both these spaces.
There is a natural map Φ : ∆→ ΩA,B given by the formula
Φ(λ, π) = ω1 . . . ωn . . .
if
Gn(λ, π) ∈ ∆(ωn)
The measure ν projects under Φ to a σ-invariant measure on ΩA,B; proba-
bility with respect to that measure will be denoted by P.
For w ∈WA,B , w = w1 . . . wn, let
C(w) = {ω ∈ ΩA,B : ω1 = w1, . . . , ωn = wn}.
We have then
∆(w) = Φ−1(C(w)).
W. Veech [1] has proved the following
Proposition 5 The map Φ is ν-almost surely bijective.
We thus obtain a symbolic dynamics for the map G.
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3.4 The natural extension.
Consider the natural extension for the map G.
The phase space is the space of sequences of interval exchanges; it will be
convenient to number them by negative integers. We set:
∆(R) =
{x = . . . (λ(−n), π(−n)), . . . , (λ(0), π(0))| G(λ(−n), π(−n)) = (λ(1−n), π(1−n)), n = 1, . . . }
The map G and the invariant measure ν are extended to ∆ in the natural
way. We shall still denote the probability with respect to the extended measure
by P.
We extend the map Φ to a map
Φ : ∆→ ΩZA,B,
Φ(λ) = . . . ω−n . . . ω0 . . . ωn . . . ,
if (λ(−n), π(−n)) ∈ ∆(ω−n), and Gn(λ(0), π(0)) ∈ ∆(ωn).
Now take a zippered rectangle x ∈ Ω(R), x = (λ, h, a, π). Set Fn(x) =
(λ(n), h(n), a(n), π(n)).
Consider a map
Φ˜ : Y(R)→ ΩZA,B, (7)
given by
(λ, h, a, π) → . . . ω−n . . . ω0 . . . ωn . . . ,
where
(λ(n), π(n)) ∈ ∆(ωn)
for all n ∈ Z.
Under the natural projection (λ, h, a, π)→ (λ, π), the F -invariant measure ν
on Y±(R) is mapped to the G-invariant measure ν on ∆(R), whence the measure
Φ˜∗ν is exactly the probability measure P on the space of bi-infinite sequences. To
complete the identification of the spaces (Y±(R), ν) and (ΩZA,B,P), it remains to
show that almost surely there is at most one zippered rectangle corresponding
to a given symbolic sequence.
Proposition 6 Let q ∈ WA,B be such that all entries of the matrix A(q) are
positive. Let ω ∈ ΩZA,B be such that the word q occurs infinitely many times in
ω. Then there exists at most one zippered rectangle corresponding to ω.
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Proof. Write
ω = . . . ω−n . . . ω0 . . . ωn . . . ,
and let (λ, h, a, π) be a zippered rectangle corresponding to ω; we want to
show that (λ, h, a, π) is uniquely defiend by ω.
First, (λ, π) is uniquely defined by the ”future” ω0 . . . ωn . . . of ω.
Denote w(n) = ω−n . . . ω0, (λ(−n), h(−n), a(−n), π(−n) = F−n(λ, h, a, π).
For any n , the interval exchange (λ(−n), π(−n)) corresponds to the symbolic
sequence ω−n . . . ω0 . . . , and, again, is uniquely defined by that sequence.
By definition of the map F , we have
λ(−n) = A(w(n))λ|A(w(n))λ| , h(−n) = (A(w(n))
t)−1h · |A(w(n)λ|.
Projectively, therefore, we have
R+h ⊂ A(w(n))tRm+ .
Since the subword q occurs infinitely many times, the intersection
∞⋂
n=1
A(w(n))tRm+
consists of a single line and the vector h is therefore uniquely determined by
the condition < λ, h >= 1.
It remains to determine the vector a.
By definition of the map F , for any n there exists an orthogonal matrix
U(−n), uniquely determined by ω, and a vector v(−n), uniquely determined by
the the vectors h(−n), . . . , h(0) and ω, such that
U(−n)a(−n) + v(−n)
|A(w(n)λ| = a. (8)
Now let n be a moment such that all λ(−n)i > 1100m (there are infinitely
many such moments). Then |a(−n)i| < 100m for all i = 1, . . . ,m and, (8) since
|A(w(n))λ| → ∞ as n → ∞, (8) implies that a is also uniquely determined by
ω.
The proof is complete.
3.5 Transition probabilities.
Take a sequence c1 . . . cn · · · ∈ ΩA,B. Following Sinai [25], consider the transition
probability
P(ω1 = c1|ω2 = c2, . . . , ωn = cn, . . . ) = lim
n→∞
P(c1c2 . . . cn)
P(c2 . . . cn)
.
In this subsection, we give a formula for this probability in terms of (λ, π) =
Φ−1(c2 . . . cn . . . ).
17
Assume w1 ∈ A is compatible with (λ, π).
Denote
P(w1|(λ, π)) = P(((λ(−1), π(−1)) = tw1(λ(0), π(0))|(λ(0), π(0)) = (λ, π)).
If w1 ∈ A is compatible with (λ, π), from the definition of G and from (5)
we have
P(w1|(λ, π)) = ρ(tw1(λ, π))
ρ(λ, π)|A(w1)λ|m (9)
Since the invariant density is a homogeneous function of degree −m, we have
ρ(Tw1(λ, π)) =
ρ(tw1(λ, π))
|A(w1)λ|m ,
and we can rewrite (9) as follows:
P(w1|(λ, π)) = ρ(Tw1(λ, π))
ρ(λ, π)
(10)
Let w = w1 . . . wn be compatible with (λ, π).
Denote
P(w|(λ, π)) = P((λ(−k), π(−k)) = twn−k+1(λ(1−k), π(1−k)), k = 1, . . . , n|(λ(0), π(0)) = (λ, π)).
From (9), by induction, we have
P(w|(λ, π)) = ρ(tw(λ, π))
ρ(λ, π)|A(w)λ|m (11)
Since the invariant density is a homogeneous function of degree −m, we have
ρ(Tw(λ, π)) =
ρ(tw(λ, π))
|A(w)λ|m ,
and we can rewrite (11) as follows:
P(w|(λ, π)) = ρ(Tw(λ, π))
ρ(λ, π)
(12)
Corollary 3 There exists C > 0 such that the following is true. Suppose w ∈
WA,B is compatible with (λ, π). Then
P(w|(λ, π)) ≥ C
ρ(λ, π)|A(w)|m
Proof: recall that the invariant density is a positive homogeneous function of
degree −m and therefore is bounded from below: there exists C > 0 such that
ρ(λ, π) > C for all (λ, π) ∈ ∆(R). In particular, ρ(tw(λ, π)) > C. Substituting
into (11), we obtain the result.
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For ǫ : 0 < ǫ < 1, let
∆ǫ = {(λ, π) ∈ ∆(R),min |λi| ≥ ǫ}.
For any ǫ > 0 there exists a constant C(ǫ) such that for any (λ, π) ∈ ∆ǫ we
have ρ(λ, π) < C(ǫ).
Corollary 4 For any ǫ > 0 there exists C(ǫ) > 0 such that if (λ, π) ∈ ∆ǫ, then
P(w|(λ, π)) ≥ C(ǫ)|A(w)|m .
4 Proof of the Exactness
First, one notes that the discrete parameter π does not give rise to any period,
and then the proof follows the standard pattern [27, 17]: since almost every
point of any measurable subset is a density point, bounded distortion estimates
of Proposition 3 imply that if the measure of a tail event is positive, then it
must be arbitrarily close to 1.
In more detail, observe that there exists an integer M such that for any n >
M and for any π, π′ ∈ R there exist k1, . . . , k2n such that ak1bk2 . . . ak2n−1bk2nπ =
π′. This follows from conmnectedness of the Rauzy graph and the fact that for
any π ∈ R there exist n1, n2 such that an1π = bn2π = π.
Let α0 be the partition of ∆
+ into ∆+π , π ∈ R, and let αn be the partition
into the cylinders ∆(w), where w ∈ WA,B , |w| = 2n.
Lemma 2 There exists k > 0 such that the following is true. Suppose C ⊂ ∆+,
and there exists π ∈ R such that ∆+π ⊂ C. Then G2kC = ∆+(R).
This implies
Lemma 3 There exists k > 0 such that the following holds. For any ε > 0
there is δ > 0 such that for any C ⊂ ∆+(R) satisfying m(C △ ∆+π ) < δ, we
have m(G2kC △∆+) < ε.
Now suppose C ⊂ ∆+ is a G2-tail event, i.e., for any n > 0 there exists Bn
such that C = G−2nBn and 0 < ν(C) < 1. Then ν(Bn) = ν(C) and, by Lemma
3, we can assume that there exists ε > 0 such that for any π ∈ R, we have
m((∆+ \ C) ∩∆+π ) ≥ ε (13)
Let q = q1 . . . ql be a word such that the matrix A(q) is positive.
For almost any (λ, π) ∈ C we have
lim
n→∞
m(αn(λ, π) ∩ C)
m(αn(λ, π))
= 1 (14)
Now let n be such that G2n(λ, π) ∈ ∆(q). Denote (λ′, π′) = G2n(λ, π).
Let A be the corresponding renormalization matrix, that is, λ = JAλ
′. Then
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A = A1A(q) for some (unimodular nonnegative integer) matrix A1. We have
αn(λ, π) = JA(∆
+
π′). By Proposition 3, from (13), we deduce that there exists
ε′, not depending on n such that
m(αn(λ, π) ∩ (∆+ \ C))
m(αn(λ, π))
≥ ε′.
Since, by ergodicity, for almost any (λ, π) we can find infinitely many n such
that G2n(λ, π) ∈ ∆(q), we arrive at a contradiction with (14), which gives the
exactness of G2.
5 The Main Lemma
We shall suppose from now on that the Rauzy class R is fixed and will often
suppress it from notation.
For ǫ : 0 < ǫ < 1, define, in the same way as above,
∆ǫ = {(λ, π) ∈ ∆(R),min |λi| ≥ ǫ}.
Lemma 4 There exist positive constants γ,K, p such that the following is true
for any ǫ > 0. Suppose (λ, π) ∈ ∆ǫ. Then
P{∃n ≤ K| log ǫ|, (λ(−n), π(−n)) ∈ ∆γ |(λ(1), π(1)) = (λ, π))} ≥ p.
From Corollary 4, we obtain
Corollary 5 Let q ∈ WA,B , q = q1 . . . ql be such that all entries of the matrix
A(q) are positive. Then there exist positive constants K(q), p(q) such that the
following is true for any ǫ > 0. Suppose (λ, π) ∈ ∆ǫ. Then
P{∃n ≤ K(q)| log ǫ|, (λ(−n), π(−n)) ∈ ∆(q)|(λ(1), π(1)) = (λ, π))} ≥ p(q).
Informally, the proof of Lemma 4 proceeds by getting rid of small intervals.
For γ > 0, k ≤ m, denote
∆γ,k = {(λ, π) : ∃i1, . . . , ik : λi1 , . . . , λik ≥ γ}.
and
∆γ,k,ǫ = {(λ, π) : λi ≥ ǫ for all i = 1, . . . ,m and ∃i1, . . . , ik : λi1 , . . . , λik ≥ γ}.
Lemma 4 follows from
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Lemma 5 There exist constants L,K, p, depending only on the Rauzy class,
such that the following is true for any γ, k, ǫ.
Assume (λ, π) ∈ ∆γ,k,ǫ.
Then
P{∃n ≤ K| log ǫ| : (λ(−n), π(−n)) ∈ ∆γ/L,k+1,ǫ/L|(λ(1), π(1)) = (λ, π))} ≥ p.
Lemma 5 is proved in the next four sections.
6 An estimate on the number of Rauzy opera-
tions.
Recall that, if (λ, π) ∈ ∆+, then the G-preimages of (λ, π) are the exchanges
ta−n(λ, π), n = 1, . . . . whereas if (λ, π) ∈ ∆−, then the G-preimages of (λ, π)
are the exchanges tb−n(λ, π), n = 1, . . . .
Denote
pn(λ, π) =
{
P((λ(−1), π(−1)) = ta−n(λ, π)|(λ(0), π(0)) = (λ, π)), if (λ, π) ∈ ∆+ ;
P((λ(−1), π(−1)) = tb−n(λ, π)|(λ(0), π(0)) = (λ, π)), if (λ, π) ∈ ∆−.
For λ ∈ Rm+ , set
T
(π)
a−1(λ) = A(a
−1π, a)λ, t
(π)
a−1(λ) =
A(a−1π, a)λ
|A(a−1π, a)λ| ,
T
(π)
b−1(λ) = A(b
−1π, b)λ, t
(π)
b−1(λ) =
A(b−1π, b)λ
|A(b−1π, b)λ| ,
and
T
(π)
a−n(λ) = T
(a1−nπ)
a−1 . . . T
(π)
a−1λ, t
(π)
a−n(λ) = t
(a1−nπ)
a−1 . . . t
(π)
a−1λ,
T
(π)
b−n(λ) = T
(b1−nπ)
b−1 . . . T
(π)
b−1λ, t
(π)
b−n(λ) = t
(b1−nπ)
b−1 . . . t
(π)
b−1λ,
so that we have
ta−n(λ, π) = (t
(π)
a−nλ, a
−nπ), Ta−n(λ, π) = (T
(π)
a−nλ, a
−nπ),
tb−n(λ, π) = (t
(π)
b−nλ, b
−nπ), Tb−n(λ, π) = (T
(π)
b−nλ, b
−nπ).
Lemma 6 If (λ, π) ∈ ∆+, then, for any N ≥ 1, we have
∞∑
n=N+1
pn(λ, π) =
ρ+
a−Nπ
(T
(π)
a−N
(λ))
ρ+π (λ)
If (λ, π) ∈ ∆−, then, for any N ≥ 1, we have
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∞∑
n=N+1
pn(λ, π) =
ρ−
b−Nπ
(T
(π)
b−N
(λ))
ρ−π (λ)
Proof: We only consider the case (λ, π) ∈ ∆+. In this case, the formula (10)
can be written as
pn(λ, π) =
ρ−a−nπ(T
(π)
a−nλ)
ρ+π (λ)
,
whence we can write
ρ+π (λ) =
∞∑
n=1
ρ−a−nπ(T
(π)
a−nλ). (15)
Note that this formula is true for any permutation π and any λ (i.e., even if
λ /∈ ∆+π , the formula, being an identity between rational functions, still holds).
Since, for any λ, we have
T
(π)
a−n−Nλ = T
(a−Nπ)
a−n (T
(π)
a−Nλ),
from (15) we obtain
ρ+
a−Nπ
(T
(π)
a−N
λ) =
∞∑
n=1
ρ−
a−n−Nπ
T
(π)
a−n−N
λ = ρ+π (λ)(
∞∑
n=N+1
pn(λ, π)),
and the Lemma is proved.
6.1 Bounded growth
Let (λ, π) ∈ ∆(R).
Define
(λ(n), π(n)) =
{
ta−n(λ, π)), if (λ, π) ∈ ∆+ ;
tb−n(λ, π), if (λ, π) ∈ ∆−.
(Λ(n), π(n)) =
{
Ta−n(λ, π)), if (λ, π) ∈ ∆+ ;
Tb−n(λ, π), if (λ, π) ∈ ∆−.
We have
G−1(λ, π) = {(λ(n), π(n)), n = 1, . . . }.
and
pn = P((λ(−1), π(−1)) = (λ(n), π(n))|((λ(0), π(0)) = (λ, π)).
For any n ∈ N, there exists i(n) ∈ {1, . . . ,m} such that
|Λ(n)| − |Λ(n−1)| = λi(n).
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If (λ(−1), π(−1)) is a G-preimage of (λ, π) and (λ(−1), π(−1) = tc−n(λ, π),
c = a or b, then we define a vector Λ(−1) by the relation (Λ(−1), π(−1) =
Tc−n(λ, π) (in other words, (Λ(−1), π(−1)) is the Zorich preimage without nor-
malization).
Lemma 7 There exists a constant C(R), depending on the Rauzy class only,
such that for any (λ, π) ∈ ∆(R) we have
P(|Λ(−1)| > K|(λ(0), π(0) = (λ, π)) < C(R)
K − 2 .
For definiteness, assume λ ∈ ∆−π (the proof is completely identical in the
other case). Then G-preimages of (λ, π) are (λ(n), π(n)) = tb−n(λ, π), n =
1, 2, . . . .
By construction [4], the invariant density ρ−π has the form
ρ−π (λ) =
N∑
i=1
1
li1(λ)li2(λ) . . . lim(λ)
,
where the functions lij are linear:
lij(λ) = a
(1)
ij λ1 + · · ·+ a(m)ij λm,
and all a
(r)
ij are nonnegative (in fact, a
(r)
ij = 0 or 1, but we do not need this
fact here).
Let l be the length of the a-cycle of π, that is, the smallest such number
that alπ = π.
Since for any k > 0 we have a−klπ = π, from Lemma 6 we obtain
∞∑
n=kl+1
pn(λ, π) =
ρ−π (Λ
(kl))
ρ−π (λ)
.
As noted above, for any n > 0 there exists λi(n) such that
|Λ(n)| − |Λ(n−1)| = λi(n),
and, in fact,
Λ(n) = (λ1, . . . , λm−1, λm + λi(1) + · · ·+ λi(n)).
Since
∞∑
n=kl+1
pn(λ, π)→ 0 as k →∞,
for any i = 1, . . . , N there exists j such that a
(m)
ij > 0. Renumbering, if
necessary, the linear forms lij , we may assume that a
(m)
i1 > 0 for any i. Denote
ǫ = min a
(m)
i1 and L = max a
(r)
i1 . For any λ ∈ Rm+ we have then
ǫλm ≤ li1(λ) ≤ L|λ|,
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whence
ρ−π (Λ
(kl))
ρ−π (λ)
≤ L
ǫ(λm + λi(1) + · · ·+ λi(kl)) . (16)
LetN be the smallest number such that |Λ(−N)| > K and let s be the largest
such integer that sl < N . Then |Λ(−sl)| > K−1 (because all λi(sl+1), . . . , λi(N)
are all distinct) and λm + λi(1) + ... · · · + λi(sl) > K − 2 (because |Λ(−sl)| =
1 + λi(1) + ... · · ·+ λi(sl).
Therefore, by (16), we obtain
ρ−π (Λ
(kl))
ρ−π (λ)
≤ L
ǫ
1
K − 2 ,
and the Lemma is proved.
Lemma 8 Suppose (λ, π) ∈ ∆+, and let l be the length of the a-cycle of π.
Then, for any k ≥ 1, we have
∞∑
n=kl+1
pn(λ, π) ≥ ( λπ−1m
λπ−1m + k
)m.
Suppose (λ, π) ∈ ∆−, and let l be the length of the b-cycle of π.
Then, for any k ≥ 1, we have
∞∑
n=kl+1
pn(λ, π) ≥ ( λm
λm + k
)m.
Proof. Again, we only consider the case (λ, π) ∈ ∆−, as the proof of the
other case is identical.
∞∑
n=kl+1
pn(λ, π) =
ρ−π (Λ
(kl)))
ρ−π (λ)
.
Set Λ(kl) = (Λ
(kl)
1 , . . . ,Λ
(kl)
m ).
For k = 1 we have Λ
(l)
i = λi for i < m and Λ
(l)
m = λm + λi(1) + · · · + λi(l),
and for arbitrary k by induction we obtain Λ
(kl)
i = λi for i < m and Λ
(kl)
m =
λm + k(λi(1) + · · ·+ λi(l)).
Note that λi(1) + . . . λi(l) ≤ 1 (since i(1), . . . , i(l) are all distinct).
As in the proof of the previous Lemma, write
ρ−π (λ) =
N∑
i=1
1
li1(λ)li2(λ) . . . lim(λ)
,
whence
ρ−π (Λ
(kl)))
ρ−π (λ)
≥ min
i
li1(λ)li2(λ) . . . lim(λ)
li1(Λ(kl))li2(Λ(kl)) . . . lim(Λ(kl))
. (17)
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For any linear form l(λ) = a1λ1 + · · ·+ amλm, ai ≥ 0, we have
l(Λ(kl))
l(λ)
≥ λm
λm + k(λi(1) + · · ·+ λi(l) ≥
λm
λm + k
,
and the Lemma follows.
7 An estimate on the probability of stopping.
Lemma 9 For any γ > 0, there exists c(γ) > 0 such that if λi(N) > γ, then
pN (λ, π)∑∞
n=N+1 pn(λ, π)
≥ c(γ)
From Lemma 8 we immediately have the following Corollary.
Corollary 6 For any γ > 0, there exists c(γ) > 0 such that the following is
true.
Assume (λ, π) ∈ ∆+, λi(N) > γ, λπ−1m > γ. Then
pN ≥ c(γ)
Nm
.
Similarly, if (λ, π) ∈ ∆−, λi(N) > γ, λm > γ, then
pN ≥ c(γ)
Nm
.
If (λ, π) ∈ ∆+, then, by the definition of pn(λ, π) and by Lemma 6, we have
pN (λ, π) =
ρ−
a−Nπ
(T
(π)
a−N
λ)
ρ+π (λ)
,
∞∑
n=N+1
pn(λ, π) =
ρ+a−Nπ(T
(π)
a−N (λ))
ρ+π (λ)
,
and, therefore,
pN (λ, π)∑∞
n=N+1 pn(λ, π)
=
ρ−
a−Nπ
(T
(π)
a−N
λ)
ρ+a−Nπ(T
(π)
a−N (λ))
.
Lemma 9 follows now from the following
Lemma 10 For any γ > 0 there exists a constant c(γ) > 0 such that the
following is true. Let (λ, π) ∈ ∆(R). If λπ−1m+1 > γ, then
ρ−π (λ)
ρ+π (λ)
≥ c(γ).
If λπ−1(π(m)+1) > γ, then
ρ+π (λ)
ρ−π (λ)
≥ c(γ).
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The proof of Lemma 10 will take the remainder of this section.
First, we modify Veech’s coordinates on the space of zippered rectangles.
Take a zippered rectangle (λ, h, a, π) ∈ ∆(R), and introduce the vector δ =
(δ1, . . . , δm) ∈ Rm by the formula
δi = ai−1 − ai, i = 1, . . . ,m
(here we assume, as always, a0 = am+1 = 0).
Proposition 7 The data (λ, π, δ) determine the zippered rectangle (λ, h, a, π)
uniquely.
Remark. The coordinates (λ, π, δ) on the space of zippered rectangles have
a natural interpretation in terms of the cohomological coordinates of Hubbard
and Masur [28]: namely, the λi are the real parts of the corresponding cycles,
and the δi are (minus) the imaginary parts.
Proof of Proposition 7. For any i = 1, . . . ,m, we have
ai = −δ1 − · · · − δi, (18)
so the vector a is uniquely defined by δ. It remains to show that the vector
h is uniquely defined by δ, and, to do this, we shall express the h through the
a. First note that
hπ−1m = aπ−1m − am.
Now, if i 6= π−1m, then i = π−1(k − 1) for some k ∈ {1, . . . ,m}. The
equation
hi − ai = hπ−1(π(i)+1) − aπ−1(π(i)+1)−1. (19)
then takes the form
hπ−1(k−1) − aπ−1(k−1) = hπ−1(k) − aπ−1(k)−1,
or, equivalently,
hπ−1(k) = aπ−1(k)−1 + hπ−1(k−1) − aπ−1(k−1).
Since
hπ−11 = aπ−11−1,
by induction, we obtain
hπ−1k = aπ−1k−1 +
k−1∑
l=1
(aπ−1l−1 − aπ−1l)
for any k = 1, . . . ,m, and the Lemma is proved.
The above computations give us the following expression for h in terms of δ:
hπ−1k = −
π−1k−1∑
i=1
δi +
k−1∑
l=1
δπ−1(l) (20)
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or, equivalently,
hr = −
r−1∑
i=1
δi +
π(r)−1∑
l=1
δπ−1l. (21)
Rewriting the inequalities defining the zippered rectangle in terms of δ, we
obtain by a straightforward computation the following system:
δ1 + · · ·+ δi ≤ 0, i = 1, . . . ,m− 1.
δπ−11 + · · ·+ δπ−1i ≥ 0, i = 1, . . . ,m− 1.
The parameter am = −(δ1 + · · ·+ δm) can be both positive and negative.
Introduce the following cones in Rm:
Kπ = {δ = (δ1, . . . , δm) : δ1+· · ·+δi ≤ 0, δπ−11+· · ·+δπ−1i ≥ 0, i = 1, . . . ,m−1},
K+π = Kπ ∩ {δ :
m∑
i=1
δi ≤ 0},K−π = Kπ ∩ {δ :
m∑
i=1
δi ≥ 0}.
We have established the following
Proposition 8 For (λ, π) ∈ ∆(R) and an arbitrary δ ∈ Kπ there exists a
unique zippered rectangle (λ, h, a, π) corresponding to the parameters (λ, π, δ).
In what follows, we shall simply refer to the zippered rectangle (λ, π, δ).
Remark. It would be interesting to write down explicitly the genrating
vectors for the cones Kπ, K
+
π , K
−
π ; in particular, that would allow to give an
explicit expression for the invariant densities of Veech [1] and Zorich [4].
Denote by Area(λ, π, δ) the area of the zippered rectangle (λ, π, δ). We have:
Area(λ, π, δ) =
m∑
r=1
λrhr =
m∑
r=1
λr(−
r−1∑
i=1
δi +
π(r)−1∑
l=1
δπ−1l) =
m∑
i=1
δi(−
m∑
r=i+1
λr +
m∑
r=π(i)+1
λπ−1r) = 1. (22)
A straightforward computation shows that in the coordinates (λ, π, δ) the
Rauzy induction map is written as follows:
T (λ, π, δ) =
{
( A(π,b)
−1λ
|A(π,b)−1λ| , bπ, A(π, b)
−1δ · |A(π, b)−1λ|), if λ ∈ ∆+π ;
( A(π,a)
−1λ
|A(π,a)−1λ| , aπ,A(π, a)
−1δ · |A(π, a)−1λ|), if λ ∈ ∆−π .
For λ ∈ Rm+ , denote
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K(λ, π) = Kπ ∩ {δ : Area(λ, π, δ) ≤ 1},
K+(λ, π) = K+π ∩ {δ : Area(λ, π, δ) ≤ 1},
K(λ, π) = K−π ∩ {δ : Area(λ, π, δ) ≤ 1}.
Denote by volm the Lebesgue measure in R
m.
Set
r(λ, π) = volm(K(λ, π)), r
+(λ, π) = volm(K
+(λ, π)), r−(λ, π) = volm(K
−(λ, π)).
By definition, the functions r, r+, r− are positive rational functions, homo-
geneous of degree −m.
Lemma 11 1. r−(λ, π) = r(Tb−1(λ, π)).
2. r+(λ, π) = r(Ta−1(λ, π)).
3. r(λ, π) = r(Ta−1(λ, π)) + r(Tb−1(λ, π)).
Proof. If
δ = (δ1, . . . , δm) ∈ K−(λ, π),
then
δ˜ = (δ1, . . . , δm−1, δm + δπ−1m) ∈ K(Tb−1(λ, π)),
and vice versa. This gives a volume-preserving bijection between K−(λ, π) and
K(Tb−1(λ, π)), whence r
−(λ, π) = r(Tb−1(λ, π)). The second assertion is proved
in the same way, and the third follows from the first two.
Corollary 7
r+(λ, π) =
∞∑
n=1
r−(Ta−n(λ, π)).
r−(λ, π) =
∞∑
n=1
r+(Tb−n(λ, π)).
We only prove the first assertion. We have
r+(λ, π) = r(Ta−1(λ, π)) = r
+(Ta−1(λ, π)+r
−(Ta−1(λ, π) = r(Ta−2(λ, π))+r
−(Ta−1(λ, π)).
Proceeding by induction,
r+(λ, π) =
N∑
n=1
r−(Ta−n(λ, π)) + r(Ta−N−1(λ, π)).
Since
Ta−N−1(λ, π) = (T
(π)
a−N−1
(λ), a−N−1π),
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and |T (π)a−N−1(λ)| → ∞ as N → ∞, we obtain r(Ta−N−1(λ, π)) → 0 as N → ∞,
and the Corollary is proved.
Since the functions r, r+, r− are positive, rational and homogeneous of degree
−m, Corollary 7 implies that, for some positive constant C(R), depending only
on the Rauzy class R, we have
ρ+(λ, π) = C(π)r+(λ, π), ρ−(λ, π) = C(π)r−(λ, π).
By construction, for any λ ∈ Rm+ we have
r+π (λ1, . . . λm) = r
−
π−1(λπ(1), . . . λπ(m)).
In view of this observation, it suffices to prove only the first assertion of the
Lemma 10, as the second one follows automatically.
Take δ = (δ1, . . . , δm) ∈ Rm, and, for θ > 0, define
J
(m)
θ δ = (δ1, . . . , δm + θ), J
(π−1m)
−θ δ = (δ1, . . . , δπ−1m − θ, . . . , δm).
Proposition 9 Let θ > 0. If δ ∈ Kπ, then J (m)θ δ ∈ Kπ, J (π
−1m)
−θ δ ∈ Kπ. If
δ ∈ K−π , then J (m)θ δ ∈ K−π . If δ ∈ K+π , then J (π
−1m)
−θ δ ∈ K+π .
This follows directly from the definition of the cones Kπ,K
−
π ,K
+
π . From (22)
we obtain
Area(λ, π, J
(m)
θ δ) = Area(λ, π, δ) + θ(
m∑
r=π(m)+1
λπ−1r),
Area(λ, π, J
(π−1m)
−θ δ) = Area(λ, π, δ) + θ(
m∑
r=π−1(m)+1
λr),
which implies
Proposition 10
Area(λ, π, δ) ≤ Area(λ, π, J (m)θ δ) ≤ Area(λ, π, δ) + θ|λ|.
Area(λ, π, δ) ≤ Area(λ, π, J (π−1m)−θ δ) ≤ Area(λ, π, δ) + θ|λ|.
For s ∈ R and a hyperplane of the form δ + · · ·+ δm = s, let volm−1 stand
for the induced (m− 1)-dimensional volume form on the hyperplane.
Denote
Ks,π = Kπ ∩ {δ :
m∑
i=1
δi = s},
Ks(λ, π) = K(λ, π) ∩Ks,π,
Vs(λ, π) = volm−1(Ks(λ, π)).
Denote by a−max the maximal possible value of δ1 + · · · + δm = −am in
K(λ, π).
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Proposition 11 Assume 0 ≤ s ≤ a−max. Then
Vs(λ, π) ≤ (1 + s)m−1V0(λ, π).
Proof: Indeed, if (λ, π, δ) ∈ Vs(λ, π), then Proposition 10 implies
(λ, π,
J
(π−1m)
−s δ
1 + s
) ∈ V0(λ, π),
and the assertion follows.
Proposition 12 Assume s, 0 ≤ s ≤ 1 is such that s1−s ≤ a−max. Then
(
1
1− s )
m−1Vs(λ, π) ≥ V0(λ, π).
Denote θ = s1−s , then s =
θ
1+θ . If (λ, π, δ) ∈ V0(λ, π), then
(λ, π,
J
(m)
θ δ
1 + θ
) ∈ Vs(λ, π),
and, again, the assertion follows.
Propositions 11, 12 imply
Lemma 12 For any C1 > 0 there exists C2 > 0 such that the following is true.
Let a−max(λ, π) < C1. Then
r−(λ, π) < C2V
0
m−1(λ, π).
Note that there exists ǫ > 0, depending only on R and such that for any
(λ, π) ∈ ∆(R), we have a−max > ǫ. In conjunction with Propositions 11, 12, this
implies
Lemma 13 There exists a constant C3 such that for any (λ, π) ∈ ∆(R), we
have
ρ−(λ, π) ≥ C3V0(λ, π).
Since am ≤ hπ−1m+1, we have
a−max(λ, π) ≤
1
λπ−1m+1
,
which implies the following
Corollary 8 For any C4 > 0 there exists C5 > 0 such that the following is
true.
Assume λπ−1m+1 > C4. Then
r−(λ, π)
r+(λ, π)
< C5,
which implies Lemma 10.
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8 Kerckhoff names
In the following two sections, we shall use Kerckhoff’s convention of numbering
the subintervals of an interval exchange [20]; to avoid confusion, we shall speak
of Kerckhoff names of subintervals.
Take an interval exchange (λ, π). A Kerckhoff naming on the subinter-
vals of (λ, π) is defined by an arbitrary permutation i1, . . . , im of the symbols
{1, . . . ,m}. Once such a permutation is given, we asign names Ii1 , . . . , Iim to
the subintervals of (λ, π), from the left to the right (i.e., the subinterval [0, λ1)
is named Ii1 , the subinterval [λ1, λ1 + λ2) is named Ii2 and so forth).
A Kerckhoff naming of the subintervals of (λ, π) induces a naming on the
subintervals of T (λ, π) in the following way. Assume λm < λπ−1m and the Rauzy
operation a was applied to (λ, π) in order to obtain T (λ, π). Then the subin-
tervals of T (λ, π) are named, from the left to the right, by Ii1 , . . . , Iipi−1m , Im,
Iπ−1m+1, . . . , Im−1. If λm > λπ−1m and the Rauzy operation b was applied, then
the subintervals of T (λ, π) are just named, as before, by Ii1 , . . . , Iim , from the
left to the right. Proceeding inductively, we obtain a naming for any Gn(λ, π).
Conversely, if we have a Kerckhoff naming of subintervals of (λ, π), then, for any
word w ∈ WA,B compatible with (λ, π), we automatically obtain a Kerckhoff
naming on the subintervalsof tw(λ, π) and Tw(λ, π).
Let (λ, π) be an interval exchange with a Kerckhoff naming Ii1 , . . . , Iim . If
(λ, π) ∈ ∆+, then we say that Ii
pi−1m
is the subinterval in the critical position
(we shall also sometimes say “in the a-critical position”). If (λ, π) ∈ ∆−, then
we say that Iim is the subinterval in the critical position (we shall also sometimes
say “in the b-critical position”).
9 Exponential growth.
Let x ∈ ∆, that is, x = (. . . , (λ(−n), π(−n), . . . , (λ, π)), where, as usual,
G(λ(−n), π(−n)) = (λ(1− n), π(1− n)). Define the words w(n) by the relation
(λ(−n), π(−n)) = tw(n)(λ, π). Set (Λ(−n), π(−n)) = Tw(n)(λ, π).
Lemma 14 There exists N such that the following is true. For any x ∈ ∆(R),
there exist i1, i2 ∈ {1, . . . ,m} such that
Λ(−N)i1 + Λ(−N)i2 ≥ 2(λ(0)i1 + λ(0)i2 )
Proof:
Take a point x ∈ ∆,
x = (. . . , (λ(−n), π(−n)), . . . , (λ, π)).
Give Kerckhoff names I1, . . . , Im to the subintervals of the exchange (λ, π)
from the left to the right, so that the length of Ii is λi. We thus automatically
obtain a Kerckhoff naming for the subintervals of ((λ(−n), π(−n)) for any n.
Let Ijn be the critical subinterval for (λ(−n), π(−n)).
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Consider the infinite sequence
Ij1 . . . Ijn . . . . (23)
Note that jn 6= jn+1. A subword Ijk . . . Ijk+l will be called a simple cycle if
Ijk = Ijk+l whereas Ijk , . . . Ijk+l−1 are all distinct. Naturally, l ≤ m. There are
finitely many possible simple cycles, therefore there exists N , depending only
on m, such that for any word of length N in the alphabet {I1, . . . , Im}, some
simple cycle occurs at least m times. Now take the word
Ij1 . . . IjN , (24)
the beginning of the sequence (23), and take a simple cycle which occurs m
times, say
Il1 . . . Ilr , (25)
Here, of course, r ≤ m. Now estimate the non-renormalized length of the
subintervals Il1 , . . . , Ilr (r ≤ m). In the beginning, these are λl1 , . . . , λlr . The
key observation is, as usual, that the interval in critical position at a given inverse
Zorich step was, at the previous step, added to the previous critical interval.
After the first occurrence of the cycle (25), therefore, the (non-normalized)
length of Il1 is at least λl1 + λl2 , that of Il2 is at least λl2 + λl3 and so forth.
After the second occurrence of (25), the length of Il1 is at least λl1 + λl2 + λl3 ,
that of Il2 is at least λl2 + λl3 + λl4 , and so forth. Finally, after the r-th
occurrence of (25), the length of Il1 is not less than λl1 + λl2 + · · · + λlr , that
is, not less than 2λl1 , since λl1 = λlr . The Lemma is proven.
10 Proof of the Lemma 5
An informal sketch of the proof of Lemma 5. One divides the subintervals into
“big” ones and “small” ones: the aim is to obtain one more “big” interval.
For this, one must first put a small subinterval into critical position. This is
achieved by Lemma 15. In the previous ection, we have seen that the total
length of the (non-renormalized) interval grows exponentially with the number
of Zorich steps (with an exponent depending on ǫ). When the total length of
the interval doubles, we obtain a new “big” subinterval.
10.1 Putting a small interval into critical position
Take an interval exchange (λ, π) and name the subintervals I1, . . . , Im, from the
right to the left.
Proposition 13 Any interval can be put both in the a-critical and in the b-
critical position.
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Proof: First note that if an interval can be put in the a-critical position,
then it can also be put into the b-critical position just by performing the entire
a-cycle of the corresponding permutation. Since the permutation is irreducible,
it suffices to prove that, if Ii can be put into critical position, then also all
Ij for j > i. To prove this, take the shortest word w that puts Ii into the
a-critical position. Then, in the preimage, all Ij , j > i, still stand to the right
of Ii,though perhaps in a different order (because an inversion of order between
Ii and Ij can only happen once Ii reaches the critical position). Therefore, we
can immediately place any of the Ij , j > i, into the b-critical position, but then
also into the a-critical position.
More precisely, pick a positive integer k ≤ m and a real γ > 0. We say
that we have a (k, γ)-big-small decomposition if the intervals of the exchange
are divided into two groups: Ii1 , . . . , Iik , each of length at least γ, and the
remaining ones (nothing is said about the length of the remaining ones).
Under the Kerckhoff convention, a big-small decomposition of (λ, π) is in-
herited by all tw(λ, π) (one just takes the intervals with the same names).
Lemma 15 For any γ > 0, there exist constants p(γ), L(γ) such that the fol-
lowing is true. Let (λ, π) ∈ ∆k,γ with a fixed big-small decomposition. Then
there exists w ∈ WA,B such that
1. P(w|λ, π) ≥ p(γ).
2. |Tw(λ, π)| < L(γ).
3. the exchange tw(λ, π) has a small interval in critical position.
Proof: Take the shortest word (in terms of the number of Zorich operations)
that puts a small interval into critical position. Among all such words, pick
the one that involves the smallest number of Rauzy operations. The length of
this word, as well as the number of Rauzy operations involved, only depends
on the Rauzy class. At each intermediate Rauzy step, all subintervals following
the critical one either in the preimage or in the image must be big, otherwise
there would exist a shorter word placing a small interval into critical position.
Therefore, by Lemma 9 and the Corollary 6, the probability of each Zorich
operation involved is bounded from below by a constant that only depends on
γ. The Lemma is proved.
10.2 Completion of the proof.
Proof: Take any x ∈ ∆. Take the first n such that |Λ(−n)| > 2. By Lemma 14,
n < K| log ǫ|. By Lemma 7, with positive probability depending only on M , we
can assume |Λ(−n)| < 2M . Consider two cases:
1. at all steps from 1 to n, only small intervals were added between them-
selves.
2. at some step a large interval was added to a small one.
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Note, that since we start with a small interval in critical position, either one
or the other case holds (for, in order that a small interval be added to a big
interval, a big interval must first be placed into critical position, and for that it
must first be added to a small one).
In the first case, the lengths of all large intervals remain the same, and
after renormalization at step n, each large interval has length at least γ/2M .
However, since |Λ(−n)| > 2, there must be another interval of length at least
1/2mM , and the Lemma is proved.
In the second case, let n1 be the first moment, at which a big interval is
added to a small one. Then |Λ(−n1)| < 2, and, since at previous moments only
small intervals were added between themselves, we have k+1 intervals of length
at least γ/2, and the Lemma is proved completely.
11 Return times for the Teichmu¨ller flow.
We have in fact proven a stronger statement, namely, the following Lemma.
Lemma 16 For any word q ∈ WA,B such that all entries of the matrix A(q)
are positive, there exist constants K0(q), p(q), depending only on q and such
that the following is true. For any K ≥ K0 and any (λ, π) ∈ ∆(R),
P(∃n : (λ(−n), π(−n)) ∈ ∆q, |Λ(−n)| < K)|(λ, π)) ≥ p(q)
This statement has the following Corollary for the Teichmu¨ller flow on the
space of zippered rectangles.
Take an arbitrary word q = q1 . . . q2l+1 ∈ WA,B such that all entries of the
matrix A(q1 . . . ql) are positive and all entries of the matrix A(q) are positive.
As usually, set
∆q = {(λ, π) : Φ(λ, π) = ω1 . . . ωn . . . , ω1 = q1, . . . , ω2l+1 = q2l+1}.
Consider also the cylinder
∆q = {ω ∈ ΩZA,B, ω−l = q1, . . . , ωl = q2l+1}.
Consider the flow P t as a special flow over ∆q. Denote the roof function of
the flow by τq.
We shall now see that Lemma 16 implies
Corollary 9 There exists ǫ > 0 such that∫
∆q
exp(ǫτq(ω))dP(ω) < +∞.
Take ω ∈ ΩZA,B. As usually, set
(λ(−n), π(−n)) = Φ−1(ω−n . . . ω0ω1 . . . ), (Λ(−n), π(−n)) = Tω−n...ω−1ω0(λ(0), π(0)).
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Set nq(ω) to be the smallest n such that
ω−n = q1, . . . , ω−n+2l = q2l+1.
Finally, set Lq(ω) = log |Λ(−nq(ω))|. Informally, Lq(ω) is the “Teichmu¨ller
flow time” it takes ω to reach ∆q.
To establish the Corollary 9, it suffices to prove
Proposition 14 There exists ǫ > 0 such that∫
ΩZ
A,B
exp(ǫLq(ω))dP(ω) < +∞.
Proof of Proposition 14. Our main tool will be Lemma 16. Take a K > K0
such that 1−p(q)+ 1K < 1. Define a random time k1(ω) to be the first moment
n such that |Λ(−n)(ω)| > K. Note that the map
σ˜(ω)→ σ−k1(ω)(ω)
is invertible (here, as always, σ is the shift on ΩA,B).
Introduce a function η : ΩZA,B → N by the formula
η(ω) = [
log |Λ(−k1(ω))|
logK
].
In other words, η(ω) = n if
Kn ≤ |Λ(−k1(ω))| ≤ Kn+1.
Proposition 15 There exists a constant C such that the following is true for
any K > K0.
For any c1 . . . cn · · · ∈ Ω+A,B ,
P({ω : η(ω) = n|ω1 = c1, . . . ωn = cn . . . )} ≤ C
Kn
.
This immediately follows from Lemma 7.
Proposition 16
P({ω : η(ω) = 1, ω−k1(ω) . . . ω0 does not contain the word q}) ≤ 1− p(q)
Finally, take a large N and let
nN(ω) = minn : k1(ω) + . . . k1(σ˜
−n(ω)) ≤ N.
Note that, by definition,
KN ≤ |Λ(−n1)(ω)| ≤ K2N .
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Now consider the set
Ω˜(N) = {ω : ω−nN (ω) . . . ω0 does not contain the word q}.
Note that
{ω : Lq(ω) > 2N} ⊂ Ω˜(N).
It suffices, therefore, to prove that there exists r < 1 such that
P(Ω˜(N)) ≤ rN .
But by the previous two propositions, we immediately have
P(Ω˜) ≤ C(1 − p(q) + 1
K
)N ,
and, since 1− p(q) + 1K < 1, the Proposition follows.
This Proposition admits an equivalent formulation in terms of the norms of
renormalization matrices on the space of of interval exchange transformations.
More precisely, for (λ, π) ∈ ∆q, Φ(λ, π) = ω1 . . . ωn . . . , we let nq(λ, π) to be
the smallest n > 0 such that Gn(λ, π) ∈ ∆q, and we set
N (λ, π) = ||A(ω1 . . . ωnq(ω))||.
Corollary 10 There exists ǫ > 0 such that∫
∆q
N(λ, π)ǫdP < +∞.
Remark. First results on exponential decay for the probabilities of return
times were obtained by Jayadev Athreya. In his approach, Athreya used the
dynamics of SL(2,R)-action, which allowed him to obtain optimal exponents.
The argument above is an attempt to recover some of Athreya’s theorems using
the language of interval exchange transformations; the argument above does
not, however, give an optimal exponent.
Avila, Goue¨zel, and Yoccoz have recently announced exponential decay of
correlations for the Teichmu¨ller flow. One of the steps in their proof is, again, an
exponential estimate for return times, which they have obtained independently
(Avila [oral communication]). Their exponent is optimal.
12 Estimate of the measure.
Lemma 17 There exists a constant C(R) depending only on the Rauzy class
R such that
ν(∆(R) \∆ǫ(R)) < Cǫ
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The proof repeats that of Proposition 13.2 in Veech [1].
Lemma 4 and Corollary 5 therefore imply the following
Corollary 11 Let q ∈WA,B , q = q1 . . . ql be such that all entries of the matrix
A(q) are positive.
There exist C > 0, α > 0 such that the following is true for any n.
P((λ, π) : G2k(λ, π) /∈ ∆(q) for all k, 1 ≤ k ≤ n) ≤ C exp(−α√n).
Proof: Let n = r2 and denote
X(n,q) = {(λ, π) : G2k(λ, π) /∈ ∆(q) for all k, 1 ≤ k ≤ n)}.
Take
B(n) = {(λ, π) : G2k(λ, π) /∈ ∆exp(−r) for some k, 1 ≤ k ≤ n)}
Then, by the previous Lemma, ν(B(n)) ≤ Cr2 exp(−r), whereas, by Corol-
lary 5,
ν(X(n,q) \B(n)) ≤ (1− p(q))r ,
and Corollary 11 is proven.
Remark. This result allows to use the tower method of L.-S. Young [11]
and to obtain the decay rate exp(−α√n) for correlations of bounded Ho¨lder
functions. For bounded Lipschitz functions, one can also use the method of
V. Maume-Deschamps [12] and obtain the uniform rate of decay at the rate
exp(−αn1/2−ǫ). It is not clear to me, however, how to use either of these
methods in the invertible case.
13 Inequalities
Let
W+A,B = {w ∈WA,B : |w| is even , ∆(w) ⊂ ∆+}.
Lemma 18 For any C1, C2 > 0 there exists C3 > 0 such that the following is
true.
Suppose row(A) < C1 and λ ∈ ∆C2 .
Then
1
C3
≤ |Aλ|
m
Πmj=1
∑m
i=1 Aij
≤ C3
Proof:
Denote Aj =
∑m
i=1Aij , so that |A| =
∑m
j=1 Aj .
Then
Aj
Ak
≤ row(A),
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whence
Aj
|A| ≥
1
m row(A)
.
Finally, if λ ∈ ∆C2 , then
|Aλ| ≥ C2|A|,
which completes the proof.
Corollary 12 For any C4 > 0, C5 > 0 there exists C6 > 0 such that the
following is true. Suppose (λ, π) ∈ ∆C4 . Suppose w ∈ WA,B is compatible with
(λ, π) and such that row(A(w)) < C5. Then
1
C6
≤ m(C(w))
P(w|(λ, π)) ≤ C6
Corollary 13 For any C7 > 0, C8 > 0 C9 > 0, there exists C10 > 0 such that
the following is true.
Suppose (λ, π) ∈ ∆C7 .
Suppose w ∈ WA,B is compatible with (λ, π) and furthermore satisfies
row(A(w)) < C8, ∆(w) ⊂ ∆C9
Then
1
C10
≤ P(C(w))
P(w|(λ, π)) ≤ C10
Corollary 14 Let M be such that for any n > M any two vertices in the Rauzy
graph can be joined in n steps.
Then for any C17 > 0, C18 > 0 C19 > 0, there exists C20 > 0 such that the
following is true.
Suppose (λ, π) ∈ ∆+ ∩∆C17 .
Suppose w ∈ W+A,B satisfies
row(A(w)) < C18, ∆(w) ⊂ ∆+ ∩∆C19
Then for any n ≥M , we have
1
C20
≤ P(C(w))
P(2n)(w|(λ, π)) ≤ C20
From the definition (4) of the Hilbert metric it easily follows that for any
λ, λ′ ∈ ∆m−1 we have
e−d(λ,λ
′)λ′i ≤ λi ≤ ed(λ,λ
′)λ′i. (26)
Proposition 17 Assume λ, λ′ ∈ ∆+π . Then
exp(−md(λ, λ′)) ≤ ρ(λ, π)
ρ(λ′, π)
≤ exp(md(λ, λ′))
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Proof. Indeed, there exist linear forms
l
(j)
i (λ) =
m∑
k=1
a
(j)
ik λk,
where a
(j)
ik are nonnegative integers (in fact, either 0 or 1, but we do not
need this here),
such that
ρ(λ, π) =
s∑
j=1
1
l
(j)
1 (λ)l
(j)
2 (λ) . . . l
(j)
m (λ)
.
Clearly, if for all i = 1, . . . ,m and some α > 0, we have α−1λi ≤ λ′i ≤ αλi,
then
α−m ≤ ρ(λ, π)
ρ(λ′, π)
≤ αm,
and the Proposition is proved.
For similar reasons we have
Proposition 18 Assume λ, λ′ ∈ ∆+π and let A be an arbitrary matrix with
nonnegative integer entries. Then
exp(−md(λ, λ′)) ≤ ρ(Aλ, π)
ρ(Aλ′, π)
≤ exp(md(λ, λ′))
From these propositions and the formula 11 we obtain
Corollary 15 Let c ∈ A be compatible with π. Then for any λ, λ′ ∈ ∆+π we
have
exp(−2md(λ, λ′)) ≤ P(c|(λ, π))
P(c|(λ′, π)) ≤ exp(2md(λ, λ
′))
This Corollary implies the following
Lemma 19 Let w ∈ W+A,B be such that the cylinder C(w) has finite Hilbert
diameter.
Then for any c compatible with w and any (λ0, π) ∈ C(w) we have
exp(−2m diamC(w)) ≤ P(c|(λ0, π))
P(ω0 = c|ω|[1,|w|] = w) ≤ exp(2m diamC(w))
Proof: We have
ν(C(cw)) =
∫
C(w)
P(c|(λ, π))dν(λ, π)
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Let d = diamC(w). For any (λ,π), (λ
′, π) ∈ C(w), we have, by Corollary 15,
exp(−2md) ≤ P(c|(λ, π))
P(c|(λ′, π)) ≤ exp(2md).
Fix an arbitrary (λ0, π) ∈ ∆w.
Then, from the above,
ν(C(w))P (c|(λ0 , π)) exp(−2md) ≤
∫
C(w)
P (c|(λ, π))dν(λ, π) ≤
≤ ν(C(w))P (c|(λ0 , π)) exp(2md),
and, since, by definition, we have
P(ω0 = c|ω|[1,|w|] = w) = P(cw)
P(w)
,
the Lemma is proved.
ForN ∈ N andA ⊂ ∆(R), we denote P(N)(A|(λ, π)) = P((λ(−N), π(−N)) ∈
A|(λ(0), π(0)) = (λ, π)); for w ∈ WA,B, we write P(N)(w|(λ, π)) = P(N)(∆(w)|(λ, π)).
Lemma 20 Let M be a number such that for any N ≥ M any two vertices
of the Rauzy graph can be connected in N steps. For any γ > 0, N ≥ M
there exists a constant C0 depending only on γ and N such that for any word
w ∈ W+A,B and any (λ, π) ∈ ∆γ
P
(2N)(w|(λ, π)) ≥ C0|A(w)λ|m
Proof:
Let w = w1 . . . w2n, and let w2n = (a,m1, π1).
Let π′1π
′
2 . . . π
′
2N a path of length 2N between π and π1 (here π
′
1 = π, π
′
2n =
π1, π2k+1 = aπ2k, π2k+2 = bπ2k+1.
Denote wn+2i+1 = (a, 1, π2i+1), wn+2i = (b, 1, π2i). In other words, the word
= w2n+1 . . . w2n+2N ∈ WA,B is the word correspoding to the path π′1π′2 . . . π′2N
in the Rauzy graph. Then w′ = w1 . . . w2n+2N is a word compatible with (λ, π).
Besides,
|A(w2n+1cn+2 . . . w2n+2N )| < (2N)(2N).
We have
P (2n)(w|(λ, π)) ≥ P (w′|(λ, π)) = ρ(Tw′(λ), w
′π)
|A(w′)λ|mρ(λ, π) ,
There exists a universal constant C1 such that ρ(λ
′, π′) > C1 for any (λ
′, π′) ∈
∆+ (the density of the invariant measure is bounded from below).
Then, |A(w′)λ|m ≤ |A(w′)|m ≤ (2N)2mN |A(w)|m.
Finally, there exists a C2 depending on c only such that if λi > c for all i
then ρ(λ, π) > C2.
Combining all of the above, we obtain the result of the Lemma.
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14 Markov approximation and the Doeblin con-
dition
14.1 Good cylinders
Let q = q1 . . . ql be a word such that all entries of the matrix A(q) are positive.
Fix ǫ > 0 and let et k0 be such that
P(∆(q) ∩ G−2n∆(q)) ≥ ǫ for n > k0. (27)
Note that, due to mixing, Corollary 5 implies the following
Proposition 19 Let q ∈ WA,B , q = q1 . . . ql be such that all entries of the
matrix A(q) are positive and that ∆(q) ⊂ ∆+. Then there exist positive
constants K(q), p(q) such that the following is true for any ǫ > 0. Suppose
(λ, π) ∈ ∆ǫ ∩∆+ and set n to be the integer part of K(q)| log ǫ|. Then
P{(λ(−2n), π(−2n)) ∈ ∆(q)|(λ(0), π(0)) = (λ, π))} ≥ p(q).
Take k ≥ k0. Let r = 2(K + 1)k + 2M , where K is the constant from the
Lemma 4 and M is the connecting constant of the Rauzy graph from Lemma
20.
Let θ, 0 < θ < 1 be arbitrary. A word w = w1 . . . wk is called good if
1. ∆(w) ⊂ ∆exp(−k).
2. the word q appears at least k
θ
l times in w (we only count disjoint appear-
ances).
A word w1 . . . wr is called good if w1 . . . wk is good, a word w1 . . . wNr is called
good if all words w1 . . . wr, wr+1 . . . w2r, . . .w(N−1)r+1 . . . wNr are good, and a
word w1 . . . wNr+L, L < r, is good if w1 . . . wNr is good and either L < k or
wNr+1 . . . wNr+k is good.
We denote by G(N) the set of all good words of length N .
Let
∆(G(N)) = ∪w∈G(N)∆(w),
and
∆(B(N)) = ∆+ \∆(G(N))
By Corollary 11, there exist constants C31, C32 such that for all r we have
P(∆(B(N)) ≤ C31N exp(−C32r(1−θ)/2). (28)
and, for any (λ, π) ∈ ∆(q), also
P((λ(−1), π(−1)) ∈ ∆(B(N))|(λ(0), π(0) = (λ, π)) ≤ C31N exp(−C32r(1−θ)/2).
(29)
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14.2 Preliminary estimates for the Doeblin condition.
From Corollary 15 we deduce that there exists a constant C33 such that for any
(λ, π), (λ′, π) ∈ ∆(q), and any word w compatible with q, we have
1
C 33
≤ P(w|(λ, π))
P(w|(λ′, π)) ≤ C33.
Finally, by Lemma 20, there exists a constant C34 such that for any w ∈
WA,B and for any N > M we have
1
C 34
≤ P
(2N)(w|(λ, π))
P(2N)(w|(λ′, π)) ≤ C34.
Take an arbitrary point (λ, π) ∈ ∆q. Define a new measure ϕ on ∆+.
Namely, for a set A ⊂ ∆+ put
ϕ(A) = P(λ(−2M), π(−2M)) ∈ A|λ(0), π(0) = (λ, π)) (30)
Lemma 21 There exists a constant α > 0 such that the following is true for
any r. Let C1, C2 ∈ G(r).
Then
P(ω|[1,r] = C1, ω|[r+1,2r] ∈ G(r) |ω|[2r+1,3r] = C2) ≥ αϕ(C1)
Indeed, we have the following propositions:
Proposition 20 There exist a constant p1 such that the following is true for
all r and all n ≥ r.
Let C2 ∈ G(r), (λ, π) ∈ C2. Then
P((λ(−2n), π(−2n)) ∈ ∆(q)|(λ(0), π(0)) = (λ, π)) ≥ p1.
This follows from the definition of a good cylinder and Corollary 5.
Proposition 21 There exists a constant p2 such that the following is true for
all k.
P(ω|[1,r] ∈ G(r), ω|[2M+1,l+2M+1] = q |ω|[r+1,r+l+1] = q) ≥ p2
This follows from the estimates (28),(29) on the measure of bad cylinbders
and from Proposition 19.
Proposition 22 There exists a constant p3 such that the following is true for
all r. Let c1 . . . cn · · · ∈ ∆(q).
P(ω|[1,r] = C1|ωr+2M+1 = c1, ωr+2M+2 = c2, . . . ) ≥ p3ϕ(C1)
This follows directly from Lemma 20.
The three Propositions imply Lemma 21.
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14.3 Approximation by a Markov measure
We define a new measure pr,θ on the set G(r
2) of good cylinders of length r2.
Let C = c1 . . . cr2 be a (r, θ)-good cylinder. Set Ci = cir+1 . . . c(i+1)r.
Define
pr,θ(C) = P(ω|[1,r] = C1|ω|[r+1,2r] = C2)P(ω|[r+1,2r] = C2|ω|[2r+1,3r] = C3) . . .P(ω|[r2−r+1,r2] = Cr).
If D is not a good cylinder, then pr,θ(D) = 0.
Normalize to get a probability measure:
Pr,θ(C) = pr,θ(C)∑
D∈G(r2) pr,θ(D)
.
Pr,θ is a Markov measure of memory r (in general, non-homogeneous), as is
shown by the following well-known Lemma [14].
Lemma 22 For any k, 0 < k < r, we have
Pr,θ(ω|[kr+1,(k+1)r] = Ck|ω|[(k+1)r+1,r2]) = Ck+1 . . .Cr) =
Pr,θ(ω|[kr+1,(k+1)r] = Ck|ω|[(k+1)r+1,(k+2)r]) = Ck+1).
From the Ho¨lder property for the transition probability, we have
Proposition 23 There exist constants C41, C42 such that the following is true
for any r.
Let c1 . . . cn · · · ∈ ΩA,B and assume cn+1 . . . cn+r ∈ G(r). Then
exp(−C41 exp(−C42kθ)) ≤
≤ P (ω1 = c1, . . . , ωn = cn|ωn+1 = cn+1, . . . , ωn+r = cn+r)
P(ω1 = c1, . . . , ωn = cn|ωn+1 = cn+1, . . . , ωn+i = cn+i, . . . ) ≤
≤ exp(C41 exp(−C42kθ))
Corollary 16 There exist constants C43, C44 such that the following is true for
any r. Let A ∈ Fn, let cn+1 . . . cn+i · · · ∈ ΩA, and assume cn+1 . . . cn+r ∈ G(r).
Then
exp(−C43 exp(−C44kθ)) ≤ P(A|ωn+1 = cn+1, . . . , ωn+r = cn+r)
P(A|ωn+1 = cn+1, . . . , ωn+i = cn+i, . . . ) ≤ exp(C43 exp(−C44k
θ))
Applying l times, we obtain
Lemma 23 There exist constants C45, C46, C47, C48 such that the following is
true for any r. Let c1 . . . cr2 ∈ G(r2). Then for any l, 1 ≤ l ≤ r, we have
exp(−C45l exp(−C46kθ)) ≤
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≤ P(ω1 = c1, . . . , ωlr = clr|ωlr+1 = clr+1, . . . , ωr2 = cr2)
pr,θ(ω1 = c1, . . . , ωlr = clr|ωlr+1 = clr+1, . . . , ωr2 = cr2) ≤
≤ exp(C45l exp(−C46kθ))
and
exp(−C47l exp(−C48kθ)) ≤ P(ω1 = c1, . . . , ωlr = clr)
pr,θ(ω1 = c1, . . . , ωlr = clr)
≤ exp(C47l exp(−C48kθ))
Summing over cylinders of length lr, we obtain
Corollary 17 There exist constants C49, C50 such that the following is true for
any r. Let c1 . . . cr2 ∈ G(r2). Then for any l, 1 ≤ l ≤ r, and any A ∈ Flr, we
have
exp(−C49l exp(−C50kθ)) ≤ P(A ∩G(lr)|ωlr+1 = clr+1, . . . , ωr2 = cr2)
pr,θ(A|ωlr+1 = clr+1, . . . , ωr2 = cr2) ≤ exp(C49l exp(−C50k
θ))
and
exp(−C49l exp(−C50kθ)) ≤ P(A ∩G(lr))
pr,θ(A)
≤ exp(C49l exp(−C50kθ))
Using (28), we can estimate the total mass of the measure pr,θ.
Corollary 18 There exist constants C51, C52 such that for any r we have
pr,θ(G(r
2)) ≥ exp(−C51r exp(−C52k(1−θ)/2))
We now have normalized versions of previous statements.
Corollary 19 There exist constants C53, C54, C55, C56 such that the following
is true for any r. Let c1 . . . cr2 ∈ G(r2). Then for any l, 1 ≤ l ≤ r, and any
A ∈ Flr, we have
exp(−C53l exp(−C54kθ)− C55r exp(−C56k(1−θ)/2)) ≤
≤ P(A ∩G(lr)|ωlr+1 = clr+1, . . . , ωr2 = cr2)
Pr,θ(A|ωlr+1 = clr+1, . . . , ωr2 = cr2) ≤
≤ exp(C53l exp(−C54kθ) + C55r exp(−C56k(1−θ)/2)
and
exp(−C53l exp(−C54kθ)− C55r exp(−C56k(1−θ)/2)) ≤
≤ P(A ∩G(lr))
Pr,θ(A)
≤
≤ exp(C53l exp(−C54kθ) + C55r exp(−C56k(1−θ)/2).
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Using the Markov approximation, we can estimate conditional measure of
good cylinders for the measure P:
Corollary 20 There exist constants C57, C58, C59, C60 such that the following
is true for any r. Let c1 . . . cr2 ∈ G(r2). Then for any l, 1 ≤ l ≤ r, we have
P((ω1 . . . ωlr) ∈ G(lr)|ωlr+1 = clr+1, . . . , ωr2 = cr2) ≥ exp(−C57l exp(−C58kθ)−C59r exp(−C60k(1−θ)/2))
Proof: Indeed,
Pr,θ((ω1 . . . ωlr) ∈ G(lr)|ωlr+1 = clr+1, . . . , ωr2 = cr2) = 1.
14.4 Doeblin Condition
Proposition 24 There exists C61 such that the following holds for any r. For
any C1 ⊂ ∆(q), C2 ⊂ ∆q, and any C3 ∈ G(r), we have either
1
C61
≤ pr,θ(C3|C2)
pr,θ(C3|C1) ≤ C61,
or pr,θ(C3|C2) = pr,θ(C3|C1) = 0.
Considering n-step transition probabilities, we obtain
Proposition 25 There exists a constant C62 such that the following holds for
any r. For any C1 ⊂ ∆(q), C2 ⊂ ∆q any C3 ∈ G(r), and any n ≥M , we have
1
C62
≤ pr,θ(ω|[1,r] = C1|ω[2n+r,2n+2r] = C2)
pr,θ(ω|[1,r] = C1|ω[2n+r,2n+2r] = C3) ≤ C62.
Now, mixing, Proposition 19 and Proposition 20, and the definition oif a
good cylinder imply that
Proposition 26 There exists a constant C63 such that the following holds for
any r. For any C1, C2, C3 ∈ G(r) we have
1
C63
≤ pr,θ(ω|[1,r] = C1|ω[2r,3r] = C2)
pr,θ(ω|[1,r] = C1|ω[2r,3r] = C3) ≤ C63.
Now let c1 . . . cr2 ∈ G(r2). Denote Ci = cir+1 . . . c(i+1)r. Lemma 21, together
with the above estimates, implies the following
Corollary 21 There exist constants C71, C72 such that the following is true.
For any l, 1 ≤ l ≤ r, we have
P(ω|[1,lr] ∈ G(lr), ω|[lr+1,(l+1)r] = Cl, ω|[(l+1)r+1,(l+2)r] ∈ G(r)|ω(l+2)r+1,(l+3)r]) = C3) ≥ C71×ϕ(Cl)
and
Pr,θ(ω|[1,lr] ∈ G(lr), ω|[lr+1,(l+1)r] = Cl, ω|[(l+1)r+1,(l+2)r] ∈ G(r)|ω(l+2)r+1,(l+3)r]) = C3) ≥ C72×ϕ(Cl)
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This is the Doeblin Condition for the measure Pr,θ (see [13], [14], [22]). The
Doeblin Condition implies that there exist constants C73, C74 such that for any
C1, C2 ∈ G(r), we have
exp(−C73 exp(−C74r)) ≤
Pr,θ(ω|[1,r] = C1|ω|[r2,r2+r] = C2)
Pr,θ(C1) ≤ exp(C73 exp(−C74r)),
whence we obtain
Proposition 27 There exist constants C81, C82, C83, C84 such that the follow-
ing is true for any r.
exp(−C81(exp(−C82r) + exp(−C83rθ) + exp(−C84r(1−θ)/2))) ≤
≤ P(ω|[1,r] = C1|ω|[r+1,r2] ∈ G(r
2 − r), ω|[r2,r2+r] = C2)
P(C1) ≤
≤ exp(C81 exp(−C82r) + exp(−C83rθ) + exp(−C84r(1−θ)/2)))).
Moreover, in view of mixing, Proposition 19, and Proposition 20, the same
estimate, upto a constant, takes place for any n ≥ r2.
Proposition 28 There exist constants C85, C86, C87, C88 such that the follow-
ing is true for all r and all n ≥ r2.
exp(−C85(exp(−C86r) + exp(−C87rθ) + exp(−C88r(1−θ)/2)))) ≤
≤ P(ω|[1,r] = C1|ω|[r+1,n] ∈ G(n− r), ω|[n,n+r] = C2)
P(C1) ≤
≤ exp(C85(exp(−C86r) + exp(−C87rθ) + exp(−C88r(1−θ)/2))))).
15 Approximation of Ho¨lder Functions and Com-
pletion of the Proof of Theorems 4, 7, 8.
We shall prove the decay of correlations for a slightly more general class of
functions on ∆(R) than Ho¨lder functions. (we shall need this slightly more
general class in the proof of the Central Limit Theorem).
Namely, we shall only require that a function be Ho¨lder in restriction to
cylinders of some given length and we shall also allow a moderate growth of the
Ho¨lder constant at infinity.
Formally, say that a function φ : ∆(R) → R is weakly l, α-Ho¨lder if the
following holds. Let k be a positive integer, and let w ∈ WA,B, |w| ≤ l be such
that ∆(w) ⊂ ∆exp(−k). Then there exists a constant C(φ) such that for any
(λ, π), (λ′, π) ∈ ∆(w), we have
|φ(λ, π) − φ(λ′, π)| ≤ Ckd(λ, λ′)α.
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The smallest such C for a given φ will be denoted Cweakl,α (φ). Clearly, if
φ is Ho¨lder with exponent α, then it is also weakly l, α-Ho¨lder for any l and
Cweakl,α (φ) ≤ Cα(φ).
Recall that Bn is the σ-algebra of sets of the form G−n(A), A ⊂ ∆(R).
To prove the decay of correlations, it suffices to estimate the L2-norm of
E(φ|B2n) for a given weakly l-α-Ho¨lder φ.
It will be convenient to assume that φ ≥ 1 (by linearity, it suffices to consider
that case).
Proposition 29 Let θ ∈ R, 0 < θ < 1. Let p > 2 and α > 0. There exist
constants C91, C92, C93 such that the following is true for any r and any n ≥ r2.
Let l ≤ r. Let φ ∈ Lp(∆(R)+, ν) be weakly l, α-Ho¨lder and satisfy φ ≥ 1.
Then φ = φ1 + φ2 + φ3 where
1. φ1 ≥ 1 on G(n) and φ1 = φ2 = 0 on ∆(B(n)).
2. for any (λ, π) ∈ G(n), we have
|E(φ1|Fn)(λ, π)
E(φ1)
− 1| ≤ exp(−C91(r(1−θ)/2 + rθ).
3. for (λ, π) ∈ G(n), we have |φ2| ≤ Cweakl,α (φ) exp(−C92rθ).
4. ||φ3||L2 ≤ exp(−C93r(1−θ)/2)||φ||Lp .
Proof: For any good word w = w1 . . . wn+r, consider its beginning w1 . . . wr
and choose a point xw1...wr ∈ ∆(w1 . . . wr).
Denote by χ∆(w) the characteristic function of ∆(w) and set
φ1 =
∑
w∈G(n+r)
φ(xw1...wr )χ∆(w).
Proposition 28 yields the required properties of φ1 (note that we sum over
all good words of length n+ r in order to be able to apply the Proposition).
We set φ2 = (φ− φ1)χG(n+r) and φ3 = φχ∆(B(n+r)). The estimate for φ2 is
satisfied by the definition of a Ho¨lder function.
Finally, we have
||φ3||2L2 = E(|φχ∆(B(n))|2),
whence, by Ho¨lder’s inequality, using the estimate (28), we obtain the desired
estimate for φ3, and the Proposition is proved completely.
Proposition 29 with θ = 1/3 yields Theorem 4.
We now complete the proof of Theorem 7.
For a word w ∈ WA,B, |w| = 2n+1, w = w1 . . . w2n+1, denote C [−n,n](w) =
{ω ∈ ΩZA,B : {ω−n = w1, . . . , ωn = w2n+1} and set ∆(w) = Φ
−1
C [−n,n](w).
Denote by B[−n,n] the sigma-algebra generated by ∆(w) for all w ∈WA,B .
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Also, for ǫ > 0, denote
∆ǫ = {(λ, h, a, π) ∈ ∆(R) : λ ∈ ∆ǫ.
Again, we shall prove the Theorem for a slightly larger class of functions.
Say that a function φ : ∆(R) → R is weakly l, α-Ho¨lder if the following
holds. Let k be a positive integer, and let w ∈ WA,B, |w| ≤ 2l + 1 be such
that ∆(w) ⊂ ∆exp(−k). Then there exists a constant C(φ) such that for any
(λ, h, a, π), (λ′, h′, a′, π) ∈ ∆(w), we have
|φ(λ, h, a, π) − φ(λ′, , h′, a′, π)| ≤ Ckd((λ, h, a, π), (λ′, , h′, a′, π))α.
The smallest such C for a given φ will be denoted Cweakl,α (φ). Clearly, if
φ is Ho¨lder with exponent α, then it is also weakly l, α-Ho¨lder for any l and
Cweakl,α (φ) ≤ Cα(φ).
Denote by G(2n + 1) the union of all ∆(w) for good w, by B(2n + 1) the
complement of G(2n+ 1).
Proposition 30 Let θ ∈ R, 0 < θ < 1. Let p > 2 and α > 0. There exist
constants C101, C102, such that the following is true for any r and any n ≥ r2.
Let l ≤ r. Let φ ∈ Lp(∆(R),ν) be weakly l, α-Ho¨lder and satisfy φ ≥ 1.
Then there exist functions φ1, φ2, φ3 such that
1. φ = φ1 + φ2 + φ3.
2. φ1 is B[−n,n]-measurable and supported on G(2n+ 1).
3. |φ2| ≤ C101Cα(φ) exp(−r(1−θ)/2 + rθ).
4. |φ3|L2 ≤ C102 exp(−r(1−θ)/2)||φ||Lp .
For any good w, |w| = 2n+ 1, take an arbitrary point xw in ∆(w). Set
φ1 =
∑
w∈G(2n+1)
φ(xw)χ∆(w),
φ2 = (φ− φ1) · χG(2n+1),
φ3 = φ · χB(2n+1),
and the Proposition is proved.
Proposition 30 with θ = 1/3 yields Theorem 7.
It remains to establish the Central Limit Theorem for the flow P t. Consider
the special function τ˜ of the flow P t over the transformation F . Note that
τ˜(λ, h, a, π) only depends on (λ, π). Consider the restriction of τ˜ on a cylinder
of the form ∆(w1), w1 ∈ A. Then there exist distinct j(1), . . . , j(l) ∈ {1, . . . ,m}
such that
τ˜ (λ, π) = log(λj(1) + λ(j(2) + · · ·+ λj(l)),
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which shows that the function τ˜ , restricted to an arbitrary ∆(w1) is Lipshitz
with respect to the Hilbert metric on ∆(R).
Now for a Ho¨lder φ consider the function
φ˜(x) =
∫ τ˜(x)
0
φ(P tx).
For any k > 1, if (λ, π) ∈ ∆exp(−k), then, by definition, τ˜ (λ, π) ≤ k. There-
fore, if φ is Ho¨lder of exponent α, then φ˜ is weakly 1, α-Ho¨lder.
It is easy to see that τ˜(λ, π) ∈ Lr(∆(R), ν) for any r > 1, whence, if φ ∈
Lp(Ω0(R), µR) for some p > 2, then there exists p′ > 2 such that the function
φ˜(x) =
∫ τ˜(x)
0
φ(P tx)
satisfies φ˜ ∈ Lp′(Y±, ν).
Therefore, the Theorem of Melbourne and To¨ro¨k [15] implies Theorem 8,
the Central Limit Theorem for the flow P t.
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