National concerns are sometimes raised against offshoring of economic activities to other countries. While most of the existing literature has focused on the effects on labor demand and productivity the effects on domestic R&D have been neglected. This is unfortunate since the decision to offshore activities also includes R&D. We use unique and rich firm level data for the Swedish manufacturing sector to analyze how offshoring impacts domestic R&D and how these effects vary with respect to target region and type of firm. The results suggest that offshoring of production alter a firm's investments in R&D in Sweden and that a negative impact on home country R&D is confined to offshoring by non-multinationals and offshoring to Europe and EU15 countries.
Introduction
During recent years, offshoring has received increasing attention in both academic research and the public debate. Although, many economists argue that offshoring is a normal part of international trade, the debate in rich countries clearly reveals that there are worries about its consequences. These concerns are mostly connected to a fear of job losses as firms move production abroad. While low-skilled workers are obviously most vulnerable to competition from offshoring it also poses a challenge for other groups. A large share of what is being offshored by rich countries goes to other rich countries and as OECD (2005) points out, not only unskilled jobs but also ICT jobs and other tasks requiring skilled labor -perhaps even R&D -is at stake.
It is, therefore, interesting to note that existing studies on offshoring and labor demand have mainly focused on the aggregate picture where a shift in relative labor demand, from unskilled to skilled workers are typically found: the effects on R&D in the home country have largely been ignored. This is unfortunate. R&D is one of the main determinants of firm competitiveness. It is, therefore, of prior interest to ask whether offshoring leads to a relocation of R&D and if this effect varies across firms and country of destination. Moreover, for small economies, it is hard to specialize in both R&D and hi-tech production; therefore, this question may be of particular interest for a small open economy like Sweden (Eholm and Hakkala, 2007) .
According to traditional theory on MNEs, one important motive for a firm to invest abroad is to take advantage of gains from division of labor as it specializes certain stages of the production process to different countries, Dunning (1993) . The classical example of vertical integration is when a firm acquires the rights to a natural resource, such as a mine. A more up-to-date example of vertical integration is when Intel expanded its R&D and increased its engineering workforce 150 percent by adding 600 engineers to its research and development operations in Russia (Foremski, 2004) .
The theoretical foundation of this paper is related to the literature on offshoring and labor demand models proposed by Grossman and Helpman (2002a , 2002b and Grossman and Rossi-Hansberg (2006) . One point highlighted in these papers is that offshoring is sensitive to the contract cost and that corruption can be seen as a factor that raises the contract cost. Difficulties to complete a contract with agents in a foreign country hold back offshoring, in general, and offshoring which is intensive in R&D in particular and may therefore make the sourcing firm alter the choice of target country.
Our hypothesis is that the capacity to deliver hi-tech inputs is relatively high in the US, Europe and EU region. In addition, the European integration process and the fact that the EU is a relatively homogenous and corruption clean region with well functioning institutions are likely to reduce the contract cost of intra-EU offshoring.
Looking at the empirical evidence on related issues D' Agostino et al. (2010) found complementarities in R&D offshoring of less complex technology in Brazil, Russia, India, China Singapore and Taiwan. In an exploratory cross country analysis Santangelo & Piscitello (2009) found similar results for OECD countries' R&D offshoring to BRICKST countries. Moreover, there are a number of papers focusing on the effects of offshoring on employment. Overall, the results suggest that, for rich countries, the impact of offshoring on employment is moderate and mostly confined to a reduced demand for blue collar workers and that the impact can vary across sectors. For example, Wei (2005a, 2005b) , Landefeld and Mataloni (2004) and Borga (2005) all found small employments effects of US service offshoring and Crinò (2006) , who looked at relative labor demand, found outsourcing to favor skilled US workers. Results, similar to those for the US, are also found for Sweden (Andersson and Karpaty (2007) , Ekholm and Hakkala (2006) ), for Germany (Falk and Kobel, 2002) , and for the UK (Görg et al. 2007) . Hence, for the advanced countries, it seems clear that the aggregate picture of offshoring is that it tends to shift labor demand from relatively unskilled to skilled workers. Less is known about how offshoring may alter home country R&D investments.
Analyzing offshoring of R&D, Gersbach and Schmutzler (2011) showed that the decision to offshore R&D and undertake an FDI are taken simultaneously and that small countries are more likely to offshore their R&D into large countries ratherthan vice versa.
In a Swedish context, three important empirical facts have previously been established (Henning and Norgren, (1992) , Håkansson and Nobel (1993), Fors, (1998) , Carlsson et al. (2006) National concerns are sometimes raised against foreign MNEs outsourcing domestic production and R&D to other countries giving less national control of production and the development of new technology. However, Bandick et al. (2010) found no support to the fear that foreign acquisition leads to a loss of home R&D. In fact, they concluded that the R&D intensity increases in acquired firms. 2 In a similar vein, using survey data for Finnish manufacturing, Ali-Yrkkö and Deschryvere (2008) found complementarities between in-house expansion of R&D abroad and domestic R&D employment.
The remainder of the paper is organized as follows: Section 2 overviews the theory of offshoring and discusses measurement problems. Section 3 presents the data, empirical methodology and a descriptive analysis of the data. Results are provided in section 4 and section 5 concludes.
Offshoring: theory, definitions, and measurement

Theory
1 Håkansson & Nobel (1993) conclude that Swedish MNEs carried out 23% of their research abroad during the 1980's, while corresponding numbers for other developed countries was only 10%.
2
In a survey of the 320 largest Swedish firms it is concluded that the geographical location of R&D-labs is only weakly correlated with the geographical location of the headquarter (HQ) and the production. A minority of the firm's claims that, as their HQ's relocate abroad, this may have effect on the R&D activity in Sweden, see Karpaty (2011) .
The theory of offshoring is based on the idea that firms, under certain circumstances, benefit from a vertical defragmentation of the production process.
3 In a closed economy setting, firms may choose between in-house production and subcontracting (or outsourcing), as discussed by McLaren (2000) and Grossman and Helpman (2002b) . The optimal choice depends on how strong are the motives for internalization -this, in turn, is discussed in the property-rights theories of : for surveys, see Spencer, (2005 ), Trefler (2005 and Helpman (2006) . In an open economy context, firms may choose between in-house production -in the form of foreign direct investment (FDI) or international outsourcing. International outsourcing allows the firm to avoid the fixed set-up cost that is related to FDI. However, it requires the firm to formulate a contract with a foreign subcontractor. One purpose of the contract is to protect the mother company from leakages of know-how and strategic information. Such contracts can be rather costly to formulate. Therefore, most offshoring models focus on the tension between taking the fixed FDI cost and the transactions costs needed for subcontracting. This tension is characterized by the Grossman and Helpman (2003) North-South outsourcing model. In their set-up, for a given Northern firm, the probability of international outsourcing increases with the thickness of the intermediate good market and to the extent to which the product is standardized. Other models considering the choice between FDI and outsourcing include those of Helpman (2002a), Antras (2003) and Hanson (1995, 2005) . One conclusion, drawn from these studies, is that sensitive tasks are not as easily outsourced to outsiders as standardized job tasks. Moreover, non-standard tasks and R&D are less likely to be offshored to countries to which the contract cost is likely to be high.
Traditionally, it is assumed that in-house R&D investments of incumbent firms are most important for the development of new or improved products, but in some industries entrant firms are very active and frequently introduce new or improved products of higher quality. In these industries the incumbent firms face the risk of being priced out of the market; see Klette & Kortum (2004) . 4 An alternative strategy for head-to-head competition is to draw on complementarities and to trade technology and to cooperate in R&D; see Pisano (1990) . Hence, when complementarities in R&D capabilities in the incumbent and entrant firms are high, the incumbent firm faces the alternatives to integrate or buy R&D capabilities on the market, i.e. the make-or-buy decision.
5
The make decision. An incumbent firm may have enough financial credibility to raise capital to integrate with the entrant. Integration may help the incumbent regain its market position while still being able to exercise influence and to monitor the course of research (anti-competitive effect). An adjacent reason to internalize is the scope for productivity gains, derived from asset complementarities in R&D capabilities. 6 Integration may also help in formulating the contractual agreement that includes reassurance of property rights and restriction for the contractor's right to transfer knowledge to third parties. Moreover, Henderson & Cockburn (1996) suggests that economies of scope arise from internal and external knowledge spillovers generated in diverse portfolios of 3
The term "offshoring" here refers to the relocation of production of goods or services to another country. Offshoring does not separate whether the production is external or internal to the firm. We measure offshoring as imports of material inputs as a share of sales. Discussing FDI, Nocke and Yeaple (2008) consider the choice between greenfield investments and a merger & acquisitions. They concluded that acquisition will take place if complementarities are strong enough. Bertrand et al. (2009) extended this result and empirically tested how R&D is affected by an acquisition. research projects.
7 Hence, when incentives for the making of a decision are strong, an M&A is a more likely an outcome than offshoring.
The buy decision. There are many reasons for a firm to outsource R&D to an outside party (Hertog and Thurik 1993) . Perhaps, the most obvious reason for outsourcing R&D is to minimize both costs and risks by contracting an outside firm that benefits from scale economies in R&D.
Using external sources of R&D confers four main advantages to in-house R&D. Firstly, R&D procurement projects may be an effective way of reducing risks associated with hazardous R&D projects. Secondly, if there is economies of scale in research the contractor may sell similar prototypes or blueprints to several firms and benefit from scale economies in R&D. For example, the mobile phone companies, Apple and HTC, both purchase standardized technology from a firm that supplies several competitors with microchips. 8 Thirdly, if the incumbent firm lacks both the resources needed to internalize the entrant and necessary skills to compete with the new entrant in a specific segment, the firm may confront a "buy-or-die" decision. Fourthly, by purchasing complementary technologies the firm may be able to diversify into a segment or new market that is strategically important. 9 As is easily understood, an obvious drawback in engaging an external supplier is the loss of control of the output of the R&D generated by the external party.
10
Drawbacks with the buy decision. If the incumbent firm chooses the buy alternative, the firm faces a transaction cost in formulating the contractual agreement that includes reassurance of property rights so that they are not transferred to third parties. This loss of control constitutes a drawback in the procurement of technology, making it difficult for the buyer/subcontracting firm to significantly deviate from its competitors and to make excessive profits by introducing significantly improved products.
The model, econometric considerations and data
The model
An early attempt to explain firm R&D and innovation stem from the work of Schumpeter (1943) . Schumpeter empathizes the interdependence between innovation, competition and profits. In his set-up, competition is seen as a hurdle to R&D since it makes it harder to cover fixed costs in R&D and the monopoly deadweight loss is the price we have to pay to finance and to stimulate R&D. This view has been challenged by e.g. Porter (1990) who states that competition is good for growth because it forces firms to innovate in order to stay in business. To the 7
An incumbent multi product firm may also benefit from economies of scope in marketing, designing or manufacturing multiple products within a firm (Baumol 1977). 8 Nokia continued, for a long time, to develop their own microchips while competitors like Apple and HTC purchase standard chips from Qualcomm. This is sometimes claimed to be one of the reasons for Nokia having lost market shares in recent years. For example, the discussion about the relationship between GM and Opel shows that a reason for GM to hold on to Opel is the strong R&D expertise in the German HQ on small and medium sized vehicles, whereby GM's expertise is, rather, in larger motor cars. Hence, the R&D activities in the two firms are likely to be complementary, and hence, may be left in their respective countries. This may be true also for software platforms. Cit: "For Nokia, the attraction of an existing platform such as WP7 or Android is the potential to get new devices into the market faster, as opposed to starting from scratch with a platform unfamiliar to customers in key markets such as the U.S. "The Wall Street Journal, February 8, 2011. 10 In a Dutch setting, Hertog and Thurik (1993) found that firms that do internal R&D, or both internal and external R&D, are large firms, while small capital intensive firms in competitive environments are more likely to use an external supplier of R&D. Their results confirm Schumpeter's (1950) hypothesis that R&D is associated with large fixed costs. In addition, in large firms there is also scope for asset complementarities.
end that R&D can be seen as a fixed cost, theory suggests that large firms should have an advantage over smaller firms and decades of research on the relationship between firm size and R&D have established a consensus view of an elasticity of R&D with respect to firm size close to unity.
11 However, there is still no consensus view on which factors govern R&D, but financial resources, firm size and industry characteristics are frequently suggested candidates.
12
To single out variables that determine firm R&D the knowledge production function offers a transparent route of thinking. As shown in e.g. Martínez and Labeaga (2002) firms seek to maximize the current value of their expected profit flow, where profits are a function of inputs, input prices and market conditions. The outcome of the maximization problem suggests that firm R&D, or more generally, innovative efforts can be seen as a function of market conditions, physical capital, technological opportunity, and a set of shift factors. 13 In line with this model, Hertog and Thurik (1993) model firm R&D as a function of firm size, competition, capital intensity, profitability and market conditions. These variables make up for core determinants of firm R&D, to which we add offshoring as a shift factor allowing firms to vertically split the chain of production and R&D.
With this as a background, our baseline equation takes the following form: 
Econometric considerations
Not all firms have positive R&D outlays and data that contain zero valued observations. These zeros are challenging. Given that selection into R&D is not random; not adjusting the regressions for selection may lead to biased results. In order to visualize how various refinements affect the results, our point of departure is that of OLS models. With this as a basis, we can easily see the impact of various refinements, such as control for selection, heterogeneity and fixed effects.
To adjust for selection into R&D, we first apply the Heckman selection model. To this end, we need to find variables that can be used as exclusion restriction. The goal is to find variables that are closely related to the selection into R&D and variables related to the sunk cost of R&D have been suggested as candidates. 16 Here we follow Bernard and Jensen (2004) and add a measure of the skill intensity of the firms (share of workers with at 11 See e.g. Karpaty and Gustavsson Tingvall (2011) .
12
See e.g. Geroski (1990) and Griffiths and Webster (2010) .
13
For a survey on dynamic models of innovation, see e.g. Reinganum (1989) . See also Blundell et al. (1995) .
14 The Boone price elasticity measure (PE) measures the elasticity of output to changes in input prices. For details, see Karpaty and Gustavsson Tingvall (2011). 15 See Appendix for variable definitions and sources. 16 Note that the target equation, while the selection is estimated by a probit model, can be identified because of the nonlinearity alone. The non-linearity of Inverse Mils Ratio (IMR) arises from the assumption of normality. However, to ease identification it is recommended to add variables, related to the decision to enter R&D, to the selection equation. least tertiary education) since skill intensive firms are more likely to perform R&D than other firms and both R&D and hiring and firing costs imposes sunk costs to the firm. 17 As seen in the estimations of the selection equation, skill intensity turns out as a strongly significant predictor of firm R&D.
In a heterogeneous firm set-up, Helpman Melitz and Rubenstein (2008) , hereafter (HMR), recognized that the Mills ratio may not be sufficient to control for selection and firm heterogeneity. More precisely, in a Gravity model setting, HMR show how a higher order polynomial of a term "z", based on predicted probabilities from the selection equation and Mill's ratio, can control for firm heterogeneity. We will here apply both the standard Heckman approach and the HMR type of heterogeneous firms' specification. Estimating models with varying degrees of control for selection and heterogeneity gives us an indication of the robustness of the results.
A drawback with the Heckman selection model is that the distribution of the fixed effect model is unknown;
instead, one may include a set of industry dummies to control for fixed effects. 18 However, a massive infusion of industry level dummies makes it hard to estimate the impact of slowly changing variables and time-invariant effects (almost all cross sectional variation is swept away by the dummies), and in addition we easily end up with an extremely large number of coefficients to estimate. Plümper and Troeger (2007) have presented an approach that appears to provide an attractive solution to the problem. They suggest the Fixed Effect Variance Decomposition (FEVD) estimator as a way to handle time invariance and slowly changing variables in a fixed effect model framework. By decomposing unit effects into one explained part (captured by dummy-and slowly changing variables) and one unexplained part (η) they make it possible to efficiently estimate and include timeinvariant variables and nearly time-invariant variables in a fixed effects framework. However, several researchers have recently contested the FEVD model (Greene 2011a , 2011b ., Breusch et al. 2011a , 2011b Roberts and Tybout (1997) and Bernard and Jensen (2004) include lagged values of the dependent variable as proxy for fixed costs. To avoid endogeneity we leave this variable outside the model. 18 Green, 2001. 19 One may note that the inclusion of estimated variables such as Mills ratio and the Boone PE-measure adds uncertainty to the model. Murphy and Topel (1985) suggested a standard error correction when estimated variables are included. More recently, Hardin (2002) has shown that the sandwich estimator which is built under less restrictive assumptions and is efficient against a wide range of non-spherical distortion is asymptotically identical to the Murphy-Topel estimator and we therefore follow Hardin (2002) and apply robust standard errors.
Data
The dataset covers all manufacturing firms that operate in Sweden with at least 50 employees for the period 1997-2005. The register information used in this analysis has been obtained from three sources from Statistics Sweden (SCB) and has been merged using unique identification numbers. The financial statistics dataset (FS) and the regional labor market statistics dataset (RAMS) provides us with detailed information on all Swedish private sector firms. Examples of variables included are R&D, value added, capital stock, number of employees and their educational attainment, profits, sales and industry sector. A detailed description of the variables is found in the appendix. To capture offshoring we use data on imports of materials, collected by Statistics Sweden.
Import data covers all transactions outside the EU and for intra-EU trade all firms with a total value of intra-EU transactions above 2.2 million SEK (approx. 240 000 EUR). Data on material imports are registered according to the NACE Rev 1.1. classification system and country of origin. Moreover, Statistics Sweden classifies imported materials into Major Industrial Groupings (MIG). 20 The MIG codes classifies material imports into broader classes depending on their intended use, distinguishing between production inputs, short, medium, and long term investment goods and consumption goods which allows us to identify offshore production of goods. Imports of offshored materials are then aggregated into regions, defined by Asian Development Bank (ADB). Due to different time frame for the datasets and size limitations of certain variables we limit the analysis to the period 1997-2005 and firms with at least 50 employees.
Descriptive statistics
As seen in Table A1 , compared to non-offshoring firms, offshorers are, relatively large, R&D-intensive, intensive in skilled labor and display higher labor productivity than non-offshorers. This is in line with theories on the heterogonous firm (Meltiz, 2003) where offshoring requires that the firm has to overcome barriers associated with such trade. The prevalence of offshoring firms is highlighted by the fact that in the year 2000, 95 percent of employment in the manufacturing sector was recorded in offshoring firms and almost 100 percent (99.7) of firm R&D was performed in offshoring firms. Hence, out of employment, value added and R&D, we find R&D to be the variable where offshoring firms are the most overrepresented.
Results
Our starting point is to use OLS to analyze the impact of offshoring on firm R&D and, by refining the estimation, to analyze the sensitivity of the results. In estimation 1 in Table 1 we use firms with positive R&D only and in estimation 2 we allow firms with zero R&D expenditures to enter the analysis.
To adjust for non-random selection to R&D, in estimation 3 we estimate a Heckman selection model and in estimation 4 we further improve the control for firm heterogeneity by estimating a HMR type of the Heckman model.
As seen in Table 1 , the overall impact of offshoring on R&D is negative. To some extent, this result is in line with findings by Heyman (2010) who found offshoring of Swedish firms to reduce demand for non-routine job 20 MIG -European Community classification of products: Major Industrial Groupings (NACE rev1 aggregates).
tasks. Hence, offshoring seems to be able to challenge R&D and non-routine types of jobs. Further inspection of the results suggests that selection into R&D is not random and both the Mills ratio and estimated rho is strongly significant, suggesting that not controlling for selection may yield biased results.
[ Table 1 about here]
As a final step, we analyze in Table 1 to what extent our applied 3-digit industry dummies are capable of absorbing fixed effects. That is, we aim to see if our results are robust with respect to the inclusion of firm level fixed effects. As pointed out by Plümper and Troeger (2007) suggesting that further control of fixed effects beyond industry dummies at the 3-digit level do not significantly alter the results. However, considering the debate of the FEVD-model we take this as a robustness test and choose the HMR specification as our preferred estimator.
Turning our attention to the control variables we, in Table 1 , see that most control variables are significant with the expected sign. The R&D-intensity seems to increase with firm size and the negative relation between profits and R&D may be due to the fact that to perform R&D, resources are allocated from production to R&D and that the benefits from R&D are not instantaneous. A less expected result is the negative relation between capital intensities. Finally, we find an inconclusive pattern between competition and R&D and that raw material intensive firms are found to be less R&D intensive than other firms.
Though the overall impact of offshoring on R&D is negative, there are reasons to expect the impact to vary with respect to region of destination. Offshoring of simple and standardized job tasks requires different skills than R&D and advanced and non-standard job tasks. Simple job tasks are likely to be targeted toward low wage countries while offshoring of advanced and sensitive activities requires, not only well educated labor but also, well functioning institutions where the respect of intellectual and material property rights are highly ranked. It is, therefore, likely that advanced activities are directed toward relatively rich regions with well function intuitions.
[ Table 2 about here]
In Table 2 , we allow the impact of offshoring to vary with respect to target region. Results in Table 2 , suggest that the negative impact of offshoring is concentrated in offshoring to Europe and the EU15, though occasionaly, other regions may also enter with a negative sign. To the extent that offshoring increases domestic R&D, this is most likely to happen for offshoring to Africa and Latin America. Hence, the response of offshoring to different regions is highly heterogeneous.
Extensions
As noted above, wages and factor prices are key determinants of offshoring. Simple job tasks are the ones most Table 3 .
[ Table 3 about here]
Results in Table 3 reveal a non-monotonic relation between per capita income and the impact of offshoring. The first thing to note is that we do not find any evidence that offshoring to the poorest group of countries reduces domestic R&D, while the impact of offshoring to the richest countries yields a negative impact on R&D, irrespective of estimator chosen. For other income groups, the results vary from insignificant to negative and significant depending on choice of estimator. Hence, though the pattern is not perfectly linear the results suggest that offshoring to high income countries is more likely to substitute for own R&D than offshoring to low wage countries.
According to the heterogeneous firm framework (Melitz, 2003) , the impact of offshoring is also likely to vary across firms. Large firms with affiliates abroad can, with relative ease, take advantage of knowledge, at home and in other countries; in their allocation decisions. This gives support for a distinction between firms with respect to ownership. We, therefore, in Table 4 analyze whether or not the propensity to offshore R&D differs between firms with respect to ownership.
[ Table 4 about here]
Results in Table 4 do not suggest any dramatic differences between domestic and foreign owned firms with respect to how local R&D responds to offshoring. However, the group "domestic firms" contain both Swedish
MNEs and purely local firms. We, therefore, proceed and separate firms with respect to multinationality in Table   4 . Here, we find that the negative impact of offshoring is more pronounced among non-multinationals than in multinationals. In Sweden, approximately 95% of all R&D performed in the business sector is done by multinationals. Hence, the potential "outleak" of R&D from non-multinationals is likely to be of second order. In addition, the relatively large number of small non-MNEs may be what drives the negative link between offshoring and R&D. We, therefore, proceed by weighing the regressions by firm size.
Results from employment weighted regressions presented in Table 5 reveals a pattern somewhat different from the un-weighted regressions.
[ Table 5 about here]
Using firm-size weighted regressions, the most pronounced difference from the un-weighted regressions is that the overall impact of offshoring on domestic R&D goes from negative to positive. Breaking down the analysis to the regional dimension, we find that the impact of offshoring on local R&D is positive for all regions but three (North America, Europe non-EU15 and Oceania). Considering the distribution of firm R&D, these results are more likely to reflect the aggregate impact of offshoring on local R&D while the un-weighted regressions reflect the "typical firm" response. Hence, it seems clear that the response of R&D to offshoring is different in small non internationalized firms compared to large MNEs and that the economy-wide impact of offshoring on local R&D is positive, indicating that Sweden is a relatively attractive location for R&D.
Summary and conclusions
During recent years, offshoring has received increasing attention in the public discourse, with the fear of job losses motivating much of the debate. The fact that even relatively skill intensive jobs are at stake has often been seen as a matter of national concern. At the same time, empirical work has shown that the aggregate effects on labor demand seem to be small. However, even if the overall effects are relatively small, it is possible that the impact in some sectors may be substantial.
In this paper, we consider the extent to which increased internationalization, through offshoring and the corresponding trade flows, have affected Swedish firms R&D investments. We allowed for different impacts on the intensive and extensive margins of R&D. While not having much of an impact on the selection, we find that offshoring, generally, has a negative impact on domestic firm R&D. Taking a regional perspective we find that the most robust evidence for a negative impact of offshoring on domestic R&D is found for offshoring to Europe and EU15 countries, for other regions there is mixed evidence with a non-significant impact on domestic R&D as the most commonly found response. To the end that offshoring increases domestic R&D, this is most likely to be the case for offshoring to Latin America, Africa and OPEC countries, though, for all these regions the results are not robust with respect to choice of estimator.
To explore heterogeneity and the robustness of the results we allowed for different effects with respect to per capita income in target regions, ownership of the firm and firm size. We found that the only group of countries for which a negative impact of offshoring on domestic R&D never was found was confined to offshoring to the poorest group of countries, for middle income countries and countries with mixed evidence on home R&D, and for offshoring to the richest countries the impact of offshoring on domestic R&D was negative and significant.
Hence, to some extent we found offshoring to high income countries to be associated with the highest probability of a negative impact on domestic R&D. This is not surprising, since rich countries not only have a relatively well educated labor force but also the most developed systems of IPR laws.
Looking at differences, with respect to ownership, we found that the negative impact of offshoring is more pronounced among non-multinationals than among multinationals. Given that the stock of R&D is performed by a few, very large, MNEs these results suggest that the outflow of total R&D by offshoring may be rather limited.
We, therefore, proceeded by performing firm-size weighted regressions. Weighted regressions allow us to capture the economic weight of each firm. Results using firm-size weighted regressions reveals a somewhat different pattern compared to un-weighted regressions. Weighting the regressions by firm-size suggest that the overall impact of offshoring on R&D is positive and breaking down the analysis to the regional level confirms this pattern. At the regional level, offshoring to all but three regions (North America, Europe non-EU15 and Oceania) returns a positive impact on domestic R&D. That is, the negative impact of domestic R&D is, at large, confined to small firms. Given that approximately 95% of all business sector R&D is performed by (large)
MNEs these results suggest that offshoring-driven outflow of R&D from Sweden not is alarming, but rather, results suggest that Sweden is a relatively attractive place for MNEs to locate their R&D while, at the same time, firms are truly heterogeneous in their response to offshoring and R&D and that understanding firm heterogeneity, therefore, is valuable. 
Appendix
