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ABSTRACT 
Plasma processing of materials plays a vital part in electronic, aerospace, automobile, 
metal manufacturing and biomedical industries. Plasma-surface interactions can be divided into 
two categories: controlled and erosive. Controlled plasma interactions are used to pattern the 
surfaces of materials to achieve desirable electronic and mechanical properties in an ionizing 
chamber. Examples include focused ion beam (FIB) milling of silicon thin films and plasma 
patterning of graphene. Erosive interactions typically involve damage to surfaces in close 
proximity to high temperature, ionized gases in an uncontrolled environment. Examples include 
plasma facing components in reactor vessels and thermal protection system in re-entry spacecraft. 
Due to the complex chemistry at the plasma surface boundaries, it is difficulty to either control 
or predict the effect of plasma on the patterning or erosion of the material. In this dissertation, 
atomic scale simulations coupled with micromechanics models are used to study the patterning 
of graphene and the ablation of thermal protection systems resulting from controlled and erosive 
plasma-surface interactions, respectively.  
Scalable and precise nanopatterning of graphene is an essential step for graphene-based 
device fabrication. Hydrogen-plasma reactions have been shown to narrow graphene only from 
the edges, or to selectively produce circular or hexagonal holes in the basal plane of graphene, 
but the underlying plasma-graphene chemistry is unknown. In part I of this dissertation, we 
characterize the surface patterning of graphene via low energy hydrogen plasma treatment across 
a range of ion energies, using scale-bridging molecular dynamic simulations. Our results uncover 
distinct etching mechanisms, operative within narrow ion energy windows, which explain the 
various plasma-graphene reactions observed experimentally. For monolayer graphene, specific 
ion energy ranges are demonstrated for stable isotropic (∼2 eV) versus anisotropic hole growth 
(∼20-30 eV) within the basal plane of graphene, as well as for pure edge etching (∼1 eV). For 
multilayered graphene, our results demonstrate the initial development of columnar holes, which 
transition to stepped-edge holes at higher fluence due to cumulative effects of basal-plane 
etching. The contributions of thermal radicals and dehydrogenation effects on the hole growth 
process are also discussed. 
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In part II of this dissertation, multi-scale simulations are used to study the erosive role of 
high temperature plasma generated by the shock heating of ambient gases on the surfaces of high 
velocity atmospheric re-entry space craft. We specifically examine the ablation of AVCOAT, 
which is a composite thermal protection system (TPS) material attached to the leading edge of 
the Orion multi-purpose crew vehicle. Phenol formaldehyde resin used as the matrix material in 
AVCOAT is modeled and its pyrolysis kinetics are determined using ReaxFF-based molecular 
dynamics (MD) simulations. Our MD simulations show that bulk pyrolysis starts at temperatures 
of ∼500 K, and exhibits a temperature dependence that follows the Arrhenius law. The pyrolysis 
process initiates with the removal of -OH functional groups and -H atoms from aromatic C rings 
within the bulk phenolic resin to release H2O, followed by breaking of these C rings to release C-
based fragments. Through the calculation of rate constants associated with C-C bond breaking 
during the pyrolysis process, we determine the effective surface recession rates of phenolic resin 
as a function of temperature. The surface recession rates from MD are used to inform a thermal 
material response model, capable of predicting the char thickness, temperature and gas blowing 
rates of AVCOAT TPS at macroscopic length-scales. Our model predictions of the char 
thickness and temperature distributions, under a variety of heat loads, are in good agreement with 
prior experiments. 
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Chapter 1. Introduction  
Plasma is a partially or fully ionized gas consisting of a mixture of ions, electron, thermal 
and energetic radicals and molecules. Application of gaseous plasma to a surface can be used to 
modify its properties or cause material erosion. Plasma processing of materials plays a vital part 
in electronic, aerospace, automobile, metal manufacturing and biomedical industries.1,2 Despite 
the wide spread use of plasma processing technologies, fundamental understanding of the surface 
reactions has been lacking due to complex chemistry of the plasma.  
Plasma surface interactions can be classified into two categories: 1) controlled patterning 
of surfaces and 2) erosive damage to materials. The former is desirable and is widely used in the 
electronic industry. Examples of controlled plasma surface interactions are, focused ion beam 
(FIB) milling of silicon thin films and plasma patterning of graphene.3,4 On the other hand, 
plasma interactions which cause uncontrolled, erosive damage to surfaces are undesirable and 
encountered when extremely high temperature gases interact with solids.  Plasma facing 
components in nuclear reactors and heat shields in atmospheric re-entry vehicles are examples of 
materials subjected to the erosive effect of plasma.5,6  For both these categories careful analysis 
of the surface chemistry is necessary to improve the resolution of plasma-based processing or to 
reduce the damage caused by plasma. This PhD dissertation focuses on the patterning of 
graphene (Part I) and the ablation of thermal protection systems (Part II) resulting from 
controlled and erosive plasma-surface interactions, respectively. 
Plasmas are categorized based on their electron temperature and charge density. Low 
energy plasmas which are used for material patterning occupy the middle regions of the 
temperature-density space as shown in Fig 1.1.1 The degree of ionization which determines the 
charge density ranges from few parts per billion to a high percent. It is controlled by the power 
supplied to the ionizing chamber in surface patterning setups. The electron temperature is 
determined by the mean kinetic energy of the species in the plasma and ranges from 100 to 105 
K.1 The patterning of materials using plasma involves the low energy plasma regimes of glow 
discharge and thermal plasma. Within the discharge the plasma is electrically neutral since the 
ionized gas and electrons are in equilibrium. However, downstream from the discharge the 
mixture has a net positive charge as the electrons travel fasters and coat the chamber surface with 
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a negatively charged layer called Langmuir sheath.7 The potential difference accelerates the 
positively charged species toward the sample. Before interacting with the surface however, an 
ion electron recombination occurs in the Langmuir sheath. The accelerated but neutral gas atoms 
bombard the surface and produce various patterns. Due to high kinetic energy and low 
coulombic contribution at the surface the plasma physics can be considered classical in nature.1 
Thus, the dynamics of the interactions are accessible via classical molecular dynamics 
techniques used in part one of this dissertation. 
Unlike the controlled environment of the ionizing chamber used for material processing, 
plasma sheaths generated by space craft re-entry heating depend of factors which cannot be 
regulated. The velocity profile of the re-entry, gaseous composition of the upper atmosphere and 
the shape of the vehicle are examples of the factors which influence the plasma characteristics.8  
Due to the challenges of in-flight measurements and the complexity of chemical and 
thermodynamic processes, the composition of the re-entry plasma sheath is not well understood.  
Fig 1.2 shows the schematic of various gas regions around a blunt body during atmospheric re-
entry.9 Early work done by NASA in the 1960s established the temperature of the plasma to be 
approximately 10,000 to 12,000 K.8 The partially ionized and dissociated atmospheric gases are 
confined to the shockwave region shown in Fig 1.2, and do not directly contact the vehicle 
surface. The presence of the extremely high temperatures in close vicinity of the surface leads to 
strong radiation heating.10 The heat causes the ablative material to thermally decompose and 
convert to gaseous state. These pyrolysis gases play a critical role in improving the thermal 
protection provided by the heat shield. They push the heated shock layer away from the surface 
resulting in a reduction of radiative heating, as shown by the red arrows in Fig 1.2. More 
importantly, the gases prevent the ionized atmospheric O and N ions in the re-entry plasma from 
reaching the material surface. As a result, the surface erosion is purely due to radiative heating, 
in sharp contrast to the mechanism present in controlled material patterning.  
In part I of this dissertation (chapters 2-6), we study the etching of graphene via low 
energy hydrogen plasma treatment as an example of the controlled plasma processing of surfaces. 
Results from our MD simulations can be used to fine tune the plasma chamber parameters 
(power, gas pressure, flow rate, etc.) to improve the resolution of graphene patterning. In part II 
(chapters 7-11), we study the pyrolysis of the phenolic resin commonly used in ablative heat 
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shields of spacecraft. During  high velocity atmospheric re-entry, the erosive nature of high 
temperature plasma generated by the shock heating of ambient gases results in pyrolysis of the 
ablative heat shields. Results from MD simulations were used to inform thermal material 
response models at the meso-scale to predict the temperature distributions and charring thickness 
of an AVCOAT thermal protection system (TPS) used in the Apollo and Orion re-entry vehicles.  
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1.1 Figures 
 
 
Fig 1.1: Various types of plasmas on the electron temperature-charge density plane. Glow 
discharge and thermal plasmas are involved in the controlled patterning of materials in ionizing 
chambers.1  
Fig 1.2: Schematic of the gas flow regimes around a blunt body during atmospheric re-entry. The 
plasma is confined near the shock wave regions. Red arrows indicate the direction of the pyrolysis 
gas flow.9  
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PART I: PATTERNING OF GRAPHENE USING LOW ENERGY 
HYDROGEN PLASMA 
 
Chapter 2. Background: Graphene Patterning 
The technique of plasma surface nanopatterning of materials has played an important role 
in the fabrication of semiconductors of ever reducing dimensions over the past several decades. 
Silicon which has so far been the primary material for manufacturing of transistors has reached 
its technological limitation with the recent 7 nm scale transistors. Use of novel materials like 
graphene has been proposed to achieve the next milestone of the 5 nm ITRS node (International 
Technology Roadmap for Semiconductors).11 Graphene is one of the lightest and strongest 
known material with exceptionally high thermal and electrical conductivity.12,13 However, 
graphene must be patterned to achieve its full engineering and nanotechnological potential. The 
selective etching of graphene from its edges to form nanoribbons or the patterning of holes in the 
basal plane of graphene can open a band gap necessary to achieve graphene transistors.14–16 In 
additional to its electronic applications nanoporous graphene membranes are also highly 
attractive as water filters, gas separators, and can be utilized for fast DNA sequencing and 
translocation, as well as energy storage.17–22 Several techniques such as fluorination,23 boron 
nitride doping,24 irradiation by heavy ions,25 electron beam lithography26 and etching by 
hydrogen plasma27–29 have been used in the past for this purpose. Among these techniques, 
hydrogen plasma etching has shown the most promise in terms of scalability and cost 
effectiveness and will be the focus of part I (chapter 2-6) of this dissertation.  
In this chapter, we describe the details of prior experimental studies on hydrogen plasma etching 
on monolayer and multilayer graphene, as well as studies correlating the plasma chamber 
parameters with the energy of H ions responsible for modifying graphene. 
In chapter 3, we use ReaxFF based molecular dynamics (MD) simulations on SiO2 supported 
monolayer graphene to establish the contribution of the energetic H ions to the plasma-etching 
process. We uncover distinct transitions in the etching mechanisms with ion energy which 
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explain the differing plasma-graphene reactions reported in the experiments. The role of the SiO2 
substrate as well as the interatomic potential is examined. 
In chapter 4, MD simulations are performed for plasma etching of multilayer graphene. We 
uncover energy regimes for ion transmission to achieve targeted etching of the individual 
graphene layers within the multilayer structure. The etching rates obtained from MD are scaled 
to experimental length- and time-scales via a mechanistic model which incorporates the added 
contributions of hydrogen radicals and dehydrogenation effects.  
In chapter 5, we examine the role of long time scale effects such as thermal dehydrogenation and 
their role in plasma etching of graphene. The kinetics of dehydrogenation is calculated by high 
temperature MD simulations, and compared with previous experimental and theoretical studies. 
In chapter 6, we detail the limitations of our atomistic simulations, and discuss possible future 
directions.    
 
2.1 Overview of Hydrogen Plasma based Graphene Patterning 
A typical hydrogen plasma chamber is comprised of an ionizing chamber with a radio 
frequency (RF) power source, operating at 13.56 MHz (assigned for plasma experiments by the 
ISM radio bands) into which pure H2 gas is pumped at low pressure of 0.01-0.03 mbar. The 
alternating current adds energy to the hydrogen gas, and separates the hydrogen nuclei from the 
electrons. The cloud of protons and electrons resulting from ionization of hydrogen atoms by the 
energy source is called hydrogen plasma. Compared to the H ions, the electrons are much lighter, 
and they reach the graphene sample placed downstream of the ionization chamber faster, as 
shown in Fig 2.1, this creates a negatively-charged surface resulting in a Langmuir sheath. The H 
ions are then accelerated towards the negatively-charged surface and bombard the graphene 
surface as neutral, energetic species. 
While there exists ample experimental evidence for the pattering of graphene by 
hydrogen plasma-treatment, the reported etching reactions and the resulting graphene 
nanostructures have been vastly different.27–29 Xie et al. observed that a graphene sheet deposited 
on SiO2 substrate and placed downstream of an active H2-plasma chamber undergoes selective 
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edge etching with no damage to its basal plane.29 In contrast, Diankov et al. and Yang et al. both 
reported combined basal plane and edge etching of graphene by H2-plasma treatment.
27,28 
Regarding the basal plane etching of monolayer graphene, Diankov et al. and Yang et al. 
demonstrated isotropic and anisotropic hole growth in the basal plane of graphene respectively, 
which led to the formation of circular and hexagonal holes. The plasma-graphene etching rates 
for all three studies were also found to be very different, and ranged from 0.1 to 40 nm/min. To-
date, controlling the patterned graphene nanostructures by hydrogen plasma treatment has not 
been achieved due to a lack of fundamental understanding of the complex hydrogen plasma-
graphene chemistry. 
Some have proposed that the neutral H radicals, having a density ~ 1,000 times that of 
the ions, are the primary species responsible for the plasma-graphene etching.30,31 However, the 
H radicals alone cannot explain how defects within the initially pristine basal plane of graphene 
can continuously nucleate, nor can it account for the distinctively different plasma-etched 
graphene nanostructures reported experimentally. Recent mass spectrometry measurements show 
that the ions approaching the graphene sample downstream from the discharge can have energies 
as high as ~ 45 eV, depending on the plasma process conditions.32 Three possible types of ions 
(H+, H2
+, H3
+) have been found in the H2-plasma etching of graphene, with H3
+ being the most 
prevalent. Closer to the graphene surface, these energetic ions will undergo dissociative 
recombination to form neutral, but energetic, H radicals. For example, two possible branching 
reactions for H3
+ + 𝑒 are H2 + H and 3H.
33,34 The following sections of this chapter describe the 
details of relevant prior experiments on hydrogen plasma treatment of graphene.  
 
2.2 Monolayer Selectivity of Hydrogen Plasma Treatment  
This section summarizes on report by Diankov et al. on the reactivity of hydrogen plasma 
towards monolayer (1LG) and multilayer (MLG) graphene.27 The graphene sheets were obtained 
by mechanical cleaving from HOPG using an adhesive tape and were subjected to pre-treatment 
in a partial oxygen environment to remove any hydrocarbon residue. The influence of the 
oxidative pre-treatment on the subsequent hydrogen plasma etching was shown to be negligible.  
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The graphene samples were supported on quartz (SiO2) substrate and placed downstream of the 
ionizing chamber at a distance of 30 cm from the discharge. H2 gas was pumped into the 
chamber at a rate of 130 sccm and pressure of ~ 400 mTorr. The RF current source used to 
decompose the H2 gas into plasma was set to run at 20 W of power and a frequency of 13.56 
MHz.  
A striking difference was observed in the plasma-etched patterns formed on 1LG 
compared to MLG. The most visible was the shape of the etch pits which was reported to be 
circular for 1LG compared to hexagonal for MLG under the same plasma chamber parameters, 
as shown in Fig 2.2. The circular holes on 1LG were reported to etch at an average rate of 40 
nm/min after 10 min of H plasma treatment, based on the radius of the largest intact etch pit. By 
contrast, the etching rate of MLG was 3 times slower, with the density of holes being ~ 2 orders 
of magnitude lower. Further, the hexagonal etch pits in MLG appeared to be oriented in the same 
direction indicating etching rate dependence on crystallographic directions of the graphene 
lattice. Etching rates for both 1LG and MLG displayed a non-monotonic dependence on 
substrate temperature, with peak value observed at 300 ℃ as shown in Fig 2.3. The reaction was 
completely suppressed for temperatures beyond ~ 700 ℃ or below room temperature (25 ℃).  
The etching of 1LG was reported to be very sensitive to the distance of the sample from 
the glow discharge. Moving the sample a mere 1 cm closer (29 cm from the discharge) 
completely etched away the graphene sheet. Even at the set distance of 30 cm, it was reported 
that 6 out of 45 1LG samples were complete etched. It is apparent from these finding that the 
plasma energy window responsible for circular hole formation in 1LG also results in very high 
etching rate with high sensitivity to ion energy. The Diankov et al.  observed a large range of 
etch pit diameters on the 1LG at the end of the 10 min H plasma treatment indicating that the 
nucleation of etching was occurring continuously and uniformly on the basal plane, and not 
preferentially at preexisting defects. However, the etch pits were clustered in certain locations on 
the basal plane, with some regions having much higher density of defects that others.  A 
contrasting observation was reported for MLG where the etch pits were largely uniform in size 
suggesting that damage nucleates at the start of the plasma treatment at pre-existing defects and 
not continuously in the basal plane.  
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Diankov et al. also examined the role of the SiO2 substrate in the etching reactions. The 
AFM micrographs of the substrate displayed a clear contrast between the reacted (exposed) and 
unreacted (covered) regions. An apparent relative depression of 0.3-0.5 nm and a cantilever 
phase lag of 1-5o was reported for the exposed SiO2. It was concluded that the substrate was not 
inert but played an active role in the chemical processes involved in graphene etching. Diankov 
et al. also studied the effect of the crystallinity and surface roughness of SiO2 on the graphene 
etching rates27. It is conceivable that local roughness can induce a curvature on the graphene 
sheet and explain the localization of etch pits. To test this hypothesis, the authors repeated the 
plasma treatment for graphene supported on cleaved muscovite mica which had a surface 
roughness of 50 ± 15 pm compared to 165 ± 25 pm of the original SiO2 surface. AFM images 
of mica supported graphene showed similar phenomena of circular and selective etching in 1LG 
compared to MLG, suggesting that the substrate roughness plays no role in the reactions of the 
supported graphene sheets.  
The time dependence of etching rate was obtained by in situ measurements of the etch 
pits size during the plasma treatment. The etching rate for 1LG was observed to be decreasing 
with time, with an average rate of 80-90 nm/min observed first 30 s which reduced to 40 nm/min 
by the 3 min mark and remained unchanged till the end of the treatment (10 min), indicating the 
etching proceeds fasters initially but levels off after ~ 3 min. The dependence of plasma power 
was studied by performing the experiments at a setting of 10, 20 and 30 W. Etching rate 
increased monotonically with power with 10, 20 and 30 W settings resulting in a rate of 10 
nm/min, 28 nm/min and 80 nm/min in 1LG respectively, after 30 s of exposure. The selectivity 
of 1LG over MLG remain unchanged with plasma power.  
 
2.3 Selective Edge Etching of Graphene 
To achieve the etching of graphene selectively from the edges, Xie et al. placed graphene 
nanoribbons (GNR) on SiO2 substrates inside a home built remote plasma system at 40 cm from 
the discharge.29 H2 gas was pumped in at a pressure of 300 mTorr, and was ionized using a RF 
source operating at 13.56 MHz and 20 W of power. The plasma treatment was performed for 60 
min and samples were maintained at a temperature of 300 ℃. AFM scans of the treated GNRs 
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showed selective etching from the edges without any damage to the basal plane. The monolayer 
GNR reduced in width from ~ 330 nm to ~ 295 nm suggesting an average rate of (over 4 
different samples) 0.27 ± 0.05 nm/min while the few layer GNR reduced from ~ 71 nm to ~ 56 
nm, suggesting a rate of 0.10 ± 0.03 nm/min. Fig 2.4 shows the AFM micrographs of the GNR 
before and after the plasma treatment. It is worth noting that while the etching rates observed by 
Xie et al. are several orders of magnitude lower than those reported by Diankov et al. In both 
studies, the etching of monolayer graphene proceeded at ~ 3 times faster than for multilayer 
graphene.27,29  
By analyzing the Raman D band of the post treated GNRs, Xie et al. report no 
hydrogenation of the graphene basal plane. The plasma treatment was also performed at room 
temperature (25 ℃) as well as 500 ℃ to determine the effects of substrate temperature. In 
agreement with Diankov et al. the etching was shown to proceed at a faster rate at the 
intermediate temperature of 300 ℃. The authors also hypothesize that the reaction at the edges is 
nucleated by the formation of C-H chemical bonds which cause the cleaving of the C-C bonds. 
The further hydrogenation eventually results in the formation of CH4 molecules. 
 
2.4 Anisotropic Etching in Monolayer Graphene 
This section discusses the work of Yang et al. who observed anisotropic etching resulting 
in hexagonal etch pit growth on monolayer graphene.28 Their findings are in contrast to those of 
Diankov et al. who reported formation of exclusively circular etch pits on the monolayer 
graphene. The disagreement is most likely due to the difference in the plasma chamber setting 
adapted by the two studies. Yang et al. obtain the monolayer graphene samples from mechanical 
cleaving of HOPG. The samples were placed on a quartz substrate and inserted inside a 
homemade plasma setup operating at a frequency of 13.56 MHz and power of 50 W. H2 gas was 
pumped into the setup at a rate of 30 sccm and pressure of 350 mTorr. The graphene sample was 
placed at a distance of ~ 38 cm downstream from the discharge. Plasma etching was performed 
for a duration of 120 min and the sample was maintained at a temperature of 500 ℃.  
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The monolayer graphene samples showed distinctly hexagonal etch pits as a result of the 
plasma treatment. The average etching rate was reported to ~  6-8 nm/min for monolayer 
graphene and ~ 2-3 nm/min for bilayer graphene. The ratio of etching rates for monolayer to 
multilayer (bilayer) graphene is ~ 3:1 which is in agreement with both the work of Diankov et al. 
and Xie et al.27,29 This observation is remarkable because it holds true despite the vast difference 
in the plasma parameters and etching characteristics observed by the three studies. Another 
striking similarity between the three studies is the non-monotonous variation in etching rate with 
substrate temperature. Yang et al. show that the etching proceeds most rapidly at an intermediate 
temperature of ~ 450 ℃ and is largely suppressed for temperatures below 200 ℃ and above 
700 ℃. Using in situ measurements the authors calculated the etching rate at various stages of 
hydrogen treatment and found that the etching rate remains constant throughout the process. This 
finding is also in agreement with experiments of Diankov et al. 27 
Fig 2.5 shows the variation of etching rate with temperature as well as the AFM 
micrographs of the plasma treated graphene samples at 50 W and 100 W. Deep valleys in the 
treated graphene seen in the AFM micrographs indicate that the etching occurs preferentially at 
grain boundaries and line defects, as well as concurrently in the basal plane. The basal plane 
etching itself likely originates at preexisting point defects. The authors report the presence of 
methane gas in the plasma chamber which suggest that the etching is due to hydrogenation and 
volatilization of the C atoms. The etching of the hexagonal etch pits were reported to be H 
saturated and oriented in the zigzag direction. 
 
2.5 Influence of Plasma Parameters on Ion Energy Distribution 
This section discusses the key findings from Felten et al.32 which studied the relationship 
between input plasma chamber parameters and the H ion energies downstream from the 
discharge. Felten et al. subjected SiO2 supported monolayer graphene to hydrogen plasma 
treatment, and varied the plasma power, H2 gas flow rate, chamber pressure, distance of sample 
from the discharge as well as the exposure time. They also quantified the composition and ion 
energy distribution (IED) of H species using energy-filtered mass spectrometry at the various 
plasma settings. The samples were placed at 3 locations with increasing distance from the 
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discharge, namely POS1 (inside the discharge), POS2 (20 cm downstream) and POS3 (40 cm 
downstream).  
The intensity of the D band in the Raman spectroscopy was used to calculate the density 
of defects in the graphene. They observed that the defects increase with exposure time for all 
setups, which is expected and in agreement with prior experiments. The D band intensity 
decreased with annealing after mild H plasma treatment, which could be associated with 
dehydrogenation on graphene. After prolonged treatment, however, a decrease in the D band 
intensity was no longer apparent which was interpreted to be evidence for the formation of 
stronger CH2 and CH3 bonds, as well as permanent damage associated C-C bond breaking in the 
graphene sheet. The density of defects in graphene was also observed to increase with plasma 
power, decrease with distance from the discharge, and decrease with H2 gas pressure and flow 
rate. Modifications on the graphene sheet are strongly associated with the energy and type of 
hydrogen species bombarding the surface. Fig 2.6 shows the IED of H+, H2
+ and H3
+ at POS1 
and POS2 at various plasma pressures. The ion energies range from 1-45 eV with the mean ion 
energy decreasing with increasing distance from the plasma, or with increasing H2 gas flux and 
pressure. However, the ion energy increases with plasma power. Along with the energetic 
hydrogen ions in the plasma chamber, there is also the presence of thermal H radicals which 
have a density 1000 times that of the H ions inside the discharge; the H radical density in the 
plasma decreases with increasing distance downstream due to H-H recombination to form H2 
molecules.  
Marinov pointed out in a comment on the work of Felten et al., that their graphene 
samples were electronically floating causing a difference in the ion energy distribution arriving 
at the graphene samples and their energy filtered mass spectrometry measurements.35 The reason 
for the discrepancy is the DC offset and the radio frequency component of the plasma potential. 
Due to complexities of plasma surface chemistry Marinov remarks that the IED at the floating 
graphene samples cannot be simple calculated by a constant shift from the IED reported by the 
mass spectrometer. Nevertheless, they indicate that maximum ion energy for an ion accelerated 
through a plasma sheath can be written as, 
𝐸𝑚𝑎𝑥 =
𝑇𝑒
2
ln (
𝑀𝑖
2𝜋𝑚𝑒
) +
𝑇𝑒
2
 (2.1) 
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Where, 𝑇𝑒  is the electron temperature, 𝑀𝑖  and 𝑚𝑒  are the mass of the ion and electron 
respectively. For 𝐻3
+ which is the most dominant ion species and for typical plasma chamber 
settings, 𝐸𝑚𝑎𝑥 ~ 15 − 20 eV, which is ~ 50 % lower than the values reported by Felten et al.  
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2.6 Figures 
 
 
 
 
 
 
Fig 2.1: Schematic of a typical RF plasma chamber used for etching graphene.32 
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Fig 2.2: Effect of hydrogen treatment on monolayer (a) and multilayer (b) graphene. Note that the 
etch pits on monolayer graphene are circular while the ones on multilayer graphene are hexagonal. 
27 
Fig 2.3: Effect of substrate temperature on the etching rate of monolayer (1L) and multilayer (ML) 
graphene at 10 min of plasma treatment. The etching rate is calculated based on the radius of the 
largest intact etch pit, as the radius divided by the treatment time.27  
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Fig 2.4: Selective etching of graphene from the edges under hydrogen plasma treatment for 60 min 
at 300 ℃. (a) monolayer and few layer graphene nanoribbons before the plasma treatment are ~ 
330 and ~ 71 nm wide respectively. (b) graphene nanoribbons after plasma treatment. The treated 
monolayer and few layer strips are ~ 295 nm and ~ 56 nm wide respectively.29   
Fig 2.5: Anisotropic etching of monolayer graphene under 50 W (a) and 100 W (b) plasma 
treatment for 120 min at 500 ℃. (c) Etching rate as a function of substrate temperature for 
monolayer and bilayer graphene.28  
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Fig 2.6: Ion energy distribution of various H species inside the plasma chamber at POS1 (inside the 
discharge) and POS2 (20 cm from the discharge). The energies are measured using energy-filtered 
mass spectroscopy. 32 
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Chapter 3. Patterning of Monolayer Graphene1 
In this chapter, we establish the contribution of the energetic H ions to the plasma-etching 
process using large-scale massively parallel molecular dynamics (MD) simulations. We uncover 
distinct transitions in the etching mechanisms with ion energy which fully explain the differing 
plasma-graphene reactions reported in the experiments. Based on the MD simulation results, we 
develop a micromechanics model to predict the hole growth response in monolayer graphene at 
experimental length- and time-scales, accounting for synergistic effects of both the energetic H 
ions and the H radicals. In particular, we show that selective edge etching with no damage to the 
basal plane occurs at ion energies of ~ 1 eV, while nanopores within the graphene basal plane 
can only stably grow within very narrow ion energy bands of ~ 2 eV for circular holes and ~ 25-
30 eV for hexagonal holes. Our results underscore the importance of tuning the plasma process 
conditions to achieve the desired nanoscale patterns. 
 
3.1 Computational Method 
In this subsection we describe the details of the MD simulations used to investigate the 
etching of graphene via hydrogen plasma treatment. While MD simulations have been used 
previously to study the interaction of graphene with hydrogen a detailed analysis of energetic H 
atoms with the SiO2 supported graphene sheet has not been performed.
31,36 All our simulations 
are performed using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) 
developed by Sandia National Lab in 1995.37  
3.1.1 Interatomic Potential  
The interatomic interactions between the Si, O, C and H atoms involved in the MD 
simulations are governed by the ReaxFF potential.38 The potential allows for bond breaking and 
formation with a bond order which varies with bond length in a continuous fashion. Additionally, 
                                                          
1 Some of the results presented in this chapter have been previously published in the following publication: Harpale 
A., Panesi M. and Chew H.B.”Plasma-Graphene Interaction and its Effects on Nanoscale Patterning.” Physical 
Review B, 93 (2016): 035416. 
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the potential consists of bond-order-dependent valance terms, position-dependent change 
distribution and non-bonded van der Waals and Coulombic interactions between all atoms. The 
charge on each atom is continuously updated by the Electron Equilibration Method (EEM) in 
order to maintain a neutral system.39 As a result, the H atoms impacting the graphene sheet are 
energetic but charge free. The particular class of ReaxFF function used in our MD simulations 
was characterized for chemical reactions involving the oxidation of silicon carbide by O2 and 
H2O. It has been shown to accurately capture the reaction dynamics of SiO2, C/H/O and SiC 
systems; including graphene hydrogenation and hydrocarbon decomposition.38 We perform a set 
of validation studies to ascertain the transferability of the ReaxFF potential for the system of 
interest. Prior DFT calculations have shown that the barrier energy and formation energy of an H 
atom chemisorption on the top site of graphene lattice to be ~  0.5 eV and ~  1.44 eV, 
respectively.31,40,41 Using the ReaxFF potential in the MD framework we reproduce the bonding 
energy curve by rigidly moving an H atom towards the top site of the graphene lattice iteratively, 
in increments of 0.1 Å. During each iteration the C atoms in the graphene are minimized using 
the conjugate gradient method. We obtain an H chemisorption barrier and formation energy to be 
0.47 eV and 1.65 eV, in good agreement with prior DFT studies. In its most stable configuration 
when the H atom is chemically bonded to the C atom graphene, the presence of C-H bond causes 
a transition in the local hybridization state of the C atom from planar sp2 to tetragonal sp3 which 
is accompanied by distortion of neighboring C-C bonds.42 Most noticeable the sp2-to-sp3 
transition causes the C atoms to displace out of plane by 0.35 Å in our simulations, comparable 
to the DFT reported value of 0.47-0.53 Å as shown in Fig 3.1.43 Specifically, at the sp3 
hybridized site, our ReaxFF calculations show the C-C and C-H bond length to be 1.50 Å and 
1.10 Å respectively, in exact agreement with DFT studies. Further, the C-C-H and C-C-C angle 
was calculated to be 104o and 114o respectively. In excellent agreement with the corresponding 
DFT reported values of 101o and 115o respectively. 
Despite the good agreement between the ReaxFF potential and DFT calculation involving 
chemical properties and hybridization, ReaxFF potentials are inherently limited in their ability to 
model arbitrarily high velocity impacts between atoms in MD due to inclusion of a shielding 
term in their van der Waals and coulombic energy terms.39 The total energy calculated using 
ReaxFF remains finite even if two atoms overlap. The lack of a hard repulsion means that at 
sufficiently high impact energy an incident atom can unphysically pass through a target atom 
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without any transfer of energy. As a result, ReaxFF based ion bombardment MD simulations are 
limited to a maximum incident energy of 𝐸𝑚𝑎𝑥
𝑅𝑒𝑎𝑥𝐹𝐹, even for arbitrarily small simulation time step. 
The value of 𝐸𝑚𝑎𝑥
𝑅𝑒𝑎𝑥𝐹𝐹 depends on the type of incident and target atom, as well as the training set 
used to obtain the ReaxFF parameters. To estimate the value of 𝐸𝑚𝑎𝑥
𝑅𝑒𝑎𝑥𝐹𝐹  for the system of 
interest, an H atom is directed head-on towards a C atom in a pristine graphene sheet with 
kinetics energy of 1-70 eV. The trajectory of the H atom is tracked to determine if it has passed 
through the C atom. We obtain 𝐸𝑚𝑎𝑥
𝑅𝑒𝑎𝑥𝐹𝐹  to be ~ 50 eV, which is greater than the H incident 
energy present in a typical H plasma chamber used for the etching of graphene.32 For collisions 
below ~ 50 eV, the momentum exchange between the H and C was seen to be exactly as 
expected from a perfectly elastic collision. Hence, the lack of the hard repulsion term in ReaxFF 
potential is not a limitation for the MD simulations performed here. It should be noted that 
higher energy bombardment simulations are possible but require the ReaxFF functional form to 
be modified to include a Ziegler-Biersack-Littmark (ZLB) universal repulsive term.44 
3.1.2 Simulation Setup 
Fig 3.2a shows the schematic of the graphene supported on an SiO2 substrate during the 
H plasma treatment. We model a 6.8 × 9.8 × 6.1 nm3 MD simulation box comprising of a 2.1 nm 
thick α-quartz (SiO2) crystal, which is oxygen terminated, and with the (001) plane oriented 
normal to the vertical (z) axis. Periodic boundary conditions are enforced in the in-plane 
dimensions (x-y) while fixed boundary conditions are enforced out of plane (z). In our simulation 
of pristine basal plane etching, we model a periodic monolayer graphene sheet on top of SiO2. 
The dimensions of the graphene and SiO2 unit cells are chosen to be 4.26 × 2.459 Å2 and 8.514 × 
4.915 × 5.405 Å3 , respectively, such that the lattice mismatch in the in-plane direction is 
negligible (~ 0.07 % in both x and y dimensions). However, even the tiny mismatch must be 
eliminated in order to prevent overlap of atoms in the boundary regions of the periodic MD box 
shown in Fig 3.2b. To achieve this, a slight compression is introduced in the graphene unit cell in 
order to match the SiO2 unit cell dimensions.  
To delineate the effects of edge etching, we model a 4.2 nm (5.8 nm) wide graphene 
nanoribbon, which is periodic in the y (x) direction and has exposed zigzag (armchair) edges. 
Each of these SiO2-graphene systems, with initial configurations depicted in Fig 3.2 b, c and d, is 
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first subjected to an NVT ensemble at a temperature of 300 ℃, which is maintained by a 
Berendsen thermostat for 1.5 ps. Upon heating, the pristine graphene sheet shows clear wrinkling 
which is caused by mismatch between the imposed C-C graphene bond length of 1.42 Å 
compared to the distance of 1.44 Å resulting from the chosen ReaxFF potential.38 To quantify the 
thermal wrinkling of the SiO2 supported graphene sheet we calculate the surface roughness as the 
root mean squared deviation of the z coordinate of graphene C atoms to be 1.129 Å, which is 
good agreement with roughness of 1.35 ± 0.25 Å obtained from AFM scans of monolayer 
graphene, as reported by Diankov et al. 27 The average distance between the C atoms in graphene 
and the O-terminated surface of the substrate is calculated to be 3.20 Å, which is in close 
agreement with the value of 2.90 Å from DFT calculations.45 To simulate isolated slab boundary 
conditions we rigidly fix the bottom 0.5 nm layer of atoms in the SiO2 substrate throughout our 
simulations and designate the next 1.0 nm layer of atoms above this fixed region as the heatbath 
region, which equilibrates the temperature of the remaining atoms above it.  
3.1.3 Hydrogen Deposition Algorithm 
We accelerate the plasma-etching simulations by dividing the in-plane dimensions of the 
simulation box into 3 × 3 grids and simultaneously depositing nine H atoms randomly (one 
H atom within each cell) from 0.6 nm above the graphene sheet with velocities in the -z direction 
corresponding to kinetic energy of 1-30 eV. Each of these nine impacts are 
independent of each other, since the impact damage is highly localized due to the small mass of 
the H atom. Note that the kinetic energy is less than the 𝐸𝑚𝑎𝑥
𝑅𝑒𝑎𝑥𝐹𝐹 of ~ 50 eV and hence within 
the allowable range for the ReaxFF potential. After the nine H atoms are deposited, the entire 
system is equilibrated without a thermostat for the first 6000 iterations (0.9 ps) to resolve the 
initial impact dynamics. We then switch on the thermostat in the heat-bath region for the next 
16,000 iterations (2.4 ps), set to the target temperature of 300 ℃ using a Berendsen thermostat 
with a temperature damping constant of 7.5 fs, to remove the excess energy introduced by the 
energetic H atoms. It should be noted that this step simulates the natural process of heat 
dissipation in a real system where the H impacts are spaced μs apart. Finally, the graphene sheet 
is quenched to the target temperature of 300 ℃ for a further 2000 iterations (0.3 ps). The entire 
bombardment cycle is then repeated for the next nine H atom impacts. Any H atoms which are 
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reflected off the graphene sheet or pass through the 2.1 nm thick SiO2 substrate to reach the 
boundaries of the MD simulations box in the z dimension are deleted. We use a fixed time step 
of 0.15 fs during both the bombardment as well as relaxation phase of the simulations. In a 
separate set of simulations we verified that the chosen time step of 0.15 fs is sufficiently small to 
capture the dynamics of H-C collision as well as to model the C-C bonds at the graphene edges 
up to a temperature of 700 ℃.  
Our primary interest is in the etching of the graphene sheet caused by the energetic H 
atoms, and not by thermal fluctuations of the equilibrium state between the bombardment events. 
The choice of the 3.6 ps bombardment cycle period allows us to time accelerate the etching 
process to simulate 1800 H atom impacts (200 bombardment cycles) for each ion energy, which 
effectively represents a fluence of 2.6 × 1015 ions/cm2. Etching of graphene nanoribbons at 
incident energies of 1 eV was continued to a fluence of 4.7 × 1015 ions/cm2 due to the 
exceptionally low damage rate. Our simulations on the etching of the armchair (AC) and zigzag 
(ZZ) edges of the graphene sheet (Fig 3.2c, d) are performed five times for each ion energy, 
using different H atom random deposition seeds, in order to get sufficient statistics on the 
damage at the graphene edges.   
 
3.2 Overview of the Effect of H Ion Energy 
Fig 3.3 shows distinct transitions in the etching mechanisms with increasing ion energies 
for a graphene nanoribbon with exposed zigzag edges. At low ion energies of 1 eV, the H atoms 
can only bind to the edges of the graphene sheet to induce selective edge etching while leaving 
the basal plane undamaged. At ion energies of 5 eV, a large number of H atoms now bind to the 
top of the sheet and initiate basal plane etching. The hydrogenation of the top side of the sheet 
induces sp2-to-sp3 transition in hybridization of the C atoms; the sp3 hybridized bond 
configuration causes the C atoms to displace 0.35 Å. At high fluence the collective effect induces 
visible warping of the graphene sheet as seen in Fig 3.3. At higher energies of 10 eV, H atoms 
have just sufficient energy to penetrate the graphene sheet and are chemisorbed on both sides of 
the sheet, inducing significant edge and basal plane damage. The graphene sheet remains flat due 
to the approximately equal rates of hydrogenation of the top and bottom side of the sheet. The 
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exact hydrogenation rates of the graphene are described in a later section. When the ion energy 
exceeds 25 eV, most of the H atoms now penetrate the sheet without causing damage and are 
embedded within the bulk SiO2 substrate; a small fraction of H atoms which collide with the 
substrate atoms are reflected back and hydrogenate the bottom of the sheet, causing some basal 
plane etching.  
 
3.3 Etching of Graphene Basal Plane 
We first isolate the contributions of basal plane etching by simulating the energetic ion 
bombardment of fully periodic monolayer graphene sheets, without exposed edges (Fig 3.2b), 
supported on the SiO2 substrate. We quantify the extent of basal plane damage for each ion 
energy by defining a damage parameter 𝐷𝑏 as the fraction of broken C-C bonds in the graphene 
sheet.  
There are several different methods of quantifying the damage in a distorted hexagonal 
crystal such as centrosymmetric analysis,46,47 common neighbor analysis,48 Voronoi analysis,49 
bond angle analysis,50 neighbor distance analysis,51 etc. Here, we define the lattice damage 
parameter 𝐷𝑏 as the average coordination number of C atoms in the current MD step, accounting 
for the reformation of previously broken C-C bonds if the bond distance decreases to below the 
1.7 Å cutoff distance (∼20% bond stretch); 𝐷𝑏 =  0 represents an undamaged sheet, while 𝐷𝑏  =
 1 implies full atomization of the graphene sheet with no C-C bonds remaining on the substrate.  
The basal plane of graphene remains nearly undamaged (𝐷𝑏 ~ 0) at ion energies of 1 eV 
and 25 eV, but 𝐷𝑏  displays a piece-wise linear relationship with the ion fluence 𝜉  for ion 
energies in-between (Fig 3.4): an initial gentle slope corresponding to the nucleation of defects in 
the basal plane, followed by an abrupt transition to a much steeper slope at 𝜉 ~ 1.2 ×
1015 ions/cm2 associated with the steady-state propagation of damage from these defect sites. 
Neglecting the nucleation period, we summarize in Fig 3.5 the steady-state basal plane etching 
rate per unit area, ?̇?𝑏 = 𝜌𝑑𝐷𝑏 𝑑𝜉⁄ , where 𝜌 = 3.8 × 10
15cm−2 is the area density of C atoms in 
graphene. Additionally, we subdivide the graphene sheet into four quadrants, and calculate ?̇?𝑏 
within each quadrant to quantify the statistical distribution of damage. Note that ?̇?𝑏 is a non-
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monotonic function of the ion energy: zero at 1 eV and below, peaks at ~ 10 eV, and approaches 
zero again at 30 eV and beyond, since the graphene sheet becomes completely transparent to the 
H ions.52 We estimate that the damage to the basal plane remains negligible up to ion energies of 
90-100 eV, beyond which sputtering is expected. However, such energy levels are not present in 
the low energy plasma treatment of graphene.32  
We observe that the initiation of basal plane damage requires the chemisorption of H 
atoms on two closest-neighbor C atoms. In this regard, three C-H bond configurations are 
possible (Fig 3.6a), depending on whether the neighboring H atoms are both bonded to the top 
(TT) or bottom (BB) of the sheet, or one H atom on each side (TB). The TT and BB bond 
configurations are predominant at low (≤ ~ 5 eV) or high ion energies (≥ ~ 20 eV), while the 
TB configuration is typical at intermediate ion energy levels (~ 7-15 eV). The chemisorption of 
H atoms to the basal plane causes sp2 to sp3 transitions in the hybridization of the C atoms. An 
isolated H atom bonded to a C atom causes the neighboring C-C bond to stretch to 1.51-1.53 Å. 
For C-H bond pairs in the TT or BB configurations (Fig 3.6b-i), the C-C bond distance between 
these sp3-hybridized C atoms further stretches to 1.68-1.70 Å, compared to C-C bond length of 
1.42 Å for pristine graphene. These observations are comparable to previous DFT calculations.40 
The subsequent influx of H atoms causes the breaking of neighboring C-C bonds (A-B and C-D 
in Fig 3.6 b-ii and  3.6 b-iii) to form a C2H4 bond structure. The rotation of this rigid bond 
structure, due to its open tetrahedral configuration, causes the breaking of an additional two 
neighboring C-C bonds (E-F and E-G in Fig 3.6 b-iii). With further influx of H atoms, the C2H4 
bond structure now separates to form dangling CH2 and CH3 groups, and the latter breaks off due 
to thermal vibrations to release a CH3 radical (Fig 3.6 b-iv). The etching reaction is more 
straight-forward for chemisorbed H atoms in the TB configuration, where the C-H bond pairs are 
on opposite sides of the graphene sheet (Fig 3.6 c-i). The binding of an additional H atom to 
either one of these sp3-hybridized C atoms breaks the neighboring C-C bonds in the process. This 
sp3-hybridized C atom receives a third H atom from its neighbor to form a dangling CH3 group 
(Fig 3.6 c-ii), which subsequently detaches due to thermal vibrations to release a CH3 radical 
(Fig 3.6 c-iii). In both reactions, the CH3 radical will subsequently form CH4 by combining with 
the H radicals in the plasma chamber. Our findings are consistent with experiments which report 
presence of methane (CH4) in the plasma chamber during hydrogen plasma etching of 
graphene.29  
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3.4 Hydrogenation of Graphene Basal Plane 
Fig 3.7a shows the radial density function (RDF) for the C-H atoms in an H plasma 
treated graphene sheet. Note that a distinct peak at 1.11 Å indicates that the H atoms indeed form 
strong chemical bonds with the C atoms in graphene and are not just bound by van der Waals 
forces. Based on the RDF we use 1.45 Å as the cutoff distance for measuring the number of the 
chemisorbed H atoms. We determine the extent of TT, BB, and TB bond configurations at 
various ion energies by calculating the average number of chemisorbed H atoms per C atom at 
the top and bottom of the graphene sheet, denoted by 𝐻𝑡  and 𝐻𝑏  respectively. The ‘top’ and 
‘bottom’ designation of a chemisorbed H atom is based on its relative z coordinate with respect 
to the C atoms to which it is bonded. We observe that both 𝐻𝑡 and 𝐻𝑏 increase linearly with 𝜉 
across all ion energies. We show the respective C-H bond formation rates defined as, ?̇?𝑡 =
𝑑𝐻𝑡/𝑑𝜉  and  ?̇?𝑏 = 𝑑𝐻𝑏/𝑑𝜉 , as well as the overall hydrogenation rate ?̇?𝑡 + ?̇?𝑏  in Fig 3.7b. 
Observe that top-surface hydrogenation dominates at lower ion energies which promotes TT 
bond configurations, while bottom-surface hydrogenation is more prevalent at higher ion 
energies resulting in BB bond configurations. Initiation of bottom-surface hydrogenation occurs 
at ~ 3 eV, which corresponds to the DFT-calculated barrier energy of 2.50-2.86 eV for the 
penetration of a H atom through a graphene lattice.43 Even though the overall hydrogenation rate 
?̇?𝑡 + ?̇?𝑏 peaks at ~ 5 eV, the maximum basal plane etching rate ?̇?𝑏 occurs at ion energies of 10 
eV; this coincides with ?̇?𝑡 ≈ ?̇?𝑏, which makes the formation of TB bond configurations most 
likely. Considering that ~ 5 H ions are required to etch off a single C atom in either the TT or 
BB configuration (Fig 3.6b), compared to ~ 3 H ions for the TB configuration (Fig 3.6c), the 
etching rates will be ~ 67% higher for the TB configuration, which explains the maximum 
etching rate at ~ 10 eV.  
 
3.5 Isotropic vs Anisotropic Edge Etching 
We next isolate the contributions of edge-etching by simulating the energetic ion 
bombardment of graphene nanoribbons with exposed zigzag or armchair edges on SiO2 
substrates. We quantify the edge damage parameter 𝐷𝑒  as the number of etched C atoms 
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attributable to the presence of the exposed edges, per unit edge length. The edge region is 
defined as the narrow strip of graphene within distance 𝑑 from the boundary atoms. The choice 
of 𝑑 will affect the accurate calculation of 𝐷𝑒 particularly at large ion fluence. For a strip that is 
too wide, basal plane etching can be expected within 𝑑. For a strip that is too narrow, some of the 
edge etching contribution will be neglected when damage progresses inwards from the edges 
beyond d. In order to minimize the error from these factors, we choose 𝑑 =  6.4 Å in all our 
calculations. Note that 𝐷𝑒 is related to the calculation of the basal plane damage parameter 𝐷𝑏 
within the strip by 𝐷𝑒 = 𝜌𝐷𝑏𝑑. Our simulations show that 𝐷𝑒 increases linearly with 𝜉 for all ion 
energies and does not require an initial damage nucleation period, unlike basal plane etching, 
since the armchair or zigzag edges are pre-existing defects. However, the calculated edge-etching 
rates ?̇?𝑒 = 𝑑𝐷𝑒 𝑑𝜉⁄  are subjected to statistical variations, which are exacerbated by the short 
edge lengths modeled in MD. Hence, we perform a total of 5 independent simulations with 
different random seeds for depositing the H atoms, and obtain a statistical distribution of ?̇?𝑒 
comprising of 10 data points for each ion energy (2 edges on each side of the nanoribbon). We 
summarize in Fig 3.8 the average zigzag (red) and armchair (blue) edge-etching rates ?̇?𝑒 as a 
function of the ion energy. Similar to basal plane etching, we find ?̇?𝑒 to be highest at 10 eV. 
However, we continue to observe etching at the armchair and zigzag edges at 1 eV as well as at 
30 eV, which suggests that selective edge etching will occur at these ion energies with no 
damage to the basal plane.  
Our results in Fig 3.9 demonstrate distinct ion energy regimes for isotropic versus 
anisotropic etching. Between 1 and 5 eV, the average armchair and zigzag etching rates are 
similar with overlapping error bars. At ion energies of between 7 and 30 eV, however, armchair 
etching consistently proceeds faster than zigzag etching by ~ 15%, suggesting that the patterned 
holes should indeed be hexagonal (longest to shortest diagonals in a hexagon differ by ~ 15%) 
with zigzag-oriented edge structures. The shift from isotropic to anisotropic etching with 
increasing ion energy is explained by examining the damage mechanisms associated with zigzag 
and armchair etching in Fig 3.9. Etching of the zigzag edges at 1 to 5 eV predominantly occurs 
by hydrogenation of the edge atoms, which results in the formation and subsequent detachment 
of CH3 groups (Fig 3.9a). At ion energies greater than 5 eV, incoming H atoms have sufficient 
energy to break the weaker inner C-C bonds to form C-H bonds, simultaneously unzipping a 
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chain of edge C atoms (Fig 3.9b). In contrast, etching of the armchair edges involves some 
component of momentum-induced breaking of inner C-C bonds at all ion energies (Fig 3.9c), 
since the higher stability of the triple-bonded C-C edge atoms inhibits direct etching of these 
atoms by hydrogenation.53,54 Therefore, there are two competing effects: (a) higher reactivity of 
the zigzag edge atoms compared to armchair, due to presence of edge states near the fermi 
level,55 (b) lower bond dissociation energy of the inner C-C bonds attached to the edge atoms in 
armchair edge compared to zigzag.56 At ion energies of 5 eV and below, both these effects 
compensate each other to cause similar etching rates. At higher ion energies where the effect of 
(b) dominates, armchair etching proceeds faster than zigzag etching.  
 
3.6 Role of SiO2 Substrate  
3.6.1 Amorphization of Exposed SiO2  
We analyze the role of the SiO2 substrate supporting the graphene sheet during the H 
plasma etching simulations. Since our MD simulation use a fully reactive interatomic potential, 
reactions between Si, O and C, H can be captured. However, although we observe the presence 
of a small number of H2O and O2 molecules generated in the surface regions of the SiO2 
substrate, we do not observe any chemical reactions between the Si, O atoms and the C atoms of 
the graphene sheet. Our findings are in contrast with previous speculations by Diankov et al., 
which claim that the substrate does not remain chemically inert but instead actively participates 
in the chemical reaction of graphene with hydrogen.27 They base the claim on the observed 
cantilever phase lag of 1-5o in the atomic force microscopy (AFM) scans of the covered and 
exposed regions of the SiO2 substrate. However, an AFM cantilever phase lag is not necessarily 
indicative of chemical participation, but can be caused by local change in elastic properties, such 
as those accompanied by phase change. In our simulations of graphene edge etching (Fig 3.2c, d) 
we do observe slightly more transition in the SiO2 atomic structure from a crystalline-to-
amorphous in the regions where it is exposed to H plasma. Such a transition is well documented 
in crystals subjected to bombardment with energetic atoms.57 Fig 3.10a shows the side view of 
the SiO2 substrate after treatment with 13 eV H atoms at a fluence of ∼ 2.6 × 1015 ions/cm2. The 
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C and H atoms are removed from the MD box and the system by minimized using the conjugate 
gradient method. Transition from crystalline-to-amorphous phase is seen at greater depths for the 
SiO2 in the exposed region than the covered region. The AFM phase image of the SiO2 substrate 
post H plasma treatment of the supported graphene sheet is shown in Fig 3.10b.27 The contrast 
between the phase in the covered and uncovered regions is in agreement with the crystalline-to-
amorphous transition observed in our simulations.   
3.6.2 Damage and Hydrogenation of Suspended Graphene 
To fully understand the effects of the SiO2 substrate on the etching and hydrogenation 
rate of the graphene sheet we perform the bombardment of energetic H atoms on a suspended 
monolayer graphene. The C atoms in the region near the supercell of the MD box are fixed to 
prevent the sheet from displacing due to the H impacts. The bombardment cycle is performed as 
described in section 3.1.3 but now does not require the SiO2 thermal equilibration phase. It is 
accelerated to 9 H atoms per 1.2 ps, of which 0.9 ps is the bombardment phase (no thermostat) 
while the remaining 0.3 ps is relaxation phase (thermostat on graphene). Our results consistently 
show lower overall hydrogenation rates (?̇?𝑡 + ?̇?𝑏) for the suspended graphene sheet than for the 
SiO2 supported graphene (Fig 3.11a). The range of ion energies which cause basal-plane etching 
(Ḋb) is reduced from ~ 2-30 eV to ~ 2-20 eV in the absence of the substrate (Fig 3.11b). Hence, 
despite no apparent chemical participation, the SiO2 substrate is responsible for the reflection of 
some of the more energetic H atoms which penetrate the sheet. The reflected atoms eventually 
chemisorb to the bottom of the sheet and contribute to the etching process.  
3.6.3 H Recombination and Surface Transport 
During our simulations we observe that the H atoms which enter the SiO2 substrate 
occasionally recombine with each other to form H2 molecules as shown in Fig 3.12a. Radial 
distribution function (RDF) analysis for H-H species within the substrate (Fig 3.12b) shows that 
the fraction of H2 molecules increases with bombardment energy, indicating greater H-H 
recombination reaction within the substrate bulk. While the H atoms trapped within the SiO2 
voids are relatively stable and have very low diffusivity,58,59 the H2 molecules can diffuse out of 
the substrate but are inert and do not cause any damage to the graphene sheet. Finally, we remark 
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that the substrate also plays a vital role in the thermal transport of H radicals along the 
substrate’s surface to hydrogenate the armchair or zigzag edges of the monolayer graphene sheet. 
~ 60% of the CH and CH2 edge-bonds in our H radical simulations are formed in this fashion.  
 
3.7 Atomic-to-Continuum Scale Bridging  
Our MD simulations capture the kinetics of early-stage plasma-etching, and have to be 
scaled to experimentally-relevant length- and time-scales. Ultimately, the hole-growth kinetics 
will be governed by the synergistic effects of basal plane and edge etching caused by the 
energetic H ions In order to predict the radius of a circular hole as a function of fluence assume 
that the radial expansion of the hole of radius from 𝑅  to 𝑅 + 𝑑𝑅  requires the removal of 
(𝜌2𝜋𝑅)𝑑𝑅  carbon atoms by combined basal plane and edge etching. Edge etching by the 
energetic H ions will remove (?̇?𝑒 2𝜋𝑅)𝑑𝜉 carbon atoms, while simultaneously the cumulative 
basal plane etching contribution will remove (?̇?𝑏 𝜉 2𝜋𝑅)𝑑𝑅 carbon atoms. Here, we neglect the 
initial damage nucleation period of 𝜉 = 1.2 × 1015 𝑖𝑜𝑛𝑠/𝑐𝑚2 for basal plane etching, which is 
short relative to the estimated etching duration of ~ 1017 to 1018 ions/cm2.60 
In addition to the energetic H ions, the neutral H radicals will also contribute to the 
etching process. The H radicals have an equivalent thermal energy of ~  0.026 eV at the 
temperature of 300 ℃, but have a density ~ 1,000 times that of the energetic ions.30 We have 
separately exposed zigzag- and armchair-edged monolayer graphene to a relatively high fluence 
of H radicals of up to 1.2 × 1016 radicals/cm2. The simulations were performed by randomly 
inserting H atoms above the graphene/substrate in our simulation box with a kinetic energy of 
0.1 eV (velocity in the -z direction), and applying the Berendsen thermostat to maintain a 
temperature of 300 ℃. We observe no hydrogenation of the basal plane of graphene even after 
the long exposure time. We therefore conclude that the thermal H radicals have insufficient 
energy to bind with the basal plane, and hence will have limited bearing on basal plane etching 
prior to substantial hole growth. Assuming an ion to radical density ratio of 1:1000, the 
chemisorption rate of H radicals at the armchair and zigzag edges of graphene will be orders-of-
magnitude higher than that of the energetic ions, causing the exposed edges to be fully 
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hydrogenated to form CH2 edge-type bonds. In our repeated simulation runs (5 sets for each edge 
type), we do not observe any CH3 bonds forming at the hydrogenated zigzag or armchair edges, 
nor do we find any C-C bond breaking attributable to the presence of these H radicals. This 
implies that the thermal radicals at 300 ℃ have insufficient energy to break the respective C-C 
double or triple bonds for the zigzag and armchair edges. Nevertheless, it is conceivable that 
these H radicals will hydrogenate and eventually etch off the more unstable dangling bonds 
created at the edges by the energetic H ions. Assuming that the thermal H radicals will accelerate 
the edge etching damage caused by the energetic ions by a pre-factor 𝛼, we equate the total 
number of etched C atoms for radial expansion of the hole with the contributions from both basal 
plane and edge etching to obtain, 
(𝜌2𝜋𝑅)𝑑𝑅 = (?̇?𝑏 𝜉 2𝜋𝑅)𝑑𝑅 + 𝛼(?̇?𝑒 2𝜋𝑅)𝑑𝜉 
rearranging Eqn 3.1 we obtain the integral,  
𝑅 = ∫
𝛼?̇?𝑒
𝜌 − ?̇?𝑏 𝜉 
𝑑𝜉
𝜉
0
 
and consequently, 
𝑅 = −
𝛼?̇?𝑒
?̇?𝑏
𝑙𝑛 (1 −
?̇?𝑏𝜉
𝜌
) 
both the basal plane and edge etching rates (?̇?𝑏, ?̇?𝑒) for different H ion energies are obtained 
directly from our MD simulations. However, the pre-factor 𝛼 is unknown. Here, we estimate 𝛼  
based on the three distinct edge-etching mechanisms identified in Fig 3.9, herein termed as 
mechanisms 1 to 3. In mechanism 1, the sequential bonding of 3 H atoms leads to the etching of 
a single zigzag edge C atom. However, the graphene edge atoms will already be CH2-terminated 
in the presence of thermal H radicals. Therefore, only a single energetic H atom will be required 
to etch off the edge C atom, and the actual edge etching rate for mechanism 1 will be ~ 3?̇?𝑒, i.e. 
𝛼 = ~ 3. In mechanism 2, the breaking of each inner C-C bond attached to double-bonded 
zigzag edge atoms creates a strip of C atoms. Subsequent bombardment breaks off this strip to 
from dangling C-C bonds. Considering that the dangling C-C bonds will be etched off by the 
thermal H radicals, we estimate α for mechanism 2 to range from ~ 5/2 to 8/3. In mechanism 3, 
the breaking of each inner C-C bond attached to triple-bonded armchair edge atoms creates a 
(3.1) 
(3.2) 
(3.3) 
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dangling chain of two C atoms which will be etched off by thermal radicals, implying that 𝛼 =
~ 3. For simplicity, we assume 𝛼 = 3 for mechanisms 1 to 3. 
Results from this simple model demonstrate narrow ion energy bands of ≤ ~ 2 eV and ≥ 
~ 20 eV where circular and hexagonal holes, respectively, can stably grow (Fig 3.13). Within the 
intermediate energy range of ~ 3 to 15 eV, basal plane etching proceeds so rapidly that the sheet 
simply disintegrates before distinct holes can develop. These results can explain the differing 
patterned graphene nanostructures in existing experiments (Fig 3.13). Low ion energies of ~ 1 
eV are responsible for the selective edge etching of monolayer graphene (Fig 3.14a), as also 
evidenced by the low plasma power (20 W), and long downstream distance (40 cm) of the 
graphene sample.29 At shorter downstream distance (30 cm) from the plasma source (20 W), 
slightly higher ion energies of ~ 2 eV are expected, which leads to combined edge and basal 
plane etching; the isotropic etching creates circular holes in the graphene basal plane (Fig 
3.14b).27 Our model further predicts that etching occurs rapidly at 2 eV, and quickly becomes 
unstable at ~ 3 eV. Interestingly, this is also reflected in the fast 40 nm/min etch rate reported 
experimentally, as well as the extensive, and at times unstable, basal plane etching seen in parts 
of the graphene sheet (arrows in Fig 3.14b). In fact, the same study reported complete 
disintegration of the sheet when shifted ~ 1 cm closer to the plasma source. At higher plasma 
power (50 W), stable anisotropic etching in the basal plane with rates of 6 nm/min were observed 
– these etching reactions were likely caused by ion energies of ~ 25 eV, which resulted in 
zigzag-terminated hexagonal holes (Fig 3.14c).28 
Our MD simulations are performed at a fixed temperature of 300 ℃ which approximately 
corresponds to the optimal H2-plasma etching rate in the experiments.
27–29 We remark that the 
observation of a maximum reaction rate at a given temperature (~  300 ℃ for monolayer 
graphene) is typical of reactions between gaseous species and hot solid surfaces in which volatile 
products are formed.61 Increasing temperature could increase the rate of hydrogen ion/radical 
recombination into molecules, leading to a suppression of the hydrogen ion/radical density at the 
graphene sample. Furthermore, the rate of hydrogenation as well as dehydrogenation of graphene 
is well-known to depend on temperature, which could influence the basal plane and edge-etching 
rates.62 
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3.8 Summary 
Scalable and precise nanopatterning of graphene is an essential step for graphene-based 
device fabrication. Hydrogen-plasma reactions have been shown to narrow graphene only from 
the edges, or to selectively produce circular or hexagonal holes in the basal plane of graphene, 
but the underlying plasma-graphene chemistry is unknown. Here, we studied the hydrogen-
plasma etching of monolayer graphene supported on SiO2 substrates across the range of plasma 
ion energies using scale-bridging molecular dynamics (MD) simulations based on the reactive 
force-field potential. Our results uncover distinct etching mechanisms, operative within narrow 
ion energy windows, which fully explain the differing plasma-graphene reactions observed 
experimentally. Specific ion energy ranges are demonstrated for stable isotropic (~ 2 eV) versus 
anisotropic (~ 20-30 eV) etching within the basal plane of graphene, as well as for the pure edge 
etching of graphene (~ 1 eV). Understanding the complex plasma-graphene chemistry opens up 
a means for controlled patterning of graphene nanostructures.   
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3.9 Figures 
 
 
 
 
 
 
 
 
Fig 3.1: Transition in hybridization of graphene C atom from sp2 to sp3 due to chemisorbed H. The 
figure shows the local bonding as obtained from DFT, compared to our ReaxFF based MD 
simulations. 43 
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Fig 3.2: (a) Schematic for molecular dynamics modeling of the H plasma etching of monolayer 
graphene on SiO2 substrate. Atomic configurations for (b) fully-periodic monolayer graphene 
without exposed edges, (c) graphene nanoribbon of 4.2 nm width with exposed zigzag edges, and (d) 
graphene nanoribbon of 5.8 nm width with exposed armchair edges. The C, Si, and O atoms are 
colored in green, pink, and blue, respectively. The simulation box, outlined in blue, is periodic in 
the in-plane (x-y) directions.  
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Fig 3.3: Edge and basal plane etching of graphene nanoribbons with exposed zigzag edges. The 
bombardment of H atoms was carried out at energies of 1, 5, 10, and 25 eV. a, Top and side view 
atomic configurations at a fluence of 𝟐. 𝟏 × 𝟏𝟎𝟏𝟓 ions/cm2, with red and green atoms denoting the H 
and C atoms, and interconnected lines representing SiO2. Close-up views show the extent of 
hydrogenation at the top and bottom of each graphene nanoribbon. b, Atomic configurations, 
corresponding to the snapshots in (a), filtered to display only the C atoms and the C-C bonds of 
each graphene nanoribbon. 
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Fig 3.4: Evolution of basal plane damage 𝑫𝒃 versus ion fluence 𝝃 for monolayer graphene sheets 
subjected to ion energies of (a) 1 to 10 eV, and (b) 10 to 25 eV. 
Fig 3.5: Summary of the steady-state basal plane etching rate per unit area, ?̇?𝒃, versus the ion 
energy for monolayer graphene sheets. Error bars denote the unbiased standard error. 
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Fig 3.7: Hydrogenation of graphene sheet. (a) Radial distribution function analysis for C-H species 
after H plasma treatment at 10 eV. (b) Hydrogenation rates, ?̇?𝒕 and ?̇?𝒃, at the top and bottom 
surface of monolayer graphene and their combination, ?̇?𝒕 + ?̇?𝒃, versus the ion energy.  
Fig 3.6: Mechanisms of basal plane etching of monolayer graphene sheets. (a) Three possible 
configurations of C-H bond pairs on closest-neighbor C atoms to nucleate basal plane damage: (a-i) 
top-top, (a-ii) top-bottom, and (a-iii) bottom-bottom configurations, taken at ion energies of 5, 10 
and 15 eV, respectively. (b, c) Perspective views of the basal plane etching mechanisms initiated by 
the chemisorption of H atoms on a pair of closest-neighbor C atoms to form C-H bond pairs on the 
same side of the graphene sheet (b), and on opposite sides of the graphene sheet (c).  
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Fig 3.9: Mechanisms of edge-etching of graphene nanoribbons. (a, b) Zigzag edge-etching: (a) 
formation and detachment of CH3 by direct hydrogenation of the edge atoms, and (b) unzipping of 
the double-bonded edge C atoms by breaking of the inner C-C bonds. (c) Armchair edge-etching: 
breaking of the inner C-C bonds attached to triple-bonded edge atoms. 
Fig 3.8: Summary of the zigzag and armchair edge etching rates per unit edge length, ?̇?𝒆, versus 
the ion energy for graphene nanoribbons. Error bars denote the unbiased standard error.  
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Fig 3.10: Crystalline-to-amorphous transition in the SiO2 substrate during H plasma treatment (a) 
Side view of the SiO2 substrate after treatment of the supported graphene with 13 eV H atoms. The 
Si and O atoms are minimized using the conjugate gradient methods after the C and H atoms are 
deleted. The exposed regions show a higher amount of amorphization than the covered region. (b) 
AFM phase image of the substrate after H plasma treatment.27 A clear distinction is seen between 
the covered and exposed regions, with a lower phase angle indicates higher exposure time. 
Fig 3.11: Role of the SiO2 substrate. Comparison of the total hydrogenation rates (a) and the basal 
plane etching rates (b) between free-standing graphene and graphene supported on SiO2. 
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Fig 3.13: Kinetics of hole growth in the graphene basal plane. Hole growth radius R versus the ion 
fluence 𝝃 caused by combined basal plane and edge etching, accounting for the synergistic effects of 
H ions and radicals. Isotropic and anisotropic hole growth denoted by dashed and solid lines 
respectively 
Fig 3.12: (a) H2 molecules formed by H-H recombination within the SiO2 substrate (b) Radial 
distribution function analysis for H-H species within the SiO2 substrate; the interatomic separation 
distance 𝒓 is normalized with respect to the equilibrium bond length of a H2 molecule 𝒓𝑯−𝑯 =
𝟎. 𝟕𝟒𝟏 Å. 
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Fig 3.14: AFM topography imaging of three distinct graphene patterns from H2-plasma etching of 
monolayer graphene on SiO2 substrates, reproduced with permission: (a) selective edge etching,29 
and the formation of (b) circular27 and (c) hexagonal holes28 in the basal plane, resulting from 
estimated H ion energies of ~ 1, ~ 2-3, and ~ 25-30 eV, respectively 
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Chapter 4. Patterning of Multilayer Graphene2 
We have shown in the previous chapter that three distinct mechanisms are observed in the 
hydrogen-plasma etching of monolayer graphene: (a) selective narrowing of graphene from the 
edges with no damage to the basal plane resulting in graphene nanoribbon,29 and combined edge 
and basal plane etching to form either (b) circular holes27 or (c) hexagonal holes28 in the 
graphene basal plane. Molecular dynamics (MD) simulations on the hydrogen-plasma etching of 
monolayer graphene revealed specific H ion energy windows resulting in mechanisms (a)-(c): 
the ions have sufficient energy to react only with the graphene edges to cause selective edge-
etching at low ion energies of ~ 1 eV, but can hydrogenate the basal plane and initiate basal-
plane etching at higher ion energies. The simulations also reveal a sharp transition from isotropic 
to anisotropic edge-etching at ~ 5 eV, which explains the circular or hexagonal hole patterns 
reported in differing experiments for monolayer graphene. The hydrogen-plasma etching 
reactions are surprisingly different for multilayer graphene. Some have reported roughening and 
blister formation on the surface of multilayer graphene but with no visible etch pits.60 Others 
have demonstrated 2D patterns of hexagonal columnar holes or 3D patterns of hexagonal 
stepped-edge holes in the basal plane of multilayer graphene and HOPG.63 However, the 
formation of circular holes was never reported for multilayer graphene, even when the 
experimental conditions were identical to those resulting in circular holes for monolayer 
graphene. In addition, the edge-etching and hole growth rates for multilayer graphene were 
approximately three times slower than for monolayer graphene.27–29 
In this chapter, we study the early-stages of hydrogen-plasma etching of multilayer 
graphene, across ion energy levels of 2-40 eV, using MD simulations based on reactive force-
field (ReaxFF) potential. We uncover energy regimes for ion transmission to achieve targeted 
etching of the individual graphene layers within the multilayer structure. The etching rates 
obtained from MD are scaled to experimental length- and time-scales via a mechanistic model 
which incorporates the added contributions of hydrogen radicals and dehydrogenation effects. 
Our model predicts a transition in the hole growth pattern from columnar to stepped-edge type, 
which explains the etching patterns observed experimentally in multilayer graphene. 
                                                          
2 Some of the results presented in this chapter have been previously published in the following publication: Harpale 
A. and Chew H.B. ”Hydrogen-Plasma Patterning of Multilayer Graphene: Mechanisms and Modeling.” Carbon, 117 
(2017): 82-91 
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4.1 Computational Method 
The plasma-etching of graphene is caused by the energetic bombardment of H+, H2
+, and 
H3
+ ions with energies of up to ~ 45 eV. Regardless of the ion type, these energetic ions undergo 
dissociative recombination to form neutral, but energetic, H radicals near the graphene surface. 
For example, two possible branching reactions for the most prevalent ion type, H3
+, are H3
+ +
e → H2 + H or 3H.
34 Here, we directly simulate the energetic bombardment of H atoms on quad-
layer graphene supported on SiO2 substrate (Fig 4.1a). As before, our MD simulations are 
performed using LAMMPS. The atomic interactions between the Si, O, H, and C atoms are 
fully-governed by a reactive-force-field (ReaxFF) potential which consists of bond-order-
dependent valence terms, position-dependent charge distribution, and non-bonded van der Waals 
and Columbic interactions.38 This potential allows for continuous bond breaking and reforming, 
and potential chemical and physical reactions involving the SiO2 substrate. 
4.1.1 Simulation Setup 
Our MD simulation box comprises of a 1.1 nm thick α quartz SiO2 substrate which is 
oxygen terminated and with the (001) plane oriented normal to the vertical (z) axis (Fig 4.1b). 
We use a 1.1 nm substrate here compared to the 2.1 nm used in the etching of monolayer 
graphene, in response to our observation of the inertness of SiO2 in the C, H reactions. 
Furthermore, due to larger thickness, a multilayer graphene sheet is expected to be a more 
impenetrable barrier to energetic H atoms, compared to a monolayer sheet, resulting in reduced 
interaction between the H and SiO2. An ABA-stacked, quad-layer graphene sheet is modeled 
above the SiO2 substrate, and the individual graphene layers are labeled 𝐿1 to 𝐿4 sequentially 
from the top. Our graphene-SiO2 system is periodic in the in-plane (x-y) directions. The 11.1 × 
10.8 × 6.1 nm3 dimensions of the MD simulation box are chosen to minimize the lattice 
mismatch strain between graphene and SiO2 (~ 0.07%). The reduction in computational cost 
afforded by the thinner 1.1 nm SiO2 substrate, allows us to use a larger graphene sheet compared 
to the monolayer simulations. We fix the bottom 0.5 nm thick slab of SiO2 atoms throughout our 
simulations, and designate the next 0.5 nm thick slab above as the heat bath. All of our 
simulations are conducted with a time step of 0.15 fs. Prior to initiating the bombardment 
sequence, we subject the graphene-SiO2 system to an NVT ensemble maintained at a temperature 
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of 300 ℃ by a Berendsen thermostat for 1.5 ps; this temperature is typical of plasma-graphene 
etching experiments. Throughout our simulations, the graphene layers maintain their ABA 
stacking configurations with interlayer spacing of ~ 0.34 nm which corresponds to that of HOPG.  
4.1.2 Hydrogen Deposition Algorithm 
We divide the in-plane dimensions of the MD simulation box into a 4 × 4 grid and 
simultaneously deposit one H atom per cell (16 in total) randomly from 0.6 nm above the top 
graphene layer 𝐿1; each H atom has initial velocity in the -z direction corresponding to kinetic 
energy of 2 to 40 eV. Because of the relatively large in-plane dimensions of the simulation box, 
each of the 16 impact locations on the multilayer graphene sheet are sufficiently separated and 
can be considered as independent events. After initiating this deposition process, we equilibrate 
the entire system without a thermostat for the first 0.9 ps to resolve the initial impact dynamics. 
Thereafter, we switch on the thermostat in the heat-bath region and set it to the target 
temperature of 300 °C for the next 2.4 ps, before quenching the graphene sheet to 300 °C for 0.3 
ps. The entire bombardment sequence is then repeated for the next 16 H atom impacts. This 
choice of the 3.6-ps bombardment cycle period allows us to time accelerate the etching process 
to simulate over 225 bombardment cycles (3,600 H atom impacts), which effectively represents a 
fluence of ~ 3.0 × 1015 ions/cm2. This time-accelerated approach, however, considers only the 
contribution of energetic H ions to the etching process and cannot account for longer-time-scale 
events, specifically, the effects of hydrogen radicals and temperature-induced dehydrogenation. 
These longer time-scale effects will be incorporated in our mechanistic model. 
 
4.2 Surface and Subsurface Basal Plane Etching 
Depending on the ion energy, H atoms impinging on each graphene layer 𝐿1 to 𝐿4 can 
hydrogenate the layer, get transmitted through the layer without causing damage, or get reflected 
back. Fig 4.2 shows the top and cross-sectional views of the atomic configurations at four ion 
energies (10, 17, 23, and 28 eV) with a fluence of 1.5 × 1015 ions/cm2. Our results demonstrate 
a distinct shift in both the depth and spread of damage with increasing ion energy. 
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Hydrogenation is confined to both sides of the top graphene layer 𝐿1 at 10 eV, but is shifted to 
layer 𝐿2 at 17 eV. At even higher energies, damage becomes more diffused and spreads between 
layers 𝐿2 and 𝐿3 at 23 eV, and across layers 𝐿2 to 𝐿4  at 28 eV with substantial number of H 
atoms penetrating the SiO2 substrate.  
Fig 4.3a shows the atomic configurations for the respective graphene layers 𝐿1 to 𝐿4 at 
the ion energy of 17 eV with a fluence of 3.0 × 1015 ions/cm2, filtered to display only the C-C 
bonds. Observe that the bulk of the damage is concentrated on layer 𝐿2, with some localized C-C 
bond breaking in layer 𝐿1. However, the basal planes of layers 𝐿3 and 𝐿4 remain pristine. The 
etching process in 𝐿1  and  𝐿2  initiates with the chemisorption of H atoms on two closest-
neighbor C atoms, akin to that observed for monolayer graphene. This results in three possible 
C-H bond configurations, as shown in Fig 3b: two neighboring C-H bonds both on the top-side 
(TT) or bottom-side (BB) of the graphene layer, or one C-H bond on each side (TB). Regardless, 
the hydrogenation process in all three configurations causes sp2 to sp3 transitions in the 
hybridization of the closest-neighbor C-C bond, and locally stretches the bond. The damage on 
layer 𝐿2 at 17 eV initiates from all three possible C-H bond configurations (Fig 4.3b), though the 
TB bond configuration is most prevalent. Below 17 eV, most of the H atoms cannot penetrate 
layer 𝐿2; any damage on 𝐿2 largely initiates from a TT bond configuration. Above 17 eV, the 
ions are now transmitted through the layer and a higher percentage hydrogenate the bottom of 𝐿2, 
initiating damage from a BB bond configuration. Fig 4.3c and d show the typical damage 
progression from TB and TT (or BB) bond configurations, where continued hydrogenation 
breaks the sp3 hybridized C-C bonds to first form CH2 groups, and later, dangling CH3 molecules 
which break-off easily to form CH3 radicals. These basal-plane etching mechanisms are 
consistent across all graphene layers and at all ion energy levels.  
We trace the effects of ion energy on the progression of damage 𝐷b within the basal plane 
of graphene layers 𝐿1 to 𝐿4 in Fig 4.4. Here, 𝐷𝑏 is defined as the fraction of broken C-C bonds 
within each graphene layer, using a C-C bond cut-off distance of 1.7 Å which corresponds to 20%  
maximum bond stretch. Hence, 𝐷𝑏 = 0 for pristine sp
2-bonded graphene layer, while 𝐷𝑏 = 1 
implies complete disintegration of the graphene layer with no C-C bonds remaining. Observe 
that 𝐷𝑏 has a bilinear relationship with the ion fluence 𝜉 across all graphene layers and at all ion 
energy levels. The initial gentle slope of 𝐷𝑏 with respect to the ion fluence 𝜉 corresponds to the 
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nucleation of defects on the graphene basal plane. The steeper slope that follows is associated 
with the steady-state propagation of defects from these damage nucleation sites. The latter is of 
interest since the ion fluence of 1.2 × 1015 ions/cm2 for damage nucleation is relatively short 
compared to the actual fluence of ~ 5 × 1018 ions/cm2 in typical hydrogen-plasma experiments 
(flux of 1.5 × 1015ions/(cm2s) and exposure time of ~ 50 min).60  
Fig 4.5 summarizes the steady-state damage rate, ?̇?𝑏 = 𝜌𝑑𝐷𝑏 𝑑𝜉⁄ , for the respective 
graphene layers, where 𝜌 = 3.8 × 1015 𝑐𝑚−2  is the number density of C atoms in pristine 
monolayer graphene. The error bars denote the distribution of damage within each layer, and are 
obtained by dividing each graphene layer equally in four quadrants, and calculating the standard 
error associated with ?̇?𝑏  within each quadrant. For all four graphene layers, ?̇?𝑏  is a non-
monotonic function of the ion energy which peaks at 10, 17, 23, and 28 eV for layers 𝐿1 to 𝐿4, 
respectively. At ion energies of < ~ 10 eV, hydrogenation is confined to the top layer 𝐿1 and the 
etching process resembles that of monolayer graphene. At slightly higher ion energies of ~ 13 
eV, H atoms now have sufficient energy to penetrate 𝐿1 and cause etching of 𝐿2. At ~ 17 eV, ?̇?𝑏 
now peaks at layer 𝐿2 with 4-folds faster etching rate than 𝐿1, suggesting that selective etching of 
𝐿2 occurs at this ion energy. Note that ?̇?𝑏  becomes more diffused at even higher energies of 
~ 25-28 eV, resulting in the concurrent etching of layers 𝐿2 to 𝐿4, each with comparable etching 
rates. Such high ion energies, however, are still below the required energy levels of 90-100 eV to 
cause sputtering, and the H atoms are transmitted through layer 𝐿1 without causing damage.  
 
4.3 Analysis of Subsurface Etching Rate  
The etching mechanisms for graphene layers 𝐿1 to 𝐿4 are self-similar. Each layer exhibits 
the same ?̇?𝑏 profiles, reaching the peak damage at a particular ion energy which is phase-shifted 
by 5-7 eV with respect to the previous layer. In addition, we observe, from the etching 
mechanism described above, that the evolution and progression of damage on a particular 
graphene layer is self-similar for all layers. We verify that the barrier energy of ~ 0.47 eV for C-
H bond formation is unchanged across all four graphene layers.   Hence, the kinetic energy of the 
H atoms transmitted through 𝐿1 can be seen effectively as the incident energy for the graphene 
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sheet comprising of the subsurface layers 𝐿2, 𝐿3, and 𝐿4. By treating each graphene layer as a 
filter which absorbs some energy from the transmitting H atoms we formulate an equation to 
determine the etching rate ?̇?𝑏,𝑖+1(𝐸)  from  ?̇?𝑏,𝑖(𝐸) . To do so we perform a separate set of 
simulations with a suspended monolayer graphene sheet to determine the influence of a single 
layer on the kinetic energy of H atoms. 
4.3.1 H Ion Transmission, Reflection and Chemisorption 
Consider a H ion incident normally on the graphene surface with initial energy 𝐸0. The 
transmission of this energetic ion through the graphene lattice changes both the ion’s kinetic 
energy, 𝐸𝑇, and polar angle of its velocity, 𝜃𝑇. In a multilayer structure, the ion subsequently 
impacts the next graphene layer with this new incident energy 𝐸𝑇 and off-normal polar angle 𝜃𝑇. 
We perform a series of H atom bombardment simulations on a single graphene layer to establish 
the relationship between 𝐸0 versus (𝐸𝑇 , 𝜃𝑇). We model a 11.1 × 10.8 × 6.1 nm
3 MD simulation 
box which is periodic in the in-plane (x-y) directions. The graphene layer is equilibrated at the 
temperature of 300 °C, and is supported by a reflective wall which is transparent to H atoms and 
will not influence the transmission dynamics. A H atom is inserted 3.0 nm above the graphene 
layer with randomly chosen x,y coordinates, and initial velocity in the normal (–z) direction 
corresponding to the incident kinetic energy 𝐸0 of 2 eV to 40 eV. The position and velocity of 
the H atom is tracked for 0.7 ps as it impacts the graphene layer. Based on its z coordinate the H 
atom is classified as either transmitted, reflected or absorbed and its kinetic energy is recorded. It 
is then deleted from the simulation box the process is repeated for 2,000 H atoms to obtain the 
transmitted ion energy and angular distributions, 𝑓𝑇(𝐸𝑇; 𝐸0) and 𝑓𝜃(𝜃𝑇; 𝐸0), respectively. 
The 𝑓𝑇(𝐸𝑇; 𝐸0)  and  𝑓𝜃(𝜃𝑇; 𝐸0)  distributions in Fig 4.6a and 4.6b are obtained by 
applying a kernel-smoothing on the histogram using the optimal bandwidth and a normal kernel. 
The curves are normalized such that the area under each curve equals the transmission 
probability of an ion with energy 𝐸0  through the graphene layer. The mean values of the 
transmitted ion energy ?̅?𝑇 and polar angle ?̅?𝑇 are shown in Fig 4.6c and 4.6d respectively, with 
the error bars denoting the standard deviation σ of the sample. Note that ?̅?𝑇 ~ 0 when H ions 
have just sufficient energy to penetrate the graphene layer at 𝐸0 = 10 eV. At higher energies, ?̅?𝑇 
linearly scales with 𝐸0, with comparable distribution width (σ) across all 𝐸0. On the other hand, 
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the transmitted ions have a high ?̅?𝑇 of ~ 40° with significant scatter in the data (σ ± 20°) at 𝐸0 =
10 eV, which decays to ~ 20° with σ ± 10° beyond 𝐸0 > 20 eV. During the plasma treatment of 
multilayer graphene these transmitted ions impact the next graphene layer with the off-normal 
polar angle 𝜃𝑇. Hence, we study the effects of the incident polar angle 𝜃 on the probability of 
chemisorption, transmission, or reflection of the energetic ion. Our results (Fig 4.7) show that 
off-normal polar angles of 𝜃 ≤ 20° have no influence on the chemisorption, transmission, or 
reflection probabilities across all ion energies. For  𝜃 > 30° , however, the chemisorption 
probabilities for 𝐸0 ≤ 10  eV and transmission probabilities for 𝐸0 > 10  eV are significantly 
reduced, resulting in a corresponding increase in the reflection probabilities. 
4.3.2 Formulation and results 
The basal plane etching rate of the 𝐿𝑖+1 layer, ?̇?𝑏,𝑖+1, can be traced from that of the 𝐿𝑖 
layer, ?̇?b,i, knowing both the transmitted ion energy and polar angle distributions, 𝑓T and 𝑓θ (Fig 
4.8). Hence, ?̇?b,2 , ?̇?b,3, …… ?̇?b,n of an n-layer graphene sheet can be iteratively traced from the 
etching rate of the top layer, ?̇?b,1, obtained from MD simulations. For simplicity, we consider 
only the effects of change in ion energy 𝑓T(𝐸T; 𝐸0), and introduce an empirical prefactor 𝛾 to 
account for off-normal incident angle: 
?̇?𝑏,𝑖+1(𝐸𝑜) = 𝛾∫ ?̇?𝑏,𝑖(𝐸)
∞
0
𝑓𝑇(𝐸; 𝐸𝑜)𝑑𝐸 
The blue curves in Fig 4.8 are the projected damage rates for ?̇?b,2 to ?̇?b,4 in layers 𝐿2 to 𝐿4, 
neglecting off-normal angular effects of the ions (𝛾 = 1). Compared to the MD-measured ?̇?b 
values denoted by open symbols, the projected results are in very good agreement in the post-
peak regime for all three layers 𝐿2 to 𝐿4, but consistently over-predicts ?̇?b in the pre-peak regime;  
the extent of over prediction increases  from layers 𝐿2  to 𝐿4  and is attributed to off-normal 
angular effects. Prior to impacting the 𝑖𝑡ℎ graphene layer, ions in the pre-peak regime of ?̇?b,i 
have ion energies of ≤ 10 eV with estimated off-normal polar angles of up to ?̅?T + σ ~ 60° (Fig 
4.7d). As shown in Fig 4.7a, off-normal polar angles > 30° will significantly reduce the 
chemisorption probability in this pre-peak ion energy regime, which explains the observed 
deviation in the projected results in Fig 8.  In contrast, the more energetic ions (> 10 eV) in the 
(4.1) 
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post-peak regime have off-normal polar angles of < 30° (Fig 4.7d), which have limited effect on 
the absorption and transmission probabilities (Fig 4.7). We correct for this over-estimation in the 
projection of ?̇?𝑏,2 for graphene layer 𝐿2 by setting 𝛾 = 0.55 for the pre-peak regime and 𝛾 = 1 
in the post-peak regime, as shown by the red curve in Fig 4.8. Using the same values of 𝛾 for the 
subsequent layers, we find the corrected projections in layers 𝐿3 and 𝐿4 in Fig 4.8b and 4.8c to 
also be in good agreement with MD predictions, which confirms that the angular effects are self-
similar.  
4.3.3 Discussion 
We derived an equation to calculate the basal plane etching rate of layer  𝐿𝑖+1  layer, 
?̇?𝑏,𝑖+1, from the 𝐿𝑖 layer etching rate, ?̇?𝑏,𝑖. We assumed individual graphene layers to interact 
with the H atoms separately without interlayer effects. The equation is used iteratively to obtain 
the basal plane damage rate ?̇?𝑏,2 , ?̇?𝑏,3 and ?̇?𝑏,4 from ?̇?𝑏,1 and compared with the MD calculated 
values. The prefactor 𝛾 is required to adjust for the reduced damage caused by the off normal 
incident on the subsurface layers. We fit the curve for ?̇?𝑏,2(𝐸) with MD derived value to obtain, 
𝛾 =
0.55 𝑓𝑜𝑟 𝐸 ≤ 𝐸𝑝𝑒𝑎𝑘
1 𝑓𝑜𝑟 𝐸 > 𝐸𝑝𝑒𝑎𝑘
 
The assumptions in the derivation of this equation are as follows: 
 The energy damping effects of a single graphene layer does not change with hydrogenation 
or damage in that layer. The calculation of  𝑓𝑇(𝐸𝑇; 𝐸0) and  𝑓𝜃(𝜃𝑇; 𝐸0) involves a graphene 
sheet which remain pristine throughout the simulations. 
 The effect of the wrinkling of the graphene sheet is negligible. 
 H radicals which are trapped in the graphene interlayer regions, but not chemisorbed on the 
sheet, do not interfere with the etching reaction. 
 The effects of long time scale thermal processes are negligible.  
 The effects of H atoms reflecting back from the graphene layers neighboring to the target 
layer is negligible.   
(4.2) 
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 The damage rate is an additive function of the ion energy. For instance, if the H atoms have 
energy of E1 and E2 with equal probability, the damage rate should be (𝐷?̇?(𝐸1) + 𝐷?̇?(𝐸2)) 2⁄ . 
 
4.4 Surface and Subsurface Hydrogenation 
H atoms impinging on the multilayer graphene sheet either chemisorb on the top or 
bottom side of one of the layers or become intercalated between graphene layers as thermal H 
radicals. To quantify the extent of hydrogenation of the graphene layers, we define 𝐻𝑡 and 𝐻𝑏 as 
the number of chemisorbed H atoms per C atom on the top and bottom side of each graphene 
layer (C-H bonds cutoff of 1.45 Å) respectively. We observe that similar to monolayer graphene, 
the value of 𝐻𝑡 and  𝐻𝑏 increases linearly with 𝜉 for each layer. Fig 4.9 shows the hydrogenation 
rates as 𝐻𝑡̇ = 𝑑𝐻𝑡 𝑑𝜉⁄  and 𝐻?̇? = 𝑑𝐻𝑏 𝑑𝜉⁄  as a function of ion energy for the four layers. The 
hydrogenation on layers 𝐿1 occurs at equal rates on its top and bottom sides (?̇?𝑡 ≈ ?̇?𝑏) at energy 
of 10 eV which corresponds to its maximum basal plane damage rate. However, in the 
subsurface layers we consistently observe ?̇?𝑡 > ?̇?𝑏 at peak basal plane damage energies of 17 eV, 
23eV and 28eV for 𝐿2, 𝐿3 and 𝐿4 respectively. A fraction of the H atoms which are chemisorbed 
to the top side of the subsurface layers are removed before they can contribute to graphene 
etching. To quantify this phenomena we define a dehydrogenation parameter for top and bottom 
side each layer 𝐷𝐻𝑡 and 𝐷𝐻𝑏 respectively, as the cumulative number of C-H bonds broken per C 
atoms. Note that   𝐻𝑡 and  𝐻𝑏 represent the current number of C-H bonds on the graphene layer 
which 𝐷𝐻𝑡 and 𝐷𝐻𝑏 are the cumulative number of bonds broken after being formation at a given 
fluence. We observe that 𝐷𝐻𝑡 and 𝐷𝐻𝑏 also increase linearly with 𝜉 at all the layers. We define 
their rates as 𝐷?̇?𝑡 = 𝑑𝐷𝐻𝑡/𝑑𝜉  and  𝐷?̇?𝑏 = 𝑑𝐷𝐻𝑏/𝑑𝜉 , which are shown in Fig 4.9. For 
subsurface layers there is significant dehydrogenation on the top side for lower effective ion 
energies (large 𝐷?̇?𝑡). The constant removal of chemisorbed H atoms explains the trend of ?̇?𝑡 >
?̇?𝑏 at peak damage energies in subsurface layers (𝐿2 − 𝐿4).  
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4.5 Blister Formation and Interlayer H-H Recombination 
In addition to the hexagonal hole patterns observed in experiments on multilayer 
graphene (Fig 4.10c), corrugated patterns of ripples and valleys with low density of surface 
defects were reported for HOPG after hydrogen plasma exposure (Fig 4.10a), with measured ion-
surface impact energies of ~ 12.6 eV.60 Interestingly, we observe similar surface blisters for our 
multilayer graphene structures at comparable ion energy levels. Fig 4.10b shows the underside of 
layer 𝐿1 subjected to ion energy of 15 eV at a fluence of 3.0 × 10
15 ions/cm2; the atoms are 
colored by the relative atomic displacements in the out-of-plane (z) direction, and the H2 
molecules sandwiched between layers 𝐿1  and 𝐿2  are shown in red. Observe that the surface 
blister patterns (colored in blue) closely correlates with the clusters of H2 molecules. These H2 
molecules are formed not from thermal-desorption processes which are beyond the MD time-
scale, but from intercalated H radicals, trapped between layers 𝐿1  and 𝐿2 , interacting with 
chemisorbed H atoms via the Eley-Rideal recombination mechanism.64 Fig 4.10c shows H 
desorption caused by the combination of an intercalated H radical (labeled R) with a 
chemisorbed H atom in a TB configuration on layer 𝐿2, and the formation of a H2 molecule. The 
experiments reported that the blisters gradually diminished during port treatment annealing, 
presumably due to the H2 gas diffusing out though the edges of the multilayer graphene sheet. 
We calculate the number of H2 molecules in the interlayer regions and observes that they 
increase linearly with fluence. Bombardment with 15 eV H atoms results in the peak H2 
formation rate of 4.4 × 1014 cm−2  at the end of the simulation, in reasonable agreement with 
previous estimate of 2.8 × 1014 cm−2 by Waqar et al.65  
 
4.6 Multilayer Edge Etching 
Once sufficient localized basal-plane etching occurs to form well-defined holes in the 
graphene layers, damage then progresses more rapidly from the hole edges. Depending on the 
ion energy, holes could develop on the exposed surface or the subsurface interior layers of 
multilayer graphene. To quantify the zigzag and armchair edge-etching rates of both these 
configurations, we perform H atom bombardment simulations on a tri-layer graphene structure, 
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comprising of graphene nanoribbons either at the top of (𝐿1), or sandwiched between (𝐿2), two 
fully-periodic graphene layers. For both these 𝐿1 and 𝐿2 configurations, the exposed edges of the 
graphene nanoribbon are oriented in either the zigzag or armchair configuration. The periodic 
MD simulation boxes of these four model configurations are shown in Fig 4.11a. To reduce the 
computational cost, the tri-layer graphene structure is supported by a 6-12 LJ wall (black outline 
in Fig 4.11a), in-place of SiO2, with the parameters 𝜎𝐿𝐽 = 0.253 𝑛𝑚 and 𝜖𝐿𝐽 = 0.408 𝑘𝑐𝑎𝑙 𝑚𝑜𝑙⁄ . 
We carry out the H atom bombardment sequence using the same procedure outlined in section 
4.1.2.  
To quantify the edge-etching rate, we define the damage parameter 𝐷𝑒 as the number of 
broken C-C bonds per unit edge-length, within a distance of 𝑑 = 0.8 nm from the zigzag or 
armchair edges. Note that 𝐷𝑒 = 𝜌𝐷𝑏𝑑 within the edge region. Unlike the bilinear relationship 
between 𝐷b  and the ion fluence 𝜉  in Fig 4.11, we observe that 𝐷e  increases linearly with 𝜉 
without requiring a nucleation period, since hydrogenation occurs readily with the graphene 
edges. Due to the relatively small number of edge C atoms in our MD box, we perform 5 sets of 
independent simulation runs using different deposition seeds. The average armchair and zigzag 
edge-etching rates ?̇?𝑒 = 𝑑𝐷𝑒 𝑑𝜉⁄  are shown in Fig 4.11b and 4.11c for nanoribbons in the 𝐿1 or 
𝐿2  configurations respectively, with error bars denoting the standard error. Interestingly, the 
armchair and zigzag etching rates for nanoribbons in either the 𝐿1  or 𝐿2  configurations are 
almost equal, with overlapping error bars, across all ion energy levels. This is strikingly different 
from the etching of monolayer graphene on SiO2, where distinct transition from isotropic to 
anisotropic etching was reported at ~ 5-7 eV. This suggests that the differing van der Waals 
interaction between the targeted graphene nanoribbon and the underlying substrate (e.g. SiO2 or 
a second graphene layer), and potentially the ion-substrate interaction, could significantly 
influence the edge-etching rates. The edge-etching mechanisms for the armchair and zigzag 
edges, however, are similar to monolayer graphene. As shown in Fig 4.11d and 4.11e, etching 
occurs by breaking of the interior C-C bonds close to the exposed armchair or zigzag edges to 
cause local unzipping of graphene chains (red arrows), followed by hydrogenation of the 
dangling C bonds (blue arrows) which break off to release CH3 molecules. Our results for 
multilayer graphene imply that the competing effects of (a) lower energy of the inner C-C atoms 
on the armchair edges compared to the zigzag edges, versus (b) higher reactivity of the zigzag 
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edge atoms compared to the armchair edge atoms, balances out to achieve almost equal zigzag 
and armchair etching rates.55,56 
 
4.7 Atomic-to-Continuum Scale Bridging for Multilayer Graphene 
Our MD simulations capture the atomic-scale etching process associated with the 
energetic H ions, but cannot account the effects of H radicals and temperature-dependent 
dehydrogenation which occur at much longer time-scales. The H radicals have a density 10-100 
times that of the energetic H ions.30 Unlike the energetic ions, however, these radicals with 
thermal energy of ~  0.026 eV at 300 ℃ cannot overcome the barrier energy of 0.5 eV to 
hydrogenate the C atoms in the graphene basal plane, nor can they react with CH2 edge groups to 
form CH3. Nevertheless, given the high density of H radicals, it is likely that these thermal 
radicals will readily hydrogenate the edge C atoms or dangling bonds of graphene to form CH 
and CH2 groups. Thus, these H radicals will accelerate the edge-etching rates ?̇?e obtained from 
MD by a factor 𝛼, which ranges from 1 to 3. Note that 𝛼 ≅ 3 for complete saturation of the 
zigzag or armchair edges to form CH2 groups, while 𝛼 = 1  implies the absence of thermal 
radical effects. In addition, hydrogenation of the graphene basal plane has been shown to be 
reversible in samples subjected to hydrogen plasma for short time duration, prior to the 
formation of irreversible CH2 and CH3 groups. 
62,66–68 Raman spectroscopy shows that a 
hydrogenated bi-layer graphene sheet experiences an 80 % drop in the density of C-H groups as 
the temperature increases from 50 ℃, where limited dehydrogenation occurs (𝐼𝐷 𝐼𝐺⁄ = 2.6), to 
the optimal plasma-etching temperature of 300 ℃ (𝐼D 𝐼G⁄ = 0.5). Although our MD simulations 
are also performed at 300 ℃, no C-H bond dissociation associated with thermal dehydrogenation 
is observed, akin to experimental measurements at 50 ℃, since this process lies beyond the time-
scales accessible by MD. Consequently, with the absence of thermal dehydrogenation our MD 
simulations over-predict the basal plane etching rates by a factor of approximately 5.  
Consider the radial expansion of a hole of radius 𝑅𝑗 to 𝑅𝑗 + 𝑑𝑅𝑗  in the basal plane of an 
n-layer graphene sheet due to hydrogen plasma etching, where 𝑗 = 1 𝑡𝑜 𝑛 denote the index of the 
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individual graphene layers 𝐿j from top to bottom. The total number of C atoms removed from 
combined basal plane and edge etching can be expressed as 
(𝜌2𝜋𝑅𝑗)𝑑𝑅𝑗  = (𝛽?̇?𝑏,𝑖 𝜉 2𝜋𝑅𝑗)𝑑𝑅𝑗 + (𝛼𝑗?̇?𝑒,𝑖 2𝜋𝑅𝑗)𝑑𝜉   (4.3) 
where ?̇?b,i and ?̇?e,i are the basal-plane and edge etching rates from MD, and the index i denotes 
the evolving count of graphene layers located directly above the (x,y) coordinates of layer 𝐿j. We 
introduce the pre-factor 𝛽 = 0.2 in Eqn 4.3 to account for dehydrogenation effects at 300 ℃, and 
include the layer-dependent pre-factor 𝛼𝑗 to account for H radicals effects.  
As an example, we simulate the hole growth process in a bi-layer graphene sheet on SiO2 
at ion energy of 2 eV. We divide each graphene layer into axisymmetric radial elements and 
solve Eqn 4.3 numerically using finite difference. The number of C atoms within the radial 
elements decreases with fluence during the etching process, and we delete the element once this 
number reaches zero. At any instant when a radial element of layer 𝐿1 is removed, the index 𝑖 for 
(?̇?𝑏,𝑖, ?̇?𝑒,𝑖)  of the corresponding radial element directly below changes from 2 to 1 as that 
element in layer 𝐿2 is now directly exposed to the plasma. 
Fig 4.12a shows the evolution of the hole radii in graphene layers 𝐿1 and 𝐿2 as a function 
of the ion fluence 𝜉. We assume both graphene layers to have initial columnar holes of 5 nm 
radius. We first set 𝛼1 = 1 for the top layer and 𝛼2 = 3 for the bottom, with the rationale that 
thermal transport of H radicals along the exposed SiO2 substrate will more likely hydrogenate the 
exposed hole edges of the bottom graphene layer 𝐿2 than the layer 𝐿1 above. At ion energy of 2 
eV, basal plane and edge etching will be confined to the exposed layer, i.e. ?̇?b,2 ≈ ?̇?e,2 ≈ 0. 
Hole recession first occurs in layer 𝐿1, which exposes elements bounding the hole in layer 𝐿2. 
The index i of these newly exposed elements now changes from 2 to 1, thus initiating basal-plane 
and edge etching of these elements in 𝐿2. Since the edge-etching rate of layer 𝐿2 is 3 times faster 
than layer 𝐿1 due to hydrogen radical effects (𝛼2 𝛼1⁄ = 3), the expanding hole in layer 𝐿2 rapidly 
catches up with the hole in layer 𝐿1  and stops expanding. Hence, the hole growth rate in 
graphene layer 𝐿2 will be limited by that of the top layer 𝐿1, which results in columnar-type hole 
patterns (Fig 4.12b, top). After a fluence of 1.0 × 1018 ion/cm2, the cumulative damage from 
basal plane etching on 𝐿1 now dominates over damage introduced by edge-etching, and leads to 
rapid unstable hole growth in 𝐿1. The hole growth rate also increases in 𝐿2 due to combined 
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basal plane and edge etching, though the hole in 𝐿2 continues to grow stably. This process leads 
to stepped-edge hole structures (Fig 4.12b, bottom). Based on a typical experimental flux of 
~ 1.5 × 1015 ions/(cm2s), the critical treatment time for columnar to step-edge transition is ~ 
11 min. We remark that such stepped-edge patterns can develop much earlier if the H radical 
effects are similar for both layers (𝛼1 = 𝛼2 = 3 in Fig 4.12a). Both these columnar and stepped-
edge hole patterns have been reported in hydrogen plasma-etching of multilayer graphene (Fig 
4.12c).  
 
4.8 Summary 
We study the atomic-scale etching mechanisms of multilayer graphene, and the 
subsequent formation of nanopores, when exposed to downstream hydrogen plasma. Our 
molecular dynamics simulations based on reactive force-field potential reveal precise energy 
regimes for the transport of ions through, and selective etching of, individual graphene layers 
within the multilayer structure. Etching initiates with hydrogenation of the graphene basal plane, 
followed by localized C-C bond breaking which leads to the formation of CH2, and subsequently, 
unstable CH3 bond configurations. We establish the basal plane and edge etching rates of the 
individual graphene layers as a function of ion energy, and introduce a micromechanics model to 
predict the 3D-patterned pore structure at experimental length- and time-scales. Our results 
demonstrate the development of columnar holes in multilayered graphene, which transition to 
stepped-edge holes at higher fluence due to cumulative effects of basal-plane etching. The 
contributions of thermal radicals and dehydrogenation effects on the hole growth process are 
discussed. 
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4.9 Figures 
 
 
Fig 4.1: (a) Schematic of the energetic bombardment of H ions on quad-layer graphene supported 
on SiO2 substrate; individual graphene layers labeled 𝑳𝟏 to 𝑳𝟒 sequentially from the top. (b) Initial 
atomic configuration of a quad-layer graphene sheet on SiO2. The C, Si, and O atoms are colored in 
green, pink, and cyan, respectively. The MD simulation box, outlined in blue, is periodic in the in-
plane directions.  
Fig 4.2: Top and side view atomic configurations of basal plane etching of quad-layer graphene on 
SiO2, subjected to ion energies of (a) 10 eV, (b) 17 eV, (c) 23 eV, and (d) 28 eV. The snapshots are 
taken at a fluence of 𝟏. 𝟓 × 𝟏𝟎𝟏𝟓 ions/cm2. The H and C atoms are colored in red and green, 
respectively, while the SiO2 substrate is represented by interconnected pink and cyan bonds. Close-
up views show the extent of hydrogenation of graphene layers 𝑳𝟏 to 𝑳𝟒 
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Fig 4.3: Mechanisms of basal plane etching of quad-layer graphene at ion energy of 17 eV. (a) 
Snapshots of atomic configurations of graphene layers 𝑳𝟏 to 𝑳𝟒 at a fluence of 𝟑. 𝟎 × 𝟏𝟎
𝟏𝟓 ions/cm2, 
filtered to display only the C atoms and the C-C bonds. (b) Initiation of basal plane etching by the 
formation of C-H bond pairs on closest-neighbor C atoms in top-top (TT), top-bottom (TB), and 
bottom-bottom (BB) bond configurations. (c, d) Atomistic process of basal plane etching initiating 
from C-H bond pairs in a  TB (c) or TT (d) bond configuration. 
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Fig 4.5: Summary of the steady-state basal plane etching rate per unit area, ?̇?𝒃, versus the ion 
energy for the individual graphene layers 𝑳𝟏 to 𝑳𝟒 within the quad-layer graphene sheet. Error bars 
denote the standard error. 
Fig 4.4: Evolution of basal plane damage 𝑫𝒃 versus ion fluence 𝝃 for the individual graphene layers 
𝑳𝟏 to 𝑳𝟒 within the quad-layer graphene sheet, subjected to ion energies of 3 to 40 eV. 
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Fig 4.6: (a, b) Distributions of the (a) transmitted ion energies, and (b) off-normal polar angles, 
normalized by the ion density, for ions incident normally to a graphene layer with initial energy E0. 
(c, d) Mean transmitted ion energy (c), and polar angle (d) as a function of 𝑬𝟎. Error bars in (c, d) 
denote the standard deviation σ of the sample.  
60 
 
 
 
 
 
Fig 4.7: Probability of (a) chemisorption, (b) transmission, and (c) reflection of H ions incident on a 
graphene layer with initial energy 𝑬𝟎, and off-normal polar angle 𝜽𝟎.  
Fig 4.8: Basal plane etching rates in graphene layers 𝑳𝟐 to 𝑳𝟒 projected from the MD etching rate 
?̇?𝒃,𝟏 in layer 𝑳𝟏, with (red curve) and without (blue curve) off-normal angular correction (𝜸). Open 
symbols denote the results from MD. 
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Fig 4.9: Red and blue curves denote the hydrogenation index of the top and bottom sides of the 4 
layers in the quad layer graphene sheet respectively. The magenta and cyan curves represent the 
net dehydrogenation on the top and bottom sides of the graphene layers respectively. The 
dehydrogenation is determined by counting the number of formerly chemisorbed H atoms which 
are removed from the graphene layers. 
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Fig 4.10: Subsurface clustering of H2 molecules. (a) STM imaging of corrugated patterns of ripples 
and valleys with low density of surface defects on HOPG after hydrogen plasma exposure.60 (b) 
Underside of layer 𝑳𝟏 of the quad-layer graphene sheet subjected to ion energy of 15 eV at a fluence 
of  𝟑. 𝟎 × 𝟏𝟎𝟏𝟓 𝒊𝒐𝒏𝒔/𝒄𝒎𝟐 . C atoms are colored by the relative out-of-plane displacements.  H2 
molecules in the interlayer region are shown in red. (c) Formation of a H2 molecule in the interlayer 
region between layers 𝑳𝟏 and 𝑳𝟐 caused by the combination of an intercalated H radical (R) and a 
top chemisorbed H atom (T) on layer 𝑳𝟐.  
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Fig 4.11: Edge-etching of multilayer graphene. (a) Atomic configurations for graphene nanoribbon 
with exposed zigzag (upper) or armchair (lower) edges, supported by (left) or sandwiched between 
(right) two fully-periodic graphene layers. (b, c) Summary of the zigzag and armchair edge-etching 
rates per unit edge length, ?̇?𝒆, versus the ion energy for exposed (b) and sandwiched (c) graphene 
nanoribbons. Error bars denote the standard error. (d, e) Mechanisms of zigzag (d)  and armchair 
(e) edge-etching by direct hydrogenation of edge C atoms (blue arrows) or breaking of inner C-C 
bonds attached to edge C atoms (red arrows). 
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Fig 4.12: Kinetics of hole growth in the basal plane of multilayer graphene. (a) Hole growth radius 
R versus the ion fluence 𝝃 for a two-layer graphene sheet. (b) Schematic of the transition from 
columnar to stepped-edge hole pattern. (c) AFM topography imaging of columnar hole patterns in 
few-layer graphene (upper), and stepped-edge holes in HOPG, after hydrogen plasma exposure.28  
65 
 
Chapter 5. Thermal Effects and Dehydrogenation 
In our simulations so far, we have examined the effects of H ion energy on the different 
mechanisms of graphene etching and explained the experimental observations. However, MD 
simulations are limited in the duration of time that can be modeled due to femtosecond order 
time step necessary to resolve atomic vibrations. Consequently, the total duration of time 
simulated so far is in the order of nanoseconds compared to the experimental time scale of 
minutes. This ~ 9 order difference in time scales fundamentally limits MD simulations, as they 
cannot be used to capture slow processes. Thermal diffusion is one of the most common 
processes which are typically beyond the timescale of MD simulations. The diffusion occurs 
when a system oscillates within a local minimum in the phase space for long durations of time, 
with infrequent and instantaneous jumps between states. For the case of hydrogenated graphene, 
breaking of C-H bonds represents an infrequent event. Experiments have shown that graphene 
treated with hydrogen plasma for a short duration of time undergoes dehydrogenation which is 
detected by the reduction in the D band peak in the Raman signature. The graphene can in fact be 
restored to its initial pristine state under certain plasma conditions, typically when treated for a 
short duration. In addition to thermal dehydrogenation, combination of thermal radicals in the 
plasma and chemisorbed H atoms on the graphene surface via the Eley-Rideal process also 
contributed to surface dehydrogenation.64  
Luo et al. performed short duration plasma treatment of monolayer and multilayer 
graphene to study the role of temperature, treatment time, and number of layer on the 
dehydrogenation kinetics.62 Graphene samples were prepared by mechanical cleaving from 
HOPG and were place on an SiO2 substrate. These samples which contained regions of graphene 
ranging in number of layer from one (monolayer) to five were hydrogenated for 1 min. The H2 
gas ionized by a plasma source operating at 10 W with a gas pressure of 1 Torr. The ratio of the 
D band to the G band in the Raman signature was used to determine the number of H bonds on 
the graphene. Following the plasma treatment, the samples was heated at a rate of 50 ℃/min to a 
desired annealing temperature. Fig 5.1a shows the D band to G band ratio for monolayer 
graphene as a function of time. From the near exponential decay profile during annealing at the 
end of the plasma treatment, we can conclude that 1st order kinetics govern the dehydrogenation 
process. The authors examine the role of annealing temperature and plasma power (5 W and 15 
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W) on the dehydrogenation characteristics. From Fig 5.1b they can observe that dehydrogenation 
is faster at higher H concentration (mechanism I) suggesting the H-H surface interactions 
(Langmuir – Hinshelwood mechanism)69 play a significant role. Further the dehydrogenation 
rates are lower for sheets which are exposed to the plasma for a longer duration, indicating that H 
atoms involved in CH2 and CH3 bonds are less likely to dissociate as compared to the early state 
CH bonds.  
Several experimental groups studying the etching of graphene by hydrogen plasma report 
that the etching rate peaks at ~ 300-400 ℃ and decreases with further increase in temperature, 
usually being completely suppressed beyond ~ 700 ℃.27–29 Interestingly, this phenomena has 
also been observed for hydrogen plasma etching of graphene supported on copper,70 as well as 
for other 2D materials such hexagonal boron nitride (hBN)71. The non-monotonic etching rate 
profile can be explained by an interplay between two competing effects: Increase in C-C bond 
breaking rate with temperature versus decrease in hydrogen coverage with temperature due to 
dehydrogenation. In other words, if we imagine that H atoms to be somehow ‘locked’ on the 
graphene sheet once deposited, the etching rate should display an increasing profile with 
temperature. In reality, however, the H atoms are free to dissociate from the C atoms and do so 
with increasing rate at higher temperature. For temperature beyond 700 ℃, the dehydrogenation 
rate might be so high that deposited H atoms dissociate and are removed from the graphene 
before they can play a role in the C-C bond breaking. Thus, in order to understand the 
temperature effects, we must quantify the C-H dissociation kinetics. 
In this chapter we use high temperature MD simulations to accelerate the infrequency C-
H bond dissociation and obtain the activation energy and exponential pre-factor of the associated 
process using the Arrhenius law. Our simulations are performed on a pre-treated, free standing 
hydrogenated graphene sheet with interactions between C and H atoms governed by the ReaxFF 
potential. Next we compare the activation energy of graphene dehydrogenation obtained from 
high temperature MD simulations to Nudged Elastic Band (NEB) calculation.72 NEB is also used 
to calculate the barrier energy for H surface diffusion and H-H recombination via the Langmuir – 
Hinshelwood mechanism. Based on the activation energy obtained from NEB and MD we 
comment on the viability of time-scale extension using accelerated MD methods in chapter 6.  
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5.1 Kinetics of Dehydrogenation in Monolayer Graphene 
5.1.1 Simulations Setup 
We model a hydrogenated graphene sheet in a 10 × 10 × 8 nm3 MD box which is periodic 
in the in-plane (x-y) dimensions and fixed in the z directions. The graphene sheet was 
hydrogenated by first selecting a certain percent of C atoms in a pristine lattice and placing an H 
atoms at a distance of 1.1 Å, on either the top of the bottom side with equal probability. The 
system is then subjected to energy minimization using the conjugate gradient method to allow 
the hydrogenated C atoms to undergo sp2 to sp3 transition. Note that the equal sided pre-
hydrogenated sheet is modeled to represent graphene exposed to 10 eV H plasma, which also 
produces equal sided hydrogenation as shown in chapter 2. The graphene sheet is placed in the 
simulation box with a 4 nm thick vacuum layer in the z direction on either side. The C atoms in 
the system are heated to a temperature ranging from 2100-2700 ℃ using a Berendsen thermostat 
for 225 ps. For each temperature we considered graphene sheets with different extents of pre-
hydrogenation, where 4-14 % of C atoms are hydrogenated. Each case is repeated ten times with 
different set of initially saturated C atoms (by changing the random seed). We calculate the 
number of C-H bonds in the system during the simulations (cutoff = 1.45 Å). Due to thermal 
dehydrogenation this number is expected to decrease with time from the initial value. H atoms 
which are desorbed and leave the simulations box are ignored. Note that the elevated temperature 
of 2100-2700 ℃ is chosen to accelerate the dehydrogenation process to capture sufficient 
statistics within the relatively short 225 ps simulation. During the high temperature 
dehydrogenation simulations, the graphene sheet remains intact with the exception of a few C-C 
bonds broken due to the initialization of H atoms on neighboring C atoms. To ensure we do not 
gather erroneous hydrogenation data of a highly damaged sheet, an error message is triggered if 
more than 5 % of the C-C bonds are broken, and the simulation results are discarded. 
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5.1.2 Activation Energy and Pre-exponential Constant 
Over the course of the MD simulations we observe that the number of C-H bonds 
decrease with time in an exponentially decreasing fashion as governed by 1st order kinetics. Fig 
5.2 shows the graphene sheet before and after the heating in MD. The number of C-H bonds 
denoted by 𝑁𝐶𝐻(𝑡) is expected to decrease as, 
𝑙𝑜𝑔[𝑁𝐶𝐻(𝑡)] = 𝑙𝑜𝑔[𝑁𝑜
𝐶𝐻] − 𝑘𝑡 
where, 𝑁𝑜
𝐶𝐻  is the initial C-H bond count and 𝑘  is the reaction rate constant. For each 
temperature (2100 to 2700 ℃) and each initial H concentration (4 % to 14 %) we repeat the 
simulations for ten independent cases. By fitting the least square error linear regression on the 
MD derived 𝑁𝐶𝐻(𝑡) and taking the slope we obtain the value of 𝑘. We determine the reaction 
rate for a given temperature by taking the average over the simulations performed as different 
initial H concentrations (over the ten runs for each initial H concentration). Fig 5.3a shows the 
plot of 𝑙𝑜𝑔[𝑁𝐶𝐻(𝑡)]  versus time (𝑡)  for the various initial H concentrations subjected to 
temperature of 2100 ℃. The system is expected to follow the Arrhenius law. Hence, we can 
write, 
𝑙𝑜𝑔(𝑘) = 𝑙𝑜𝑔(𝐵) −
𝐸𝑎
𝑅𝑇
 
From the plot of 𝑙𝑜𝑔 (𝑘) versus 1/𝑇 shown in Fig 5.3b, we obtain the activation energy 𝐸𝑎 =
1.523 eV and pre-exponential constant 𝐵 = 4.527 × 1012 1/s. Our findings are in agreement 
with previous DFT and experimental calculations which report the dehydrogenation barrier 
energy to be between 1.1-1.32 eV.68,73–76  
5.1.3 Surface H-H Recombination and Thermal Dehydrogenation Mechanism 
During high temperature MD simulations we observe three mechanisms governing the 
transition of the H atoms on the graphene sheet: thermal desorption, surface hopping and 
Langmuir – Hinshelwood recombination, as shown in Fig 5.4a. The first two mechanisms (hop 
and desorb) are governed by 1st order kinetics which the Langmuir – Hinshelwood (LH) 
recombination mechanism is governed by 2nd order kinetics since it involves two H atoms. Fig 
(5.1) 
(5.2) 
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5.4b shows the removal of two H atoms and the formation of H2 molecule during the MD 
simulations on the graphene surface. Previous experiments by Hornekar et al. have reported H2 
dimer formation as via LH mechanism on graphene surfaces.73 Fig 5.4c shows the SEM image of 
dimer formation during thermal annealing of graphene after 1 min of plasma treatment.  
Since we assumed purely 1st order kinetics in the previous section, we determine the role 
of LH mechanism by calculating the number of H atoms which are removed by recombination 
with a neighboring H atoms. Fig 5.5a show the percent of LH contribution as a function of initial 
H concentration. These results are expected since H atoms are more likely to be in closer 
proximity with increasing H concentration, thus increasing the frequency of recombination.  We 
examine the effect of the LH mechanism on the chemical kinetics of dehydrogenation by 
calculating the activation energy 𝐸𝑎 as a function of initial H concentration (Fig 5.5b). Observe 
that 𝐸𝑎 increases monotonically with H concentration from 1.393 eV to 1.681 eV suggesting that 
the LH mechanism represents a higher barrier process than thermal desorption. Since during 
hydrogen plasma treatment the H surface coverage is expected remain low, we must consider the 
chemical kinetics obtained from MD simulations with low initial concentration (4%) of H atoms. 
Thus the true activation energy for the dehydrogenation process is 𝐸𝑎 =  1.393 eV  and the 
corresponding pre-exponential constant is 𝐵 = 3.465 × 1012 1/s.  
 
5.2 Nudged Elastic Band (NEB) Analysis 
Nudged Elastic Band (NEB) is a method for calculating the barrier energy and the 
minimum energy path (MEP) between two neighboring transition states in a system.77 The MEP 
is defined as the path along which forces on the system act only along the direction of the path. 
The maxima along the MEP are saddle points in the potential energy surface of the system. 
Barrier energy is defined as the difference between the energy of the initial state and largest 
maxima point along the MEP. NEB involves first identifying the initial and final states of interest 
and constructing an initial MEP by evenly dividing the straight line join them. A spring 
interaction is added between consecutive images in the MEP to mimic an elastic band. The 
optimization involved modifying or ‘nudging’ the coordinates of the images to minimize the sum 
of the total energy, defined as the sum of the energy of the states and the elastic energy stored in 
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the springs. Here, we use a variant of the NEB called the Climbing Image Nudged Elastic Band 
method (CI-NEB)72 which divides the methods into two steps: 1) the MEP is calculated using 
regular NEB, 2) The current image with the highest energy on the MEP is then displaced to 
move to the top of the saddle point using the barrier climbing methods described by 
Henkelman.72  
We use the CI-NEB to calculate the static barrier of H desorption, H hopping and H-H 
recombination (LH mechanism) on monolayer graphene. A total of 56 replicas are used between 
the initial and final states for all three simulations. The spring between consecutive images are 
assigned a spring constant (for parallel nudging force) of 69.47 pN/Å. Damped dynamics with a 
time step of 0.5 fs and energy tolerance of 10−10 kcal/mol is used to minimize the total energy 
for each iteration. Damped dynamics is superior to the conjugate gradient method, since it 
reduces the likelihood of the MEP getting stuck in local maxima. The reaction coordinate is 
defined as the fractional distance along the optimized MEP. Fig 5.6 shows the potential energy 
along the reaction coordinated for the three dehydrogenation mechanisms considered. The barrier 
energies for hopping (Fig 5.6a), desorption (Fig 5.6b) and recombination (Fig 5.6c) are 2.64 eV, 
2.69 eV and 2.18 eV respectively.  
The static barrier energy of 2.69 eV obtained from NEB is significantly higher that the 
dehydrogenation barrier energy of 1.393 eV calculated from high temperature MD simulations. 
Although Fig 5.3b shows that the dehydrogenation kinetics obey the Arrhenius law very well for 
temperature between 2100 ℃ and 2700 ℃ the curve may not remain linear at lower temperatures. 
The NEB barrier represents the activation energy of the system as the temperature approaches 0 
K. Hence the graphene dehydrogenation is a process which has temperature dependent chemical 
kinetics and does not truly follows the Arrhenius law over a wider range of temperatures of 
interest. The implications of this conclusion are discussed in more detail in chapter 6.   
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5.3 Summary 
High temperature MD simulations were used to examine the kinetics and mechanism of 
the thermal dehydrogenation on monolayer graphene. The H atoms were shown to undergo 
desorption by thermal vibrations as well as surface recombination via the Langmuir – 
Hinshelwood (LH) mechanism. We obtained the activation energy 𝐸𝑎 = 1.393 eV and pre-
exponential constant 𝐵 = 3.465 × 1012 1/s, for low initial H coverage of 4 %. The extent of 
thermal dehydrogenation was shown to increase monotonically with increasing H coverage due 
the increasing contribution of the LH recombination mechanism. The role of the LH 
recombination mechanism was also confirmed by calculating the fraction of chemisorbed H 
atoms which recombine to form H2 over the duration of the MD simulations. Nudged Elastic 
Band (NEB) analysis was performed to obtain the static barrier energy of thermal desorption, 
hopping and LH recombination mechanism. The NEB barrier of 2.69 eV deviated significantly 
from the MD calculated activation energy of 1.393 eV.  
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5.4 Figures  
 
Fig 5.1: Experimental observations of thermal dehydrogenation in graphene.62 a) The ratio of D 
and G band in the Raman spectrum of hydrogen plasma treated graphene showing reversible 
hydrogenation. b) Influence of ion energy on the reversibility of hydrogenation. The 15 W 
treatment which results in lower hydrogenation shows a lower drop in ID/IG ratio.  
Fig 5.2: MD screenshot showing the chemisorbed H atoms on a monolayer graphene sheet before 
(a) and after (b) annealing at 2300 ℃ for 225 ps. The initial H coverage is 14 %. H atom are colored 
red while the C atoms are colored green.  
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Fig 5.3: Kinetics of graphene dehydrogenation. a) The log of number of C-H bonds versus 
simulations time for various initial H concentration during high temperature MD simulations at 
2100 ℃. The curves follows a linear profile as expected from a 1st order reaction. b) The plot of 
𝒍𝒐𝒈 (𝒌)  versus 𝟏/𝑻  along with the best fit linear regression. The activation energy and pre-
exponential constant is obtained from the slope and y-intercept of the best fit line.  
Fig 5.4: Mechanisms of graphene dehydrogenation. a) Schematic showing desorb, hop and 
recombine mechanism active during high temperature MD simulation. b) MD screenshot showing 
the LH recombination mechanism of surface H on graphene. c) SEM images of annealed graphene 
showing LH recombination and the subsequent formation of H2 molecule.74  
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Fig 5.6: Energy of the images along the MEP path obtained by NEB analysis of three mechanism of 
dehydrogenation, namely hop (a), desorb (b) and recombine (c).    
Fig 5.5: a) LH recombination index as a function of initial H concentration. The LH recombination 
index is defined as the percent of H atoms which are removed from the graphene due to surface 
recombination. b) Activation energy as a function of initial H concentration. The monotonous 
increase in a) and b) suggests that the LH mechanism has a higher barrier energy that the pure 
thermal desorption.  
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Chapter 6. Future Work and Limitations: Graphene Patterning 
In this chapter we discuss some possible avenues of research in the field of hydrogen 
plasma patterning of graphene. The primary focus of the discussion is the ‘time-scale’ limitations 
of MD simulations and its implications on the role of temperature effects. We also briefly discuss 
limitations of the classical assumption of MD simulations and possible quantum effects which 
may affect the accuracy of our MD predictions.  
The long standing limitation of MD simulations is the requirement of a femtosecond 
scale time step to account for thermal vibrations of the atoms.78 With the current computational 
capabilities, MD simulations are limited to time-scales of several nanoseconds, and length-scales 
of several hundred nanometers. While we have addressed the length-scale limitations through 
micromechanics modeling (section 3.7 and 4.7), the time-scale limitations have not been fully 
addressed. Phenomena like diffusion, surface annealing and vapor deposited film growth which 
play a crucial role in many processes of interest occurs over a time-scale of seconds or minutes.79 
These slow processes involve systems where atoms are trapped in local potential energy minima 
(transition states) for long durations of time with infrequent and instantaneous jumps between 
discrete transition states. The periods of inactivity in local potential energy basins does not 
provide any information about the long term evolution of the system but consumes the majority 
of the simulations time. In the hydrogen plasma graphene system, the C-H and C-C bonds 
breaking represent such discrete transitions. In the previous chapter we examined the kinetics of 
the C-H bonds dissociation by raising the temperature of the MD simulations to 2100-2700 ℃. 
The simplistic approach of high temperature MD is, however, only viable for single step reaction 
of H desorption. It is not possible for instance, to obtain the kinetics of C-C bond dissociation by 
high temperature MD simulations. The reason for this is that the process of C-C bond dissociate 
involve a complex reaction involving multiple steps of CH, CH2 and CH3 formation, followed by 
thermal dissociation of the CH3. Voter et al. showed that simply raising the temperature of a 
multistep reaction in MD skews the relative ratios of the reaction rates and produces incorrect 
and unphysical dynamical evolution.80 
Methods such are parallel replica dynamics (PRD),81 bond boast method,82 
hyperdynamics83 and temperature accelerated dynamics (TAD)80 have been proposed to 
accurately accelerate MD simulations. A key underlying assumption of all these methods called 
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‘harmonic Transition State Theory’ (hTST).84 It states that the potential energy landscape must 
be approximated by a collection of potential basins in which the system vibrated close to the 
minimum energy position.84 The range of vibration must be small enough for each state to be 
approximated as vibrations in a harmonic well. In other words, the stretching of the bonds must 
be small enough that they can be approximated as linear springs which only discretely and 
infrequently break and reform. Perez et al. suggested that metallic systems follow the assumption 
of hTST up to approximately half of their melting temperature.85 In general this assumption is a 
good approximation for the potential surface formed by ordered crystals or interstitial adatoms. It 
is however, not known if the thermal processes on hydrogenated graphene, which are of interest 
to us, can be approximated by hTST.  A consequence of the hTST assumption is that the 
activation energy of a single step process is temperature independent. From the discrepancy 
between the dehydrogenation activation energy from high temperature MD (1.393 eV) and the 
static NEB calculation (2.69 eV) we can conclude that the C-H bonds dissociation does not 
follows hTST. The light mass of the H atoms and planar nature of the graphene sheet results in 
large vibration of the H atoms in the C-H basin which likely violate the assumption of bond 
linearity. Consequently, none of the time acceleration methods can be applied to the hydrogen 
plasma graphene system. Hence, a possible avenue for future research is the development of a 
time-acceleration scheme which does not rely on hTST and can be applied to amorphous 
materials.  Such a method applied to the hydrogen plasma patterning of graphene will allows for 
a complete exploration of the flux, energy and temperature phase space and tremendously 
improve the predictive capacity of atomic scale simulations.  
Finally, we discuss the assumption of classical treatment of atoms which is universal to 
all MD or accelerated MD simulations. It is often uncritically assumed that a collection of atoms 
are governed purely by classical equation of motion without regards to the dual wave-particle 
nature.18,86,87 MD simulations cannot access the quantum states of a systems, but the role of 
quantum effects can be examined by calculating the De-Broglie wavelength 𝜆 of the constituent 
atoms using the following equation,88 
𝜆 =
ℎ
√2𝜋𝑚𝑘𝐵𝑇
 (6.1) 
77 
 
For the classical assumption to be valid, 𝜆  must be smaller than the typical bond 
length (~ 1.5 Å), or lattice spacing, and ideally should be much smaller than the bond length.88 
Using Eqn 6.1 it can be shown that this is only valid for systems involving heavy atoms at high 
temperature (or velocities). Since the hydrogen graphene simulations involve the light H atom, it 
is very likely that some physics of phenomena is fundamentally beyond the scope of classical 
MD simulations. For instance, an H atom vibrating at a temperature of 300 ℃ has a De Broglie 
wavelength of 𝜆 = 0.729 Å, which is smaller than the C-C bonds distance of 1.42 Å but of 
similar order of magnitude. However, during the bombardment phase of the simulation, the 
kinetic energy range of ion bombardment (1-30 eV) corresponds to a De Broglie wavelength of 
0.02-0.11 Å, implying that the assumptions of classical MD simulations holds well during the 
bombardment phase.  
In Fig 6.1, we highlight the region of the temperature-atomic mass plane where 𝜆 is less 
than the 0.2 Å (sufficiently small to be considered much less than lattice spacing). Note that even 
for heavier atoms such as Si, the critical temperature below which classical assumption can be 
comfortably applied is reasonably high, ~ 272 K. Hence, further critical investigation into the 
role of non-classical phenomena in MD simulations should be performed to improve the fidelity 
of MD simulations.      
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6.1 Figures 
 
 
 
 
 
 
 
 
 
Fig 6.1: Regions in the temperature-atomic mass plane where the De Broglie wavelength transition 
0.2 Å.  
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PART II: PYROLYSIS MODELING OF POLYMER BASED 
ABLATIVE THERMAL PROTECTION SYSTEM 
Chapter 7. Background: Ablative TPS    
In part II (chapter 7-11) of this dissertation we shift our focus from controlled plasma 
patterning of graphene to erosive effect of plasma on material surfaces. Here we consider the 
example of ablation of spacecraft thermal protection system (TPS) due to atmospheric plasma 
which is generated by shock heating of ambient gases during high speed re-entry. TPS is the 
barrier that shields a spacecraft from the high heating loads encountered during the atmospheric 
re-entry phase. TPS can be non-ablating or ablating. In the non-ablating TPS, a major portion of 
the impinging heat is reflected and re-radiated, but the TPS does not undergo appreciable 
changes in mass or properties. Comparatively, the ablating TPS can withstand much higher heat 
loads through the process of phase change and mass loss. More specifically, in an ablating TPS, 
the heat triggers the thermal decomposition of the material close to the surface which sublimates 
from solid to gas in an endothermic process which absorbs some of the thermal energy.89 More 
importantly, the pyrolysis gas generated from the material decomposition provide transpiration 
cooling and pushes the heated shock layer away from the surface, effectively reducing the 
incident heat flux. Because of the sacrificial nature of the ablating TPS, a critical design 
parameter is the minimum required TPS thickness for a given heat load. Continuum-level 
thermal response models have been proposed using heat flux from the trajectory as boundary 
conditions, and the required TPS material thickness have been obtained by integrating the total 
heat load. More sophisticated mechanism-based models also include the contributions of solid-
to-gas transitions of the phenolic resin, the thermal properties associated with the charring layer, 
as well as transpiration cooling effects from blowing gases.90  
For our analysis we consider AVCOAT, which is an ablating TPS materials 
manufactured for use in NASA’s next generation of manned space exploration vehicle – Orion.91 
Part II (chapter 7-11) of my PhD research focuses on using ReaxFF-based MD simulations 
coupled with mechanism-based continuum models to characterize the thermal response of the 
AVCOAT TPS.  
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In this chapter, we describe the microstructure of the composite AVCOAT TPS and prior 
research on the pyrolysis of phenolic resin reported by thermogravimetric analysis (TGA) 
experiments and ReaxFF-based MD simulations.  
In chapter 8, we model the crosslinked phenolic resin molecular structure using a thermosetting 
algorithm in MD. A non-reactive PCFF potential is used to define crosslinks between the 
monomers. We then switch to the ReaxFF potential to obtain the chemical kinetics of the 
crosslinked phenolic resin pyrolysis. The role of the silica fibers is also examined.  
In chapter 9, we develop a mesoscale model which uses the chemical kinetics obtained in chapter 
8 to determine the effective surface recession rate of the phenolic microballoons in AVCOAT, as 
a function of temperature.  
In chapter 10, we develop a continuum scale material response model based on 1D heat transfer 
which can reach experimentally relevant length- and time-scales. We validate the model by 
direct comparison with previous arc jet and wind tunnel experiments and use it to obtain the 
surface temperature and char thickness for the AVCOAT TPS during re-entry.  
In chapter 11 we describe the future direction for research in this field, and some preliminary 
results for the modeling of the microstructure of the char resulting from phenolic resin pyrolysis. 
 
7.1 Microstructure of the AVCOAT TPS 
AVCOAT is a multiphase composite material made up of hollow phenol formaldehyde 
resin (phenolic) microballoons held together by novolac epoxy binder and reinforced by chopped 
silica fibers as shown in Fig 7.1.92 The resulting composite has a 25% fiber mass fraction and a 
porosity of 50%. The chemical structure of the phenolic resin consists of phenol molecules 
connected to each other via methylene (CH2) bridges which substitute the hydrogen at the ortho 
and para positions resulting in an amorphous network of interconnected rings. The novolac 
epoxy binder functions as a glue binding the phenolic microballoons and the silica fibers.93  
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7.2 Thermogravimetric Analysis for Phenolic Resin Pyrolysis 
Thermogravimetric analysis (TGA) was performed by Trick et al. to quantify the mass 
change during pyrolysis, as a function of temperature.94 They developed a kinetics model for the 
pyrolysis of phenolic/carbon pre-peg SC1008/T300 to study the manufacturing process of 
carbon/carbon components. From the weight loss plot of the material during high temperature 
treatment they predicted the reaction rates and activation energy. The reactions was shown to be 
proceed in separate stages which were classified by the difference in reaction rates from changes 
in the pyrolysis mechanism. The sample was heated from room temperature to 800 ℃ in an inert 
nitrogen environment at heating rates of 0.5, 1.0 and 10.0 ℃/min. Fig 7.2a shows the percent of 
resin remaining at various temperature for the three heating rates. From the derivative of the 
curve the mass loss 𝑑𝑀/𝑑𝑇 for heating rate of 0.5 ℃/min is shown in Fig 7.2b. 
Using first order decomposition kinetics the authors attempted to reconstruct the mass loss curve 
as a sum of independent reactions. For each individual reaction the mass loss is governed by, 
∫
𝑑𝜉
1 − 𝜉
= ∫ {
𝑇
𝑑𝑇/𝑑𝑡
𝐴𝑒−
𝐸
𝑅𝑇} 𝑑𝑇
𝑇
𝑇𝑖
𝜉
𝜉𝑖
 
where, 𝜉 is the extent of reaction at temperature 𝑇 defined as the fraction of mass removed, 
𝜉 =
𝑚𝑜 −𝑚 
𝑚𝑜 −𝑚𝑒
 
They decomposed the mass loss curves into four reactions, and obtained activation energy (𝐸) of 
of 17.7 kcal/mol, 23.4 kcal/mol, 18.5 kcal/mol, and 47.5 kcal/mol, and the pre-exponential 
constant (𝐴) ranging from 6.33 × 102 to 3.96 × 108 1/𝑚𝑖𝑛. The first stage was suggested as 
the initial water loss, while the final stage resulted in the disintegration of the phenolic rings. The 
constants were shown to be independent of the heating rates. The authors acknowledge that the 
consensus between experimental studies of phenolic pyrolysis is poor. To illustrate the point, 
they use their data on previous kinetics models proposed by Anderson95 and Friedmann96 to 
obtain an activation energies of 14-160 kcal/mol and 15-170 kcal/mol respectively.  
(7.1) 
(7.2) 
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The wide disparity between the activation energies obtained from the various TGA 
experiments is due to variations in the techniques used to obtain mass loss curves as well as 
differing compositions of the material studied. More recent TGA studies have reported a three-
stage pyrolysis process, with activation energies of 52.2 kcal/mol, 64.9 kcal/mol and 72.9 
kcal/mol, respectively.97 Similar activation energies were obtained by William et al. for high 
density phenolic nylon (47.7 kcal/mol) and AVCOAT 5026-H/CG (23.5 to 25.5 kcal/mol).98 
Although TGA experiments have been used for calculating the chemical kinetics of pyrolysis 
they cannot provide detailed quantitative understanding of the complex pyrolysis mechanisms.  
 
7.3 Molecular Dynamics Simulations of Phenolic Resin Pyrolysis 
Atomistic mechanisms associated with pyrolysis of the phenolic resin have been studied 
using ReaxFF-based molecular dynamics (MD) simulations. Jiang et al. and Desai et al. 
subjected an uncrosslinked phenolic formaldehyde resin to temperatures of 2750 to 3250 K in 
MD to simulate the initial stages of pyrolysis.99,100  The simulation temperatures greatly exceed 
the temperatures in TGA experiments, but were adopted to computationally accelerate the 
pyrolysis reactions due to limitations of the MD time-scale. They demonstrated that the primary 
reaction product was H2O, formed by the 𝛽 elimination mechanism, while secondary products 
included H2, C2H2, and CO. Using the number of H2O molecules generated in the periodic MD 
box as the extent of reaction, Jiang et al. obtained the activation energy and pre-exponential 
constant to be 27.61-40.95 kcal/mol and 1.8 × 1014 s−1  respectively. Fig 7.3a shown the plot of 
log (𝑘) vs 1/𝑇 obtained from their MD simulations. The calculations assumed that the phenolic 
resin pyrolysis can be reduced to a single 1st order reaction, with the reaction rate following the 
Arrhenius law. The authors note that the elimination of H2O from the phenolic resin chains 
resulted in the formation of new C-C bonds, marking the initial stages of carbonizing. Desai et al. 
replicated the simulations of Jiang et al., to obtained a similar composition of pyrolysis products, 
and an activation energy and pre-exponential constant of 24.88-34.45 kcal/mol and 1.59 ×
1014 s−1  respectively, as shown in Fig 7.3b. More recent MD simulations by Qi et al. 
demonstrated that pyrolysis of the phenolic resin at 3500 K resulted in much smaller polymer 
fragments than at lower temperatures of 2500 K.101  
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7.4 Figures 
 
 
 
 
 
 
 
Fig 7.1: Scanning electron microscopy image of AVCOAT microstructure, comprising of a mixture 
of silica fibers and phenolic microballoons.93 
84 
 
 
 
Fig 7.2: Thermogravimetric analysis of phenolic/carbon pyrolysis.95 (a) Percent of resin remaining 
as a function of temperature during heating to 800 ℃ at rates of 0.5 ℃/min, 1.0 C/min and 
10.0 ℃/min. (b) Rate of mass loss at heating rate of 0.5 ℃/min, and the four separate reaction 
curves which are fit to the rate of mass loss. The diamonds represent the data points from 
experiments.   
Fig 7.3: Log of reaction rate, defined as the H2O formation rate versus inverse temperature during 
phenolic resin pyrolysis obtained by ReaxFF-based MD simulations by (a) Jiang et al.100and b) 
Desai et al.101 
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Chapter 8. MD Simulations for the Modeling and Pyrolysis of 
AVCOAT3  
As aforementioned, AVCOAT is a polymer-based foam composite, which is composed 
of a porous matrix and chopped silica fibers. The matrix is in the form of microballoons made of 
a highly crosslinked polymer called phenol formaldehyde resin (or phenolic resin), glued 
together by a novolac epoxy binder.93 In this chapter, we focus on quantifying the pyrolysis of 
the phenolic resin using MD simulations.  
 
8.1 Modeling of Crosslinked Phenolic Resin 
The atomic structure of the phenolic resin used in AVCOAT has a high degree of 
crosslinking which strongly influences its thermal and mechanical properties.102–105 The amount 
of crosslinking plays an important role in the rate and composition of the char formation during 
resin pyrolysis.106 The structure of the phenolic resin consists of phenol molecules connected to 
each other via methylene (CH2) bridges which substitute the hydrogen at the ortho and para 
positions resulting in an amorphous network of interconnected rings as shown in Fig 8.1a.107 
Previous experimental and first principle calculations have shown that the para and ortho 
positions on the phenolic rings are equally reactive while the meta position is almost completely 
unreactive during curing.108–110 Therefore in our simulations only crosslinking at ortho and para 
positions is considered.  
All our simulations are performed using the open source package LAMMPS.37 The 
modeling of the thermoset phenolic resin is achieved by using explicit bond formation algorithm 
on a pre-polymer mix of phenolic rings and methylene bridges mimicking the actual curing 
process of thermoset polymers.111 We use the Polymer Consistent Force Field (PCFF) type 
potential for describing the interatomic interactions during the curing stage since they allow 
explicit bond definitions.112 Non bonded interactions consist of LJ and coulombic terms. The 
parameters for the C, H and O interactions were obtained from the open source software 
                                                          
3 Some of the results presented in this chapter have been previously published in the following publication: Harpale 
A., Sawant S.S., Kumar R., Levin, D. and Chew H.B. ”Ablative Thermal Protection Systems: Pyrolysis Modeling 
by Scale-Bridging Molecular Dynamics” Carbon, 130 (2018): 315-324  
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‘XenoView’, a multi-purpose molecular builder and the cross terms are obtained from 
‘sixthpower’ mixing rules.113   
We first construct a simulation cell containing two phenol rings and three CH2 molecules as 
shown in Fig 8.1b. The hydrogens on the ortho and para positions of the phenol rings are deleted 
to create reactive sites for crosslink formation. The system is replicated 10 × 10 × 6 times to 
create an ordered array of 1200 rings and 1800 CH2 molecules in a simulation box of dimension 
20.0 × 20.0 × 6.0 nm3.  Since each ring can form a maximum of three additional bonds while 
each CH2 can bond with two C atoms, the stoichiometric ratio 2:3 of phenolic rings to CH2 
molecules chosen here maximizes the crosslinking efficiency. Periodic boundary conditions are 
implemented in the x and y direction while reflecting walls are enforced in the z direction. The 
wall prevents the bonded molecules from straddling the z axis, which will be a matter of 
importance when the vacuum layer is introduced in the x direction to model the slab boundary 
conditions. The system is heated to 1000 K for 1000 ps using the Berendsen thermostat with 
damping constant of 50 fs in, to randomize the positions and orientations of the phenol rings in 
the pre-polymer mix. The density is raised from the current 0.25 g/cc to the target density of 1.20 
g/cc by deforming the simulation box in the x and y dimensions resulting in a simulations box of 
dimensions 5.5 × 5.5 × 6.0 nm3. The compression is performed gradually over 1000 ps with the 
temperature maintained at 1000 K to mitigate any local residual stress. Finally, the pre-polymer 
mix is subjected to the curing stage for another 1000 ps. Bonds are added between the reactive 
sites in the ortho and para positions of the phenolic rings and the C atoms on the CH2 molecules. 
Every 10 steps the distance between all possible bonding C atoms is checked and a permanent 
bond is added is it less than the cutoff of 0.3 nm. The bonds formation is constrained to prevent a 
CH2 molecule from saturating more than one site on the same phenol rings (self-linking). Self-
linking of chains limits the number of terminal rings and reduces crosslinking efficiency. Due to 
the difference between the C-C bond creation cutoff of 0.3 nm and the equilibrium distance of 
0.152 nm, each newly created bond adds 1854 kcal/mol of energy to the system. In order to 
prevent spikes in temperature a Berendsen thermostat is implemented on the phenolic rings, set 
to a target temperature of 800 K. The final atomic structure is minimized using the conjugate 
gradient method. We determine that a total of 1117 new C-C bonds are formed during the curing 
stage. A time step of 0.2 fs is used during the simulation. Fig 8.2 shows the C atoms and C-C 
bonds in the MD box before and after the curing stage.  
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The efficiency of the algorithm is measured by the degree of crosslinking achieved at the 
end of the curing stage. While various methods have been previously used to characterize a 
crosslinked polymer, we define the degree of crosslinking as the fraction of reactive sites on the 
phenolic rings that are saturated by C-C bonds.107,114,115 Fig 8.3a shows the degree of 
crosslinking increases rapidly during the curing stage, reaching a steady state value of 𝐷 =
 0.931. For comparisons, based on our definition, a phenolic resin consisting of a purely linear 
chains (ortho-ortho-novolac) has a degree of crosslinking of D ~ 0.66 while a fully bridged 
system has a value of 𝐷 =  1. We also track the size of the largest cluster during the curing stage 
and observe that it percolated the length of the simulation box. During polymer condensation 
reaction the gel point is identified as the time instance when the second largest cluster in the 
system reaches its peak size and begins to shrink.116 In our simulations the gel point is reached 
within the first 100 ps of the curing stage.  At the end of the curing, the largest cluster contains 
99.64 % of the atoms in the system. After the simulation the atoms which are not connected to 
the largest cluster are deleted. It should be noted that while the polymerization algorithm 
described here is derived from the mechanism of thermosetting of phenol in the presence of 
formaldehyde, it does not attempt to capture the kinetics of the process. Using a non-reactive 
potential and bond creation technique, our goal is simply to obtain the final molecular 
configuration of the crosslinked phenolic resin. 
 
8.2 Chemical Kinetics of Phenolic Resin Pyrolysis 
After the curing process, we adopt a reactive-force-field (ReaxFF) potential, in place of 
the PCFF potential, to allow for dynamic bond breaking and reformation during pyrolysis of the 
phenolic resin.117 This ReaxFF potential has been specifically calibrated to simulate high 
temperature gas phase oxidation of hydrocarbons, and has been extensively validated against 
quantum mechanical (QM) calculations. We insert a 12-15 nm thick vacuum layer in the z 
direction of the simulation box to model the free-surface of the phenolic resin (Fig 8.3b). We 
minimize the system using the conjugate gradient method and equilibrate it at a temperature of 
300 K. We impose a (small) bi-axial pressure of 10 atm at 300 K for 12.5 ps along the x and y 
directions of the simulation box to allow minor atomic reconfigurations and mitigate local 
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residual stresses. The density of our phenolic resin model system is observed to reach a steady-
state value of 1.25 g/cc, which is in good agreement with previous studies.105  
Endothermic pyrolysis occurs when a thermoset phenolic resin sample is heated at high 
temperatures. To study the pyrolysis kinetics, we fix the bottom 0.5 nm layer of atoms and 
subject the 5 nm thick slab of atoms above to the targeted pyrolysis temperature (500 to 2300 K) 
which is maintained by a Berendsen thermostat for 500 ps. The atoms very close to the surface 
(0.5 nm) are not included in the thermostat to prevent local temperature fluctuation caused by 
higher compliance at the surface. Over the course of the simulations the Berendsen thermostat 
was reassigned every 15.0 ps to exclude the fragments which dissociate from the main cluster of 
atoms in order to prevent spurious deviations from the target pyrolysis temperature. The time 
step is fixed at 0.25 fs during the entire simulation. During the pyrolysis, the bonds in the 
phenolic resin gradually dissociate. The fragments released from the decomposition diffuse 
within the bulk and diffuse out of the surface toward the +z direction. The top 3.0-6.0 nm of the 
simulations box is designated the reservoir where the atomic fragments are trapped (larger 
reservoir used for higher temperatures).). A combination of a unidirectional region (‘oneway’ 
command in LAMMPS) and a reflecting wall is used to implement the reservoir region in the 
simulation box.37  
Fig 8.4 shows snapshots of the atomic configurations of the phenolic resin at 
temperatures of 500 K to 1500 K after 500 ps of heating, and at temperatures of 1800 K to 2300 
K after 250 ps of heating. Longer time simulations were conducted for the former because of the 
significantly slower pyrolysis reactions. Observe that the phenolic resin remains stable at 
temperatures of 500 K, while pyrolysis fragments are only observed at temperatures of 800 K 
and above. This suggests that pyrolysis of the phenolic resin starts at temperatures of ~ 500 K to 
800 K, in agreement with TGA data which report the onset of mass loss of phenolic resin at ~ 
500 K.95 Increasing number of pyrolysis fragments are observed at higher temperatures. No 
appreciable recession of the surface is observed during the MD simulations at temperatures of up 
to 2000 K. Time-trace of the pyrolysis fragments at 1800 K shows that these fragments, 
comprising of mostly 2-3 atom clusters, originate homogeneously from within the bulk, with no 
preferential dissociation at the resin surface. At temperatures of 2300 K, which is in the range of 
the maximum reentry temperatures experienced by the surface of ablative TPS, larger clusters of 
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the phenolic resin (>10 atoms) are now removed from the surface to form incipient surface 
cracks, which suggests the onset of surface spallation. Our simulations show that these larger 
clusters typical of spallation originate from nearer the surface, while smaller 2-3 atom clusters 
typical of pyrolysis fragments originate deeper in the polymer. Hence, our MD simulations 
reveal distinct transitions in the pyrolysis mechanisms with temperature: from onset of pyrolysis 
at ~ 500 K to 800 K, to potentially the onset of spallation at ~ 2300 K and beyond. 
The pyrolysis process initiates with the formation of a large number of H2O molecules, 
produced by two predominant mechanisms. In the first mechanism shown in Fig 8.5a-i, –OH 
functional groups on neighboring phenolic rings interact at high temperatures, breaking one O–H 
bond in the process (labeled in red) to allow the other –OH group (labeled in blue) to react with 
the released H atom to form H2O and a C-O-C ether linkage. The second mechanism is the well-
established β elimination process shown in Fig 8.5a-ii, where the –OH functional group on one 
phenolic ring (labeled in blue) combines with a H atom on adjacent or remote CH2 bridge sites 
(labeled in red) to release H2O. Similar H2O formation mechanisms have been reported for 
pyrolysis of an uncrosslinked phenolic resin.99 These MD simulation results closely-corroborate 
with TGA data which detect the presence of water vapor during early-stage pyrolysis of the 
phenolic resin.94  
We trace the evolving number of H2O molecules released by pyrolysis of the phenolic 
resin model at 1800 K in Fig 8.5b, as well as the total number of C, H, and O atoms released and 
trapped within the reservoir during the pyrolysis simulation in Fig 8.5c. The count of the number 
of H2O molecules released appears to saturate at ~ 400 ps (Fig 8.5b). However, the number of C 
atoms released still continues at a constant rate (Fig 8.5c), implying that the pyrolysis reaction 
has now transitioned to the steady-state dissociation of C-C bonds. The removal of –OH 
functional groups and –H atoms to release H2O during early-stage pyrolysis significantly 
weakens the C-C bonds within the phenolic ring network (Fig 8.6a). Continued heating breaks 
these weakened C-C bonds, opening up the phenolic ring to form linear polymer sections (Fig 
8.6b). Subsequent breaking of C-C bonds within the polymer chain network releases C-C 
fragments (Fig 8.6c).  
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We quantify the kinetics of pyrolysis by condensing the process into a single first order 
reaction. Since the final stages are characterized by C-C bonds breaking we define the extent of 
reaction using the average coordination number of the C atoms in the system. The values 
decrease in an exponential fashion as the reactant concentration decreases. The reaction rate 
constant at each temperature is calculated by fitting a least error exponential function. The term 
in the exponent is used to calculate the reaction rate constant, 𝑟(𝑇). Based on the Arrhenius 
equation the reaction rate varies with temperature as, 
𝑟(𝑇) = 𝐵𝑒−𝐸𝑎 (𝑅𝑇)⁄  
where 𝐸a is the activation energy, R is the universal gas constant, B is the exponential pre-factor, 
and T is the pyrolysis temperature. Note that during the calculation of the number of C-C bonds 
the entire system is considered, without excluding the 3-5 nm reservoir at the top of the 
simulation box. Since the C-C bonds can release fragments containing intact bonds, the methods 
is not biased towards the position of the C-C bond in the polymer chain. In other words, a bond 
dissociation towards the terminal end of the polymer chain (which will release a small fragment) 
will result in the same decrease in the total bonds count as a dissociation further away from the 
terminal chain (resulting in a large fragment).  
Fig 8.7 shows the near-linear variation of ln(𝑟) versus 1 𝑇⁄  as obtained from our MD 
simulations, which suggests that the rate of pyrolysis, defined by the rate of C-C bond breaking, 
indeed follows the Arrhenius relationship. From the slope and y-intercept of the best fit line we 
obtain activation energy and exponential pre-factor of 𝐸𝑎 =  42.5  kcal/mol and B = 5.24 ×
1012 s−1, respectively. Our calculated 𝐸a value is quantitatively in good agreement with those 
obtained from TGA analysis of the final pyrolysis stages of carbon-phenolic composite (47.5 
kcal/mol)94, high-density phenolic nylon (47.7 kcal/mol)98, and AVCOAT 5026-H/CG (23.5-
25.5 kcal/mol)98. Notably, our activation energy for phenolic pyrolysis is slightly elevated 
compared to previous MD simulation results of Jiang et al. (27.6-41.0 kcal/mol)99  and Desai et 
al. (24.9-34.5 kcal/mol)100 presumably because of the absence of crosslinking in these prior 
studies. Furthermore, these MD studies primarily focused on the early stages of pyrolysis, and 
adopted the rate of removal of H2O molecules rather than C-C bond dissociation as the criterion 
to quantify the reaction rate. We remark that raising the temperature of the complex multistep 
(8.1) 
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reaction to 2750-3250 K to accelerate the pyrolysis rates in MD, compared to actual pyrolysis 
temperatures of 500-2300 K, could have triggered the onset of other thermal decomposition 
reactions, such as spallation.80 
 
8.3 Thermochemical Properties of Phenolic Resin 
In this section we use MD simulations to calculate the thermochemical properties, 
specifically, the thermal expansion coefficient (𝛼𝑟), heat of pyrolysis (ℎ𝑝
𝑟), thermal conductivity 
(𝑘𝑟) and specific heat capacity (𝐶𝑝
𝑟). By comparing these parameters to experimentally reported 
values, we validate the transferability of the ReaxFF potential for modeling of phenolic resin. 
Further, some of the parameters calculated here will be used to inform larger scale models in 
later chapters.  
For the calculation of thermal expansion coefficient (𝛼𝑟), we consider the fully periodic 
MD box containing the crosslinked phenolic resin. The potential is switched from PCFF to 
ReaxFF, but the vacuum is not introduced in the z direction. We equilibrate the periodic system 
using a NPT ensemble with pressure of 1 atm and temperature ranging from 200-800 K for 12.5 
ps. Fig 8.8a shows the specific volume of the phenolic resin obtained from MD at various 
temperatures. From the slope of the curve the linear thermal expansion coefficient is calculated 
to be 𝛼 = 56.24 × 10−6 K−1  in close agreement with the experimental value of (55 ± 5) ×
10−6 K−1 reported by Mottram et al.118  
We use the direct method to estimate the thermal conductivity (𝑘𝑟) of phenolic resin.119 
The goal is to extract the temperature profile using MD simulations for an equivalent 1D 
problem which can be compared with its analytical solution. A 12 nm long (along the z axis) 
periodic MD box containing crosslinked phenolic resin  is first heated to 100 K for 10 ps using 
the Berendsen thermostat. At a time instant defined as 𝑡 = 0 the ends (1 nm of each side) are set 
to 0 K using the Berendsen thermostat, which the temperature control over the rest of the MD 
box is removed. Due to conduction the entire 12 nm system will gradually cool down to 0 K, as 
heat flow (into the quenched ends). Since the heat flow is purely in the z direction, this can be 
modeled using 1D conduction equation. The temperature of the center of the block (1 nm wide 
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strip) is monitored and plotted again time as shown in Fig 8.8b.  By solving the 1D heat equation 
we calculate the temperature of the center of the rod, 
𝑇(𝑡) =
4𝑇𝑜
𝜋
𝑒
−
𝜋2𝑘𝑟𝑡
𝐶𝑝
𝑟 𝜌𝑟𝐿2 
For 𝑇 < 𝑇𝑜/2. Where 𝑇𝑜 = 100 𝐾 is the initial temperature of the material. By fitting the 
exact solution to the MD derived curve we obtain,  𝑘𝑟 = 0.279 W mK⁄ . Experiments performed 
by Mottram et al. on phenolic SC-1008 composites obtain thermal conductivity ranging 
from 0.21 to 0.37 W mK⁄ .120,121 Note that the method described here assumes the phenolic resin 
to be homogenous and isotropic, with a thermal conductivity which is independent of 
temperature.  
For estimating the heat capacity (𝐶𝑝
𝑟) , the temperature of the resin in the MD box is 
raised from 0 K to 900 K over 150 ps using a Berendsen thermostat. The total internal energy 
(Q) is measured as the net internal energy per units mass. The heat capacity defined as, 𝐶𝑝
𝑟 =
dQ dT⁄ , is computed to be 3280.7 J/kgK. Titov et al. estimate the heat capacity of the gaseous 
pyrolysis product to be 2093.4 J/kgK.122 Since we model the solid phenolic resin here, the value 
of thermal conductivity is expected to be higher.    
Heat of pyrolysis (ℎ𝑝
𝑟) is calculated as the difference of net potential energy per unit 
mass between the pyrolysis products in the reservoir and the initial system. The difference is 
calculated at three points during the pyrolysis simulations, at t = 50, 100, 150 ps for pyrolysis 
temperature of 1500 K, 1800 K and 2000 K. From the average of the nine data points we 
obtain, ℎ𝑝
𝑟 = 1578.5 ± 153.04 KJ/Kg. 
 
8.4 Structure and Role of Silica fibers 
The simulations so far consider the pyrolysis of phenolic resin without considering the 
silica fibers which constitute the reinforcement in AVCOAT. It is believed that the silica fibers 
remain inert during the AVCOAT pyrolysis and are removed by mechanical ablation of the flow 
instead of thermal decomposition. To test this hypothesis we perform pyrolysis simulations on 
(8.2) 
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silica using a methods which is similar to those described in section 8.2. Silica fibers in 
AVCOAT are in the form of amorphous SiO2. We generate the amorphous SiO2 atomic structure 
using the liquid-quench methods, typically employed for generating glassy systems. A 4.2 x 4.9 
x 5.2 nm crystalline alpha quartz lattice is generated in a fully periodic MD simulation box. The 
Si and O atoms are governed by same the ReaxFF potential, employed in Part I of the 
dissertation.38 The system temperature is linearly ramped using the Berendsen thermostat from 
300 K to 6000 K over 60 ps to melt the SiO2 and hence break the ordered arrangement of the 
atoms in the crystal. We then gradually reduce the temperature down to 300 K over 90 ps to 
allow the Si-O bonds to reform, in a disordered manner which results in an overall amorphous 
configuration. The pressure in the box is equilibrated using the NPT ensemble to relieve any 
residual stresses. Fig 8.9 shows the initial (crystalline) and final (amorphous) SiO2 atomic 
structure.  
For the pyrolysis simulation the z boundary condition is switched from periodic to fixed 
and a vacuum of 5.0 nm is introduced in the z direction to model a free slab.   The bottom 0.5 nm 
are held fixed to model a bulk and the next 3.0 nm are set as the heat bath. The system is first 
equilibrated for 75 ps, at 373 K to mitigate any surface stresses. The heatbath is then set to a 
temperature of 1000-5000 K for 150 ps to determine the pyrolysis properties of the SiO2. We 
observe that unlike the phenolic resin, the amorphous SiO2 melts before any visible surface 
degradation. Very few atomic fragments are generated at temperature less than 4500 K, over the 
150 ps duration. However as the temperature reaches 5000 K, the entire system sublimates with 
fragments uniformly dispersed in the MD box. From this finding we confirm the inertness of the 
silica fiber in AVCOAT at re-entry temperatures, with gradual softening and melting being the 
relevant mechanism of removal during re-entry as previously speculated.90   
 
8.5 Summary 
In this chapter, we model the atomic structure of the crosslinked phenolic resin, which is 
commonly used as matrix material for ablative TPS, using the PCFF potential by adding explicit 
bonds between the phenolic rings. The polymer was then subjected to temperatures of 500 – 
2300 K using MD simulations employing the reactive force field potential (ReaxFF), to 
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determine its pyrolysis kinetics. The activation energy and rate constant for thermal 
decomposition was obtained as 42.54 /mol and 5.24 × 1012 s−1 respectively, in agreement with 
previous experimental and theoretical findings. The role of the silica fibers was examine by first 
modeling an amorphous SiO2 structure using the liquid quench methods, follows by high 
temperature MD simulations. We demonstrated that the silica fibers remain inert at pyrolysis 
temperatures.  
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8.6 Figures  
Fig 8.2: C atoms and C-C bonds in the MD box (a) before and (b) after the curing stage used to 
model the molecular structure of the crosslinked phenolic resin.  
Fig 8.1: (a) Chemical structure of crosslinked phenol formaldehyde (phenolic) resin. (b) Unit cell 
containing three CH2 molecules, and two phenolic rings with reactive para and ortho sites for 
crosslink formation.  
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Fig 8.3: (a) Evolution of the degree of crosslinking (D) with time during the curing stage of the 
thermosetting simulations. The crosslinking is defined as the fraction of reactive sites on the 
phenolic rings that are saturated by C-C bonds. (b) Atomic configuration of the final crosslinked 
phenolic resin model structure. C,  O and H atoms are colored pink, blue, and green, respectively.   
Fig 8.4: Snapshots of the atomic configurations of the phenolic resin model structures at 
temperatures of 500 to 1500 K after 500 ps of heating, and at temperatures of 1800 to 2300 K after 
250 ps of heating. Fragments emerging from the bulk are trapped in the reservoir at the top 
vacuum region of the simulation box.  
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Fig 8.5: (a) Two dominant mechanisms of H2O formation from early-stage pyrolysis. (b) Count of 
the evolving number of H2O molecules from pyrolysis at 1800 K. (c) Count of the evolving number 
of C, H, and O atoms in the fragments released during pyrolysis at 1800 K.  
Fig 8.6: Sequential C-C bond breaking process after –H and –OH removal to release a C-C 
fragment during pyrolysis process.  
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Fig 8.7: Arrhenius plot for determination of activation energy (𝑬𝒂) and rate constant (𝑩) governing 
the rate of dissociation of C-C bonds during pyrolysis. Symbols denotes the pyrolysis reaction rates 
from MD simulations at various temperatures 
Fig 8.8: Calculation of thermophysical properties of phenolic resin using MD simulations. (a) 
Specific volume change of the crosslinked phenolic resin with temperature. The curve is used to 
determine the thermal expansion coefficient. (b) Temperature of the center of a 1D rod cooled from 
100 K, by quenching to ends to 0 K. The black and red curves are the MD and analytical plots 
respectively. Using an exponential fit, the thermal conductivity is calculated.  
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Fig 8.9: Modeling of silica fibers. (a) Initial 𝜶 quartz crystalline configuration for SiO2. (b) The 
atomic structure of amorphous SiO2 formed by the liquid quench process. Si and O atoms are 
colored in pink and cyan respectively 
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Chapter 9. Surface Recession Rate for Phenolic Resin 
The MD simulations in chapter 8 captured the pyrolysis of bulk phenolic resin and its 
dependence on temperature. At macroscopic lengths scale however, the material surface is 
subject to a heat flux giving rise to a temperature gradient though the bulk. Using a 
thermochemical model we propose a quantitative relationship for the surface recession rate as a 
function of the surface temperature of the phenolic resin. During the Apollo era several 
thermochemical models were proposed largely relying on either experimentally derived or 
empirical pyrolysis parameters, which resulted in wide variation in reported results.90,123,124 For 
instance, Kemp calculated the ablation rate of a Teflon surface as ~ 10 mm/s at 1200 K while 
Steg used a different approach to determine the recession rate as ~  3 mm/s.90,123 The 
disagreement between the values reported arise due to the difference in the theoretical 
formulation as well as the parameters used. For example the values of the exponential pre-factor 
(𝐵) of Teflon pyrolysis used in the above mentioned studies differ by an order of magnitude. 
Building on 1-D analytical expressions motivated by Steg,90 Scala,124 and Kemp,123 we 
calculate the effective surface recession rate during bulk pyrolysis of the phenolic resin based on 
our MD-derived values of 𝐸a and 𝐵. Note that this surface recession rate essentially refers to the 
rate at which monolithic phenolic resin pyrolyzes and gets converted to char, and is distinct from 
the recession rate of the actual heat shield material caused by ablation. Consider the surface of a 
phenolic resin substrate subjected to a temperature 𝑇𝑠 which is receding at a constant steady-state 
velocity 𝑉s0, as schematically shown in the inset of Fig 9.1. In the moving coordinate system that 
recedes with the substrate surface (y = 0), we define a control volume of unit cross-sectional area 
extending from the cool region in the substrate (large negative y) where no pyrolysis occurs, i.e. 
at temperature of 𝑇0 = 500 K, to any value y in the hot region (small negative y). Relative to the 
control volume, a mass flux of solid 𝑚s0 with enthalpy ℎs0 enters the cool (bottom) surface of 
the control volume, while mass fluxes of combined solid and gas, 𝑚s and 𝑚g, with enthalpies, ℎs 
and ℎg , respectively, pass through the hot (top) surface. From conservation of mass and energy,  
        𝑚𝑠 +𝑚𝑔 = 𝑚𝑠0       
𝑚𝑔ℎ𝑔 +𝑚𝑠ℎ𝑠 −𝑚𝑠0ℎ𝑠0 = 𝑘
𝑟 𝑑𝑇
𝑑𝑦
     (9.1) 
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where 𝑘𝑟  is the thermal conductivity of the phenolic resin. Complete pyrolysis occurs at the 
receding surface, i.e. 𝑚s = 0 at 𝑦 = 0, and the boundary condition can be expressed as  
𝑘𝑟
𝑑𝑇
𝑑𝑦
|
𝑦=0
= 𝑚𝑠0(ℎ𝑔 − ℎ𝑠0) = 𝑚𝑠0[𝐶𝑝
𝑟(𝑇𝑠 − 𝑇0) + ℎ𝑝
𝑟]   (9.2) 
where 𝐶𝑝
𝑟 and ℎ𝑝
𝑟  are specific heat capacity and the enthalpy of pyrolysis for the phenolic resin, 
respectively. Performing a first-order Taylor series expansion of temperature T about y = 0,  
𝑇 = 𝑇𝑠(1 + 𝑏𝑇𝑠𝑦)     (9.3) 
and substituting Eqn 9.3 in Eqn 9.2 , we obtain, 
 𝑏 = 𝑚s0[𝐶𝑝
𝑟(𝑇𝑠 − 𝑇0) + ℎ𝑝
𝑟] (𝑘𝑟𝑇𝑠
2)⁄    (9.4) 
Assuming T varies linearly in the bulk per Eqn 9.4, and 𝐶𝑝
𝑟 , 𝑘𝑟 , and ℎ𝑝
𝑟  do not significantly 
change with temperature, we estimate the pyrolysis start depth by substituting 𝑇 = 𝑇0 in Eqn 9.4,  
𝛿 = (1 − 𝑇0 𝑇𝑠⁄ ) (𝑏𝑇𝑠)⁄       (9.5) 
The decomposition kinetics governing the pyrolysis of the phenolic resin from solid to gas is 
governed by the first-order Arrhenius relation. Re-expressing the reaction rate constant 𝑟 =
−
1
𝜌𝑟
𝑑𝑚𝑠
𝑑𝑦
, with the phenolic resin density of 𝜌𝑟 = 1.25 g/cc, we get,  
𝑚𝑠0 = −∫ 𝜌
𝑟𝐵𝑒−𝐸𝑎 (𝑅𝑇)⁄ 𝑑𝑦
0
−𝛿
     (9.6) 
Finally, the surface recession rate 𝑉s0 = 𝑚s0 𝜌
𝑟⁄  is obtained by substituting 𝑏 from Eqn 9.4 in 
Eqn 9.5 and Eqn 9.3, and then substituting the expression for 𝛿 and 𝑇 in Eqn 9.6, we get, 
𝑉𝑠0 = ∫ 𝐵 exp
(
 
 −𝐸𝑎
𝑅𝑇𝑠 {1 +
𝜌𝑟𝑉𝑠0[ℎ𝑝𝑟 + 𝐶𝑝𝑟  (𝑇𝑠 − 𝑇0)]𝑦
𝑘𝑟𝑇𝑠
}
)
 
 
 𝑑𝑦
0
−𝑘𝑟𝑇𝑠
𝜌𝑟𝑉𝑠0[ℎ𝑝
𝑟+𝐶𝑝
𝑟 (𝑇𝑠−𝑇0)]
(1−
𝑇0
𝑇𝑠
)
 
A simplified closed form solution can be obtained if the surface temperature remains close to the 
pyrolysis start temperature 𝑇𝑠 𝑇0⁄ ~1 
(9.7) 
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𝑉𝑠0 ≅ 
√
{1 − 𝑒
−
𝐸𝑎
𝑅𝑇𝑠
(1−
𝑇0
𝑇𝑠
)
} {𝐵𝑒
−
𝐸𝑎
𝑅𝑇𝑠}𝑅𝑘𝑟𝑇𝑠2
[ℎ𝑝𝑟 + 𝐶𝑝𝑟(𝑇𝑠 − 𝑇0)]𝐸𝑎𝜌𝑟
 
The exact governing integro-differential equation does not have a closed-form solution. Using 
MD-derived values for ℎ𝑝
𝑟  (1578.5 kJ/kg), 𝑘𝑟 (0.279 W/mK), and 𝐶𝑝
𝑟 (3280.7 J/kgK) based on 
the ReaxFF potential, we solve the exact governing equation (Eqn 9.7) numerically to obtain the 
variation of surface recession rate 𝑉s0 with surface temperature 𝑇s, as shown in Fig 9.1. The 
integral on the right hand side of Eqn 9.7 is solved using a 50 point gauss quadrature method.  
 
 
 
 
 
(9.8) 
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9.1 Figure 
 
 
 
 
 
 
 
 
 
Fig 9.1: Surface recession rate 𝑽𝒔𝟎  versus surface temperature 𝑻𝒔  induced by pyrolysis of 
monolithic phenolic resin. 
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Chapter 10. Continuum Scale Material Response Modeling 
The surface recession rate 𝑉s0 (Fig 9.1) derived from MD simulations is for monolithic 
phenolic resin. The microstructure of the ablative TPS AVCOAT, is far more complex. 
AVCOAT TPS is a multi-phase syntactic foam material comprising of a mixture of silica fibers 
and phenolic microballoons, which are held together by novolac epoxy binder. The material has 
a porosity of 𝑓𝑜
𝑣 = 0.5  and incorporates two types of voids: those within the hollow 
microballoons, referred to as reinforced voids, and the space between the micro-balloons that are 
not filled by the binder, known as interstitial voids.92 This highly porous material has an overall 
density of 𝜌𝑣 = 0.51 g/cc, which is 2.5-fold lower than the bulk density of 𝜌𝑟 = 1.25 g/cc for 
monolithic phenolic resin. During spacecraft reentry, heat is absorbed by endothermic thermal 
decomposition of the phenolic microballoons, and removed as the material ablates away. The 
release of pyrolysis products and gases as a result alters the boundary layer chemical 
composition and blocks atomic oxygen and nitrogen from further contact with the microstructure. 
In addition, the decomposition of the phenolic resin yields an emissive char residue with 60% 
higher porosity of  𝑓𝑜
𝑐 = 0.8, which thermally insulates the interior virgin material.98 The silica 
fibrous fillers, on the other hand, remain chemically inert at the pyrolysis temperatures of 500-
2300 K, but are also responsible for heat conduction into the material.125 Here, we present a 
thermal response model of the AVCOAT TPS, which accounts for pyrolysis of the phenolic resin 
as it gets converted to char. 
 
10.1 Formulation  
The pyrolysis process results in the formation of three distinct layers: (a) charring layer at 
the top, (b) pyrolysis zone in the middle where resin decomposition reactions releasing the 
pyrolysis gases are actively occurring, and (c) intact virgin AVCOAT layer. Scanning electron 
microscopy (SEM) imaging in Fig 10.1a shows that the microballoons have an estimated initial 
outer radius of 𝑟𝑜 = 25  μm.
92 Assuming closed-packing of the microballoons (i.e. packing 
fraction of 
𝜋
3√2
 ~ 0.74), and by accounting for the 25% weight proportion (𝑀𝑓
𝑣) of the inert silica 
fibers (fiber density of 2.4 g/cc) in AVCOAT,125 the inner radius of the microballoons can be 
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estimated to be 𝑟𝑖 = 20.4  μm . Note that the calculated effective shell thickness of the 
microballoons, 𝑟0 − 𝑟𝑖, also includes the epoxy binder content in AVCOAT, and assumes epoxy 
and phenol have similar pyrolysis rates. Within the pyrolysis zone, the surface of each individual 
microballoon recedes from 𝑟𝑜 to 𝑟𝑖 with surface recession rate 𝑉𝑠0(𝑇, 𝑡). This results in a change 
in shell thickness of 𝑡𝑝(𝑇, 𝑡) = ∫ 𝑉𝑠0(𝑇, 𝑡)
𝑡
0
d𝑡, as the microballoon gets converted to char. The 
extent of pyrolysis can thus be defined as 
𝜉 = 1 − {[(𝑟𝑜 − 𝑡𝑝)
3
− 𝑟𝑖
3] (𝑟𝑜
3 − 𝑟𝑖
3)⁄ }         for   𝑡𝑝 < 𝑟𝑜 − 𝑟𝑖
𝜉 = 1                                                                       for   𝑡𝑝 ≥ 𝑟𝑜 − 𝑟𝑖
         (10.1)  
Correspondingly, AVCOAT’s material density (𝜌), specific heat (𝐶𝑝 ), and effective thermal 
conductivity (𝑘𝑒𝑓𝑓) are assumed to transition linearly with 𝜉 from its virgin state (𝜉 = 0) to char 
form (𝜉 = 1) as shown in Fig 10.1b, i.e. 
𝜌 = 𝜌𝑣(1 − 𝜉) + 𝜌𝑐𝜉 
𝐶𝑝 = [𝐶𝑝
𝑣(1 − 𝑀𝑓
𝑣) + 𝐶𝑝
𝑓𝑀𝑓
𝑣](1 − 𝜉) + [𝐶𝑝
𝑐(1 − 𝑀𝑓
𝑐) + 𝐶𝑝
𝑓𝑀𝑓
𝑐]𝜉  (10.2) 
𝑘𝑒𝑓𝑓 = 𝑘𝑒𝑓𝑓
𝑣 (1 − 𝜉) + 𝑘𝑒𝑓𝑓
𝑐 𝜉 
where the superscripts v and c are used to denote the properties of virgin AVCOAT and char, 
respectively, while the subscript/superscript f denotes the properties for the silica fibers. Since 
silica fibers remain chemically inert during the pyrolysis process, their mass does not change.125 
As such, the weight fraction of fibers in the char is given as 𝑀𝑓
𝑐 = (𝜌𝑣 𝜌𝑐⁄ )𝑀𝑓
𝑣. Note that the rule 
of mixtures used for calculating 𝐶𝑝 in Eqn 10.2 includes the heat absorbed by the fibers, as well 
as that from the transition of the phenolic resin in the virgin AVCOAT to char as governed by 
the extent of pyrolysis index 𝜉. The specific heat capacities of phenolic resin in virgin AVCOAT 
(𝐶𝑝
𝑣 = 3281 J/kgK) and char (𝐶𝑝
𝑐 = 1592 J/kgK), and the silica fibers (𝐶𝑝
𝑓 = 730 J/kgK), are 
assumed to be temperature-independent. While the thermal conductivity of monolithic phenolic 
resin, char (glassy carbon), and silica fibers can also be assumed to be temperature-independent 
(𝑘𝑟 = 0.279 W/mK , 𝑘𝑐 = 1.5 W/mK,  𝑘𝑓 = 1.5 W/mK)126, the presence of micropores in the 
virgin AVCOAT and char allows for cavity radiation, viz. the radiative transfer of heat across the 
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void surfaces. The effective thermal conductivity of the porous material, resulting from this 
additional temperature-dependent radiative mode of heat transfer, can be obtained from Loeb’s 
formulation as,127 
𝑘𝑒𝑓𝑓
𝑣(𝑐)
= 𝑘𝑚 [1 − 𝑓𝑜
𝑣(𝑐)
{
1−
8𝛾𝜖𝑣(𝑐)𝜎𝑟0𝑇
3
𝑘𝑚
1+
8𝛾𝜖𝑣(𝑐)𝜎𝑟0𝑇
3
𝑘𝑚
(
1−𝑓0
𝑣(𝑐)
  
𝑓0
𝑣(𝑐) )
}]                   (10.3) 
 
𝑘𝑚 = 𝑘𝑟(𝑐)(1 − 𝑀𝑓
𝑣(𝑐)) + 𝑘𝑓𝑀𝑓
𝑣(𝑐)
 
where 𝜎 is the Stephen’s constant, 𝜖𝑣(𝑐) is the emissivity (estimated to be 𝜖𝑣 = 0.85 for phenolic 
resin in virgin AVCOAT98; 𝜖𝑐 = 1.0 for char), and 𝛾 is a geometric factor taken to be 2/3 for 
assumed spherical voids with average pore radius of 25 𝜇𝑚 i.e. outer radius 𝑟𝑜 of the individual 
microballoons.92 The 𝑘𝑚 term in Eqn 10.3 represents the conductivity of the solid phase which is 
adjusted to account for the relevant mass fraction of the silica fibers using rule of mixtures. Note 
that the contribution of cavity radiation in Eqn 10.3 largely depends on the temperature 𝑇 and 
porosity 𝑓0, with only minor contributions from the remaining parameters. Fig 10.2 shows the 
variation of effective thermal conductivity with temperature for pure phenolic resin (𝜉 = 0).  
Following the approach of Kumar et al.128 we solve a one-dimensional (1D) heat equation 
that incorporates the physical processes taking place in the reaction zone of the ablative material, 
viz. pyrolysis of the phenolic resin and the production of pyrolysis gases resulting in 
transpiration cooling, i.e. 
                                 𝜌𝐶𝑝
𝜕𝑇
𝜕𝑡
=
𝜕
𝜕𝑦
(𝑘𝑒𝑓𝑓
𝜕𝑇
𝜕𝑦
) + 𝑄𝑝(𝑦) + 𝑄𝑇(𝑦)                                      (10.4) 
where 𝑦 = 0 represents the surface exposed to the heat flux 𝑄𝑖𝑛 = − 𝑘𝑒𝑓𝑓
𝑑𝑇
𝑑𝑦
|
𝑦=0
, and 𝑦 = 𝐿 
denotes the end of the 1D domain which is well-within the virgin AVCOAT for the time domain 
of interest where insulating boundary conditions can be assumed, i.e. 
𝑑𝑇
𝑑𝑦
|
𝑦=𝐿
= 0 (Fig 10.1b). 
The initial temperature of the material is set at 𝑇(𝑦, 0) = 300 𝐾. The body heat terms, 𝑄𝑝 and 
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𝑄𝑇 , represent the rate of heat absorption per unit volume associated with pyrolysis and 
transpiration cooling, and are defined as, 
𝑄𝑝(𝑦) = ℎ𝑝 
𝑟 ?̇?  
𝑄𝑇(𝑦) = −𝐶𝑝𝑔
∂𝑇
∂𝑦
∫ ?̇? d𝑦
𝐿
𝑦
 
where 𝐶𝑝𝑔 = 2193 J/kgK is the specific heat capacity of the pyrolysis gases reported in previous 
experiments.98 In deriving the expression for  𝑄𝑇 , we assume thermal equilibrium is reached 
between pyrolysis gases and the material at each y. We solve Eqn 10.4 with finite difference, 
using an explicit forward-time-central-space (FTCS) scheme with a sufficiently small time step 
to ensure that the solution remains stable at each cross section. Parameters used in the 
development of this material response model are summarized in Table 10.1. 
Table 10.1: List of parameters used in the material response model for AVCOAT. 
Parameter Symbol Value Source 
Density of AVCOAT 𝜌𝑣 0.51 g cc⁄  98 
Density of char 𝜌𝑐 0.32 g cc⁄  98 
Density of phenolic resin 𝜌𝑟 1.25 g cc⁄  * 
Fiber matrix weight ratio in AVCOAT 𝑀𝑓
𝑣 0.25 125 
Heat capacity of AVCOAT 𝐶𝑝
𝑣 3281 J kgK⁄  * 
Heat capacity of char 𝐶𝑝
𝑐 1592 J kgK⁄  89 
Heat capacity of fibers 𝐶𝑝
𝑓
 730 J kgK⁄  129 
Thermal conductivity of phenolic resin 𝑘𝑟 0.279W mK⁄  * 
Thermal conductivity of glassy carbon 𝑘𝑐 1.50W mK⁄  126 
 
(10.5) 
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Table 10.1 (cont.) 
Thermal conductivity of fibers 𝑘𝑓 1.50W mK⁄  129 
Heat of pyrolysis ℎ𝑝
𝑟  1.58 × 106 J kg⁄  * 
Heat capacity of pyrolysis gases 𝐶𝑝𝑔 2193 J kgK⁄  98 
Porosity of AVCOAT 𝑓𝑜
𝑣 0.5 98 
Porosity of char 𝑓𝑜
𝑐 0.8 98 
Pore geometry factor for AVCOAT and char 𝛾 2 3⁄  + 
Outer radius of microballoons 𝑟𝑜 25 μm 
92 
Emissivity of AVCOAT 𝜖𝑣 0.85 98 
Emissivity of char 𝜖𝑐 1.0 + 
* Obtained from MD simulations. + Estimated. 
 
10.2 Validation of Material Response Model  
To validate the model, we solve Eqn 10.4 for various input heat fluxes (𝑄𝑖𝑛) indicated in 
Table 10.2. Our model predictions of the char layer thicknesses at the indicated exposure times 
are in very good agreement with those reported from arc-jet measurements for AVCOAT, with 
an average deviation of ~13.7 %.130 Recent experiments by Lisco et al. subjected a sample of 
AVCOAT material to a very high incident heat flux of 𝑄𝑖𝑛 = 10,000 kW m
2⁄  using an oxy-
acetylene flame with oxygen: acetylene ratio of 3.375:1; four thermocouples were embedded 
within the AVCOAT sample at surface depths of 1.5 mm (TC1), 3.0 mm (TC2), 4.5 mm (TC3) 
and 6.0 mm (TC4).131 As shown in Fig 10.3a, the temperature profile prediction for the last 
thermocouple TC4 from our 1D material response model (solid lines) is in good agreement with 
experimental measurements (dashed lines). However, our model over predicts the temperatures 
at the first three thermocouples; in fact, our model predictions for TC1 to TC3 appear to be 
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phase-shifted by a thermocouple spacing (1.5 mm). It should be noted that the MD-derived 
surface recession rates in our 1D model accounts only for thermally-induced pyrolysis of the 
phenolic resin and not the added effects of chemical reactions from O radicals, which are 
prevalent in an oxidizing environment produced by the oxy-acetylene flame. Lisco et al. 
demonstrated that in such environment and at this extremely high 𝑄𝑖𝑛, the char progressively 
ablates from the surface and recesses at the rate of 0.32 mm/s. This additional mechanism of heat 
removal is not accounted for in our material response model which assumes a fully-intact char 
layer. 
Our calculations in Fig 10.3 are based on the virgin AVCOAT density of 𝜌𝑣 = 0.51 g/cc, 
and assumes microballoons with outer radius  𝑟𝑜 = 25 μm, and silica fiber with mass fraction 
𝑀𝑓
𝑣 = 0.25. We examine the sensitivity of each of these model parameters (𝑀𝑓
𝑣; 𝑟𝑜; 𝜌
𝑣) in Fig 
10.3b-d, by varying each parameter while keeping the remaining two fixed for a heat flux of 
𝑄𝑖𝑛 = 10,000 kW/m
2 as in Fig 10.3a. Observe that increasing fiber mass fraction increases the 
temperature within the material (Fig 10.3b), while increasing density of AVCOAT while keeping 
the same fiber fraction delays the build-up of temperature (Fig 10.3d). The microballoon radius, 
however, has negligible effect on the temperature distribution within the material (Fig 10.3c).  
Table 10.2: Comparison of the char layer thickness from model predictions versus experiments 
at the same input heat flux 𝑄𝑖𝑛 and exposure time. 
Input heat flux 𝑄𝑖𝑛 
(kW m2 )⁄  
Exposure time (s) Char layer thickness (mm) 
Experiments130 Model predictions 
2271 90 10.7 12.7 
2839 80 10.2 12.2 
3179 75 10.9 12.0 
4031 38 8.9 8.3 
5394 30 8.9 7.6 
6189 30 8.9 7.8 
 
In a separate experimental report, a sample of phenolic-refrasil, which is similar in 
structure to AVCOAT, was subjected to 𝑄𝑖𝑛  of 740 KW/m
2  for 1 min in a high speed wind 
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tunnel;90 a thermocouple inserted 6.85 mm from the surface registered a peak temperature of 962 
K during the test. Under the same 𝑄𝑖𝑛 conditions, our material response model predicts a peak 
temperature of 898 K at the thermocouple location.  
 
10.3 Thermal Response of AVCOAT during Atmospheric Re-entry  
Atmospheric re-entry subjects the AVCOAT surface to a time varying heat flux 𝑄𝑖𝑛. We 
estimate the heat flux profile using the empirical formulation proposed by Finke for hypersonic 
laminar stagnation point heating.132 The input flux is given as, 
𝑄𝑖𝑛 =
5423
√𝑅𝑂𝑟𝑖𝑜𝑛
√
𝜌∞
𝜌𝑆𝐿
(
𝑉∞
3.05
)
3.15
 𝑘𝑊/𝑚2 
where, ρ∞ and V∞ are the free stream density and speed (km/sec), 𝜌𝑆𝐿 is the sea level density 
(ISA). 𝑅𝑂𝑟𝑖𝑜𝑛 = 2.52 is the hemispherical nose radius of the Orion heatshield in meters.
91 The 
free stream conditions are obtained from the flight trajectory data for the Crew Exploration 
Vehicle (CEV) shown in Fig 10.4 a, b.133  
The free stream conditions from flight trajectory data are used to estimate 𝑄𝑖𝑛(𝑡), shown 
in Fig 10.5a. Peak heat flux of 595 kW/m2 is reached at 200 s from the start of the trajectory. 
Fig 10.5b shows the material response model predictions of the through-thickness temperature 
profile versus trajectory time. During peak heating, temperatures exceeding 3000 K are predicted 
in the first 5 mm of the TPS. As shown by our MD simulations, such temperatures can cause 
surface spallation and micro-cracking of the phenolic resin. Bulk pyrolysis will be active (𝜉 > 0) 
up to depths of 25.95 mm, beyond which temperatures fall below the MD-calculated pyrolysis 
start temperature of 500 K. Fig 10.5c shows the evolving char layer (𝜉 = 1) thickness versus 
trajectory time. The char layer reaches a final thickness of 24.8 mm at the end of the 500 s 
trajectory, resulting in an average char formation rate of ~ 0.05 mm/s over the duration of re-
entry. Charring is limited due to the combined effects of pyrolysis (𝑄𝑝) and transpiration cooling 
(𝑄𝑇) which confines heat transport to the surface region of the ablative TPS. We remark that the 
pyrolysis zone (0 < 𝜉 < 1) remains relatively thin throughout the ablation process. It increases 
(10.6) 
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in thickness monotonically reaching a final maximum thickness of 1.15 mm by the end of the 
trajectory. During the pyrolysis process, the virgin AVCOAT gets converted to char, which 
changes the density in the pyrolysis zone from 𝜌𝑣 to 𝜌𝑐 . This change in net density produces 
blowing gases which diffuse through the charring layer, and removes heat in the process (𝑄𝑇). 
Fig 10.5d shows the mass flow rate of pyrolysis gases emerging from the surface at y = 0,  
?̇? = −∫ ?̇? 𝑑𝑦
𝐿
0
 
Observe that ?̇? has a non-monotonic profile, and has a peak value of 0.0154 kg/m2s at 23 s. 
Previous studies on steady state ablation coupled with a flow-field solver report a similar non-
monotonous blowing rate profile with a peak value of 0.00692 Kg/m2s.134 From Fig 10.5d we 
observe that the blowing rate reaches its peak much earlier than 200 s, when peak heat flux is 
reached. The trend can be explained by observing that the char layer growth rate (Fig 10.5c) is 
decreasing with time, which indicates that the pyrolysis of deeper regions of AVCOAT becomes 
progressively more difficult despite the increasing heat flux. The transpiration gases play a key 
role in this phenomena as they remove more heat from the incipient char layers when generated 
deeper in the material. These blowing gases emerge from the surface and further aid in the 
performance of the heat shield as they push the heated shock layer from the heatshield. 
 
10.4 Summary 
In this chapter, results from MD simulations were used to inform a thermal material 
response model at the macroscale governed by a 1D heat transfer equation. The macroscopic 
model considers (a) the complex structure of porous polymer ablators such as AVCOAT, (b) the 
phase transition from virgin material to char, (c) the various heat removal processes, specifically, 
pyrolysis and transpiration cooling, (d) thermal conductivity variation due to cavity radiation and 
(e) Contribution from the silica fibers. Predictions from the model were validated against prior 
arc-jet and oxy-acetylene torch experiments on AVCOAT TPS. Finally, the heat flux 
encountered by the TPS during flight was estimated and the material response model was used to 
(10.7) 
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predict the temperatures at various cross sections inside the material, the thickness of the 
resulting char layer and the blowing rate of pyrolysis gases under re-entry conditions. The 
unified atomic to continuum approach presented here ties across multiple length and time scales, 
providing an important tool for accurately predicting the flight performance using computer 
simulations.  
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10.5 Figures 
Fig 10.1: AVCOAT TPS comprising of a mixture of silica fibers and phenolic microballoons. 
Clockwise from bottom: Scanning electron microscopy image of AVCOAT microstructure; 93 
computer aided representation of the model structure; picture of AVCOAT heat shield. (b) One-
dimensional material response model, accounting for virgin-char transitions, heat conduction, 
pyrolysis gas generation, and transpiration cooling.  
Fig 10.2: Effective thermal conductivity of virgin AVCOAT as calculated from Eqn 10.3. The 
thermal conductivity increases with temperature due to increasing contribution from cavity 
radiation, within the porous bulk.  
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Fig 10.3: Temperature profiles at various depths for AVCOAT sample subjected to an incident heat 
flux of 𝑸𝒊𝒏 = 10,000 𝒌𝑾/𝒎
𝟐. Thermocouples (TC) 1-4 are embedded at increasing depths of 1.5, 
3.0, 4.5, and 6 mm from the surface. (a) Comparison of model predictions (solid lines) versus 
experimental measurements (dashed lines)132. (b) Temperature profiles at TC3 for varying silica 
fiber mass fraction 𝑴𝒇
𝒗. (c) Temperature profiles at TC3 and TC4 for varying microballoon outer 
radius  𝒓𝒐. (d) Temperature profiles at TC3 for varying virgin AVCOAT density 𝝆
𝒗. 
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Fig 10.5: (a) Time-varying heat flux profile (𝑸𝒊𝒏)  experienced by an AVCOAT TPS during 
atmospheric reentry of a Crew Exploration Vehicle from low earth orbit. (b-d) Predictions of the 
material response model:  Time evolution of temperature at various surface depths (b), evolving 
thickness of the char layer (c), and blowing rate of pyrolysis gases from the surface (d). 
Fig 10.4: (a) Altitude and (b) velocity during atmospheric re-entry of the Crew Exploration Vehicle 
(CEV) from low earth orbit.134  
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Chapter 11. Future Work: Ablative TPS 
11.1 Modeling of Polymeric Char 
Our MD simulation so far demonstrate the thermal degradation of phenolic resin into 
pyrolysis gases. In reality however, the phenolic resin or any polymeric precursor generates 
carbonaceous char residue upon expose to high temperatures. The process of transition of 
polymer into char is called carbonization and is beyond the length- and time-scale of atomic 
scale simulations.135  Due to the amorphous nature of the materials involved, most time 
acceleration techniques mentioned in chapter 6 are not applicable to study the pyrolysis of 
phenolic resin. Hence, the char produced during pyrolysis should be modeled and examined in 
using a separate set of MD simulations. The analysis of the role of char represents a potential 
avenue for future work in this field.  
During pyrolysis phenolic resin produces non-graphitizing char, composed largely of sp2 
and sp3 C atoms arranged in an amorphous manner. In its solid state, this material is called glassy 
carbon and exists in a highly porous form.136 In chapter 10 we considered the role of incident 
heat flux in the material response model and ignored the contribution of thermal O and N 
radicals. While these species are prevented from interacting with the virgin phenolic resin due to 
the blowing of the pyrolysis gases, they do react with the char. However, to date, the nature of 
the gas surface chemistry close to the heat shield surface has not been fully investigated. Here, 
we present an algorithm for modeling the atomic structure of glassy carbon using MD 
simulations. The algorithm can be used for developing a recession model for the char layer based 
on surface oxidation and nitration rates established from MD simulations. 
At a molecular scale, glassy carbons have a highly crosslinked amorphous carbon 
network. An important chemical signature distinguishing glassy carbons from other forms of 
carbon, like diamond-like carbon (DLC), graphite and diamond, is the fraction of sp3 hybridized 
C atoms. X-ray diffraction experiments have estimated this value to be 6-8 % for glassy carbon, 
in contrast to 0 % for graphite, 65-70 % for DLC and 100 % for diamond.137 The density of a 
monolithic solid composed of glassy carbon has been reported to be ~ 2.24 g/cc.135 While this 
makes glassy carbon denser that phenolic resin the presence of extensive micro pores formed 
during heat treatment reduces the density to ~ 0.5g/cc in its char form.98 
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We present an ‘atom deposition’ method for modeling the molecular structure of glassy 
carbon using MD simulations.138 This method is contrast with the ‘pyrolytic’ approach by 
Lawson et al.139 and the Reverse Monte Carlo (RMC) approach by Jain et al.140  Unlike the 
pyrolytic approach the atom deposition method does not begin with a precursor polymer and is 
less computational expensive. RMC uses an externally imposed parameter like the structure 
factor and evolves the molecular configuration to minimize the difference between the 
simulation and the target parameters. As a results, RMC can produces non-physical molecular 
configuration with high local energy densities. For generating the model carbon structures we 
use the LAMMPS package. The interactions between the C atoms is governed by the Airebo 
potential.141 The liquid quench process can be divided into three stages: mixing stage, 
compression stage and equilibration stage. A fully periodic 5.0 × 5.0 × 5.0 nm3 simulation box is 
populated with 7654 C atoms generated at randomly chosen coordinates, resulting in an overall 
density of 1.12 g/cc. The system first is subjected to an energy minimization using the conjugate 
gradient method. The mixing is initiated by heating the system to a temperature of 1000 K, 
which is gradually quenched to a 100 K, linearly over 500 ps.  
We calculate the average C-C coordination number as a measure of the degree of 
condensation. During the mixing stage the coordination number increases from 1.70 to 2.49. To 
increase the density of the simulation box to the char target density of 2.24 g/cc the system is 
subjected to the compression stage. The volume of the simulation box is halved by deforming the 
dimensions uniformly over a simulation time of 1000 ps. During the compression the C atoms 
are set to a temperature of 2000 K using a Berendsen thermostat to mitigate local residual 
stresses. The average C-C coordination number further increases from 2.49 to 3.05 which 
indicates that a large number of additional C-C bonds are formed. The final equilibration stage 
involves subjecting the system to an NPT ensemble with the pressure and temperature set to 10 
atm and 300 K respectively, for 500 ps. The density of the system converge to ~ 2.18 g/cc at the 
end of equilibration stage.  
Fig 11.1 shows the final relaxed molecular configuration obtained by the liquid quench 
method along with the electron micrographs of carbonized phenolic resin at 900 K.142 Note that 
the amorphous nature of the structure visible in the micrographs is similar to the MD-derived 
structure. Since our eventual goal is the study the oxidation and nitration reactions of the char we 
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switch the interatomic potential from Airebo to ReaxFF. We use the ReaxFF potential by 
Strachen et al., which was calibrated for the high temperature decomposition of nitramine RDX 
and can simulate C, H, O and N species.143 The ReaxFF potential reported by Chenoweth et al. 
was shown to predict unphysically low thermal stability for glassy carbon.117 The system 
generated by liquid quench method is subjected to energy minimization and thermal equilibration 
at 300 K using the ReaxFF potential. We determine the fraction of sp3 hybridized C atoms in the 
final molecular structure to be 6.98 %, in excellent agreement with experimental reported value 
of 6-8 %.137 We calculate the radial density function of the C atoms and found the curve to be in 
good agreement with previous MD and RMC simulations. The first and second peaks (for sp2 
and sp3 C atoms) are located at 1.395 Å and 2.415 Å, respectively, in agreement with previous 
simulations.138,139,144,145 Simulation of the pyrolysis of the phenolic resin char (Fig 11.1) under 
thermal and reactive conditions presents an avenue for future work in this field. 
 
11.2 DSMC and RWMC Techniques  
The material response model we developed in chapter 10 used a 1D heat transfer equation 
(Eqn 10.4) as its governing relationship. Such a form only considered the conductive heat 
transfer and used the Loeb’s equation and transpiration cooling term to approximate the radiation 
and convection modes respectively. Transpiration cooling is the heat removed by the flow of 
pyrolysis gases generated in the relatively cooler interior regions of the TPS as they blow 
towards the hotter surface. The transpiration cooling term 𝑄𝑇(𝑦) described in Eqn 10.5 is derived 
assuming the gas flow is sufficiently slow to reach thermal equilibrium at each cross section. In 
other words, at each time step the gases reach the temperature of the cross section, removing heat 
as it moves towards the increasing hotter regions closer to the surface. A more accurate and 
representation approach for approximating the transpiration cooling is using Direct Simulations 
Monte Carlo (DSMC)146,147. DSMC is a numerical methods for modeling rarefied gas flow where 
the mean free path of a molecule is of similar order of magnitude as the representative length 
scale of the physical domain through which the gas is flowing. Since the TPS encounters 
extremely low density gases in the upper atmosphere which are heated to high temperatures in 
the plasma layer, the rarefied assumption is a more accurate representation of the flow than 
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conventional CFD. Fig 11.2a shows the streamlines of the pyrolysis gases flowing though the 
phenolic microballoons which constitute the AVCOAT TPS. DSMC simulations coupled with 
solid heat transfer models can also be used to improve the estimate of the incident heat flux 𝑄𝑖𝑛 
which is used as a boundary condition in Eqn 10.4. In the current work the stagnation heat flux 
estimate by Finke is used as described in Eqn 10.6.132 Fig 11.2b shows the incident heat flux 
profile on the TPS surface. The DSMC calculations are significantly more accurate that the 
current form used in Eqn 10.6 and have a better resolution which can enable 1D heat transfer 
model to be further extended into a 3D formulation.148–150 A complete 3D formulation would 
allow for the estimation of the spatial profile of the temperature and char thickness on the surface 
of the TPS.  
Another serious limitation of the material response model presented here is the 
approximate treatment of cavity radiation. We utilized Loeb’s homogenized conduction-radiation 
coupling in Eqn 10.3 which assumed the matrix to be an isotropic, homogeneous material 
containing uniformly dispersed spherical voids of equal diameter.127 The actual microstructure is 
far more complex.92 Cavity radiation is likely to be present within the phenolic microballoons 
(reinforced voids) as well as in the space between the microballoons (interstitial voids). While 
the reinforced voids can be approximated as perfect sphered the interstitial voids are certainly not 
spherical in shape. Additionally, the microballons have a range of diameters and wall thickness, 
and cannot be approximated as equal sized voids. Further complicating the model is role of the 
novolac epoxy glue which the binds the constituents together. In our calculations we have 
assumed that the glue has the same properties as the phenolic resin and is assumed to part of the 
microballons. Random walk Monte Carlo (RWMC) methods provide a possible means to 
circumvent the inaccuracy of the Loeb’s assumption.151,152 The irregularity of the internal 
geometry of the TPS makes conventional finite element methods infeasible due to challenges of 
meshing. RWMC is a mesh-free technique which is well suited for the microstructure of the TPS. 
The methods involves tracking the local density of virtual heat carrying units called Walkers. 
During each time step the position of the walkers is updated by sampling a normally distributed 
random variable. Inside the void the walkers travel in a straight line till it intersect with an 
internal surface. The method has been successfully applied for calculation of the effective 
thermal conductivity of porous collection fibers and is currently being investigated as a 
replacement for the Loeb’s formulation (Eqn 10.3) in the material response model.150,153  
120 
 
11.3 Figures 
 
 
Fig 11.1: (a) Molecular structure of glassy carbon generated by the liquid quench method. (b) 
Electron micrographs of carbonized phenolic resin at 900 K.143   
Fig 11.2: (a) Flow stream lines through the AVCOAT TPS calculated using DSMC. (b) Heat flux 
incident on the surface of the TPS as calculated from DSMC.148  
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Chapter 12. Conclusions 
In this dissertation, atomistic simulations coupled to micromechanics models were used 
to study the patterning of graphene (Part I) and the ablation of thermal protection systems (Part II) 
resulting from controlled and erosive plasma-surface interactions. In Part I (chapter 2-6) we 
study the controlled patterning of graphene by low energy hydrogen plasma using scale bridging 
molecular dynamics. Our simulations of monolayer graphane etching uncover distinct etching 
mechanisms, operative within narrow ion energy windows, which fully explain the differing 
plasma-graphene reactions observed experimentally. Specific ion energy ranges are 
demonstrated for stable isotropic (∼2 eV) versus anisotropic hole growth (∼20–30 eV) within 
the basal plane of graphene, as well as for pure edge etching of graphene (∼1 eV). For etching of 
multilayer graphene we demonstrate the possibility of controlled 3D patterning using hydrogen 
plasma tuned to specific ion energy windows. Layers 1 to 4 in a multilayer sheet were show to 
etching selectively at ion energy range centered on 10 eV, 17 eV, 23 eV and 28 eV respectively. 
For both monolayer and multilayer graphene we developed scale bridging continuum level 
models to enable a direct comparison of experiments with simulations. Finally, we examined the 
effects of thermal processes beyond the time-scale of MD simulations, such as thermal 
dehydrogenation and surface H recombination. The chemical kinetics of dehydrogenation were 
obtained using high temperature MD simulations.  
In Part II (chapter 7-11) we focus on the erosive effect of atmospheric plasma on the 
thermal protection systems of re-entry space crafts. Large-scale MD simulations coupled to 
mechanism-based macroscale models were used to quantify the complex pyrolysis kinetics 
operative in polymer-based charring ablators. Our MD simulations showed that pyrolysis of 
highly-crosslinked phenolic resin was activated at temperatures greater than 500 K. Early-stage 
pyrolysis was dominated by the removal of –OH functional groups and –H atoms from aromatic 
C rings to release H2O, while later stage involved the breaking up of these weakened C-rings to 
release C-based fragments (CH4, C2H2, etc.). The thermal decomposition reactions were found to 
scale with temperature following the Arrhenius law, with activation energy of 𝐸𝑎 =  42.5 
kcal/mol and pre-exponential factor of    𝐵 =  5.24 × 1012 s−1  .These kinetic parameters were 
used to derive an expression for surface recession rate of monolithic phenolic resin as a function 
of temperature. Results from MD simulations were used to inform a thermal material response 
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model at the macroscale governed by a 1D heat transfer equation. The macroscopic model 
considers (a) the complex structure of porous polymer ablators such as AVCOAT, (b) the phase 
transition from virgin material to char, (c) the various heat removal processes, specifically, 
pyrolysis and transpiration cooling, and (d) thermal conductivity variation due to cavity 
radiation. Predictions from the model were validated against prior arc-jet and oxy-acetylene 
torch experiments on AVCOAT TPS. The model was also used to gain insights into the thermal 
response of AVCOAT TPS during atmospheric reentry from low-earth orbit. 
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