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MAXIMAL Sp(4,R) SURFACE GROUP REPRESENTATIONS, MINIMAL
IMMERSIONS AND CYCLIC SURFACES
BRIAN COLLIER
Abstract. Let S be a closed surface of genus at least 2. For each maximal representation ρ : pi1(S)→Sp(4,R)
in one of the 2g − 3 exceptional connected components, we prove there is a unique conformal structure on
the surface in which the corresponding equivariant harmonic map to the symmetric space Sp(4,R)/U(2)
is a minimal immersion. Using a Higgs bundle parameterization of these components, we give a mapping
class group invariant parameterization of such components as fiber bundles over Teichmu¨ller space. Unlike
Labourie’s recent results on Hitchin components, these bundles are not vector bundles.
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1. Introduction
The nonabelian Hodge correspondence between Higgs bundles and surface group representations provides
powerful tools for studying surface group character varieties, but these tools come at a price. The corre-
spondence depends on a choice of conformal (or, equivalently, complex) structure on the surface, and, as a
result, breaks the mapping class group symmetry. In this paper, we restore the symmetry by associating
a unique “preferred” conformal structure (Theorem 3.8) to each point in certain connected components of
the surface group character variety for Sp(4,R). Using a Higgs bundle parameterization (Proposition 3.13),
we give a mapping class group invariant parameterization of these components (Theorem 3.16). Recently,
Labourie [Lab14] provided a mapping class group invariant parameterization of the Hitchin component for
Sp(4,R). Our approach builds on his work and provides the first mapping class group parameterization of
what we call the Gothen components.
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For a a closed oriented surface S of genus g ≥ 2, denote the associated character variety by R(Sp(4,R)),
R(Sp(4,R)) = Hom(π1(S), Sp(4,R)) // Sp(4,R).
Since Sp(4,R) is a group of Hermitian type, there is a Toledo invariant τ ∈ Z which helps to distinguish
connected coponents of R(Sp(4,R)). Given two representations ρ and ρ′ in R(Sp(4,R)), if τ(ρ) 6= τ(ρ′), then
ρ and ρ′ are in different connected components. The Toledo invariant satisfies the Milnor-Wood inequality
|τ | ≤ − 12χ(S) · rk(Sp(4,R)) = 2g − 2 [Tur84], giving a decomposition:
R(Sp(4,R)) =
⊔
−(2g−2)≤τ≤2g−2
Rτ (Sp(4,R)), (1.1)
with Rτ (Sp(4,R)) ∼= R−τ (Sp(4,R)).
A conformal structure J on the surface S defines a Riemann surface structure (S, J) = Σ. For each con-
formal structure, letMJ(Sp(4,R)) be the moduli space of Sp(4,R)-Higgs bundles over Σ. By the nonabelian
Hodge correspondence [Cor88, Don87, Hit87, Sim92], there is a homeomorphism between the representation
variety R(Sp(4,R)) and the Higgs bundle moduli spaceMJ(Sp(4,R)). Using this correspondence, the Toledo
invariant gives a decomposition:
MJ(Sp(4,R)) =
⊔
−(2g−2)≤τ≤2g−2
MJ,τ (Sp(4,R)) .
Such a decomposition can be seen directly using Higgs bundle techniques [Got01, GPGMiR13].
In [Got01], Gothen showed that, for |τ | = 2g−2,MJ,τ (Sp(4,R)) has 3 ·22g+2g−4 connected components.
When |τ | = 2g − 2, representations ρ ∈ Rτ (Sp(4,R)) are called maximal and have many special properties.
For example, 22g of the 3·22g+2g−4 connected components are comprised of Hitchin representations [Hit92].
Maximal representations are examples of Anosov representations [BILW05], and thus, they are all discrete
and faithful. Furthermore, Labourie has shown [Lab08] that the mapping class group acts properly on the
space of maximal Sp(4,R) representations. From a detailed study of the geometry of the symmetric space
Sp(4,R)/U(2), Burger, Iozzi, and Wienhard [BIW10] classified the possible subgroups G ⊂ Sp(4,R) which
can be the Zariski closure of a maximal Sp(4,R) representation. Using Higgs bundles, Bradlow, Garcia-
Prada, and Gothen [BGPG12] showed that R2g−2(Sp(4,R)) has 22g +2g− 3 smooth connected components
which are distinguished by an integer g − 1 < d ≤ 3g − 3 :⊔
g−1<d≤3g−3
MdJ(Sp(4,R)) ⊂MJ,2g−2(Sp(4,R)) and
⊔
g−1<d≤3g−3
Rd(Sp(4,R)) ⊂ R2g−2(Sp(4,R)) ,
with MdJ(Sp(4,R)) ∼= Rd(Sp(4,R)).
When d = 3g − 3, Rd(Sp(4,R)) has 22g connected components which are all isomorphic; these are the
Hitchin components. They are contractible and contain representations with Zariski closure the irreducible
SL(2,R) ⊂ Sp(4,R). For g − 1 < d < 3g − 3 the smooth components Rd(Sp(4,R)) are connected, non-
contractible, and contain only Zariski dense representations. As these 2g − 3 connected components were
originally discovered by Gothen, we call them the Gothen components. Although all representations in the
Gothen components are Zariski dense, Guichard and Wienhard [GW10] have identified some special repre-
sentations in these components, called hybrid representations, which are built by gluing together Fuchsian
representation on subsurfaces of S. In Theorem 3.16, we give a mapping class group invariant parameteri-
zation of these 22g + 2g − 3 smooth connected components Rd(Sp(4,R)) as fiber bundles over Teichmu¨ller
space. This is done by associating a preferred conformal structure to each representation ρ ∈ Rd(Sp(4,R))
(Theorem 3.8).
To make this more precise, recall that if H ⊂ G is the maximal compact subgroup of a semisimple Lie
group and ρ : π1(S)→G is a representation, then a metric on the flat G-bundle Σ˜ ×ρ G is equivalent to a
ρ-equivariant map hρ : S˜−→G/H. If ρ is completely reducible, then, by Corlette’s theorem [Cor88], for each
choice of conformal structure Σ = (S, J) there exists a harmonic metric on the associated flat bundle. That
is, the ρ-equivariant map hρ : Σ˜→G/H can be chosen to be a critical point of the energy functional
EJ (hρ) = 1
2
∫
Σ
|dhρ|2dvol.
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For any harmonic map h : Σ→(N, g), with domain a Riemann surface, the (2, 0)-part of the pullback metric
h∗g defines a holomorphic quadratic differential q2(h) ∈ H0(Σ,K2), called the Hopf differential:
q2(h) = (h
∗g)2,0.
Furthermore, for a harmonic map h, the Hopf differential is zero if and only if h is weakely conformal or
equivalently, a branched minimal immersion [SU82, SY79].
Theorem 3.8. If S be a closed surface of genus at least 2 and ρ ∈ Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3,
then there exists a unique conformal structure (S, Jρ) = Σ so that the unique ρ-equivariant harmonic map
hρ : Σ˜→Sp(4,R)/U(2)
is a minimal immersion.
Remark 1.2. Independent of the component, for all ρ ∈ R2g−2(Sp(4,R)) there exists a conformal structure
so that the corresponding ρ-equivariant harmonic map hρ is a branched minimal immersion. This follows
from the properness of the mapping class group action on R2g−2(Sp(4,R)) [Lab08]. For the components
Rd(Sp(4,R)) with g − 1 < d ≤ 3g − 3, we show that the conformal structure is unique, and that the
associated branched minimal immersion is branch point free. For the Hitchin components, Theorem 3.8 was
proven by Labourie [Lab14] but is new for the Gothen components.
The proof of Theorem 3.8 generalizes techniques of [Lab14], together with a Higgs bundle description
of the 2g − 3 non-Hitchin smooth components MdJ(Sp(4,R)) ⊂ M2g−2J (Sp(4,R)). Fix a representation
ρ ∈ Rd(Sp(4,R)) and choose a conformal structure Σ = (S, J) in which the equivariant harmonic map
hρ is minimal. The minimal map condition is interpreted as the vanishing of the holomorphic quadratic
differential associated, via the Hitchin fibration, to the Higgs bundle corresponding to ρ. In Proposition 3.9,
we show that these Higgs bundles have the special property that they are fixed by a 4th-roots of unity action
on M(Sp(4,R)), and thus, the harmonic map hρ lifts (see Remark 3.10) equivariantly, to the homogeneous
space Sp(4,R)/(U(1)× U(1))
Sp(4,R)/(U(1)× U(1))

Σ˜
hρ
//
77♦
♦
♦
♦
♦
♦
♦
Sp(4,R)/U(2)
For the Hitchin component, such Higgs bundles and their metric splitting properties were studied in detail
by Baraglia [Bar10, Bar15]. To show local uniqueness, the lifted harmonic maps are interpreted as a cyclic
Pfaffian system (see Defintion 6.4) which generalizes the cyclic surfaces of [Lab14], and shown to be rigid
in Theorem 7.5. Then, using the smoothness of the connected components, we appeal to an argument in
[Lab14] to obtain global uniqueness. As a special case, we recover the analogous result for the Sp(4,R)-
Hitchin component.
Remark 1.3. The local uniqueness of Theorem 7.5 holds for a slightly more general class of representations.
For d = g − 1, there is a connected component Rg−1(Sp(4,R)) ⊂ R2g−2(Sp(4,R)) which shares many
properties with Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3 (see Remark 3.2).
To describe the mapping class group invariant parameterization of the components Rd(Sp(4,R)) for
g − 1 < d ≤ 3g − 3, we need to describe the Higgs bundles in MdJ(Sp(4,R)). Let K→Σ is the canonical
bundle, Higgs bundles in MdJ(Sp(4,R)) are determined by quadruples (N,µ, ν, q2) [BGPG12], where:
• N→Σ is a holomorphic line bundle of degree d,
• µ ∈ H0(N−2K3) is a nonzero holomorphic section,
• ν ∈ H0(N2K) is any holomorphic section,
• q2 ∈ H0(K2) is a holomorphic quadratic differential.
In the above description, the tuple (N,µ, ν, q2) does not uniquely determine the isomorphism class of the
associated Higgs bundle; instead, there is a 1-parameter gauge symmetry to account for. For λ ∈ C∗, there
is an isomorphism
(N,µ, ν, q2)
gλ // (N, λ−2µ, λ2ν, q2) . (1.2)
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Denote the variety of degree d line bundles on Σ by Picd(Σ). For g − 1 < d ≤ 3g − 3, the moduli space
MdJ(Sp(4,R)) is given by{
(N,µ, ν, q2) | N ∈ Picd(Σ), 0 6= µ ∈ H0(N−2K3), ν ∈ H0(N2K), q2 ∈ H0(K2)
}/
C∗,
where C∗ acts by (1.2). Since the holomorphic quadratic differential is independent of N and is acted on
trivially by (1.2), define
FdJ =
{
(N,µ, ν)|N ∈ Picd(Σ) with h0(N−2K3) > 0, 0 6= µ ∈ H0(N−2K3), ν ∈ H0(N2K)}/C∗ (1.3)
The moduli space MdJ is then given by
MdJ(Sp(4,R)) ∼= FdJ ×H0(K2).
Using Theorem 3.8 we prove the following mapping class group invariant parameterization of Rd(Sp(4,R)).
Theorem 3.16. For g − 1 < d ≤ 3g − 3, let Rd(Sp(4,R)) be the component of the maximal Sp(4,R)
representation variety corresponding to the Higgs bundle component MdJ(Sp(4,R)). There is a mapping class
group equivariant diffeomorphism
Ψ : Fd−→Rd(Sp(4,R))
where π : Fd→T (S) is a fiber bundle over Teichmu¨ller space with π−1([J ]) = FdJ from (1.3).
Remark 1.5. Since Teichmu¨ller space is contractible, the bundle F→T (S) is trivial and Rd(Sp(4,R)) is
homotopic to the fiber FdJ .
To describe the fiber FdJ in more detail we follow ideas of [BGPG12]. Let Pd→Picd(Σ)×Σ be the Poincare´
line bundle; Pd is constructed so that the line over a point (N, p) ∈ Picd(Σ)×Σ is the line Np. Consider the
line bundles
L1 = P−2d ⊗ π∗ΣK3 and L2 = P2d ⊗ π∗ΣK
on Picd(Σ) × Σ, here πPic and πΣ are the projections onto the appropriate factors. Pushing forward gives
coherent sheaves on Picd(Σ)
(πPic)∗L1 and (πPic)∗L2 .
The stalks of (πPic)∗L1 and (πPic)∗L2 over a line bundle N ∈ Picd(Σ) are H0(N−2K3) and H0(N2K)
respectively. By Riemann-Roch h0(N2K) = 2d + g − 1, and thus (πPic)∗(L2) is a vector bundle. For
g− 1 < d < 2g− 2, Riemann-Roch gives h0(N−2K3) = −2d+5g− 5, so, in this range, (πPic)∗(L1) is also a
vector bundle over Picd(Σ). In the range g− 1 < d < 2g− 2, Bradlow, Garcia-Prada and Gothen [BGPG12]
proved that MdJ(Sp(4,R)) is given by the following fiber bundle(
((πPic)∗L1 − {zero− section})⊕ (πPic)∗L2 ⊕ (πPic)∗π∗ΣK2
)/
C∗
π

Picd(Σ)
where C∗ acts by (1.2). Furthermore, for N ∈ Picd(Σ), the fiber is given by
π−1(N) ∼= OP−2d+5g−6(1)⊕2d+g−1 × C3g−3.
However, for 2g − 2 ≤ d ≤ 3g − 3, h0(N−2K3) depends on N, and not just d. For all d we have:
Proposition 3.13. There is a surjection from the smooth manifold FdJ to the support of (πPic)∗(P−2d ⊗π∗Σ)
π : FdJ // // supp((πPic)∗(P−2d ⊗ π∗Σ)) ⊂ Picd(Σ).
If N ∈ supp(πPic)∗(P−2d ⊗ π∗Σ)) with h0(N−2K3) > 1 then the fiber is π−1(N) ∼= OPa−1(1)⊕b, where a =
h0(N−2K3) and b = h0(N2K) = 2d + g − 1. If N ∈ supp(πPic)∗(P−2d ⊗ π∗Σ)) with h0(N−2K3) = 1 then
π−1(N) ∼= C2d+g−1.
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The paper is oraganized as follows: We start by recalling the necessary definitions and tools of
the theory of Higgs bundles and harmonic maps. In section 3, we recall the work of [BGPG12, Lab08] on
maximal Sp(4,R) representations and their corresponding Higgs bundles and harmonic maps. With this set
up, Theorem 3.8 is introduced, and an important metric splitting property is proven (Proposition 3.9). Using
the parameterization ofMdJ and assuming Theorem 3.8, we prove the mapping class group parameterization
of Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3 in Theorem 3.16.
The rest of the paper is devoted to proving Theorem 3.8. To do this, for any complex semisimple Lie
group G, we introduce a special class of maps (Definition 6.4) called G-cylic surfaces from a Riemann surface
to the homogeneous space G/T0, where T0 is the maximal compact torus of the split real form G0 ⊂ G. In
section 4 and 5, we introduce the necessary Lie theory and homogeneous space geometry. Then in section 6,
we define cyclic surfaces in general and prove certain properties of their deformations. For representations
in Rd(Sp(4,R)), we show in Proposition 6.6 that, in a suitable conformal structure, the associated Higgs
bundles give rise to special equivariant Sp(4,R)-cyclic surfaces. Finally, in section 7, we prove a rigidity
result (Theorem 7.5) for special equivariant cyclic surfaces, then complete the proof of Theorem 3.8.
Acknowledgements: I would like to thank Daniele Alessandrini, Steve Bradlow, and Franc¸ois Labourie
for many fruitful discussions. I am very grateful to Marco Spinaci for many enlightening email correspon-
dences and useful comments. Also, I would like to thank Qiongling Li and Andy Sanders for countless
stimulating conversations about representation varieties, harmonic maps and Higgs bundles. I acknowledge
the support from U.S. National Science Foundation grants DMS 1107452, 1107263, 1107367 “RNMS: GEo-
metric structures And Representation varieties” (the GEAR Network). I have benefited greatly from the
opportunities the GEAR Network has provided me.
2. Higgs bundles and harmonic maps
Let S be a closed orientable surface of genus at least two, fix a conformal structure J and denote the
corresponding Riemann surface (S, J) by Σ. Let K→Σ be the canonical bundle, i.e. K = T ∗,(10)
C
Σ is the
holomorphic cotangent bundle. As the main results of this paper exploit all four aspects of the nonabelian
Hodge correspondence, we introduce the main objects at length.
2.1. Higgs bundles in general. Let G be a real simple Lie group with Lie algebra g and Killing form Bg.
Everything discussed below has an analogous statement for reductive groups, however we will only consider
simple groups. Any involution σ : g→g gives a decomposition g = h⊕m into ±1 eigenspaces such that
[h, h] ⊂ h , [h,m] ⊂ m , [m,m] ⊂ h .
An involution σ is called a Cartan involution if
Bσ(X,Y ) = −Bg(X, σ(Y ))
is a symmetric positive definite bilinear form. For a Cartan involution, it follows that the splitting g = h⊕m
is orthogonal and that B is positive definite on m and negative definite on h. Thus, h is the Lie algebra
of a maximal compact subgroup H ⊂ G. Furthermore, the splitting g = h ⊕ m is AdH -invariant, and thus,
after complexifying, the splitting gC = hC ⊕ mC is a splitting of HC-representations. When g is a complex
semisimple Lie algebra, we will denote a Cartan involution by θ. A Cartan involution on a complex semisimple
Lie algebra is equivalent to a compact real form; in particular, a Cartan involution θ is conjugate linear.
Definition 2.1. A G-Higgs bundle over a compact Riemann surface Σ is a pair (E , φ) where
• E→Σ is a holomorphic principal HC bundle,
• φ ∈ H0(Σ, (E ×HC mC)⊗K) is a holomorphic section of the associated K-twisted mC-bundle.
We will focus on G = SL(n,C) and G = Sp(2n,R), in these cases, we can work with vector bundles with
extra structure. For SL(n,C), the maximal compact is SU(n) and the Cartan decomposition is
sl(n,C) = su(n)⊕ isu(n).
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Complexifying yields HC = SL(n,C) and mC = sl(n,C). Furthermore, the representation of HC on mC is
the adjoint representation of SL(n,C) on sl(n,C). Using the standard representation of SL(n,C) on Cn, a
SL(n,C)-Higgs bundle is given by a pair (E, φ) where
• E→Σ is a rank n holomorphic vector bundle with det(E) = O
• φ ∈ H0(Σ, End(E)⊗K) is a traceless holomorphic K-twisted endomorphism
This is the original definition of Hitchin [Hit87].
For Sp(2n,R), the maximal compact is U(n), and if Sym2(V ) is the symmetric tensor product of the
standard representation of GL(n,C) on Cn, then complexifying the Cartan decomposition of sp(2n,R) gives
the decomposition
sp(2n,C) = gl(n,C)⊕ (Sym2(V )⊕ Sym2(V ∗))
(see subsection 4.2 for more details). Thus, an Sp(2n,R)-Higgs bundle is given by a triple (V, β, γ) where:
• V→Σ is a rank n holomorphic vector bundle
• β ∈ H0(Sym2(V )⊗K) is a holomorphic symmetric section of V ⊗ V twisted by K
• γ ∈ H0(Sym2(V ∗)⊗K) is a holomorphic symmetric section of V ∗ ⊗ V ∗ twisted by K.
Given an Sp(2n,R)-Higgs bundle (V, β, γ), the associated SL(2n,C)-Higgs bundle is (E, φ) =
(
V ⊕ V ∗,
(
0 β
γ 0
))
.
To form a moduli space of Higgs bundles, we need a notion of stability.
Definition 2.2. An SL(n,C)-Higgs bundle (E, φ) is semistable, if for all proper holomorphic subbundles
F ⊂ E we have deg(F ) ≤ 0. If the inequality is always strict, then (E, φ) is called stable, and if (E, φ) is a
direct sum of stable SL(ni,C)-Higgs bundles, then it is called polystable.
Remark 2.3. For an arbitrary real reductive Lie group G, the definition of stability and semistability is
significantly more involved, see [GGMiR09, GPGMiR13]. However, if G ⊂ SL(n,C) then a G-Higgs bundle
is unstable if and only if the corresponding SL(n,C)-Higgs bundle is unstable. The Sp(4,R)-Higgs bundles
(V, β, γ) studied in this paper (see Remark 3.2) are stable or polystable as Sp(4,R)-Higgs bundles if and only
if the associated the SL(4,C)-Higgs bundle
(
V ⊕ V ∗,
(
0 β
γ 0
))
is stable or polystable, respectively.
The moduli space of G-Higgs bundles over Σ = (S, J) is defined as
MJ(G) = {(E , φ) | (E , φ) a polystable G-Higgs bundle}/GHC (2.1)
where GHC is HC-gauge group (i.e. the group of smooth bundle automorphism of E).
Definition 2.4. A G-Higgs bundle (E , φ) is called simple if Aut(E , φ) ⊂ GHC = Z(HC). For G = SL(n,C),
stable Higgs bundles are automatically simple, this is not true in general.
To go from the moduli space of G-Higgs bundles to the space of representations of π1(Σ) we have the
following theorem, it was originally proved by Hitchin [Hit87] for SL(2,C) Simpson [Sim92] for general
complex reductive groups and Bradlow, Garcia-Prada, Mundet i Riera [BGPMiR03] and Garcia-Prada,
Gothen, Mundet i Riera [GGMiR09] for real reductive groups.
Theorem 2.5. Let G be a real reductive Lie group and θ a fixed Cartan involution on gC. If (E , φ) is a
stable and simple G-Higgs bundle then there exists a unique reduction of structure group σ : Σ→E/H with
associated ‘Chern connection’ Aσ solving the Higgs bundle equations
FAσ + [φ,−θ(φ)] = 0
∇01Aσφ = 0
Conversely, if (Aσ , φ) is such a solution, then the corresponding Higgs bundle is polystable Higgs bundle.
For the appropriate notion of the Chern connection of a reduction of structure of a holomorphic principal
bundle to its maximal compact see the appendix of [LT06]. A solution (A, φ) to the Higgs bundle equations
gives rise to the flat G-connection A+ φ− θ(φ). This gives a map to the representation variety
MJ(G)−→R(π1(S),G).
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Remark 2.6. For reductive Lie group G, a representation ρ is called irreducible if the centralizer of ρ
is the center of G. Given a stable and simple G-Higgs bundle (E , φ), the corresponding representation ρ
is irreducible (see Theorem 3.32 of [GGMiR09]). Irreducible representations and stable and simple Higgs
bundles define the smooth points of R(G) and MJ(G).
In the case of SL(n,C), Theorem 2.5 simplifies to the following.
Theorem 2.7. Let (E, φ) be a stable SL(n,C)-Higgs bundle, then there exists a unique hermitian metric h,
with Chern connection Ah, solving the Hitchin equations
FAh + [φ, φ
∗h ] = 0 (2.2)
∇01Ahφ = 0
where FAh is the curvature of Ah and φ
∗h is the hermitian adjoint. Conversely, if (Ah, φ) is a solution then
the corresponding Higgs bundle is polystable.
Remark 2.8. Denote the holomorphic structure on E by ∂¯E . Given a stable Higgs bundle (∂¯E , φ), let h
be the unique metric which solves the Hitchin equations (2.2). For any SL(n,C)-gauge transformation g,
the pair (g−1∂¯Eg, g
−1φg) also has a unique metric h′ solving (2.2). The metrics h and h′ are related by
h′ = hg∗hg. This follows from general gauge theoretic arguments, for example see [Bra90].
Remark 2.9. Note that if h is a solution metric for a Higgs bundle (E, φ), then for all λ ∈ U(1), h is also
the solution metric for (E, λφ). This gives a U(1) action on the moduli space of Higgs bundles. This action
and its restriction to the kth roots of unity 〈ζ
k
〉 play a key role in the proof of Proposition 3.9.
Example 2.10. Fix a square root K
1
2 of the canonical bundle K, and let q2 ∈ H0(K2) and q4 ∈ H0(K4)
be holomorphic differentials. Consider the Sp(4,R)-Higgs bundle
(V, β, γ) =
(
K
3
2 ⊕K− 12 ,
(
q4 q2
q2 1
)
,
(
0 1
1 0
))
.
The associate SL(4,C)-Higgs bundle is
(
V ⊕ V ∗,
(
0 β
γ 0
))
=
K 32 ⊕K− 12 ⊕K− 32 ⊕K 12 ,

q4 q2
q2 1
0 1
1 0

 .
This is the Higgs bundle description of the Sp(4,R)-Hitchin components [Hit92].
Definition 2.11. Let G be a complex simple Lie group of rank ℓ, and fix a homogeneous basis (p1, · · · , pℓ)
of the invariant polynomials C[g]G with deg(pj) = mj + 1. Let (E, φ) be a G-Higgs bundle, then pj(φ) ∈
H0(Σ,Kmj+1) and we have a map
MJ(SL(n,C))
(p1,··· ,pℓ) //
n⊕
j=1
H0(Σ,Kmj+1)
[E , φ] ✤ // (p1(φ), · · · , pℓ(φ))
called the Hitchin Fibration.
For SL(n,C), mj = 1, 2, · · · , n − 1 and for Sp(2n,C) mj = 1, 3, · · · , 2n − 1. Up to a constant, the
holomorphic quadratic differential p1(φ) is given by Tr(φ
2).
2.2. Harmonic maps and Corlette’s theorem. To go from the representation variety to the moduli
space of Higgs bundles we need to develop some harmonic map theory. Let (N1, g1) and (N2, g2) be two
Riemannian manifolds with N1 compact and orientable. A smooth map f : N1→N2 is harmonic if it is a
critical point of the energy functional
E(f) = 1
2
∫
N1
|df |2dvolg1 .
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Here df is a section of T ∗N1 ⊗ f∗TN2 and the norm is taken with the metric induced by g1 and g2. If
(Df
∗∇g2 )∗ is the adjoint (with respect to the metric g1) of the covariant derivative induced by the Levi-
Civitta connection for g2, then the Euler-Lagrange equations for harmonic maps can be written as
(D∇f∗g2 )∗(df) = 0.
When the domain N1 is a surface, harmonic maps have many additional properties. For instance, the
energy, and hence the Euler-Lagrange equations, are invariant under a conformal change of the domain
metric. Thus, harmonicity of maps f : Σ→(N, g) with domain a Riemann surface (S, J) = Σ makes sense.
Given a map f : Σ→(N, g), denote the decomposition of the exterior derivative d and the covariant derivative
Df
∗∇h : Ω1(Σ, f∗TN)→Ω2(Σ, f∗TN) into their (1, 0) and (0, 1) parts by
d = d10 + d01 and D
f∗∇g = (Df
∗∇g )10 + (Df
∗∇g )01 .
For a Riemann surface, a map f : Σ→(N, g) is harmonic if and only if df10 is holomorphic, that is
(D∇g )01(df10) = 0.
Any smooth map f : Σ→(N, g) gives a symmetric 2-tensor f∗g ∈ Ω0(Σ, S2(T ∗Σ)); the (2, 0) part qf =
(f∗g)20 ∈ Ω0(Σ,K2) is a quadratic differential.
Definition 2.12. If f : Σ→(N, g) is harmonic then qf = (f∗g)20 ∈ H0(Σ,K2) is a holomorphic quadratic
differential called the Hopf differential of f .
If z is a local complex coordinate, then the Hopf differential of a harmonic map f is defined by
qf
(
∂
∂z
,
∂
∂z
)
= g
(
df
(
∂
∂z
)
, df
(
∂
∂z
))
.
Writing qf in terms of z = x+ iy, it is clear that if qf = 0 then the rank of df is always 0 or 2.
Remark 2.13. A harmonic map f is weakly conformal if and only if qf = 0. Equivalently [SU82, SY79],
qf = 0 if and only if f is a branched minimal immersion. If f is a branched minimal immersion with df
nowhere zero, then f is a minimal immersion.
Given a representation ρ : π1(S)→G, consider the associated flat principal G-bundle S˜ ×ρ G. A metric on
a principal G-bundle E is a reduction of structure group to the maximal compact subgroup which can be
interpreted as a section of the fiber bundle h : S→E/H. Since the bundle S˜ ×ρ G is flat, such a section h is
equivalent to an ρ-equivariant map to the symmetric space
hρ : S˜ −→ G/H.
To obtain a Higgs bundle from representation ρ ∈ R(G), to each choice of conformal structure Σ = (S, J),
Corlette’s theorem [Cor88] provides a special metric on the flat bundle Σ˜×ρ G.
Theorem 2.14. Let ρ ∈ R(G) be an irreducible representation, and fix a conformal structure (S, J) = Σ.
Then there exists a unique metric
hρ : Σ˜ −→ G/H
which is harmonic.
Given ρ : π1(S)→G, denote the flat connection on Σ˜ ×ρ G by D ∈ Ω1(Σ˜ ×ρ G, g). Any metric hρ gives a
H-subbundle EH ⊂ Σ˜×ρ G, and allows us to decompose the flat connection as D = A+ ψ where
A ∈ Ω1(EH, h) and ψ ∈ Ω1(Σ, EH ×H m) .
Here A is a connection 1-form on EH and ψ is identified with the derivative of the metric dhρ. If the metric
hρ is harmonic, then ∇∗Aψ = 0, or equivalently ∇01ψ10 = 0. With respect to this decomposition, the flatness
for D and harmonic equation for hρ decompose as
FA +
1
2 [ψ, ψ] = 0 , ∇Aψ = 0 , ∇01A ψ10 = 0 (2.3)
The Higgs bundle corresponding to hρ is (E , φ) = (EH ×HC HC, ψ10). Since ∇Aψ = ∇∗Aψ = 0, we have
ψ01 = −θ(ψ10). Thus, the pair (A,ψ10) solves the Higgs bundle equations
FA + [φ,−θ(φ)] = 0 and ∇01A ψ10 = 0 .
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Remark 2.15. Under the identification of the representation variety R(G) with the Higgs bundle moduli
space MJ(G), the (1, 0)-part of the differential of the harmonic map from Corelette’s Theorem is identified
with Higgs field φ (see Remark 5.14). For G simple, the metric on G/H is induced by the Killing form Bg.
Hence, for ρ ∈ R(π1(S),G), up to a constant, the Hopf differential of the corresponding harmonic map hρ is
given by
qhρ = Tr(dh
10
ρ ⊗ dh10ρ ) = Tr(φ2).
Thus, the harmonic map hρ is a branched minimal immersion if and only if the quadratic differential associ-
ated the corresponding Higgs bundle, via the Hitchin fibration, vanishes. This will be crucial in linking the
Higgs bundle description of [BGPG12] with the minimal surface theory of [Lab08].
3. Sp(4,R)-Higgs bundles and harmonic maps
For G = Sp(4,R), the complexification of the maximal compact subgroup is HC = GL(2,C). For a Sp(4,R)
Higgs bundle (V, β, γ), τ = deg(V ) ∈ Z defines an integer invariant called the Toledo invariant. Given two
Sp(4,R)-Higgs bundles (V, β, γ) and (V ′, β′, γ′), if deg(V ) 6= deg(V ′) then (V, β, γ) and (V ′, β′, γ′) are in
different connected components. This gives a decomposition
MJ(Sp(4,R)) =
⊔
τ∈Z
MJ,τ (Sp(4,R)).
The map sending (V, β, γ) to (V ∗, γ, β) gives an isomorphismMJ,τ(Sp(4,R)) ∼=MJ,−τ (Sp(4,R)). Note that
if deg(V ) > 2g − 2, then deg(V ∗ ⊗ V ∗ ⊗K) < 0. Thus, γ ∈ H0(Sym2(V ∗)⊗K) implies γ = 0. In this case,
V ⊂ V ⊕ V ∗ is a φ-invariant subbundle with positive degree, and hence (V, β, γ) is unstable by Remark 3.2.
So, |τ | ≤ 2g − 2 and
MJ(Sp(4,R)) =
⊔
−2g+2≤τ≤2g−2
MJ,τ (Sp(4,R)).
Gothen [Got01] showed that, for τ = 0,MJ,τ (Sp(4,R)) is connected, and, for |τ | = 2g− 2, the moduli space
MJ,τ (Sp(4,R)) has 32g + 2g − 4 connected components. In [GPMiR04], it is shown that MJ,τ (Sp(4,R))
is connected for all other values of the Toledo invariant. This gives 1 + 2(2g − 1) + 2(32g + 2g − 4) total
connected components for MJ(Sp(4,R)).
3.1. Maximal components for Sp(4,R). Higgs bundles (V, β, γ) with |deg(V )| = |τ | = 2g − 2 are called
maximal. When τ = 2g− 2, polystablility forces the holomorphic map γ : V→V ∗⊗K to be an isomorphism
[Got01]. Using this fact, to a maximal Sp(4,R) Higgs bundle (V, β, γ) one associates a GL(2,R) K2-twisted
Higgs bundle (W,ϕ) (i.e. a GL(2,R) Higgs bundle where the Higgs field is twisted by K2 instead of K),
called its Cayley partner. The Cartan decomposition of gl(2,R) is o(2,R) ⊕ sym(R2), and, complexifying,
we have
gl(2,C) = o(2,C)⊕ sym(C2).
Thus, a K2-twisted GL(2,R)-Higgs bundle is a triple (W,QW , ϕ) where (W,QW ) is a O(2,C) bundle and
ϕ ∈ H0(End(W )⊗K2) satisfying ϕTQW = QWϕ.
The characteristic classes of the Cayley partner help to distinguish connected components ofM2g−2J (Sp(4,R)).
We will recall how this works for Sp(4,R) [Got01, BGPG12], for a general development of the theory of Cay-
ley partners see [Nu´n˜12]. Fix a square root of the canonical bundle K
1
2 and set W = V ∗ ⊗K 12 . Using the
fact that γ : V→V ∗ ⊗K is an isomorphism, define an orthogonal structure QW :W ∗→W by
QW = γ ⊗ Id
K−
1
2
: V ⊗K− 12 −→ V ∗ ⊗K ⊗K− 12 .
For the Cayley partner, the Higgs field ϕ :W→W ⊗K2 is given by ϕ = (γ ⊗ Id
K⊗K
1
2
) ◦ (β ⊗K 12 ), i.e.
W = V ∗ ⊗K 12 β⊗Id // V ⊗K ⊗K 12 γ⊗Id // V ∗ ⊗K ⊗K ⊗K 12 =W ⊗K2.
The map ϕ is QW -symmetric, thus (W,QW , ϕ) defines a K
2-twisted GL(2,R)-Higgs bundle.
The O(2,C) bundle (W,QW ) has a first and second Stieffel-Whitney class
w1(W,QW ) ∈ H1(Σ,Z/2Z) = (Z/2Z)2g and w2(W,QW ) ∈ H2(Σ,Z/2Z) = Z/2Z .
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There are 2·22g−2 possible values for (w1(W,QW ), w2(W,QW )) with w1(W,QW ) 6= 0.When w1(W,QW ) = 0,
the structure group of the O(2,C)-bundle lifts to SO(2,C), in this case, we have a Chern class, and Proposition
3.20 of [BGPG12].
Proposition 3.1. Let (V, β, γ) be a maximal Sp(4,R)-Higgs bundle with Cayley partner (W,QW ) and
w1(W,QW ) = 0, then there is a line bundle N→Σ so that V = N⊕N−1K. With respect to this decomposition,
β =
(
ν q2
q2 µ
)
: N−1 ⊕NK−1→NK ⊕N−1K2 and γ =
(
0 1
1 0
)
: N ⊕N−1K→N−1K ⊕N.
The line bundle N satisfies a degree bound, g− 1 ≤ deg(N) ≤ 3g− 3; for g− 1 < deg(N), the line bundle N
is unique and when deg(N) = g − 1, the line bundle N is unique up to a multiple of a square root of O.
The proof of this proposition makes extensive use of Mumford’s classification of rank 2 holomorphic
orthogonal bundles [Mum71]. The degree of N provides 2g− 1 extra invariants; set d = deg(N), and denote
the corresponding moduli space byMdJ (Sp(4,R)). For deg(N) = 3g− 3, stability forces N2 = K3, and there
are at least 22g connected components corresponding to choices of square roots of K. Thus, there are
2 · 22g − 2 + 2g − 2 + 2g = 3 · 22g + 2g − 4
invariants for Sp(4,R)-Higgs bundles with deg(V ) = 2g − 2, and we have
M2g−2J (Sp(4,R)) =
⊔
w1 6=0
Mw1,w2J (Sp(4,R))
⊔
g−1≤d<3g−3
MdJ(Sp(4,R))
⊔
L2=K
MLJ (Sp(4,R)). (3.1)
In [Got01], it is shown that each of the above moduli space is nonempty and connected. For deg(N) = 3g−3,
the 22g connected components are the Hitchin components of Example 2.10. When g − 1 ≤ d < 3g − 3, we
call the components MdJ(Sp(4,R)) the Gothen components.
Remark 3.2. We will restrict ourselves to describing the Higgs bundles in the Hitchin and Gothen compo-
nents. By Proposition 3.1, the SL(4,C) Higgs bundle associated to a Higgs bundle (V, β, γ) ∈MdJ(Sp(4,R))
is of the form
(E, φ) =
N ⊕N−1K ⊕N−1 ⊕NK1,

ν q2
q2 µ
0 1
1 0

 (3.2)
If µ = 0, then N ⊕ NK−1 is an invariant subbundle of E with of degree 2d − 2g + 2. Thus, for g − 1 < d
stability forces µ 6= 0. Furthermore, by Proposition 3.24 of [BGPG12], for g− 1 < d, all isomorphism classes
in MdJ(Sp(4,R)) are stable and simple. When d = g − 1, the Higgs bundle is stable if and only if µ 6= 0. By
Remark 2.6, it follows thatMdJ(Sp(4,R)), and hence Rd(Sp(4,R)), is smooth if and only if g−1 < d ≤ 3g−3.
Let Rd(Sp(4,R)) be the component the representation variety which corresponds toMdJ(Sp(4,R)). Using
the description of the possible Zariski closures of maximal Sp(4,R) representations of [BIW10], Bradlow,
Garcia-Prada, and Gothen showed [BGPG12], if g − 1 < d < 3g − 3 and ρ ∈ Rd(Sp(4,R)), then ρ is Zariski
dense. Furthermore, by Remark 3.2, the Gothen components Rd(Sp(4,R)) for g−1 < d < 3g−3 are smooth.
3.2. Metric splitting and minimal immersions. Recall that g−1 ≤ deg(N) ≤ 3g−3, the SL(4,C)-Higgs
bundle (3.2) is determined by the quadruple (N,µ, ν, q2). The bundle E = V ⊕ V ∗ has symplectic structure
Ω =
(
0 I
−I 0
)
, with respect to which φTΩ + Ωφ = 0. Thus, (3.2) is in fact an Sp(4,C)-Higgs bundle. For
the group Sp(4,C), the polynomial ring C[sp(4,C)]Sp(4,C) has two homogeneous generators (p1, p2) of degree
two and four. One choice of generators is
p1 = Tr(X
2) and p2 = Tr(X
4) .
For any other basis (p′1, p
′
2), there are constants A,B,C so that
p′1 = Ap1 and p
′
2 = Bp
2
1 + Cp2 .
Thus, for any choice of basis of the invariant polynomials, the holomorphic quadratic and quartic differentials
associate the (E, φ) via the Hitchin fibration are
ATr(φ2) = 4Aq2 and BTr(φ
2) + CTr(φ4) = 16Bq2 ⊗ q2 + C4µ⊗ ν .
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Lemma 3.3. Let ρ ∈ Rd(Sp(4,R)) and fix a conformal structure Σ = (S, J). If the harmonic ρ-equivariant
map hρ is a branched minimal immersion, then the corresponding Higgs bundle (V, β, γ) is given by(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
. (3.3)
Furthermore, up to a constant, the associated holomoprhic quartic differential in the Hitchin base is given
by q4 = µ⊗ ν.
Proof. Let ρ ∈ Rd(Sp(4,R)) and fix a conformal structure (S, J) = Σ. By Proposition 3.1, the Sp(4,R)-Higgs
bundle corresponding to ρ is given by(
N ⊕N−1K,
(
ν q2
q2 µ
)
,
(
0 1
1 0
))
.
By Remark 2.15, hρ is a branched minimal immersion if and only if
Tr(φ2) = Tr
((
0 β
γ 0
)2)
= 4q2 = 0.
In this case, any choice of basis for C[sp(4,C)]Sp(4,C) gives q4 = p2(φ) = CTr(φ
4) = 4Cµ⊗ ν. 
Fix a representation ρ ∈ R(Sp(4,R)) (or more generally R(G)) and for each conformal structure denote
the corresponding harmonic metric by hρ. Consider the following function Eρ on the Teichmu¨ller space T (S)
Eρ(J) = EJ (hρ) = 1
2
∫
S
|dhρ|2dvol : T (S)−→R (3.4)
Remark 3.4. By [SU82, SY79], critical points of EJ(hρ) are a branched minimal immersions, or equivalently,
weakly conformal maps. Note that the harmonic map hρ, the norm |dhρ|2 and the volume element all depend
of J .
In [Lab08], Labourie proved the following theorem:
Theorem 3.5. ([Lab08]) If ρ is a maximal Sp(2n,R) or Hitchin representation, then the energy function
Eρ : T (S)→R is smooth and proper.
Since Eρ is proper and bounded below by zero, Eρ attains a minimum. Applying this to our situations,
the following corollary follows from remark 3.4.
Corollary 3.6. Let ρ be a maximal Sp(4,R) representation, then there exists a conformal structure J so
that the corresponding ρ-equivariant harmonic map is a branched minimal immersion.
Lemma 3.7. Let ρ ∈ Rd(Sp(4,R)) and choose a conformal structure J so that the corresponding ρ-
equivariant harmonic map hρ is a branched minimal immersion, then hρ is a minimal immersion.
Proof. By Lemma 3.3, in the conformal structure J, the Sp(4,R)-Higgs bundle (V, β, γ) associated to ρ is
given by (3.3). By Remark 2.15 Higgs field is φ =
(
0 β
γ 0
)
represents the (1, 0) part of dhρ. Since φ is
nowhere vanishing, by Remark 2.13, the branched minimal immersion hρ is branch point free. 
Our main theorem is the uniqueness of a conformal structure in which the equivariant harmonic map is
a minimal surface.
Theorem 3.8. If S be a closed surface of genus at least 2 and ρ ∈ Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3,
then there exists a unique conformal structure (S, Jρ) = Σ so that the ρ-equivariant harmonic map
hρ : Σ˜→Sp(4,R)/U(2)
is a minimal immersion.
The existence part of Theorem 3.8 is covered by Corollary 3.6 of Labourie’s theorem and Lemma 3.7. To
prove uniqueness, we study special properties of such minimal immersions by studying the Higgs bundles of
the form (3.3). The main fact which allows such an analysis is that, for the Higgs bundles of the form (3.3),
the metric solving the Hitchin equations (2.2) has extra symmetries.
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Proposition 3.9. Let g − 1 ≤ d ≤ 3g − 3, and (V, β, γ) be a maximal Sp(4,R)-Higgs bundle in MdJ . If
(V, β, γ) =
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
,
has µ 6= 0, then the metric h on V ⊕ V ∗ which solves the Hitchin equations splits as a direct sum
h = H1 ⊕H2 ⊕H−11 ⊕H−12
on V ⊕ V ∗ = N ⊕N−1K ⊕N−1 ⊕NK−1.
Proof. The metric solving the Hitchin equations for an Sp(4,R)-Higgs bundle is a reduction of structure of
a GL(2,C) bundle to its maximal compact. Thus, given a stable and simple Sp(4,R) Higgs bundle (V, β, γ),
the unique metric solving the Hitchin equations is a metric H on V. On the corresponding SL(4,C) Higgs
bundle (E, φ) =
(
V ⊕ V ∗,
(
0 β
γ 0
))
, the metric solving the Hitchin equations is h = H ⊕H−1.
For λ ∈ C∗, consider the holomoprhic GL(2,C)-gauge transformation gλ defined by
gλ =
(
λ−3
λ1
)
: N ⊕N−1K−→N ⊕N−1K.
It acts on the Higgs field φ = (β, γ) =
((
ν 0
0 µ
)
,
(
0 1
1 0
))
by
gλ ·
((
ν 0
0 µ
)
,
(
0 1
1 0
))
=
((
λ−6ν 0
0 λ2µ
)
,
(
0 λ21
λ21 0
))
.
When λ = ζ8 = e
2πi
8 , the gauge transformation gζ
8
multiplies the Higgs field (β, γ) by ζ4 = e
2πi
4 . Thus,
the Sp(4,R)-Higgs bundle
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
is a fixed point of the fourth roots of unity
〈ζ
4
〉 ⊂ U(1). Furthermore, the holomorphic splitting, V = N ⊕ N−1K is an eigenbundle splitting for the
gauge transformation gζ
8
.
Let g = gζ
8
⊕g−1ζ
8
be the gauge transformation of E = V ⊕V ∗. Since the triple (∂¯E , φ, h) solves the Hitchin
equations (2.2), by Remark 2.8, the triple
(g−1∂¯Eg, g
−1φg, hg∗hg)
also solves (2.2). We have computed (g−1∂¯Eg, g
−1φg) = (∂¯E , ζ
−1
4
φ), thus (∂¯E , ζkφ, hg
∗hg) solves (2.2) as
well. Now, using the U(1) action and Remark 2.9, the triple (∂¯E , φ, hg
∗hg) solves (2.2). By uniqueness, g is
unitary:
h = hg∗hg.
Since gζ
8
is unitary and preserves the eigenbundle splitting N ⊕N−1K, the metric H splits as H1⊕H2. 
Remark 3.10. The metric solving (2.2) gives an equivariant harmonic map h : Σ˜→Sp(4,R)/U(2) ⊂
Sp(4,C)/Sp(4). The holomorphic splitting V = N ⊕ N−1K into line bundles gives an equivariant map
s : Σ˜→Sp(4,C)/(C∗×C∗). By Proposition 3.9, the metric splits on the line bundles, and gives an equivariant
map f : Σ˜→Sp(4,C)/(U(1)× U(1)) which makes the following diagram commute
Sp(4,C)/(C∗ × C∗) Sp(4,C)/(U(1)× U(1))

oo
Σ˜
s
OO
f
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
h
// Sp(4,C)/Sp(4)
The space Sp(4,R)/(U(1) × U(1)) is the space of Hitchin triples (see Definition 5.3); we will show that the
map f is cyclic in the sense of Definition 6.4.
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3.3. Parameterizations ofMdJ(Sp(4,R)) and Rd(Sp(4,R)). In this subsection we will only consider com-
ponentsMdJ(Sp(4,R)) for g−1 < d ≤ 3g−3. By Proposition 3.1, Higgs bundles is such components are given
a quadruple (N,µ, ν, q2) with deg(N) = d and µ 6= 0. This only describes representatives of the isomorphism
classes of Higgs bundles in MdJ(Sp(4,R)). In Proposition 3.28 of [BGPG12], it is shown that there is only a
1-parameter family of gauge symmetries to account for:
gλ =
(
λ 0
0 λ−1
)
: N ⊕N−1K→N ⊕N−1K.
The gauge transformation gλ acts on the data (N,µ, q2, ν) by
(N,µ, q2, ν)
gλ // (N, λ2µ, q2, λ−2ν) . (3.5)
Since the C∗-action of (3.5) acts trivially on the holomorphic quadratic differential, we have the following
parameterization of MdJ(Sp(4,R)).
Proposition 3.11. Let Picd(Σ) be the variety of degree d line bundles on Σ. If
FdJ = {(N,µ, ν) | N ∈ Picd(Σ) with h0(N−2K3) > 0, 0 6= µ ∈ H0(N−2K3), ν ∈ H0(N2K)}/C∗,
then the moduli space MdJ(Sp(4,R)) is then given by
MdJ(Sp(4,R)) = FdJ ×H0(K2).
Let Pd→Picd(Σ)×Σ be the Poincare´ line bundle; it is defined so that the fiber over a point (N, x) is the
line Nx. Define line bundles
L1 = P−2d ⊗ π∗ΣK3 and L2 = P2d ⊗ π∗ΣK
on Picd(Σ)× Σ. Note that, if πPic and πΣ denote the projections onto Picd(Σ) and Σ, then (πPic)∗L1 and
(πPic)∗L2 are coherent sheaves on Picd(Σ), and the stalks over a point N ∈ Picd(Σ) are H0(Σ, N−2K3) and
H0(Σ, N2K) respectively. The support of (πPic)∗L1 is the subvariety of Picd(Σ) consisting of linebundles
N with h0(N−2K3) > 0. By Riemann-Roch,
h0(N2K) = 2d+ g − 1
is independent of N ∈ Picd(Σ), and hence, (πPic)∗L2 is a vector bundle supported on all of Picd(Σ). For
g − 1 < d < 2g − 2, a Riemann Roch computation shows h0(N−2K3) = −2d + 5g − 5. Thus, (πPic)∗L1 is
also a vector bundle supported on all of Picd(Σ) for g − 1 < d < 2g − 2.
The space FJd is given by removing the zero section Z˜ of the total space of (πPic)∗L1, taking the direct
sum with the vector bundle (πPic)∗L2 and quotienting by the fiberwise C∗ action given by (3.5). When
g − 1 < d < 2g − 2, the sheaf (πPic)∗L1 is a vector bundle and this construction gives Proposition 3.29 of
[BGPG12].
Proposition 3.12. With the above set up, for g − 1 < d < 2g − 2, the space FJd is given by
FJd = (((πPic)∗L1 − Z˜)⊕ (πPic)∗L2)/C∗.
Furthermore, π : FJd→Picd(Σ) is a fiber bundle, with fiber π−1(N) ∼= OP−2d+5g−6(1)⊕2d+g−1.
For 2g − 2 ≤ d ≤ 3g − 3 the dimension of H0(N−2K3) depends on N ∈ Picd(Σ) and not just on the
degree. For g − 1 < d ≤ 3g − 3 we have:
Proposition 3.13. There is a surjection from the smooth manifold FdJ to the support of (πPic)∗(P−2d ⊗ π∗Σ)
π : FdJ // // supp((πPic)∗(P−2d ⊗ π∗Σ)) ⊂ Picd(Σ).
If N ∈ supp(πPic)∗(P−2d ⊗ π∗Σ)) with h0(N−2K3) > 1 then the fiber is π−1(N) ∼= OPa−1(1)⊕b, where a =
h0(N−2K3) and b = h0(N2K) = 2d + g − 1. If N ∈ supp(πPic)∗(P−2d ⊗ π∗Σ)) with h0(N−2K3) = 1 then
π−1(N) ∼= C2d+g−1.
Proof. If [N,µ, ν] ∈ FdJ then π([N,µ, ν]) = N. For N ∈ supp((πPic)∗(P−2d ⊗ π∗Σ)), set a = h0(N−2K3) and
b = h0(N2K) = 2d+ g − 1; the fiber of FdJ is given by ((C∗)a ⊕ Cb)/C∗ where the action is given by
λ · (x, y) = (λ2x, λ−2y).
For a > 1, this is the total space of OPa−1(1)⊕b, and when a = 1 (C∗ ⊕ C2d+g−1)/C∗ ∼= C2d+g−1. 
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Remark 3.14. For d = 3g− 3, the degree of N−2K3 is 0, hence, the support of (πPic)∗(P−2d ⊗ π∗Σ) consists
of the 22g points with N−2K3 = O. Thus, F3g−3J =
22g⊔
j=1
H0(K4) and M3g−3J consists of 22g copies of
H0(K4)×H0(K2). These are the 22g Hitchin components.
The moduli space MdJ is homotopic to the space obtained by removing the zero section from the “total
space” of the sheaf (πPic)∗(P−2d ⊗ π∗ΣK3) and quotienting by the C∗ action. For g − 1 < d < 2g − 2, the
sheaf (πPic)∗(P−2d ⊗π∗ΣK3) is a vector bundle supported on all of Picd(Σ), and Proposition 3.12 (Proposition
3.29 of [BGPG12]) describes the homotopy type of MdJ as a projective bundle over the torus Picd(Σ). For
2g − 2 ≤ d ≤ 3g − 3 we can interpret the total space of the sheaf (πPic)∗L1 as the kernel of a map of vector
bundles over Picd(Σ); this was suggested to the author by Tom Nevins.
Proposition 3.15. If D is an effective divisor on Σ and L1 = P−2d ⊗ π∗ΣK3 then (πPic)∗L1 is the kernel of
a map of vector bundles over Picd(Σ)
0 // (πPic)∗L1 // (πPic)∗(L1 ⊗ π∗Σ(OΣ(D)))
ψ // (πPic)∗(L1 ⊗ π∗Σ(OΣ(D)/OΣ)) .
The moduli space MdJ(Sp(4,R)) is homotopic to the space (ψ−1(Z)− Z˜)/C∗ where Z is the zero section of
(πPic)∗(L1 ⊗ π∗Σ(OΣ(D)/OΣ)), Z˜ is the zero section of (πPic)∗(L1 ⊗ π∗Σ(OΣ(D))) and C∗ acts by fiberwise
multiplication.
Proof. Fix an effective divisor D on Σ, and consider the exact sequence
0 // OΣ // OΣ(D) // OΣ(D)/OΣ // 0 .
The sheaf OΣ(D)/OΣ is a torision sheaf supported on D. Since πΣ is flat, we have
0 // π∗Σ(OΣ) // π∗Σ(OΣ(D)) // π∗Σ(OΣ(D)/OΣ) // 0 .
Note that π∗Σ(OΣ(D)/OΣ)|{N}×Σ = coker(N→N ⊗O(D)).
Tensoring with a line bundle is exact and pushforward is left exact, thus, twisting by L1 and pushing
forward by πPic gives the following sequence of sheaves over Pic
d(Σ)
0 // (πPic)∗L1 // (πPic)∗(L1 ⊗ π∗Σ(OΣ(D)))
ψ // (πPic)∗(L1 ⊗ π∗Σ(OΣ(D)/OΣ)) .
Over a line bundle N ∈ Picd(Σ), the stalk of the middle sheaf is H0(N−2K3O(D)). Since we can choose
the degree of D arbitrarily large, h0(N−2K3O(D)) = −2d+ 5g − 5 + deg(D). Thus, the sheaf (πPic)∗(L1 ⊗
π∗Σ(OΣ(D))) is a vector bundle. The last sheaf in the sequence is a vector bundle on Picd(Σ) of rank
deg(O(D)). If Z ⊂ (πPic)∗(L1 ⊗ π∗Σ(OΣ(D)/OΣ)) is the zero section, then (πPic)∗L1 = ψ−1(Z).
For the homotopy type of MdJ , if Z˜ is the zero section of the vector bundle (πPic)∗(L1 ⊗ π∗Σ(OΣ(D))),
then the total space of the sheaf (πPic)∗L1 is given by ψ−1(Z) and
Z˜ ⊂ ψ−1(Z) ⊂ (πPic)∗(L1 ⊗ π∗Σ(OΣ(D))).
The surjective map from Proposition 3.13 is given by
π : (ψ−1(Z)− Z˜)→supp((πPic)∗L1),
and has fiber π−1(N) = H0(N−2K3) − {0}. By Proposition 3.13 the moduli space MdJ is homotopic to
(ψ−1(Z)− Z˜)/C∗ where C∗ acts by fiberwise multiplication.

Using Theorem 3.8 and Proposition 3.13, we obtain a mapping class group invariant parameterization of
Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3.
Theorem 3.16. For g − 1 < d ≤ 3g − 3, let Rd(Sp(4,R)) be the component of the maximal Sp(4,R)
representation variety corresponding to the Higgs bundle component MdJ(Sp(4,R)). If π : Fd→T (S) is the
fiber bundle over Teichmu¨ller space with π−1([J ]) = FdJ from Proposition 3.11, then there is a mapping class
group equivariant diffeomorphism
Ψ : Fd−→Rd(Sp(4,R))
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The fact that Ψ is a bijection follows as a corollary of Theorem 3.8, and the fact that Ψ is a diffeomorphism
follows as a corollary of the proof of Theorem 3.8 (see Corollary 7.8).
Remark 3.17. For the Hitchin component, F3g−3J =
22g⊔
j=1
H0(K4) and we recover Labourie’s mapping class
group invariant parameterization of the Hithin component as a vector bundle over Teichmu¨ller space.
Proof. (of bijection) Let ρJ,N,µ,ν ∈ Rd(Sp(4,R)) be the representation associated to the Sp(4,R))-Higgs
bundle (
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
over the Riemann surface (S, J). The map Ψ is defined by
Fd Ψ // Rd(Sp(4,R))
(J, [N,µ, ν])
✤ // ρJ,N,µ,ν
The inverse of Ψ is defined by Theorem 3.8,
Rd(Sp(4,R)) Ψ
−1
// Fd
ρ
✤ // (Jρ, [N,µ, ν])

4. Lie theory background
In this section some Lie theory preliminaries are introduced in general and then in the specific case of
sp(4,C). For the purpose of maximal Sp(4,R) representations, we do not need the full generality of this
section. However, we wish to define cyclic surfaces in a general setting, prove a rigidity result and apply the
result to the maximal Sp(4,R) representations in the Gothen components.
4.1. Lie theory preliminaries in general. For all Lie theory notions, we follow [Kna02] and [Oni04]. Let
G be a complex simple Lie group with Lie algebra g and Killing form Bg. Recall that a Cartan involution
is a conjugate linear involution θ : g→g so that −Bg(·, θ·) is positive definite. The fixed point set k of θ
is the Lie algebra of a maximal compact subgroup Kθ ⊂ G. Cartan involutions exist and are unique up to
conjugation. Furthermore, under the conjugation action, the stabilizer of a Cartan involution θ is the group
Kθ. Thus we obtain:
Proposition 4.1. Let G be a complex simple Lie group with maximal compact K then
G/K ∼= {θ : g→g | θ a Cartan involution}.
Let c ⊂ g be a Cartan subalgebra, that is, a maximally abelian subalgebra consisting of semisimple
elements. Cartan subalgebras exist, are unique up to conjugation. The dimension of c is called the rank of
g and the Killing form Bg|c×c is nondegenerate. An element α ∈ c∗ is called a root if α 6= 0 and
gα = {X ∈ g | [H,X ] = α(H)X for all H ∈ c} 6= {0}.
Denote the set of roots by ∆(g, c) ⊂ c∗. If α is a root, the space gα is called the root space of α; the dimension
of a root space gα is always 1. Given two roots α, β ∈ ∆(g, c), a simple, but fundamental calculation shows
[gα, gβ ] ⊂ gα+β .
Note that if α is a root, then −α is also a root. This allows us to choose a subset ∆+ ⊂ ∆(g, c) of positive
roots; α ∈ ∆+ if and only if −α /∈ ∆+. A choice of positivity defines a set of simple roots
Π = {α1, · · · , αℓ} ⊂ ∆(g, c) ⊂ c∗,
where α ∈ ∆+ implies α =
ℓ∑
j=1
niαi with ni ∈ N and αi ∈ Π. The integer l(α) =
∑
i ni is called the height
or length of the root α. Let mℓ be the maximum height, then there is a unique root µ with l(µ) = mℓ called
the highest root .
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Proposition 4.2. The group G acts transitively on the space of a Cartan subalgebra with a choice of simple
roots, and the stabalizer of a point is the corresponding Lie group C ⊂ G with Lie algebra c; thus
G/C ∼= {(c,∆+) | c ⊂ g a Cartan subalgebra , ∆+ ⊂ c∗a simple root system}. (4.1)
Define c(R) = {H ∈ c | α(H) ∈ R for all α ∈ ∆(g, c)}, then c(R) is a real form of c. The Killing form
Bg is real and positive definite on c(R) and c(R)
∗ = Span{∆(g, c)}. Furthermore, the Killing form satisfies
Bg(X,Y ) = 0 for X ∈ gα, Y ∈ gβ and α+ β 6= 0. Thus c and the vector subspaces (gα ⊕ g−α) are pairwise
orthogonal.
Since the Killing form restricted to c is nondegenerate, we can define the coroot Hα ∈ c of a root α by
duality
β(Hα) =
2Bg∗(β, α)
Bg∗(α, α)
.
By construction, α(Hα) = 2, thus Hα ∈ c(R) and {Hαi}ℓi=1 forms a basis for c(R). A collection {Xα}α∈∆
satisfying
• [Xα, X−α] = Hα
• [Xα, Xβ] = Nα,β Xα+β with Nα,β = −N−α,−β ∈ N and Nα,β = 0 if α+ β is not a root.
is called a Chevalley basis; Chevalley bases exist (Theorem 6.6 [Kna02]).
Definition 4.3. A Cartan involution which globally preserves a Cartan subalgebra c is called a c-Cartan
involution.
Lemma 4.4. A c-Cartan involution takes a root space gα to g−α and θ(Hα) = −Hα.
Proof. Since θ is an isomorphism and α(Hβ) real, for all X ∈ gα, we have θ([Hβ , X ]) = α(Hβ)θ(X). So θ
takes root spaces to roots spaces. Recall that for α+ β 6= 0, the root spaces gα and gβ are orthogonal. By
definitinion of a Cartan involution, −Bg(·, θ·) is positive definite. Thus θ takes gα to g−α. Let X±α ∈ g±α
with [Xα, X−α] = Hα, then
θ(Hα) = [θ(Xα), θ(X−α)] = [λ1X−α, λ2Xα] = −λ1λ2Hα.
Since, θ is an involution, Bg(Hα, Hα) > 0 and −Bg(Hα, θ(Hα) > 0 we conclude θ(Hα) = −Hα. 
The existence of a Chevally basis gives the existence of two real forms, the split real form and the compact
real form. The Lie subalgebra
g′ =
ℓ⊕
i=1
RHαi ⊕
⊕
α∈∆
RXα (4.2)
is a split real form (Corollary 6.10 [Kna02]). In terms of the Chevalley basis, g′ is the fixed point set of the
conjugate linear involution λ defined by λ(Xα) = X−α and λ(Hαi) = Hαi . The subalgebra
k =
ℓ⊕
i=1
RiHαi ⊕
⊕
α∈∆(g,c)
R(Xα −X−α)⊕ Ri(Xα +X−α)
is a compact real form of g (Theorem 6.11 [Kna02]). In terms of the Chevalley basis, k is the fixed point set
the conjugate linear Cartan involution defined by
θ(Xα) = −X−α and θ(Hα) = −Hα . (4.3)
Following Kostant [Kos59], we define the principal three dimensional subalgebra (PTDS) with respect to
the Chevally basis. If {ǫ1, · · · , ǫℓ} is the basis of c dual to the simple roots, set
x =
ℓ∑
i=1
ǫi =
1
2
∑
α∈∆+
Hα =
1
2
ℓ∑
ı=1
rαiHαi . (4.4)
By construction of x, if X ∈ gα, then [x,X ] = l(α)X. The eigenspace decomposition of g with respect to
adx gives a Z-grading on g called the height decomposition:
g = g−mℓ ⊕ · · · ⊕ g−1 ⊕⊕c⊕ g1 ⊕ · · · ⊕ gmℓ (4.5)
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where gj =
⊕
l(α)=j
gα. Define
e1 =
ℓ∑
i=1
√
rαXαi and e˜1 =
ℓ∑
i=1
√
rαX−αi .
By construction s = 〈e˜1, x, e1〉 satisfies the bracket relations
[x, e1] = e1 , [x, e˜1] = −e˜1 , [e1, e˜1] = x ,
and thus s ∼= sl(2,C).
The adjoint action of s on g decomposes into a direct sum of irreducible sl(2,C)-representations g =
⊕
Vj .
Kostant [Kos59] showed that there are exactly ℓ = rank(g) irreducible summands
g =
ℓ⊕
j=1
Vj . (4.6)
Furthermore, dim(Vj) = 2mj + 1 and the integers {mj} are independent of all the choices. The numbers
{m1, · · · ,mℓ} are called the exponents of g and always satisfy m1 = 1 and mℓ = l(µ). A three dimensional
subalgebra with this property is unique up to conjugation [Kos59].
Definition 4.5. Any subalgebra s′ conjugate to s is called a principal three dimensional subalgebra (PTDS),
if s′ ∩ c 6= {0} the PTDS is called a c-PTDS.
Theorem 4.6. (Theorem 4.2 [Kos59]) Let s ⊂ g be PTDS and x ∈ s be a semisimple element with center-
alizer gx. Then any other PTDS s
′ ⊂ g containing x is conjugate to s by an element in Lie group Gx with
Lie algebra gx = Ker(adx).
Let ej ∈ Vj be the highest weight vector, by definition, [e1, ej] = 0. Since [x, eℓ] = mℓeℓ, one can always
take eℓ = Xµ, where µ is the highest root. The decomposition (4.6) allows us to define the an involution
σ : g→g by
σ(ej) = −ej σ(e˜1) = −e˜1
and extended by the bracket relations.
Proposition 4.7. ([Kos59]) The involution σ commutes with the c-Cartan involution θ defined by θ(Xα) =
−X−α. Furthermore, the resulting real form λ = θ ◦ σ is a split real form.
Remark 4.8. The involution σ can be represented pictorial using the theory of irreducible representations
of sl(2,C). For instance, when g = sp(4,C) the exponents (m1,m2) = (1, 3). The irreducible representations
of equation (4.6) have dimensions (3, 7) and the involution σ is defined by:
−3 −2 −1 0 1 2 3
V1
e˜1•
−1
x•
1
e1•
−1
V2
ad6e˜1(e2)•
−1
•
1
•
−1
•
1
•
−1
•
1
e2•
−1
(4.7)
where the ±1 below each bullet is the value of the involution σ, and the top row represents the height grading
of (4.5). By construction, the involution σ is complex linear and preserves the height grading of (4.5). In
particular, it preserves the middle column which is the Cartan subalgebra c. Thus {admje˜1 ej} generate the c,
and whenever mj is odd, σ(ad
mj
e˜1
ej) = 1.
Recall that we may take emℓ = Xµ where µ is the highest root. Since σ commutes with θ,
σ(X−µ) = θ(σ(θ(X−µ))) = −X−µ,
and thus, σ(Hµ) = σ([Xµ, X−µ]) = Hµ. Following Labourie [Lab14], we note that the involution σ is unique.
Proposition 4.9. (Proposition 2.5.6 [Lab14]) Let c be a Cartan subalgebra with a positive root system and µ
the highest root. If σ be an involution which preserves globally preserves c and a c-PTDS s with σ(Hµ) = Hµ,
then σ is unique.
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The involutions θ and σ give eigenspace decompositions
g = gθ ⊕ igθ g = gσ ⊕ g−σ.
Since the compact form θ and the involution σ commute, the restriction of σ to the split real form g0 = g
λ
is a Cartan involution for g0 :
g0 = h⊕m = (gθ ∩ gσ)⊕ (igθ ∩ g−σ).
Since both θ and σ globally preserve c, we may write cλ = c0 = t⊕ a where t ⊂ h and a ⊂ m,
c = tC ⊕ aC.
Recall that the coroots {Hα} ⊂ c are in the (−1)-eigenspace of the compact real form θ. In terms of the
decomposition c = tC⊕ aC, the (−1)-eigenspace of θ is it⊕ a. This leads to the notion of real, imaginary and
complex roots. A root α ∈ (it∗ ⊕ a∗) is called real if α|it = 0, imaginary if α|a = 0 and complex otherwise.
By construction if α is real then θ(α) = −α, if α is imaginary then θ(α) = α and if α is complex then θ(α)
is a root different than α. An imaginary root α is called compact if gα ⊂ hC, and noncompact if gα ⊂ mC.
By definition, the Cartan involution σ|g0 preserves the set of positive roots, so there are no real roots.
Thus, the Cartan subalgebra c0 is a maximally compact Cartan subalgebra (see Proposition 6.70 [Kna02]).
Furthermore, since σ(e1) = −e1, by definition of e1, it follows that there are no imaginary compact simple
roots. Thus, we have proven:
Proposition 4.10. The Cartan subalgebra c0 ⊂ g0 is a maximally compact Cartan subalgebra and, with
respect to the Cartan involution σ on g0, all simple roots are noncompact imaginary or complex. Furthermore,
the subgroup T ⊂ G with Lie algebra t is a maximal compact torus of G0.
Remark 4.11. It is important to note that the split real form g0 = g
σ◦θ is very different than the split
real form g′ of equation (4.2). For g0, the Cartan subalgebra c is maximally compact, and for g
′, the Cartan
subalgebra c is maximally noncompact. Thus
c ∩ k ∩ g0 = t 6= ∅ c ∩ k ∩ g′ = ∅ .
4.2. Lie theory preliminaries for sp(4,C). We now make all the above notions explicit for the Lie algebra
sp(4,C). Recall that if Ω =
(
0 I
−I 0
)
, the Lie algebra sp(4,C) is the set of 4 × 4 matrices M so that
MTΩ+ ΩM = 0. A simple computation shows
sp(4,C) =
{(
X Y
Z −XT
)∣∣∣∣Y T = Y, ZT = Z} . (4.8)
Let c ⊂ sp(4,C) be a Cartan subalgebra consiting of the diagonal matrices
c = 〈diag(1, 0,−1, 0), diag(0, 1, 0,−1)〉= 〈H1, H2〉 .
If L1, L2 ∈ c∗ is the basis dual to {H1, H2}, the set of roots is given by
∆(sp(4,C), c) = {±Li ± Lj}.
In terms of the matrix description (4.8), a computation shows that the root spaces are
0 gL1−L2 g2L2 gL1+L2
g−L1−L2 0 gL1+L2 g2L1
g−2L2 g−L1−L2 0 g−L1+L2
g−L1−L2 g−2L1 gL1−L2 0
 . (4.9)
For any choice of positivity, there are two simple roots α1, α2 and the set of positive roots is given by
{α1, α2, α1 + α2, 2α1 + α2}.
The choice of simple roots we will work with is {α1, α2} = {L1+L2,−2L1}, the set of positive roots is then
∆+ = {α1, α2, α1 + α2, 2α1 + α2} = {L1 + L2,−2L1,−L1 + L2, 2L2}.
The coroots {Hα} are given by
HL1+L2 = H1 +H2 H−2L1 = −H1 H−L1+L2 = −H1 +H2 H2L2 = H2.
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The height space decomposition (4.5) is given by
sp(4,C) =
3⊕
j=−3
gj = (g−2L2)⊕ (gL1−L2)⊕ (g−L1−L2 ⊕ g2L1)⊕ c⊕ (gL1L2 ⊕ g−2L1)⊕ (g−L1+L2)⊕ (g2L2)
For the Chevalley basis, set Xα ∈ gα to be the matrix with a 1 in the root space gα. Then the compact real
form θ given by θ(Xα) = −X−α is
θ(Y ) = −Y T .
The PTDS s is defined by
x =

− 12
3
2
1
2
− 32
 e1 =

0
√
3
2√
3
2 0√
2 0
0 0
 e˜1 =

√
2 0
0 0
0
√
3
2√
3
2 0
 .
The Lie algebra sp(4,C) has rank 2 and the exponents (m1,m2) = (1, 3), thus the adjoint action of s on
sp(4,C) splits as a direct sum of two irreducible representations sp(4,C) = s ⊕ V2 of dimensions 3 and 7.
The highest weight vector of V2 can be taken to be e2 = X2L2 . The involution σ is given by (4.7). From the
root space description (4.9), the eigenspace decomposition of sp(4,C) with respect to the involution σ is
sp(4,C) =
(
X 0
0 −XT
)
⊕
(
0 Y
Z 0
)
∼= gl(2,C)⊕ (sym(C2)⊕ sym(C2)) = hC ⊕mC.
One checks that σ ◦ θ = θ ◦ σ and that the fixed point set of λ = σ ◦ θ is isomorphic to sp(4,R). Since σ acts
as the identity of the Cartan subalgebra c, the fixed point subalgebra c0 of the involution λ is compact,
c = c0 ⊕ ic0 = t⊕ it.
The Lie group T ⊂ Sp(4,R) with Lie algebra t is isomorphic to U(1) × U(1). Furthermore, since σ acts as
(−1) on the simple root spaces, the simple roots L1 + L2 and −2L1 are noncompact imaginary roots, i.e.
gL1+L2 , g−2L1 ⊂ mC.
Remark 4.12. Recall that we are interested in studying Sp(4,R)-Higgs bundles of the form (V, β, γ) =(
N ⊕N−1K,
(
ν q2
q2 µ
)
,
(
0 1
1 0
))
. In terms of the root space decomposition (4.9), the sp(4,C)-Lie algebra
subbundle of End(N ⊕N−1K ⊕N−1 ⊕NK−1) is given by
(N−2 ⊗ g−2L2)⊕ (N2K−1 ⊗ gL1−L2)⊕ (K−1 ⊗ g−L1−L2 ⊕N−2K2 ⊗ g2L1)⊕ (O ⊗ c)
⊕(N2K−2 ⊗ g−2L1 ⊕K1 ⊗ gL1+L2)⊕ (N−2K1 ⊗ g−L1+L2)⊕ (N2 ⊗ g2L2).
The Higgs field φ =
((
ν q2
q2 µ
)
,
(
0 1
1 0
))
is given by
φ = 1⊗ g−L1−L2 + µ⊗ g2L1 + q2 ⊗ gL1+L2 + ν ⊗ g2L2 .
5. The spaces of Cartan triples and Hitchin triples
We now define the main reductive homogeneous spaces we will study. The spaces we will be interested in
are G/T and G/T0 where G is a complex simple Lie group and T is a maximal compact torus of G and T0 is
the maximal compact torus of a split real form of G0 ⊂ G. We start by considering a more geometric set of
objects.
Definition 5.1. A Cartan triple is a triple (c,∆+, θ) where
• c ⊂ g is a Cartan subalgebra
• ∆+ ⊂ c∗ is a choice of positive roots
• θ is a c-Cartan involution
Let T ⊂ G be a maximal compact torus, Proposition 4.1 and Lemma 4.4 imply the following proposition.
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Proposition 5.2. The space of Cartan triples is isomorphic to G/T
Note that we could equivalently define (c,∆+, θ) to be a Cartan triple where θ is Cartan involution, and
(c,∆+) a Cartan subalgebra with positive root system and c is preserved by θ. There are natural projection
maps
G/C G/T
π1oo
π2
G/K
where π1(c,∆
+, θ) = (c,∆+) and π2(c,∆
+, θ) = θ.
Definition 5.3. A Hitchin triple is a triple (∆+ ⊂ c∗, θ, λ) where
• c is a Cartan subalgebra
• ∆+ ⊂ ∆(g, c) ⊂ c∗ is a choice of positive roots
• θ is a c-Cartan involution which globally preserves a PTDS s which contains x = 12
∑
α∈∆+
Hα.
• λ is a split real form which commutes with θ, globally preserves c, globally preserves a PTDS s which
contains x = 12
∑
α∈∆+
Hα and satisfies λ(Hµ) = −Hµ.
Proposition 5.4. Let G be a complex simple Lie group, and G0 be a split real form of G. The space of
Hitchin triple is diffeomorphic to G/T0 where T0 is the maximal compact torus of G0.
Proof. We first show that the G acts transitively on the space of Hitchin triple. Let (∆+1 ⊂ c∗1, θ1, λ1) and
(∆+2 ⊂ c∗2, θ2, λ2) be two such Hitchin triples. By Remark 4.2, we can conjugate (∆+2 ⊂ c∗2) to (∆+1 ⊂ c∗1).
Thus we may assume (∆+1 ⊂ c∗1) = (∆+2 ⊂ c∗2). Let x = 12
∑
α∈∆+1
Hα, and suppose θ1 stabilizes an c-PTDS
s1 and θ2 stabilizes an c-PTDS s2 with x ∈ s1 and x ∈ s2. By Theorem 4.2 of [Kos59] (q.f. Theorem 4.6),
the PTDSs s1 and s2 are conjugate via an element of C. Thus we may assume s1 = s2. Since θ1 and θ2 are
both c-Cartan involutions, θ1|c = θ2|c. Furthermore, θ1 and θ2 are both c ∩ s-Cartan involutions of s, by
Proposition 5.2, θ2|s can be conjugated to θ1|s by an element of the subgroup C′ ⊂ C with Lie algebra c ∩ s.
Observe that conjugating by C′ preserves (∆+1 ⊂ c∗1, s1). Furthermore, g is generated by c + s, thus after
conjugating by such an element of C′, we obtain θ1 = θ2. Since θ1 = θ2 and s1 = s2, by uniqueness of the
involution σ, the splits real forms λ1 and λ2 are equal.
The stabilizer of (∆+ ⊂ c, ) is a maximal torus C, and the stabilizer of a c-Cartan involution is C ∩ K.
The stabilizer of the split real form λ is the corresponding split real group G0 ⊂ G. Thus the stabilizer of a
Hitchin triple (∆+ ⊂ c, θ, λ) is T0 = G0 ∩ K ∩ C. 
Remark 5.5. A real form G0 is called a group of Hodge type if the maximal compact torus T0 ⊂ G0 is a
maximal compact torus of the complex group G. For split real forms, only SL(n,R), SO(2n+1, 2n+1), and
the split real form of E6 are not of Hodge type. When a split real form G0 is of Hodge type, the space of
Cartan triples and the space of Hitchin triples are the same. In this case, the involution σ determined by a
c-PTDS containing x = 12
∑
α∈∆+
Hα acts as +Id on c, and c = t⊕ it.
5.1. Reductive homogeneous spaces. We now recall some important geometry of reductive homogeneous
spaces, the main reference is the first chapter of [BR90]. Let M be a manifold with a smooth transitive
action of G. If we fix a base point x0 ∈M and define H = StabG(x0), then, since the action is transitive, we
have a prinicpal H-bundle
H G
π // M
g ✤ // g · x0
Thus, the tangent bundle is given by TM = G ×H g/h. A homogeneous space M is called reductive if the
Lie algebra g has a decomposition g = h ⊕ m as AdH-modules. All homogeneous spaces will be assumed to
be reductive. If W is a linear representation of H we will denote the associated bundle by G ×H W = [W ].
Thus,
[m] ∼= TM.
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Since m is an AdH-invariant subspace of g, we have [m] ⊂ [g]. The action of H on g is the restriction of
the G action, hence [g] is trivializable
G×H g oo
∼= // M × g
[g, ξ]
✤ // (π(g), Adgξ)
Example 5.6. When G is a complex simple Lie group with maximal compact K, the symmetric space G/K
is a reductive homogeneous space. Furthermore, since k⊗ C = g, we have
T (G/K)⊗ C ∼= [k]⊕ [ik] = [g] ∼= G/H× g.
Using [m] ∼= TM, we have TM ⊂ M × g. This inclusions can be interpreted as an equivariant 1-form on
M valued in g, ω ∈ Ω1(M, g).
Definition 5.7. The equivariant g-valued 1-form ω ∈ Ω1(M, g) is called the Maurer Cartan form of the
homogeneous space M.
We will view a reductive homogeneous space as coming equipped with a fixed summand m ⊂ g. Let
ωG ∈ Ω1(G, g)G be the left Maurer-Cartan form of G, it is G-equivariant. Since g = h⊕m, we may split
ωG = PhωG ⊕ PmωG.
This an AdH-invariant splitting since g = h⊕m is AdH-invariant, thus
PhωG ∈ Ω1(G, h)H and PmωG ∈ Ω1(G,m)H.
The form PhωG is a connection on the principal H-bundle G→M which we call the canonical connection. For
any H-representation V , the canonical connection induces a covariant derivative ∇c on any associated bundle
[V ]. By construction, if s ∈ C∞(M, [V ]) is G-equivariant, then ∇cs = 0. The form PmωG is an equivariant
horizontal 1-form, i.e. it vanishes along vector fields induced by the action. Thus, PmωG descends to a 1-form
on M valued in [m] which is the Maurer Cartan form ω.
When V is the restriction of a representation of G, [V ] is trivializable, in which case, there is a simple
relationship between flat differentiation on M ×V and covariant differentiation by the canonical connection.
This will be important for our later considerations of cyclic surfaces and the Hitchin equations.
Lemma 5.8. (see chapter 1 [BR90]) Let f :M→M × V be a smooth section, then
df = ∇cf + ω · f.
If V = g is the adjoint representation, then ∇c = d − adω and the torision of the canonical connection on
TM = [m] is given by
T∇c = −1
2
[ω, ω]m.
Remark 5.9. If [ , ]m and [ , ]h denote the projections onto [m] and [h], then the flatness of d can be written
in terms of ∇c and ω as 
F∇c +
1
2
[ω, ω]h = 0 h− part
d∇
c
ω +
1
2
[ω, ω]m = 0 m− part
Moreover, if we decompose m =
⊕
j
mj into irreducible H-representations then
TM ∼=
⊕
j
G×H mj =
⊕
j
[mj].
This gives a decomposition of the trivial bundle g→M as a direct sum of ∇c-parallel vector bundles
[g] = g = [h]⊕
⊕
j
[mj ].
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Furthermore, the Maurer Cartan form decomposes ω =
∑
j
ωj , and the zero curvature equations are
F∇c +
1
2
∑
j,k
[ωj, ωk]
h = 0 h− part
d∇
c
ωj +
1
2
∑
k,ℓ
[ωk, ωℓ]
mj = 0 mj − part
Example 5.10. When G is a semisimple Lie group, with K ⊂ G a maximal compact, any G-invariant metric
on G/K is a G-equivariant section of an assoicated bundle. Thus, the canonical connection ∇c is a metric
connection. Since [m,m] ⊂ k, the torsion of the canonical connection vanishes. Hence, for a symmetric space
G/K, the canonical connection is the Levi Civita connection of any G-invariant metric. Furthermore, the
flatness equations decompose as F∇c +
1
2
[ω, ω] = 0 k− part
d∇
c
ω = 0 m− part
Recall from Proposition 4.1, the symmetric space G/K is the space of Cartan involutions. The following
lemma will be important for our defintion of cyclic surfaces.
Lemma 5.11. Let g = [k] ⊕ [m] denote the trivializable Lie algebra bundle over M = G/K the symmetric
space of Cartan involutions of g. There is a canonical automorphism Θ : g−→g given by
Θ(θ,X) = (θ, θ(X)).
Furthermore, the invariant metric on g induced by the Killing form is given by BΘ(X,Y ) = −Bg(X,Θ(Y )),
and is parallel with respect to the canonical connection, ∇cBΘ = 0.
Remark 5.12. The automorphism Θ has a natural extension to complex forms valued in g. If α ∈ Ω∗(G/K, g)
is of the form α = A · a where A ∈ Ω∗(G/K) and a is a section of g, then Θ(α) = A ·Θ(a).
Proposition 5.13. Let N be a simply connected manifold and (g˜, D˜) be a flat g-bundle. Suppose
• Θ˜ : g˜→g˜ be a smoothly varying Cartan involution with g˜ = k˜ ⊕ m˜ the corresponding eigenbundle
decomposition.
• ∇˜ a connection with ∇˜Θ˜ = 0
• ω˜ ∈ Ω1(N, m˜) with D˜ = ∇˜+ adω˜.
Then there exists a map f : N→G/K, unique up to postcomposition by an element of G so that
f∗( g , Θ , ∇c , ω ) = ( g˜ , Θ˜ , ∇˜ , ω˜ ).
Proof. Since N is simply connected, choose a trivialization (g˜, D˜) = (N×g, d). In this trivialization, the gauge
transformation Θ˜ defines the map f : N→G/K with (f∗g, f∗Θ) = (g˜, Θ˜). Another trivialization produces a
map which differs from f by postcomposition by an element of G.
Thus, Θ˜ is parallel with respect to f∗∇c and ∇˜. Since the stabilizer of a Cartan involution is K, we
have f∗∇c − ∇˜ ∈ Ω(N, k˜), and thus f∗ω − ω˜ ∈ Ω1(N, k˜). But f∗ω − ω˜ ∈ Ω1(N, m˜), thus f∗∇c = ∇˜ and
f∗ω = ω˜. 
Remark 5.14. Given a map f : N→G/K, by definition of the Maurer Cartan form ω, the form f∗ω is
derivative of the map df.
Since the canonical connection ∇c is the Levi Civita connection of any G-invariant metric on G/K, the
harmonic map equations for a map f : (N, g)→G/K are given by (Df∗∇c)∗(df) = 0. The following corollary
is immediate.
Corollary 5.15. Let N be a smooth manifold and g˜→N be a flat g-Lie algebra bundle equipped with the
structure of Proposition 5.13, then there exists
(1) A representation ρ : π1(N)→G unique up to conjugation
(2) A ρ-equivariant map f from the universal cover N˜ of N to the space of Cartan involutions G/K
satisfying the conclusion of Proposition 5.13.
Furthermore, if ∇˜∗ω˜ = 0, then the map f is harmonic.
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5.2. Maurer Cartan form for G/T and G/T0. Let M be the space of Cartan triples of Definition 5.1,
then M ∼= G/T where T is the maximal compact torus of G. If (c,∆+, θ) is a Cartan triple, let t = cθ, then t
is the Lie algebra of T. We have the following AdT invariant decompositions
g = t⊕ it⊕ ⊕
α∈∆(g,c)
gα and g = k⊕ ik.
Thus, the Lie algebra bundle [g] = g→G/T has corresponding compatible ∇c-parallel decompositions
g = [t]⊕ [it]⊕ ⊕
α∈∆(g,c)
[gα] and g = [k]⊕ [ik].
Recall that TG/T ∼= [it]⊕ ⊕
α∈∆(g,c)
[gα], thus the Maurer-Cartan form vanishes of [t], i.e. ω|[t] ≡ 0.
If ℓ = rank(g), then a set simple roots gives a Zℓ-grading of g called the root space decomposition
g = c⊕
⊕
α∈∆(g,c)
gα.
Since this decomposition is AdT-invariant and [gα, gβ] ⊂ gα+β , the zero curvature equations decomposes as
F∇c +
∑
α∈∆+(g,c)
[ωα, ω−α]
t = 0 t− part
d∇
c
ωit +
∑
α∈∆+(g,c)
[ωα, ω−α]
it = 0 it− part
d∇
c
ωα + [ωit, ωα] +
∑
β,γ∈∆(g,c)
α=β+γ
[ωβ , ωγ ] = 0 mα − part
(5.1)
Recall that if {αi} is the collection of simple roots, then every root α can be written uniquely as α =∑
niαi, and the integer ℓ(α) =
∑
ni is called the height of α. From equation (4.5), the grading element x
from the PTDS s gives a Z-grading on g
g = g−mℓ ⊕ · · · ⊕ g−1 ⊕⊕c⊕ g1 ⊕ · · · ⊕ gmℓ
where gj =
⊕
l(α)=j
gα. Since, [gj , gk] ⊂ gj+k, in terms of the height decomposition, the flatness equations
decompose as 
F∇c + d
∇cω0 +
∑
j>0
[ωj , ω−j] = 0 c− part
d∇
c
ωj +
1
2
∑
k
[ωk, ωj−k] = 0 gj − part
(5.2)
Set g+ = exp(
2πi·x
mℓ+1
), and consider the autormorphism Adg+ : g→g. Since ad(x) acts on gj with eigenvalue j,
the automorphism Adg+ acts on gj with eigenvalue ζ
j
mℓ+1
= e
2πi·j
mℓ+1 . Note that, by construction, Adg+(X) = X
if and only if X ∈ c. An eigenspace decomposition of Adg gives a Z/(mℓ + 1)Z-grading on g:
g =
⊕
j∈Z/(mℓ+1)Z
ĝj
where ĝj =
⊕
k=j mod mℓ+1
gk. The Maurer Cartan form decomposes as
ω =
∑
j∈Z/(mℓ+1)Z
ω̂j (5.3)
and the flatness equations decompose as
F∇c + d
∇c ω̂0 +
∑
j>0
[ω̂j, ω̂−j ] = 0 ĝ0 = c− part
d∇
c
ω̂j +
1
2
∑
k
[ω̂k, ω̂j−k] = 0 ĝj − part
(5.4)
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Remark 5.16. This grading will be essential for our definition of cyclic surfaces. The automorphism Adg+
makes the space G/T into a (mℓ + 1)-symmetric space. It will be important that the subspaces ĝ±1 are
ĝ1 = g1 ⊕ g−mℓ = gα1 ⊕ · · · ⊕ gαℓ ⊕ g−µ and ĝ−1 = g−1 ⊕ gmℓ = g−α1 ⊕ · · · ⊕ g−αℓ ⊕ gµ (5.5)
where {αi} is the set of simple roots and µ is the highest root. Furthermore, the compact involution θ maps
ĝ1 to ĝ−1.
For the space of Hitchin triples G/T0, the Cartan subalgebra decomposes as c = t0 ⊕ it ⊕ a ⊕ ia. The
tangent bundle is given by
TG/T0 = [it0]⊕ [a]⊕ [ia]⊕
⊕
α∈∆(g,c)
[gα]
and Maurer Cartan form vanishes on [t0]. The decompositions (5.1), (5.2), and (5.4) of the flatness equations
still hold.
Lemma 5.17. Let t0 ⊕m = g be the reductive decomposition corresponding to a Hitchin triple. The trivial
Lie algebra bundle g→G/T has the following data
• ω ∈ Ω1(G/T, [m] ⊂ g) the Maurer Cartan form
• the canonical connection ∇c with flat differentiation given by d = ∇c + adω
• [c] ⊂ g which decomposes as [c] = [t0]⊕ [it0]⊕ [a]
• ∇c-parallel subbundles [n+] ⊂ g and [n−] ⊂ g with [n−]⊕ [c]⊕ [n+] = g.
• ∇c-parallel conjugate linear involution Θ : g→g and Λ : g→g with fixed point set [k] and [g0].
• A ∇c-parallel complex linear involution σ = Θ ◦ Λ with eigenbundle decomposition g = [hC] ⊕ [mC],
where [h] ⊂ [g0] is the fixed point set of Θ|[g0].
• A ∇c-parallel order (mℓ + 1) automorphism X+ : g→g with eigenbundles [ĝj ] and [c] the identity
eigenbundle.
Proof. The splitting of g into root space is AdT0 invariant, thus we have ∇c-parallel subbundles
[n+] =
⊕
α∈∆+
[gα] and [n
−] =
⊕
α∈∆−
[gα] .
The fiber of [n+] over a Hitchin triple (∆+ ⊂ c∗, θ, λ) is ⊕
α∈∆+
gα. For X ∈ g, the conjugate linear involutions
Θ and Λ are defined by
Θ((∆+ ⊂ c∗, θ, λ), X)) = ((∆+ ⊂ c∗, θ, λ), θ(X)) and Λ((∆+ ⊂ c∗, θ, λ), X)) = ((∆+ ⊂ c∗, θ, λ), λ(X)) .
The subbundle [t0] is defined by
[t0] = {X ∈ [c] | Λ(X) = X = Θ(X)}.
By definition, the conjugate linear involutions Θ and Λ commute. Thus, we also obtain a complex linear
involution σ which is the complex linear extension of a Cartan involution of the split real form g0. If g0 = h⊕m
is the corresponding Cartan decomposition, then the eigenbundle splitting of g is given by
σ = Θ ◦ Λ : [hC]⊕ [mC].
Recall that for x = 12
∑
α∈∆+
Hα, and if the highest root has height mℓ then we defined g+ = exp(
2πix
mℓ+1
). The
∇c-parallel automorphism X+ is defined by
X+((∆+ ⊂ c∗, θ, λ), X)) = ((∆+ ⊂ c∗, θ, λ), g+(X)).

The following proposition and corollary are proven in section 4 of [Lab14], the proofs are analogous to
Proposition 5.13.
Proposition 5.18. Let N be a smooth simply connected manifold and g be a complex simple Lie algebra.
Let (g˜, D˜)→N be a flat g-Lie algebra bundle with the following
• A smoothly varying Hitchin triple (˜c, n˜+, Θ˜, Λ˜) with corresponding decompositions
g˜ = t˜0 ⊕ i˜t⊕ a˜⊕ n˜+ ⊕ n˜− = t˜0 ⊕ m˜
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• ∇˜ a connection so that (˜c, n˜+, Θ˜, Λ˜) is parallel.
• ω˜ ∈ Ω1(N, m˜) with ∇˜+ adω˜ = D˜.
Then there is a map f : N→G/T0, unique up to post composition by an element of G, so that
(g˜, ∇˜, ω˜, c˜, n˜+, Θ˜, Λ˜) = f∗(g, ∇c, ω, [c], [n+], Θ, Λ).
Corollary 5.19. Let N be a smooth manifold and g˜→N be a flat g-Lie algebra bundle equipped with the
structure of Proposition 5.18, then there exists
(1) A representation ρ : π1(N)→G unique up to conjugation
(2) A ρ-equivariant map f from the universal cover N˜ of N to the space of Hitchin triples G/T0 satisfying
the conclusion of Proposition 5.18.
Remark 5.20. Lemma 5.17, Proposition 5.18 and Corollary 5.19 all have analogous versions for the space
of Cartan triples.
Proposition 5.21. The sp(4,C)-Lie algebra bundle associated to a Sp(4,R)-Higgs bundle(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
satisfies the hypotheses of Corollary 5.19.
Proof. For any Sp(4,R)-Higgs bundle (V, β, γ), there is an involution σ˜, defined by (4.7), which gives a
decomposition
˜sp(4,C) = gl(V )⊕ (Sym2(V )⊕ Sym2(V ∗)) ⊂ End(V ⊕ V ∗).
Since the Higgs bundle (V, β, γ) is a polystable, there exists a metric H solving the Hitchin equations which
is compatible with the involutions σ. This metric gives a decomposition of the bundle
˜sp(4,C) = s˜p(4)⊕ is˜p(4)
which is induced by decomposition of the End(V ⊕ V ∗) into self adjoint and skew adjoint endomorphisms.
Such a splitting defines a smoothly varying Cartan involution Θ˜ =
(
1 0
0 −1
)
. Since (V, β, γ) is a Sp(4,R)-
Higgs bundle, the metric H and the involution σ˜ are compatible with a smoothly varying split real form
Λ˜ = Θ˜ ◦ σ˜ = σ˜ ◦ Θ˜
Furthermore, the involutions Θ˜ and Λ˜ are covariantly constant with respect to the Chern connection ∇H .
By Remark 4.12, the sp(4,C)-Lie algebra bundle ˜sp(4,C) associated to
(
N ⊕N−1K,
(
ν q2
q2 µ
)
,
(
0 1
1 0
))
has
c˜⊕ n˜+ = (O ⊗ c) ⊕ (N2K−2 ⊗ g−2L1 ⊕K1 ⊗ gL1+L2)⊕ (N−2K1 ⊗ g−L1+L2)⊕ (N2 ⊗ g2L2).
In general, these subbundles are not parallel with respect to ∇H . However, if the quadratic differential in
the Higgs field vanishes, by Proposition 3.9 the metric is diagonal, and thus the bundles c˜ and n˜+ are parallel
with respect to the Chern connection. Furthermore, the adjoint φ∗H = H−1φ
T
H = −Θ(φ) does not contain
any components in c˜. Thus,
ω˜ = φ+ φ∗H = Ω1(Σ, m˜)
with ∇H(ω˜) = 0 and ∇H + adω˜ flat. 
Corollary 5.22. Let ρ ∈ Rd(Sp(4,R) for g − 1 ≤ d ≤ 3g − 3. For each choice of conformal structure
(S, J) = Σ so that the Higgs bundle corresponding to ρ is given by
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
with
µ 6= 0, there is unique a ρ-equivariant map f : Σ˜→G/T0 lifting the harmonic metric.
Proof. By Proposition 5.21, to each metric solving the Hitchin equations, there is a unique ρ-equivariant
map f : Σ˜→G/T0 which lifts the ρ-equivariant harmonic metric hρ : Σ˜→G/K. If µ 6= 0, by Remark 3.2, the
Higgs bundle
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
is stable. Thus, there is a unique metric solving the Hitchin
equations. 
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6. Cyclic surfaces
The surfaces we will be interersted are solutions to certain Pfaffian systems in the spaces of Cartan
triples and Hitchin triples. The cyclic surfaces defined below are more general than [Lab14], yet, we show
that deformations of the below cyclic surfaces have many similarities with deformations of Labourie’s cyclic
surfaces.
6.1. Cyclic Pfaffian systems and cyclic surfaces. The general Pfaffian system defintions in this section
come from section 7 of [Lab14].
Definition 6.1. Let E→N be a vector bundle over a smooth manifold N, and (η1, · · · , ηn) be a collection
of differential forms on N valued in E. A submanifold L ⊂ N is called a solution to the Pfaffian system
defined by (η1, · · · , ηn) if ηj |L ≡ 0 for all j.
The Pfaffian systems we will be interested are defined as follows:
Definition 6.2. Let ω ∈ Ω1(G/T, g) be the Maurer Cartan form of the space of Cartan triples G/T. A
G-cyclic Pfaffian system is defined by the vanishing of the following g-valued forms
((ω̂0, ω̂2, · · · , ω̂mℓ−1) , [ω̂−1, ω̂−1] , ω̂−1 +Θ(ω̂1))
where ω =
∑
ω̂j is the decomposition of (5.3).
For the space of Hitchin triples, we define a G0-cyclic Pfaffian system as follows.
Definition 6.3. Let ω ∈ Ω1(G/T0, g) be the Maurer Cartan form of the space of Hitchin triples G/T0. The
G0-cyclic Pfaffian system is defined by the vanishing of the following g-valued forms
((ω̂0, ω̂2, · · · , ω̂mℓ−1) , [ω̂−1, ω̂−1] , ω̂ +Θ(ω̂) , Λ(ω)− ω)
where ω =
∑
ω̂j is the decomposition of (5.3).
The above definition are related to the τ -primitive maps consider for compact groups G in [BPW95]. In
the context of representations of surface groups, we are interested in maps from a Riemann surface Σ to the
spaces of Cartan triples and Hitchin triples.
Definition 6.4. Let Σ be a Riemann surface (not necessarily compact), a map f : Σ→G/T is a G-cyclic
surface if it is a G-cyclic Pfaffian system and f∗ω̂−1 is a (1, 0)-form. Similarly, a map f : Σ→G/T0 is a
G0-cyclic surface if it is a G0-cyclic Pfaffian system and f
∗ω̂−1 is a (1, 0)-form.
Remark 6.5. The reality condition f∗(Λ(ω)) = f∗(ω) for a G0-cyclic surface implies f(Σ) lies in a G0 orbit.
If G0 is a split real form of Hodge type, then T0 = T, and the G0-cyclic condition is just an extra symmetry
a G-cyclic map must satisfy.
Maximal Sp(4,R)-Higgs bundles of the form
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
with µ 6= 0 give rise to
special equivariant Sp(4,R)-cyclic surfaces:
Proposition 6.6. Let ρ ∈ Rd(Sp(4,R)) for g − 1 ≤ d ≤ 3g − 3. If (S, J) = Σ is a conformal structure so
that the Higgs bundle corresponding to ρ is given by
(
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
with µ 6= 0, then the
unique ρ-equivariant map
f : Σ˜→Sp(4,R)/(U(1)× U(1))
from Corollary 5.22 is a Sp(4,R)-cyclic surface. Furthermore, f∗ω−αi 6= 0 for each simple root αi and there
exists a simple root β such that f∗ω−β nowhere vanishing.
Proof. By Corollary 5.22, there is a unique equivariant lift of the harmonic metric f : Σ˜→G/T0, it remains
to show that this map is cyclic. The pullback of the Maurer-Cartan form is given by φ + φ∗H where
φ =
(
β
γ
)
is the Higgs field and H is the metric solving the Hitchin equations. By construction, see
Remark 4.12, the Higgs field φ is valued in Ω10(Σ, f∗[ ̂sp(4,C)−1]), and thus φ = f
∗ω̂−1. Also, φ
∗H =
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−Θ˜(φ) ∈ Ω01(Σ, f∗[ ̂sp(4,C)1]). It follows that f∗ω̂j = 0 for j 6= ±1 and f∗(Λω) = f∗ω. The Higgs field is
given by
f∗ω̂−1 = φ = 1⊗ g−L1−L2 + µ⊗ g2L1 + q2 ⊗ gL1+L2 + ν ⊗ g2L2
where L1+L2 and −2L1 are the two simple roots (see Remark 4.12). Since f∗ω−L1−L2 is nowhere vanishing
and µ 6= 0, we have f∗ω−αi 6= 0 for each simple root αi and f∗ω−β is nowhere vanishing for a simple root
β. 
The following theorem relates equivariant cyclic surfaces and Higgs bundles that are fixed points of〈
ζ
mℓ
〉
⊂ U(1).
Theorem 6.7. Let G be a complex simple Lie group of rank at least 2, and ρ ∈ R(G). If g→G/T is the
associated Lie algebra bundle and f : Σ˜→G/T be a ρ-equivariant G-cyclic surface, then (f∗g, (f∗∇c)01, f∗ω̂−1)
is a G-Higgs bundle that is a fixed point of the
〈
ζ
mℓ+1
〉
-action. Furthermore, f∗BΘ solves the Hitchin
equations (2.2) which simplify to
Ff∗∇c +
ℓ∑
i=1
[f∗ωαi , f
∗ω−αi ] + [f
∗ωµ, f
∗ω−µ] = 0.
Proof. To prove that (f∗g, (f∗∇c)01, f∗ω̂−1) is a G-Higgs bundle we just need to show f∗ω̂−1 is holomorphic.
By equations (5.3), the flatness equations for ∇c + ω we have
d∇ω̂−1 +
mℓ∑
j=0
[ω̂j , ω̂−j−1] = 0.
By the cyclic assumption, f∗ω̂j = 0 for j 6= ±1, thus, pulling back the flatness equations, we have
df
∗∇(f∗ω̂−1) = 0.
Since f∗ω̂−1 is a (1, 0)-form, we conclude that (d
f∗∇)01f∗ω−1 = 0.
To see that it is a fixed point of
〈
ζ
mℓ+1
〉
, recall from Lemma 5.17 that there is an automorphism X+ : g→g,
of order (mℓ+1), which acts as ζ
−1
mℓ+1
on [ĝ−1]. Thus f
∗(X+)−1 is a gauge transformation of f∗g which acts
as ζmℓ+1 on the Higgs field f
∗ω̂−1.
Recall that by definition of a G-cyclic surface, we have f∗(−Θ(ω̂−1)) = f∗ω̂1, thus the adjoint of the Higgs
field f∗ω̂−1 is given by f
∗(−Θ(ω̂−1)) = f∗ω̂1. Using the decompositions of (5.5) we have
ω̂1 =
ℓ∑
i=1
ωαi + ω−µ ω̂−1 =
ℓ∑
i=1
ω−αi + ωµ .
The assumption that f∗ω0 = 0, and the flatness equations of (5.3) imply
Ff∗∇c +
ℓ∑
i=1
[f∗ωαi , f
∗ω−αi ] + [f
∗ωµ, f
∗ω−µ] = 0.
Since f∗∇c is a metric connection for the hermitian metric f∗BΘ, and the holomorphic structure is on f∗g
is defined to be (f∗∇c)01, we conclude that f∗BΘ solves the Hitchin equations. 
Corollary 6.8. Let G be a complex simple Lie group with rank at least 2, ρ ∈ R(G), and f : Σ˜→G/T be
an ρ-equivariant G-cyclic surface. If π : G/T→G/K is the natural projection, then the associated equivariant
harmonic map hρ,J = f ◦ π : Σ˜→G/H is a minimal surface.
Proof. Since the Higgs bundle admits a solution to the Hitchin equations, it is polystable. Since it is a fixed
point of 〈ζmℓ+1〉 and rank(g) ≥ 2, the quadratic differential is the image of the Hitchin fibration vanishes,
thus the Hopf differential of the harmonic map is zero and we conclude the harmonic map is a branched
minimal immersion. 
Similarly, for G0-cyclic surfaces we have the following theorem.
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Theorem 6.9. Let G be a complex simple Lie group of rank at least 2, and ρ ∈ R(G). If g→G/T0 is the
associated Lie algebra bundle and f : Σ˜→G/T0 be a ρ-equivariant G0-cyclic surface. If g→G/T0 is the
associated Lie algebra bundle, then (f∗[hC], (f
∗∇c)01, f∗ω̂−1) is a G0-Higgs bundle that is a fixed point of the〈
ζ
mℓ+1
〉
-action. Furthermore, f∗BΘ solves the Hitchin equations (2.2) which simplify to
Ff∗∇c +
ℓ∑
i=1
[f∗ω−αi , f
∗ωαi ] + [f
∗ωµ, f
∗ω−µ] = 0.
Remark 6.10. In this case, the representation ρ ∈ R(G) is actually in R(G0).
Proof. Recall from Lemma 5.17, that the Lie algebra bundle g→G/T0 has a complex linear involution
σ = Θ ◦ Λ which has eigenbundle decomposition g = [hC] ⊕ [mC] where g0 = h ⊕ m is the corresponding
Cartan decomposition. To show that (f∗[hC], (f
∗∇c)01, f∗ω̂−1) is a G0-Higgs bundle, we must show that
f∗ω̂−1 ∈ Ω10(Σ, f∗[mC]). Recall from Remark 4.7, the involution σ preserves the height grading
g−mℓ ⊕ · · · g−1 ⊕ c⊕ g1 ⊕ · · · ⊕ gmℓ ,
and thus, σ preserves both ĝ1 and ĝ−1. By the definition of a G0-cyclic surface 6.4, f
∗ω = f∗ω̂−1+ f
∗ω̂1 and
f∗Θ(f∗ω̂−1 + f
∗ω̂1) = −f∗ω̂1 − f∗ω̂−1 f∗Λ(f∗ω̂−1 + f∗ω̂1) = f∗ω̂−1 + f∗ω̂1 .
Hence, σ(f∗ω̂−1 + f
∗ω̂1) = −(f∗ω̂−1 + f∗ω̂1), and, furthermore, since σ preserves [ĝ−1],
σ(ω̂−1) = −ω̂−1.
This proves that f∗ω̂−1 ∈ Ω10(Σ, f∗[mC]).
We also need to check that the gauge transformation f∗X+ is an f∗[hC]-gauge transformation. Recall
that the grading element x of the PTDS is in the +1-eigenspace of σ (see Remark 4.7). Since X+ is obtained
from exponentating x, it follows that f∗X+ is an [hC]-gauge transformation. The proof of the rest of the
theorem is identical to the proof of Theorem 6.7. 
6.2. Deformations of cyclic Pfaffian systems and cyclic surfaces.
Definition 6.11. Let F = (ft) : L→N be a one parameter family with f0 being the inclusion and set
ξ =
d
dt
∣∣∣∣
t=0
ft.
Then ξ ∈ Ω0(L, f∗0TN) is a vector field along L in N called the tangent vector field to the family F. A family
F = (ft) is a first order deformation of the Pfaffian system L defined by (η1, · · · , ηn) if, for all j,
d
dt
∣∣∣∣
t=0
f∗t ηi = 0.
In the above definition, we have chosen a connection to identify f∗t E and f
∗
0E, this choice does not effect
the definition.
Definition 6.12. A vector field ξ along a solution L of a Pfaffian system given by η = (η1, · · · , ηn) is an
infinitesimal variation of the Pfaffian system if, for any connection ∇, and all j,
ιξd
∇ηj
∣∣
L
= −d∇(ιξηj)
∣∣
L
.
The relation between first order deformations and variations is given by Proposition 7.1.4 of [Lab14]:
Proposition 6.13. Let ξ be a tangent vector to a family of first order deformations of a Pfaffian system
η = (η1, · · · , ηn), then ξ is an infinitesimal variation of the Pfaffian system.
Proof. See Proposition 7.1.4 of [Lab14]. 
Definition 6.14. An infinitesimal variation of a G-cyclic surface is an infinitesimal variation of a G-cyclic
Pfaffian system. An infinitesimal variation of a G0-cyclic surface is an infinitesimal variation ξ of a G0-cyclic
Pfaffian system such that Λ(ξ) = ξ.
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Definition 6.15. Let ρ : π1(S)→G be a representation and f : Σ˜→G/T be a ρ-equivariant G-cyclic surface.
If ξ is an infinitesimal variation of a G-cyclic surface, then ξ is an infinitesimal variation of the equivariant
G-cyclic surface if it is ρ-equivariant. Similarly for an equivariant G0-cyclic surface.
The signs in the following lemma will be crucial.
Lemma 6.16. Let Σ be a compact Riemann surface and f a G-cyclic surface or a G/T0-cyclic surface. Let
α ∈ Ω10(Σ, f∗g) and β ∈ Ω01(Σ, f∗g) then
−i ∫
Σ
Bg(α,Θα) ≥ 0 and i
∫
Σ
Bg(β,Θβ) ≥ 0 .
Also, if α, β ∈ Ω1(Σ, f∗g) and γ ∈ Ω0(Σ, f∗g), then
Bg(γ, [β, α]) = Bg([γ, α], β). (6.1)
Proof. It is suffices to check the sign on a form α = A · a where a is a section of f∗g and A ∈ Ω10(Σ). By
Remark 5.12, Θ(α) = A ·Θ(a) and hence, since −Bg(·,Θ·) is positive definite,
−i
∫
Σ
Bg(α,Θα) = −i
∫
Σ
A ∧ A ·Bg(a,Θa) ≥ 0.
Equation (6.1) follows from a calculation using invariance of the Killing form. 
Let f : Σ→G/T be a G-cyclic surface, we will use the following notation
ω̂−1|f(Σ) = Φ = Φ−1 +Φmℓ and ω̂1|f(Σ) = Φ∗ = Φ∗1 +Φ∗−mℓ .
Let ξ is an infinitesimal variation of f , and denote the contraction with ω by
ζ = ιξ(ω).
Using the various decompositions of the Maurer Cartan form ω, we have the following decompositions
ζ = ζ0 +
∑
α∈∆(c,g)
ζα , ζ =
mℓ∑
j=−mℓ
ζj , ζ =
∑
j∈Z/(mℓ+1)Z
ζ̂j . (6.2)
The following notation will also be useful
ζ = ζ̂−1 + ζ̂0 + ζ̂1 + ζ̂Y , (6.3)
where ζ̂Y =
∑
j 6=0,1,−1
ζ̂j .
Using the decomposition of the flatness equations (5.2) we have
d∇
c
ωj +
mℓ∑
k=−mℓ
[ωk, ωj−k] = 0.
By Definition 6.12, on the surface f(Σ), we have ιξ(d
∇cωj) = −d∇c(ζj) for j 6= −mℓ,−1, 1,mℓ. Contracting
the wedge product is given by
ιξ[ωj , ωj−k] = [ζj , ωj−k]− [ωj , ζj−k] = [ζj , ωj−k] + [ζj−k, ωj].
Thus, contracting the flatness equations with ξ yeilds
d∇
c
(ζj) =
mℓ∑
k=−mℓ
([ζk, ωj−k] + [ζj−k, ωk]) j 6= −mℓ,−1, 1,mℓ (6.4)
The assumption on a cyclic surface that f∗ω̂j = 0 for j 6= ±1 and the fact that Φ is a (1, 0)-form and Φ∗ is
a (0, 1)-form allows us to simplify the equations. For 1 < j < mℓ we have
∂∇
c
(ζj) = 2([ζj+1,Φ−1] + [ζj−mℓ ,Φmℓ)] and ∂¯
∇c(ζj) = 2[ζj−1,Φ
∗
1] (6.5)
and for −mℓ < j < −1 we have
∂∇
c
(ζj) = 2[ζj+1,Φ−1] and ∂¯
∇c(ζj) = 2([ζj−1,Φ
∗
1] + [ζj+mℓ ,Φ
∗
−mℓ ]) (6.6)
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Let πY denote the projection onto the Y component of equation (6.3), then equations (6.5) and (6.6) can be
written compactly as:
∂∇
c
ζ̂Y = 2πY
(
[Φ, (ζ̂Y + ζ̂−1)]
)
and ∂¯∇
c
ζ̂Y = 2πY
(
[Φ∗, (ζ̂Y + ζ̂1)]
)
(6.7)
For j = −1, 1 even though ιξ (d∇c ω̂j)
∣∣
Σ
6= −d∇c ζ̂j , by equations (5.4) we have
ιξ(∂
∇c ω̂−1)
∣∣
Σ
= −2[ζ0,Φ] and ιξ(∂¯∇c ω̂1)
∣∣
Σ
= −2[ζ0,Φ∗] (6.8)
Similarly,
ιξ(∂¯
∇cω−1)
∣∣
Σ
= −2([ζ−2,Φ∗1] + [ζ−1+mℓ ,Φ∗−mℓ ]) , ιξ(∂∇
c
ω1)
∣∣
Σ
= −2([ζ2,Φ−1] + [ζ−1−mℓ ,Φmℓ ]) ,
ιξ(∂¯
∇cωmℓ)
∣∣
Σ
= −2[ζmℓ−1,Φ∗1] , ιξ(∂∇
c
ω−mℓ)
∣∣
Σ
= −2[ζ−mℓ+1,Φ−1] .
(6.9)
Proposition 6.17. The second derivatives are given by
∂¯∇
c
(∂∇
c
ζ̂Y ) = 4πY
([[
ζ̂Y ,Φ
∗
]
,Φ
])
, ∂∇
c
(∂¯∇
c
ζ̂Y ) = 4πY
([[
ζ̂Y ,Φ
]
,Φ∗
])
, (6.10)
∂¯∇
c
(∂∇
c
ζ̂0) = 4πit
([[
ζ̂0,Φ
∗
]
,Φ
])
, ∂∇
c
(∂¯∇
c
ζ̂0) = 4πit
([[
ζ̂0,Φ
]
,Φ∗
])
. (6.11)
Proof. Recall that on a G-cyclic surface we have ∂∇
c
Φ = ∂¯∇
c
Φ = ∂∇
c
Φ∗ = ∂¯∇
c
Φ∗ = 0. We will first show
equation (6.10). Using equations (6.5) and (6.6), a direct computation shows
∂¯∇
c
(∂∇
c
ζj) = 4
(
[[ζj ,Φ
∗
1] ,Φ−1] + [[ζj−mℓ−1,Φ
∗
1] ,Φmℓ ] +
[[
ζj ,Φ
∗
−mℓ
]
,Φmℓ
])
1 < j < mℓ − 1
∂¯∇
c
(∂∇
c
ζj) = 4
(
[[ζj ,Φ
∗
1] ,Φ−1] +
[[
ζj+1+mℓ ,Φ
∗
−mℓ
]
,Φ−1
]) −mℓ < j < −2
∂∇
c
(∂¯∇
c
ζj) = 4 ([[ζj ,Φ−1] ,Φ
∗
1] + [[ζj−1−mℓ ,Φmℓ ] ,Φ
∗
1]) 2 < j < mℓ
∂∇
c
(∂¯∇
c
ζj) = 4
(
[[ζj ,Φ−1] ,Φ
∗
1] +
[
[ζj+mℓ+1,Φ−1] ,Φ
∗
−mℓ
]
+
[
[ζj ,Φmℓ] ,Φ
∗
−mℓ
]) −mℓ + 1 < j < −1
The remaining cases are given by
∂¯∇
c
(∂∇
c
ζmℓ−1) = 2
([
∂¯∇
c
ζmℓ ,Φ−1
]
+
[
∂¯∇
c
ζ−1,Φmℓ
])
, ∂¯∇
c
(∂∇
c
ζ−2) = 2[∂¯
∇cζ−1,Φ−1] ,
∂∇
c
(∂¯∇
c
ζ−mℓ+1) = 2
([
∂∇
c
ζ−mℓ ,Φ
∗
1
]
+
[
∂∇
c
ζ1,Φ
∗
−mℓ
])
, ∂∇
c
(∂¯∇
c
ζ2) = 2[∂
∇cζ1,Φ
∗
1] .
We will compute the first two cases, the remaining two cases follow by a symmetric argument. Recall that
∂∇
c
Φ = ∂¯∇
c
Φ = ∂∇
c
Φ∗ = ∂¯∇
c
Φ∗ = 0 on a cyclic surface, thus
∂¯∇
c
(ιξ[ωmℓ , ω−1]) = [∂¯
∇cζmℓ ,Φ−1] + [∂¯
∇cζ−1,Φmℓ ] , ∂¯
∇c (ιξ[ω−1, ω−1]) = 2[∂¯
∇cζ−1,Φ−1] (6.12)
However, since [ω1, ω1] = [ω1, ω−mℓ ] = [ω−1, ω−1] = [ω−1, ωmℓ ] = 0 on a cyclic surface, we have
∂¯∇
c
(ιξ [ωmℓ , ω−1]) = −
[
ιξ(∂¯
∇cωmℓ)
∣∣∣
Σ
,Φ−1
]
−
[
ιξ(∂¯
∇cω−1)
∣∣∣
Σ
,Φmℓ
]
∂¯∇
c
(ιξ [ω−1, ω−1]) = −2
[
ιξ(∂¯
∇cω−1)
∣∣∣
Σ
,Φ−1
] (6.13)
Using equations (6.9) and (6.12), we have the desired result:
2([∂¯∇
c
ζmℓ ,Φ−1] + [∂¯
∇cζ−1,Φmℓ ]) = 4
(
[[ζmℓ−1,Φ
∗
1] ,Φ−1] + [[ζ−2,Φ
∗
2] ,Φmℓ ] +
[[
ζ−1+mℓ ,Φ
∗
−mℓ
]
,Φmℓ
])
and
2
[
∂¯∇
c
ζ−1,Φ−1
]
= 4
(
[[ζ−2,Φ
∗
1] ,Φ−1] +
[[
ζ−1+mℓ ,Φ
∗
−mℓ
]
,Φ−1
])
.
Thus, we obtain the desired formula:
∂¯∇
c
(∂∇
c
ζ̂Y ) = 4πY
([[
ζ̂Y ,Φ
∗
]
,Φ
])
and ∂∇
c
(∂¯∇
c
ζ̂Y ) = 4πY
([[
ζ̂Y ,Φ
]
,Φ∗
])
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We now prove formula (6.11), for ∂¯∇
c
∂∇
c
ζ̂0 and ∂
∇c ∂¯∇
c
ζ̂0. Since ω̂0 vanishes along a G-cyclic surface, by
the flatness equations (6.4), we have
∂∇
c
ζ̂0 = 2[ζ̂1,Φ] and ∂¯
∇c ζ̂0 = 2[ζ̂−1,Φ
∗].
Recall that ζ̂0 vanishes along the subbundle [t], that is, πitζ̂0 = ζ̂0. Thus, the second derivatives are
∂¯∇
c
∂∇
c
ζ̂0 = 2[∂¯
∇c ζ̂1,Φ] = 2πit
(
[∂¯∇
c
ζ̂1,Φ]
)
, ∂∇
c
∂¯∇
c
ζ̂0 = 2[∂
∇c ζ̂−1,Φ
∗] = 2πit
(
[∂∇
c
ζ̂−1,Φ
∗]
)
.
(6.14)
Since ω̂1 = −Θ(ω̂−1) on a G-cyclic surface, it follows that πit([ω̂1, ω̂−1]) = 0 along a G-cyclic surface. Thus,
ιξd
∇cπit([ω̂1, ω̂−1])
∣∣∣
Σ
= −d∇c (ιξπit([ω̂1, ω̂−1])|Σ).
The subbundle [it] is parallel with respect to ∇c, thus
πit
(
ιξd
∇c([ω̂1, ω̂−1])
∣∣∣
Σ
)
= −πit
(
d∇
c
(ιξ([ω̂1, ω̂−1])|Σ)
)
.
For the (1,0) part, we have
πit
(
ιξ∂
∇c([ω̂1, ω̂−1])
∣∣∣
Σ
)
= πit
(
[ (∂∇
c
ω̂1)
∣∣∣
Σ
,Φ] + [(∂∇
c
ω̂−1)
∣∣∣
Σ
,Φ∗]
)
= πit
(
(∂∇
c
ω̂−1)
∣∣∣
Σ
,Φ∗])
)
.
The term [∂∇
c
ζ̂1,Φ] vanishes since it is a (2, 0)-form. A similar calculations for the (0,1) part gives
πit
(
ιξ
(
∂¯∇
c
([ω̂1, ω̂−1])
)∣∣
Σ
)
= πit
(
[∂¯∇
c
ζ̂1,Φ]
)
.
Thus, by equations (6.14),
∂¯∇
c
∂∇
c
ζ̂0 = 2πit
(
ιξ
(
∂¯∇
c
([ω̂1, ω̂−1])
)∣∣
Σ
)
and ∂∇
c
∂¯∇
c
ζ̂0 = 2πit
(
ιξ∂
∇c([ω̂1, ω̂−1])
∣∣∣
Σ
)
The term −πit
(
d∇
c
(ιξ([ω̂1, ω̂−1])|Σ)
)
is computed using equation (6.8):
−πit
(
∂∇
c
(ιξ([ω̂1, ω̂−1])|Σ)
)
= −πit
(
[
(
∂∇
c
ιξω̂1
)∣∣∣
Σ
,Φ] + [
(
∂∇
c
ιξω̂−1
)∣∣∣
Σ
,Φ∗]
)
= 2πit
(
[[ζ̂0,Φ],Φ
∗]
)
.
A similar computation shows
−πit
(
∂¯∇
c
(ιξ([ω̂1, ω̂−1])|Σ)
)
= 2πit
(
[[ζ̂0,Φ
∗],Φ]
)
.
Thus, on a G-cyclic surface,
∂∇
c
∂¯∇
c
ζ̂0 = 4πit
(
[[ζ̂0,Φ],Φ
∗]
)
and ∂¯∇
c
∂∇
c
ζ̂0 = 4πit
(
[[ζ̂0,Φ
∗],Φ]
)
.

Proposition 6.18. Let ρ : π1(S)→G and f : Σ˜→G/T be a ρ-equivariant G-cyclic surface. Let ζ̂Y , ζ̂0, Φ and
Φ∗ be as above, then
∂∇
c
ζ̂Y = 0 , ∂¯
∇c ζ̂Y = 0 , [Φ, ζ̂Y ] = 0 , [Φ
∗, ζ̂Y ] = 0
and
∂∇
c
ζ̂0 = 0 , ∂¯
∇c ζ̂0 = 0 , [Φ, ζ̂0] = 0 , [Φ
∗, ζ̂0] = 0 .
Proof. Recall from Lemma 6.16 that
0 ≤ −i
∫
Σ
Bg
(
∂∇
c
ζ̂Y ,Θ
(
∂∇
c
ζ̂Y
))
.
Since the canonical connection is a metric connection, we have
d
(
−Bg
(
ζ̂Y ,Θ
(
∂∇
c
ζ̂Y
)))
= −Bg
(
∂∇
c
ζ̂Y ,Θ
(
∂∇
c
ζ̂Y
))
−Bg
(
ζ̂Y ,Θ
(
∂¯∇
c
∂∇
c
ζ̂Y
))
.
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Integrating over Σ gives
0 ≤ −i
∫
Σ
Bg
(
∂∇
c
ζ̂Y ,Θ
(
∂∇
c
ζ̂Y
))
= i
∫
Σ
Bg
(
ζ̂Y ,Θ
(
∂¯∇
c
∂∇
c
ζ̂Y
))
.
Recall that [ĝY ] =
⊕
j 6=−1,0,1
[ĝj ] and Θ ([ĝj ]) ⊂ [ĝ−j ]. Also, if i + j 6= 0 mod (mℓ + 1) then ĝj and ĝi are
orthogonal with respect to BΘ. Thus, the bundles [ĝj ] and [ĝi] are orthogonal. Thus, using equations (6.10)
we have
0 ≤ 4i
∫
Σ
Bg
(
ζ̂Y ,Θ
(
πY
([[
ζ̂Y ,Φ
∗
]
,Φ
])))
= 4i
∫
Σ
Bg
(
ζ̂Y ,Θ
([[
ζ̂Y ,Φ
∗
]
,Φ
]))
.
Lemma 6.16 and the cyclic surface assumption Φ = −Θ(Φ∗) yield
0 ≤ −i
∫
Σ
Bg
(
∂∇
c
ζ̂Y ,Θ
(
∂∇
c
ζ̂Y
))
= −4i
∫
Σ
Bg
([
ζ̂Y ,Φ
∗
]
,Θ
([
ζ̂Y ,Φ
∗
]))
≤ 0.
Thus
∂∇
c
ζ̂Y = 0 and [Φ
∗, ζ̂Y ] = 0 (6.15)
By a symmetric argument, we obtain
∂¯∇
c
ζ̂Y = 0 and [Φ, ζ̂Y ] = 0 (6.16)
For ζ̂0, consider the following integral:
0 ≤ −i
∫
Σ
Bg
(
∂∇
c
ζ̂0,Θ(∂
∇c ζ̂0)
)
= i
∫
Σ
Bg
(
ζ̂0,Θ(∂¯
∇c∂∇
c
ζ̂0)
)
Using equations (6.11), the fact that it⊕ t is is orthogonal, Lemma 6.16 and Θ(Φ∗) = −Φ we have
0 ≤ 4i
∫
Σ
Bg
(
ζ̂0,Θ([[ζ̂0,Φ
∗],Φ])
)
= −4i
∫
Σ
Bg
(
[ζ̂0,Φ
∗],Θ
(
[ζ̂0,Φ
∗]
))
≤ 0.
Thus,
∂∇
c
ζ̂0 = 0 and [Φ
∗, ζ̂0] = 0 .
A symmetric argument shows
∂¯∇
c
ζ̂0 = 0 and [Φ, ζ̂0] = 0 .

The same calculations show that the analogous proposition for equivariant G0-cyclic surfaces is also true.
Corollary 6.19. Let ρ : π1(S)→G and f : Σ˜→G/T0 be a ρ-equivariant G0-cyclic surface. Let ζ̂Y , Φ and Φ∗
be as above, then
∂∇
c
ζ̂Y = 0 , ∂¯
∇c ζ̂Y = 0 , [Φ, ζ̂Y ] = 0 , [Φ
∗, ζ̂Y ] = 0 ,
∂∇
c
ζ̂0 = 0 , ∂¯
∇c ζ̂0 = 0 , [Φ, ζ̂0] = 0 , [Φ
∗, ζ̂0] = 0 .
Furthermore, if c = t ⊕ it ⊕ a ⊕ ia is the decomposition of the Cartan subalgebra, then ζ̂0 vanishes along
it⊕ ia. In particular, if G0 is of Hodge type then ζ̂0 = 0
Proof. The first part is an immediate corollary of the proof of Proposition 6.18. The variation ζ̂0 is along
it⊕ a⊕ ia, where Λ acts as +1 on a and −1 on it⊕ ia. But, by the reality condition of variations of G0-cyclic
surfaces, Λ(ζ̂0) = ζ̂0; thus, ζ̂0 vanishes along it ⊕ ia. Recall that a G0 is of Hodge type then the a = {0},
thus, in this case ζ̂0 = 0. 
If ρ : π1(S)→G is representation and f : Σ˜→G/T is a G-cyclic surface, then Proposition 6.18 says that ζ̂0
and ζ̂Y are covariantly constant with respect to the flat connection f
∗∇c+Φ+Φ∗. Thus, if either ζ̂0 or ζ̂Y is
non zero, then they are in the centralizer of the representation ρ. However, if the centralizer of ρ is discrete
then the centralizing subalgebra is zero, thus we have the following proposition.
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Proposition 6.20. Let G be a complex simple Lie group, and ρ : π1(S)→G be an irreducible representation.
If f : Σ˜→G/T be a ρ-equivariant cyclic surface, then for any variation ξ, we have
ιξ(f
∗ω̂0) = ζ̂0 = 0 and ιξ(f
∗ω̂Y ) = ζ̂Y = 0 .
7. Special cyclic surfaces and the proof of Theorem 3.8
In this section we consider equivariant cyclic surfaces with extra conditions on f∗ω−1 and show that for
these special equivariant cyclic surfaces are rigid. We then relate these special equivariant cyclic surfaces to
Higgs bundles and specifically maximal Sp(4,R)-Higgs bundles.
Proposition 7.1. Let (S, J) = Σ be a compact Riemann surface, G be a complex simple Lie group of rank
at least 2 and not SL(3,C). Let ρ : π1(S)→G be an irreducible representation and f : Σ˜→G/T0 be a ρ-
equivariant G0-cyclic surface so that f
∗ω−αi 6= 0 for all simple roots αi. If ξ is an infinitesimal variation
with the property that there exists a simple root α with ιξω−α ≡ 0, then
ιξω ≡ 0.
Remark 7.2. The analogous statement follows for G-cyclic surfaces if one assumes that there are simple
roots α and β so that ιξω−α ≡ 0 ≡ ιξω+β. For G0-cyclic surfaces, if ιξω−α ≡ 0, the reality condition Λξ = ξ
on an infinitesimal variation implies that ιξωΛ(−α) ≡ 0. Furthermore, since Θ flips positive simple roots and
negative simple roots, σ preserves the set of positive simple roots and Λ = Θ ◦ σ, it follows that Λ(−α) is a
positive simple root. If G0 is of Hodge type, then Λ(−α) = α.
Proof. Let ξ be a variation of the ρ-equivariant G0-cyclic surface f : Σ˜→G/T0, and ζ = ιξω. Using the
decompositions of (6.2) and (6.3), by Corollary 6.19,
ζ̂0 = 0 and ζ̂Y = 0 .
It remains to show ζ̂1 = 0 = ζ̂−1. Recall that G 6= SL(3,C), thus, ĝY 6= {0}, in particular g±2 6= {0}.
A infinitesimal variation ξ of a G0-cyclic surface satisfies the reality condition Λξ = ξ. By Lemma 4.4,
Θ(gα) = g−α for all roots, and by Proposition 4.10, the involution σ sends roots simple root spaces to simple
root spaces. Since there is a simple root α so that ζ−α ≡ 0 and Λζ = ζ, it follows that there is a simple root
−Λ(α) so that ζ−Λα ≡ 0.
By equation (6.7), we have
0 = ∂∇
c
(ζ−2) = 2[ζ−1,Φ−1] and 0 = ∂¯
∇c(ζ2) = 2[ζ1,Φ
∗
1] .
Thus for each pair of simple roots αi, αj so that αi + αj is a root, we have
[ζ−αi ,Φ−αj ] + [ζ−αj ,Φ−αi ] = 0 and [ζαi ,Φ
∗
αj ] + [ζαj ,Φ
∗
αi ] = 0 .
Since Φ−αi = f
∗ω−αi , by assumption Φ−αi is a nonzero holomorphic section. By the definition of a G0-cyclic
surface,
f∗Θ(Φαi) = f
∗(Θω−αi) = −f∗(ωαi) = −Φ∗αi .
Thus, Φ∗αi is also nonzero for all simple roots.
The group G is simple, thus the Dynkin diagram is connected and we conclude that ζ±αi = 0 for all simple
roots. It remains to show that for the highest root µ, we have ζ±mℓ = ζ±µ = 0. By equations (6.7), we have
0 = ∂¯∇
c
(ζmℓ−1) = 2[ζmℓ ,Φ
∗
1] and 0 = ∂
∇c(ζ−mℓ+1) = 2[ζmℓ ,Φ−1] .
Since G 6= SL(3,C), we have g±1 6= g±(mℓ−1) 6= {0}. Thus, for each roots γ = µ − αi ∈ gmℓ−1 we have
0 = [ζµ,Φ−αi ]. Hence ζµ = 0, and similarly, ζ−µ = 0. 
Remark 7.3. Proposition 7.1 is also true when G = SL(3,C), see Proposition 7.7.4 of [Lab14].
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In [Lab14], Labourie considers maps f : S→G/T0 from the surface S, without a conformal structure, to the
space of Hitchin Triples G/T0 that satisfy f
∗ω̂j = 0 for j 6= ±1, f∗(Θ(ω̂−1)) = −f∗(ω̂1), f∗([ω̂−1, ω̂−1]) = 0,
f∗(Λω) = f∗ω and satisfy the extra assumption that for all simple roots αi,
f∗ω−αi is nowhere vanishing.
It is then proven that there is a unique conformal structure on S so that f∗ω̂−1 is a (1, 0)-form.
Proposition 7.4. Let rank(G) ≥ 2, a map f : S→G/T satisfies: f∗ω̂j = 0 for j 6= ±1 and
f∗(Θ(ω̂−1)) = −f∗(ω̂1) , f∗([ω̂−1, ω̂−1]) = 0 , f∗(Λω) = f∗ω.
Suppose that f∗ωαi has discrete zeros for all simple roots αi and that there exists a simple root β so that
f∗ω−β is nowhere vanishing.
Then there exists a unique conformal structure (S, J) = Σ, so that f : Σ→G/T is a cyclic surface.
Thus, Definition 6.4 and the cyclic surfaces in Proposition 7.1 are generalizations of the cyclic surfaces
in [Lab14]. The cyclic surfaces related to maximal Sp(4,R) representations are more special than those
considered in Proposition 7.1 and more general than Labourie’s. Namely, we only require that there exists
a simple root αi so that f
∗ω−αi is nowhere vanishing.
Proof. Let β ∈ ∆+(g, c) be a simple roots for which f∗ω−β is nowhere vanishing. Since f∗ω is nowhere
vanishing, df : TS→[g−β ] is an isomorphism. Thus, there is a unique complex structure (S, J) = Σ so that
f∗ω−β is a (1, 0)-form.
Since f∗([ω̂−1, ω̂−1]) = 0, decomposing this in terms of root spaces we have for all simple roots α and γ
[f∗ω−α, f
∗ω−γ ] = 0 and [f
∗ω−α, f
∗ωµ] = 0 .
Recall that g is simple, so there is a simple root α so that −β − α is a root, in particular,
[[g−α], [g−β ]] 6= 0.
By [f∗ω−α, f
∗ω−β ] = 0, it follows that f
∗ω−α is a (1, 0)-form. Using the fact that g is simple and that
f∗ω−α has discrete zeros, we conclude that for all simple roots α, the form f
∗ω−α is a (1, 0)-form. Similary,
there is there is a simple root α so that µ−α is a root. We again conclude that f∗ωµ is a (1, 0)-form, proving
f∗ω̂−1 is a (1, 0)-form. 
Putting everything together, we obtain the following theorem which is the analogue to the transversality
of the Hitchin map in [Lab14].
Theorem 7.5. Let G be a complex simple Lie group of rank at least 2, ρ : π1(S)→G an irreducible repre-
sentation, and (S, J) = Σ be a conformal structure. Suppose f : Σ˜→G/T0 a ρ-equivariant G0-cyclic surface
such that there exists a simple root α so that f∗ω−α is nowhere vanishing and, for all simple roots αi, the
form f∗ω−αi is nonzero. Let (ρt, Jt) is a one parameter family with (ρ0, J0) = (ρ, J) and ft : (˜S, Jt)→G/T0
be a family of ρt-equivariant G0-cyclic surfaces with f0 = f . If [
d
dt
∣∣
t=0
ρt] = 0, then
d
dt
∣∣
t=0
Jt = 0.
Proof. Let ρ ∈ R(G) be an irreducible representation and let (S, J) = Σ be a conformal structure. Let
f : Σ˜→G/T0 be a ρ-equivariant G0-cyclic surface so that there is a simple root α with f∗ω−α nowhere
vanishing and, for all simple roots αi, the form f
∗ω−αi 6= 0. Suppose (ρt, Jt) is a one parameter family and
ft : (˜S, Jt)→G/T0 is a family of ρt-equivariant G0-cyclic surfaces with f0 = f , that is for all γ ∈ π1(S),
ft(γ(s)) = ρt(γ) · ft(s).
If [ ddt
∣∣
t=0
ρt] = [ρ], then, since ρ is irreducible, the tangent space a ρ is given by
TρR(G) = H1ρ(S, g).
Thus, after conjugating the family ρt by a family of elements of G, and preforming a similar transformation
for ft, for all γ ∈ π1(S) we have
d
dt
∣∣∣∣
t=0
ft(γ(s)) = ρ(γ) · d
dt
∣∣∣∣
t=0
ft(s).
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In particular, ξ(s) = ddt
∣∣
t=0
ft(s) is an ρ-equivariant infinitesimal deformation of f. Since f
∗ω−α is nowhere
vanishing, f∗ω−α : TΣ→[g−α] is a bijection. Let X be the vector field along Σ so that ιω−αξ = f∗ω−α(X),
then df(X) is an infinitesimal variation of f. By construction, ξ − df(X) is an equivariant infinitesimal
variation of f which vanishes along the simple root space [gα]. Thus, by Proposition 7.1, ξ − df(X) = 0.
To see that ddt
∣∣
t=0
Jt = 0, we employ an argument of Marco Spinaci [Spi]. We have
ξ =
∂ft
∂t
∣∣∣∣
t=0
= df(X),
thus
ζ = ω(df0(X)) = Φ(X) + Φ
∗(X).
In particular, ζ is self adjoint and hence lives in the subbundle [ik]. Also, ζ̂−1 = Φ(X) is holomorphic and
ζ̂1 = Φ
∗(X) is antiholomorphic.
Let Ψt = f
∗
t ω = Φt +Φt, by definition, for all tangent vectors, we have
Ψt(Jtv) = iΦt(v) − iΦ∗t (v) =
(
iπĝ−1 − iπĝ1
)
Ψt(v). (7.1)
Recall that, for vector fields Y and Y ′ on G/T0, we have
ω(d∇Y Y
′) = ω(d∇Y ′Y ) + ω([Y, Y
′]) + ω(T (Y, Y ′)) (7.2)
where T (Y, Y ′) is the torsion tensor given by Lemma 5.8. Differentiating equation (7.1) yields
d
f∗t ∇
c
∂
∂t
(f∗t ω(Jtv))
∣∣∣
t=0
=
(
iπĝ−1 − iπĝ1
)
d
f∗t ∇
c
∂
∂t
(f∗t ω(v))
∣∣∣
t=0
.
Using the pullback of equation (7.2) by ft, the left hand side of the above equations is given by(
d
f∗t ∇
c
Jtv
(
f∗t ω
(
∂
∂t
))
+ f∗t ω
[
∂
∂t
, Jtv
]
+ f∗t ω
(
T
(
∂
∂t
, Jtv
)))∣∣∣∣
t=0
.
The expression for the torsion in Lemma 5.8 and the decomposition g = t0 ⊕m imply the above expression
can be rewritten as(
d
f∗t ∇
c
Jtv
(
ω
(
∂ft
∂t
))
+ ω
(
dft
(
∂Jt
∂t
v
))
+ π[m]
([
f∗t ω
(
∂
∂t
)
, f∗t ω(Jtv)
]))∣∣∣∣
t=0
.
Using Ψ0 = f
∗
0ω and ζ =
∂ft
∂t
∣∣∣
0
, evaluating at t = 0 yields
d
f∗0∇
c
J0v
(ζ) + Ψ0
(
∂Jt
∂t
∣∣∣∣
0
v
)
+ π[m] (Ψ0(J0v), ζ) .
Since
[
∂
∂t , v
]
= 0, a similar computation shows that the left hand side of equation (7.1) is
d
f∗0∇
c
v (ζ) + π[m] (Ψ0(v), ζ) .
Thus, we have
d
f∗0∇
c
J0v
(ζ) + Ψ0
(
∂Jt
∂t
∣∣∣∣
0
v
)
+ π[m] (Ψ0(J0v), ζ) =
(
iπĝ−1 − iπĝ1
)(
d
f∗0∇
c
v (ζ) + π[m] (Ψ0(v), ζ)
)
(7.3)
Recall ζ = ω
(
∂ft
∂t
∣∣∣
0
)
is in ω(df(TΣ)) ⊂ [ik]. Also, π[m] and
(
iπĝ−1 − iπĝ1
)
commute with the Cartan
involution Θ. Thus, we can consider the [ik] part of equation (7.3). This yields
d
f∗0∇
c
J0v
(ζ) + Ψ0
(
∂Jt
∂t
∣∣∣∣
0
v
)
=
(
iπĝ−1 − iπĝ1
) (
d
f∗0∇
c
v (ζ)
)
. (7.4)
Rearranging the equations and using the fact that ζ̂−1 is holomorphic and ζ̂1 is antiholomorphic gives
Ψ0
(
∂Jt
∂t
∣∣∣∣
0
v
)
= 2i(∂¯ζ̂−1 − ∂ζ̂1) = 0.
Since Ψ is injective, it follows that
∂Jt
∂t
∣∣∣∣
t=0
= 0, as desired. 
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For maximal representations ρ ∈ Rd(Sp(4,R)) with g − 1 ≤ d ≤ 3g − 3 we obtain local uniqueness of the
conformal structures Jρ in which the ρ-equivariant harmonic map is minimal.
Theorem 7.6. Let ρ ∈ Rd(Sp(4,R)) for g − 1 < d ≤ 3g − 3 or ρ ∈ Rg−1(Sp(4,R)) and ρ irreducible. Then
the collection of conformal structures {Jρ} so that the ρ-equivariant harmonic mapping Σ˜→Sp(4,R)/U(2) is
a minimal immersion is nonempty and discrete.
Proof. Fix a representation ρ ∈ Rd(Sp(4,R)), by Corollary 3.6 and Lemma 3.7, there exists a conformal
structure (S, Jρ) = Σρ in which the corresponding ρ-equivariant harmonic map fρ : Σ˜ρ→Sp(4,R)/U(2) is
a minimal immersion. Since ρ is irreducible, in any such conformal structure Jρ the corresponding Higgs
bundle is stable and hence given by (
N ⊕N−1K,
(
ν 0
0 µ
)
,
(
0 1
1 0
))
with µ 6= 0.
By Proposition 6.6, to such a Higgs bundle there is a ρ-equivariant Sp(4,R)-cyclic surface
fρ : Σ˜ρ→Sp(4,C)/(U(1)× U(1))
so that f∗ρω−αi 6= 0 for all simple roots and there exists a simple root α so that f∗ρω−α is nowhere vanishing.
Suppose (ρt, Jρt) be a one parameter family with [
d
dtρt
∣∣
t=0
] = 0. Let
ft : (˜S, Jt)→Sp(4,C)/(U(1)× U(1))
be the family of ρt-equivariant Sp(4,R)-cyclic surfaces associated to the family Higgs bundles determined by
(ρt, Jt). Then by Theorem 7.5,
d
dtJt
∣∣
t=0
= 0, proving local uniqueness of Jρ. 
Recall that Theorem 3.8 says that, for g−1 < d ≤ 3g−3 and ρ ∈ Rd(Sp(4,R), there is a unique conformal
structure in which the ρ-equivariant harmonic map is a minimal immersion. To prove it, we need to go from
the local uniqueness of Theorem 7.6 to global uniqueness. We follow Labourie’s general differential geometric
arguments in section 8 of [Lab14].
Theorem 7.7. (Theorem 8.1.1 [Lab14])Let π : P→M be a smooth fiber bundle with connected fibers and
F : P→R be a positive smooth function. Define
N = {x ∈ P | dx(F |Pπ(x)) = 0}.
and assume for all m ∈M the function F |Pm is proper and that N is connected and everywhere transverse
to the fibers. Then π is a diffeomeorphism from N onto M and F |Pm has a unique critical point which is
an absolute minimum.
Proof. (Of Theorem 3.8) By Remark 3.2, the space Rd(Sp(4,R)) is smooth if and only if g− 1 < d ≤ 3g− 3.
Consider the fiber bundle π : T (S)×Rd(Sp(4,R))→Rd(Sp(4,R)). Define a positive function F by
F ((J, ρ)) = Eρ(J) = EJ(hρ) = 1
2
∫
S
|dhρ|2dvolJ .
By [Lab08], the map F |ρ is proper and smooth, furthermore, the critical points of F |Pρ are minimal surfaces.
Set
N = {(J, ρ) ∈ P | dx(F |Pρ) = 0}.
By Theorem 7.6, N is everywhere transverse to the fibers. Applying Theorem 7.7, when g− 1 < d ≤ 3g− 3,
for each ρ ∈ Rd(Sp(4,R)) there is a unique conformal structure (S, Jρ) = Σ in which the ρ-equivariant
harmonic map
hρ : Σ˜→Sp(4,R)/U(2)
is a minimal immersion. 
The following corollary is immediate from the above proof.
Corollary 7.8. The map Ψ in Theorem 3.16 is a diffeomeorphism.
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