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Re´sume´
Nous construisons pour tout corps k de caracte´ristique ze´ro un foncteur de la cate´gorie
des k-espaces vectoriels dans la cate´gorie des k-alge`bres de Hopf pointe´es, qui a` tout espace
vectoriel V associe son alge`bre de Hopf bitensorielle pointe´e AV . Cette alge`bre de Hopf est
gradue´e, ve´rifie une proprie´te´ universelle, et contient une famille remarquable d’e´le´ments
primitifs P. Nous conjecturons que P engendre l’alge`bre de Lie des e´le´ments primitifs de
AV . Enfin lorsque V est de dimension finie nous mettons en e´vidence un couplage de Hopf
entre AV et AV ∗ dont le noyau contient l’ide´al (de Hopf) engendre´ par les e´le´ments de P
de degre´ au moins e´gal a` 2.
Abstract
For any field k of zero characteristic we give a functor from the category of k-vector
spaces into the category of k-Hopf algebras, attaching to any vector space V its bitensorial
pointed Hopf algebra AV . This Hopf algebra is graded, fulfills a universal property, and
contains a remarkable subspace P of primitive elements, which as a conjecture may generate
the Lie algebra PrimAV . In case V is finite-dimensional we exhibit a Hopf pairing between
AV and AV ∗ whose kernel contains the (Hopf) ideal generated by the elements of P of
degree ≥ 2.
Introduction
Etant donne´ un espace vectoriel V sur un corps k, on sait lui associer de manie`re
fonctorielle une alge`bre, son alge`bre tensorielle T (V ), qui contient V de manie`re naturelle,
et qui ve´rifie de plus la proprie´te´ universelle suivante : pour toute alge`bre A et pour toute
application line´aire f de V dans A il existe un unique morphisme d’alge`bres f de T (V )
dans A qui prolonge f .
Nous montrons ici qu’une construction similaire est possible dans la cate´gorie des
alge`bres de Hopf pointe´es : on conside`re sur l’espace T (V ) la structure de coge`bre obtenue
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en dualisant la structure d’alge`bre de T (V ∗). La comultiplication est donne´e par :
∆(x1 ⊗ · · · ⊗ xn) =
n∑
i=0
(x1 ⊗ · · · ⊗ xj)⊗˜(xj+1 ⊗ · · · ⊗ xn)
et la co-unite´ ε par le terme constant. Appliquant le foncteur ”alge`bre tensorielle” a` la
comultiplication ∆ et a` la co-unite´ ε nous munissons de manie`re naturelle la double alge`bre
tensorielle T (T (V )) d’une structure de bige`bre. Identifiant les puissances de l’unite´ c de
T (V ) et l’unite´ 1 de T (T (V )), qui sont les e´le´ments de type groupe de la bige`bre, on obtient
une bige`bre pointe´e AV qui se trouve eˆtre une alge`bre de Hopf.
Lorsque le corps est de caracte´ristique nulle, l’antipode est d’ordre infini et admet une
expression explicite : on de´finit S0 comme l’unique antimorphisme d’alge`bres tel que :
S0∣∣
T (V )
= −I + 2uε
et l’ope´rateur de ce´sure U comme l’unique de´rivation de AV telle que :
U ∣∣
T (V )
= (I − uε) ∗ (I − uε)
ou` l’e´toile de´signe le produit de convolution [Ab, Sw]. On a alors : (The´ore`me I.3) :
S = (exp−U).S0
La construction est fonctorielle, et l’alge`bre de Hopf pointe´e AV ainsi construite ve´rifie
la proprie´te´ universelle suivante : pour tout espace vectoriel V sur k, pour toute alge`bre
de Hopf pointe´e H et pour tout morphisme de coge`bres f de T (V ) dans H il existe un
unique morphisme d’alge`bres de Hopf f de AV dans H qui prolonge f . On peut enlever
le mot ”pointe´e” dans l’e´nonce´ en remplac¸ant AV par A˜V , obtenue a` partir de T (T (V ))
en rajoutant formellement les inverses des e´le´ments de type groupe (§ I.6).
Le deuxie`me re´sultat est le the´ore`me I.5, qui met en e´vidence une famille d’e´le´ments
primitifs : on montre que pour tout tenseur syme´trique v ∈ T (V ) l’e´le´ment ϕ(U)v est
primitif, ou` ϕ est la se´rie entie`re de´finie par :
ϕ(z) =
1− e−z
z
Nous conjecturons que cette famille engendre l’alge`bre de Lie des e´le´ments primitifs
de AV .
Dans la deuxie`me partie nous mettons en e´vidence, dans le cas ou` l’espace vectoriel
V est de dimension finie, un couplage de Hopf entre AV et AV ∗ , dont le noyau contient
l’ide´al engendre´ par l’ensemble des ϕ(U)v, v ∈ S(2)(V ). (The´ore`me II.1).
On obtient bon nombre d’alge`bres inte´ressantes (alge`bre syme´trique ou exte´rieure,
alge`bre enveloppante d’une alge`bre de Lie, etc.) comme quotient de l’alge`bre tensorielle
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par un ide´al bien choisi. On peut de meˆme espe´rer retrouver des alge`bres de Hopf comme
quotients ou sous-quotients de l’alge`bre de Hopf bitensorielle par un ide´al de Hopf ad hoc.
Par exemple les alge`bres enveloppantes quantifie´es pourraient eˆtre obtenues a` partir de
l’alge`bre de Hopf topologique AV [[h, t]] sur l’anneau k[[h, t]], ou` V est une bige`bre de Lie
[Dr,E-K, R]. Nous espe´rons revenir sur cette question dans un prochain article.
L’auteur tient a` remercier Alain Fuser, Pierre-Yves Gaillard, Guy Rousseau et Marc
Rosso pour d’utiles discussions, ainsi que Pierre Marchand pour les aspects combinatoires
du the´ore`me I.5, et Olivier Ramare´ pour la de´monstration du non moins combinatoire
lemme II.7.
I. L’alge`bre de Hopf bitensorielle
Soit V un espace vectoriel de dimension finie sur un corps k, et soit T (V ) son alge`bre
tensorielle. On munit un quotient de la double alge`bre tensorielle T (T (V )) d’une structure
naturelle d’alge`bre de Hopf, ni commutative ni cocommutative, dont l’antipode, d’ordre
infini, admet une expression explicite.
I.1. La bige`bre bitensorielle
On de´signe par T (V ) l’alge`bre tensorielle de V de´finie par :
T (V ) = kc⊕ V ⊕ V ⊗2 ⊕ · · ·
ou` c de´signe l’unite´ du corps k. C’est l’e´le´ment central normalise´ de l’alge`bre T (V ). On
s’inte´ressera a` la structure de coge`bre sur T (V ) dont la comultiplication :
∆ : T (V ) −→ T (V )⊗˜T (V )
est de´finie par ∆(c) = c⊗˜c et :
∆(x1 ⊗ · · · ⊗ xk) =
k∑
j=0
(x1 ⊗ · · · ⊗ xj)⊗˜(xj+1 ⊗ · · · ⊗ xk)
On a note´ ⊗˜ le produit tensoriel ci-dessus pour ne pas le confondre avec le produit tensoriel
⊗ constitutif de T (V ). On ve´rifie facilement que ∆ est co-associative, et que l’application
de T (V ) dans k qui a` tout e´le´ment associe son ”terme constant” est la co-unite´.
On conside`re alors la double alge`bre tensorielle :
A0 = T (T (V )) = k ⊕ T (V )⊕ T (V )
•2 ⊕ · · ·
ou` l’on note avec un gros point (•) le second produit tensoriel, pour ne pas le confondre
avec le ⊗ de T (V ). La comultiplication se prolonge en un unique morphisme d’alge`bres :
∆ : A0 −→ T (T (V )⊗˜T (V ))
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Or l’alge`bre T (T (V )⊗˜T (V )) se plonge dans A0⊗˜A0 via :
(a1⊗˜b1) • · · · • (ak⊗˜bk) 7−→ (a1 • · · · • ak)⊗˜(b1 • · · · • bk)
De meˆme la co-unite´ s’e´tend en un unique morphisme d’alge`bres :
ε : A0 −→ k
ce qui munit (A0, •,∆, 1, ε) d’une structure naturelle de bige`bre.
On appelle mot un e´le´ment inde´composable de T (V ), et on appelle phrase un e´le´ment
inde´composable v1 • · · · • vk de A0, ou` chaque vj est lui-meˆme un mot.
I.2. L’alge`bre de Hopf bitensorielle pointe´e
On conside`re dans A0 l’ide´al bilate`re I engendre´ par c− 1. La relation :
∆(c− 1) = c⊗˜c− 1⊗˜1 = (c− 1)⊗˜c+ 1⊗˜(c− 1)
montre que I est un bi-ide´al. Le quotient :
A = A0/I
he´rite donc naturellement d’une structure de bige`bre [Ab th. 4.2.1]. Les e´le´ments de type
groupe de A0 (c’est a` dire ve´rifiant ∆(x) = x⊗˜x) sont les puissances de c. Le seul e´le´ment
de type groupe de A est donc l’unite´, c’est a` dire que la bige`bre A est pointe´e. Par ailleurs
le plongement canonique de T (V ) dans son alge`bre tensorielle A0 induit un plongement
naturel de T (V ) dans A, et T (V ) engendre alors l’alge`bre A.
On note m la multiplication de A⊗˜A dans A, et u l’application unite´ : k → A qui a` λ
associe λ.1. On cherche un antipode, c’est a` dire par de´finition une application S : A → A
telle que le diagramme ci-dessous commute :
(∗)
A⊗˜A
S⊗˜I
−−−→ A⊗˜A
∆
ր
m
ց
A
ε
−−−−−→ k
u
−−−−−→ A
ց
∆
ր
m
A⊗˜A −−−→
I⊗˜S
A⊗˜A
On a ∆(1) = 1⊗˜1 d’ou` ne´cessairement S(1) = 1. Pour tout x ∈ V on a : ∆(x) = 1⊗˜x+x⊗˜1
(puisque c et 1 sont maintenant identiques dans A), d’ou` on de´duit, compte tenu du
diagramme ci-dessus :
S(x) = −x
Essayons de de´terminer S(x⊗y) pour x, y ∈ V : la partie supe´rieure du diagramme se lit :
m(I⊗˜S)∆(x⊗ y) = 0
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soit :
m(I⊗˜S)(1⊗˜ x⊗ y + x⊗˜y + x⊗ y ⊗˜1) = 0
soit encore :
S(x⊗ y)− x • y + x⊗ y = 0
d’ou` finalement :
S(x⊗ y) = x • y − x⊗ y
On ve´rifie imme´diatement que la partie infe´rieure du diagramme commute, c’est a` dire
que :
m(S⊗˜I)∆(x⊗ y) = 0
Au cran suivant, en suivant la meˆme me´thode on trouve :
S(x⊗ y ⊗ z) = −x⊗ y ⊗ z + x • (y ⊗ z) + (x⊗ y) • z − x • y • z
Un simple raisonnement par re´currence nous conduit donc au the´ore`me suivant :
Theore`me I.1.
Pour tout espace vectoriel V de dimension finie sur un corps k de caracte´ristique ze´ro, le
quotient A de la bige`bre bitensorielle T (T (V )) par le bi-ide´al I engendre´ par la relation :
c = 1 admet un (unique) antipode S, d’ordre infini, donne´ par la formule :
S(x1 ⊗ · · · ⊗ xk) =
∑
J⊂{1,...,k−1}
(−1)k+|J|ϕJ (x1, . . . , xk)
avec :
ϕJ (x1, . . . , xk) = x1 ∗J · · · ∗J xk
ou` xj ∗J xj+1 est e´gal a` xj ⊗ xj+1 si j ∈ J , et a` xj • xj+1 si j /∈ J , la loi ⊗ e´tant suppose´e
prioritaire devant la loi •.
De´monstration. On a ve´rifie´ le the´ore`me pour k ≤ 3. Une simple re´currence a` l’aide de la
partie supe´rieure du diagramme fournit la formule donne´e dans l’e´nonce´, et on ve´rifie facile-
ment que la partie infe´rieure du diagramme commute aussi. On obtient ainsi l’expression de
l’antipode sur T (V ), et donc sur tout A puisque S est un antimorphisme d’alge`bres. Reste
a` ve´rifier que le diagramme commute pour tout e´le´ment de A. Ceci re´sulte directement de
la proposition suivante : [K, lemma III.3.6]
Proposition I.2.
Soit (B,m,∆, u, ε) une bige`bre, G une partie de B engendrant B en tant qu’alge`bre, et S
un anti-morphisme d’alge`bres tel que le diagramme (*) commute pour tout e´lement de G.
Alors S est un antipode.
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Fin de la de´monstration du the´ore`me : On remarque que pour tout x, y ∈ V on a :
S2(x⊗ y) = x⊗ y − (x • y − y • x)
d’ou` on de´duit imme´diatement :
S2p(x⊗ y) = x⊗ y − p(x • y − y • x)
ce qui montre que l’antipode est d’ordre infini.
•
I.3. L’ope´rateur de ce´sure
On supposera dore´navant que le corps de base est de caracte´ristique nulle. On de´signe par
S0 l’unique anti-automorphisme de l’alge`bre A qui ve´rifie :
S0
∣∣
T (V )
= −I + 2uε
Le compose´ SS0 est alors l’unique automorphisme de l’alge`bre A qui s’exprime sur T (V )
par :
SS0(x1 ⊗ · · · ⊗ xk) =
∑
J⊂{1,...,k−1}
(−1)k+|J|+1ϕJ (x1, . . . , xk)
Theore`me I.3.
Soit U l’unique de´rivation de l’alge`bre A telle que :
U ∣∣
T (V )
= m∆− 2I + uε
Alors on a :
SS0 = exp−U
De´monstration. U(1) = 0, et U(x) = 0 pour tout x ∈ V . Sur les e´le´ments de T (V ) de
degre´ supe´rieur on a :
U(x1 ⊗ · · · ⊗ xk) =
k−1∑
j=1
(x1 ⊗ · · · ⊗ xj) • (xj+1 ⊗ · · · ⊗ xk)
On en de´duit facilement que pour r < k on a :
Ur(x1⊗· · ·⊗xk) = r!
∑
1≤j1<···<jr≤k−1
x1⊗· · ·⊗xj1 •xj1+1⊗· · ·⊗xj2 • · · · •xjr+1⊗· · ·⊗xk
alors que Ur(x1 ⊗ · · · ⊗ xk) = 0 pour r ≥ k. Le the´ore`me s’en de´duit aussitoˆt.
•
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Corollaire I.4.
Soit C une sous-coge`bre de T (V ). Alors la bige`bre C = T (C)/I∩T (C) est une sous-alge`bre
de Hopf de A.
De´monstration. Il est clair que U respecte C, donc SS0 = exp−U aussi. Comme d’autre
part il est e´vident que S0 a la meˆme proprie´te´, on en de´duit que C est stable par S =
(exp−U)S0
•
De´finition : On appelle ope´rateur de ce´sure de l’alge`bre de Hopf A la de´rivation U
de´finie dans ce paragraphe. Cet ope´rateur associe a` un mot la somme de toutes les phrases
obtenues en coupant ce mot en deux mots effectifs, c’est a` dire de longueur non nulle.
Remarque : une autre me´thode de construction de l’antipode fait appel au produit de
convolution : on conside`re l’e´galite´ formelle :
S = I∗−1 =
(
uε− (uε− I)
)∗−1
=
∑
k≥0
(uε− I)∗k
On montre ensuite facilement que pour tout v ∈ T (V ) et pour tout k ≥ 2 on a :
(uε− I)∗k(v) = (−1)k
Uk−1
(k − 1)!
(v)
ce qui donne un sens a` l’e´galite´ ci-dessus, et ce qui montre aussi que pour tout v ∈ T (V )
on a :
S(v) = 2uε(v)− exp−U (v)
ce qui nous permet de retrouver l’expression de l’antipode donne´e par le the´ore`me I.3.
I.4. Une famille d’e´le´ments primitifs
On suppose toujours que le corps est de caracte´ristique ze´ro, et on conserve les notations
du paragraphe pre´ce´dent. Un e´le´ment primitif d’une alge`bre de Hopf est un e´le´ment v qui
ve´rifie :
∆(v) = 1⊗˜v + v⊗˜1
Un e´le´ment primitif ve´rifie toujours : S(v) = −v.
Soit A l’alge`bre de Hopf bitensorielle construite sur un espace vectoriel V de dimension
finie. Alors tout e´le´ment de V est un e´le´ment primitif de A. Si x et y appartiennent a` V
on ve´rifie aise´ment que l’e´le´ment :
v = x⊗ y + y ⊗ x−
1
2
(x • y + y • x)
est primitif. Nous allons de´crire un proce´de´ qui permet d’associer un e´le´ment primitif a`
tout tenseur syme´trique :
On de´signe par ϕ la se´rie entie`re de´finie par :
ϕ(z) =
1− e−z
z
=
∑
p≥0
(−1)p
(p+ 1)!
zp
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Theore`me I.5.
Pour tout tenseur syme´trique v0 ∈ T (V ) l’e´le´ment :
v = ϕ(U)(v0)
est primitif.
De´monstration. On conside`re l’espace A[[t]] des se´ries formelles a` coefficients dans A. Cet
espace est muni d’une structure d’alge`bre de Hopf topologique sur k[[t]] [Dr, E-K]. Pour
tout x ∈ V on conside`re l’e´lement :
gx = (1− tx)
⊗−1 = 1 +
∑
k≥1
tkx⊗k
Un calcul imme´diat montre que cet e´le´ment est de type groupe, c’est a` dire qu’il ve´rifie :
∆gx = gx⊗˜gx
On en de´duit que :
log gx =
∑
k≥1
tkx⊗k −
1
2
(∑
k≥1
tkx⊗k
)•2
+
1
3
(∑
k≥1
tkx⊗k
)•3
− · · ·
est primitif dans A[[t]], c’est a` dire que pour tout entier n ≥ 1 le terme en tn dans
la somme ci-dessus est primitif dans A. Or ce terme est pre´cise´ment ϕ(U)(x⊗n). Pour
passer du tenseur syme´trique x⊗n a` un tenseur syme´trique quelconque on utilise le principe
d’inclusion-exclusion :
On conside`re dans l’ensemble {1, . . . , n}k le sous-ensemble B des k-uplets ou` toutes
les lettres apparaissent, et pour tout j ∈ {1, . . . , n} le sous-ensemble Aj des k-uplets ou` la
lettre j n’apparaˆıt pas. On a alors :
(x1 + · · ·+ xn)
⊗k =
∑
(j1,...,jk)∈B
xj1 ⊗ · · · ⊗ xjk +
n∑
p=1
(−1)p+1
∑
(j1,...,jk)∈Aq1∩···∩Aqp
xj1 ⊗ · · · ⊗ xjk
=
∑
(j1,...,jk)∈B
xj1 ⊗ · · · ⊗ xjk +
n∑
p=1
(−1)p+1
∑
1≤q1<···<qp≤n
(x1 + · · · x̂q1 · · · x̂qp · · ·+ xn)
⊗k
Il suffit alors de faire k = n et d’appliquer ϕ(U) aux deux membres de l’e´galite´ ci-dessus
pour obtenir le the´ore`me.
•
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I.5. Le foncteur A
L’ope´ration qui consiste a` associer a` un espace vectoriel V de dimension finie son
alge`bre de Hopf bitensorielle pointe´e AV est un foncteur de la cate´gorie des espaces vec-
toriels de dimension finie dans la cate´gorie des alge`bres de Hopf pointe´es (c’est a` dire
contenant un unique e´le´ment de type groupe). En effet si f : V → W est une application
line´aire entre deux espaces vectoriels de dimension finie, T (T (f)) envoie l’ide´al I de V
dans l’ide´al I de W et de´finit donc par passage au quotient un morphisme de bige`bres :
Af : AV → AW
qui est donc un morphisme d’alge`bres de Hopf [Sw]
Enfin l’alge`bre de Hopf pointe´e AV ve´rifie la proprie´te´ universelle suivante : pour
toute alge`bre de Hopf pointe´e H et pour tout morphisme de coge`bres ψ de T (V ) dans H
il existe un unique morphisme d’alge`bres de Hopf ψ de AV dans H tel que le diagramme
ci-dessous commute :
T (V ) −֒−−→ AVyψ ւ ψ
H
I.6. L’alge`bre de Hopf bitensorielle universelle
On peut modifier un peu la construction ci-dessus de manie`re a` obtenir une alge`bre
de Hopf qui ve´rifie la proprie´te´ universelle du §I.5 pour toute alge`bre de Hopf H pointe´e
ou non : on conside`re dans A0[t] l’ide´al J engendre´ par {c•v−v •c, v ∈ A0} et par ct−1,
et on pose :
A˜ = A0[t]/J
On ve´rifie facilement que A˜ est une alge`bre de Hopf, et qu’on a une formule explicite pour
l’antipode : si U de´signe l’ope´rateur de ce´sure de´fini comme pour A on a :
SS0 = C
−1 exp−UC−1
ou` C de´signe l’automorphisme d’alge`bres tel que C(v) = c • v pour tout v ∈ T (V ). Pour
tout tenseur syme´trique v ∈ T (V ) c’est alors l’e´le´ment C−1ϕ(U)(v) qui est primitif.
II. Un couplage (de´ge´ne´re´) entre deux alge`bres de Hopf
Soit V un espace vectoriel de dimension finie, et V ∗ son dual. Soit A (resp. A)
l’alge`bre de Hopf bitensorielle construite sur V (resp. v∗). On de´signe par la meˆme lettre
U les ope´rateurs de ce´sure de A et A.
Dans ce paragraphe on met en e´vidence un couplage de´ge´ne´re´ non nul entre les deux
alge`bres de Hopf A et A.
9
Theore`me II.1.
Il existe un couplage de Hopf non nul < ., . > entre les deux alge`bres de Hopf A et A, tel
que tout v ∈ ϕ(U).S(2)(V ) est dans le noyau A
⊥
(resp. tout α ∈ ϕ(U).S(2)(V ∗) est dans
le noyau A⊥).
De´monstration. Nous aurons besoin de quelques pre´liminaires combinatoires. A toute
phrase de A ou de A on peut associer son type J = (j1, . . . , jr), ou` jq est la longueur
du qie`me mot la constituant. On appellera aussi indiffe´remment type la partie de N∗2
constitue´e des (q, j), q ≤ r et j ≤ jq, et on notera cette partie par la meˆme lettre J . On
notera Jp la p
ie`me ligne du type J . Tout type se repre´sente par un diagramme de Young :
ci-dessous le type (3, 4, 2).
• • •
• • • •
• •
Pour toute phrase v de type J dont les lettres s’e´crivent (xq)q∈J dans l’ordre lexi-
cographique, et pour toute partie L de J on peut faire de L un type de fac¸on e´vidente (en
”justifiant a` gauche”), et conside´rer la phrase vL de type L extraite de v dont les lettres
sont les (xq, q ∈ L), range´es par ordre lexicographique.
On conside`re sur N∗2 deux relations d’ordre strict : l’ordre lexicographique strict <
et un ordre partiel strict ≺ de´fini par : (x, y) ≺ (x′, y′) si et seulement si x = x′ et y < y′.
Soient J et K deux types de meˆme cardinal. Une bonne bijection de J sur K est une
bijection ϕ telle que :
ϕ(x, y) ≺ ϕ(x′, y′) =⇒ (x, y) < (x′, y′)
(x, y) ≺ (x′, y′) =⇒ ϕ(x, y) < ϕ(x′, y′)
La proposition suivante de´coule imme´diatement de la de´finition :
Proposition II.2.
Soient J et K deux types de meˆme cardinal. Alors si ϕ est une bonne bijection de J sur
K, ϕ−1 est une bonne bijection de K sur J .
On notera σJK l’ensemble des bonnes bijections de J sur K. A toute bonne bijection ϕ
entre deux types J = (j1, . . . , jr) et K = (k1, . . . , ks) de meˆme cardinal on associe une
J−partition de K :
K = K1(J, ϕ)∐ · · · ∐Kr(J, ϕ)
avec :
Kp(J, ϕ) = ϕ(Jp)
D’apre`s la proposition II.2 on peut associer a` toute J− partition de K une K− partition
de J et re´ciproquement. On dira que ces partitions de J et de K sont duales l’une de
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l’autre. Ci-dessous nous avons repre´sente´ une bonne bijection entre deux types J et K de
cardinal 9, et les deux partitions duales associe´es.
1 2 3 4
5 6
7 8 9
7 8 9
1
2 5
3 4 6
Il nous reste encore a` de´finir le nombre d’horizontalite´ hϕ d’une bonne bijection ϕ entre
deux types J = (j1, . . . , jr) et K = (k1, . . . , ks) de meˆme cardinal :
hϕ =
∏
p=1,...,r
q=1,...,s
(
card(ϕ(Jp) ∩Kq)
)
!
Proposition II.3.
ϕ et ϕ−1 ont meˆme nombre d’horizontalite´
De´monstration. En appliquant la bijection ϕ−1 aux ensembles ϕ(Jp) ∩Kq on a aussi :
hϕ =
∏
p=1,...,r
q=1,...,s
(
card(Jp ∩ ϕ
−1(Kq))
)
!
qui est par de´finition e´gal a` hϕ−1 .
•
On de´finit alors le couplage entre A et A de la fac¸on suivante :
1) L’unite´ de A (resp A) est orthogonale a` toute phrase de A (resp. A) de longueur non
nulle, et < 1A, 1A >= 1
2) Si v est une phrase de A de type J = (j1, . . . , jr) et α une phrase de A de type
K = (k1, . . . , ks), dont les lettres sont note´es (xq)q∈J (resp. (ξq)q∈K) alors :
< v, α >=
∑
ϕ∈σJK
1
hϕ
∏
q∈J
< xq, ξϕ(q) >
ou encore, compte tenu de la proposition II.3 :
< v, α >=
∑
ψ∈σKJ
1
hψ
∏
q∈K
< xψ(q), ξq >
En particulier : a) Si v et α sont de longueurs diffe´rentes, < v, α >= 0
b) pour toute famille (x1, . . . , xn) d’e´le´ments de V et pour toute famille (ξ1, . . . , ξn)
d’e´le´ments de V ∗ on a :
< x1 ⊗ · · · ⊗ xn, ξ1 ⊗ · · · ⊗ ξn > =
1
n!
n∏
i=1
< xi, ξi >
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c) Si v = v1 • · · · • vr est une phrase de A de type J = (j1, . . . , jr) de longueur n, chaque
vp e´tant un mot de longueur jp, on a pour tout mot α de longueur n dans T (V
∗) ⊂ A :
< v, α >=
n!
j1! · · · jr!
< v1 ⊗ · · · ⊗ vk, α >
d) Si α = α1 • · · · •αs est une phrase de A de type K = (k1, . . . , ks) de longueur n, chaque
αp e´tant un mot de longueur kp, on a pour tout mot v de longueur n dans T (V ) ⊂ A :
< v, α >=
n!
k1! · · ·ks!
< v, α1 ⊗ · · · ⊗ αs >
Soit une phrase v de A, de longueur n, qui s’e´crit comme produit de deux sous-
phrases : v = v1 • v2. Le type J de v s’e´crit (avec une notation e´vidente qui se passe de
commentaires) : J =
J1
J2
, ou` J1 (resp. J2) de´signe le type de v1 (resp. v2).
Soit maintenant α une phrase de A de longueur n de type K. Toute bonne bijection
ϕ de J sur K induit par restriction une bonne bijection ϕ1 de J1 sur une partie K
′ de K,
et une bonne bijection ϕ2 de J2 sur le comple´mentaire K”. Re´ciproquement tout couple
(ϕ1, ϕ2) de bonnes bijections, ϕ1 : J1 → K
′ et ϕ2 : J2 → K”, ou` (K
′, K”) forme une
partition de K telle qu’aucun e´le´ment de K” ne pre´ce`de par l’ordre ≺ un e´le´ment de K ′,
induit une bonne bijection ϕ de J sur K, et il est clair qu’on a :
hϕ = hϕ1hϕ2
Appelons un couple (K ′, K”) comme ci-dessus un bon de´coupage de K. Soient (xq)q∈J
(resp. (ξq)q∈K) les lettres qui composent v (resp. α). On a d’apre`s ce qui pre´ce`de :
(∗) < v1 • v2, α >=
∑
(K′,K”)∈DK
∑
ϕ1∈σJ1K
′
ϕ2∈σJ2K”
1
hϕ1hϕ2
∏
q∈J1
< xq, ξϕ1(q) >
∏
q∈J2
< xq, ξϕ2(q) >
ou` DK de´signe l’ensemble des bons de´coupages de K. D’autre part, on voit facilement
que :
∆α =
∑
(K′,K”)∈DK
αK′⊗˜αK”
d’ou` graˆce a` (*) :
< v1 • v2, α >=< v1⊗˜v2, ∆α >
La de´monstration de la deuxie`me assertion du the´ore`me est alors imme´diate, compte tenu
du roˆle syme´trique joue´ par A et A, mis en e´vidence par les propositions II.2 et II.3. Le
the´ore`me II.1 est donc de´montre´.
•
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Corollaire II.4.
L’orthogonal A
⊥
(resp. A⊥) est un bi-ide´al de A (resp. A)
Proposition II.5.
Les antipodes S et S des alge`bres de Hopf respectives A et A sont adjoints l’un de l’autre
pour le couplage.
De´monstration. Il faut de´montrer que pour toute phrase v ∈ A et α ∈ A on a :
< Sv, α >=< v, Sα >
Si v et α sont des mots cela de´coule des deux e´galite´s :
< S0v, α > =< v, S0α >
< U(v), α > =< v, U(α) >
et du the´ore`me I.3. Si maintenant v1 et v2 sont deux phrases telles que pour tout mot α
on ait < Svi, α >=< vi, Sα >, i = 1, 2, on a :
< S(v1 • v2), α > =< Sv2 • Sv1, α >
=< Sv2⊗˜Sv1, ∆α >
=< v1⊗˜v2, (S⊗˜S)∆
opα >
=< v1⊗˜v2, ∆Sα >
=< v1 • v2, Sα >
ce qui montre que l’e´galite´ a lieu pour toute phrase v et tout mot α. Re´pe´tant ce proce´de´
d’extension du coˆte´ dual on obtient la proposition. Le couplage est donc un couplage
d’alge`bres de Hopf .
•
Corollaire II.6.
L’orthogonal A
⊥
(resp. A⊥) est un ide´al de Hopf de A (resp. A)
Nous allons maintenant montrer que le couplage est de´ge´ne´re´, et mettre en e´vidence un
ide´al de Hopf explicite non nul J (resp. J ) contenu dans l’orthogonal A
⊥
(resp. A⊥).
Lemme II.7.
pour tout n ≥ 2, pour tout x1, . . . , xn ∈ V (resp. ξ1, . . . , ξn ∈ V
∗) et pour tout mot
α ∈ T (V ∗) ⊂ A (resp. v ∈ T (V ) ⊂ A) on a :
< ϕ(U)(x1 ⊗ · · · ⊗ xn), α >= 0 (resp. < v, ϕ(U)(ξ1 ⊗ · · · ⊗ ξn) >= 0)
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De´monstration. Les espaces V et V ∗ jouant un roˆle syme´trique, il suffit de montrer la
premie`re assertion du lemme. On a :
< ϕ(U)(x1 ⊗ · · · ⊗ xn), α >=
n∑
k=1
(−1)k
k + 1
An,k < x1 ⊗ · · · ⊗ xn, α >
avec :
An,k =
∑
1≤j1<···<jk<n
n!
j1!(j2 − j1)! · · · (n− jk)!
On introduit la famille de polynoˆmes Pn de´finie pour n ≥ 1 par :
Pn(t) =
n−1∑
k=0
tkAn,k
On a pour tout mot α ∈ Tn(V ∗) ⊂ A :
< etU (x1 ⊗ · · · ⊗ xn), α >= Pn(t) < x1 ⊗ · · · ⊗ xn, α >
et donc le lemme est vrai si et seulement si pour tout n ≥ 2 on a :∫ 0
−1
Pn(t) dt = 0
L’e´galite´ :
Uk
k!
(x1 ⊗ · · · ⊗ xn) =
n−1∑
j=1
x1 ⊗ · · · ⊗ xj •
Uk−1
(k − 1)!
(xj+1 ⊗ · · · ⊗ xn)
conduit a` la relation de re´currence :
Pn(t) = 1 + t
n−1∑
k=1
CknPk(t), n ≥ 2
avec bien suˆr P1 = 1. On pose P0 = 0, ce qui nous permet d’e´crire pour n ≥ 1 :
(1 + t)Pn(t) = 1 + t
n∑
k=0
CknPk(t)
En conside´rant une inde´termine´e supple´mentaire z on a donc :
(1 + t)
∑
n≥0
Pn(t)
n!
zn = ez − 1 + t
∑
n≥0
n∑
k=0
Pk(t)
zn
k!(n− k)!
= ez − 1 + t
∑
k,l≥0
Pk(t)
zk
k!
zl
l!
= ez − 1 + tez
∑
k≥0
Pk(t)
zk
k!
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soit encore : ∑
n≥0
Pn(t)
n!
zn =
ez − 1
1− t(ez − 1)
Inte´grant les deux membres entre −1 et 0 on a donc :
∫ 0
−1
∑
n≥0
Pn(t)
n!
zn dt =
[
− log(1− t(ez − 1))
]0
−1
= z
d’ou`
∫ 0
−1
Pn(t) dt = 0 pour n = 0 et n ≥ 2, ce qui de´montre le lemme
•
On note Sk(V ) l’espace des tenseurs syme´triques homoge`nes de degre´ k, et on pose :
S(2)(V ) =
⊕
k≥2
Sk(V )
D’apre`s le § I.4, l’ensemble des ϕ(U).v, v ∈ S(2)(V ) est forme´ d’e´le´ments primitifs de A, et
donc l’ide´al J engendre´ par cette famille est un ide´al de Hopf.
Corollaire II.8.
L’ide´al de Hopf J (resp. J ) est contenu dans A
⊥
(resp. A⊥)
De´monstration. Il suffit d’apre`s le corollaire II.4 de montrer que ϕ(U)(v) appartient a` A
⊥
pour tout v ∈ S(2)(V ). Or cet e´le´ment est primitif (the´ore`me I.5) et < ϕ(U)(v), α >= 0
pour tout mot α, d’apre`s le lemme II.5. Soient maintenant deux phrases α1 et α2 de A
telles que :
< ϕ(U)(v), αi >= 0, i = 1, 2
Alors :
< ϕ(U)(v), α1 • α2 > =< ∆ϕ(U)(v), α1⊗˜α2 >
=< ϕ(U)(v), α1 >< 1, α2 > + < 1, α1 >< ϕ(U)(v), α2 >
= 0
d’ou` on de´duit que < ϕ(U)(v), α >= 0 pour toute phrase α. Ceci de´montre le the´ore`me
II.1.
•
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