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INVERSE SCATTERING PROBLEMS WHERE THE POTENTIAL
IS NOT ABSOLUTELY CONTINUOUS ON THE KNOWN
INTERIOR SUBINTERVAL
YONGXIA GUO AND GUANGSHENG WEI∗
Abstract. The inverse scattering problem for the Schro¨dinger operators on
the line is considered when the potential is real valued and integrable and has
a finite first moment. It is shown that the potential on the line is uniquely
determined by the left (or right) reflection coefficient alone provided that the
potential is known on a finite interval and it is not absolutely continuous on
this known interval.
1. Introduction
We consider the inverse scattering problems for one dimensional Schro¨dinger op-
erators on the real line and analyze the unique recovery of their potentials with the
information known on a finite interval [a, b]. Let H be the self-adjoint Schro¨dinger
operator on L2(R)
H = −
d2
dx2
+ V (x), (1.1)
where the potential V is real valued and belongs to L11(R), the class of measurable
functions on the real axis R such that
∫∞
−∞
(1 + |x|) |V (x)| dx is finite.
The main purpose of the present paper is to prove the following theorem, which
is associated with the unique determination of the potentials on the whole line.
Theorem 1.1. Let V be a real-valued potential belonging to L11(R). If V is a priori
known on a finite interval [a, b] and it is not absolutely continuous on [a, b], then V
on the whole line is uniquely determined by either the left refection coefficient L(k)
or the right refection coefficient R(k) for k ∈ R.
There are many results (see [1, 2, 3, 5, 6, 7, 8, 10, 14, 16, 17, 18] and the references
therein) related to the inverse scattering problem for one-dimensional Schro¨dinger
equations defined on the entire real line R with incomplete scattering data. These
results show that if the potential is known on a half-line, then the norming constants
and even bound state energies are not needed to recover the potential uniquely
(some of these papers are limited to the case where V is assumed to vanish on a
half-line). In 1994, Weder (cf., [3, p.222]) raised a question of whether one can
uniquely reconstruct V by using the mixed scattering data consisting of the bound
state energies, the reflection coefficient L(k) (or R(k)) for k ∈ R and the knowledge
of the potential on a finite interval [a, b], i.e., all the bound state norming constants
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are missing. Aktosun and Weder [4] analyzed this inverse problem when only
one norming constant is missing, and proved that the missing norming constant
in the data can cause at most a double nonuniqueness in the recovery, for which
they illustrated the nonuniqueness with some explicit examples. This enlighten us
that, when the potential is known a priori on a finite interval, we need additional
condition to obtain the uniqueness for such type of inverse scattering problems.
Our Theorem 1.1 here gives an effective answer to the uniqueness problem.
The method we use is a generalization of that used by Wei and Xu [19], for which
the basic idea is to relate our data to the Marchenko integral equations that both
integral equations have generalized degeneracy (see [12, 15]) in the case that the
part associated with the continuous spectrum being the same for two systems.
2. Proof of Theorem 1.1
Consider the radial Schro¨dinger equation
− y′′(k, x) + V (x)y(k, x) = k2y(k, x), x ∈ R, (2.1)
where k2 is energy, x is the space coordinate and the prime denotes the derivative
with respect to x. It is known [13, pp. 284-286] that the scattering states of (2.1)
correspond to its solutions behaving like eikx or e−ikx as x→ ±∞. Such solutions
are the Jost solution from the left fl(k, x) and the Jost solution from the right
fr(k, x) satisfying
fl(k, x) =


eikx + o(1), x→ +∞,
eikx
T (k)
+
L(k)
T (k)
e−ikx + o(1), x→ −∞;
(2.2)
fr(k, x) =


e−ikx
T (k)
+
R(k)
T (k)
eikx + o(1), x→ +∞,
e−ikx + o(1), x→ −∞.
(2.3)
Here T is the transmission coefficient, and L and R are the reflection coefficients
from the left and right, respectively. The bound states correspond to the square-
integrable solution of (2.1), and such states occur only at certain values k = iκj on
I
+ := i(0,+∞) for j = 1, · · · , N , which are exactly the poles of T (k). The so-called
scattering data consists of
{L(k), k ∈ R} ∪
{
κj , m
−
j
}N
j=1
or {R(k), k ∈ R} ∪
{
κj , m
+
j
}N
j=1
, (2.4)
where m±j are the bound state norming constants corresponding to the bound state
energy −κ2j defined as
m−j = ||fr(iκj, ·)||
−2, m+j = ||fl(iκj , ·)||
−2. (2.5)
It is well known (see, for example, [6, 13]) that the above scattering data uniquely
determines the potential V on the whole line.
Before proving Theorem 1.1 we shall first mention two lemmas which will be
needed later.
Lemma 2.1. Let y(k, x) be the nontrivial solution of the equation
− y′′(k, x) + V (x)y(k, x) = k2y(k, x), x ∈ [a, b], (2.6)
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where −∞ < a < b < +∞. Then there exist a finite number of zeros of y(k, x) on
[a, b], moreover these zeros are all simple.
Proof. The proof of the lemma is straightforward by [20]. 
When the parameter k takes different finite values as k = ks for s = 1, · · · , n,
it is easy to see that the number of all zeros of y(ks, x) on [a, b] is also finite. This
implies that there exists a common point x′ ∈ [a, b] such that y(ks, x
′) 6= 0 for all
1 ≤ s ≤ n.
Lemma 2.2. Let λ1 < λ2 < · · · < λn and λ˜1 < λ˜2 < · · · < λ˜n˜ with n ≥ n˜. Denote
the m × n Vandermonde matrix associated with entries {λj}
n
j=1 by Vm×n [λj ]
n
j=1,
that is,
Vm×n [λj ]
n
j=1 =


1 1 · · · 1
λ1 λ2 · · · λn
...
...
...
...
λm−11 λ
m−1
2 · · · λ
m−1
n

 . (2.7)
If there exists m′ ≤ n˜ satisfying λj = λ˜j for j = 1, 2, · · · ,m
′, and m := n+ n˜−m′,
Vm×n[λj ]
n
j=1A = Vm×n˜[λ˜j ]
n˜
j=1A˜, (2.8)
where A = [a1, · · · , an]
T ∈ Rn and A˜ = [a1, · · · , a˜n˜]
T ∈ Rn˜ are such that aj 6= 0
and a˜j 6= 0 for all 1 ≤ j ≤ n˜, then λj = λ˜j , aj = a˜j for all j = 1, 2, · · · , n˜ and
aj = 0 for j = n˜ + 1, · · · , n. In particular, in the case where m
′ = 0, the result
above still holds true.
Proof. The proof of the lemma is derived from [19, Lemma 3.1]. 
For our purpose of this paper, together with the Schro¨dinger operator H defined
by (1.1), we consider another operator H˜ of the same form but with different
coefficient V˜ , i.e., we consider another Schro¨dinger equation
− y′′(k, x) + V˜ (x)y(k, x) = k2y(k, x), x ∈ R. (2.9)
We agree that, everywhere below if a symbol ν denotes an object related to H ,
then ν˜ will denote the analogous object related to H˜ .
It is known that [11, pp. 132-133] the Marchenko integral equation as used in
inverse scattering problems associated with the two operators H and H˜ may be
written as
B(x, y) + Φ(x, y) +
∫ x
−∞
B(x, t)Φ(t, y)dt = 0, (2.10)
where y < x and the function Φ(x, y) has the following form
Φ(x, y) =
1
2pi
∫ ∞
−∞
[L(k)− L˜(k)]f˜r(k, x)f˜r(k, y)dk
+
N∑
j=1
m−j f˜r(iκj , x)f˜r(iκj , y)−
N˜∑
j=1
m˜−j f˜r(iκ˜j , x)f˜r(iκ˜j , y). (2.11)
Here f˜r(k, x) is the Jost solution of Eq. (2.9) from the left and m˜
−
j is the Marchenko
norming constant is similarly defined by (2.5) corresponding to the bound state iκ˜j.
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Further, the function B(x, y) satisfies the differential equation
∂2B
∂x2
− V (x)B =
∂2B
∂y2
− V˜ (y)B (2.12)
and condition
B(x, x) =
1
2
∫ x
−∞
[V (t)− V˜ (t)]dt. (2.13)
As a transformation operator, we have
fr(k, x) = f˜r(k, x) +
∫ x
−∞
B(x, t)f˜r(k, t)dt. (2.14)
Similar results that related to the scattering data {R(k), R˜(k), k ∈ R} ∪ {κj,
m+j }
N
j=1 ∪ {κ˜j , m˜
+
j }
N˜
j=1 are also valid for the two operators H and H˜.
By making use the Marchenko integral equation (2.10), we are now in a position
to give the proof of Theorem 1.1.
Proof of Theorem 1.1. For the sake of simplicity, we shall only consider the unique-
ness problem for the left refection coefficient L(k), the case for R(k) can be treated
similarly. Consider two Schro¨dinger operators H and H˜. Under the hypothesis of
Theorem 1.1, we have L(k) = L˜(k) for k ∈ R, V (x) = V˜ (x) a.e. on [a, b], where
two functions V and V˜ are not absolutely continuous on [a, b]. Our purpose here is
to prove V = V˜ a.e. on R.
Step 1. We show that
N∑
j=1
(κ2j)
lm−j (fr f˜r)(iκj , x) =
N˜∑
j=1
(κ˜2j )
lm˜−j (fr f˜r)(iκ˜j , x) (2.15)
for x ∈ [a, b] and l = 0, 1, · · · , 2M − 1 with M = N + N˜ .
Since L(k) = L˜(k) for k ∈ R, it follows from (2.11) that
Φ(x, y) =
N∑
j=1
m−j f˜r(iκj , x)f˜r(iκj, y)−
N˜∑
j=1
m˜−j f˜r(iκ˜j , x)f˜r(iκ˜j, y), (2.16)
which together with (2.10) and (2.14) yields
B(x, y) = −Φ(x, y)−
∫ x
−∞
B(x, t)Φ(t, y)dt
=
N˜∑
j=1
m˜−j f˜r(iκ˜j, x)f˜r(iκ˜j, y) +
N˜∑
j=1
m˜−j f˜r(iκ˜j, y)
∫ x
−∞
B(x, t)f˜r(iκ˜j, t)dt
−
N∑
j=1
m−j f˜r(iκj , x)f˜r(iκj, y)−
N∑
j=1
m−j f˜r(iκj, y)
∫ x
−∞
B(x, t)f˜r(iκj , t)dt
=
N˜∑
j=1
m˜−j fr(iκ˜j, x)f˜r(iκ˜j, y)−
N∑
j=1
m−j fr(iκj, x)f˜r(iκj , y). (2.17)
It can be checked from [9, Theorem 4.15(b)] that the solution B(x, y) of the bound-
ary value problem (2.12)-(2.13) is a continuous function on Ω = {(x, y) ∈ R2 : y ≤
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x}. By (2.13) and (2.17) we have for x ∈ R that
N˜∑
j=1
m˜−j (fr f˜r)(iκ˜j, x) −
N∑
j=1
m−j (fr f˜r)(iκj , x) =
1
2
∫ x
−∞
[V (t)− V˜ (t)]dt. (2.18)
Note that the condition V (x) = V˜ (x) a.e. for x ∈ [a, b] yields∫ x
−∞
[V˜ (t)− V (t)]dt =
∫ a
−∞
[V˜ (t)− V (t)]dt for x ∈ [a, b].
This together with (2.18) implies that for all x ∈ [a, b]
N˜∑
j=1
m˜−j (frf˜r)(iκ˜j , x)−
N∑
j=1
m−j (frf˜r)(iκj , x)
=
1
2
∫ a
−∞
[V˜ (t)− V (t)]dt
= : C0. (2.19)
Differentiating Eq. (2.19) with respect to x, we infer for x ∈ [a, b] that
N˜∑
j=1
m˜−j (frf˜r)
′(iκ˜j , x)−
N∑
j=1
m−j (frf˜r)
′(iκj , x) = 0. (2.20)
It should be noted that
(fr f˜r)
′′(k, x) =(f ′′r f˜r)(k, x) + (fr f˜
′′
r )(k, x) + 2(f
′
rf˜
′
r)(k, x)
=(V (x)− k2)(fr f˜r)(k, x) + (V˜ (x) − k
2)(fr f˜r)(k, x) + 2(f
′
rf˜
′
r)(k, x)
=2(V (x) − k2)(fr f˜r)(k, x) + 2(f
′
rf˜
′
r)(k, x) a.e. on [a, b], (2.21)
where the last equation follows from the the condition V (x) = V˜ (x) a.e. on [a, b].
Differentiating Eq. (2.19) with respect to x for twice, in other words, differentiating
Eq. (2.20) with respect to x, we derive from (2.21) that
N˜∑
j=1
m˜−j [(V (x) + κ˜
2
j)(fr f˜r)(iκ˜j , x) + (f
′
r f˜
′
r)(iκ˜j , x)]
−
N∑
j=1
m−j [(V (x) + κ
2
j)(fr f˜r)(iκj , x) + (f
′
r f˜
′
r)(iκj , x)] = 0 a.e. on [a, b].
This together with (2.19) gives that
N˜∑
j=1
m˜−j [κ˜
2
j(fr f˜r) + (f
′
rf˜
′
r)](iκ˜j , x)−
N∑
j=1
m−j [κ
2
j(frf˜r) + (f
′
rf˜
′
r)](iκj , x)
=− V (x)

 N˜∑
j=1
m˜−j (fr f˜r)(iκ˜j , x) −
N∑
j=1
m−j (fr f˜r)(iκj , x)


=− C0V (x) a.e. on [a, b]. (2.22)
On the one hand, the function of LHS of (2.22) is an absolutely continuous function
on [a, b], since the functions fr(k, x) and f˜r(k, x) are the solutions of (2.1) and (2.9),
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respectively. On the other hand, the function V (x) of RHS of (2.22) is not absolutely
continuous on [a, b]. Therefore, we infer that
C0 = 0, (2.23)
and (2.19) turns into
N˜∑
j=1
m˜−j (fr f˜r)(iκ˜j , x)−
N∑
j=1
m−j (frf˜r)(iκj , x) = 0. (2.24)
Furthermore, based on (2.23), we have from (2.22) that
N˜∑
j=1
m˜−j [κ˜
2
j(fr f˜r) + (f
′
rf˜
′
r)](iκ˜j , x)−
N∑
j=1
m−j [κ
2
j(frf˜r) + (f
′
rf˜
′
r)](iκj , x) = 0. (2.25)
It should be noted that
(f ′rf˜
′
r)
′(k, x) =(f ′′r f˜
′
r)(k, x) + (f
′
r f˜
′′
r )(k, x)
=(V (x)− k2)(fr f˜
′
r)(k, x) + (V˜ (x) − k
2)(f ′r f˜r)(k, x)
=(V (x)− k2)(fr f˜r)
′(k, x), a.e. on [a, b], (2.26)
Differentiating also Eq. (2.19) with respect to x for the third time (i.e., differenti-
ating Eq. (2.25) with respect to x), we have from (2.26) that
N˜∑
j=1
m˜−j (V (x) + 2κ˜
2
j)(fr f˜r)
′(iκ˜j , x)−
N∑
j=1
m−j (V (x) + 2κ
2
j)(fr f˜r)
′(iκj , x) = 0.
This together with (2.20) yields that
N˜∑
j=1
m˜−j κ˜
2
j(fr f˜r)
′(iκ˜j, x) −
N∑
j=1
m−j κ
2
j(fr f˜r)
′(iκj , x)
=−
V (x)
2

 N˜∑
j=1
m˜−j (frf˜r)
′(iκ˜j , x)−
N∑
j=1
m−j (frf˜r)
′(iκj , x)


=0 a.e. on [a, b]. (2.27)
Integrating Eq. (2.27) from a to x with x ∈ [a, b] gives
N˜∑
j=1
m˜−j κ˜
2
j(frf˜r)(iκ˜j , x)−
N∑
j=1
m−j κ
2
j(frf˜r)(iκj , x)
=
N˜∑
j=1
m˜−j κ˜
2
j(frf˜r)(iκ˜j , a)−
N∑
j=1
m−j κ
2
j(fr f˜r)(iκj , a)
= : C1. (2.28)
Differentiating also Eq. (2.19) with respect to x for the fourth time (i.e., differen-
tiating Eq. (2.27) with respect to x), we have from (2.21) and (2.28) that
N˜∑
j=1
m˜−j κ˜
2
j [κ˜
2
j(fr f˜r) + (f
′
rf˜
′
r)](iκ˜j , x)−
N∑
j=1
m−j κ
2
j [κ
2
j(fr f˜r) + (f
′
rf˜
′
r)](iκj , x)
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= − V (x)

 N˜∑
j=1
m˜−j κ˜
2
j(fr f˜r)(iκ˜j , x) −
N∑
j=1
m−j κ
2
j(fr f˜r)(iκj , x)


= − C1V (x), a.e. on [a, b]. (2.29)
Since the function V (x) is not absolutely continuous on [a, b], for the same reason
of (2.22), similar to (2.23), we infer
C1 = 0. (2.30)
Hence (2.28) turns into
N˜∑
j=1
m˜−j κ˜
2
j(fr f˜r)(iκ˜j , x)−
N∑
j=1
m−j κ
2
j(frf˜r)(iκj , x) = 0. (2.31)
Proceeding by induction, differentiating (2.19) with respect to x for (2l + 1)
times, repeating the above proof for l = 0 and l = 1, and making using of (2.21)
and (2.26), analogous to (2.20) and (2.27) we have for x ∈ [a, b] that
N˜∑
j=1
m˜−j (κ˜
2
j )
l(frf˜r)
′(iκ˜j , x)−
N∑
j=1
m−j (κ
2
j)
l(fr f˜r)
′(iκj, x) = 0.
Integrating the above equation from a to x with x ∈ [a, b], analogous to (2.19) and
(2.28), we find
N˜∑
j=1
m˜−j (κ˜
2
j)
l(frf˜r)(iκ˜j , x)−
N∑
j=1
m−j (κ
2
j)
l(frf˜r)(iκj , x)
=
N˜∑
j=1
m˜−j (κ˜
2
j)
l(frf˜r)(iκ˜j , a)−
N∑
j=1
m−j (κ
2
j)
l(fr f˜r)(iκj , a)
= : Cl. (2.32)
Differentiating also Eq. (2.19) with respect to x for (2l + 2) times, we have from
(2.21) and (2.32) that
N˜∑
j=1
m˜−j (κ˜
2
j)
l[κ˜2j(fr f˜r) + (f
′
rf˜
′
r)](iκ˜j , x)−
N∑
j=1
m−j (κ
2
j)
l[κ2j(fr f˜r) + (f
′
rf˜
′
r)](iκj , x)
=− V (x)

 N˜∑
j=1
m˜−j (κ˜
2
j )
l(fr f˜r)(iκ˜j , x) −
N∑
j=1
m−j (κ
2
j )
l(fr f˜r)(iκj , x)


=− ClV (x) a.e. on [a, b].
Based on the fact that the function V (x) is not absolutely continuous on [a, b], for
the same reason of (2.22) and (2.29), similar to (2.23) and (2.30), we infer Cl = 0
for l = 2, · · · , 2M − 1. This together with (2.32) yields that (2.15) holds.
Step 2. We show that
N = N˜ and κj = κ˜j , m
−
j = m˜
−
j for j = 1, · · · , N. (2.33)
Without loss of generality, we assume N > N˜. Since V (x) = V˜ (x) a.e. on [a, b],
f˜r(k, x) and fr(k, x) both are nontrivial solutions of Eq. (2.6). This together with
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Lemma 2.1 implies that there exists a common point x′ ∈ (a, b) such that
(fr f˜r)(iκi, x
′) 6= 0 for all i = 1, · · · , N, (2.34)
and
(frf˜r)(iκ˜j , x
′) 6= 0 for all j = 1, · · · , N˜ .
Denote by V(N+N˜)×N [κ
2
j ]
N
j=1 the Vandermonde matrix associated with {κ
2
j}
N
j=1.
Note that the Jost solution fr(k, x) of Eq. (2.1) satisfies the reality conditions
fr(k, x) = fr(−k, x) for Imk ≥ 0 (see, for example, [6, p.130]), this gives that for
all k = iκj and k = iκ˜j , the functions fr(k, x) and f˜r(k, x) both are real-valued.
Denote the vector A = (a1, · · · , aN)
T ∈ RN with
aj = m
−
j (fr f˜r)(iκj , x
′).
Similar notations can also be introduced for {κ˜2j}
N˜
j=1 corresponding to Vandermonde
matrix the V(N+N˜)×N˜ [κ˜
2
j ]
N˜
j=1 and A˜ = (a˜1, · · · , a˜N˜)
T ∈ RN˜ with
a˜j = m˜
−
j (fr f˜r)(iκ˜j , x
′).
Then by (2.15) and M = N + N˜ we have
VM×N [κ
2
j ]
N
j=1A = VM×N˜ [κ˜
2
j ]
N˜
j=1A˜. (2.35)
Applying Lemma 2.2 to (2.35) with λj = κ
2
j , λ˜j = κ˜
2
j , n = N , n˜ = N˜ , we easily
conclude that
κj = κ˜j , m
−
j (frf˜r)(iκj , x
′) = m˜−j (fr f˜r)(iκ˜j , x
′), j = 1, · · · , N˜ , (2.36)
and further
m−j (frf˜r)(iκj , x
′) = 0 for j = N˜ + 1, · · · , N. (2.37)
Thus a contradiction follows from (2.34) and (2.37). Therefore N = N˜, and (2.36)
further implies that κj = κ˜j and m
−
j = m˜
−
j for j = 1, · · · , N.
Once we obtain (2.33), by Marchenko’s uniqueness theorem [13] we have V = V˜
a.e. on R. The proof is complete. 
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