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THE STRUCTURE OF TAME MINIMAL DYNAMICAL SYSTEMS
ELI GLASNER
Abstract. A dynamical version of the Bourgain-Fremlin-Talagrand dichotomy
shows that the enveloping semigroup of a dynamical system is either very large
and contains a topological copy of βN, or it is a “tame” topological space whose
topology is determined by the convergence of sequences. In the latter case the dy-
namical system is called tame. We use the structure theory of minimal dynamical
systems to show that, when the acting group is Abelian, a tame metric minimal
dynamical system (i) is almost automorphic (i.e. it is an almost 1-1 extension of
an equicontinuous system), and (ii) admits a unique invariant probability measure
such that the corresponding measure preserving system is measure theoretically
isomorphic to the Haar measure system on the maximal equicontinuous factor.
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Introduction
In this work a dynamical system is a pair (X,Γ), where X is a compact Hausdorff
space and Γ an abstract group acting as a group of homeomorphisms of the space
X. That is we are given a homomorphism (not necessarily an isomorphism) of Γ
into Homeo (X). For γ ∈ Γ and x ∈ X we write γx for the image of x under the
homeomorphism which corresponds to γ. We will often abuse this notation and
consider γ as a homeomorphism of X.
The enveloping semigroup E(X,Γ) of the dynamical system (X,Γ) is defined as the
closure of image of Γ in the product space XX . It is not hard to check that, under
composition of maps, E(X,Γ) is a compact right topological semigroup , i.e. for each
q ∈ E(X,Γ) the map Rq : p 7→ pq is continuous. In fact the canonical map of Γ into
E(X,Γ) is a right topological semigroup compactification of Γ; i.e. it has a dense range
and for each γ ∈ Γ multiplication on the left Lγ : p 7→ γp is continuous on E(X,Γ).
This left multiplication by elements of Γ makes (E(X,Γ),Γ) a dynamical system.
Key words and phrases. Enveloping semigroup, Rosenthal compact, tame system, minimal sys-
tem, almost automorphic system, unique ergodicity.
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The enveloping semigroup was introduced by Robert Ellis in 1960 and became an
indispensable tool in abstract topological dynamics. However explicit computations
of enveloping semigroups are quite rare. One reason for this is that often E(X,G) is
non-metrizable.
Following an idea of A. Ko¨ller, [19], Glasner and Megrelishvily proved the following
dynamical version of the Bourgain-Fremlin-Talagrand dichotomy theorem, [14].
0.1. Theorem (A dynamical BFT dichotomy). Let (X,G) be a metric dynamical
system and let E(X) be its enveloping semigroup. We have the following dichotomy.
Either
1. E(X) is separable Rosenthal compact, hence with cardinality card E(X) ≤ 2ℵ0;
or
2. the compact space E contains a homeomorphic copy of βN, hence card E(X) =
22
ℵ0 .
A dynamical system is called tame if the first alternative occurs, i.e. E(X) is
Rosenthal compact. Recently dynamical characterizations of both tame dynamical
systems and dynamical systems whose enveloping groups are metrizable were obtained
by Glasner, Megrelishvili and Uspenskij in [14] and [15]:
0.2. Theorem. A compact metric dynamical system (G,X) is tame if and only if
every element of E(X) is a Baire 1 function from X to itself.
0.3. Theorem. Let X be a compact metric G-space. The following conditions are
equivalent:
1. the dynamical system (G,X) is hereditarily almost equicontinuous (HAE);
2. the dynamical system (G,X) is RN, that is, admits a proper representation on
a Radon–Nikody´m Banach space;
3. the enveloping semigroup E(X) is metrizable.
For the definitions of HAE (hereditarily almost equicontinuous) systems and the
other undefined notions which appear in these theorems, as well as for some further
motivation and examples we refer the reader to the papers [14], [13] and [15].
In [13] I have shown that a minimal metrizable tame dynamical system with a
commutative acting group is PI and has zero topological entropy. Recently Huang
[16], and independently Kerr and Li [18], improved these results to show that under
the same conditions a minimal tame system is an almost 1-1 extension of its maximal
equicontinuous factor and is uniquely ergodic (see also [17]). In these works the
authors make a heavy use of the structure theory of minimal dynamical systems, as
developed by R. Ellis, W. Veech, Ellis-Glasner-Shapiro, McMahon and van der Woude
(see e.g. the survey [12] and the references thereof). However the main tool in both
works (of Huang and Kerr and Li) is the combinatorial notion of independence and the
various related notions of independence n-tuples. In fact, Kerr and Li in their work
[18], use independence to unify the theory of these various notions and in particular
they are able to characterize tame systems (which they call regular) as those systems
that (in some precise sense) do not admit infinite independence sets ([18, Proposition
6.4.2]). In turn they use this characterization to define a notion of relative regularity
and develop the whole theory in the relative setup.
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In the present work, which can be regarded as a continuation of my work [13], I
pursue purely structure theoretical methods to recover the results of Huang and Kerr
and Li mentioned above, avoiding the combinatorial treatment altogether. The key
tool used in the proof, here as well as in [13], is a proposition about diffused measures
(Proposition 3.3 below), which first appeared in [11].
Section 1 is a brief review of the structure theory of minimal dynamical systems.
In Section 2, I prove an analogue of an old theorem of Ditor and Eifler [4], which
may have some independent interest. It shows that when a continuous surjection
π : X → Y , with X and Y compact metric, is semiopen then so is the induced map
π∗ : M(X)→ M(Y ) on the spaces of probability measures equipped with the weak
∗
topology. In Section 3, I pursue the idea of diffused measures, first used in [11], and
prove the key Proposition 3.3. Section 4 develops the theory of tame systems using
and extending results from [13]. In the final Section 5, the main theorem is proved.
Except for the introductory Section 1, the group Γ is assumed to be Abelian. For
simplicity I handle only the case where the dynamical system is metrizable and treat
only the absolute (and not the more general relative) case.
1. A brief survey of abstract topological dynamics
This section is a brief review of the structure theory of minimal dynamical systems.
We will emphasize some aspects which will be relevant in the present work. For full
details the reader is referred to the books [6], [10], [1] and [22] and the review articles
[21] and [12].
A topological dynamical system or briefly a system is a pair (X,Γ), where X is
a compact Hausdorff space and Γ an abstract infinite group which acts on X as a
group of homeomorphisms. A sub-system of (X,Γ) is a closed invariant subset Y ⊂ X
with the restricted action. For a point x ∈ X, we let OΓ(x) = {γx : γ ∈ Γ}, and
OΓ(x) = cls {γx : γ ∈ Γ}. These subsets of X are called the orbit and orbit closure of
x respectively. We say that (X,Γ) is point transitive if there exists a point x ∈ X with
a dense orbit. In that case x is called a transitive point. If every point is transitive
we say that (X,Γ) is a minimal system. We say that x ∈ X is an almost periodic or
a minimal point if OΓ(x) is a minimal system.
The dynamical system (X,Γ) is topologically transitive if for any two nonempty
open subsets U and V of X there exists some γ ∈ Γ with γU ∩V 6= ∅. Clearly a point
transitive system is topologically transitive and when X is metrizable the converse
holds as well: in a metrizable topologically transitive system the set of transitive
points is a dense Gδ subset of X.
The system (X,Γ) is weakly mixing if the product system (X × X,Γ) (where
γ(x, x′) = (γx, γx′), x, x′ ∈ X, γ ∈ Γ) is topologically transitive.
If (Y,Γ) is another system then a continuous onto map π : X → Y satisfying
t ◦ π = π ◦ t for every γ ∈ Γ is called a homomorphism of dynamical systems. In
this case we say that (Y,Γ) is a factor of (X,Γ) and also that (X,Γ) is an extension
of (Y,Γ). With the system (X,Γ) we associate the induced action (the hyper system
associated with (X,Γ) ) on the compact space 2X of closed subsets of X equipped
with the Vietoris topology. A subsystem Y of (2X ,Γ) is a quasifactor of (X,Γ) if⋃
{A : A ∈ Y } = X.
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The system (X,Γ) can always be considered as a quasifactor of (X,Γ) by identifying
x with {x}. Recall that if (X,Γ)
pi
→ (Y,Γ) is a homomorphism then in general
π−1 : Y → 2X is an upper-semi-continuous map and that π : X → Y is open iff
π−1 : Y → 2X is continuous, iff {π−1(y) : y ∈ Y } is a quasifactor of (X,Γ) . When
there is no room for confusion we write X for the system (X,Γ).
We assume for simplicity that our acting group Γ is a discrete group. βΓ will denote
the Stone-Cˇech compactification of Γ. The universal properties of βΓ make it
• a compact semigroup with right continuous multiplication (for a fixed p ∈ βΓ
the map q 7→ qp, q ∈ βΓ is continuous), and left continuous multiplication
by elements of Γ, considered as elements of βΓ (for a fixed γ ∈ Γ the map
q 7→ γq, q ∈ βΓ is continuous).
• a dynamical system (βΓ,Γ) under left multiplication by elements of Γ.
The system (βΓ,Γ) is the universal point transitive T -system; i.e. for every point
transitive system (X,Γ) and a point x ∈ X with dense orbit, there exists a homomor-
phism of systems (βΓ,Γ)→ (X,Γ) which sends e, the identity element of Γ, onto x.
For p ∈ βΓ we let px denote the image of p under this homomorphism. This defines
an “action” of the semigroup βΓ on every dynamical system. In fact, by universal-
ity there exists a unique homomorphism (βΓ,Γ)→ (E(X,Γ),Γ) onto the enveloping
semigroup E(X,Γ) which is also a semigroup homomorphism and we can interpret,
and often do, the βΓ action on X via this homomorphism.
When dealing with the hyper system (2X ,Γ) we write p ◦ A for the image of the
closed subset A ⊂ X under p ∈ βΓ to distinguish it from the (usually non-closed)
subset pA = {px : x ∈ A}. If p is the limit of a net γi in Γ then
p ◦ A = {x ∈ X : there are a subnet γij and a net xj ∈ A with x = lim
j
γijxj}.
We always have pA ⊂ p ◦ A.
The compact semigroup βΓ has a rich algebraic structure. For instance for count-
able Γ there are 2c minimal left (necessarily closed) ideals in βΓ all isomorphic as
systems and each serving as a universal minimal system. Each such minimal ideal,
say M , has a subset J of 2c idempotents such that {vM : v ∈ J} is a partition of M
into disjoint isomorphic (non-closed) subgroups. An idempotent in βΓ is called min-
imal if it belongs to some minimal ideal. A point x in a dynamical system (X,Γ) is
a minimal point iff there is some minimal idempotent v in βΓ with vx = x, iff there
exists some v ∈ J with vx = x.
The group of dynamical system automorphisms of (M,Γ), G = Aut (M,Γ) can be
identified with any one of the groups vM as follows: with α ∈ vM we associate the
automorphism αˆ : (M,Γ)→ (M,Γ) given by right multiplication αˆ(p) = pα, p ∈ M .
The group G plays a central role in the algebraic theory. It carries a natural T1
compact topology, called by Ellis the τ -topology, which is weaker than the relative
topology induced on G = uM as a subset of M . The τ -closure of a subset A of
G consists of those β ∈ G for which the set graph (β) = {(p, pβ) : p ∈ M} is a
subset of the closure in M ×M of the set
⋃
{graph (α) : α ∈ A}. Both right and left
multiplication on G are τ continuous and so is inversion.
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It is convenient to fix a minimal left ideal M in βΓ and an idempotent u ∈M . As
explained above we identify G with uM and it follows that for any subset A ⊂ G,
cls τA = u(u ◦ A) = G ∩ (u ◦ A).
Also in this way we can consider the “action” of G on every system (X,Γ) via the
action of βΓ on X. With every minimal system (X,Γ) and a point x0 ∈ uX = {x ∈
X : ux = x} we associate a τ -closed subgroup
G(X, x0) = {α ∈ G : αx0 = x0},
the Ellis group of the pointed system (X, x0). The quotient space G/G(X, x0) can be
identified with the subset uX ⊂ X via the map α 7→ αx0 and the induced quotient
τ -topology is called the τ -topology on uX. Again the τ -topology is weaker than the
relative topology induced on uX as a subset of X, it is T1 and compact, and the
closure operation is given by
cls τA = u(u ◦ A) = uX ∩ (u ◦ A), A ⊂ uX.
For a homomorphism π : X → Y with π(x0) = y0 we have
G(X, x0) ⊂ G(Y, y0).
For a τ -closed subgroup F of G the derived group F ′ is given by:
(1.1) F ′ :=
⋂
{cls τO : O a τ -open neighborhood of u in F}.
F ′ is a τ -closed normal (in fact characteristic) subgroup of F and it is characterized
as the smallest τ -closed subgroup H of F such that F/H is a compact Hausdorff
topological group. In particular, for an Abelian Γ, the topological group G/G′ is the
Bohr compactification of Γ.
A pair of points (x, x′) ∈ X × X for a system (X,Γ) is called proximal if there
exists a net γi ∈ Γ and a point z ∈ X such that lim tix = lim tix
′ = z (iff there exists
p ∈ βΓ with px = px′). We denote by P the set of proximal pairs in X×X. We have
P =
⋂
{ΓV : V a neighborhood of the diagonal in X ×X}.
A system (X,Γ) is called proximal when P = X × X and distal when P = ∆, the
diagonal in X ×X. It is called strongly proximal when the following much stronger
condition holds: the dynamical system (M(X),Γ), induced on the compact space
M(X) of probability measures on X, is proximal. A minimal system (X,Γ) is called
point distal if there exists a point x ∈ X such that if x, x′ is a proximal pair then
x = x′.
The regionally proximal relation on X is defined by
Q =
⋂
{ΓV : V a neighborhood of ∆ in X ×X}.
It is easy to verify that Q is trivial — i.e. equals ∆ — iff the system is equicontinuous.
An extension (X,Γ)
pi
→ (Y,Γ) of minimal systems is called a proximal extension if
the relation Rpi = {(x, x
′) : π(x) = π(x′)} satisfies Rpi ⊂ P and a distal extension
when Rpi ∩ P = ∆. One can show that every distal extension is open. π is a highly
proximal (HP) extension if for every closed subset A of X with π(A) = Y , necessarily
A = X. It is easy to see that a HP extension is proximal. In the metric case an
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extension (X,Γ)
pi
→ (Y,Γ) of minimal systems is HP iff it is an almost 1-1 extension,
that is the set {y ∈ Y : with π−1(y) is a singleton} is a dense Gδ subset of Y . The
map π is strongly proximal if for every y ∈ Y and every probability measure ν with
supp ν ⊂ π−1(y), there exists a net γi ∈ Γ and a point x ∈ X such that limi γiν = δx in
the weak∗ topology on the space M(X) of probability measures on X. The extension
π is called an equicontinuous extension if for every ǫ, a neighborhood of the diagonal
∆ = {(x, x) : x ∈ X} ⊂ X ×X, there exists a neighborhood of the diagonal δ such
that γ(δ ∩ Rpi) ⊂ ǫ for every γ ∈ Γ. In the metric case an equicontinuous extension
is also called an isometric extension. The extension π is a weakly mixing extension
when Rpi as a subsystem of the product system (X×X,Γ) is topologically transitive.
The algebraic language is particularly suitable for dealing with such notions. For
example an extension (X,Γ)
pi
→ (Y,Γ) of minimal systems is a proximal extension iff
the Ellis groups G(X, x0) = A and G(Y, y0) = F coincide. It is distal iff for every
y ∈ Y , and x ∈ π−1(y), π−1(y) = G(Y, y)x; iff:
for every y = py0 ∈ Y , p an element of M , π
−1(y) = pπ−1(y0) = pFx0,
where F = G(Y, y0).
In particular (X,Γ) is distal iff Gx = X for some (hence every) x ∈ X. The extension
π is an equicontinuous extension iff it is a distal extension and, denoting G(X, x0) = A
and G(Y, y0) = F ,
F ′ ⊂ A.
In this case, setting A0 =
⋂
g∈F gAg
−1, the group F/A0 is the group of the group
extension π˜ associated with the equicontinuous extension π. More precisely, there
exists a minimal dynamical system (X˜,Γ), with G(X˜, x˜0) = A0, on which the compact
Hausdorff topological groupK = F/A0 acts as a group of automorphisms and we have
the following commutative diagram
X˜
p˜i

φ

@@
@@
@@
@
X
pi
~~}}
}}
}}
}
Y
where π˜ : X˜ → Y ∼= X˜/K is a group extension and so is the extension φ : X˜ → X ∼=
X˜/L with L = A/A0 ⊂ F/A0 = K. (X˜ = X iff A is a normal subgroup of F .)
A minimal system (X,Γ) is called incontractible if the union of minimal subsets
is dense in every product system (Xn,Γ). This is the case iff p ◦ Gx = X for some
(hence every) x ∈ X and p ∈M . When Γ is Abelian Gx is always dense in X so that
every minimal system is incontractible. However the following relative notion is an
important tool even when Γ is Abelian.
We say that (X,Γ)
pi
→ (Y,Γ) is a RIC (relatively incontractible) extension if:
for every y = py0 ∈ Y , p an element ofM , π
−1(y) = p◦uπ−1(y0) = p◦Fx0,
where F = G(Y, y0).
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One can show that every RIC extension is open and that every distal extension is
RIC. It then follows that every distal extension is open.
We have the following theorem from [7] about the interpolation of equicontinuous
extensions. For a proof see [11], Theorem X.2.1.
1.1. Theorem. Let π : X → Y be a RIC extension of minimal systems. Fix a point
x0 ∈ X with ux0 = x0 and let y0 = π(x0). Let A = G(X, x0) and F = G(Y, y0). Then
there exists a commutative diagram of pointed systems
(X, x0)
pi

σ
$$J
JJ
JJ
JJ
JJ
(Z, z0)
ρ
zztt
tt
tt
tt
t
(Y, y0)
such that ρ is an equicontinuous extension with Ellis group G(Z, z0) = AF
′ and the
extension ρ is an isomorphism iff AF ′ = F . Moreover if
(X, x0)
pi

σ′
%%K
KK
KK
KK
KK
(Z ′, z′0)
ρ′yytt
tt
tt
tt
t
(Y, y0)
is another such diagram with ρ′ an equicontinuous extension then there exists a ho-
momorphism (Z, z0)→ (Z
′, z′0).
Given a homomorphism π : (X,Γ) → (Y,Γ) of minimal metric systems, there are
several standard constructions of associated “shadow diagrams”. In the O shadow
diagram
X
pi

X∗ = X ∨ Y ∗
θ∗
oo
pi∗

Y Y ∗
θ
oo
the map π∗ is open and the maps θ and θ∗ are almost 1-1. The explicit constructions
is as follows. The set valued map π−1 : Y → 2X (where the latter is the compact
space of closed subsets of X, equipped with the Hausdorff, or Vietoris, topology) is
uppersemicontinuous and we let Y0 ⊂ Y be the set of continuity points of this map.
Set Y ∗ = cls {π−1(y) : y ∈ Y0} ⊂ 2
X , and X∗ = X ∨ Y ∗ = cls {(x, π−1(y)) : y ∈
Y0, π(x) = y} ⊂ X × Y
∗. By the uppersemicontinuity of π−1 every y∗ ∈ Y ∗ is
contained in a fiber π−1(y) for some y ∈ Y and we let θ(y∗) = y. The maps π∗ and θ∗
are the restriction to X∗ of the coordinate projections on X and Y ∗ respectively. One
then shows that X∗ = {(x, y∗) : x ∈ y∗ ∈ Y ∗} and that indeed, π∗ is open and the
maps θ and θ∗ are highly proximal. The O shadow diagram collapses, i.e. Y = Y ∗,
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X = X∗ and π = π∗ iff π : X → Y is an open map; iff the map π−1 : Y → 2X is
continuous.
In the RIC-shadow diagram
X
pi

X∗ = X ∨ Y ∗
θ∗
oo
pi∗

Y Y ∗
θ
oo
π∗ is RIC and θ, θ∗ are proximal (thus we still have A = G(X, x0) = G(X
∗, x∗0)
and F = G(Y, y0) = G(Y
∗, y∗0)). The concrete description of these objects uses
quasifactors and the circle operation:
Y ∗ = {p ◦ Fx0 : p ∈M} ⊂ 2
X , X∗ = {(x, y∗) : x ∈ y∗ ∈ Y ∗} ⊂ X × Y ∗
and
θ(p ◦ Fx0) = py0, θ
∗(x, y∗) = x, π∗(x, y∗) = y∗, (p ∈ M),
where F = G(Y, y0). The map θ is an isomorphisms (hence π = π
∗) when and only
when π is already RIC.
Finally we say that π : (X,Γ) → (Y,Γ) has a relatively invariant measure (RIM),
if there exists a projection P : C(X)→ C(Y ) such that
1. P (f) ≥ 0 for f ≥ 0 in C(X).
2. P (1) = 1.
3. P (h ◦ π) = h for every h ∈ C(Y ).
4. P (f ◦ γ) = P (f) ◦ γ for every f ∈ C(X) and γ ∈ Γ.
This property is equivalent to the existence of a continuous section, i.e. a continuous
Γ equivariant map y 7→ λy from Y into M(X) such that π(λy) = δy for every y ∈
Y . Here and in the sequel we use the same letter π to denote the induced map
π : M(X)→ M(Y ) on the spaces of probability measures. Sometimes though we will
write π∗ for the induced map.
In the RIM shadow diagram
X
pi

X˜ = X ∨ Y˜
θ˜
oo
p˜i

Y Y˜θ
oo
the map π˜ has a RIM and the maps θ and θ˜ are strongly proximal. It can be shown
that every isometric extension has a RIM and is open. See [9] for more details, also
a treatment of SPI systems can be found in [11].
We say that a minimal system (X,Γ) is a strictly PI system if there is an ordinal η
(which is countable when X is metrizable) and a family of systems {(Wι, wι)}ι≤η such
that (i) W0 is the trivial system, (ii) for every ι < η there exists a homomorphism
φι : Wι+1 → Wι which is either proximal or equicontinuous (isometric when X is
metrizable), (iii) for a limit ordinal ν ≤ η the system Wν is the inverse limit of the
systems {Wι}ι<ν , and (iv) Wη = X. We say that (X,Γ) is a PI-system if there exists
a strictly PI system X˜ and a proximal homomorphism θ : X˜ → X.
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If in the definition of PI-systems we replace proximal extensions by HP extensions
(almost 1-1 extensions in the metric case) we get the notion of HPI (AI-systems in
the metric case). If we replace the proximal extensions by trivial extensions (i.e. we
do not allow proximal extensions at all) we have I-systems. In this terminology the
structure theorem for distal systems (Furstenberg [8], 1963) can be stated as follows:
1.2. Theorem. A metric minimal system is distal iff it is an I-system.
And the Veech-Ellis structure theorem for point distal systems (Veech [21], 1970
and Ellis [5], 1973).
1.3. Theorem. A metric minimal dynamical system is point distal iff it is an AI-
system.
The structure theorem for the general minimal system is proved in [7] and [20]
(see also [21]) and asserts that every minimal system admits a canonically defined
proximal extension which is a weakly mixing RIC extension of a strictly PI system.
Both the Furstenberg and the Veech-Ellis structure theorems are corollaries of this
general structure theorem.
1.4. Theorem (Structure theorem for minimal systems). Given a minimal system
(X,Γ), there exists an ordinal η (countable when X is metrizable) and a canonically
defined commutative diagram (the canonical PI-Tower)
X
pi

X0
θ∗
0
oo
pi0

σ1
  
AA
AA
AA
AA
X1
θ∗
1
oo
pi1

··· Xν
piν

σν+1
""D
DD
DD
DD
D
Xν+1
piν+1

θ∗ν+1
oo ··· Xη = X∞
pi∞

pt Y0
θ0
oo Z1ρ1
oo Y1
θ1
oo ··· Yν Zν+1ρν+1
oo Yν+1
θν+1
oo ··· Yη = Y∞
where for each ν ≤ η, πν is RIC, ρν is isometric, θν , θ
∗
ν are proximal and π∞ is RIC
and weakly mixing. For a limit ordinal ν, Xν , Yν , πν etc. are the inverse limits (or
joins) of Xι, Yι, πι etc. for ι < ν. Thus X∞ is a proximal extension of X and a RIC
weakly mixing extension of the strictly PI-system Y∞. The homomorphism π∞ is an
isomorphism (so that X∞ = Y∞) iff X is a PI-system.
Two further corollaries of this theorem are the theorems of Bronstein on the struc-
ture of PI systems, [3] and of van der Woude on HPI systems, [23]. Here we will use
the latter which I now proceed to describe.
A homomorphism π : (X,Γ) → (Y,Γ) is called semiopen if the interior of π(U)
is nonempty for every nonempty open subset U of X. When X is minimal every
π : (X,Γ)→ (Y,Γ) is semiopen. We will say that a subset W ⊂ X ×X is a S-set if it
is closed invariant topologically transitive and the restriction to W of the projection
maps are semiopen.
1.5. Theorem (van der Woude). A minimal system (X,Γ) is HPI iff every S-set in
X ×X is minimal.
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2. On semiopen maps
A result of Ditor and Eifler from 1972, [4] asserts that a continuous surjection
π : X → Y between compact Hausdorff spaces X and Y is open iff the induced
map π∗ : M(X) → M(Y ) is an open surjection. In the course of the proof of our
main theorem (Theorem 5.1) we will need an analogous result (in the metric case)
for semiopen maps (Theorem 2.3), which we now proceed to establish. First we need
two preliminary lemmas.
2.1. Lemma. Let π : X → Y be a continuous surjection between compact Hausdorff
spaces. The conditions 1 and 2 below are equivalent. If X is metrizable then the three
conditions are equivalent:
1. π is semiopen.
2. The preimage of every dense subset in Y is dense in X.
3. The set
X0 = {x ∈ X : the set valued map π
−1 : Y → 2X is continuous at π(x)}
is dense in X.
Proof. The equivalence of 1 and 2 is straightforward. For any continuous surjection
π : X → Y the corresponding set map π−1 : Y → 2X is uppersemicontinuous and,
when X is metrizable, this implies that it has a dense Gδ subset Y0 ⊂ Y of continuity
points. Assuming 2 we conclude that X0 = π
−1(Y0) is a dense Gδ subset of X.
Conversely if 3 is valid and U ⊂ X is open and nonempty, then U ∩X0 6= ∅ and if x0
is any point in this intersection then π is open at x0, so that π(U) is a neighborhood
of π(x0) and we conclude that inter (π(U)) 6= ∅. 
2.2. Lemma. Let π : X → Y be a continuous surjection between compact metric
spaces. Let f : X → R be a continuous function and define f ∗ : Y → R by
f ∗(y) = sup{f(x) : π(x) = y}.
Then f ∗ is continuous at every point of the set
Y0 = {y ∈ Y : the set valued map π
−1 : Y → 2X is continuous at y}.
Proof. Fix y ∈ Y0 and suppose yn → y is a convergent sequence. For each n let xn ∈ X
satisfy π(xn) = yn and f
∗(yn) = f(xn). Let xnk → x be a convergent subsequence.
Then π(x) = y hence
f ∗(y) ≥ f(x) = lim
k→∞
f(xnk) = lim
k→∞
f ∗(ynk).
Since this is true for every partial limit of f ∗(yn) we conclude that
f ∗(y) ≥ lim sup
n→∞
f ∗(yn).
On the other hand if f ∗(y) = f(x) with π(x) = y then, since π is open at x, we can
find a sequence xn with π(xn) = yn and xn → x, so that
f ∗(y) = f(x) = lim
n→∞
f(xn) ≤ lim inf
n→∞
f ∗(yn).

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2.3. Theorem. Let π : X → Y be a continuous surjection between compact metric
spaces which is semiopen. Then the induced map π∗ : M(X)→ M(Y ) is a semiopen
surjection.
Proof. Let
Y0 = {y ∈ Y : the set valued map π
−1 : Y → 2X is continuous at y}
and
X0 = {x ∈ X : the set valued map π
−1 : Y → 2X is continuous at π(x)}.
Then X0 = π
−1(Y0) and by Lemma 2.1 Y0 and X0 are dense Gδ subsets of Y and X
respectively. Let M0(X) be the collection of measures of the form
∑n
i=1 ciδxi, where
0 ≤ ci ≤ 1,
∑n
i=1 ci = 1. If in addition we require that each xi is in X0 we obtain
the smaller collection M00(X). Clearly M00(X), and hence also M0(X), are dense in
M(X). We define M0(Y ) analogously as the collection of measures in M(Y ) of the
form ν =
∑n
i=1 ciδyi. Again M0(Y ) is dense in M(Y ).
Let U ⊂ M(X) be a closed set with nonempty interior. We have to show that
inter (π∗(U)) 6= ∅. Suppose to the contrary that inter (π∗(U)) = ∅. Fix µ0 =∑m
i=1 ciδxi ∈ M00(X) ∩ inter (U) and let ν0 = π∗(µ0) =
∑m
i=1 ciδyi, where yi = π(xi).
Let νj ∈ M0(Y )\π∗(U) be a sequence which converges to ν0. Set Qj = π
−1
∗ (νj). Each
Qj is a closed and convex subset of M(X) and with no loss of generality we assume
that Q = limj→∞Qj exists in 2
M(X). Then Q is a compact convex subset of M(X)
with π∗(θ) = ν0 for every θ ∈ Q.
If µ0 ∈ Q then eventually Qj ∩U 6= ∅, hence νj ∈ π∗(U), contradicting our assump-
tion. Thus we have µ0 6∈ Q and by the separation theorem there exist a function
f ∈ C(X) and ǫ > 0 with
(2.1) µ0(f) ≥ θ(f) + ǫ for every θ ∈ Q.
Define the associated function
f ∗(y) = sup{f(x) : π(x) = y}.
Each measure νj has the form
∑mj
i=1 cj,iδyj,i and we choose points xj,i with π(xj,i) = yj,i
such that f ∗(yj,i) = f(xj,i). Now form the measures µj =
∑mj
i=1 cj,iδxj,i and assume,
with no loss of generality, that µ = limj→∞ µj exists in M(X). Since µj ∈ Qj for each
j, we have µ ∈ Q.
Note that by our construction νj(f
∗) = µj(f) for every j. By assumption the set
supp ν0 = {y1, . . . , ym} is a subset of Y0 and therefore, by Lemma 2.2, each yi is a
continuity point for f ∗. From this fact it is easy to deduce that
lim
j→∞
νj(f
∗) = ν0(f
∗).
It then follows that
µ(f) = lim
j→∞
µj(f) = lim
j→∞
νj(f
∗) = ν0(f
∗) =
m∑
i=1
cif
∗(yi) = µ0(f
∗ ◦ π) ≥ µ0(f).
This contradicts (2.1) and our proof is complete. 
Recall the following well known result; for completeness we include a proof.
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2.4. Lemma. Let π : (X,Γ)→ (Y,Γ) be a homomorphism between minimal systems.
Then π is semiopen.
Proof. Let W ⊂ X be a closed set with nonempty interior. By minimality of
(X,Γ) there is a finite set {γ1, . . . , γn} ⊂ Γ with X =
⋃n
i=1 γiW . Therefore Y =⋃n
i=1 π(γiW ) and it follows that for some i the interior of the closed set π(γiW ) =
γiπ(W ) is nonempty. Thus, as required, also inter (π(W)) 6= ∅. 
3. A key proposition on diffused measures
As explained above we fix a minimal ideal M in βΓ and let u be an idempotent
in M . We denote the subgroup uM of M by G and identify it with the group
of automorphisms of the universal Γ-minimal system (M,Γ), where for α ∈ G the
corresponding automorphism Rα : M → M is given by right multiplication p 7→ pα.
For an Abelian Γ each subgroup vM ⊂ M , where v is an idempotent in M , is dense
in M and it follows that the G-dynamical system (M,G) (where G acts by right
multiplication) is minimal. From now on we always assume that Γ is an Abelian
group.
3.1. Lemma. Let (Y ∗,Γ) be a metric minimal system and θ : (Y ∗,Γ) → (Y,Γ) its
maximal equicontinuous factor. Suppose further that θ is an almost 1-1 extension.
Let O be a nonempty open subset of Y ∗.
1. There is a nonempty open subset V ⊂ O such that θ−1(θ(V )) ⊂ O.
2. There is a nonempty open subset W ⊂ O such that cls τ (W ∩ uY
∗) ⊂ O.
Proof. 1. Suppose O ⊂ Y ∗ is a nonempty open set for which the statement of the
lemma fails. Choose a point y∗ ∈ O such that θ−1(θ(y∗)) = {y∗} and let Vn ⊂ O
be a sequence of open balls centered at y∗ with diam (Vn) ց 0. By assumption
there are pairs of points zn ∈ Vn and z
′
n 6∈ O with θ(zn) = θ(z
′
n). However, as
limn→∞ θ
−1(θ(zn)) = {y
∗}, we have z′n → y
∗ in contradiction of the fact that O is a
neighborhood of y∗.
2. Since Y is equicontinuous its τ -topology coincides with its compact Hausdorff
group topology. Since θ is an almost 1-1 map, the restriction θ ↾ uY ∗ : uY ∗ → Y is
a homeomorphism of uY ∗, equipped with the τ topology, onto Y . Let O ⊂ Y ∗ be
a nonempty open set. Let V ⊂ O be as in part 1, and let W be a nonempty open
subset such that W ⊂ V . Now
cls τ (W ∩ uY
∗) = θ−1(θ(W )) ∩ uY ∗
⊂ θ−1(θ(W )) = θ−1(θ(W ))
⊂ θ−1(θ(V )) ⊂ O.

3.2. Lemma. Let (X,Γ) be a minimal metric system and let φ : (X,Γ) → (Y,Γ)
be its maximal equicontinuous factor. Suppose further that Y is infinite and that we
have the following diagram
(X,Γ)
pi
→ (Y ∗,Γ)
θ
→ (Y,Γ),
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where π is an isometric extension, θ is an almost 1-1 extension and φ = θ ◦ π. Let
U be a nonempty open subset of X. Fix a minimal ideal M ⊂ βΓ and an idempotent
u ∈M . Then
cls τ (U ∩ uX) ⊃ π
−1(π(U)) ∩ uX.
Proof. Fix a point x0 ∈ X with ux0 = x0 and let y0 and y
∗
0 be its images in Y and
Y ∗ respectively. Let
A = G(X, x0) = {α ∈ G : αx0 = x0}, and
F = G(Y, y0) = G(Y
∗, y∗0) = {α ∈ G : αy0 = y0} = {α ∈ G : αy
∗
0 = y
∗
0}.
The assumption that π is an isometric extension implies that B = F/A is a homoge-
neous space of a Hausdorff compact topological group. The fact that (Y,Γ) is the max-
imal equicontinuous factor of (X,Γ) implies that F ⊃ G′ and that G′A = AG′ = F .
Let σ : M → X denote the evaluation map p 7→ px0.
Let U be a nonempty open subset of X. Set U˜ = σ−1(U) = {p ∈ M : px0 ∈ U}.
Then U˜ is a nonempty open subset of M and by minimality of the G-system (M,G),
the collection {U˜α : α ∈ G} is an open cover of M . Choose a finite subcover, say
{U˜αi : i = 1, 2, . . . , n}. Now
n⋃
i=1
cls τ (U˜αi ∩G) =
n⋃
i=1
cls τ (U˜ ∩G)αi = G;
hence cls τ (U˜ ∩ G) has a nonempty τ -interior. Since cls τ (U˜ ∩ G) is also τ -closed, it
must contain a left translate of G′, say βG′ for some β ∈ G (this follows from the
definition of G′, see equation (1.1)). Projecting back to X via σ we get
cls τ (U ∩ uX) = σ(cls τ (U˜ ∩G))
⊃ βG′x0 = βG
′Ax0 = βFx0
= (βFβ−1)βx0 = π
−1(π(βx0)).
As (Y,Γ) is equicontinuous and since θ is an almost 1-1 map, it follows that the
restriction θ ↾ uY ∗ : uY ∗ → Y is a homeomorphism of uY ∗ equipped with the τ
topology onto Y equipped with its compact Hausdorff group topology.
Let O = π(U), then O is a nonempty open subset of Y ∗ and by Lemma 3.1 there is
a nonempty open subsetW ⊂ O such that cls τ (W ∩uY
∗) ⊂ O. Set U1 = π
−1(W )∩U .
Then U1 is a nonempty open subset of X and by the above argument there exists
β1 ∈ G with π
−1(π(β1x0)) ⊂ cls τ (U1 ∩ uX) ⊂ cls τ (U ∩ uX). Now
π(β1x0) ∈ π(cls τ (U1 ∩ uX))
= cls τ (π(U1) ∩ uY
∗)
= cls τ (W ∩ uY
∗) ⊂ O = π(U).
Thus we have shown that for every nonempty open subset U ⊂ X, the set cls τ (U ∩
uX) contains a full fiber π−1(y∗) for some y∗ ∈ π(U). Since π is an open map we
conclude that
cls τ (U ∩ uX) ⊃ π
−1(π(U)) ∩ uX
as required. 
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3.3. Proposition. Let (X,Γ) be a minimal metric system and let φ : (X,Γ)→ (Y,Γ)
be its maximal equicontinuous factor. Suppose further that Y is infinite and that we
have the following diagram
(X,Γ)
pi
→ (Y ∗,Γ)
θ
→ (Y,Γ),
where π is an isometric extension, θ is an almost 1-1 extension and φ = θ ◦ π. For
every y∗ ∈ Y ∗ the fiber π−1(y∗) has the structure of a homogeneous space of a compact
Hausdorff topological group and we let λy∗ be the corresponding Haar measure on this
fiber. Thus π is a RIM and open extension and y∗ 7→ λy∗, Y
∗ → M(X), is the
corresponding section. Let Λ : M(Y ∗)→ M(X), defined by
Λ(ν) =
∫
Y ∗
λy∗ dν(y
∗),
be the associated affine injection. Set Mm(X) = {Λ(ν) : ν ∈ M(Y
∗)}. Then the set
R = {ν ∈ M(X) : the orbit closure of ν meets Mm(X)}
is a dense Gδ subset of M(X).
Proof. Fix a compatible metric d on M(X) and let κ ∈ M(X) and ǫ, η > 0 be
given. Find an atomic measure λ = 1
n
∑n
i=1 δxi such that d(κ, λ) < ǫ/2. Since Y
is infinite and π is an open map we can also assume that π(xi) 6= π(xj) for i 6= j.
Choose open disjoint neighborhoods Ui of xi, so small that every measure of the form
µ = 1
n
∑n
i=1 µi, µi ∈ M(X) with supp µi ⊂ Ui, will satisfy d(µ, λ) < ǫ/2, and hence
also d(µ, κ) < ǫ.
Set ν = 1
n
∑n
i=1 λy∗i with y
∗
i = π(xi). For each y
∗
i choose points {x
′
i,j}
k
j=1 ∈ π
−1(y∗i )
so that d(µ′, ν) < ǫ/2, where
µ′ =
1
nk
n∑
i=1
k∑
j=1
δx′i,j .
By Lemma 3.2
u ◦
(
n⋃
i=1
Ui
)
⊃ uX ∩ u ◦
(
uX ∩
n⋃
i=1
Ui
)
= cls τ
(
uX ∩
n⋃
i=1
Ui
)
⊃ uX ∩
(
n⋃
i=1
π−1(π(Ui))
)
.
Therefore there exist an element γ ∈ Γ and for each i a set {xi,j}
k
j=1 ⊂ Ui, such
that d(γxi,j, x
′
i,j) is so small that the inequality d(γµ, µ
′) < η/2 is satisfied, with
µ =
1
nk
n∑
i=1
k∑
j=1
δxi,j .
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Thus d(γµ, ν) < η. Since we also have d(µ, κ) < ǫ and ǫ > 0 is arbitrary, we have
shown that the open set
Rη = {µ ∈ M(X) : there exists γ ∈ Γ with d(γµ,Mm(X)) < η}
is dense in M(X). Clearly R =
⋂
{Rη : η > 0} is the required dense Gδ subset of
M(X). 
4. Some properties of tame minimal systems
4.1. Theorem. (See [13]) Let (X,Γ) be a metric tame dynamical system. Let M(X)
denote the compact convex set of probability measures on X (with the weak∗ topology).
Then each element p ∈ E(X,Γ) defines an element p∗ ∈ E(M(X),Γ) and the map
p 7→ p∗ is both a dynamical system and a semigroup isomorphism of E(X,Γ) onto
E(M(X),Γ).
Proof. Since E(X,Γ) is Fre´chet we have for every p ∈ E a sequence γi → p of
elements of Γ converging to p. Now for every f ∈ C(X) and every probability
measure ν ∈ M(X) we get by the Riesz representation theorem and Lebesgue’s
dominated convergence theorem
γiν(f) = ν(f ◦ γi)→ ν(f ◦ p) := p∗ν(f).
Since the Baire class 1 function f ◦ p is well defined and does not depend upon the
choice of the convergent sequence γi → p, this defines the map p 7→ p∗ uniquely.
It is easy to see that this map is an isomorphism of dynamical systems, whence
a semigroup isomorphism. Finally as Γ is dense in both enveloping semigroups, it
follows that this isomorphism is onto. 
As we have seen, when (X,Γ) is a metrizable tame system the enveloping semigroup
E(X,Γ) is a separable Fre´chet space. Therefore each element p ∈ E is a limit of a
sequence of elements of Γ, p = limn→∞ γn. It follows that the subset C(p) of continuity
points of each p ∈ E is a dense Gδ subset of X. More generally, if Y ⊂ X is any
closed subset then the set CY (p) of continuity points of the map p ↾ Y : Y → X is a
dense Gδ subset of Y . For an idempotent v = v
2 ∈ E we write Cv for CvX(v).
4.2. Lemma. Let (X,Γ) be a metrizable tame dynamical system, E = E(X,Γ) its
enveloping semigroup.
1. For every p ∈ E the set C(p) ⊂ X is a dense Gδ subset of X.
2. For every idempotent v ∈ E, we have Cv ⊂ vX.
3. If v ∈ E is an idempotent such that vX = X then C(v) ⊂ vX.
4. When Γ is commutative (X,Γ) minimal we have C(v) ⊂ vX for every idempo-
tent v ∈ E.
Proof. 1. See the remark above.
2. Given x ∈ Cv choose a sequence xn ∈ vX with limn→∞ xn = x. We then have
vx = limn→∞ vxn = limn→∞ xn = x, hence Cv ⊂ vX.
3. For such v we have C(v) = Cv ⊂ vX by part 2.
4. When Γ is Abelian γp = pγ for every γ ∈ Γ and p ∈ E. In particular the subset
vX is Γ invariant hence dense in X. 
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4.3. Proposition. Let (X,Γ) be a metric tame dynamical system. Then p∗µ = µ for
every p ∈ E(X,Γ) and every Γ invariant measure µ ∈ M(X).
Proof. Let p = limn→∞ γn, then for every f ∈ C(X) and x ∈ X we have limn→∞ f ◦
γn(x) = f(px), hence by Lebesgue dominated convergence theorem∫
f(x) dµ(x) = lim
n→∞
∫
f(γnx) dµ(x)
=
∫
f(px) dµ(x)
=
∫
f(x) dp∗µ(x).

4.4. Proposition. Let Γ be an Abelian group. Then any metric tame minimal system
(X,Γ) is point distal.
Proof. We will prove that the condition in Theorem 1.5 holds; i.e. that every S-set
in X ×X is minimal. So let W ⊂ X ×X be an S-set. Let v = v2 be some minimal
idempotent in E(X,Γ). By Theorem 4.2.3 the set C(v) of continuity points of the
map v : X → X is a dense Gδ subset of X and moreover C(v) ⊂ vX, so that vX is
residual in X. Since by assumption the projection maps πi :W → X are semiopen, it
follows that the sets π−1i (vX) are residual inW . SinceWtr, the set of transitive points
inW , is a dense Gδ subset ofW we conclude that the set (π
−1
1 (vX)∩π
−1
2 (vX))∩Wtr =
(vX × vX) ∩Wtr is residual in W and in particular it is nonempty. Now if (x, x
′)
is any point in this intersection then v(x, x′) = (vx, vx′) = (x, x′) and (x, x′) is a
minimal point. Therefore W = OΓ(x, x
′) is minimal. 
5. Minimal tame systems are almost automorphic and uniquely
ergodic
5.1. Theorem. Let Γ be an Abelian group and (X,Γ) a metric tame minimal system.
Then:
1. The system (X,Γ) is almost automorphic. Thus there exist:
(a) A compact topological group Y with Haar measure η, and a group homo-
morphism κ : Γ→ Y with dense image.
(b) A homomorphism π : (X,Γ)→ (Y,Γ), where the Γ action on Y is via κ.
(c) The sets X0 = {x ∈ X : π
−1(π(x)) = {x}} and Y0 = π(X0) are dense Gδ
subsets of X and Y respectively.
2. The system (X,Γ) is uniquely ergodic with unique invariant measure µ such that
π∗(µ) = η, and π : (X,µ,Γ)→ (Y, η,Γ)is a measure theoretical isomorphism of
the corresponding measure preserving systems.
Proof. 1. By Proposition 4.4 the system (X,Γ) is point distal. By the general theory
of minimal point distal systems, if (X,Γ) is nontrivial, it admits a unique, nontrivial,
maximal equicontinuous factor π : (X,Γ) → (Y,Γ). The system (Y,Γ) is thus of the
form stated in the theorem. If Y is a finite group it follows from structure theory
that X = Y . Thus, we now assume that Y is infinite.
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Let
X
pi

X∗ = X ∨ Y ∗
θ∗
oo
pi∗

Y Y ∗
θ
oo
be the associated O shadow diagram. Then (X∗,Γ) is also a minimal point distal
system and (Y,Γ) is its maximal equicontinuous factor. Again by the theory of point
distal systems the extension π∗ is RIC. Now, either π∗ is an isomorphism — in which
case X = X∗ = Y ∗ and X is an almost 1-1 extension of Y , hence almost automorphic
— or there exists a maximal intermediate isometric extension
X∗
φ
→ Xˆ
pˆi
→ Y ∗
θ
→ Y,
with πˆ : Xˆ → Y ∗ a nontrivial isometric extension. Thus we now assume that πˆ is
a nontrivial isometric extension. As was shown in Proposition 3.3 (see also [11]) πˆ
has a RIM and we let y∗ 7→ λy∗ be the corresponding section. Associated with this
section we also have the affine injection Λ : M(Y ∗)→ M(Xˆ) defined by
Λ(ν) =
∫
Y ∗
λy∗ dν(y
∗),
and we set Mm(Xˆ) := {Λ(ν) : ν ∈ M(Y
∗)}.
Being isometric, πˆ is also open and thus Proposition 3.3 applies (with Xˆ and πˆ in
the roles of X and π respectively). We conclude that the set Rˆ of measures in M(Xˆ)
whose orbit closure meets Mm(Xˆ) = Λ(M(Y
∗)) is a dense Gδ subset of M(Xˆ).
2. We now have the following diagram
X
pi

X∗
θ∗
oo
pi∗

φ
  A
AA
AA
AA
A
Xˆ
pˆi
~~}}
}}
}}
}}
Y Y ∗
θ
oo
and we set
Mm(X
∗) := φ−1(Mm(Xˆ)) and
Mm(X) := θ
∗(Mm(X
∗)) = θ∗(φ−1(Mm(Xˆ))).
Let
R∗ := φ−1(Rˆ) = {ξ ∈ M(Xˆ) : the orbit closure of ξ meets Mm(Xˆ)}
and
(5.1) R′ := θ∗(R∗) ⊂ R = {ξ ∈ M(X) : the orbit closure of ξ meets Mm(X)}.
By Lemma 2.4 the map φ : X∗ → Xˆ is semiopen and, as Rˆ is a dense subset of
M(Xˆ), Theorem 2.3 implies that R∗ is a dense subset of M(X∗). Therefore R′ is a
dense subset of M(X). From the definition of R (5.1) it is easy to deduce that it is
a Gδ set and because it contains R
′, it is in fact a dense Gδ subset M(X).
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3. Recall that the system (X,Γ) is tame and, by Theorem 4.1 so is (M(X),Γ).
Moreover we have E(X,Γ) = E(M(X),Γ). In particular u ∈ E(M(X),Γ), as a
Baire class 1 function, has a dense Gδ set of continuity points, CM(X)(u) ⊂ M(X).
Therefore S := CM(X)(u) ∩ R is a dense Gδ subset of M(X).
Since uX is a dense subset of X it follows that the collection of finite convex
combinations of point masses picked from uX forms a dense subset of M(X). This
implies that uM(X) is dense in M(X) and by Lemma 4.2.3 we have CM(X)(u) ⊂
uM(X). Thus also S ⊂ uM(X). Now if ν ∈ S then uν = ν and, u being a minimal
idempotent, the closure of the Γ orbit of ν in M(X) is a minimal set, whence this
entire orbit closure is contained in Mm(X). In particular ν ∈ Mm(X) and we conclude
that
S = CM(X)(u) ∩ R ⊂ Mm(X).
Therefore S is dense in Mm(X) and in turn, this implies the equality:
(5.2) Mm(X) = M(X).
4. Given a point x ∈ X, the corresponding point mass δx ∈ M(X) must have, by
(5.2), a preimage in Mm(X
∗), say θ∗(ξ) = δx with ξ ∈ Mm(X
∗). In particular, for
x with θ∗−1(x) = {x∗} a singleton, we must have ξ = δx∗ ∈ Mm(X
∗) and therefore
φ∗(δx∗) = δxˆ ∈ Mm(Xˆ) with xˆ = φ(x
∗). By the definition of Mm(Xˆ) there exists a
measure ρ ∈ M(Y ∗) with
δxˆ = Λ(ρ) =
∫
Y ∗
λy∗ dρ(y
∗).
This clearly implies that the measures ρ is a point mass, say ρ = δy∗ and that the
measure λy∗ — which is the Haar measure on the homogeneous space which forms
the fiber πˆ−1(y∗) ⊂ Xˆ — is also a degenerate point mass. That is, the isometric
extension πˆ is in fact an isomorphism. Now the collapse of πˆ, implies the collapse
of the entire AI tower, so that in fact Y ∗ = X∗ = X, and we have shown that X is
indeed an almost 1-1 extension of Y .
5. Suppose that µ1 and µ2 are two invariant probability measures on X. Then,
(X,Γ) being tame, by Proposition 4.3, u∗µi = µi and we conclude that µi(uX) = 1,
for i = 1, 2. Since π is a proximal extension, for every y ∈ Y = uY the fiber π−1(y)
intersects uX at exactly one point: π−1(y)∩uX = {x}. Now by disintegrating each µi
over η, inside the set uX, we conclude that µ1 = µ2. This proves the unique ergodicity
of (X,Γ) . It is also clear from the proof that the map π : (X,µ,Γ)→ (Y, η,Γ), where
µ is the unique invariant measure on X, is an isomorphism of measure preserving
systems. 
5.2. Remark. The set X0 = {x ∈ X : π
−1(π(x)) = {x}} is a dense Gδ and Γ-
invariant subset of X and thus has µ measure either zero or one. In [18, Section
11] Kerr and Li construct a minimal Toeplitz system which is tame and not null.
Since in this construction the growth of the sequence {n1 < n2 < · · · } is arbitrary it
follows that the resulting Toeplitz system can be made not regular in the sense that
the densities of the periodic parts converge to d < 1. For such nonregular systems
µ(X0) = 0. This shows that the unique invariant measure of a minimal tame system
need not be supported by the set X0 where π is 1-1.
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