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This paper proposes and analyses an hybrid of Owen￿ s (1988, 1990, 1991) Empirical Likelihood
(EL) and bootstrap, EL-bootstrap, as an alternative to the General Method of Moments (GMM)
within dynamic panel data models. We concentrate on the ￿nite-sample size properties of their
overidenti￿cation tests. Our results show that EL-bootstrap may be a good alternative to GMM
estimation within this setting. The practical usefulness of our ￿ndings is illustrated via application
on an AR(1) univariate panel data model with individual e⁄ects using the cash-￿ ow series of 174
￿rms in the United States.
1 Introduction
Dynamic adjustment processes are usually part of economic relationships. In models which involve
time series, it is standard to account for the adjustment by including either lagged values of the
current regressors, the regressand or both. However, the "adequate" characterization of some economic
adjustment processes may come at a cost, since the inclusion of lagged dependent variables can induce
inference problems. These problems are aggravated in dynamic panel data models. For example, it is
fairly well known that Ordinary Least Squares (OLS) estimates for the parameters within autoregressive
panel data models with individual e⁄ects are not consistent. We can use linear instrumental variables
models such as the General Method of Moments (GMM) to obtain asymptotically e¢ cient estimators
in dynamic panel data settings. First-di⁄erenced GMM estimators for the AR(1) panel data model
were developed by Arellano and Bond (1991), Holtz-Eakin et al (1988) and Anderson and Hsiao (1981).
Under relatively weak assumptions about the heterogeneity and error term processes, they di⁄erentiate
the AR(1) speci￿cation and use all the orthogonality conditions that exist between lagged values of
￿This paper was part of my PhD dissertation in the University of York.
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1the endogenous variables and the disturbances, the so-called DIF conditions.1 This procedure leads
to optimal linear GMM estimators that are the most e¢ cient in the class of instrumental variables￿
estimators (Arellano and Bond, 1991). It has been extensively documented however that if the series are
highly autoregressive (the instruments are weak), then the GMM estimators based on DIF conditions
have large ￿nite-sample bias and poor precision (see the simulation studies in Alonso-Borrego and
Arellano, 1999; Blundell and Bond, 1998). One response to these limitations has been to consider
further moment restrictions. Ahn and Schmidt (1995) consider non-linear moment conditions implied
by the standard error components formulation. Blundell and Bond (1998) propose further restrictions
on the initial conditions process, the so-called LEV conditions2, that if satis￿ed and combined with
DIF conditions lead to better ￿nite-sample properties (than those of the DIF GMM estimator) in
terms of bias and root mean squared error (see the Monte Carlo evidence of Blundell, Bond and
Windmeijer, 2000). Using asymptotic expansions techniques, Bun and Kiviet (2006) give new analytical
insights into the bias of GMM estimators for panel data models with both lagged dependent variables
and additionally strongly or weakly exogenous explanatory variables in the presence of unobserved
individual e⁄ects and white noise disturbances. They ￿nd that GMM estimators are biased to order
O(N￿1) assuming a ￿xed number of time periods3 (T). Part of the literature on dynamic panel data
models has focused on tests that are robust to the weak instruments problem rather than examining
point estimation issues. The ￿nite-sample bias approximation results of Hayakawa (2005) explain
the poor performance of Wald tests based on GMM when data are persistent (also see Bond and
Windmeijer, 2005). Baryshnikova (2007) assesses the ￿nite-sample performance of Kleibergen-type
tests (Kleibergen, 2002; 2004; 2005a; 2005b) and its Generalized Empirical counterparts (developed
by Gruggenberger, 2002; Caner, 2005; and based on the General Empirical Likelihood framework
developed by Qin and Lawless,1994; Hansen, Heaton and Yaron, 1996; Kitamura and Stutzer, 1997)
within an AR(1) dynamic panel with random e⁄ects framework.
1We will de￿ne DIF moment conditions in Section 3.
2We will de￿ne LEV moment conditions in Section 4. The system formed by both DIF and LEV conditions is known
as SYS moment conditions.
3Least Squares and General Least Squares are biased to order O(T￿1) irrespective of the value of N.
2In this paper we propose an hybrid of Owen￿ s (1988, 1990, 1991) Empirical Likelihood (EL) and
bootstrap as an alternative to the GMM approach in dynamic panel data models and investigate
whether the limitations encountered within GMM estimation are extended to EL4. We concentrate on
Arellano and Bond￿ s (1991) work and focus on dynamic models with lagged dependent variables as
explanatory variables. More speci￿cally, in this paper we focus on autoregressive panel data models
with individual e⁄ects. We mainly compare the ￿nite-sample size properties5 of their overidentifying
restrictions tests6. This test is very relevant in applied work as it is common practice to use a model
speci￿cation test to assess if the initial model is valid.
The ￿nite-sample behaviour of the Sargan test in an AR(1) dynamic panel data setting has been the
subject of prior study (see among others Bowsher 2000, 2000a; Dahlberg, Johansson and Tovmo, 2002;
Brown and Newey, 2001; Bond and Windmeijer, 2005). Bowsher (2000a) examines tilting parameter
alternatives to the Sargan statistic.7 His ￿ndings show that tilting parameter tests of overidentifying
restrictions have worse ￿nite-sample properties than the Sargan test in the context of the AR(1) dy-
namic panel data model. Although both tests are sensitive to the number of T ￿the time periods￿
becoming large, tilting parameter tests can be very oversized in panels where the Sargan test is well
behaved. Dahlberg, Johansson and Tovmo (2002) study the power properties of the Sargan test in the
presence of measurement errors in dynamic panels. The general conclusion from their Monte Carlo
simulations is that in the case of measurement errors in either the dependent or any of the independent
variables, the Sargent test will not reject a misspeci￿ed model. Brown and Newey (2001) examine
an hybrid of GMM and bootstrap, i.e. GMM-bootstrap. GMM-bootstrap resamples from the EL
distribution, that incorporates the moment restrictions, rather than the empirical distribution. The
GMM-bootstrap provides and estimator of t-ratios and overidenti￿cation statistics that is asymptoti-
4It is common practice trying to improve on the ￿nite-sample properties of tests using bootstrap methods, even under
weak instruments. Brown and Newey (2001) combine GMM-EL and boostrap. More recently, Moerira, Porter and
Suarez (2004) ￿nd an improvement in the ￿nite-sample properties of tests using bootstrap techniques.
5We de￿ne size (level) as estimates of Type I error probabilities. We will refer to Monte Carlo sizes and rejection
frequencies, interchangeably.
6We will refer to overidentifying restrictions tests, moment restrictions tests, overidenti￿cation tests and J-tests
interchangeably. The test based on the GMM is also known as the Sargan test.
7Tilting parameter tests were introduced by Imbens et al (1998).
3cally e¢ cient. From their simulated data they do not ￿nd a signi￿cant improvement in accuracy for the
Sargan test when using critical values based on resampling from the EL distribution as an alternative to
asymptotic critical values, although the improvement is substantial for the coverage probability of the
con￿dence interval. Through simulation evidence, Bond and Windmeijer (2005) study the ￿nite-sample
properties of tests of overidentifying restrictions (among others) for an AR(1) model with individual
e⁄ects and a design with predetermined regressors. Of the three criterion tests that they considered (a
version based on the exponential tilting criterion, one based on the continuously updated GMM and
one based on two-step GMM) , the two-step GMM criterion was found to be the most robust.
We de￿ne EL-bootstrap analogously to Brown and Newey￿ s (2001) GMM-bootstrap technique. For
both methods we use non-uniform weights to resample. These weights, obtained using the EL distri-
bution, incorporate the information given by the moment equations. The main di⁄erence with Brown
and Newey￿ s GMM-bootstrap procedure is that for EL-bootstrap we estimate the coe¢ cients through
standard EL, rather than GMM. We are not aware of any other study which has assesses the size
properties of the EL-bootstrap overidenti￿cation test within dynamic panel data models. Hence, we
concentrate on analyzing in depth this statistic and compare it to the conventional two-step GMM
overidenti￿cation test. Given the already de￿ned limitations of GMM estimators (large sample biases
if series are highly autoregressive and worse size properties of its Sargan test as T increases) it is
worthwhile to look for estimation alternatives to GMM8.
Our empirical analysis illustrates the applicability of our main results. Our setting is relevant in Fi-
nance, where forecasting regressions may involve an important degree of persistence in many predictor
variables (e.g. like dividend yield in the typical stock regressions). Although traditionally forecasting
regressions have been evaluated in time-series frameworks, given the increased availability of data, the
extension to a panel data context is a central issue in ongoing research (in a time series context see
Campbell and Yogo, 2005; Lewellen, 2004) and for a panel series setting refer to Hjalmarsson 2004;
8More recently, Bond and Windmeijer (2005) revisit the reweighting method in Brown and Newey (2001) and present
simulation results for a GMM-Wald test using a ￿rst-autoregressive panel data model with individual e⁄ects. However,
they do not study the size properties of its overidenti￿cation test.
4Phillips and Han, 2007).
Our main results are as follows. First, we analysed the e⁄ect of increasing the sample size within
the ￿nite-sample size properties of the EL-bootstrap and GMM overidenti￿cation tests. We found no
indication of better size properties for either test based on DIF and SYS conditions as n increased.
Second, we analysed the extent to which the dimensionality e⁄ect was a problem for the EL-bootstrap
statistic. For the three periods that we analysed and for the speci￿cations of our experiments, there was
no evidence of a size distortion e⁄ect in the size properties of this statistic. Third, several simulation
studies have found that for high values of the autoregressive coe¢ cient, GMM estimators based on
DIF conditions have large ￿nite-sample bias and poor precision. It turned out that this might also
be true for its Sargan test. Our ￿ndings suggest that the ￿nite-sample size properties of the EL-
bootstrap statistic based on DIF conditions are not very sensitive to weak instruments (except for
T=4 and ￿ = :9): Fourth, it has been widely documented that incorporating information relating to
initial conditions is an e⁄ective way of reducing the sample bias and imprecision of GMM estimators
in the weak instruments case. However, our experiments showed that the size-properties of the Sargan
statistic can be worse for estimations based on SYS conditions than for those based on DIF conditions.
We examined the extent to which this behaviour was also applicable to the EL-bootstrap statistic. We
found some evidence of better size properties derived from exploiting additional moment conditions.
The plan for the rest of the paper is as follows. Section 2 reviews autoregressive models with individual
e⁄ects and lays out the underlying assumptions. We concentrate on an AR(1) process since the
main insights generalize in a straightforward way to higher order multivariate cases. Section 3 and
Section 4 present the moment equations, the so-called DIF and LEV conditions, implied by the model￿ s
assumptions: Section 5 details the GMM overidenti￿cation test and that based on EL-bootstrap within
the context of panel data models and analyses their ￿nite-sample size properties through Monte Carlo
experiments. An empirical application on an AR(1) univariate panel data model with individual e⁄ects
using the cash-￿ ow series of 174 ￿rms in the United States from 1981 to 1985 is carried out in Section
56: Section 7 concludes. The appendix contains the complete set of results derived from our simulations.
2 The Model
We consider a ￿rst-order univariate autoregressive panel data model of the form
yit = ￿yi;t￿1 + uit; (1)
uit = ￿i + ￿it; (2)
for i = 1;2;:::;n and t = 2;;:::;T;
where yit is an observation on some series for individual i in period t; ￿i is an unobserved individual-
speci￿c time-invariant e⁄ect which allows for heterogeneity and ￿it is a disturbance term.
We assume that n is large, T is ￿xed, j￿j < 1; and ￿i and ￿it are independently distributed across i.
We make the following standard assumptions (Ahn and Schmidt, 1995):
(A1) E (￿i) = 0; E (￿it) = 0; for t = 2;:::;T and 8 i:
(A2) E (￿it￿is) = 0; 8 t 6= s and 8 i:
(A3) E (￿it￿i) = 0; for t = 2;:::;T and 8 i:
(A4) E (yi1￿it) = 0; for t = 2;:::;T and 8 i:
(A2) implies that the ￿it ￿ s are not serially correlated and (A4) speci￿es that the initial conditions yi1
are predetermined. We will also assume (A5), which is discussed in Section 4.
Given these assumptions, the OLS estimator of ￿ in the level equation (1) is inconsistent because yi;t￿1
is positively correlated with the error term, uit; due to the presence of the individual e⁄ects. MatyÆs
and Sevestre (1996) show that this correlation does not disappear as the number of individuals in the
sample gets larger. Standard results for omitted variables biases indicate that the OLS levels estimator
is biased upwards.
6The so-called Within Groups estimator eliminates this source of inconsistency by transforming the
equation to eliminate ￿i: Speci￿cally, the original observations are expressed as deviations from the
mean values of yit; yi;t￿1; ￿i and ￿it across the T ￿ 1 observations for each individual i. OLS is then
used to estimate ￿ from




+ ￿it ￿ ￿i;
where yi; yi_1;￿i and ￿i are the mean values.
In panels where the number of time periods available is small, this transformation induces a correlation
between the transformed lagged dependent variable and the transformed error term. Nickell (1981)
shows that this correlation is negative. Standard results for omitted variables biases indicate that the
Within Groups estimator is biased downwards.9
There are two approaches discussed in literature in which one can proceed to tackle the inconsistency
of OLS and Within Groups estimators. The ￿rst uses a kind of Two-Stage Least Squares estimator
as proposed by Balestra and Nerlove (1966). The second uses instrumental variables as proposed by
Arellano and Bond (1991) and Anderson and Hsiao (1982, 1981). In what follows we focus on Arellano
and Bond￿ s (1991) work and on extensions provided by Blundell and Bond (1998).
3 DIF Moment Conditions
Assumptions (A1) ￿ (A4) imply moment conditions that are su¢ cient to identify and estimate ￿ for
T ￿ 3:
Applying ￿rst di⁄erences to (1) yields
￿yit = ￿￿yi;t￿1 + ￿vit; (3)
where ￿yit = yit ￿ yi;t￿1 and ￿vit = vit ￿ vi;t￿1;
for i = 1;:::;n and t = 3;:::;T:
9Note that the OLS and Within Groups estimators are biased in opposite directions.
7Equation (1) together with assumptions (A1) ￿ (A4) imply the following md = :5(T ￿ 1)(T ￿ 2) linear
moment restrictions
E (yi;t￿s￿vit) = 0 for t = 3;:::;T and s ￿ 2: (4)
These equations are known as DIF moment conditions because they involve the use of lagged levels of
yit as instruments for the ￿rst di⁄erenced equations. They can be expressed as
E (Z￿
di￿vi) = 0; (5)







yi1 0 0 ::: 0 ::: 0
0 yi1 yi2 ::: 0 ::: 0
. . .
. . .
. . . :::
. . . :::
. . .







and ￿vi is the (T ￿ 2) vector
￿vi = (￿vi3;￿vi4;:::;￿viT)
￿ : (7)
The subindex d emphasizes the fact that these are instruments for the di⁄erenced equations.
4 SYS Moment Conditions
By (A1) ￿ (A4) and
(A5) E (￿i￿yi2) = 0 8 i;
which is an additional assumption on initial conditions, lagged di⁄erences are valid instruments for
equations in levels (Blundell and Bond; 1998). Thus, the further ml = (T ￿ 2) moment conditions
E [uit￿yi;t￿1] = 0 for t = 3;:::;T and 8 i; (8)
are available. These can be expressed as
E (Z￿
li ui) = 0; (9)







￿yi2 0 ::: ::: 0
0 ￿yi3 ::: ::: 0
0 0 ::: :::
. . .
. . . ::: ::: 0







and ui is the (T ￿ 2) vector (ui3; ui4; ...,uit)
￿ :
We refer to (9) as the LEV moment conditions since they use lagged di⁄erences as instruments for
equations in levels. Note that the subindex l is used to emphasize the fact that these instruments are
valid for equations in levels.




initial deviations from the long run mean of the yit process are represented by "i1. Then
E ("i1￿i) = 0 (11)
are necessary and su¢ cient conditions for (A5) to hold: It must be the case that the initial deviation
from the long run mean is uncorrelated across individuals with the level of that long run mean. Two
cases in which (11) holds is (i) if an in￿nite past is assumed for the dynamic process in (1) or (ii) if
there is any initial deviation from
￿i
1 ￿ ￿
which is randomly distributed across individuals.
The system of moment equations formed by the DIF moment conditions, (5); and the LEV moment
conditions, (9); are the so-called SYS conditions. These are the :5(T + 1)(T ￿ 2) + (T ￿ 2) equations
E (Z￿￿
i ￿v￿
i ) = 0; (12)
where Z￿









Zdi 0 0 ::: 0
0 ￿yi2 0 ::: 0






















i ; ui3; ui4;:::uiT)
￿ : (14)
95 Finite-Sample Size Properties of Overidenti￿cation Tests
In what follows we employ Monte Carlo experiments to study the ￿nite-sample size properties of
two overidenti￿cation tests within a dynamic panel data framework. We analyse the EL-bootstrap
overidenti￿cation test, Wb
j ; and two-step GMM test, J2GMM; based on DIF and SYS moment condi-
tions. These tests are used to evaluate the null hypothesis that there is a value of ￿ consistent with
E (Z￿
di ￿vi) = 0 for DIF estimation and E (Z￿￿
i ￿v￿
i ) = 0 for SYS estimation. Under the null hypoth-
esis the two statistics are asymptotically distributed as ￿2
(m￿1). Where m = :5(T + 1)(T ￿ 2) for DIF
estimation and m = :5(T + 1)(T ￿ 2) + (T ￿ 2) for SYS estimation.
5.1 GMM




formed by vertically stacking ￿vi for i = 1;:::N (the dimension of ￿v is N (T ￿ 2) ￿ 1). Let ￿yi =
(￿yi3;:::;￿yiT)
￿, ￿y = (￿y￿
i ;:::;￿y￿
N)
￿ and de￿ne ￿yi;￿1 = (￿yi2;:::;￿yi;T￿1)
￿ ￿its stacked version
is ￿y￿1: The N (T ￿ 2)￿md matrix Zd = (Z￿
d1.....Z￿
dN)
￿ is formed by vertically stacking the instrument
matrices Zdi used for GMM-DIF estimation.

























i = ￿yi ￿ ￿ ￿yi;￿1:
The GMM overidentifying statistic based on the DIF moment conditions is denoted by







10where ￿b v = ￿y￿ b ￿2GMM￿y￿1:





To obtain the EL-bootstrap overidenti￿cation statistic we ￿rst introduce notation and some basic
concepts. The reader is referred to Owen (2001) and Qin and Lawless (1994) for a more detailed
discussion.
Assume that x1;x2::::;xn are i.i.d. random variables from an unknown distribution function F, that








where pi = dF (xi) = Pr(X = xi): We also assume that information about ￿ and F is available in the
form of r ￿ q functionally independent unbiased estimating functions. The functions are written as
gj (x;￿); j = 1;2;:::;r;
such that
EF fgj (x;￿)g = 0:
The notation EF is used to emphasize that expectations are being taken with respect to F. In vector
form we have
g (x;￿) = (g1 (x;￿);:::;gr (x;￿))
￿ ;
EF fg (x;￿)g = 0:
To apply EL to this framework we maximize the logarithm of (16) subject to: pi ￿ 0;
P
i
pi = 1 and
P
i














11where ￿ and t = (t1;t2;:::;tr)
￿ are Lagrange multipliers.
After some algebra, the empirical probabilities can be represented in terms of ￿ as
pi (￿;t(￿)) = n￿1 f1 + t(￿)
￿ g (xi;￿)g
￿1 : (17)









1 + t￿ (￿)g (xi;￿)
￿
: (18)




ln[1 + t￿ (￿)g (xi;￿)]: (19)
The form of e ￿EL; the MEL estimator for ￿; is the solution to the minimization of (19): Substituting
e ￿EL into (17) leads to

















These probabilities are used to resample in the bootstrap (non-uniform bootstrap), which we de￿ne
below.
5.2.1 Non-uniform Bootstrap
Non-uniform bootstrap can be described in some simple steps:
1. Draw n observations x1;:::;xn; each satisfying the moment condition
E [g (X;￿)] = 0.
2. Draw n i.i.d. observations xb
1;:::;xb
n with replacement from the distribution with Pr(x = xi) =
e piEL:
To compute the EL-bootstrap overidenti￿cation test the following steps are added to steps 1-2.
12EL-bootstrap





















4. Repeat steps 2-3 B times, where B is an integer, to obtain W1
j ;:::;WB
j :
5. Let the estimator of the distribution of Wj (x1;:::;xn) be the discrete distribution with
Pr
￿




6. Let b qB
￿ be the (1 ￿ ￿) quantile of the empirical distribution from step 5.
7. A test that rejects if Wj (x1;:::;xn) > b qB
￿ is an EL-bootstrap overidenti￿cation test10.
In our setting, the moment equations that are used as constraints on the non-parametric likelihood
problem are
g (yi;￿) = Z￿
di￿vi;
for DIF estimation and
g (yi;￿) = Z￿￿
i ￿v￿
i
for SYS estimation, where yi = (yi1;yi2;:::yiT)
￿.
To compute bootstrap critical values for the overidenti￿cation statistic we calculate 1000 statistics
from the simulated data, where each sample consists of 100 observations.
5.3 The Data Generating Process
We generate yit as





where 0 ￿ ￿ < 1; t = 1;2;:::;T and i = 1;:::n:
10Under the assumptions given in Theorem 1 of Qin and Lawless (1994), Wj is distributed asymptotically as ￿2
(r￿q):






is and ei are mutually
independent. Note that yit is stationary over time because of the speci￿cation of the equation describing
yi0:
For this DGP, Equations (A1) ￿ (A5) are satis￿ed. Thus, the DIF moment conditions, (5); and the
SYS moment conditions, (12); are both valid. In other words, the null hypothesis that the true DGP
is nested in the model given in equation (1) and assumptions (A1) ￿ (A5) is true.
Our aim is to examine the e⁄ects of varying the sample size and the dimensions of the panels within our
estimations. We are also interested in assessing the implications of using weak and strong instruments11
and the bene￿ts, if any, of exploiting additional moment conditions in our calculations. The importance
of each one is discussed below.
(i) Sample Size
Within dynamic panel data models, asymptotic theory is based on n ! 1 (rather than on
T): Given this, it is interesting to assess if the asymptotic approximation of the overidentifying
restrictions tests improves as n increases.
(ii) Dimensionality
The number of available moment conditions increases rapidly as T increases (keeping n ￿xed)
due to the dependence on T2 (see Table 1). Bowsher (2000a) examines the implications of dimen-
sionality on the performance of Sargan tests and a tilting parameter overidenti￿cation statistic.
His ￿ndings show that when the number of moment conditions increases, the size properties of
both tests deteriorate and that the tilting parameter test of overidentifying restrictions has worse
size properties than the Sargan test in the context of the AR(1) dynamic panel data model. We
analyse whether this dimensionality problem is also found for the EL-bootstrap overidentifying
statistic.
11When the lagged levels of the series are only weakly correlated with subsequent ￿rst di⁄erences, then the instruments
available for the di⁄erenced equations are weak. This may arise when marginal processes for yit are highly persisent or
close to random walk processes.
14(iii) Strong and weak instruments
As we have previously discussed; Blundell and Bond (1998) illustrate that GMM-DIF estimators
have pronounced bias in the presence of weak instruments. We are interested in examining if the
GMM overidentifying statistic is also sensitive to high values of the autoregressive coe¢ cient.
In addition, we want to see if the size properties of the EL-bootstrap overidenti￿cation test are
worse for weak instruments than for strong instruments.
(iv) SYS versus DIF conditions
Blundell and Bond (1998) ￿nd evidence of large bene￿ts from introducing additional restrictions
on the initial conditions of the AR(1) process (in terms of bias and/or precision) in GMM
estimators, in the presence of highly persistent series. In light of these results we examine
whether these gains are extended to its overidenti￿cation test. In other words, we assess if
the ￿nite-sample size properties of overidenti￿cation tests based on SYS moment conditions are
better than those based on DIF equations. We distinguish two opposite e⁄ects: a positive e⁄ect
of incorporating correct moment equations into our calculations and a negative dimensionality
e⁄ect. Here, we are interested in the overall e⁄ect of exploiting extra moment equations Recently,
Bun and Windmeijer (2007) ￿nd that the GMM estimators based on SYS equations have a smaller
bias than its DIF counterparts when the series are persistent. The Wald test can be severely size
distorted for both DIF and SYS GMM persistent data and under some scenarios the SYS Wald
test size properties can be worse.




2 (T ￿ 1)(T ￿ 2) 1






T is the time periods.
Table 1: Dynamic Panel Data - Number of Estimating Equations
All of our results are based on 5000 Monte Carlo replications with 1000 bootstrap trials in each
experiment. We consider two sample sizes: n = 100 and n = 175; 12 four di⁄erent values for the
autoregressive component: ￿ = f:2;:5;:7;:9g; and three time periods: T = f4;5;6g: By considering
these values of ￿ we intend to cover representative stationary cases. It would have been more illustrative
to have considered longer time periods to study the dimensionality e⁄ect. However, computational
restrictions played a decisive part in this respect.
First, we investigate the implications of varying the sample size within our estimations using both DIF
and SYS moment conditions. We concentrate on T=6.13
12n=175 was chosen to match the sample size of our empirical example, given in Section 6:
13Alternative time periods lead to similar conclusions to those corresponding to T=6. The results for the complete set
of time periods are provided in the Appendices of this Chapter.







Levels ￿ n = 100 n = 175 n = 100 n = 175
.10 .0772 .0948 .0984 .1098
.05 .2 .0394 .0482 .0448 .0528
.01 .0080 .0094 .0086 .0100
.10 .1160 .0948 .1066 .1126
.05 .5 .0524 .0474 .0472 .0552
.01 .0062 .0074 .0076 .0088
.10 .1158 .0972 .1186 .1166
.05 .7 .0532 .0398 .0594 .0610
.01 .0050 .0226 .0084 .0136
.10 .1282 .1162 .1092 .1188
.05 .9 .0598 .0668 .0512 .0604
.01 .0108 .0134 .0070 .0128
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step GMM;
respectively. T is the time periods, ￿ the autoregressive coe¢ cient and n is the sample size.
Table 2: Finite-Sample Size Properties - Dynamic Panel Data (Sample Size E⁄ects: DIF)
Table 2 summarizes the rejection frequencies14 of Wb
j and J2GMM based on DIF moment conditions.
Those corresponding to SYS estimation are reported in Table 3. Note that there is a single parameter
to be estimated, ￿: The reference distributions for this speci￿cation are ￿2
(9) and ￿2
(13) for the DIF and
SYS context; respectively (refer to Table 1).
14Note that for Wb
j the rejection frequencies are the proportion of the simulated data test statistics that exceeds the
bootstrap critical values.







Levels ￿ n = 100 n = 175 n = 100 n = 175
.10 .1047 .1235 .1028 .1058
.05 .2 .0541 .0704 .0490 .0564
.01 .0095 .0190 .0090 .0112
.10 .1148 .1159 .1144 .1118
.05 .5 .0534 .0569 .0522 .0552
.01 .0104 .0100 .0086 .0120
.10 .0926 .0728 .1218 .1312
.05 .7 .0362 .0334 .0612 .0694
.01 .0062 .0034 .0134 .0166
.10 .1042 .1002 .1256 .1434
.05 .9 .0452 .0478 .0684 .0746
.01 .0062 .0078 .0100 .0176
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step GMM;
respectively. T is the time periods, ￿ the autoregressive coe¢ cient and n is the sample size.
Table 3: Finite-Sample Size Properties - Dynamic Panel Data (Sample Size E⁄ects: SYS)
The Tables show that increasing n does not necessarily lead to better size properties of both tests.
Moreover, there are several cases in which the size distortions of both statistics increase as n increases.
Now, we examine the e⁄ect of increasing the number of time periods, the so-called dimensionality
e⁄ect, on the ￿nite-sample size properties of both overidentifying statistics. We consider the weak
instrument case, ￿ = f:7;:9g.15 Results based on DIF moment conditions are summarized in Table
4. The reference distributions for these tests are respectively ￿2
(2), ￿2
(5), ￿2
(9) for T=f4;5;6g. Results





15There is no evidence of a dimensionality e⁄ect for ￿ = f:2;:5g. Refer to the Appendices of this Chapter.
16To calculate the degrees of freedom refer to Table 1.










.10 .1006 .1270 .0884 .1292 .1158 .1186
.05 :7 .0492 .0710 .0392 .0656 .0532 .0594
.01 .0110 .0204 .0048 .0136 .0050 .0084
.10 .1282 .1018 .1142 .1056 .1282 .1092
.05 :9 .0682 .0492 .0615 .0464 .0598 .0512
.01 .0154 .0068 .0071 .0072 .0108 .0070
n=175
.10 .0946 .1080 .1143 .1326 .0972 .1166
.05 .7 .0506 .0588 .0603 .0688 .0398 .0610
.01 .0084 .0152 .0126 .0128 .0226 .0136
.10 .1010 .0990 .1006 .1148 .1162 .1188
.05 .9 .0544 .0524 .0520 .0604 .0668 .0604
.01 .0118 .0096 .0110 .0114 .0134 .0128
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step
GMM. T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient.
Table 4: Finite-Sample Size Properties - Dynamic Panel Data (DIF: Dimensionality E⁄ect)
For the experiments based on DIF moment conditions there is no evidence of a worsening in the size
properties of both overidenti￿cation tests as T increases. However, when SYS conditions are used
(see Table 5) there are several cases in which the asymptotic ￿2 approximation of the ￿nite-sample
distribution deteriorates for J2GMM as T increases. These results are consistent with prior simulation
evidence (see Table 3.2 of Bowsher, 2000a). The results for Wb
j show that there are some speci￿cations
for which this test becomes undersized as T increases. We observe that Wb
j is not particularly sensitive
to variations in T.











.10 .0992 .1164 .1024 .1196 .0926 .1218
.05 .7 .0480 .0578 .0500 .0592 .0362 .0612
.01 .0074 .0102 .0094 .0106 .0062 .0134
.10 .0994 .1060 .0954 .1208 .1042 .1256
.05 .9 .0474 .0540 .0410 .0578 .0452 .0684
.01 .0086 .0096 .0036 .0100 .0062 .0100
n = 175
.10 .1106 .1094 .0910 .1072 .0728 .1312
.05 .7 .0608 .0614 .0396 .0556 .0334 .0694
.01 .0114 .0146 .0038 .0114 .0034 .0166
.10 .1050 .1220 .0924 .1198 .1002 .1434
.05 .9 .0636 .0636 .0420 .0638 .0478 .0746
.01 .0136 .0136 .0064 .0146 .0078 .0176
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step GMM;
respectively. T is the time periods, ￿ is the autoregressive coe¢ cient and n is the sample size.
Table 5: Finite-Sample Size Properties - Dynamic Panel Data (SYS: Dimensionality E⁄ect)
The e⁄ects of weak and strong instruments are analysed in Table 6. Consider the DIF moment




17Our main interest is to assess the e⁄ects of weak instruments using DIF moment conditions. Refer to the Appendices
of this Chapter for the results corresponding to SYS estimation.
18To calculate the degrees of freedom refer to Table 1.
20Empirical Levels of J-tests
Dynamic Panel Data







.10 .1006 .1084 .1044 .1042 .0772 .0984
.05 :2 .0526 .0532 .0576 .0526 .0394 .0448
.01 .0124 .0086 .0108 .0084 .0080 .0086
.10 .1196 .1074 .1040 .1114 .1160 .1066
.05 :5 .0604 .0564 .0530 .0564 .0524 .0472
.01 .0134 .0148 .0124 .0126 .0062 .0076
.10 .1006 .1270 .0884 .1292 .1158 .1186
.05 :7 .0492 .0710 .0392 .0656 .0532 .0594
.01 .0110 .0204 .0048 .0136 .0050 .0084
.10 .1282 .1018 .1142 .1056 .1282 .1092
.05 :9 .0682 .0492 .0615 .0464 .0598 .0512
.01 .0154 .0068 .0071 .0072 .0108 .0070
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step
GMM. T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient.
Table 6: Finite-Sample Size Properties - Dynamic Panel Data (Weak and Strong Instruments: DIF
n=100)
The main result is that for n = 100 and ￿ = :7 the asymptotic approximation for J2GMM is the worst:
In Monte Carlo results reported by Blundell and Bond (1998) GMM estimators are biased for highly
autoregressive series and these biases are dramatic for ￿ = :9: However, note that J2GMM has better
sizes for ￿ = :9 than for ￿ = :7: Moreover, the results for ￿ = :2 do not di⁄er to those corresponding
to ￿ = :9 in a large extent. We ￿nd that Wb
j is not very sensitive to the problem of weak instruments
(although we observe that Wb
j is more oversized for T=4 and ￿ = :9):
The objective of the next set of simulations is to test whether there is an improvement in accuracy for
the overidenti￿cation tests from using additional moment conditions. We are particularly interested
on assessing whether this is the case for a weak instruments speci￿cation: ￿ = :9. For DIF estimation
and T=f4;5;6g; the reference distributions are ￿2
(2), ￿2
(5), ￿2
(9). For the analysis based on SYS moment
21equations and T=f4;5;6g; these are ￿2
(4), ￿2
(8), ￿2
(13):19 Results for Wb
j are provided in Table 7 and
those for J2GMM are reported in Table 8.





Levels DIF SYS DIF SYS DIF SYS
n = 100 and ￿ = :9
.10 .1282 .0994 .1142 .0954 .1282 .1042
.05 .0582 .0474 .0615 .0410 .0598 .0452
.01 .0154 .0086 .0071 .0036 .0108 .0062
n = 175 and ￿ = :9
.10 .1010 .1050 .1006 .0924 .1162 .1002
.05 .0544 .0470 .0520 .0420 .0668 .0478
.01 .0118 .0108 .0110 .0064 .0134 .0078
Wb
j is an overidenti￿cation tests based on EL-bootstrap. T is the time periods,
n is the sample size and ￿ is the autoregressive coe¢ cient
Table 7: Finite-Sample Size Properties - EL-bootstrap: Dynamic Panel Data (DIF versus SYS)
Although the size properties of Wb
j at the .10 and .05 levels are better for SYS than for DIF moment
conditions for n=100, this is not the case for n=175.
Our results for J2GMM in Table 8 are unexpected. The ￿nite-sample size properties of the Sargan
tests based on SYS moment conditions are worse than those based on DIF conditions. These ￿ndings
have the implication that as we add moment conditions to reduce the sample bias of GMM estimators
due to weak instrumentation, as recommended by Blundell and Bond (1998), we could negatively be
a⁄ecting the ￿nite-size properties of its Sargan test.
19To calculate the degrees of freedom refer to Table 1.




Levels DIF SYS DIF SYS DIF SYS
n = 100 and ￿ = :9
.10 .1018 .1060 .1056 .1208 .1092 .1256
.05 .0492 .0540 .0464 .0578 .0512 .0684
.01 .0068 .0096 .0072 .0100 .0070 .0100
n = 175 and ￿ = :9
.10 .0990 .1220 .1148 .1198 .1188 .1434
.05 .0524 .0636 .0604 .0638 .0604 .0746
.01 .0096 .0136 .0114 .0146 .0128 .0176
J2GMM is an overidenti￿cation tests based on the two-step GMM estimator.
T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient
Table 8: Finite-Sample Size Properties - Two-step GMM: Dynamic Panel Data (DIF versus SYS)
6 Empirical Application
6.1 Data
The data set we use was kindly provided by Bronwyn Hall. It is a balanced panel of 174 ￿rms for the
United States for 1978-1989. Hall et al (1998) use this data set to test for causal relationship among
sales and cash-￿ ow, and research and development and investment. These 174 ￿rms belong to the
science-based industries and include Chemicals, Pharmaceuticals, Electrical Machinery, Computing
Equipment, Electronics, and Scienti￿c Instruments. The original data set consists of 863 ￿rms and the
variables analysed are sales, research and development, investment, cash-￿ ow and employment. Hall
et al (1998) apply the following ￿ cleaning￿rules:
(i) Only ￿rms with growth rates between -90% and 900% were considered.
(ii) In order to remove erroneous data values, ￿rms with at least one of the following characteristics
were eliminated:
- Sequential employment and/or sales growth rates that were large, e.g. below -50% or above
100%, and alternate in sign.
23- Sequential investment and/or cash-￿ ow growth rates that were large, e.g. below -80% or above
400%, and alternate in sign.
- Sequential research and development growth rates that were large, e.g. between -67% and
200%, and alternate in sign.
(iii) Firms with negative cash-￿ ows and with jumps in observations were removed from the data set.
We choose the years 1981-1985. This re￿ ects the desire to have a short panel, e.g. T = 5. This leaves us
with a total of 870 observations for each series. The series were de￿ ated as in Hall et al (1998). Among
the 5 di⁄erent variables we looked for those compatible with models where heterogeneity across ￿rms is
summarized by an individual e⁄ect. Another important feature that we explored was the stationarity
of the process and the order of the autoregressive component. We now present the analysis for the
series corresponding to cash-￿ ow.
6.2 Cash-￿ ow: Descriptive Statistics
Table 9 shows the means, standard deviations, and autocorrelations for the cash-￿ ow series. In general,
the means and standard deviations of cash-￿ ow do not change much over time. Note that the correlation
matrix illustrates the fact that cash-￿ ow is highly autocorrelated.
Empirical First and Second Moments
real log (cash-￿ ow)
Mean St Dev Correlation Matrix
Year 1981 1982 1983 1984 1985
1981 4.2033 1.9862 1 .9818 .9745 .9645 .9598
1982 4.1548 1.9806 .9818 1 .9835 .9754 .9671
1983 4.3062 1.9158 .9745 .9835 1 .9877 .9750
1984 4.4531 1.8744 .9645 .9754 .9877 1 .9829
1985 4.3888 1.8588 .9598 .9671 .9750 .9829 1
Table 9: Cash-￿ ow Descriptive Statistics





￿kcfit￿k + uit; (21)
uit = ￿i + ￿it for i = 1;:::174 and t = 1;:::5;
where cfit is the logarithm of real cash-￿ ow of the ith individual at time t.
Before analyzing the results it is important to review some key points.
1. First, identi￿cation requires to assess properties such as orders of integration and cointegration.
Where di⁄erencing transformations are employed to eliminate unobserved individual e⁄ects, iden-
ti￿cation requires the existence of instrumental variables. These instruments must be correlated
with ￿rst-di⁄erences of the data. Because in a pure random walk the lagged values of the series
are not correlated with ￿rst-di⁄erences, the ￿rst-di⁄erenced instrumental variables estimators are
uninformative on the parameter of interest. Thus, the presence of a unit root will invalidate the
commonly used GMM speci￿cation.20
It is therefore important to assess the time series properties of the series under consideration.
In this regard, our analysis is greatly in￿ uenced by the studies of Bond et al (2002) and Hall
and Mairesse (2002). They investigate the properties of several unit roots tests in short panel
data. Their ￿ndings illustrate that a test based on the model estimated under the null of a unit
root (that is, where the OLS can be used because there are no "individual e⁄ects") provides
a simple robust test with high power. We rely on this test, denoted by BNW, and allow for
heteroscedasticity by using a Seemingly Unrelated Regression (SUR) framework with each year
being an equation (as in Hall and Mairesse, 2002).
20In the presence of a unit root, the identi￿ability of GMM is preserved if this method is based on quadratic moments
(see Alvarez and Arellano (2004)).
252. Second, assumption (A2) states that there is no serial correlation in the ￿0
its: This assumption
allows the identi￿cation of ￿ in our model. If the assumption of no serial correlation is not
valid then the moment equations would not hold. Thus, it is important to report tests of serial
correlation in the ￿rst di⁄erenced residuals. If the errors in levels are serially independent, those
in ￿rst-di⁄erences will exhibit ￿rst-order ￿but not second-order￿ serial correlation. Moreover,
the ￿rst-order serial correlation coe¢ cient must be equal to -0.5. An informal diagnostic test is
provided by inspecting the autocorrelation matrix of the errors in ￿rst di⁄erences (see Chapter 6
of Arellano, 2003). Arellano and Bond (1991) propose formal tests of serial correlation: m2 and
m1: These statistics test respectively for lack of second-order serial correlation and ￿rst-order
serial correlation in the di⁄erenced residuals. There is no second-order correlation if the errors in
the model in levels are not serially correlated, but also if the errors in levels follow a random walk
process. To discriminate between the two situations we calculate an m1 statistic. (see Arellano
and Bond, 1991).
Summing up, if the disturbances ￿it are not serially correlated there should be evidence of
signi￿cant negative ￿rst order serial correlation in di⁄erenced residuals and no evidence of second
order serial correlation in the di⁄erenced residuals. The statistics m1 and m2 are based on
the standardized average residual autocovariance. These tests are asymptotically distributed as
N (0;1) under the null of no autocorrelation.
3. Finally, the fact that the OLS and Within Groups estimators are likely to be biased in oppo-
site directions is very useful (recall that OLS is biased upwards and Within Groups is biased
downwards). Thus if the cash-￿ ow series is well represented by an autoregressive model with in-
dividual e⁄ects, the GMM estimator will lie between the OLS and Within Groups estimator (or
at least not be signi￿cantly higher than the former or signi￿cantly lower than the latter (Bond,
2002)).
We now analyse in depth an AR(1) model.21 A constant term and time dummies are included. Our
21We ￿rst examined and AR(2) model (a higher order was not studied since we have a short series: T = 5, and three
26estimations are solely based on DIF conditions. Most of our calculations are performed using DPD98
for GAUSS and our own GAUSS programs.
For an AR(1) model the DIF moment equations are E (Z￿





cfi1 0 0 0 0 0 1 0 0
0 cfi1 cfi2 0 0 0 1 1 0
0 0 0 cfi1 cfi2 cfi3 1 0 1
3
5; (22)
and ￿vi is denoted by (￿vi3;￿vi4;￿vi5)
￿ ;
where
￿vi3 = cfi3 ￿ cfi2 ￿ ￿11 ￿ ￿1 (cfi2 ￿ cfi1);
￿vi4 = cfi4 ￿ cfi3 ￿ ￿11 ￿ ￿1 (cfi3 ￿ cfi2) ￿ ￿21;
￿vi5 = cfi5 ￿ cfi4 ￿ ￿11 ￿ ￿1 (cfi4 ￿ cfi3) ￿ ￿31:
(23)
￿1 is the constant term and ￿2 and ￿2 are the coe¢ cients of the time dummies for 1984 or T = 4 and
1985 or T = 5; respectively. Note that these coe¢ cients are multiplied by a (n ￿ 1) row vector of ones.
Therefore, we have 9 moment equations and 4 parameters: ￿1, ￿2; ￿3 and ￿1; to be estimated. Results
for the levels of the OLS, Within Groups and GMM estimators are reported in Table 10.
6.4 Cash-￿ ow: Results
Since the GMM estimate lies between the OLS estimate and the Within Groups estimate, we have
some evidence that the logarithm of cash-￿ ow is well represented by a dynamic AR(1) model with
individual e⁄ects. For example, the OLS is considerably higher than the Within Groups estimate and
the GMM lies between both.
cross sections are already lost in constructing lags and taking ￿rst di⁄erences for this speci￿cation). We discriminated
between an AR(1) model and an AR(2) model using conventional procedures. Main results for an AR(2) model are given




































p-values are reported inside parenthesis. df refers to the degrees of freedom.
m1 and m2 test for serial correlation. J2GMM is the Sargan test. BNW is
a unit root test suggested by Bond et al (2002).
Table 10: AR(1) Cash-￿ ow
To test for serial correlation we examine informal and formal tests. A serial matrix for cash-￿ ow based







which broadly conforms to the expected pattern.
Formal tests of serial correlation are provided by the m1 and m2 statistics in Table 10. m1 and m2 are
not reliable for the OLS and the Within Groups methods because the estimators of ￿ and hence the
estimates of the ￿rst-di⁄erenced residuals are likely to be biased. The serial correlation tests based on
GMM are consistent with our assumptions: m1 is negative and signi￿cant whilst m2 is insigni￿cant.
To test for unit roots, H0 : ￿ = 1; we follow Bond et al (2002). Our OLS test is based on the following
model








where ￿i = (￿i1;￿i2;:::￿i5):
Under the null BNW has an asymptotic standard normal distribution. The method of estimation is
SUR with a weighting matrix based on the ￿rst stage estimate of ￿: According to BNW; in Table 10,
there is no evidence of unit roots.
The Sargan statistic, J2GMM; is 10.01 with a p-value equal to .075. It would certainly be appealing
to have a stronger result (a higher p-value) to assess whether the AR(1) model is well speci￿ed for
cash-￿ ow. Because our simulations showed that the GMM statistic rejects too frequently for this
particular speci￿cation, e.g. n = 175 and ￿ = :7 (refer to Table 4), we now consider the EL-bootstrap
overidenti￿cation test. Although Wb
j is also oversized, this is to a lower extent. Hence, if the validity
of the moment equations is not rejected by Wb
j at any conventional signi￿cance level we would have
stronger evidence to support the hypothesis that the AR(1) model is well de￿ned for the cash-￿ ow
series.
We also note that it is likely that b ￿2GMM = :6729 is biased downwards (see the simulation evidence
given by Blundell and Bond, 1998). Blundell and Bond (1998) show that for persistent series GMM-
SYS estimators were better than those obtained through DIF conditions. Using GMM-SYS estimation
for our cash-￿ ow series yields a ￿ estimate close to .90. From Table 4 it is the case that although
J2GMM and Wb
j are both oversized for n = 175 and ￿ = :9, the latter statistic over-rejects to a lesser
extent. Hence, it is still worthwhile to report the EL-bootstrap overidenti￿cation statistic in this case.
To calculate the EL-bootstrap overidenti￿cation test we use the same set of estimating equations that
were used for the GMM estimations.
1000 bootstrap trials are considered and the coe¢ cients given in Table 10 are taken as the initial values
in our algorithms. From our experiments we obtain the following bootstrap critical values, obtained
29by resampling from the EL, for 10%, 5% and 1%: f11:12;12:23;16:59g. These values are larger than
the asymptotic ￿2
(5) values: f9:24;11:07;15:09g:
The EL-bootstrap overidenti￿cation test yields a statistic
Wb
j = 10:90;
which is smaller than the bootstrap critical values based on resampling from the EL. Therefore, the
validity of the moment equations is not rejected at any conventional signi￿cance level.
We can now can conclude that there is evidence that the logarithm of cash-￿ ow is well represented by
an AR(1) model with individual e⁄ects.
7 Conclusions
The objectives of this paper were twofold:
￿ To extend EL estimation to a widely used framework: dynamic panel data models.
￿ To examine EL as an alternative to GMM estimation in the context of autoregressive models
with individual e⁄ects.
We studied the ￿nite-sample size properties of the overidenti￿cation test based on EL and bootstrap,
which we referred to as EL-bootstrap, and compared them to those of the Sargan statistic.
Asymptotic theory, in the context that we examine, is based on the sample size rather than on the
number of time periods. We analysed the e⁄ect of increasing the sample size within the ￿nite-sample
size properties of both overidenti￿cation tests. We found no indication of better size properties for
both tests based on DIF and SYS conditions as n increases.
According to Bowsher (2000a), tilting parameter tests of overidentifying restrictions have worse size
properties than the conventional Sargan test in the context of the AR(1) dynamic panel data model.
The former tests appear to be more sensitive to the problem of T becoming large and can be very
oversized in panels where the Sargan test is well behaved. Therefore, we analysed the extent to which
30the dimensionality e⁄ect was also a problem for the EL-bootstrap statistic. For the three periods that
we analysed and for the speci￿cations of our experiments, there was no evidence of a size distortion
e⁄ect in the size properties of this statistic.
Several simulation studies have found that for high values of the autoregressive coe¢ cient, GMM
estimators based on DIF conditions have large ￿nite-sample bias and poor precision. It turned out
that this might also be true for its Sargan test, for ￿ = :7; as we found evidence of its ￿nite-sample size
properties being worse for this speci￿cation: However, the Sargan statistic has better sizes for ￿ = :9
than for ￿ = :7: Moreover, the results corresponding to ￿ = :2 do not di⁄er to those corresponding to
￿ = :9 in a large extent. Our ￿ndings suggest that the ￿nite-sample size properties of the EL-bootstrap
statistic based on DIF conditions are not sensitive to weak instruments (except for T=4 and ￿ = :9)
It has been widely documented that incorporating information relating to initial conditions is an
e⁄ective way of reducing the sample bias and imprecision of GMM estimators in the weak instruments
case. However, contrary to our initial expectations, our experiments show that the size-properties of
the Sargan statistic can be worse for estimations based on SYS conditions than for those based on
DIF conditions. This means that while trying to reduce some of the bias in GMM estimators ￿due
to the presence of persistent series￿ by incorporating additional conditions we could be negatively
a⁄ecting the size properties of its overidenti￿cation test (this conclusions holds for ￿ = :9). Thus, it
was interesting to examine the extent to which this behaviour was also applicable to the EL-bootstrap
statistic. We found some evidence of better size properties derived from exploiting additional moment
conditions for n=100 and ￿ = :9 (not for n=175).
Finally, we carried out an empirical application. We considered the cash-￿ ow series of 174 ￿rms from
the United States from 1981-1985. Except for the Sargan statistic, the di⁄erent tests that we studied
￿both formal and informal￿ provided strong evidence that pointed to cash-￿ ow being well-represented
as an AR(1) model with individual e⁄ects. The p-value of the Sargan statistic was only 7.5%. Our
31simulations showed that the Sargan test over-rejected the null hypothesis for the same sample size
and the same number of time periods for our empirical example. Whereas even if the EL-bootstrap
over-rejected for this speci￿cation, this was to a lesser extent. Hence, we calculated the EL-bootstrap
statistic for the cash-￿ ow series. The null hypothesis was not rejected at any conventional statistical
level. Given these results, we have stronger evidence that supports cash-￿ ow as being well represented
by an AR(1) panel data model with individual e⁄ects.
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.10 .1006 .1084 .1044 .1042 .0772 .0984
.05 :2 .0526 .0532 .0576 .0526 .0394 .0448
.01 .0124 .0086 .0108 .0084 .0080 .0086
.10 .1196 .1074 .1040 .1114 .1160 .1066
.05 :5 .0604 .0564 .0530 .0564 .0524 .0472
.01 .0134 .0148 .0124 .0126 .0062 .0076
.10 .1006 .1270 .0884 .1292 .1158 .1186
.05 :7 .0492 .0710 .0392 .0656 .0532 .0594
.01 .0110 .0204 .0048 .0136 .0050 .0084
.10 .1282 .1018 .1142 .1056 .1282 .1092
.05 :9 .0682 .0492 .0615 .0464 .0598 .0512
.01 .0154 .0068 .0071 .0072 .0108 .0070
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step
GMM. T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient.
Table 11: Finite-Sample Size Properties - Dynamic Panel Data (DIF conditions n=100)









.10 .1162 .0968 .1214 .0936 .0948 .1098
.05 :2 .0596 .0466 .0632 .0506 .0482 .0528
.01 .0148 .0078 .0118 .0094 .0094 .0100
.10 .0978 .1004 .1004 .1140 .0948 .1126
.05 :5 .0450 .0518 .0462 .0562 .0474 .0552
.01 .0068 .0166 .0100 .0130 .0074 .0088
.10 .0946 .1080 .1143 .1326 .0972 .1166
.05 :7 .0506 .0588 .0603 .0688 .0398 .061
.01 .0084 .0152 .0126 .0128 .0226 .0136
.10 .1010 .0990 .1006 .1148 .1162 .1188
.05 :9 .0544 .0524 .0520 .0604 .0668 .0604
.01 .0118 .0096 .0110 .0114 .0134 .0128
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step GMM
estimators. T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient
Table 12: Finite-Sample Size Properties - Dynamic Panel Data (DIF conditions n=175)









.10 .0894 .1094 .1035 .1118 .1047 .1028
.05 :2 .0552 .0538 .0544 .0590 .0541 .0490
.01 .0188 .0096 .0123 .0092 .0095 .0090
.10 .0994 .1036 .1164 .1148 .1148 .1144
.05 :5 .0450 .0496 .0558 .0572 .0534 .0522
.01 .0052 .0098 .0108 .0106 .0104 .0086
.10 .0992 .1164 .1024 .1196 .0926 .1218
.05 :7 .0480 .0578 .0500 .0592 .0362 .0612
.01 .0074 .0102 .0094 .0106 .0062 .0134
.10 .0994 .1060 .0954 .1208 .1042 .1256
.05 :9 .0474 .0540 .0410 .0578 .0452 .0684
.01 .0086 .0096 .0036 .0100 .0062 .0100
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step
GMM estimators. T is the time periods and ￿ is the autoregressive coe¢ cient.
Table 13: Finite-Sample Size Properties - Dynamic Panel Data (SYS conditions n=100)









.10 .1031 .0938 .1250 .1076 .1235 .1058
.05 :2 .0510 .0458 .0658 .0500 .0704 .0564
.01 .0119 .0100 .0138 .0088 .0190 .0112
.10 .1204 .1034 .0993 .1044 .1159 .1118
.05 :5 .0652 .0540 .0487 .0548 .0569 .0552
.01 .0124 .0092 .0096 .0120 .0100 .012
.10 .1106 .1094 .0910 .1072 .0728 .1312
.05 :7 .0608 .0614 .0396 .0556 .0334 .0694
.01 .0114 .0146 .0038 .0114 .0034 .0166
.10 .1050 .1220 .0924 .1198 .1002 .1434
.05 .9 .0470 .0636 .0420 .0638 .0478 .0746
.01 .0108 .0136 .0064 .0146 .0078 .0176
Wb
j and J2GMM are overidenti￿cation tests based on EL-bootstrap and two-step GMM
estimators. T is the time periods, n is the sample size and ￿ is the autoregressive coe¢ cient.
Table 14: Finite-Sample Size Properties - Dynamic Panel Data (SYS conditions n=175)
Dynamic Panel Data
AR(2) Cash-￿ ow
GMM estimation (DIF conditions)
Coe⁄. s.e. t-value p-value
cft￿1 .4892 .1798 2.72 .007
cft￿2 .0426 .0806 .529 .597
Constant .0749 .0306 2.44 .015
T1985 -.2176 .0454 -4.78 .000
Wald (joint) 7.910 .019
(2 df)
Wald (dummy) 23.18 .000
(2df)





p-values are reported inside parenthesis. df refers to the degrees of freedom. m1 is a
test for serial correlation. J2GMM is the Sargan test. Note: m2 could not be calculated
because there are not enough observations (for an AR(2) process we need T￿6).
Table 15: AR(2) Cash-￿ ow
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