Principal component analysis (PCA) is a classical method for dimensionality reduction based on extracting the dominant eigenvectors of the sample covariance matrix. However, PCA is well known to behave poorly in the "large p, small n" setting, in which the problem dimension p is comparable to or larger than the sample size n. This paper studies PCA in this high-dimensional regime, but under the additional assumption that the maximal eigenvector is sparse, say, with at most k nonzero components. We consider a spiked covariance model in which a base matrix is perturbed by adding a k-sparse maximal eigenvector, and we analyze two computationally tractable methods for recovering the support set of this maximal eigenvector, as follows: (a) a simple diagonal thresholding method, which transitions from success to failure as a function of the rescaled sample size θ dia (n, p, k) = n/[k 2 log(p − k)]; and (b) a more sophisticated semidefinite programming (SDP) relaxation, which succeeds once the rescaled sample size θ sdp (n, p, k) = n/[k log(p − k)] is larger than a critical threshold. In addition, we prove that no method, including the best method which has exponential-time complexity, can succeed in recovering the support if the order parameter θ sdp (n, p, k) is below a threshold. Our results thus highlight an interesting trade-off between computational and statistical efficiency in high-dimensional inference.
1. Introduction. Principal component analysis (PCA) is a classical method [1, 22] for reducing the dimension of data, say, from some high-dimensional subset of R p down to some subset of R d , with d ≪ p. Principal component analysis operates by projecting the data onto the d directions of maximal Σ = Σ + ∆, (1) where ∆ = ∆ n denotes a random noise matrix, typically arising from having only a finite number n of samples. A natural question in assessing the performance of PCA is under what conditions the sample eigenvectors (i.e., based on Σ) are consistent estimators of their population analogues. In the classical theory of PCA, the model dimension p is viewed as fixed, and asymptotic statements are established as the number of observations n tends to infinity. With this scaling, the influence of the noise matrix ∆ dies off, so that sample eigenvectors and eigenvalues are consistent estimators of their population analogues [1] . However, such "fixed p, large n" scaling may be inappropriate for many contemporary applications in science and engineering (e.g., financial time series, astronomical imaging, sensor networks), in which the model dimension p is comparable or even larger than the number of observations n. This type of high-dimensional scaling causes dramatic breakdowns in standard PCA and related eigenvector methods, as shown by classical and ongoing work in random matrix theory [13, 20, 21] .
Without further restrictions, there is little hope of performing high-dimensional inference with very limited data. However, many data sets exhibit additional structure, which can partially mitigate the curse of dimensionality. One natural structural assumption is that of sparsity, and various types of sparse models have been studied in past statistical work. There is a substantial and on-going line of work on subset selection and sparse regression models (e.g., [6, 11, 28, 35, 36] ), focusing in particular on the behavior of various ℓ 1 -based relaxation methods. Other work has tackled the problem of estimating sparse covariance matrices in the high-dimensional setting, using thresholding methods [3, 12] as well as ℓ 1 -regularization methods [8, 39] .
A related problem-and the primary focus of this paper-is recovering sparse eigenvectors from high-dimensional data. While related to sparse covariance estimation, the sparse eigenvector problem presents a different set of challenges; indeed, a covariance matrix may have a sparse eigenvector with neither it nor its inverse being a sparse matrix. Various researchers have proposed methods for extracting sparse eigenvectors, a problem often referred to as sparse principal component analysis (SPCA). Some of these methods are based on greedy or nonconvex optimization procedures (e.g., [23, 29, 40] ), whereas others are based on various types of ℓ 1 -regularization [9, 41] . Zou, Hastie and Tibshirani [41] develop a method based on transforming the PCA problem to a regression problem and then applying the Lasso (ℓ 1 -regularization). Johnstone and Lu [21] proposed a two-step method, using an initial pre-processing step to select relevant variables followed by ordinary PCA in the reduced space. Under a particular ℓ q -ball sparsity model, they proved ℓ 2 -consistency of their procedure as long as p/n converges to a constant. In recent work, d'Asprémont et al. [9] have formulated a direct semidefinite programming (SDP) relaxation of the sparse eigenvector problem, and developed fast algorithms for solving it, but have not provided high-dimensional consistency results. The elegant work of Paul and Johnstone [30, 32] , brought to our attention after initial submission, studies estimation of eigenvectors satisfying weak ℓ q -ball sparsity assumptions for q ∈ (0, 2). We discuss connections to this work at more length below.
In this paper, we study the model selection problem for sparse eigenvectors. More precisely, we consider a spiked covariance model [20] , in which the maximal eigenvector z * of the population covariance Σ p ∈ R p×p is k-sparse, meaning that it has nonzero entries on a subset S(z * ) with cardinality k, and our goal is to recover this support set exactly. In order to do so, we have access to a matrix Σ, representing a noisy version of the population covariance, as in (1) . Although our theory is somewhat more generally applicable, the most natural instantiation of Σ is as a sample covariance matrix based on n i.i.d. samples drawn from the population. We analyze this setup in the high-dimensional regime, in which all three parameters-the number of observations n, the ambient dimension p and the sparsity index k-are allowed to tend to infinity simultaneously. Our primary interest is in the following question: using a given inference procedure, under what conditions on the scaling of triplet (n, p, k) is it possible, or conversely impossible, to recover the support set of the maximal eigenvector z * with probability one?
We provide a detailed analysis of two procedures for recovering sparse eigenvectors, as follows: (a) a simple diagonal thresholding method, used as a pre-processing step by Johnstone and Lu [21] , and (b) a semidefinite programming (SDP) relaxation for sparse PCA, recently developed by d'Aspremont et al. [9] . Under the k-sparsity assumption on the maximal eigenvector, we prove that the success or failure probabilities of these two methods have qualitatively different scaling in terms of the triplet (n, p, k). For the diagonal thresholding method, we prove that its success or failure is governed by the rescaled sample size θ dia (n, p, k) := n k 2 log(p − k) , (2) meaning that it succeeds with probability one for scalings of the triplet (n, p, k) such that θ dia is above some critical value and, conversely, fails with probability one when this ratio falls below some critical value. We then establish performance guarantees for the SDP relaxation [9] . In particular, for the same class of models, we show that it always has a unique rankone solution that specifies the correct signed support once θ dia (n, p, k) is sufficiently large, moreover, that for sufficiently large values of the rescaled sample size
if there exists a rank-one solution, then it specifies the correct signed support. The proof of this result is based on random matrix theory, concentration of measure and Gaussian comparison inequalities. Our final contribution is to use information-theoretic arguments to show that no method can succeed in recovering the signed support for the spiked identity covariance model if the order parameter θ sdp (n, p, k) lies below some critical value. One consequence is that the given scaling (3) for the SDP relaxation is sharp, meaning the SDP relaxation also fails once θ sdp drops below a critical threshold. Moreover, it shows that under the rank-one condition, the SDP is in fact statistically optimal, that is, it requires only the necessary number of samples (up to a constant factor) to succeed.
The results reported here are complementary to those of Paul and Johnstone [30, 32] , who propose and analyze the augmented SPCA algorithm for estimating eigenvectors. In comparison to the models analyzed here, their analysis applies to spiked models using the identity base covariance, but it allows for m > 1 eigenvectors in the spiking. In addition, they consider the class of weak ℓ q -ball sparsity models, as opposed to the hard ℓ 0 -sparsity model considered here. Another difference is that their results provide guarantees in terms of the ℓ 2 -norm between the eigenvector and its estimate, whereas our results guarantee exact support recovery. We note that an estimate can be close in ℓ 2 -norm while having a very different support set. Consequently, the results given here, which provide conditions for exact support recovery, provide complementary insight.
Our results highlight some interesting trade-offs between computational and statistical costs in high-dimensional inference. On one hand, the statistical efficiency of SDP relaxation is substantially greater than the diagonal thresholding method, requiring O(1/k) fewer observations to succeed. However, the computational complexity of SDP is also larger by roughly a factor O(p 3 ). An implementation due to d'Asprémont et al. [9] has complexity O(np + p 4 log p) as opposed to the O(np + p log p) complexity of the diagonal thresholding method. Moreover, our information-theoretic analysis shows that the best possible method-namely, one based on an exhaustive search over all p k subsets, with exponential complexity-does not have substantially greater statistical efficiency than the SDP relaxation.
The remainder of this paper is organized as follows. In Section 2, we provide precise statements of our main results, discuss some of their implications and provide simulation results to illustrate the sharpness of their ANALYSIS OF SEMIDEFINITE RELAXATIONS 5 predictions. Sections 3, 4 and 5 are devoted to proofs of these results, with some of the more technical aspects deferred to appendices. We conclude in Section 6.
1.1. Notation. For the reader's convenience, we state here some notation used throughout the paper. For a vector x ∈ R n , we use
to denote its ℓ p -norm. For a matrix A ∈ R m×n , we use |||A||| p,q to denote the matrix operator norm induced by vector norms ℓ p and ℓ q ; more precisely, we have |||A||| p,q := max
A few cases of particular interest in this paper are (a) the spectral norm given by
where {σ i (A)} are the singular values of A, and the ℓ ∞ -operator norm, given by
Given two square matrices X, Y ∈ R n×n , we define the matrix inner product X, Y := tr(XY T ) = i,j X ij Y ij . Note that this inner product induces the Hilbert-Schmidt norm |||X||| HS = X, X . We use the following standard asymptotic notation: for functions f, g, the notation f (n) = O(g(n)) means that there exists a fixed constant 0 < C < +∞ such that f (n) ≤ Cg(n); the notation f (n) = Ω(g(n)) means that f (n) ≥ Cg(n), and f (n) = Θ(g(n)) means that f (n) = O(g(n)) and f (n) = Ω(g(n)). Note in particular that when used without a subscript "p," these symbols are to be interpreted in a deterministic sense, that is, the constants involved are assumed to be nonrandom.
We use λ(A) to denote a generic eigenvalue of a square matrix A, as well as λ min (·) and λ max (·) for the minimal and the maximal eigenvalues, respectively. Any member of the set of eigenvectors of A associated with an eigenvalue is denoted as v(A). Thus, v max (·), for example, represents the eigenvectors associated with the maximal eigenvalue (occasionally referred to as "maximal eigenvectors"). We always assume that eigenvectors are normalized to unit ℓ 2 -norm and have a nonnegative first component. The sign convention guarantees uniqueness of the eigenvector associated with an eigenvalue with geometric multiplicity one.
Finally, some probabilistic notation: we say a sequence of events {E j } j≥1 happens with asymptotic probability one (w.a.p. one) if lim j→+∞ P[E j ] = 1, whereas it holds asymptotically almost surely (a.a.s.) as j → +∞ if P(lim inf E j ) = 1.
2.
Main results and consequences. The primary focus of this paper is the spiked covariance model, in which some base covariance matrix is perturbed by the addition of a sparse eigenvector z * ∈ R p . In particular, we study sequences of covariance matrices of the form
where Γ p−k ∈ S p−k + is a symmetric PSD matrix with λ max (Γ p−k ) ≤ 1. Note that we have assumed (without loss of generality, by re-ordering the indices as necessary) that the nonzero entries of z * are indexed by {1, . . . , k}, so that (5) is the form of the covariance after any re-ordering. We also assume that the nonzero part of z * has entries z * i ∈ 1 √ k {−1, +1}, so that z * 2 = 1. The spiked covariance model (5) was first proposed by Johnstone [20] , who focused on the spiked identity covariance matrix [i.e., model (5) with Γ p−k = I p−k ]. Johnstone and Lu [21] established that the sample eigenvectors for the spiked identity model, based on a set of n i.i.d. samples with distribution N (0, Σ p ) from the spiked identity ensemble, are inconsistent as estimators of z * i whenever p/n → c > 0. These asymptotic results were refined by later work [2, 31] .
In this paper, we study a slightly more general family of spiked covariance models, in which the matrix Γ p−k is required to satisfy the following conditions:
Here Γ p−k denotes the symmetric square root. These conditions are trivially satisfied by the identity matrix I p−k , but also can hold for more general nondiagonal matrices. Thus, under the model (5), the population covariance matrix Σ itself need not be sparse, since (at least generically) it has k 2 +(p−k) 2 = Θ(p 2 ) nonzero entries. Assumption (A2) on the eigenspectrum of the matrix Γ p−k ensures that as long as β > 0, then the vector z * is the unique maximal eigenvector of Σ, with associated eigenvalue (1 + β). Since the remaining eigenvalues are bounded above by 1, the parameter β > 0 represents a signal-to-noise ratio, characterizing the separation between the maximal eigenvalue and the remainder of the eigenspectrum. Assumption (A1) is related to the fact that recovering the correct signed support means that the estimate z must satisfy z − z * ∞ ≤ 1/ √ k. As will be clarified by our analysis (see Section 4.4), controlling this ℓ ∞ -norm requires bounds on terms of the form Γ p−k u ∞ , which requires control of the ℓ ∞ -operator norm ||| Γ p−k ||| ∞,∞ . 7 In this paper, we study the model selection problem for eigenvectors: that is, we assume that the maximal eigenvector z * is k-sparse, meaning that it has exactly k nonzero entries, and our goal is to recover this support, along with the sign of z * on its support. We let S(z * ) = {i | z * i = 0} denote the support set of the maximal eigenvector; recall that S(z * ) = {1, . . . , k} by our assumed ordering of the indices. Moreover, we define the function
so that S ± (z * ) encodes the signed support of the maximal eigenvector.
Given some estimate S ± of the true signed support S ± (z * ), we assess it based on the 0-1 loss I[ S ± = S ± (z * )], so that the associated risk is simply the probability of incorrect decision P[ S ± = S ± (z * )]. Our goal is to specify conditions on the scaling of the triplet (n, p, k) such that this error probability vanishes, or conversely, fails to vanish asymptotically. We consider methods that operate based on a set of n samples x 1 , . . . , x n , drawn i.i.d. with distribution N (0, Σ p ). Under the spiked covariance model (5), each sample can be written as
where √ Γ is the symmetric matrix square root. Here v i ∼ N (0, 1) is standard Gaussian, and
defines the sample covariance matrix
which follows a p-variate Wishart distribution [1] . In this paper, we analyze the high-dimensional scaling of two methods for recovering the signed support of the maximal eigenvector. It will be assumed throughout that the size k of the support of z * is available to the methods a priori, that is, we do not make any attempt at estimating k.
Diagonal thresholding method.
Under the spiked covariance model (5) , note that the diagonal elements of the population covariance satisfy Σ ℓℓ = 1 + β/k for all ℓ ∈ S, and Σ ℓℓ ≤ 1 for all ℓ / ∈ S. (This latter bound follows since for all ℓ / ∈ S, we have Σ ℓℓ ≤ |||Γ p−k ||| 2,2 ≤ 1.) This observation motivates a natural approach to recovering information about the support set S, previously used as a pre-processing step by Johnstone and Lu [21] . Let D ℓ , ℓ = 1, . . . , p, be the diagonal elements of the sample covariance matrix-namely,
Form the associated order statistics
and output the random subset S(D) of cardinality k specified by the indices of the largest k elements
The chief appeal of this method is its low computational complexity. Apart from the order O(np) of computing the diagonal elements of Σ, it requires only performing a sorting operation, with complexity O(p log p).
Note that this method provides only an estimate of the support S(z * ), as opposed to the signed support S ± (z * ). One could imagine extending the method to extract sign information as well, but our main interest in studying this method is to provide a simple benchmark by which to calibrate our later results on the performance of the more complex SDP relaxation. In particular, the following result provides a precise characterization of the statistical behavior of the diagonal thresholding method.
Proposition 1 (Performance of diagonal thresholding). For k = O(p 1−δ ) for any δ ∈ (0, 1), the probability of successful recovery using diagonal thresholding undergoes a phase transition as a function of the rescaled sample size
More precisely, there exists a constant θ u such that if n > θ u k 2 log(p − k), then
so that the method succeeds w.a.p. one and a constant θ ℓ > 0 such that if (12) so that the method fails w.a.p. one.
Remarks. The proof of Proposition 1, provided in Section 3, is based on large deviations bounds on χ 2 -variates. The achievability assertion (11) uses known upper bounds on the tails of χ 2 -variates (e.g., [4, 21] ). The converse result (12) requires an exponentially tight lower bound on the tails of χ 2 -variates, which we derive in Appendix C.
To illustrate the prediction of Proposition 1, we provide some results on the diagonal thresholding method. For all experiments reported here, we generated n samples {x 1 , . . . , x n } in an i.i.d. manner from the spiked covariance ensemble (5), with Γ = I and β = 3. Figure 1 illustrates the behavior predicted by Proposition 1. Each panel plots the success probability the average of 100 independent trials. As predicted by Proposition 1, the curves all coincide, even though they correspond to very different regimes of (p, k).
2.2.
Semidefinite-programming relaxation. We now describe the approach to sparse PCA developed by d'Asprémont et al. [9] . Let S p + = {Z ∈ R p×p | Z = Z T , Z 0} denote the cone of symmetric, positive semidefinite (PSD) matrices. Given n i.i.d. observations from the model N (0, Σ p ), let Σ be the sample covariance matrix (9) , and let ρ n > 0 be a user-defined regularization parameter. d'Asprémont et al. [9] propose estimating z * by solving the optimization problem and computing the maximal eigenvector z = v max ( Z). The optimization problem (13) is a semidefinite program (SDP), a class of convex conic programs that can be solved exactly in polynomial time. Indeed, d'Asprémont et al. [9] describe an O(p 4 log p) algorithm, with an implementation posted online, that we use for all simulations reported in this paper.
To gain some intuition for the SDP relaxation (13), recall the following Courant-Fischer variational representation [18] of the maximal eigenvalue and eigenvector:
A lesser known but equivalent variational representation is in terms of the semidefinite program (SDP)
tr( ΣZ). (15) For this problem, if the maximal eigenvalue is simple, the optimum is always achieved at a rank-one matrix Z * = z * (z * ) T , where z * = v max ( Σ) is the maximal eigenvector; otherwise, there exist optimal solutions of higher rank, but the optimum is always achieved by at least some rank-one matrix. If we were given a priori information that the maximal eigenvector were sparse, then it might be natural to solve the same semidefinite program with the addition of an ℓ 0 constraint. Given the intractability of such an ℓ 0 -optimization problem, the SDP program (13) is a natural relaxation.
In particular, the following result provides sufficient conditions for the SDP relaxation (13) to succeed in recovering the correct signed support of the maximal eigenvector.
Theorem 2 (SDP performance guarantees). Impose conditions (6a) and (6b) on the sequence of population covariance matrices {Σ p }, and suppose moreover that ρ n = β/(2k) and k = O(log p). Then:
(a) Rank guarantee: there exists a constant θ wr = θ wr (Γ, β) such that for all sequences (n, p, k) satisfying θ dia (n, p, k) > θ wr , the semidefinite program (13) has a rank-one solution with high probability. (b) Critical scaling: there exists a constant θ crit = θ crit (Γ, β) such that if the sequence (n, p, k) satisfies (16) and if there exists a rank-one solution, then it specifies the correct signed support with probability converging to one.
Remarks. Part (a) of the theorem shows that rank-one solutions of the SDP (13) are not uncommon; in particular, they are guaranteed to exist with high probability at least under the weaker scaling of the diagonal thresholding method. The main contribution of Theorem 2 is its part (b), which provides sufficient conditions for signed support recovery using the SDP, when a rank-one solution exists. The bulk of our technical effort is devoted to part (b); indeed, the proof of part (a) is straightforward once all the pieces of the proof of part (b) have been introduced, and so will be deferred to Appendix G. For technical reasons, our current proof(s) require the condition k = O(log p); however, it should be possible to remove this restriction, and indeed, the empirical results do not appear to require it. Proposition 1 and Theorem 2 apply to the performance of specific (polynomialtime) methods. It is natural then to ask whether there exists any algorithm, possibly with super-polynomial complexity, that has greater statistical efficiency. The following result is information-theoretic in nature, and characterizes the fundamental limitations of any algorithm regardless of its computational complexity.
Theorem 3 (Information-theoretic limitations).
Consider the problem of recovering the eigenvector support in the spiked covariance model (5) with Γ = I p . For any sequence (n, p, k) → +∞ such that
the probability of error of any method is at least 1/2.
Remarks. Together with Theorem 2, this result establishes the sharpness of the threshold (16) in characterizing the behavior of SDP relaxation, and moreover, it guarantees optimality of the SDP scaling (16), up to constant factors, for the spiked identity ensemble.
To illustrate the predictions of Theorem 2 and 3, we applied the SDP relaxation to the spiked identity covariance ensemble, again generating n i.i.d. samples. We solved the SDP relaxation using publically available code provided by d'Asprémont et al. [9] . Figure 2 shows the corresponding plots for the SDP relaxation [9] . Here we plot the probability P[S ± ( z) = S ± (z * )] that the SDP relaxation correctly recovers the signed support of the unknown eigenvector z * , where the signs are chosen uniformly in {−1, +1} at random. Following Theorem 2, the horizontal axis plots the rescaled sample size θ sdp (n, p, k) = n/[k log(p − k)]. Each panel shows plots for three different problem sizes, p ∈ {100, 200, 300}, with panel (a) corresponding to logarithmic sparsity [k = O(log p)], and panel (b) to linear sparsity (k = 0.1p). 
The three curves in each panel correspond to model dimensions p ∈ {100, 200, 300}, SNR parameter β = 3 and sparsity indices k = O(log p) in panel (a) and k = 0.1p in panel (b). As predicted by Theorem 2, the curves in panel (a) all lie on top of one another, and transition to success once the order parameter θ sdp is sufficiently large.
Consistent with the prediction of Theorem 2, the success probability rapidly approaches one once the rescaled sample size exceeds some critical threshold.
[Strictly speaking, Theorem 2 only covers the case of logarithmic sparsity shown in panel (a), but the linear sparsity curves in panel (b) show the same qualitative behavior.] Note that this empirical behavior is consistent with our conclusion that the order parameter θ sdp (n, p, k) = n/[k log(p − k)] is a sharp description of the SDP threshold.
3. Proof of Proposition 1. We begin by proving the achievability result (11) . We provide a detailed proof for the case Γ p−k = I p−k and discuss necessary modifications for the general case at the end. For ℓ = 1, . . . , p, we have
n with n degrees of freedom. Consequently, we have
where we have used the fact that (z * ℓ ) 2 = 1/k for ℓ ∈ S, by assumption.
A sufficient condition for success of the diagonal thresholding decoder is a threshold τ k such that D ℓ ≥ (1 + τ k ) for all ℓ ∈ S, and D ℓ < (1 + τ k ) for all ℓ ∈ S c . Using the union bound and the tail bound (61) on central χ 2 , we have
so that the probability of false inclusion vanishes as long as n >
On the other hand, using the union bound and the tail bound (60b), we have
As long as τ k < β/k, we may choose
so that the probability of false exclusion vanishes as long as n >
ensures that the probability of both types of error vanish asymptotically as long as
Since k = o(p), the log(p − k) term is the dominant requirement. The modifications required for the case of general Γ p−k are straightforward. Since var(
for all ℓ ∈ S c and samples i = 1, . . . , n, we need to adjust the scaling of the χ 2 n variates. For general Γ p−k , the variates {D ℓ , ℓ ∈ S c } need no longer be independent, but our proof used only union bound, and so is valid regardless of the dependence structure.
We now prove the converse claim (12) for the spiked identity ensemble. At a high level, this portion of the proof consists of the following steps. For a positive real t, define the events
Noting that the event A 1 (t) ∩ A 2 (t) implies failure of the diagonal cutoff decoder, it suffices to show the existence of some t > 0 such that P[A 1 (t)] → 1 and P[A 2 (t)] → 1. Analysis of event A 1 (t). Central to the analysis of event A 1 is the following large-deviations lower bound on χ 2 -variates.
Lemma 4. For a central χ 2 n variable with n degrees of freedom, there exists a constant C > 0 such that
for all t ∈ (0, 1).
See Appendix C for the proof. We exploit this lemma as follows. First, define the integer-valued random variable
corresponding to the number of indices ℓ ∈ S c for which the diagonal entry D ℓ exceeds 1 + t, and note that P[A 1 (t)] = P[Z(t) > 0]. By a one-sided Chebyshev inequality [15] , we have
Note that Z(t) is a sum of (p−k) independent Bernoulli indicators, each with the same parameter q(t) := P[D ℓ > 1 + t]. Computing the mean E[Z(t)] = (p − k)q(t) and variance var(Z(t)) = (p − k)q(t)(1 − q(t)), and then substituting into the Chebyshev bound (19), we obtain
.
[Here δ ∈ (0, 1) is the parameter from the as-
Since n ≤ Lk 2 log(p − k) for some L < +∞ by assumption, we have
Analysis of event A 2 . In order to analyze this event, we first need to condition on the random vector v := (v 1 , . . . , v n ), so as to decouple the random variables {D ℓ , ℓ ∈ S}. After conditioning on v, each variate nD ℓ , ℓ ∈ S, is a noncentral χ 2 n,ν * , with n degrees of freedom and noncentrality parameter
2 }, the large deviations bound (60a) implies that P[B] ≤ exp(−n/16). Therefore, by conditioning on B and its complement, we obtain
(20)
where we have used the conditional independence of {D ℓ , ℓ ∈ S}. Finally, since 2k n, and thus
Since t = δ log(p − k)/n and n < Lk 2 log(p − k), we have t ≥ δ L 1 k , so that the quantity ǫ := min{ 1 2 , t − 3β 2k } is positive for the pre-factor L > 0 chosen sufficiently small. Thus, we have , and we need the quantity
to diverge to +∞. This divergence is guaranteed by choosing n < Lk 2 log(p − k) for L sufficiently small.
Proof of Theorem 2(b).
The proof of our main result is constructive in nature, based on the notion of a primal-dual certificate, that is, a primal feasible solution and a dual feasible solution that together satisfy the optimality conditions associated with the SDP (13).
4.1. High-level proof outline. We first provide a high-level outline of the main steps in our proof. Under the stated assumptions of Theorem 2, it suffices to construct a rank-one optimal solution Z = z z T , constructed from a vector with z 2 = 1, as well as the following properties:
for all i ∈ S and (21a)
Correct exclusion:
Note that our objective function f (Z) = tr( ΣZ) − ρ n i,j |Z ij | is concave but not differentiable. However, it still possesses a subdifferential (see the books [17, 33] for more details), so that it may be shown that the following conditions are sufficient to verify the optimality of Z = z z T .
Lemma 5. Suppose that, for each x ∈ R p with x 2 = 1, there exists a sign matrix U = U (x) such that:
(a) the matrix U satisfies
Then Z = z z T is an optimal rank-one solution.
Proof. The subdifferential ∂f ( Z) of our objective function at Z = Z consists of matrices of the form Σ − ρ n U , where U satisfies the condition (22) . By the concavity of f , for any such U and for all x ∈ R p with x 2 = 1, we have
Therefore, it suffices to demonstrate, for each x ∈ R p with x 2 = 1, a valid sign matrix U (x) such that tr(( Σ − ρ n U (x))(xx T − Z)) ≤ 0. Since we have
by assumption (b), the stated conditions are sufficient.
Remarks. Note that if there is a U independent of x such that z satisfies condition (b) of Lemma 5, that is, if z is a maximal eigenvector of Σ − ρ n U , then the above argument shows that z z T is in fact "the" optimal solution (i.e., among all matrices in the constraint space, not necessarily rank one).
The condition (22) , when combined with the condition (21a), implies that we must have
The remainder of the proof consists in choosing appropriately the remaining dual blocks U SS c and U S c S c , and verifying that the primal-dual optimality conditions are satisfied. To describe the remaining steps, it is convenient to define the matrix
where ∆ := Σ − Σ is the effective noise in the sample covariance matrix. We divide our proof into three main steps, based on the block structure
In step A, we analyze the upper-left block Φ SS , using the fixed choice U SS = sign(z * S ) sign(z * S ) T . We establish conditions on the regularization parameter ρ n and the noise matrix ∆ SS under which the maximal eigenvector of Φ SS has the same sign pattern as z * S . This maximal eigenvector specifies the k-dimensional subvector z S of our optimal primal solution. Our primary interest in this paper is the effective noise matrix ∆ = Σ − Σ induced by the usual i.i.d. sampling model. However, our results are actually somewhat more general, in that we can provide conditions on arbitrary noise matrices (which need not be of the Wishart type) under which it is possible to construct ( z, U ) as in steps A through C. Accordingly, in order to make the proof as clear as possible, we divide our analysis into two parts: in Section 4.2, we specify sufficient properties on arbitrary noise matrices ∆, and in 4.2. Sufficient conditions for general noise matrices. We now state a series of sufficient conditions, applicable to general noise matrices. So as to clarify the flow of the main proof, we defer the proofs of these technical lemmas to Appendix D.
4.2.1. Sufficient conditions for step A. We begin with sufficient condition for the block (S, S). In particular, with the choice (23) of U SS and noting that sign(z * S ) = √ kz * S by assumption, we have
where the quantity α := β − ρ n k < β represents a "post-regularization" signal-to-noise ratio. Throughout the remainder of the development, we enforce the constraint
so that α = β/2. The following lemma guarantees correct sign recovery [see (21a)], assuming that ∆ SS is "small" in a suitable sense.
Lemma 6 (Correct sign recovery). Suppose that the upper-left noise matrix ∆ SS satisfies
|||∆ SS ||| ∞,∞ ≤ α 10 and |||∆ SS ||| 2,2 → 0 (27) with probability 1 as p → +∞. Then w.a.p. one, the following occurs:
(a) The maximal eigenvalue γ 1 := λ max (Φ SS ) converges to α, and its second largest eigenvalue γ 2 converges to zero. (b) The upper-left block Φ SS has a unique maximal eigenvector z S with the correct sign property [i.e., sign( z S ) = sign(z * S )]. More specifically, we have
4.2.2. Sufficient conditions for step B. With the subvector z S specified, we can now specify the (p − k) × k submatrix U S c S so that the vector
is an eigenvector of the full matrix Φ. In particular, if we define the renormalized quantity z S = z S / z S 1 , and choose
then some straightforward algebra shows that (∆ S c S − ρ n U S c S ) z S = 0, so that z is an eigenvector of the matrix Φ = βz * (z * ) T − ρ n U + ∆. It remains to verify that the choice (30) is a valid sign matrix (meaning that its entries are bounded in absolute value by one).
Lemma 7.
Suppose that w.a.p. one, the matrix ∆ satisfies conditions (27) , and in addition, for sufficiently small δ > 0, we have
Then the specified U S c S is a valid sign matrix w.a.p. one.
4.2.3.
Sufficient conditions in step C. Up to this point, we have established that z := ( z S , 0 S c ) is an eigenvector of Σ − ρ n U . Thus far, we have specified the sub-blocks U SS and U SS c of the sign matrix. To complete the proof, it suffices to show that condition (b) in Lemma 5 can be satisfiednamely, that for each x ∈ S p−1 , there exists an extension U S c S c (x) to our sign matrix such that
Note that it is sufficient to establish the above inequality with Φ(x) in place of Σ − ρ n U (x). 1 Given any vector x ∈ S p−1 , recall the definition (24) of the matrix Φ = Φ(x), and observe that ( z) T Φ(x) z = γ 1 for any choice of U S c S c (x). Consider the partition x = (u, v) ∈ S p−1 , with u ∈ R k and v ∈ R m , where m = p − k. We have
Let us decompose u = µ z S + z ⊥ S , where |µ| ≤ 1 and z ⊥ S is an element of the orthogonal complement of the span of z S . With this decomposition, we have
using the fact that z S is an eigenvector of Φ SS with eigenvalue γ 1 by definition. Note that z ⊥ S 2 2 ≤ 1 − µ 2 , so that ( z ⊥ S ) T Φ SS z ⊥ S is bounded by (1 − µ 2 )γ 2 , where γ 2 is the second largest eigenvalue of Φ SS , which tends to zero according to Lemma 6. We thus conclude that
The following lemma addresses the remaining two terms in the decomposition (32).
Lemma 8. Let m = p − k and let S = {(η i , ℓ i )} i be a set of cardinality |S| = O(m). Suppose that in addition to conditions (27) and (31), the noise matrix ∆ satisfies, w.p. 1,
for sufficiently small δ, ǫ > 0 as m → +∞. Then w.p. 1, for all x ∈ S p−1 , there exists a valid sign matrix U S c S c (x) such that the matrix Φ(x) := βz * z * T − ρ n U (x) + ∆ satisfies
where |µ| = |x T z| ≤ 1.
4.3.
Noise in a sample covariance. Having established general sufficient conditions on the effective noise matrix, we now turn to the case of i.i.d. samples x 1 , . . . , x n from the population covariance, and let the effective noise matrix correspond to the difference between the sample and population covariances. Our interest is in providing specific scalings of the triplet (n, p, k) that ensure that the constructions in steps A through C can be carried out. So as to clarify the steps involved, we begin with the proof for the spiked identity ensemble (Γ = I). In Section 4.4, we provide the extension to nonidentity spiked ensembles. Recalling our sampling model
The effective noise matrix ∆ = Σ − Σ can be decomposed as follows:
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We have named each of the three terms that appear in (36) , so that we can deal with each one separately in our analysis. The decomposition can be summarized as
The last term W is a centered Wishart random matrix, whereas the other two are cross terms from the sampling model, involving both random vectors and the unknown eigenvector z * . Defining the standard Gaussian random matrix G = (g i j )
n,p i,j=1,1 ∈ R n×p , we can express W concisely as
Our strategy is to examine each of the terms βP , √ βR and W separately. For sub-block ∆ SS , the corresponding sub-blocks of all the three terms are present, while for sub-block ∆ S c S , only √ βR S c S and W S c S have contributions. Since the conditions to be satisfied by these two sub-blocks are expressed in terms of their (operator) norms, the triangle inequality immediately yields the results for the whole sub-block, once we have established them separately for each of the contributing terms. On the other hand, although the conditions on ∆ S c S c (given in Lemma 8) do not have this (sub)additive property, only the Wishart term contributes to this sub-block, and it has a natural decomposition of the form required.
Regarding the Wishart term, the spectral norm (|||W ||| 2,2 ) of such a random matrix is well characterized [10, 13] ; for instance, see claim (38a) in Lemma 10 for one precise statement. The following lemma, concerning the mixed (∞, 2) norms of submatrices of centered Wishart matrices, is perhaps of independent interest, and plays a key role in our analysis.
Lemma 9. Let W ∈ R p×p be a centered Wishart matrix as defined in (37) . Let I, J ⊂ {1, . . . , p} be sets of indices, with cardinalities |I|, |J | → ∞ as n, p → ∞, and let W I,J denote the corresponding submatrix. Then, as long as max{|J |, log |I|}/n = o(1), we have
as n, p → +∞ with probability 1.
See Appendix E for the proof of this claim. 
In particular, under the scaling n > Lk log(p − k) and k = O(log p), the conditions of Lemmas 6 and 7 are satisfied for W SS and W S c S for sufficiently large L.
Proof. Assertion (38a) about the spectral norm of W SS follows directly from known results on singular values of Gaussian random matrices (e.g., see [10, 13] ). To bound the mixed norm |||W S c S ||| ∞,2 , we apply Lemma 9 with the choices I = S c and J = S, noting that |I| = p − k and |J | = k. Finally, to obtain a bound on |||W SS ||| ∞,∞ , we first bound |||W SS ||| ∞,2 . Again using Lemma 9, this time with the choices I = J = S, we obtain
as n, k → ∞. Now, using the fact that for any x ∈ R k , x 2 ≤ √ k x ∞ , we obtain
Combined with the inequality (39), we obtain the stated claim (38b).
We now turn to the cross-term R, and establish the following result.
Lemma 11. The matrix R = z * h T + hz * T , as defined in (36), satisfies the conditions of Lemmas 6 and 7. Since the spectral norm of a matrix is an upper bound on the ℓ 2 -norm of any column, we have
where we used known bounds [10] on singular values of Gaussian random matrices. Under the scaling n > Lk log(p − k), we thus have h S 2 P −→ 0. By Lemma 15, we have P[|W ′ ij | > t] ≤ C exp(−cnt 2 ) for t > 0 sufficiently small, which implies (via union bound) that
under our assumed scaling. Note also that h ∞ = max{ h S ∞ , h S c ∞ }, that is, the ∞-norm of each of these subvectors are also O(k −1/2 ). Assume for the following that L is chosen large enough so that h ∞ ≤ δ/ √ k. Now, to complete the proof, let us first examine the spectral norm of
The two (possibly) nonzero eigenvalues of this matrix are z * T S h S ± z * S 2 h S 2 , whence we have
As for the (matrix) ∞-norm of R SS , let us exploit the "maximum row sum" interpretation, that is, |||R SS ||| ∞,∞ = max i∈S j∈S |R ij | (cf. Appendix A) to deduce
From the argument of Lemma 10, we have
and moreover, the norm |||R SS ||| ∞,∞ can be made smaller than 2δ, by choosing L sufficiently large in the relation n > Lk log(p − k). Finally, to establish the additional condition required by Lemma 7-namely (31)-notice that
where the last line uses max y 2 =1 |z * T S y| = z * S 2 = 1, thereby completing the proof.
Finally, we examine the first term in (36) , that is, P . As this term only contributes to the upper-left block, we only need to establish that it satisfies Lemma 6.
Lemma 12. The matrix P SS satisfies condition (27) of Lemma 6.
Proof. Note that for any matrix norm, we have
Also, using the "maximum row sum" characterization of matrix ∞-norm, we have |||z
→ 0 as n → ∞. It follows that with probability 1
which clearly implies condition (27).
4.3.2.
Verifying step C. For this step, we only need to consider the lowerright block of W ; that is, we only need to verify condition (34) of Lemma 8 for ∆ S c S c = W S c S c . Recall that W = n −1 G T G − I p where G is a n × p (canonical) Gaussian matrix [see (37) ]. With a slight abuse of notation, let G S c = (G ij ) for 1 ≤ i ≤ n and j ∈ S c . Note that G S c ∈ R n×m where m = p − k and
. Now, we can simplify the quadratic form in (34) as
for which we have the following lemma.
Lemma 13. For any M > 0 and ε > 0, there exists a constant B > 0 such that for any set S = {(η i , ℓ i )} i with elements in (0, M ) × R + and cardinality |S| = O(m), we have
as p → ∞, with probability 1. In particular, under the scaling n > Lk log m, condition (34) of Lemma 8 is satisfied for L large enough.
Proof. Without loss of generality, assume M = 1. We begin by controlling the expectation of the left-hand side, using an argument based on the Gordon-Slepian theorem [26] , similar to that used for establishing bounds on spectral norms of random Gaussian matrices (e.g., [10] ). First, we require some notation: for a zero-mean random variable Z, define its standard deviation σ(Z) = (E|Z| 2 ) 1/2 . For vectors x, y of the same dimension, define the Euclidean inner product x, y = x T y. For matrices X, Y of the same dimension (although not necessarily symmetric), recall the Hilbert-Schmidt norm
Given some (possibly uncountable) index set {t ∈ T }, let (X t ) t∈T and (Y t ) t∈T be a pair of centered Gaussian processes. One version of the Gordon-Slepian theorem (see [26] ) asserts that if σ(
For simplicity in notation, define H := G S c ∈ R n×m , H := n −1/2 G c S , and fix some η, ℓ > 0. We wish to bound f ( H; η, ℓ) := max
Hv, u , where v ∈ R m , u ∈ R n . Note that Hv, u = u T Hv = tr( Hvu T ) = H, uv T . Consider H to be a (canonical) Gaussian vector in R mn , take
and define X t = H, uv T for t ∈ T . Observe that (X t ) t∈T is a (centered) canonical Gaussian process generated by H, and f ( H; η, ℓ) = max t∈T X t . We compare this to the maximum of another Gaussian process (Y t ) t∈T , defined as Y t = (g, h), (u, v) where g ∈ R n and h ∈ R m are Gaussian vectors with E[gg T ] = η 2 I n and E[hh T ] = I m . Note that, for example,
in which the left-hand size is the norm of a process ( g, u ) u expressed in terms of the norm of a vector (i.e., its index).
Let t = (u, v) ∈ T and t ′ = (u ′ , v ′ ) ∈ T . Assume, without loss of generality, that v ′ 2 ≤ v 2 . Then, we have
where we have used Cauchy-Schwarz inequality to deduce
Thus, the Gordon-Slepian lemma is applicable, and we obtain
where we have used (E g 2 ) 2 < E( g 2 2 ) = E tr(gg T ) = tr E(gg T ) = nη 2 ; the bound used for E h ∞ follows from standard Gaussian tail bounds [26] .
Noting that H = n −1/2 H, we obtain Ef (H; η, ℓ) ≤ η + 3 log m n ℓ. The final step is to argue that f (H; η, ℓ) is sufficiently close to its mean. For this, we will use concentration of Gaussian measure [25, 26] for Lipschitz functions in R mn . To see that A → f (A; η, ℓ) is in fact 1-Lipschitz, note that it satisfies the triangle inequality and it is bounded above by the spectral norm. Thus,
where we have used the assumption η ≤ 1. Noting that H = n −1/2 H and f (H; η, ℓ) = n −1/2 f ( H; η, ℓ), Gaussian concentration of measure for 1-Lipschitz functions [25] implies that
Finally, we use union bound to establish the result uniformly over S. By assumption, there exists some K > 0 such that |S| ≤ Km. Thus,
Now, fix some ε > 0, take t = 6 log m n and apply the Borell-Cantelli lemma to conclude that
eventually (w.p. 1).
4.4. Nonidentity noise covariance. In this section, we specify how the proof is extended to (population) covariance matrices having a more general base covariance term Γ p−k in (5). Let Γ 1/2 p−k denote the (symmetric) square root of Γ p−k . We can write samples from this model as
with g i ∼ N (0, I p ) and v i ∼ N (0, 1) standard independent Gaussian random variables.
Denoting the resulting sample covariance as Σ, we can obtain an expression for the noise matrix ∆ = Σ − Σ. The result will be similar to expansion (36) with h and W appropriately modified; more specifically, we havẽ
Note that the P -term is unaffected.
Re-examining the proof presented for the case Γ p−k = I p−k , we can identify conditions imposed on h and W to guarantee optimality. By imposing sufficient constraints on Γ p−k , we can makeh and W satisfy the same conditions. The rest of the proof will then be exactly the same as the case Γ p−k = I p−k . As before, we proceed by verifying steps A through C in sequence.
4.4.1.
Verifying steps A and B. Examining the proof of Lemma 11, we observe that we need bounds on h S 2 , h S 1 and h ∞ = max{ h S ∞ , h S c ∞ }. Sinceh S = h S , we should only be concerned with h S c ∞ , for which we simply have
Thus, assumption (6a)-that is, |||Γ 1/2 ||| ∞,∞ = O(1)-guarantees that Lemma 11 also holds for (nonidentity) Γ. n,p i,j=1,1
and let G S c = ( G ij ) for 1 ≤ i ≤ n and j ∈ S c . Note that G T S c ∈ R (p−k)×n and we have
Using this notation, we can write
p−k , consistent with (48). Now to establish a version of (42), we have to consider the maximum of
over the set where v 2 ≤ η and v 1 ≤ ℓ. Letṽ = Γ 1/2 p−k v and note that for any consistent pair of vector-matrix norms we have ṽ ≤ |||Γ 1/2 p−k ||| v . Thus, for example, v 2 ≤ η implies ṽ 2 ≤ |||Γ 1/2 p−k ||| 2,2 η, and similarly for the ℓ 1 -norm. Now, if we assume that Lemma 13 holds for G S c , we obtain, for all (η, ℓ) ∈ S, the inequality max
Thus, one observes that the boundedness condition (6a) guarantees that
, thereby taking care of the second term in (49). More specifically, the constant A 1 is simply absorbed into some B ′ = BA 1 . In addition, we also require a bound on |||Γ 1/2 p−k ||| 2,2 , which follows from our assumption |||Γ p−k ||| 2,2 ≤ 1.
However, the fact that the factor multiplying η in (49) is no longer unity has to be addressed more carefully.
Recall that inequality (42) was used in the proof of Lemma 8 to establish a bound on
where H = n −1/2 G S c . The bound obtained on this term is given by (76). We focus on the core idea, omitting some technical details such as the discretization argument. 2 Replacing W S c S c with W S c S c , we need to establish a similar bound on
Note that v * 2 ≤ |||Γ
Thus, using (49), one obtains
+ (terms of lower order in v * 2 ).
Note that unlike the case Γ p−k = I p−k , the term quadratic in v * 2 does not vanish in general. Thus, we have to assume that its coefficient is eventually small compared to β. More specifically, we assume
The boundedness assumptions on |||Γ 1/2 p−k ||| 1,1 and |||Γ 1/2 p−k ||| 2,2 now allows for the rest of the terms to be made less than α/4, using arguments similar to the proof of Lemma 8, so that the overall objective is less than α/2, eventually. This concludes the proof.
Noting that |||Γ
, we can summarize the conditions sufficient for Lemma 8 to extend to general covariance structure as follows:
as stated previously.
2 In particular, we will assume that v * saturates (49), so that v * 2 = η. For a more careful argument see the proof of Lemma 8.
Proof of Theorem 3.
Our proof is based on the standard approach of applying Fano's inequality (e.g., [7, 16, 37, 38] ). Let S denote the collection of all possible support sets, that is, the collection of k-subsets of {1, . . . , p} with cardinality |S| = p k ; we view S as a random variable distributed uniformly over S. Let P S denote the distribution of a sample X ∼ N (0, Σ p (S)) from a spiked covariance model, conditioned on the maximal eigenvector having support set S, and let X n = (x 1 , . . . , x n ) be a set of n i.i.d. samples. In information-theoretic terms, we view any method of support recovery as a decoder that operates on the data X n and outputs an estimate of the support S = φ(X n )-in short, a (possibly random) map φ : (R p ) n → S. Using the 0-1 loss to compare an estimate S and the true support set S, the associated risk is simply the probability of error
. Due to symmetry of the ensemble, in fact we have P[error] = P S [ S = S], where S is some fixed but arbitrary support set, a property that we refer to as risk flatness.
In order to generate suitably tight lower bounds, we restrict attention to the following sub-collection S of support sets:
consisting of those k-element subsets that contain {1, . . . , k − 1} and one element from {k, . . . , p}. By risk flatness, the probability of error with S chosen uniformly at random from the original ensemble S is the same as the probability of error with S chosen uniformly from S. Letting U denote a subset chosen uniformly at random from S, using Fano's inequality, we have the lower bound
where I(U ; X n ) is the mutual information between the data X n and the randomly chosen support set U , and | S| = p − k + 1 is the cardinality of S. It remains to obtain an upper bound on I(U ; X n ) = H(X n ) − H(X n |U ). By chain rule for entropy, we have H(X n ) ≤ nH(x). Next, using the maximum entropy property of the Gaussian distribution [7] , we have
where E[xx T ] is the covariance matrix of x. On the other hand, given U = U , the vector X n is a collection of n Gaussian p-vectors with covariance matrix Σ p (U ). The determinant of this matrix is 1 + β, independent of U , so that we have
Combining (52) and (53), we obtain
The following lemma, proved in Appendix F, specifies the form of the log determinant of the covariance matrix
Lemma 14. The log determinant has the exact expression
Substituting (55) into (54) and using the inequality log(1 + α) ≤ α, we obtain
From the Fano bound (52), the error probability is greater than
n k < log(p − k) < log | S|, which completes the proof.
6. Discussion. In this paper, we studied the problem of recovering the support of a sparse eigenvector in a spiked covariance model. Our analysis allowed for high-dimensional scaling, where the problem size p and sparsity index k increase as functions of the sample size n. We analyzed two computationally tractable methods for sparse eigenvector recovery-diagonal thresholding and a semidefinite programming (SDP) relaxation [9] -and provided precise conditions on the scaling of the triplet (n, p, k) under which they succeed (or fail) in correctly recovering the support. The probability of success using diagonal thresholding undergoes a phase transition in terms of the rescaled sample size θ dia (n, p, k) = n/(k 2 log(p − k)), whereas the more complex SDP relaxation, when it has a rank-one solution, succeeds once the rescaled sample size θ sdp (n, p, k) = n/(k log(p − k)) is sufficiently large. Thus, the SDP relaxation has greater statistical efficiency, by a factor of k relative to the simple diagonal thresholding method, but also a substantially larger computational complexity. Finally, using information-theoretic methods, we showed that no method, regardless of its computational complexity, can recover the support set with vanishing error probability if θ sdp (n, p, k) is smaller than a critical constant. Our results thus provide some insight into the trade-offs between statistical and computational efficiency in highdimensional eigenanalysis.
There are various open questions associated with this work. Although we have focused on a Gaussian sampling distribution, parts of our analysis provide sufficient conditions for general noise matrices. While qualitatively similar results should hold for sub-Gaussian distributions [5] , it would be interesting to characterize how these conditions change as the tail behavior of the noise is varied away from sub-Gaussian. For instance, under bounded moment conditions, one would expect to obtain rates polynomial (as opposed to logarithmic) in the dimension p. It is also interesting to consider extensions of our support recovery analysis to recovery of higher rank "spiked" matrices, in the spirit of Paul and Johnstone's [32] work on ℓ 2 -approximation, as opposed to the rank-one eigenvector outer product considered here.
APPENDIX A: MATRIX NORMS
In this appendix, we review some of the properties of matrix norms, with an emphasis on induced operator norms. Recall from (4) that for a matrix A ∈ R m×n , the operator norm induced by the vector norms ℓ p and ℓ q (on R m and R n , resp.) is defined by
for integers 1 ≤ p, q ≤ ∞. As particular examples, we have the ℓ 1 -operator norm given by |||A||| 1,1 = max 1≤j≤m n i=1 |A ij |, the ℓ ∞ -operator norm by |||A||| ∞,∞ = max 1≤i≤n m j=1 |A ij | and the spectral or ℓ 2 -operator norm by |||A||| 2,2 = max{σ i (A)}, where σ i (A) are the singular values of A.
As a consequence of the definition (56), for any vector x ∈ R n , we have
a property referred to as ||| · ||| p,q being consistent with vector norms · p and · q (on R m and R n , resp.). It also follows from the definition, using (57) twice, that operator norms are consistent with themselves, in the following sense: if A ∈ R m×n and B ∈ R n×k , then
for all 1 ≤ p, q, r ≤ ∞.
We can also apply any vector norm to matrices, treating them as vectors, by concatenating their columns together. For example, we will use the following mixed-norm inequality
where B ∞ := max i,j |B ij | is the elementwise ℓ ∞ -norm, and A and B are as defined above. For the proof, let b 1 , . . . , b k denote the columns of B. Then,
For more details, see the standard books [18, 34] .
APPENDIX B: LARGE DEVIATIONS FOR CHI-SQUARED VARIATES
The following large-deviations bounds for centralized χ 2 are taken from Laurent and Massart [24] . Given a centralized χ 2 -variate X with d degrees of freedom, then for all x ≥ 0,
We also use the following slightly different version of the bound (60a),
due to Johnstone [19] . More generally, the analogous tail bounds for noncentral χ 2 , taken from Birgé [4] , can be established via the Chernoff bound. Let X be a noncentral χ 2 variable with d degrees of freedom and noncentrality parameter ν ≥ 0. Then, for all x > 0, We derive here a slightly weakened but useful form of the bound (62a), valid when ν satisfies ν ≤ Cd for a positive constant C. Under this assumption, then for any δ ∈ (0, 1), we have
To establish this bound, let x = d 2 δ d+2ν for some δ ∈ (0, 1). From (62a), we have Using the form of the χ 2 n PDF, we have, for even n and any t > 0, where the second line uses standard integral formula (cf. Section 3.35 in the reference book [14] ). Using Stirling's approximation for (n/2 − 1)!, the term within square brackets is lower bounded by 2C/ √ n. Also, over t ∈ (0, 1), we have (1 + t) −1 > 1/2, so we conclude that
Defining the function f (t) = log(1 + t), we calculate f (0) = 0, f ′ (0) = 1 and f ′′ (t) = −1/(1 + t) 2 . Note that f ′′ (t) ≥ −1, for all t ∈ R. Consequently, via a second-order Taylor series expansion, we have f (t) − t ≥ −t 2 /2. Substituting this bound into (64) yields The argument we present here has a deterministic nature. In other words, we will show that if the conditions of the lemma hold for a nonrandom sequence of matrices ∆ SS , the conclusions will follow. Thus, for example, all the references to limits may be regarded as deterministic. Then, since the conditions of the lemma are assumed to hold for a random ∆ SS a.a.s., it immediately follows that the conclusions hold a.a.s. To simplify the argument let us assume that α −1 |||∆ SS ||| ∞,∞ ≤ ε for sufficiently small ε > 0; it turns out that ε = 1 10 is enough. We prove the lemma in steps. First, by Weyl's theorem [18, 34] , eigenvalues of the perturbed matrix αz * S z * T S + ∆ SS are contained in intervals of length 2|||∆ SS ||| 2,2 centered at eigenvalues of αz * S z * T S . Since the matrix z * S z * T S is rank one, one eigenvalue of the perturbed matrix is in the interval [α ± |||∆ SS ||| 2,2 ], and the remaining k − 1 eigenvalues are in the interval [0 ± |||∆ SS ||| 2,2 ]. Since by assumption 2|||∆ SS ||| 2,2 ≤ α eventually, the two intervals are disjoint, and the first one contains the maximal eigenvalue γ 1 while the second contains the second largest eigenvalue γ 2 . In other words, |γ 1 − α| ≤ |||∆ SS ||| 2,2 and |γ 2 | ≤ |||∆ SS ||| 2,2 . Since |||∆ SS ||| 2,2 → 0 by assumption, we conclude that γ 1 → α and γ 2 → 0. For the rest of the proof, take n large enough so
where ε > 0 is a small number to be determined. Now, let z S ∈ R k with z S 2 = 1 be the eigenvector associated with γ 1 , that is, which implies z * T S z S → 1 (taking into account our sign convention). Take n large enough so that |z * T S z S − 1| ≤ ε (67) and let u be the solution of
which is an approximation of (66) satisfied by z S . Using triangle inequality, one has u ∞ ≤ z * S ∞ + α −1 |||∆ SS ||| ∞,∞ u ∞ , which implies that
We also have
Now, let I, J ⊂ {1, . . . , p} be index sets, 4 both allowed to depend on p (though we have omitted the dependence for brevity). Choose x such that x j = 0 for j / ∈ J and x J 2 = 1. Note that W I,J x J ∞ = max i∈I | j∈J W ij x j | = max i∈I | p j=1 W ij x j |, suggesting the following lemma.
Lemma 16. Consider some index set I such that |I| → ∞ and n −1 log |I| → 0 as n, p → ∞, and some x J ∈ S |J |−1 . Then, there exists an absolute constant B > 0 such that
as n, p → ∞, with probability 1.
Proof. Applying the union bound in conjunction with the bound (80) yields P max i∈I j∈J W ij x j > t ≤ |I|C exp(−cnt 2 ). (82) Letting t = B n −1 log |I|, the right-hand side simplifies to C exp(−(cB 2 − 1) log |I|). Taking B > √ 2c −1 and applying Borel-Cantelli lemma completes the proof.
Note that as a corollary, setting x J = (1, 0, . . . , 0) yields bounds on the ∞-norm of columns (or, equivalently, rows) of Wishart matrices.
Lemma 16 may be used to obtain the desired bound on |||W I,J ||| ∞,2 . For simplicity, let y ∈ R |J | represent a generic |J |-vector. Recall that |||W I,J ||| ∞,2 = max y∈S |J |−1 W I,J y ∞ . We use a standard discretization argument, covering the unit ℓ 2 -ball of R |J | using an ε-net, say N . It can be shown [27] that there exists such a net with cardinality |N | < (3/ε) |J | . For every y ∈ S |J |−1 , let u y ∈ N be the point such that y − u y 2 ≤ ε. Then 
