To demonstrate generality and to illustrate some additional properties of the method, we also apply the explanation method to a second domain: classifying news stories. The 20 newsgroups data set is a benchmark data set used in document classification research. It contains about 20,000 news items from 20 newsgroups representing different topics, and has a vocabulary of 26,214 different words (after stemming) (Lang 1995) . The 20 topics can be categorized into seven top-level usenet categories with related news items: alternative (alt), computers (comp), miscellaneous (misc), recreation (rec), science (sci), society (soc), and talk (talk). One typical problem studied with this data set is to build classifiers to identify stories from these seven high-level news categories, which for our purposes gives a wide variety of different topics across which to provide document classification explanations. Looking at the seven high-level categories also provides realistic richness to the task: in many real document classification tasks, the class of interest is actually a collection (disjunction) of related concepts (consider, for example, "hate speech" in the safe-advertising domain).
Results
The classifier system for distinguishing the seven top-level newsgroups (alt, comp, misc, rec, sci, soc, talk) operates in a one-versus-others setup (i.e., seven classifiers are built, each distinguishing one newsgroup from the rest). For training (on 60% of the data) and for prediction (remaining 40% as test data), if a news item is (predicted to be) from the given newsgroup, the class variable is set to one; if not, the class variable is set to zero. To demonstrate the method with different types of model, here we build both linear and nonlinear SVM classifiers.
In Table A1 , each cell shows at least one explanation (where possible) of an example from one of the 20 low-level categories (specified in the row header) being classified into one of the top-level categories (specified in the column header). If no explanation is given in a cell, either no misclassified instances exist, which occurs most frequently, or no explanation was found with a maximum 10 words. The shaded cells on Several cells below, we see explanations for why a sci.med story was misclassified as belonging to alt: because of the occurrence of the word atheist (first explanation), or the words god and believe (second explanation). Further investigation of this news story reveals it concerns organ donation. In general, the explanations shown in Table A1 -the correctly classified test instances (grayed cells on the diagonal)-usually are indeed intuitively related to the topic.
The categories themselves often occur as words in the explanations, such as hardwar, microsoft, mac, and space. Importantly, the different subcategories of the newsgroups show different explanations, which motivates using instance-rather than global-level explanations. For example, for the computer newsgroup (shown in the second column), the terms used to explain classifications from the different subgroups are quite different and intuitively related to the specific subgroups.
The misclassified explanations (outside of the shaded cells) often show the ambiguity of certain words as reason for the misclassification. For example window is a word that can be related to computers, but also can be related to automobiles. The explanations for the misc.forsale news items indicate they are most often misclassified because the item that is being sold comes from or is related to the category in which it is misclassified. With this individual-instance approach, similar ambiguities as well as intuitive explanations for each of the subgroups also can be found for the other categories. The results also demonstrate how the explanations can hone in on possible overfitting, such as with "unm" and "umd" in the cells adjacent to the upper-left cell we discussed above.
The test accuracy (in terms of percentage correctly classified instances, PCC) and explainability metrics when allowing a maximum of 10 words in an explanation are shown in Table A2 , for the positive classifications. Although most of the test instances are explained (PE around 90-95% for all models) some instances still remain unexplained. If we allow up to 30 words in an explanation, all instances are explained for each of the models. Of particular note is that for this widely used benchmark with a vocabulary of 26,214 words, on average only a small fraction of a second (ADF of 0.02-0.08 second for the linear models) is needed to find a first explanation. As previously mentioned, this is because our SEDC explanation algorithm is independent of the vocabulary size. Explaining the nonlinear model requires more time, since backtracking occurs and the model evaluation takes longer than for a linear model. Nevertheless, on average still less than a second is needed to find an explanation.
These results in a second domain, with a wide range of document topics, provide support that our type of instance-level document classification is capable of providing better understanding of the functioning of text classifiers, and that the SEDC algorithm is generally effective and fast as well. Further, this second study provides an additional demonstration of the futility of global explanations in domains such as this. Specifically, there are very many different reasons for different classifications; at best they would be muddled in any global explanation, and likely they would simply be incomprehensible. evaluations have occurred. The computational complexity depends, therefore, on (1) the time needed for model evaluation (sometimes very fast, sometimes not so), (2) the number of words needed for an explanation s, which in our case study went to about 50, and (3) the number of unique words in the document m D , which is generally very small as compared to the overall vocabulary. Most importantly, the computational complexity is independent of the overall size of the vocabulary, unlike previous instance-level explanation approaches. This complexity could be lowered further for linear models to O(s) by incrementally evaluating the word combinations with the next most highly ranked word removed (recall Lemma 1 and Theorem 1). Our implementation does not include this speed-up mechanism in order to present a technique applicable to all models and not just to linear ones. For a nonlinear model, the heuristic search will likely backtrack; a better local improvement may be found elsewhere. The extent to which this occurs depends on the shape of the model's decision boundary. In the worst case scenario, backtracking over all words occurs, leading to evaluations. Thus, for nonlinear models the worst-case complexity grows exponentially with the depth of the search tree.
Appendix C Some Additional Related Work
The goal of the present approach seems similar to that of inverse classification (Mannino and Koushik 2000) . However, the definition of an explanation, the specific optimization problem, and the search algorithms are all quite different. First, for document classification, we should only consider reducing the values for the corresponding variables. Increasing the value of variables does not make sense. Second, we don't need to decide on step sizes for changes in the values, as removing the occurrences of a word corresponds to setting the value to zero. In the optimization routine of inverse classification, the search problem is exactly to find the minimal distance for each dimension. The optimization is completely different for explanations of documents' classifications, as we will discuss next. Third, applying inverse classification approaches to document classification generally is not feasible, due to the huge dimensionality of these data sets. Our approach takes advantage of the sparseness of document representations, and only needs to consider those words actually present in the document. Fourth, we provide a general framework to obtain explanations independent of the classification technique.
Finally, note the link with K-(different from the k above) nearest neighbor (KNN) approaches. If such a technique is used as classification method (see D'Silva et al. 2011; Han et al. 2001) , showing these K-nearest neighbors and their classes "explains" why the model chose that classification. This technical "explanation" notwithstanding, the comprehensibility of such classification models is disputable. What is it exactly about the present document that makes it most similar to a set of documents that yield the predicted class? The KNN technique does not tell us. If the document had been slightly different would it simply be closer to a different set of documents that yields the same predicted class? In "Hyper-Explanations Are Necessary," we discuss how showing the nearest neighbor(s) as an explanation for the classification made by any type of model can be used as secondary support for an explanation, for example, showing training data that may have been mislabeled and led a model to make erroneous classifications (see hyper-explanation 3 in the article). This can help us to improve a model if the explanation reveals an error.
