The ascertainment of the demographic and selective history of populations has been a major research goal in genetics for decades. To that end, numerous statistical tests have been developed to detect deviations between expected and observed frequency spectra, e.g., Tajima's D, Fu and Li's F and D tests, and Fay and Wu's H. Recently, Achaz developed a general framework to generate tests that detect deviations in the frequency spectrum. In a further development, we argue that the results of these tests should be as independent on the sample size as possible and propose a scale-free form for them. Furthermore, using the same framework as that of Achaz, we develop a new family of neutrality tests based on the frequency spectrum that are optimal against a chosen alternative evolutionary scenario. These tests maximize the power to reject the standard neutral model and are scalable with the sample size. Optimal tests are derived for several alternative evolutionary scenarios, including demographic processes (population bottleneck, expansion, contraction) and selective sweeps. Within the same framework, we also derive an optimal general test given a generic evolutionary scenario as a null model. All formulas are relatively simple and can be computed very fast, making it feasible to apply them to genome-wide sequence data. A simulation study showed that, generally, the tests proposed are more consistently powerful than standard tests like Tajima's D. We further illustrate the method with real data from a QTL candidate region in pigs.
S
TATISTICAL tests for neutrality have been widely used in population genetics analyses (Nielsen 2005) , not only to reject the neutral theory but also as summary statistics to facilitate the interpretation of DNA sequence data in populations. Although most of these tests were originally developed to detect the effect of positive selection, they are also affected by demographic processes (e.g., Tajima 1989; Fay and Wu 2000; Wall et al. 2002) . This means that the interpretation of data needs different approaches to disentangle the evolutionary processes that occurred in populations (Galtier et al. 2000; Sabeti et al. 2006) . In any case, it is very important that the tests used are consistent given any sample size and powerful enough to distinguish between different possible evolutionary processes.
A number of statistical tests for neutrality have been developed in recent decades. Examples are the HKA test (Hudson et al. 1987) , which takes advantage of the polymorphism/divergence relationship across independent loci in a multilocus framework; the LewontinKrakauer test (Lewontin and Krakauer 1973) , which looks for an unexpected level of population differentiation in a locus in relation to other loci; and the extended haplotype homozygosity (EHH) tests first developed by Sabeti et al. (2002) , which detect long haplotypes at unusually high frequencies in candidate regions.
An important family of neutrality tests is based on the frequency spectrum of nucleotide polymorphisms. The classical tests of this family are Tajima's D (Tajima 1989) and the tests proposed by Fu and Li (1993) and by Fay and Wu (2000) . All these tests have a common structure: they are calculated from the difference of two unbiased estimatorsû 1 andû 2 of the rescaled mutation rate per site u in the neutral model. This quantity is defined as u ¼ 2pN e m, where p is the ploidy, N e is the effective population size, and m is the mutation rate per base. (In this article we use a notation similar to Achaz 2009 and Fu 1995 with the exception of u, which is defined per base and not per sequence. Note that it is equivalent to use the estimators of u per base or per sequence in the expressions for the tests, because the length of the sequence cancels between numerator and denominator as long as the tests are normalized.) The differenceû 1 À u 2 is then divided by the square root of its variance to obtain a normalized value for the test:
The unbiased estimatorsû 1 ,û 2 are obtained from the frequency spectrum. In a sample of (haploid) size n, the basic quantity of the frequency spectrum is the number Supporting information is available online at http:/ /www.genetics.org/ cgi/content/full/genetics.110.118570/DC1. 1 of segregating sites with a derived allele count of i ¼ 1, 2, . . . , n À 1 that can be found in a region of length L in the sample; we denote these values by j i in this article. Since the expected values of these quantities are proportional to u, i.e., E(j i ) ¼ uL/i, the unbiased estimatorŝ u 1 ,û 2 can be easily built from linear combinations of j i .
Given the common structure of the existing tests, it is actually possible to include these tests in a more general framework (Achaz 2009 ). In this framework it is possible to build a large number of new and promising tests generalizing Tajima's D test. In fact it is sufficient to choose any pair of unbiased estimators of u based on the frequency spectrum
with weights v i , v9 i that obey the conditions P nÀ1 i¼1 v i ¼ 1, P nÀ1 i¼1 v9 i ¼ 1, to obtain a new test for neutrality,
j¼1 jV j j j r ð3Þ (Achaz 2009) , where V i ¼ v i À v9 i is a set of weights satisfying the condition P nÀ1 i¼1 V i ¼ 0. The number of tests that can be devised in this framework is virtually infinite. They include all the well-known tests of allele frequency proposed by Tajima (1989) , Fu and Li (1993) , Fu (1997) , and Fay and Wu (2000) , as well as the error corrections proposed in Achaz (2008) among other tests. Given the large number of possibilities, it would be useful to have some indications to decide which tests should be chosen for different analyses. Two basic and important questions arise naturally in this context: Which criteria should be followed while building new neutrality tests? Are there criteria to discriminate good choices of the weights v i , v9 i , and V i from other (less good) ones? Is there an optimal way to choose the weights v i , v9 i , and V i to obtain a test with maximum power? In other words, does an optimal test exist?
In this article we give a partial answer to both these questions.
About the first question, we note that a minimal requirement for a test is that its value on a sample from a population should not depend on the sample size, at least to a good approximation. This requirement translates into a condition on the scaling of the weights of the test with sample size. If this condition is not met, the interpretation of the result of the test is strongly dependent on the choice of the sample. A simple discussion of these points can be found in the next section.
For the second question, we argue that there cannot be an optimal test in terms of maximum power for a generic case (even if there could be tests that perform well in a wide range of situations). However, if there are some a priori expectations on the possible evolutionary or demographic scenario, a test can be built that maximizes its rejection power of the standard neutral model if the expected scenario is close to the actual one. Here, we propose a simple framework to derive optimal tests and we provide general formulas for the optimal scenario-dependent test. The main result of this article is a simple and explicit expression for the optimal test for genome-wide studies in terms of the expected spectrum j i , presented in Equation 9. Furthermore we present some examples of optimal tests based on simple scenarios, the possible generalizations and applications to the search for a generic optimal test. Tests and applications for the most common evolutionary scenarios will be implemented in the next version of DnaSP (Librado and Rozas 2009 ).
SAMPLE SIZE INDEPENDENT TESTS
As explained in the Introduction, the general form for the tests based on the spectrum j i is shown in (3). In the framework presented by Achaz, a test is defined by a set of weights v i , v9 i with i ¼ 1, 2, . . . , n À 1 only if the sample size n is fixed. An example is the test for bottleneck of Achaz (2009) , which was proposed to detect a strong recent bottleneck in a sample of size n ¼ 30. This test weights positively the low-frequency derived alleles and is defined by the weights
The optimal value of a reported in Achaz (2009) is $ a ' 0:9. In practice, this information is not sufficient to build a useful test. In fact, each set of data has a different sample size n and the definition of a test should include all reasonable values of n; that is, a test should be defined by a succession of sets of weights v ðnÞ i , v9 ðnÞ i . These weights should scale with n in such a way that the interpretation of the results of the test should be as independent on the sample size as possible. The good scaling of these weights with sample size n is an important issue when building neutrality tests on the basis of the above framework.
As an example of an unfortunate choice of scaling, consider the test for bottleneck described above. The form (4) for the weights can be taken without modification for all values of the sample size n: this is a legitimate choice of scaling and the weights are normalized correctly for all values of n. However, the total weight of the frequencies between f ¼ 0.15 and 0.25 is V ð10Þ 2 ¼ 0.13 for n ¼ 10, but it changes sign becoming V ð100Þ 15
24 ¼ À 0.1 for n ¼ 100 and the has same value for n ¼ 1000. This means that a spectrum with a strong excess of alleles in this range of frequencies appears as a large positive value of the test for a sample of size n ¼ 10, but has a large negative value for n ¼ 100 and 1000.
It is clear from this example that the interpretation of the results of this test depends critically on the sample size n. Since modern sequencing technologies allow one to deal with data from studies with different numbers of individuals, ranging from small projects of 5-10 individuals to the large-scale projects like 1000 Genomes for humans or 1001 Genomes for Arabidopsis, it would be advisable to have consistent tests whose results could be interpreted in a standard way without referring to the size of the sample. This is not always possible, but it should be taken into account when building new generalized neutrality tests.
There is a simple scaling that does not suffer from this problem. The recipe is to write the weights as functions of the frequency f ¼ i/n instead of the allele count i. These weight functions v( f ), v9( f ) should not depend explicitly on n. Then these functions can be easily normalized to obtain the weights
j¼1 vð j=nÞ ; v9
For the example above, the dependences of v and v9 on i are exponential and uniform, respectively, and therefore the weight functions should have the form v( f ) } e Àbf , v9( f ) } 1 and the scaling of the weights becomes
The corresponding optimal value for b should be $ b ' 27. With this scaling, the total weight of the frequencies between f ¼ 0.15 and 0.25 is V ¼ À0.08 for n ¼ 100 and n ¼ 1000. An excess of alleles in this range of frequencies would therefore give similar negative values for the test for these three sample sizes, making it possible to have an interpretation independent of sample size.
The recipe (5) is simple and gives a rule of thumb to build new neutrality tests in this framework. This rule is valid for all frequencies with the important exception of singletons. The reason is that singletons are quite sensitive to an excess or a lack of alleles not only at frequencies of order 1/n but also at lower frequencies. For this reason they can be assigned a different weight from the one suggested by the above discussion, particularly in tests that should take into account deviations from the null spectrum at very low frequencies. An important example is given by the tests of Fu and Li (1993) .
We end this section with a remark: there are some relevant tests for which the rule (5) cannot ensure independency of the value of the test from sample size. This is the case for most of the tests containing the Watterson estimator (Watterson 1975) . As an example we focus on the important case of Tajima's D, which is based on the difference between pairwise nucleotide diversity (Tajima 1983 ) and the Watterson estimator. This test scales according to the rule (5) with weight functions v( f ) ¼ 2(1 À f ) and v9( f ) } 1/f. If we consider a spectrum with a strong excess of alleles at frequencies $f ¼ 0.2 in the population (for example, an admixture between a small and a large population), we see from Figure 1 that the distributions of the results of Tajima's D for n ¼ 10 and n ¼ 100 are different and moreover that the distribution for n ¼ 10 has a negative average (E(D) ¼ À 0.14) while the distribution for n ¼ 100 has a positive average (E(D) ¼ 10.29).
The problem in this example lies in the weights v9
The reason is that for increasing values of n, these tests assign very high weights to very low frequencies that were practically not represented in samples of smaller size; therefore the normalization of the weights v9 i ðnÞ has a nonnegligible dependence on sample size and the relative value of the weights v9 i ðnÞ with respect to v9 i ðnÞ gets distorted. This issue cannot be addressed in any way; therefore some care is needed while interpreting the results of Tajima's D and similar tests based on the Watterson estimator. In other words, it is true that Tajima's D gives a positive value when the spectrum shows an excess of intermediate-frequency alleles and a negative value for an excess of low-and high-frequency alleles, but the definition of low frequency depends on sample size. Since this dependence is logarithmic, the effect is usually not strong.
OPTIMAL NEUTRALITY TESTS
While the above result on the scaling of generalized neutrality tests shows that a test could be encoded in functions like v(f ) and v9( f ), it tells nothing on the optimal form of these functions or on the optimal weights V ðnÞ i . The problem of finding an optimal test is a difficult one, at least if the test should be optimal for all possible scenarios. This is a consequence of the linearity of these tests. In fact, for every test in this framework there are some allele frequencies that are positively weighted and some others that are negatively weighted, and then the linearity implies that it is always possible to find a spectrum such that the average of the test on this spectrum is zero and therefore the test is far from optimal for the corresponding scenario. However, if we have some expectation on the possible demographic or selective scenario that originated the pattern of the sample, we can optimize the test to reject the standard Wright-Fisher model in this specific scenario.
Assume that we expect that the data would follow a scenario where the expected spectrum is Eðj i Þ ¼ j i uL. The generalized test T V applied to this spectrum gives an average value of
The criterion that we propose to find an optimal test is to choose the weights that maximize the expected value EðT V Þ of the test, given the alternative j i spectrum.
Since the variance of the test is equal to 1, this choice should approximately maximize the average rejection power.
Optimal neutrality tests for genome-wide data: To simplify further the results, we assume independent sites and u>1. This is equivalent to the compositelikelihood approach and is a good approximation for genome-wide studies. In this approximation the covariances Cov(j i , j j ) are negligible and the variances are equal to the means E(j i ) ¼ Var(j i ) ¼ uL/i. The problem reduces to constrained maximization with the condition P nÀ1 j ¼1 V j ¼ 0. Using the method of Lagrange multipliers (see the derivation in supporting information, File S1), the optimal weights are
that is, the difference of the expected frequencies and the frequencies under the neutral model. The optimal test is therefore
This result is remarkable in several aspects. It is a simple formula with a clear structure: the optimal test is always proportional to the difference between a scenario-dependent estimator of u, whose weights are the expected frequencies j i = P nÀ1 j¼1 j j , and the Watterson estimator. The interpretation of the test is the following:
Significant positive result: the data appear to reject the neutral model and to be consistent with the expected scenario. Result close to zero: the neutral spectrum cannot be rejected and there is no evidence for the expected scenario. The observed deviations from the null spectrum are small or they are different from the expected ones. Significant negative result: the data appear to reject the neutral model and to exclude the expected scenario, because the observed deviations from the null spectrum are opposite to the expected ones.
In fact, by writing the numerator of the above expression as
it is clear that the value of T O is always positive (and almost maximum if the covariances are negligible) when the observed spectrum corresponds to the expected one, i.e., if j i ' j i , while it is negative (and almost minimum) if the observed spectrum shows deviations from the standard spectrum that are opposite to the expected ones, i.e., if there is an excess of alleles at frequencies where a lack of alleles is expected and vice versa. If the result of the test is close to 0, this means that the deviations of the Figure 1 .-Frequency distribution of Tajima's D for n ¼ 10 (blue) and n ¼ 100 (red) for a frequency spectrum with an excess of alleles between 0.1 and 0.2. The distributions were obtained from simulations of an admixture of two populations (one single population split in two isolated at 0.2N e generations from present, with N e1 ¼ 0.15N e and N e2 ¼ 0.85N e , and merged 8N e generations later). A short period of high recombination values was used at the beginning (first 0.2N e generations) to reduce the effect of discrete sampling from one or the other population, especially in the case of n ¼ 10.
observed spectrum from the usual spectrum show a pattern that is completely uncorrelated with the expected one. Figure 2 illustrates the different cases.
The variance in the denominator of test (9) can be evaluated analytically in the approximation of infinite or zero recombination. We denote the corresponding tests as T , respectively. We report the formulas in File S1.
Optimal neutrality tests for data without recombination: The above tests are obtained using approximations that are not correct for small regions in strong linkage disequilibrium, because in this case the u 2 terms in the covariances Cov(j i , j j ) represent the biggest contribution to the total variance. However, in this case it is still possible to pursue the above approach of maximizing EðT V Þ. We define the matrix c ij ðûÞ ¼ Covðj i ; j j Þ u¼û , whereû is an estimator of u (for example, S/a n L). The explicit expression for Cov(j i , j j ) for the case without recombination can be found in Fu (1995) (Equations 1-5; note the different convention u (FU) ¼ u (our) L). The optimal weights resulting from constrained maximization are
where c À1 ij is the i, jth element of the inverse matrix of the covariance matrix, that is, P nÀ1 k¼1 c ik c
This expression is cumbersome but it can be easily implemented numerically.
Since the covariance matrix c ij and its inverse c À1 ij are real, symmetric, and positive, it is easy to show that the value of T O is positive and maximum when the observed spectrum corresponds to j i ¼ j i , and therefore the interpretation of the results of the test does not change with respect to the previous case.
If the covariance matrix c ij corresponds to the case of zero recombination, we denote the above test by T
ð0;0Þ
O . However, the above expression (11) is actually more general than the case of no recombination. In fact it is valid for all cases when the full covariance matrix has to be taken into account. However, in practice the covariance matrix is often unknown or there is no analytical expression for it. In these cases a quasi-optimal test could be implemented by using analytical approximations (if available) to the exact matrix.
Expressions similar to (9) and (11) can also be found for optimal tests based on the folded spectrum. It is also possible to include error corrections along the line of Achaz (2008) . We report the corresponding formulas and proofs in File S1.
Optimal test for a general (complex demographic) null model spectrum: A generalization that could prove useful for more refined studies is the application of the test to reject a general null model (i.e., typically a complex demographic model). An interesting case could be a test for selection on a sample from a population with nontrivial demographic dynamics, e.g., bottlenecks, expansion, or migration. In this case a first analysis would concentrate on the demographic dynamics, whose signatures could be found along the whole genome, and then this information could be used in a refined analysis to build a test against this null model and look at regions showing signatures of selection or other evolutionary processes.
We assume that the general null model has a spectrum E(j i ) ¼ j 0 i uL and the corresponding covariance matrix c ij ¼ E(j i j j ) À E(j i )E(j j ). These data can come from theoretical results (like the second moments obtained by Zivkovic and Wiehe 2008 for a model with varying population size) or simulations of the null model, or they can be directly inferred from the empirical data, e.g., looking at noncoding regions or genome-wide patterns. For this null model, a set of unbiased estimators of u based on the unfolded fre- quency spectrum isû ðiÞ ¼ j i =j 0 i L, which can be combined with weights v i to build unbiased estimatorŝ
A general test for neutrality can therefore be written as
where the variance in the denominator is evaluated under the general null model. The simplest results can be obtained by employing the approximation of independent sites and u>1. In this case the random variables j i (s) for each site s are independent binomial variables with range {0, 1}; therefore the variables j i ¼ P s j i ðsÞ satisfy the relations
From these relations we can derive the optimal tests
We denote this class of tests by T O H0. Formulas for the other cases (generic covariance matrix and folded spectra) can be found in File S1.
APPLICATIONS
Tests for usual demographic and selective models: Optimal tests are defined with respect to a given expected spectrum j i . In some cases, this spectrum could be obtained from coalescent simulations or experimental data. However, the best way to find it is to obtain an explicit formula for the spectrum from a simple analytical model for the expected scenario; the values j i will be functions of the parameters of the scenario itself. In this way, the spectrum depends fully on the choice of a simple scenario and of its parameters.
In this section, we present some explicit formulas for some simple and common scenarios of population genetics: positive selection, bottleneck, expansion, and contraction. These are only examples of the possible models that could be used to build new optimal tests and do not intend to be an exhaustive list of the best models that could be used for this purpose.
Before discussing the expected spectra, it is worth noting that the optimal test does not actually depend on the spectrum j i , but only on the deviations j i = P nÀ1 j ¼1 j j À 1=ia n from the null distribution. Moreover, only the form of these deviations is relevant, while their overall magnitude is not (see Theorem 3 in File S1).
Note that, if the expected spectrum jð f Þ of the whole population is known, the weights of the test for a given sample size n can be obtained directly from binomial resampling from the spectrum jð f Þ:
This also shows that the weights follow the scaling (5) only for large sample size, while for small sample size they scale according to binomial sampling in a natural way. Test for positive selection: The article by Kim (2006) contains approximated expressions for the spectra of single and recurrent selective sweeps obtained through diffusion approximation. The spectrum for a single sweep depends on the recombination fraction r and the time t since fixation in units of 4N generations. The spectrum can be calculated from Equation 2 of Kim (2006) and equations thereafter, by substituting the coefficients defined in the Appendix of the same article.
Test for bottleneck: The spectrum for a neutral model with varying population size based on the coalescent approach is presented in Griffiths and Tavaré (1998) and Zivkovic and Wiehe (2008) . We review the formulas using the same notation as the latter article. The allele spectrum after a bottleneck depends on three parameters: the time distance T from the bottleneck, the duration t of the bottleneck, and the magnitude 1/r ¼ N/N min , that is, the ratio between the normal population size and its size during the bottleneck. Both T and t are in units of 2N generations. The expression of the spectrum is given by Equations 1 and 10 of Zivkovic and Wiehe (2008) in terms of waiting times E(T k ) dependent on the scenario. For a bottleneck of strength r ¼ N min /N that ended T generations ago and lasted for t generations, their expression is
j1k a n;j;k 2 jðj À 1Þ
Test for sudden expansion/contraction: This scenario depends on two parameters: the time distance T from the expansion/contraction and the expansion/contraction parameter r. The spectrum for this case can be obtained following the same approach as the previous one (Equation 15). As in the previous example, the spectrum is a function of the waiting times E(T k ),
j1k a n;j;k 2 jð j À 1Þ
1
where T is the time (in units of 2N generations) from the change in population size and r is the ratio between the population size after and before the change. The case r . 1 corresponds to an expansion, while the case r , 1 corresponds to a contraction.
Testing a generic evolutionary scenario: A possible problem of optimal tests is that they assume not only some knowledge of possible evolutionary or demographic scenarios, but also a good guess of their parameters. This can be quite difficult and subjective. For this reason, it would be interesting to develop more generic estimators. To discuss this issue, we can assume that the weights j i ðnÞ are calculated from a model of a given scenario that depends on a parameter n. We denote by P 0 (n) a prior probability distribution for this parameter. The expected values for the j i are
and the maximization of EðT V Þ yields the optimal weights
This result is the straightforward extension of the approach presented in this article. Note that, from a practical point of view, all the integrals over n in the above expressions can be substituted by sums over a discrete set of values to obtain a good numerical approximation to the test. In practice the above approach is not always convenient because the number of segregating sites may vary with the parameter n and, therefore, the spectra with a larger number of segregating sites will dominate the test. If we denote by n min and n max the extreme values for the typical range of values of the parameter n, an alternative solution to obtain a generic test for this scenario would be a weighted form like
We denote these tests as T O G. The function W(n) can be chosen in different ways. If there is more than one order of magnitude between n min and n max , a good choice could be a lognormal distribution centered in ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi n min n max p or a distribution 1/n (that is a constant distribution in logarithmic scale). Note that it is easier and computationally faster to take a discrete average over a set of values {n 1 , n 2 , . . . , n r } of the parameter
For models dependent on more parameters, either continuous or discrete, the above formulas can be generalized in a straightforward way by choosing P 0 or W as functions of the whole set of parameters and substituting the integral over n with integrals over all the continuous parameters and sums over all the discrete ones. The same approach can be applied to the other cases detailed in this article.
Simulations: The optimal tests proposed in this article are built using an analytical approach that should generally provide a relatively high power for the rejection of the standard neutral model. However, these tests are based on an optimality condition that does not take into account either the variance of the tests under the alternative model or the estimation of the parameter u from the same data tested. Because of these issues, the actual power could be quite different from the maximum one. To understand the impact of these issues on the power of the tests, a computational study is unavoidable.
To check the actual power of optimal tests, we simulate a coalescent model with mlcoalsim v1.98b (Ramos-Onsins and Mitchell-Olds 2007), available from authors under different scenarios and parameters. The scenarios include bottleneck, migration, and selection (see Figures 3 and 4) . We obtain the optimal tests both for the specific choices of parameters and for the generic scenario, inferring the expected spectrum from the simulations. Finally we apply several tests to simulated data, including optimal tests (both specific and generic) and Tajima's D, comparing their power to detect deviations from the standard neutral model.
All the tests employed are based on the unfolded spectra. We implement the test T ð0;0Þ O for the case of no recombination on the basis of Equation 11, the test T ð';'Þ O on the basis of (9) for the case of infinite recombination, and finally the test T ð';0Þ O also on the basis of (9), which should have maximum power for infinite recombination but whose variance is calculated for the case of no recombination. Tajima's D, Fay and Wu's H normalized, and other tests belong to the last class of tests. We implement also generic versions T O G of all these tests for the generic scenarios, on the basis of Equation 19 and generalizations.
As is clear from Figures 3 and 4 , optimal tests are actually far more powerful than Tajima's D in most situations. In some cases, the generic optimal test (T O G) can be more powerful than the specific one. The cause of these phenomena may be the difference in the variance associated with the tests: a generic test should be suboptimal but it could have higher power than the optimal test for a specific condition, if the variance of the latter is larger. In most cases the T O and the T O G tests have similar power. A clear exception is observed in the subdivision model for T O (',0) and 0) is very low and even drops at the level of Tajima's D at some parameters. In some specific scenarios, Tajima's D is superior to the optimal test T O (',') (Figure 4, D and F) . In the second case this test is compared with optimal tests of the type T O (', ') but using a rescaled recombination rate of R ¼ 0.002 per nucleotide that is much smaller than the rescaled mutation rate. In the same case, the power of the optimal tests T O (', 0) or T O (0, 0) is higher than Tajima's D. Finally, for the case of the bottleneck, note that the frequency spectrum changes significantly from bottleneck times before or after 0.03 3 4N e generations, as indicated by the change in statistical power for the right and the left tails in Tajima's D. Therefore, a general test for the whole set of parameters could be not powerful enough in at least one of the specific scenarios. Here, the test T O G has no power for the scenarios resembling a contraction scenario (from 0.1 to 0.03 3 4N e generations). Figure 5 shows the frequency spectrum for several scenarios and the power of the optimal test with a generic null spectrum (12), indicated here as T O H0 (0, 0) . As a null model we choose sudden contraction/expansion with the ratio of ancient vs. present population size ranging from 0.05 (expansion) to 20 (contraction), while in the alternative scenarios we add a selective sweep on the top of the corresponding null model. Figure 5 , A and B, shows the spectra of null and alternative models, respectively. Clearly, unless extreme situations occur ( N 0 =N >1), all tests proposed are more powerful than standard Tajima's D and almost all of them are as powerful as Fay and Wu's H ( Figure 5C ). The optimal test with generic null spectrum T O H0 (0, 0) is more powerful than the optimal test T O (0,0) only for expansion, where the power of T O (0, 0) drops down. Analysis of sequence data from European pig breeds: In this section we provide an example of an application of optimal tests on real sequence data (Ojeda et al. 2006) . Moreover, we outline a useful application of the optimal tests for exploratory analysis that takes advantage of the connection between an optimal test and the corresponding spectrum under the alternative scenario.
The idea is that, for a given data set, the maximum (average) value for a test of the form (3) on these data is the value of the optimal test corresponding to the spectrum of the data. This is an immediate consequence of our definition of optimality. Moreover, the value of an optimal test is a continuous function of the expected spectrum. These observations imply that, in a set of optimal tests corresponding to different scenarios and parameters, the test with the highest value will corre- . The x-axis shows the time since the selective variant was fixed in the population, ranging from À0.1 (still not fixed) to 1.0 in 4N e generations. The same range was used for T O G with uniform distribution. Recombination R ¼ 0 (C) and R ¼ 0.002 per nucleotide (F).
spond to the expected spectrum that is the ''closest'' to the actual spectrum of the data.
To implement this idea, we choose a generic scenario, we vary the values of its parameters, and we calculate the corresponding optimal tests. Then we look for the maximum value among the results of the tests and obtain the parameters corresponding to this maximum. These parameters should be close to the most probable parameters for this scenario.
We analyze a set of data from Ojeda et al. (2006) that consists of 8-kb sequences from the gene FABP4 in chromosome 4. For this study, we selected the sequences from European breeds (41 sequences) and the bases without gaps or missing values (3.5 kb). The demographic history of European and Asian pig breeds is complicated, but here we assume a simplified model (Larson et al. 2007 ). In this model the European population derives from an ancestor whose population originated also other Asian breeds. The European and Asian populations remained essentially separated until recent centuries, when Asian animals were crossed with European animals with a resulting introgression of Asian alleles in the European breeds. This introgression was actually followed by a process of artificial selection that we ignore in this analysis.
We obtain the spectrum of this simplified model from coalescent simulations, implementing the introgression of Asian alleles in the population as a migration process from another population with no fixed differences but a very high nucleotide variability. This model is actually equivalent to a strong sudden expansion, as shown in File S1. The scenario has two parameters, the time T M since the migration started and the product u M ¼ MH A of the rescaled migration rate M and the heterozygosity H A in the Asian population. The set of data is too small and does not allow us to reject the standard neutral model (at least without using haplotype information); consequently, the values of the optimal tests are small and cannot be compared because of the differences in the distributions of the tests, but we can use their Pvalues instead. Figure 6 shows the different P-values of the test T O (0, 0) as a function of the parameters T M , u M . We observe the lowest P-values for small values of T M and between 60 and 150 units for u M . Assuming a variability H A ¼ 0.001, these numbers correspond to M $ 30, i.e., a very high migration rate having occurred very recently. These results concord with historical evidence whereby Chinese pigs were imported into Europe repeatedly after the 17th century (Giuffra et al. 2000) and, importantly, also with the Bayesian inference using data from this same chromosome region in a wide panel of European and Chinese pigs (Ojeda et al. 2010) .
Note that from a strict statistical point of view, this approach should be taken with care if the aim of the analysis is simply the rejection of the null hypothesis, because there are issues related to multiple testing. These issues are not as severe as they appear, because most of the tests corresponding to different values of the parameters for a given scenario are actually related, but they should not be overlooked.
If there are no plausible expected scenarios for the data, it is also possible to infer the generic scenario that looks more similar to the data. It is sufficient to repeat the above procedure not for different values of the parameters of a single generic scenario, but for different generic scenarios, and infer the most plausible one simply by comparing the values of the corresponding optimal tests. Note that this approach works only with .
Optimal Neutrality Testsgeneric scenarios and not with specific scenarios dependent on some parameters, because otherwise the different number of parameters for each scenario should be taken into account and scenarios with more parameters should be penalized. These issues certainly merit further studies. Achaz (2009) was the first systematic study of this general class of tests. In the general framework presented there, an infinite number of new tests based on the frequency spectrum could be built. However, this framework needs to be complemented by rules on the scaling of these tests with the sample size, as explained in the first section of results. Furthermore the way to find the better or the most powerful tests in this framework remained an open and relevant issue.
In this work we present a general answer to this question. In particular, we presented an explicit form for the optimal tests, i.e., the tests that have approximately maximum power to reject the standard neutral model if the data follow the chosen scenario. Some approximations for genome-wide data are also discussed, along with some useful generalizations like the optimal tests with general null spectrum. The key result is contained in the approximated expression (9). This expression is a generalization of Tajima's D optimized for an alternative spectrum j i . Similar expressions have been found for the folded spectrum, for the case of linked sites in Equation 11 and for a general null model in Equation 12. If the spectrum of the data is similar to j i , the above tests are more powerful than Tajima's D or any other tests of this kind.
We note that optimal tests are actually a direct generalization of Tajima's D, Fu and Li's F, and Fay and Wu's H. In fact all these tests are instances of optimal tests (up to small corrections of order 1/n); that is, each of them has (almost) maximum power for a particular alternative spectrum. These spectra are not uniquely defined. We report them in File S1, Table 1 . As illustrated in Figure 7 , these alternative spectra show features that agree with the common understanding of these tests: Tajima's D is optimal against a spectrum with an excess of intermediate alleles and a defect of lowfrequency alleles, while Fu and Li's F is sensitive to very rare alleles and Fay and Wu's H is optimal against an excess of high-frequency alleles and a defect of lowfrequency alleles.
Before discussing the possible applications of these tests, we comment on some issues related to the optimality condition proposed here. The condition of optimality that we propose is the maximization of EðT V Þ, that is, the average value of the test when evaluated on the expected spectrum j i or h i . The advantage is that both the condition and the form and interpretation of the resulting tests are very simple. However, this condition corresponds to maximization of the power to reject the neutral Wright-Fisher model only if the distribution of the possible values of the test p(T V ¼ t) under this model is well approximated by a Gaussian for all choices of weights and if the covariance matrix of the alternative spectrum is proportional to the covariance matrix of the null spectrum. In the remaining cases, it is possible to find tests with higher power by imposing directly the condition of maximum power. We do not pursue this road because tests with maximum power have three important disadvantages: first, these tests depend explicitly and in a strong way on the significance value chosen, and therefore the results of the tests between different experiments are not comparable; second, they are cumbersome to derive, to implement, and to interpret; and third, they require the knowledge of second-(and higher)-order moments of the spectrum j i under both the null and the expected scenario. This information is usually unavailable since third and higher moments are not known even for the neutral Wright-Fisher model without recombination and there is no analytic expression even for the second moments in the realistic case of finite recombination. This approach should be compared with the simple and clear optimality condition proposed in this article, which uses only information on the first moments Eðj i Þ of the alternative spectrum, and the simple form of the tests resulting from this condition.
The optimal tests discussed in this article can be useful as summary statistics, in particular for genomewide data, and to get hints of demographic or selective processes. These tests can be simply used as more powerful versions of existing tests like Tajima's D, Fu and Li's F, or Fay and Wu's H, once some information about the expected scenario is known. However, there could be more efficient ways to employ these tests using the connection between them and the expected spectra. In particular there are two interesting applications of optimal tests that, in our opinion, deserve future work, which is mentioned at the end of the applications section.
The first one is the development of more generic tests. The optimality condition proposed in this article is not generic, but depends on the prior knowledge of the possible deviations j i À 1=ia n from the standard spectrum. A generic test that does not use prior assumptions about the spectrum could be more useful and of wider applicability. However, it is likely that a completely generic test does not exist because there are deviations from the standard neutral model for every conceivable test that cannot be detected efficiently. Formal arguments for this claim are given in File S1. As discussed in results, there are tests like (18) and (19) that should be effective in a wider range of scenarios than the tests based on Equation 9. Actually, there can be different ways to build more generic tests using the above results, but their optimization is beyond the scope of this article.
The second one is the inference of population genetics models and parameters, which is a completely different way to implement optimal tests without requiring prior knowledge of the possible scenarios and their parameters. In fact, since these tests are computationally fast, it is possible to calculate the values of many different tests on a given set of data. In this way, these tests could scan a good fraction of the interesting parameter space for a specific scenario and give some hints on the relevant parameters. A simple example of this approach is presented in the context of data analysis of pig sequences in the last section of applications. This approach is particularly easy to automatize and can be used for exploratory analysis: by implementing it for some of the most common scenarios, like the ones presented in results, it is possible to infer automati- cally the most plausible scenario and its parameters by looking at the highest values of the tests. We emphasize that this approach should be applied in this form only for exploratory analysis and not for proper statistical inference. The study of a more rigorous statistical approach to infer scenarios and parameters from optimal tests, applying the ideas presented above, would be a most useful development. For example, it would be worth studying the use of these optimal tests (or the related estimators of u) as summary statistics for statistical inference of evolutionary scenarios, possibly using approximate Bayesian computation, similarly to what is suggested in Achaz (2009) . An interesting possibility could be to substitute the distance between summary statistics in approximate Bayesian computation analysis with a function of the P-values of optimal tests.
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for the case with and without an outgroup, the general form of a test based on the folded spectrum is (Achaz 2009 )
where
are unbiased estimators of θ under the conditions
For example, the Watterson estimatorθ W (Watterson 1975 ) based on the number S of segregating sites and the Tajima estimatorθ Π (Tajima 1983 ) based on the nucleotide pairwise diversity Π correspond to the linear combinations of the
with a n = n−1 j=1 1/j, or to the linear combinations of the folded spectrum
Tajima's D is built on the difference of these estimators:
Optimal tests:
The formula for optimal tests in the independent sites approximation is reported in the Main Text and it is
The variance in the denominator of the formula (8) can be estimated in the same approximation of unlinked sites and using the Watterson estimator as Cov(ξ i , ξ j ) δ ij θL/i δ ij SL/a n i, obtaining the exact expression for the optimal test in this approximation
The above results can be generalized to the folded spectrum η i = (ξ i +ξ n−i )/(1+δ n,2i ), which is useful if an outgroup is not available. In this case the optimal weights are
and the optimal test is
All the comments about T O in the Main Text apply also to this test.
For the case of a general covariance matrix c ij (θ) = Cov(ξ i , ξ j ) θ=θ , which includes the case of no recombination whose Cov(ξ i , ξ j ) can be found in Fu (1995) , the weights of optimal tests for the unfolded spectrum are presented in the Main Text
and a similar expression can be found for the folded spectrum η i :
Optimal tests with error corrections:
Sequencing errors and ascertainment bias are important issues for data obtained from many sequencing technologies and particularly with next generation sequencing. As a result of these problems, the spectrum can show artifacts like an excess of alleles at very high or very low frequencies or missing singletons. If it is not possible to filter these artifacts, the simplest solution is to remove these frequencies from the spectrum (Achaz 2008 (Achaz , 2009 ). This approach is equivalent to the condition Ω i = 0 for all the frequencies i that could be affected by these errors. We denote by E the set of these frequencies. Then it is possible to build optimal tests removing the frequencies affected by sequencing biases. The formalism for these tests can be applied simply ignoring all the frequencies i ∈ E in the whole analysis.
A more formal but equivalent approach is to consider all the frequencies but impose the additional conditions Ω i = 0, i ∈ E on the weights. It is easy to show that for optimal tests (8) the remaining weights retain their usual form:
where the value of the indicator function IĒ(i) is 0 if i ∈ E, i.e. if this frequency has been removed, and 1 otherwise.
The expressions for optimal tests without an outgroup are modified in the same way.
:
The optimal test for a generic covariance matrix is
where γ −1 ij is a matrix whose entries are different from zero only if i, j / ∈ E. The restriction of γ −1 ij to the subspace generated by the frequencies i / ∈ E is the inverse of the matrix γ ij = Cov(ξ i , ξ j )| i,j / ∈E , which is the usual covariant matrix restricted to the frequencies that are not affected by sequencing errors. A similar expression can be found for the folded spectrum:
where the matrixγ −1 ij is the inverse ofγ ij = Cov(η i , η j )| i,j / ∈E for the entries i, j / ∈ E while the other entries are zero.
Optimal tests with general null model:
We assume that the general null model has a spectrum E(ξ i ) = ξ 0 i θL, E(η i ) = η 0 i θL and corresponding covariance
. Unbiased estimators of θ based on the frequency spectrum areθ
that can be combined with weights ω i or ω * i to build the unbiased estimatorŝ
A general test for the rejection of a general null spectrum can therefore be written as
In the approximation of independent sites and θ 1, the variables ξ i = s ξ i (s) and η i = s η i (s) satisfy the
i θL and the expressions for optimal tests with and without an outgroup are
In the case of a general covariance matrix, the weights of the optimal tests that have the maximum power to reject a generic null spectrum ξ 0 i or η 0 i are
for the unfolded spectrum, and
for the folded spectrum.
Derivation of the expressions for optimal tests:
We consider the case of general null unfolded spectrum ξ 0 i and generic covariance matrix c ij symmetric and positive. In all the sums of this section, the indices are implicitly assumed to run over the range 1, 2 . . . n − 1. The optimal test is defined by the maximization of the function
with the condition i Ω i = 0 and i Ω 2 i > 0 (that is, at least one of the weights Ω i should be different from zero, otherwise the test is not defined). 
and in particular, choosing
This equation implies that for every choice of weights Ω i there is a set of weightsΩ i = Ω i / j Ω 2 j with the same value of f and satifying the additional condition iΩ 2 i = 1. The subspace of R n−1 described by the conditions
i Ω i = 0 and i Ω 2 i = 1 is the (n − 3)-dimensional sphere S n−3 . Then the function f has a maximum in
{0} if and only if its restriction to S n−3 has a maximum, because the codomains of the function f and that of its restriction to S n−3 are the same. (More formally, f is invariant under the action of the dilation group R + , which is a topological group acting on R n−2 {0}, therefore f is actually defined on the orbit space S n−3 ∼ = (R n−2 {0})/R + which is the (n − 3)-dimensional sphere.) The sphere S n−3 is compact and f is continuous on the sphere, therefore it has a maximum and a minimum by the Weierstrass extreme value theorem.
For later purposes, we define the scalar product between spectra:
where c −1
ij is the inverse of the covariance matrix. It can be verified that the product ξ , ξ is symmetric ( ξ , ξ = ξ , ξ ), positive ( ξ , ξ > 0) and bilinear ( ξ , αξ + βξ = α ξ , ξ + β ξ , ξ ), therefore all the theorems on scalar products in real vector spaces can be applied to it.
Theorem 2: the maximum of f (Ω 1 , . . . Ω n−1 ) with the constraint i Ω i = 0 is given by the expression
Proof: the function f belongs to C ∞ (R n−1 {0}), therefore it is differentiable everywhere. Moreover, the constraint is smooth, therefore it can be solved using a Lagrange multiplier λ. The critical points of f under the constraint correspond to the critical points of the differentiable function F defined as
and the corresponding extremum equations are ∂F/∂Ω l = 0 plus the condition ∂F/∂λ = i Ω i = 0. We denote by V the variance
The explicit expression for the extremum equation ∂F/∂Ω l = 0 in vector form is:
We multiply this equation by ξ 
This transformation corresponds simply to an invertible change of basis, therefore the two equations (32) and (33)
This is consistent with the independence of the test on the absolute value of c. For this reason we can consider only the values c = ±1 without loss of generality. The values of the function f on these solutions are
where the positivity of the term inside the square bracket is ensured by the Schwarz inequality ξ 0 ,ξ ≤ ξ 0 , ξ 0 ξ ,ξ .
Theorem 1 ensures that the set of critical points contains a maximum and a minimum, therefore c = +1 corresponds to the maximum and c = −1 to the minimum of f .
The formulae for the other cases presented in the paper can be derived from (29). They are obtained by choosing Dependence of optimal tests on deviations from the null spectrum:
As stated in the text, the optimal test for a scenario does not actually depend on the spectrumξ i , but only on the deviationsξ i / n−1 j=1ξ j − ξ 0 i / n−1 j=1 ξ 0 j from the null distribution. Moreover, only the functional form of these deviations is relevant, while the overall scale of the deviations does not have any effect on the choice of the optimal test. All these properties are a simple corollary of Theorem 3 that we present below. A similar theorem applies to the optimal tests for the folded spectrum.
Theorem 3: an optimal test of the form (29) with an expected spectrum of the formξ i = αξ 0 i + β∆ i and β > 0 does not depend on the parameters α and β.
Proof: we note that the optimal test can be written in the elegant form
Substitutingξ i = αξ 0 i + β∆ i and using the bilinearity of the scalar product, we obtain
that depends only on the coefficients ∆ i and not on α and β as long as the latter is positive. In many situations these properties make the optimal tests more powerful: as an example, consider a situation with some fraction of the segregating sites that follow a deformed allele frequency spectrumξ i , while the rest of the sites follow the neutral spectrum 1/i. Even if one could have some prior knowledge of the form of the spectrumξ i from models or simulations, it would be difficult to guess how many sites could follow the deformed spectrum. Fortunately, the optimal tests do not depend on the number of these sites.
Classical tests as optimal tests:
In this table we report the spectra for which the classical tests (Tajima's D, Fu and Li, Fay an Wu) are optimal tests according to (8) . These spectra are provided as functions of the frequency f and of two positive arbitrary parameters α and β. Tajima The test of Fu and Li is peculiar because it is an optimal test only for sample size not too large, i.e., n < 1/f . In fact it is an optimal test for very rare alleles that could appear at most once in the sample, therefore their frequency in the population should be less than the inverse of the sample size 1/n.
On the existence of generic tests:
A generic optimal test for neutrality should be able to detect any deviation from the spectrum of the null model that is sufficiently large. Unfortunately, no such test can be built. In fact, for every test defined by a set of weights Ω i it is possible to find a spectrum ξ i that is different from the standard spectrum at least in a range of frequencies and is nevertheless almost undetectable by the test because its average value on this spectrum is zero. This conclusion is expressed in a more formal way in the following theorem.
Theorem 4: For every set of n − 1 real weights Ω i with i Ω i = 0, there is a spectrum of n − 1 real positive numbers ξ i that satisfy the condition that there is a value of α such that i iΩ i ξ i(α) = 0. It is easy to find two scenarios with opposite sign of the results of the test. In fact the condition i Ω i = 0 implies that there are weights of both signs and it is always possible to find a spectrum that is strongly peaked at a specific allele frequency (for example, admixture), therefore we can simply consider two such spectra peaked at a positively weighted frequency and a negatively weighted frequency.
A simpler (but considerably less biological and more abstract) proof can be provided by noticing that i iΩ i ξ i is a linear functional of the spectrum, which is a vector in R n−1 , therefore it has a (n − 2)-dimensional kernel of spectra that satisfy i iΩ i ξ i = 0.
Coalescent model of allele introgression from an highly variable population:
We consider a population of size N , mutation rate µ and variability θ = 4N µ and a recent unidirectional migration flux from a second population. The rescaled migration rate is M = 4N m and the time since migration (rescaled in units of 4N generations) is T M . The second population is assumed to have no fixed differences with the first one, but a very high variability H A .
Our aim is to find the mean allele frequency spectrumξ i of the first population as a function of the parameters θ, M , T M and H A . In order to determine it, we notice if we look at a single site (which is enough forξ i , since linkage disequilibrium or correlation between sites are not relevant for the mean frequency spectrum) we can consider migration as a mutation process, that is, there is no difference between a migrant individual and a mutant individual.
(This is true only if most of the alleles segregating in the second population are at low frequency and is no more valid if there are fixed differences between the two populations.) Therefore the coalescent process of the first population corresponds to that of the standard neutral model, while the mutation process includes two contributions from mutation
