We consider further how scattering information ͑the S-matrix͒ can be obtained, as a continuous function of energy, by studying wave packet dynamics on a finite grid of restricted size. Solutions are expanded using recursively generated basis functions for calculating Green's functions and the spectral density operator. These basis functions allow one to construct a general solution to both the standard homogeneous Schrödinger's equation and the time-independent wave packet, inhomogeneous Schrödinger equation, in the non-interacting region ͑away from the boundaries and the interaction region͒ from which the scattering solution obeying the desired boundary conditions can be constructed. In addition, we derive new expressions for a ''remainder or error term,'' which can hopefully be used to optimize the choice of grid points at which the scattering information is evaluated. Problems with reflections at finite boundaries are dealt with using a Hamiltonian which is damped in the boundary region as was done by Mandelshtam and Taylor ͓J. Chem. Phys. 103, 2903 ͑1995͔͒. This enables smaller Hamiltonian matrices to be used. The analysis and numerical methods are illustrated by application to collinear HϩH 2 reactive scattering.
I. INTRODUCTION
The principal question addressed in this paper is how accurate approximations to continuum scattering states can be constructed using Hamiltonians discretized in finite regions ͑finite matrix approximations to the true Hamiltonian͒. The equations [1] [2] [3] [4] [5] we choose as our framework for treating this question are provided by the time-independent wave packet Schrödinger equation,
and its formal solution, by the time-independent wave packet Lippmann-Schwinger equation,
which constitute new formulations of quantum dynamics. In Eq. ͑2͒, G(E) is an inverse of (EϪH) which satisfies some specific boundary conditions, although not necessarily outgoing wave or causal ones, (0͉␣n ␣ ) is a source function which in the original derivations was a wave packet at initial time tϭ0, ␣ denotes an arrangement channel, and k ␣ and n ␣ denote the average relative translational momentum and initial internal quantum numbers respectively. The factor i/2 can be absorbed into the definition of the initial source function, if desired. Related methods based on these equations have been used by several other groups recently for scattering calculations. 6, 7 When the scattering region in the calculation is taken to be large enough so that the scattering amplitudes can be obtained before the solution is reflected off the boundary, or an absorbing potential is employed to eliminate boundary reflections, and the initial packet (0͉␣n ␣ ) vanishes in the region of the potential, it is easy to prove that, in a restricted region of space discussed below, solutions of Eqs. ͑1͒ and ͑2͒ can be chosen to be related to the Lippmann-Schwinger ͑LS͒ state, ⌿ k ϩ (E)͘, according to,
Here, k (E) is the ''unperturbed'' or ''incident'' state, and we have chosen to suppress the other quantum labels ␣ and n ␣ for the sake of simplifying the notation ͑we shall use the more detailed notation when it is necessary to avoid confusion͒. The region of space in which Eq. ͑3͒ is valid is characterized in terms of the packet, (0). Because we have assumed that (0) is nonzero in a finite region outside the region where the potential is nonzero, we may speak of the region external to (0) which is closest ͑in some well defined sense͒ to the potential as the ''potential side'' of the initial wave packet. Then Eq. ͑3͒ holds on the potential side of such an initial wave packet. Here, also, G ϩ (E) is the causal Green's function and A(k) is the Fourier amplitude of (0) corresponding to the translational momentum បk. The foremost advantage of Eqs. ͑1͒ and ͑2͒ is readily seen from Eq. ͑3͒: the causal Lippmann-Schwinger solution, over a range of energies, can be obtained from a single (0). In this case, the boundary condition satisfied by the Green's func-tion G ϩ (E)ϭ(EϪHϩi⑀) Ϫ1 in Eq. ͑3͒ is the outgoing scattered wave boundary condition. This boundary condition on the Green's function can be enforced either by introducing a negative imaginary absorbing potential, [10] [11] [12] [13] or by explicitly obtaining expansion coefficients, a n ϩ (E), which reflect the ϩi⑀ in the Green's function, yielding results as a continuous function of the energy E, and permitting the ⑀→0 ϩ limit to be taken. 2 A general, energy-separable Faber polynomial representation of the Green's function, G ϩ (E), valid even when the Hamiltonian is not Hermitian ͑as occurs when one employs an absorbing potential͒ also has been developed and applied successfully in solving Eq. ͑2͒ for reactive scattering problems over a range of energies. 8, 9 However, the differential form of the time-independent wave packet formalism ͑i.e., Eq. ͑1͒͒, of course, does not possess specific memory of the boundary conditions associated with its derivation from a time dependent treatment. 5 Thus the equation (EϪH)ϭ(i/2)(0) must be augmented by some specific choice of boundary conditions. In the work of Mandelshtam and Taylor 6 and Jang and Light, 7 initial studies of boundary conditions other than the causal one have been reported. In an earlier paper ͓4͔, which we shall call paper I, we have also independently considered more general boundary conditions by combining the solutions (i/2)G ϩ (E)(0) and (i/2)G Ϫ (E)(0) to construct ␦(EϪH)(0), which is easily seen to yield a continuum solution of the standard timeindependent Schrödinger equation. ͑The operator ␦(EϪH)
is the so-called spectral density operator.͒ In fact, in paper I, a robust procedure for constructing general solutions of the Schrödinger equation was given, since a variety of solutions can, in principle, be obtained from ␦(EϪH)(0) by appropriate choice of (0).
When the boundary is moved so close to the interaction region that reflections of the scattered waves occur before all the incident waves have experienced scattering by the potential, interferences occur which eventually will produce discrete energy levels, and prevent the extraction of continuous scattering information. In addition to considering boundary conditions other than purely outgoing waves, Mandelshtam and Taylor 6 and Jang and Light 7 also gave alternative procedures for circumventing this difficulty. In the former case, they modified the Chebychev expansion as given by Huang et al. 2 by damping the recursion satisfied by the Chebychev polynomials, thereby eliminating problems with boundary reflections. Jang and Light expressed the full Green's function in terms of an eigenfunction expansion in which the eigenfunctions were required to satisfy different boundary conditions than vanishing at the end of the grid. Both techniques required the solution of a system of linear algebraic equations in order to extract the scattering information.
In this paper, we continue to consider our own approach to solutions of Eq. ͑1͒ and of the standard homogeneous time-independent Schrödinger equation for a continuous range of energy, satisfying either arbitrary or scattering boundary conditions. We will also consider solutions which are generated on a grid of restricted size. Our treatment makes use of the general final state analysis which we introduced in paper I and we employ a type of damped Hamiltonian, rather than damped recursion, to treat boundary reflections. However, our damped Hamiltonian expressions can be directly transformed into the same type of damped recursion expressions that were employed by Mandelshtam and Taylor. 6 We illustrate our approach by an application to the collinear HϩH 2 reactive scattering system. The plan of this paper is as follows. In the next section, we give a detailed analysis for constructing scattering wave functions for a continuous range of energy and extracting scattering information when the system is in a restricted region. This leads to new expressions for the error associated with a particular truncation of the expansion of the solution. In Section III, we give the details of the computational method. Finally, in Section IV we present example calculations and a discussion of the results. Section V contains our conclusions.
II. ANALYSIS

A. Chebychev expansions of time-independent and time-dependent states
We begin our analysis by considering the polynomial basis set generated by the Faber-Chebychev recursion. 8, 9 A time-dependent wave packet (t) is given in terms of the initial wave packet by ͑t ͒ϭexp͑ ϪitH/ប͒͑0͒. ͑5͒
This equation applies to a general, time-independent Hamiltonian regardless of whether the spectrum is continuous or discrete. If the system is confined to a finite volume ͑as is usually the case for numerical calculations͒, then the system Hamiltonian has a totally discrete spectrum. The eigenstates can ͑more or less cleanly͒ be divided into two groups depending on whether the boundary conditions are imposed by the spatial extent of the finite region containing the system or by the potential. Those eigenvalues and eigenvectors for which the finite boundaries of the region have a numerically insignificant effect correspond to the bound states of the system in the limit of an infinite volume, whereas the states that have boundary conditions imposed by the finite volume correspond to the continuum for the infinite-volume problem. For a physical scattering problem for which conservation of energy applies, in the energy range of interest, the Hamiltonian can be represented to arbitrary accuracy on a discrete grid of finite extent by controlling the system volume and the grid spacing. Our objective is to do this as efficiently as possible for numerical calculations. Of course, such a finite grid can only represent a finite number of states. The highly oscillatory, highly energetic eigenvectors that are assumed to contribute little to the wave packet as it evolves are totally ignored, and in some manner or another we must in effect ''interpolate'' on the discrete states corresponding to the continuum of the infinite-volume system to deduce accurate approximations to these true continuum states. We now turn our attention to how this can be done.
The grid representation of the Hamiltonian ͑grid Hamiltonian͒ for a spatially confined system has a finite number of eigenvalues and hence a maximum and a minimum eigen-value. Therefore, the operator exp(ϪitH/ប) can be expanded in a Faber-Chebychev series according to 10, 11 exp͑ϪitH/ប͒ϭ ͚ nϭ0 ϱ a n ͑t͒T n ͑H norm ͒, ͑6͒
where
Here H is the estimated midpoint of the spectrum of H, ⌬H is the estimated half-width of the spectrum, and J n is a cylinder Bessel function of the first kind ͑of integral order͒. Using the orthogonality relationship for Bessel functions of the same argument but different orders, 12 we can invert this relationship to obtain
and c 0 (t)ϭlim n→ϩ0 c n (t). The behavior of ͉c n (t)͉ as a function of ͉t͉ is shown in Fig. 1 . The wave packet (t), which evolves from (0) according to Eqs. ͑5͒ and ͑6͒, is given by
is the nth Faber-Chebychev vector in the basis set ( n ; nϭ0 to ϱ). From Eq. ͑8͒ we have that
It is apparent from Fig. 1 that these vectors form a kind of ''chronological'' basis set in that n is formed as a transform of (t) over two time periods ͑one for positive t and one for negative t). The onset of these time periods grows more or less linearly with n, and hence n serves as a rough measure of ͉t͉. This onset is relatively sharp; however, packets evolved longer than the onset time continue to contribute with decreasing amplitude. The time interval for a given n is somewhat shorter than indicated by Fig. 1 because c n (t) is oscillatory and some cancellation due to the phase takes place in the integral of Eq. ͑12͒. Thus, we find that an expansion of a function in terms of Faber-Chebychev basis functions, n , is in effect an expansion in terms of ͑overlap-ping͒ periods in the time evolution of the initial wave packet.
B. Expansion of solutions of the standard homogeneous time-independent Schrö dinger equation
We now explore the construction of approximate eigenvectors of H in terms of a finite linear combination of the Faber-Chebychev basis functions. To this end, we define
where the coefficients b n (E) are functions, yet to be determined, of an arbitrarily chosen energy. We seek to choose the coefficients in such a way that, to a controllable approximation,
By definition
Hϭ͑⌬H ͒H norm ϩH ͑15͒
and thus
where we have made use of the fact that T 0 ϭ1. The recursion relation for the Chebychev polynomials is
which when substituted in Eq. ͑16͒ yields
͑18͒
If we now define b 0 ϭ1/2 and b n (E)ϭT n (E norm ) for nу1 where E norm ϭ(EϪH )/⌬H we then have from Eq. ͑17͒ that and thus
where the remainder function, R m (E), is defined by
This expression is similar in structure to the ChristoffelDarboux formula 12 associated with sums of orthogonal polynomials. It is apparent that for those regions in the confining volume where R m (E) is very small, m (E) is an approximate eigenfunction of H, but, of course, not necessarily one that obeys the boundary conditions imposed by the constraints of finite volume. The latter is not a problem since in most cases the size of the finite region is employed solely for numerical convenience and does not impose boundary conditions of physical interest. If the energy-independent m and mϩ1 are both separately small then m (E) provides an approximate eigenfunction for any energy, which is a point we later discuss in more detail.
We now examine the convergence of the infinite series,
From the completeness relation for Chebychev polynomials we have that
where (E norm )ϭ(1ϪE norm 2 ) Ϫ1/2 is the weight function for orthogonality of the Chebychev polynomials. As has been discussed in paper I, 4 Eq. ͑24͒ obviously provides a formal solution to the standard homogeneous time-independent Schrödinger equation. However, the initial wave packet can always be expanded in terms of the spectrum of H according to
where ͕͖ is a complete set of quantum numbers ͑which are discrete, and in fact finite, because H is the grid representation of the Hamiltonian for a spatially confined system͒, and from this equation it is clear that ␦(EϪH)(0) is either zero or infinite as a function of E and hence that Eq. ͑24͒ is only a solution to the Schrödinger equation in a formal sense. Two points should be made here. ͑1͒ In our numerical approach we deal only with Hamiltonians that have a finite spectrum because we reduce the Hamiltonian to a matrix of finite dimensions. However, in the continuum of the Hamiltonian for a true scattering system, ␦(EϪH)(0) is a scattering ͑i.e., improper͒ eigenfunction.
4
͑2͒ Even though ␦(EϪH)(0) does not converge for an operator with a discrete spectrum, with appropriate generalization, it still provides the conceptual framework for a very efficient diagonalization procedure for such matrices.
13,14
C. Expansion of solutions of the inhomogeneous time-independent wave packet Schrö dinger and Lippmann-Schwinger equations
The above analysis can be utilized also for generating solutions of the inhomogeneous time-independent wave packet Schrödinger equation, rather than Eq. ͑14͒. Thus, we consider the equation
and note that the general solution will be a combination of the homogeneous solution ͑already discussed above͒, plus a particular solution of the inhomogeneous equation. We can develop the desired general solution as
in analogy with Eq. ͑10͒ for the homogeneous solution. In fact, the g n (E) will be complex, with the real part being equal, to within a constant, to the b n already discussed:
Note that this relationship between Re͓g n (E)͔ and the b n (E) corresponds to a change in the normalization of the solution, (E), of the homogeneous Schrödinger equation ͑compared to (E)) which is imposed simply because the particular solution's normalization is not arbitrary; it must be such as to generate the correct normalization of the inhomogeneity i(0)/2. The sign choice determines whether one is generating a causal-like or anticausal-like solution of the inhomogeneous equation, since
As stated above, (E) is related to (E) according to
We next follow the same procedure as before, substituting Eq. ͑27͒ into Eq. ͑26͒, to obtain
The choice Eq. ͑28͒ will ensure that the real part of g n , combined with the recursion Eq. ͑14͒, leads to
and the imaginary part of g n leads to
͑36͒
We have attached the superscript ''H'' to R m , given by Eq. ͑19͒, to indicate that it is the remainder term for the solution of the homogeneous equation. Again, R m H is related to R m (E) by a relation similar to that between (E) and (E).
We now note that one may introduce the linearly independent Chebychev functions, V n (E norm ),
which also satisfy the recursion
The phase (E) equals cos Ϫ1 E norm . We then choose
and
it is easy to verify that
and using these equations, and the recursion ͑38͒, in Eq. ͑36͒ yields the final result
It should be noted that the above choices of real and imaginary parts of g n (E) correspond to
Here, the energy-dependent phase, (E), is
and H and ⌬H are the center and the half width of the spectrum of the Hermitian Hamiltonian, H, respectively. The remainder, R m I (E), for the particular solution of Eq. ͑1͒ is
In this expression, m I (E) is now expressed explicitly as
where the latter makes use of the fact that V 0 vanishes. We note that in previous work we have shown that 11, 17 
Thus, this procedure is a general one that makes possible the generation of both the solution of the homogeneous timeindependent Schrödinger equation and the particular solution of the inhomogeneous time-independent Schrödinger equation, for any energy E. We emphasize that the energy E can be varied continuously, so that the solutions thus constructed are true scattering-type states, as will now be discussed.
D. Extraction of scattering information as a continuous function of energy and the role of the ''box-size''
We now examine how functions satisfying Eq. ͑21͒ can be used to extract scattering information. The first case we consider is that of a packet, initially in a precollision region, impinging on a target. We further assume that the grid is very long so that the collision, to the desired numerical accuracy, has been completed before any portion of the packet traverses the finite scattering region. The time-to-energy transform of (t),
provides a scattering eigenfunction of the system with a causal boundary condition if E is in the continuum. If we consider a particular position of the system in configuration space, then the integral at this configuration has effectively converged once the packet has passed over this configuration point and exited the system. ͑Some care must be exercised here because, due to wave packet spreading, the wave packet actually never totally leaves any region of space. In fact, in one and two dimensions the integral, Eq. ͑52͒, is not abso-lutely convergent 18 and convergence of the integral relies to an extent on phase oscillations. This is the reason for the use of the term ''effectively.'' In higher dimensions, where the wave spreads in time in a configuration space of greater dimensionality, the integral does converge absolutely. 18 ͒ Suppose t m is the onset time for the Faber-Chebychev basis function m . Then, if for times such that ͉t͉Ͼ͉t m ͉, the packet has effectively passed over the configuration point, the Christoffel-Darboux remainder term of Eq. ͑22͒ vanishes and m (E) satisfies the time-independent Schrödinger equation for any scattering energy (E). This solution is obviously not an eigenfunction of the grid Hamiltonian used to construct Eq. ͑22͒ since it does not satisfy the boundary conditions imposed by the finite volume. Instead it is a true scattering solution, assuming as we have that the packet has not reached the boundary of the finite region and been reflected back. However, for large m, m will not vanish because the wave packet for the grid Hamiltonian will reflect off the boundary and scatter back across the configuration point, and, as we have discussed, in the limit as m becomes infinite m (E) does not converge. Thus, in this circumstance, m (E) converges asymptotically as a function of m to the true scattering wave function for the Hamiltonian without finite boundaries. Similar results hold for the particular solution of the inhomogeneous time-independent Schrö-dinger equation.
If the initial wave packet is not ''precollision'' but instead starts out overlapping the scattering region, then m (E) still converges asymptotically to a scattering eigenfunction at a configuration point if the packet has not reflected off the walls so that the Christoffel-Darboux remainder vanishes. However, the construction of a scattering solution with the desired boundary conditions, in general, will require the use of more than one initial packet. 4 ͑Note that we do not seek solutions of the inhomogeneous timeindependent wave packet Schrödinger equation when (0) overlaps the scattering region.͒ Obtaining asymptotic convergence in Eq. ͑21͒ or Eq.
͑45͒ requires a grid sufficiently large so that the n vectors in the expansion do not reflect off the boundaries of the finite scattering region before the collision of interest is completed. This often times requires a very large grid. A well established procedure for shortening the required grid size is to use an imaginary absorbing potential at the boundaries of the scattering region. 16, 17, 19, 20 In this case the n are absorbed rather than reflected off the boundaries of the grid. However, adding an imaginary potential to the Hamiltonian gives it a complex spectrum, which alters the radius of the convergence of the Chebychev polynomial expansion, and thus the definition of H norm must be adjusted accordingly 8, 9 ͑to keep the Christoffel-Darboux remainder from diverging͒. From a numerical point of view using a non-Hermitian Hamiltonian is substantially less convenient than using a Hermitian one. One procedure given recently by Mandelshtam and Taylor is to employ ͑effectively͒ an energy-dependent absorbing potential. 6 However, they show that by appropriate modification of the Chebychev recursion relation it is still possible to deal with the physical Hamiltonian. The effect of the absorbing potential is to include exponential damping in the recursion relation.
E. Eliminating boundary reflections using ''Mandelshtam-Taylor-type'' damping
We now examine a method for extracting scattering information using a Hermitian grid Hamiltonian by modifying the Faber-Chebychev recursion relation of Eq. ͑17͒. Let us consider the ''damped grid Hamiltonian''
where d(x l ) and d(x l Ј ) can be viewed as elements of a diagonal, real matrix, and x l denotes grid points in the configuration space of the collision system. Furthermore, we assume the function d to be a ''damping function'' which is equal to unity at grid points in the interior of the scattering region but whose values decay smoothly to zero at grid points in the boundary regions. We then use the d(x l ) to modify or ''scale'' the Faber-Chebychev recursion relations for the
Making use of these modified Faber-Chebychev recursion relations, Eq. ͑18͒ assumes the form
In this equation, H and H damp are the grid Hamiltonian and damped grid Hamiltonian matrices, d 2 is a diagonal matrix with elements ␦ ll Ј d 2 (x l ), and the m (E),R m (E), and n are discrete vectors. To obtain the final form of the result, we have taken b 0 ϭ1/2 and b n ϭT n (E norm ) for nу1 as before. An analogous result holds for the particular solution of Eq.
͑1͒.
We first remark that the modified Faber-Chebychev basis vectors are not derived by applying Chebychev polynomials of the damped Hamiltonian to a trial vector ͑cf. Eq. ͑11͒͒ as is obvious from the fact that Eq. ͑55͒ is not the same recursion relation as Eq. ͑17͒. However, in the interior region
T m (H norm )(0), until it reaches the boundary region. There, the damping factor in the recursion attenuates the reflected wave so that in the limit
and as a result lim m→ϱ R m ϭ0. ͑59͒
Thus, Eq. ͑57͒ becomes
where (E)ϵlim m→ϱ m (E). It follows that, in the interior region, (d 2 Ϫ1) can be made sufficiently small that (E) obeys the time-independent ͑homogeneous͒ Schrödinger equation for arbitrary E. If the reflected basis vectors are completely attenuated so that they never return to the region where the scattering analysis is carried out, then (E) obeys causal boundary conditions, and one can use the simple analysis based on Eq. ͑1͒ ͑provided that (0) does not overlap the potential͒. However, if the reflected basis vectors do reach the analysis region as m increases, then (E) does not satisfy any special boundary condition. In this case, one must use a complete set of linearly independent initial packets to construct a wave function that satisfies the desired boundary conditions. It should be clear that the parallel development can be given for m I , the particular solution of Eq. ͑1͒, and for the homogeneous solution (E), with remainder R m H (E).
F. One-dimensional illustration
We now consider a one-dimensional problem to illustrate the analysis. Suppose the initial wave packet, (0), is located on the LHS of the potential ͑without overlapping it͒ and is impinging on the target. The general solution of the time-independent Schrödinger equation with arbitrary boundary conditions is given by a linear combination of any complete set of linearly independent solutions. These can be chosen in a number of ways, for example as the real and imaginary parts of a complex solution ͑assuming a real Hamiltonian͒. One particular choice of general solution is
where ⌿ Ϯk ϩ , kϾ0 are the linearly independent causal solutions of the Lippmann-Schwinger ͑LS͒ equations corresponding to scattering waves propagating in the Ϯx direction with energy Eϭប 2 k 2 /2m. Outside and to the left of the potential we have that
and to the right of the potential
Here R ͑and RЈ) and T ͑and TЈ) are, respectively, the energy dependent reflection and transmission amplitudes. ͑The primed and unprimed quantities differ at most by a phase.͒ These amplitudes and the constant coefficients a and b can be obtained by evaluating ⌿(E͉x) at two points in the region between (0) and the beginning of the potential and at two points beyond and to the right of the potential.
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G. Final state analysis for reactive scattering
The same analysis can be generalized readily for reactive scattering. In the case of two arrangements, ␣ and ␤, an arbitrary solution of the time-independent Schrödinger equation can be written as a linear combination of the causal LS solutions, ⌿ ␣ ϩ (E͉␣) and ⌿ ␤ ϩ (E͉␤). Here the subscripts ␣ and ␤ fix the solution by specifying the precollision states in the ␣ and ␤ arrangement channels, respectively. The asymptotic forms of ⌿ ␣ ϩ (E͉␣) and ⌿ ␤ ϩ (E͉␤) are given by
valid outside the potential on the ␣ arrangement side, and
valid outside the potential on the ␤ arrangement side. Ϯ (E) are the unperturbed channel functions ͑consisting of a product of an internal state and a traveling wave in the appropriate Jacobi translational variable͒. N ␣(␤) (E) is the number of open channels in the ␣(␤) arrangement. We use a notation convention commonly employed in calculations, where the coefficients in the superposition of the linearly independent unperturbed channel functions are indexed sequentially from 1 up to N ␣ ϩN ␤ . Thus, e.g., a symmetric reaction involves twice the number of channels as are open in one arrangement, and the A and B matrices have indices that range from 1 to 2N ␣ . In Eq. ͑61͒ ͑and equations that follow͒ the ␤-arrangement channels start at N ␣ ϩ1 and extend up to N ␣ ϩN ␤ , which for a symmetric reaction equals 2N ␣ .
Combining Eqs. ͑66͒ and ͑67͒, one obtains
just outside the potential in the ␣ arrangement, and
just outside the potential in the ␤ arrangement. The matrix elements of B are defined by
can be written in a matrix form
BϭÃS, ͑71͒
Equations ͑68͒ and ͑69͒ can be interpreted as two coupled linear algebraic equations for the matrices A and B, which can be found by several methods. Using the method in paper I, 4 one obtains the 2(N ␣ (E)ϩN ␤ (E)) ϫ(N ␣ (E)ϩN ␤ (E)) matrix elements of A and B by evaluating the solution (E͉x ជ ) at 2N ␣ (E) points in the ␣ arrangement and 2N ␤ (E) points in the ␤ arrangement for each of the initial, linearly independent wave packets, i (0),iϭ1,2, . . . ,(N ␣ (E)ϩN ␤ (E)). The full S-matrix can be obtained by solving Eq. ͑71͒ together with Eq. ͑72͒, i.e.,
SϭÃ
Ϫ1 B. ͑73͒
It should be noted that one can reduce the number of packets that must be propagated by taking advantage of the fact that the solutions generated are complex. It is well known that the real and imaginary parts of a complex solution of the homogeneous TISE are separate solutions. This has been discussed in detail for simple 1D potential scattering in paper I, and similar techniques can be used for reactive scattering. The matrices A and B can also be obtained using appropriate final wave packets, or ''test functions,'' ͉ f ͘ ͑again, see paper I͒. Constructing a final wave packet with a specific channel in an arrangement, ͗ f (␣(␤)͉ ␣(␤) )͉, and projecting the solution ͉(E)͘ onto the final wave packet, one gets
because of the orthogonality of the internal states of the system. Using Eq. ͑74͒, the matrix elements
and B i ␤ of channels ␣ and ␤ can be calculated by employing two linearly independent final wave packets, f (␣͉ ␣ ), f ϭ1,2, in ␣ arrangement, and two linearly independent final wave packets, f (␤͉ ␤ ), f ϭ1,2, in ␤ arrangement. The S-matrix can thus be obtained from Eq. ͑73͒.
The formulae for solving reactive scattering problems with more than two arrangements are essentially the same as those for the two arrangements case except that more expressions for (E͉x ជ ) ͑as given in Eqs. ͑68͒ and ͑69͒͒ need to be set up for the additional arrangements. Each arrangement contributes to the sums determining the dimension-
To solve for the S-matrix in the multi-arrangement case, one must have
linearly independent algebraic equations for the A and B matrices. For collision systems involving large numbers of channels, this procedure itself may become a challenge computationally. However, with an absorbing potential or the appropriately chosen attenuating functions, d(x l ), to be introduced in the following section, and a slightly larger size of grid, boundary reflections can be avoided. The inhomogeneous time-independent wave packet Schrödinger or Lippmann-Schwinger equation formalism, Eq. ͑3͒, or the TIW-S-matrix Kohn variational form of Eq. ͑3͒
for reactive scattering gives a single column of the S-matrix with one initial wave packet and therefore may be the preferred approach for the most complex problems. The coefficients A ␣ and A ␤ are the Fourier momentum components of the initial wave packet, (␣n ␣ ͉0), in ␣ arrange-ment and final wave packet, (␤n ␤ ͉0), in ␤ arrangement at the appropriate wave numbers, k n ␣ and k n ␤ , respectively.
III. COMPUTATIONAL DETAILS
A. Choice of the modified Faber-Chebychev polynomial basis
We must now choose a specific damping factor, d(x l ), which will be used in the modified Faber-Chebychev recursion to generate the damped polynomial basis for expanding the wave function, (E͉x), or (E͉x). The resulting damped basis is related to the type used by Mandelshtam and Taylor by a simple transformation. 6 We choose our damping factor to be of a form that tends to preserve continuity and smoothness of the wave function, subject to the constraint that the damped grid Hamiltonian be identical to the original grid Hamiltonian in the interior region. The damped grid Hamiltonian matrix thus constructed will smoothly attenuate the wave function to zero in the boundary region due to the modified Faber-Chebychev recursion's dependence on the d(x l ) factors. We illustrate the procedure using the solution of Eq. ͑1͒, (E͉x). ͑1͒ We introduce a modified wave function,
is attenuated smoothly to zero near the boundary of the grid ͑which is equivalent to the effect of an absorbing potential͒, but in the interior region, it satisfies Eq. ͑1͒ with the physical Hamiltonian. To minimize reflections, rapid changes of the derivatives of d (E͉x) on the grid and at the boundary are avoided. This is achieved by an appropriately damped Hamiltonian, so that in the interior region, the expansion of d (E͉x) in terms of the n d solves Eq. ͑1͒ ͑or in the case of d (E͉x), the ordinary homogeneous timeindependent Schrödinger equation͒ with the physical Hamiltonian.
͑2͒ We expand d (E͉x) in the polynomial basis, n d (x), given by Eq. ͑55͒ with a choice of expansion coefficients, g n (E norm ), given by Eq. ͑46͒, which results in a causal-like modified Faber-Chebychev basis expansion of the solution of Eq. ͑2͒:
Then as was noted in paper I 4 and in the preceding discussion in Sec. II, the real part of Eq. ͑76͒ delivers an approximation to ͑E͒ϭ␦͑EϪH͒͑0͒ ͑77͒
which solves the standard ͑homogeneous͒ TISE. We can treat scattering using either Eq. ͑76͒, or its real part. The latter has the attractive feature that one can then place the initial packet (0) on top of the target ͑that is, the initial packet is non-zero in the region of space associated with the target and projectile being close enough to each other so as to interact͒. 4 Thus, our approach applies both to solutions of Eq. ͑1͒ and of the homogeneous time-independent Schrödinger equation and the extraction of the scattering information in the two cases is, in general, the same because both kinds of wave functions involve a superposition of a complete set ͑for any energy E) of linearly independent solutions of the Schrödinger equation in the region outside the potential but not yet in the boundary region.
͑3͒ We can achieve ͑1͒, by requiring that the damped Hamiltonian, Eq. ͑53͒, be such that the basis functions n d (x) generated by Eq. ͑55͒ decay to zero smoothly near the boundary. To see how the damping can be made to ensure smooth behavior, we examine Eq. ͑55͒ with a real spacedependent damping, d(x), applied to the Hamiltonian. For a weak spatial dependence of the damping function, d(x), ͓H,d͔Ϸ0 and it follows that
and therefore
where the n (x) are the basis functions generated by FaberChebychev recursion with an undamped Hamiltonian, H.
This indicates that the damped basis functions, n d (x), decay smoothly to zero near the boundary of the grid if the real space-dependent damping, d, decreases from one to a value between zero and one, in a small attenuating region including the boundary of the grid. This also implies that the smoothness of the n d (x) and of (E͉x) is related to the smoothness of d(x). The form of the space-dependent damping d(x) chosen for the present study is based on the distributed approximating functional 21 and will be given in Section IV.
B. Smoothed Green's operator and Dirac delta function
As noted by Mandelshtam and Taylor, 6 and by Huang et al. in a different context, 9 to accelerate further the rate of the convergence of the expansions, of the real and imaginary parts of Eq. ͑76͒, a smoothed Green's or delta function can be implemented. Since the expansion for the principal value Green's function G P (E) and Dirac delta function, ␦(EϪH), in Eq. ͑76͒ can be viewed as a Fourier series expansion with the variable (E), one can use a well-known local smoothing technique 22 over energy E to accelerate the Fourier series expansions of G P (E) and ␦(EϪH). There are many possible ways to do the smoothing, and in earlier work, we have used Lanczos' -smoothing 22 to accelerate the conformal mapping in the Faber polynomial expansion. 9 In this paper, we use a distributed approximating functional or DAF-based smoothing function, 21 ␦ M s ((E)), given by
and obtain the expansion for the smoothed and damped wave function,
which corresponds to an average over energy. The dependence of G damp ϩ (EЈ) on Ј(EЈ), along with a change of integration variable from dЈ(EЈ) to d͓Ј(EЈ)Ϫ(E)͔ results in a Fourier transform of ␦ M s , multiplied by exp(Ϫin(E)), and the result is d ϭ 1
The smoothed and damped real part of
In the limit of M s →ϱ, the DAF function, ␦ M s ((E)), equals the Dirac ␦ function and ␦ M s (n)→1. For a finite M s , the DAF function, ␦ M s ((E)), is strongly peaked at zero and the Green's function G(E) is locally smoothed.
However, the exponential decay of the function ␦ M s (n) for nϾ1/ s truncates the Fourier series expansion, Eq. ͑82͒, effectively and results in an accelerated rate of convergence.
IV. EXAMPLE CALCULATIONS AND DISCUSSION
We have considered three types of calculations. These are ͑1͒ an initial wave packet which sits outside the interaction region and the parameters are such that there is no reflection at the end of the grid, ͑2͒ an initial wave packet which sits outside the interaction region and the parameters are such that there is some reflection back into the analysis region, ͑3͒ an initial wave packet which sits on top of the interaction. In the second and third cases, the damped and smoothed wave functions, d (E), over a range of energies, E, can be obtained from Eq. ͑82͒ by building up the spacedependent damped Faber-Chebychev basis vectors, n d , using the recursion ͑55͒. One then projects d (E) on to a number of final wave packets, f , located just outside the potential in the various arrangement regions, and calculates the elements of matrices A and B using Eq. ͑74͒. The number of final wave packets is twice the number of open channels in the arrangement. Finally, the full S-matrix as a function of energy can be obtained by repeating the above procedure for a number of initial wave packets, which is equal to the number of open channels of all arrangements, and using Eq. ͑73͒.
The damping function, d(x), is the key to constructing the damped Faber-Chebychev basis vectors, n d , and attenuating the wave function d (E) so that the effects of reflection can be minimized. The attenuating region is chosen not to overlap the interaction potential, the initial and final wave packets. To avoid reflection in region of attenuation, the function d should not decrease too abruptly. One wants, however, the region of attenuation to be as small as possible. These opposing constraints must be balanced and we have found that reasonable results can be obtained with an attenuating factor d constructed using a functional form related to the DAF. 21 We term the function the ''conjugated DAF function'' ͑related to the Fourier transform of the standard DAF͒. In one dimension, the function is given by
where the power p is used to control the fall off of d(x) in the attenuation region. With pϭ2, the conjugated DAF function is exactly the Fourier transform of the DAF, 21, 23 which is the same quantity used to smooth the Green and spectral density operators. The d(x) given in Eq. ͑85͒ delivers a smooth decay of the n d at the boundary. The parameters of d(x) are chosen so that it does not decay to zero at the end of the boundary, but rather to a value of 0.5. As a result, the wave function i d (E) decays smoothly to a small value in the attenuating region and reflection is reduced significantly.
We have applied this scaling of the Hamiltonian, the space-dependent damped Faber-Chebychev basis vectors, the smoothed Green's function and delta function expressions, and the final state analysis, to collinear HϩH 2 reactive scattering. The LSTH potential 24 and reactant arrangement Jacobi coordinates (x, y) are used in the calculation. The DAF method 21 is used to represent the wave function and kinetic energy operator on the grid, which has four grid points per de Broglie wavelength at the energy Eϭ1.4 eV. The attenuation region starts at 6.8 a.u. and extends out to 7. The ratio 1.0/220.0 results in a numerical value of s that causes the smoothing to begin after about 220 terms in the sum. The results are found to be very stable and to converge without difficulty. The calculated transition probabilities at 1300 Faber-Chebychev iterations are given in Tables I, II , and III for the Green's function and initial packet outside the target. In Table IV , similar results are given for the spectral density or delta function, with the initial packet on top of the target. The results are all compared to those obtained with the S-matrix Kohn variational method. 25 Agreement is to within 1.0% for most of the transitions. We found that the spectral density operator method converged more quickly than the Green's function approach ͑the results are converged after about 1000 Faber-Chebychev iterations͒. 4, 9 This probably reflects the fact that the packet already is on top of the target so one does not have to ''propagate'' it from outside into the target. Furthermore, we find that the present version of the delta function approach is considerably less sensitive to the details of the initial packet than was the earlier version of the approach ͑which did not employ the damped Hamiltonian and concomitant damped FaberChebychev basis vectors 4 ͒. It is also found in both forms of this method that results at some energies converged more quickly than others. Thus, fewer numbers of polynomials are needed to obtain converged results at some energies than others.
The disadvantage of allowing reflections from the boundary is that one must solve linear algebraic equations for the full S-matrix in order to obtain transition probabilities from any one state. If there are a very large number of states accessible at the range of energies of interest, then this can become a computationally demanding part of the calculation. In that case, it may be better to do the calculation in a rela- tively larger region to avoid boundary reflections, and use the expressions, Eqs. ͑3͒ and ͑75͒, we presented earlier for the causal solution. 2, 9 In that case, one can completely avoid having to solve large systems of algebraic equations and the calculation reduces to applying the highly banded, sparse Hamiltonian matrix to a vector. To reduce boundary reflections to a small, negligible amount, we enlarged the attenuation region ͑which starts at 8.0 a.u.͒ to 3.0 a.u. The shift of the region allows for the initial wave packet to be placed outside the potential. The parameters for d(x) are the same except d ϭ10.0/9.5 is chosen, so the damping region now begins at about xϭ9. 5 
. Smoothing was not used in this case.
The results for a single column of the S-matrix, Eq. ͑75͒, calculated at 1500 Faber-Chebychev iterations, are given in Table V . Agreement is to within 5.0%.
V. CONCLUSIONS
We have presented an detailed analysis of how one can obtain scattering as a continuous function of energy even though the Hamiltonian is approximated by a finite discrete matrix ͑resulting from enclosing the system artificially in a finite region and discretizing the coordinates͒. Such solutions are constructed for both the standard homogeneous timeindependent Schrödinger equation and the inhomogeneous time-independent wave packet Schrödinger equation. An important additional result is an analytical expression for the error incurred in a finite truncation of the expansion of these solutions. Effects due to reflections off the boundaries are brought under control by introducing a spatially damped real Hamiltonian, which agrees with the ordinary one except in the boundary region, as done by Mandelshtam and Taylor. 6 In the boundary region, the damped Hamiltonian is attenuated smoothly. This leads naturally to a space-dependent damped modified Faber-Chebychev polynomial basis, and expressions have been developed for corresponding approximate solutions to the inhomogeneous time-independent wave packet Schrödinger and homogeneous time-independent Schrödinger equations. This makes it possible to use smaller regions in which to carry out scattering calculations, thereby improving the efficiency. In addition, new analytical expressions were derived for the truncation error. These should be extremely useful in determining the optimal points at which to carry out the evaluation of the scattering information.
We also introduced a ''conjugated DAF function'' as a particular choice of damping function which smoothly attenuates the solutions of Eqs. ͑1͒ and ͑2͒ to zero at the boundary. A method for accelerating the rate of the convergence of the polynomial expansion is also introduced, based on locally averaging ͑smoothing͒ the operators in the energy space. This convergence acceleration method is applied both to the modified Faber-Chebychev expansion of the principle-value Green's function and to the spectral density operator acting on initial wave packets. Further, the expressions can also be evaluated in terms of the eigenvalues and eigenstates of the damped Hamiltonian, and they yield accurate results for energies both at and away from the eigenvalues. We will be reporting applications to other systems ͑in-cluding full three dimensional reactive scattering͒ in later communications. 
