A spatial dynamic panel data approach is adopted to study regional growth convergence in the U.S. economy. In the neoclassical growth model, regions and countries are assumed to be independent from each other, which may not be valid in the real world. We introduce technological spillovers into the neoclassical framework, showing that the convergence rate is higher and there is spatial interaction. By examing annual data on personal state income spanning the period of 1930-2006 for the 48 contiguous states, we obtain empirical results that are consistent with the theoretical prediction.
In the neoclassical growth model (Solow, 1956) , if economies are identical in terms of preferences and technology, their steady state income levels will be the same, and with time they tend to reach that level of per capita income. Such a convergence is in an absolute sense. Absence of this convergence has been regarded as a support of endogenous growth theories (Romer, 1989) or possible convergence in a conditional sense (Barro, 1991) . The conditional convergence means convergence after di¤erences in the steady states across di¤erent economies have been controlled for. For the conditional convergence, by controlling for the di¤erences in steady state, the correlation between the initial level of income and subsequent growth rate turns out to be negative (see e.g. Barro, 1991; Barro and Sala-i-Martin, 1992; and Mankiw et al., 1992) . Islam (1995) proposes a panel data approach to study growth convergence. The motivation for the panel data approach is to allow unobserved di¤erences in preferences and technology across regions or countries.
As these di¤erence are not easily measurable, they can be treated as unobserved individual (country) e¤ects in the panel data regression framework (Hsiao, 2002) . From the econometric point of view, the panel data model will correct the omitted variable bias, where the omitted variable captures the di¤erences across countries. For the regression result, Islam's approach yields a higher rate of convergence than the single cross country regression. The same issues would also be relevant for regions.
In recent years, the spatial issue has been widely explored in regional economics. In the neoclassical growth theory, economies are assumed to be independent. However, technological advances in one economy might be transmitted to other economies.
1 Consequently, the closed economy assumption might not be valid, and we need to take into account the possible spatial correlation, both in cross section and panel data settings. From the econometric point of view, spatial dependence leads to unreliable statistical inference if the spatial e¤ect is present but omitted. Hence, to study growth convergence in an open economy, we adopt a spatial panel data model approach.
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This paper considers an augmented Solow model that includes spatial interdependence among U.S. states by technological spillovers. We take the work of Islam (1995) as the starting point. 3 After the consideration 1 Capital and labor may also move from one economy to another. 2 Rey and Montouri (1999) estimate the spatial correlation among U.S. regions using cross sectional regression. Ertur and Koch (2007) study the regional convergence in Europe by taking into account the spatial e¤ect. Both of their work are cross sectional approaches rather than the panel data approaches. Hence, their work might be subject to the omitted variable bias where individual e¤ects are omitted. 3 The theoretical setting and the panel feature in Islam (1995) are the starting points for our study. For the empirical investigation, his study is on cross country convergence, while ours is on regional convergence of U.S. regional economies.
of the spatial e¤ects, we investigate how the estimated rate of convergence changes. We adopt the spatial dynamic panel data (SDPD) approach to estimate the model. By using SDPD models with …xed e¤ects, we can avoid not only the omitted variable bias in the cross sectional regression (where the individual e¤ects are omitted), but also the omitted variable bias in the dynamic panel data regression (where the spatial e¤ect is omitted). Our estimation yields results di¤erent from the dynamic panel data model in that the convergence rate is higher and the spatial correlation is signi…cant. Krugman (1987) , Islam (1995) and Jones (1997) indicate that persistent di¤erence in the technology level is a signi…cant factor in understanding economic growth across countries and regions. In the present paper, we allow technological spillovers. Therefore, the di¤erences in the technology will be less persistent across states. This implies that convergence would proceed at a faster rate; and our empirical results are consistent with this theoretical prediction.
The …nding of a higher rate of convergence calls for more policy activism. For a cross sectional model, from the production function in the neoclassical model, countries will focus on the saving rate and labor force growth to increase the steady state level of per capita income. Under the panel data setting in Islam (1995) , countries will also focus on those unobserved individual e¤ects, which could be tangible or intangible factors. The improvement on these factors can increase the steady state level for each country. Under a spatial panel data setting, countries may additionally focus on learning from neighbors. By using the SDPD model in the present paper, we …nd that technological spillover has a direct e¤ect on the rate of convergence and is also embodied in the unobserved individual e¤ects. This paper is organized as follows. Section 2 describes Barro and Sala-i-Martin (1992) and Islam (1995) . Barro and Sala-i-Martin (1992) use cross section regression to study the conditional convergence, and Islam (1995) implements the dynamic panel data regression, which allows unknown heterogeneity across countries.
In Section 3, we develop a growth model that takes into account the spatial interdependence by introducing the technological spillovers, showing that the convergence rate would be higher and incomes could be spatially correlated. Section 4 describes and compares three di¤erent methods for the estimation of the dynamic panel data model with spatial e¤ects. The empirical results are reported in Section 5 using (annual) data on personal state income spanning the period of 1930-2006 for the 48 contiguous states. Section 6 concludes the paper.
In neoclassical growth models for closed economies, the per capita income growth rate tends to be inversely related to the starting level of per capita output or income. In particular, if economies have similar preferences and technology, poor economies grow faster than rich ones. This can be seen from the transitional dynamics of the income per e¤ ective labor lnŷ it :
lnŷ it lnŷ i0 = lnŷ i0 (1 e t ) + lnŷ i (1 e t ), i = 1; :::; n and t = 1; :::; T , (2.1) whereŷ i0 is the initial income per e¤ ective labor for economy i,ŷ i is the steady state for economy i and is the rate of convergence. The model implies conditional convergence in that, for a givenŷ i , the growth rate 4 is higher the lowerŷ i0 , whereŷ i may di¤er across economies.
In cross-country or cross-region regressions, it is crucial, but di¢ cult, to hold …xed the variations inŷ i in order to estimate . Barro and Sala-i-Martin (1992) We can also write the above equation in the form of ln y i;t+1 = ln y i;t + B + u i;t;t+1 ;
where = e . Here, 0 < < 1 means that convergence to the steady state is direct and involves no oscillations.
A feature of Barro and Sala-i-Martin's work has been the assumption of identical preferences and technology for all the economies. Islam (1995) proposes a panel data model with …xed e¤ects to study cross country convergence, which allows unknown heterogeneity across countries. The estimation equation is as follows: . Hence, the growth rate of y it can be approximated by ln y it ln y i;t 1 .
5 More speci…cally, they argue that di¤erences inŷ i across U.S. states are likely to be minor. where i 's and t 's are individual e¤ects and time e¤ects respectively, and x it are relevant control variables.
Compared to the cross sectional regression in Barro and Sala-i-Martin (1992) , the panel data approach in Islam (1995) yields a higher rate of convergence and a lower value of the elasticity of output with respect to capital.
In Islam's work, the assumption of independence of countries is maintained. Although it might be plausible to assume independence in the study of convergence across countries, it would be unrealistic to maintain it in the regional convergence in U.S. Goods, capital and labor are mobile; also, the technology can be transferred from one region to another. Therefore, if we apply the dynamic panel data model (2.3)
to study the convergence in U.S., we need to take into account the possible interdependence among states.
Otherwise, we will encounter another omitted variable bias, where the omitted variables are the spatial interaction terms, even though unobserved (and/or observed) explanatory variables are taken into account.
Concerning the spatial dependence issue, we shall study the convergence in U.S. by a spatial dynamic panel data approach. 6 We model spatial interactions by introducing technological spillovers. In this section, we develop an augmented Solow model that includes spatial dependence. We base our work on Barro and Sala-i-Martin (1992) and Islam (1995) with the textbook Solow model. Hence, we consider the labor-augmenting Cobb-Douglas production function:
where Q is the level of output, K is the level of capital, L is the level of labor, A is e¢ ciency of the labor (level of technology) and the subscript i and t denote the value of the above variables for state i at period t. Letŷ = Q=(AL) andk = K=(AL) be output and capital per unit of e¤ ective labor respectively. Hence, (3.1) becomesŷ it =k it . 6 Other cross sectional studies on the convergence in U.S. can be found in Barro and Sala-i-Martin (1991) , Carlino and Mills (1993 , 1996a , 1996b , Crown and Wheat (1995) and Bernard and Jones (1996) among others. 7 The modelling of labor and capital movements is more challenging and is not formulated in this paper. Anyhow, technological spillovers have been identi…ed as key mechanisms for convergence (Krugman 1987 , Jones 1997 In the neoclassical growth models, A it and L it are assumed to grow at exogenous rates p and g such that
A it = A i0 e gt .
In the present paper, we introduce spatial correlation across regions by technological spillovers. Hence, technological advances in one state are allowed to have spillover e¤ects on other states. We specify the level of technology as
The technology level in region i at period t, A it , is determined not only by its own initial level A i0 and its exogenous growth rate g, but also by its neighbors A jt , which may spill over to region i. The magnitude of the spillover e¤ect is measured by , and w ij speci…es the neighboring structure on whether and how much the technology is transmitted from region j to i.
We can write (3.2) in log form as ln A it = ln A i0 + gt + n P j6 =i w ij ln A jt and stack them over i. Denote
Hence, ln A t = ln A 0 + gt l n + W n ln A t where W n is an n n matrix with w ij being its (i; j) entry and l n is an n 1 vector of ones. The W n has a zero diagonal to exclude self-in ‡uence.
We normalize the rows of W n so that all the weights are between 0 and 1 and weighting operations can be interpreted as an average of the neighboring values. Hence,
l n as W n is row normalized. Therefore, the growth rate of technology in region i is given by
which is greater than g due to the spillover e¤ect as long as 0 < < 1.
In the present paper, we allow di¤erences in the initial technology level A i0 , which is speci…ed in Islam (1995) but not in Barro and Sala-i-Martin (1992) . However, even if A i0 were identical across countries, the spillover e¤ects can still improve the A it . This can be seen from (3.3).
Equilibrium and Transitional Dynamics
The change in the capital stock for economy i is given by 
Hence, from (3.5), the dynamics ofk it is :
In the steady state,
:
k it = 0, which implies that in the equilibrium,
Therefore,ŷ i will be the same for all the economies if s i and i are assumed to be the same for all i. When = 0 so that there are no spillover e¤ects, the steady state level would be the same as Islam (1995) . With a positive so that 0 < < 1, the spillover e¤ect would increase the overall growth rate of technology in (3.4) and hence, decrease the steady state valuek i because the e¤ective labor A it L it increases.
Similar to the textbook Solow model, the capital per e¤ ective labor in state i will converge to its steady state. To get the dynamics ofŷ it , we can log linearize (3.6) around its steady state for i = 1; :::; n. Note
where
, where 0 (0) = (1 )(p + g=(1 ) + i ) and is the elasticity of capital. Hence, the rate of convergence is 0 (0).
is the convergence rate for region i, which is greater than (1 )(p+g+ i ). Therefore, the rate of convergence under the SDPD approach is higher due to the technological spillovers, which is embodied by the increase in the technological growth rate g=(1 ). In the present paper, we allow that the saving rate s i di¤erent across countries, while i is assumed to be the same so that the rate of convergence would be the same across countries. Hence, i is the same for all i and we denote it by .
Solving the …rst order di¤erence equation (3.8), and using the fact that the path of lnk it is the same as that of lnŷ it becauseŷ it =k it , we have the following equation
10)
do not depend on t. Equation (3.10) is the same as Islam (1995) except for the rate of convergence , which is larger due to the spillover e¤ect in the technology.
Using ln y it = lnŷ it + ln A it where y it =
Qit
Lit is the output per capita, we have
where its vector form stacked over i is ln y t2 = e ln y t1 + ln A t2 e ln A t1 + (1 e ) lnŷ . (3.11)
Estimation Equation
As
Combining (3.11), we have
This implies the following estimation equation Islam (1995) .
Remark 2: From the individual e¤ects c n , we can see that the di¤erences in c n are not only from the di¤erences in initial technology level A i0 , but also from other characteristics of each state like the saving rate s i . If those characteristics in X n are time variant and exogenous, they would not be a part of the individual e¤ects, and, in that case, we can have X n as additional regressors in the model.
Remark 3:
We have a restriction on parameters implied by the model such that the lagged spatial coe¢ cient is equal to the minus of product of dynamic coe¢ cient and contemporary spatial coe¢ cient (i.e., = ). To ensure that the empirical results can be compatible with a more general setting, we do not impose the restriction in estimation. However, we test this constraint and it is in general not rejected.
Data
The Bureau of Economic Analysis (BEA) has annual data on nominal state personal income (SPI) for the 48 contiguous states in U.S. since 1929. We also have values of other variables such as: wage and salary, tax and nontax payment, unemployment insurance bene…t payment, and income maintenance insurance payment since 1959. 9 As these variables are hardly considered exogenous, we do not put them into the regression.
Hence, the dependent variable is per capita income for the 48 contiguous states. 10 For the spatial weights matrix, the empirical evidences suggest that the knowledge spillovers tend to be geographically bounded and decay rapidly across geographic space (see e.g. Griliches, 1992 and Keller, 2002) . Hence, in our empirical application, we use a row normalized contiguity matrix, 11 where w n;i;j = 1 if state i and state j have a 9 All the data are available in http://www.bea.gov. 1 0 The data is measured in 1000 USD per person. 1 1 Two candidates are W a n and W b n , where w a n;i;j = 1 for all i and j, and w b n;i;j = 1=d ij where d ij is the industry composite di¤erence between states i and j. W a n is not appropriate for the following reasons: …rst, the ‡ow of goods and factors is common border, w n;i;j = 0 otherwise. Such a contiguity matrix has been used in Rey and Montouri (1999) for the cross sectional regression.
Throughout this paper, we will study the so-called -convergence where the focus is on the relationship between the growth rate and initial income level. Another concept of convergence is the -convergence, where the focus is on the decline in the cross sectional dispersion of per capita income. more mobile, the closer the two states are, ceteris paribus, so each state is not of equal importance to other states; second, for technoligical spillover, although there is argument that knowledge is public good in neoclassical growth theory, knowledge spillovers are localized and tend to decay rapidly with transmission across geographic space. There is also an identi…cation problem with the W a n matrix. For some discussions on that, see footnote 13. For W b n , as it is endogenous and we need the spatial weights matrix to be exogenous in the estimation, W b is also not appropriate.
Spatial econometrics consists of econometric techniques dealing with the interactions of economic units in space, where the space can be of a physical or economic nature. The spatial autoregressive (SAR) model by Cli¤ and Ord (1973) has received the most attention in economics for the cross sectional case and it can be extended to panel data models.
12 By allowing dynamic features in the spatial panel data models, Anselin Yu et al. ( , 2008 and study, respectively, the spatial cointegration, stable, and unit root models where the individual time lag, spatial time lag and contemporaneous spatial lag are all included. We will estimate the model implied by the theory with the general SDPD speci…cation in the present paper.
The Quasi-Maximum Likelihood Estimation
We use quasi-maximum likelihood estimation (QMLE) to estimate the following spatial dynamic panel data:
where Y nt = (y 1t ; y 2t ; :::; y nt ) 0 and V nt = (v 1t ; v 2t ; :::; v nt ) 0 are n 1 column vectors, W n is an n n spatial weights matrix, c n is an n 1 vector of …xed individual e¤ects, t is a …xed time e¤ect, and v it is i:i:d: across i and t with zero mean and variance 
where V nt ( ) = S n ( )Y nt Z nt c n t l n . Using the …rst order condition for c n and T , the concentrated likelihood is
3)
Y ns , etc., being the deviation from the time mean, and J n = I n 1 n l n l 0 n . 13 The QMLE^ nT maximizes the concentrated likelihood function (4.3). As is shown in Lee and Yu (2007) based on the asymptotic setting that both cross section units n and time periods T are large, we have
where ' 0;nT ;1 is the leading bias term of order O(1) due to the individual e¤ects, ' 0;nT ;2 is the leading bias term of order O(1) due to the time e¤ects, can be eliminated by some bias correction procedure. In order to avoid the bias of order O 1 n , we may use a data transformation approach that yields the same asymptotic e¢ ciency as the direct QML estimator from (4.4). When W n l n = l n , i.e., W n is a row-normalized matrix, we have
which eliminates the time e¤ects and J n c n0 can be regarded as transformed individual e¤ects. This additional transformation J n corresponds to the transformation based on its eigenvector submatrix F n;n 1 . Denote
which is of dimension (n 1). This equivalent transformation is supposed to avoid the transformed residuals being linear dependent.
14 We have
where W n = F 0 n;n 1 W n F n;n 1 , X nt = F 0 n;n 1 X nt , c n0 = F 0 n;n 1 c n0 and V nt = F 0 n;n 1 V nt . Here, V nt is an (n 1) dimensional disturbance vector with zero mean and variance matrix 2 0 I n 1 . (4.6) is in the format 1 3 When time e¤ects are present, we cannot use the weights matrix W a n = 1 n 1 (lnl 0 n In) in footnote 11 due to an identi…cation problem. As JnW a n = 1 n 1 Jn, we see that JnYnt is proportional to JnW a n Ynt, and JnY n;t 1 is proportional to JnW a n Y n;t 1 . Hence, the deviation from the group mean operation Jn will make the model unidenti…ed. of a typical SDPD model. Hence, after the transformation, the number of observations is T (n 1), which is reduced from the original sample observations by one for each period, as the consequence of eliminating time dummies. (4.6) is useful because a likelihood function for Y nt can be constructed. Suppose that V nt is normally distributed N (0; 2 0 I n ), the transformed V nt will be N (0; 2 0 I n 1 ). The log likelihood function of (4.6) can be written as
If V nt were not normally distributed, (4.7) provides a quasi-likelihood function. As is shown in Lee and Yu (2007) , the QMLE from the above maximization is free of O(1=n) bias.
The asymptotic behavior of the SDPD model would be more complicated if there were unstable components in the DGP. In our experience, when some eigenvalues of the DGP are greater than 1, it can be di¢ cult to obtain the estimates. Furthermore, asymptotic properties of the QML estimates of such a case are unknown. However, the unstable feature of the model can be avoided by the data transformation I n W n .
The transformation I n W n can eliminate not only time dummies but also unstable components in Y nt .
Here, we end up with the following equation after the (I n W n ) transformation:
This transformed equation has fewer degrees of freedom than n. Denote the degrees of freedom of (4.8) as n . Then, n is the rank of the variance matrix of (I n W n )V nt , which is the number of non-zero eigenvalues of n , where n = (I n W n )(I n W n ) 0 . Hence, n = n m n is also the number of non-unit eigenvalues of W n . The transformed variables do not have time e¤ects and are stable. Let [F n ; H n ] be the orthonormal matrix of eigenvectors and n be the diagonal matrix of nonzero eigenvalues of n such that n F n = F n n and n H n = 0. That is, the columns of F n consist of eigenvectors of non-zero eigenvalues, and those of H n are for zero-eigenvalues of n . The F n is an n n matrix and n is an n n diagonal matrix. To correct the multicollinearity of (I n W n )V nt , the transformation of F n can be applied to (I n W n )Y nt . Let
which is an n n matrix. We have
where Y nt = 1=2 n F 0 n (I n W n )Y nt and other variables are de…ned accordingly. Note that this transformed Y nt is an n -dimensional vector. The eigenvalues of W n are exactly those eigenvalues of W n less than 1 in absolute value. The concentrated log likelihood of (4.9) with c n removed is ln L n;T ( ) = n T 2 ln 2 n T 2 ln 2 (n n )T ln(1 ) + T ln jI n W n j (4.10)
n is the generalized inverse of n . From Lee and Yu (2009) , asymptotic analysis is similar to that of Yu et al. (2008) for the stable model, where the bias term and the variance term would involve only the stable component that is left after the I n W n transformation.
Thus, the transformation I n W n provides a uni…ed estimation procedure for the estimation of the SDPD models.
To estimate the growth model, we shall apply the several methods described above. We denote D-MLE as the estimate with the direct approach from (4.3), T-MLE as the estimate in the transformation approach with F n;n 1 from (4.7), and R-MLE as the estimate in the uni…ed approach by (I n W n ) from (4.10).
D-MLE, T-MLE and R-MLE have their own strengths and weaknesses. D-MLE requires both n and T to be large; T-MLE requires only T to be large. The R-MLE is robust in the sense that it can be applied regardless of whether we have nonstationary components or not; however, the price we have to pay is the decrease in the degrees of freedom, which might decrease the e¢ ciency of the estimator.
Some Monte Carlo Results
To provide some evidence on the performance of the various estimation methods, we conduct simulations of the SDPD estimators. After the bias correction for the order of O The spatial weights matrix is the row-normalized contiguity matrix for the 48 states. We present the case with n = 48 and T = 15. When generating the data, we produce totally history + T periods (with history = 30) and set the beginning value as N (0; 1). We calculate the corresponding estimator^ nT under di¤erent methods and evaluate the bias^ nT 0 . We do this 1000 times to get 1 1000 Note: 0 = (0:7; 0:4; 0:6; 1) 0 . n = 48 and T = 15.
and 4 report the bias (Bias), empirical standard deviation (E-SD) and root mean square error (RMSE).
From items (1), (2) and (3), we can see that D-MLE, T-MLE and R-MLE have large biases before bias correction; however, after bias correction, all of them are nearly unbiased. If we have some omitted spatial or dynamic explanatory variables, the bias of the estimates might be large, even though the bias correction procedure is applied. In item (4), the spatial lag is omitted, which results in a larger bias in^ nT , and the bias correction makes the bias even larger. In item (5) and item (6) where the spatial time lag or the time lag is omitted, the resulting biases in^ nT and^ 2 nT are so large that the estimates provide no information.
In item (7), we have both spatial e¤ects omitted, and the biases are mild. As we can see from item (8), the omission of the time e¤ects will cause large bias in the estimates of the included spatial e¤ects 0 and 0 , which calls for inclusion of time e¤ects in the model.
Empirical Results
By using the panel data regression rather than the cross sectional regression, we divide the sample into several shorter time spans. Islam (1995) argues that a short time span will make the short term disturbances large, so he chooses …ve year spans. Additionally, by using a longer time span, the error term v it is less in ‡uenced by business cycle ‡uctuations and less likely to be serially correlated. Considering the spatial e¤ect, a short time span is also inappropriate because technological spillovers might take years to happen.
Hence, we will follow the 5 year spans as is done in Islam's (1995) use of the dynamic panel data approach.
That is, ln y 0 = ln y 1930 ; ln y 1 = ln y 1935 , , ln y 15 = ln y 2005 .
In addition to the 5 year spans, we also estimate the model with 4 year spans to check whether the results are robust with a di¤erent time span. 
Empirical Results Using Cross Sections
We run the cross sectional regression using di¤erent periods: 1930-1965, 1965-2005, 1930-2005 and 1946-2006 Table 5 where the number in the parenthesis is the the standard error of the estimate. For the period of 1935-2005, the estimated rate of convergence is 0.0174 for the single cross sectional regression. In Barro and Sala-i-Martin (1992) , the cross sectional regression is implemented for personal income from 1880-1988; and their estimated rate of convergence is 0.0189. Hence, the single cross sectional regression in the present paper yields similar results to Barro and Sala-i-Martin (1992) . By dividing the sample using …ve year and four year spans, the estimated rates of convergence are, 0.0194 and 0.021, respectively. Therefore, the pooled cross sectional regressions yield similar results to the single cross sectional results. Additionally, similar observations are found for other periods.
Rey and Montouri (1999) study the growth convergence in U.S. states by using the cross sectional SAR model. In their regression, ln(y 1994 ) is regressed on ln(y 1929 ). Table 6 reports the estimation of the SAR model with our data. By dividing the data with …ve year spans, we also have a pooled SAR estimate. Table 6 is the result where only contemporary spatial e¤ect is considered. We see that the single cross sectional regression yields the rate of convergence 0.0174 for the period of 1935-2005. By using …ve year and four year spans to divide the sample, the estimated rates of convergence are, respectively, 0.023 and 0.027. Hence, these regressions yield similar rates of convergence. However, the spatial e¤ect in Table 6 is not signi…cant. This might be due to the omitted individual e¤ects as well as omitted lagged spatial e¤ect. Table 7 presents the results which also include the lagged spatial e¤ect. We see that after taking into account both contemporary and lagged spatial e¤ects, the spatial interaction terms are signi…cant. 
Empirical Results With Panel Data
We …rst run the estimation assuming that there are no spatial e¤ects. This is the dynamic panel data regression similar to Islam (1995) . The results for both the …ve year and four year spans are presented in Table 8 . Here, we see that the estimated rate of convergence is 0.0479 by using the (bias corrected) for the period of 1930-2005 with …ve year spans, and is 0.0493 for the four year spans. They are larger than the cross sectional estimates of 0.0275 and 0.0206 in Table 5 . Hence, after considering the individual e¤ects,
we have a higher rate of convergence. This is also the case in Islam (1995) The results by using the SDPD model where we include the spatial e¤ects are summarized in Tables 9 and 10, where Table 9 is for 5 year spans, and Table 10 is for 4 year spans. We see that by including spatial e¤ects, the estimates of further decrease, which implies a higher rate of growth convergence, because the y it is less dependent on its lagged value. The rate of convergence is 0.0566 by using the T-MLE for the period of 1930-2005 with …ve year spans, and is 0.0658 for four year spans. They are larger than the dynamic panel model counterparts in Table 8 , which are 0.0479 and 0.0493, respectively. Hence, by considering the spatial e¤ect, the rate of convergence is higher as the dynamic coe¢ cient tends to reduce. Consequently, the rates of convergence are larger than the spatial cross sectional model counterparts in Table 7 . This empirical …nding is compatible with the theory. Also, we see that the spatial e¤ect is signi…cant, both for the contemporary and lagged spatial e¤ects. This implies that we should consider the spatial correlation in growth regression; otherwise there might be omitted variable bias where the spatial e¤ect is omitted. From the Wald test, we see that we can reject the null of + + = 1. However, for most of the estimates, we cannot reject
By comparing the cross sectional estimates with the panel data estimates, we see that the pattern of the convergence rates of the panel data regression has di¤erent implications than that of the cross sectional regression. From Table 5 , we see that the rate of convergence is higher in 1930-1965 than in 1965-2005 . This is counter-intuitive because, other things being equal, the technological spillover e¤ects shall be larger in . This counter-intuitive result could happen because there is bias in the cross sectional regression when individual e¤ects are present. As we can see from Table 8 , the panel data regression will yield a higher rate of convergence in 1965-2005 than in 1930-1965 . Similar …ndings can be found for the regressions with spatial e¤ects from Table 6 and Table 9 . While the cross sectional estimates might be better interpreted as rates of absolute convergence, those of the panel models are rates of conditional convergence.
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To check whether the regression results are robust, we also implement the models by using the averaged data rather than the point data. Hence The results for both the dynamic panel and the spatial dynamic panel models are in Table 11 . By using the averaged data with …ve year spans, the estimated rate of convergence using T-MLE is 0.05 for the dynamic model, and is 0.0581 for the spatial dynamic model. They are similar to those found using the end points of the interval data, which are 0.0479 for the dynamic panel model in Table 8 and 0.0566 for the spatial dynamic panel model in Table 9 . Hence, the estimates of the rate of convergence seem robust to these two di¤erent speci…cations of the dependent variables. The tests of = for all the di¤erent division of time periods and with all estimation methods clearly accept the theoretical constraint.
Finally, we present the results with a di¤erent weights matrix with more neighbors. From the contiguity matrix (where w n;i;j = 1 if state i and state j have a common border, w n;i;j = 0 otherwise), we set w n;i;k = 0:5 if state k shares a common border with state j when state j (but not state k) has a common border with state i. The rows are then normalized. By this speci…cation, each state has more neighbors while still maintaining the decay of technological spillover e¤ects. The estimation results are in Table 12 .
We see that the estimated rates of convergence are similar to those of the contiguity matrix.
Estimated Individual E¤ects
As in Islam (1995) , it may be of interest to investigate whether the individual e¤ects have implications on growth rates. For the spatial dynamic panel data, we can estimate the demeaned 18 individual e¤ects. 1930-1965 and 1965-2005 for the panel data models. This might be due to the bias in the estimates when T is not large. For T = 7 case, the bias of the estimated is about 0.08 for the true value 0 = 0:6 by our simulation. An overestimate of results in the estimated rate of convergence underestimated by about 0.025, and an underestimate of results in the estimated rate of convergence overestimated by about 0.029. 1 8 As we have both …xed individual e¤ects and time e¤ects present, they are not identi…ed because a common constant can be added to the individual e¤ects and subtracted from the time e¤ects without changing the estimation equation. Hence, only the estimation of the demeaned individual e¤ects or time e¤ects are feasible.
Denoting the estimated individual e¤ects as s-ĉ n , we have
where Y nt is the n 1 regressor ln y t . Similarly, we can estimate the individual e¤ects for the dynamic panel
The results are presented in Table 13 using the T-MLE for the period of 1930-2005 with …ve year spans. In Islam (1995) , the individual e¤ects are also recovered and they have positive relationships with the income level and the growth rate. After taking into account the spatial e¤ect, we …nd that the relationship between the individual e¤ects and the growth rate is not necessarily positive due to the technological spillovers.
We …rst present the results using the dynamic panel data approach without spatial e¤ects. Figure 2 shows the scatter diagram of the estimated individual e¤ectsĉ n versus time mean of the income level (ln y) nT , and Figure 3 shows the scatter diagram ofĉ n versus the growth rate ln( This is di¤erent from Islam (1995) , where the individual e¤ect and the growth rate are positively related.
As we will see below, the di¤erence in the results comes from the spatial correlation among the U.S. states.
For the spatial dynamic panel model, Figure 4 shows the scatter diagram of the estimated individual e¤ects s-ĉ n versus the time mean of income level (ln y) nT , and Figure 5 shows the scatter diagram of s-ĉ n versus the growth rate ln( y2005 y1930 ). From Figure 4 , we have results similar to those of the dynamic panel approach, i.e., a higher average per capita income is associated with a larger individual e¤ect; and the correlation coe¢ cients of s-ĉ n and (ln y) nT is 0.7907 (the correlation coe¢ cients forĉ n and income level at 1930 and 2005 are 0.6023 and 0.8003, respectively). From Figure 5 , the s-ĉ n is negatively related with the rate of convergence (the correlation coe¢ cient is -0.4334), but there is a large variation as seen from the plot.
Denote the steady state level of the per capita income for state i as y it where y it =ŷ it A it . From (3.2) Note: 1. Alaska, Hawaii and DC are excluded in our regression. 2.ĉ ni is the estimated individual e¤ect using dynamic panel data after being demeaned from its mean.
3. s-ĉ ni is the estimated individual e¤ect using spatial dynamic panel data after being demeaned from its mean. This implies that ln y t y 0 = 1 1 (I n W n ) 1 c n (1 ) ln A 0 + 1 1 gt l n ln k 0 .
When there is no spatial e¤ect, i.e., = 0, we have ln arbitrary. Furthermore, if k 0i varies across i, the omission of k 0i might also play a role. Therefore, the relationship between the individual e¤ect and the growth rate is not obvious from the scatter diagram, as we see from Figure 5 .
We present additional results using the data 1946-2006 in Figures 6-9 , where Figure 6 is the scatter diagram ofĉ n and (ln y) nT and Figure 7 is the scatter diagram ofĉ n and ln( y2006 y1946 ). Also, Figures 8 and 9 are the counterparts using SDPD models. Corresponding to this period, there does not seem to be a relationship between the individual e¤ects and the growth rate captured by the scatter diagram.
Conclusion
Spatial dependence is an important factor in regional convergence. We propose a spatial dynamic panel data to study the growth convergence in U.S. where technological spillovers are introduced into the neoclassical model. By using spatial dynamic panel data, we can avoid the omitted variable bias involving cross sectional equations and pure dynamic panel data equations. Our empirical results show that the rate of convergence is higher and the incomes are spatially correlated. Due to the technological spillovers, there does not seem to be a simple correlation between the individual e¤ect and the growth rate.
