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Approximation, Abstraction and Decomposition in
Search and Optimization
1. Synthesis of Search Control
Heuristics
One portion Of my research has focused on auto-
matic synthesis of search control heuristics for con-
straint satisfaction problerns (CSPs). I have developed
techniques for automatically synthesizing two types of
heuristics for CSPs: Filtering functions are used to re-
move portions of a search space from consideration.
Evaluation functions are used to order the remain-
ing choices. My techniques operate by first construct-
ing exactly correct filters and evaluators. These oper-
ate by exhaustively searching an entire CSP problem
space. Abstracting and decomposing transformations
are then applied in order to make the filters and eval-
uators easier to compute. An abstracting transforma-
tion replaces the original CSP problem space with a
smaller abstraction space. A decomposing transfor-
mation splits a single CSP problem space into two
or more subspaces, ignoring any interactions between
them. Both types of transformation potentially intro-
duce errors into the initially exact filters and evalua-
tors. The transformations thus implement a tradeoff
between the cost of using filters and evaluators, and the
accuracy of the heuristic advice they provide. I have
shown these techniques to be capable of synthesizing
useful heuristics in domains such as floor-planning and
job-scheduling, among others. (See [Ellman, 1992].)
2. Synthesis of Hierarchic Problem
Solving Algorithms
Another portion of my research is focused on automatic
synthesis of hierarchic algorithms for solving constraint
satisfaction problems (CSPs). I have developed a tech-
nique for constructing hierarchic problem solvers based
on numeric interval algebra. My system takes as inputs
a candidate solution space S and a constraint C on
candidate solutions. The solution space S is assumed
to be a cartesian product R 't where R is a set of inte-
gers. The constraint C is assumed to be represented in
terms of arithmetic, relational and boolean operations.
From these inputs the system constructsan abstract
solutionspace Sa as a cartesianproduct ]_,nwhere R,
isa setof disjointintervalsthat coversR. The system
alsoconstructsan abstract constraintCo on abstract
solutions.The abstractconstraintC_ isobtained from
the originalconstraintC by replacingordinary arith-
metic operationswith intervalalgebra operationsand
replacingboolean operations with boolean set opera-
tions.The abstra2tspace So and abstractconstraint
C_ are then used to build a hierarchicproblem solver
that operates in two stages. The firststage findsan
abstractsolutionin the space S_ ofintervals.The sec-
ond stage refinesthe abstract solutioninto a concrete
solutionin the originalsearchspace S. I have shown
this approach to be capable of synthesizingefficient
problem solversindomains such as floor-planningand
job-scheduling,among others.(See [Ellman, 1992].)
3. Decomposition in Design
Optimization
Another portion of my research isfocused on auto-
matic decomposition ofdesign optimizationproblems.
We are using the design of racing yacht hulls as a
testbed domain for this research. Decomposition is
especiallyimportant in the design of complex physi-
cal shapes such as yacht hulls.Exhaustive optimiza-
tion is imPossible because hull shapes are specified
by a largenumber of parameters. Decomposition di-
rninishesoptimizationcostsby partitioningthe shape
parameters into non-interactingor weakly-interacting
sets. We have developed a combination of empiri-
cal and knowledge-based techniques for findinguse-
fuldecompositions. The knowledge-based method ex-
amines a declarativedescriptionof the function to be
optimized in order to identifyparameters that poten-
tiallyinteractwith each other. The empiricalmethod
runs computational experiments inorder to determine
which potentialinteractionsactuallydo occur in prac-
tice.We expect thisapproach to find decompositions
that willresultin fasteroptimization,with a minimal
sacrificein the qualityof the resultingdesign. Imple-
mentation and testingofthisapproach are currentlyin
progress.(Iam pursuing thisresearchincollaboration
with Mark Schwabacher.) (See [Ellman ei al.,1992].)
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4. Model Selection in Design
Optimization
Another portion of my research is focused on intelligent
model selection in design optimization. The model se-
lection problem results from the difficulty of using ex-
act models to analyze the performance of candidate
designs. For example, in the domain of racing yacht
design, an exact analysis of a yacht's performance
would require a computationally expensive solution of
the Naviet-Stokes equations. Approximate models are
therefore needed in order diminish the costs of analyz-
ing and evaluating candidate designs. In many situa-
tions, mote than one approximate model is available.
For example, in the yacht design domain, the induced
resistance of a yacht can be predicted by solving La
Place's equation - an approximation of Navier-Stokes
- or by using a simple algebraic formula. The two ap-
proximations differ widely in both the costs of com-
putation and the accuracy of the results. Intelligent
model selection techniques are therefore needed to de-
termine which approximation is appropriate during a
given phase of the design process.
We have attacked the model selection problem in
the context of hillclimbing optimization. We have de-
veloped a technique which we call "gradient magnitude
based model selection ". This technique is based on the
observation that a highly_approxlraatemodel will of_
ten suffice when climbing a steep slope, because the
correct direction of change is easy to determine. On
the other hand, a more accurate model will often be
requited when climbing a gra_tuai incline, because the
correct direction of change is harder to determine. Our
technique operates by comparing the estimated error
of an approximation to the magnitude of the local gra-
dient of the function to be optimized. An approxima-
tion is considered acceptable as long as the gradient
is large enough, or the error is small enough, so that
each proposed hillclimbing step is guaranteed to im-
prove the value of the goal function. Implementation
and testing of this approach are currently in progress.
I am pursuing this research in collaboration with 3ohn
Keane. (See [Ellman e_ al., 1992].)
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