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1.研 究の概要
個人と政府 との間の直接的情報交換を通 じて,公 共サービスに対する個人の評価の正直な表
明を誘発するメカニズムの探求に関 しては,1970年代～80年代初頭 にかけて経済理論家によっ
て精力的に行われ,公 共サービスへの真の需要の表明が支配戦略となるグローブス ・メカニズ
ムや真の需要表明がマキシミン戦略となるマキシミン ・メカニズムが提案 された.わ れわれは






可能性が高いことが示唆されている.わ れわれは,こ の要因が ピボタル ・メカニズムの利得構
造の複雑さにあ り,実験で評価値 を選択する被験者が利得構造を把握することができないこと
にあると考え,利 得構造 を単純化するモデルを建て,さ らに実験 を重ねた.そ の結果,利 得構
造 を最も単純化 した場合 において真の需要表明の割合は高まったが,こ の結果は必ず しも被験
者が利得構造 を理解 した上で支配戦略行動をとった結果ではないことがわかった(Moriand
Soyama[6]参照).われわれはこの結果から,誘 因両立性を満たすメカニズムであるピボタ
ル ・メカニズムが期待 された性能を発揮できないことが判明 した以上,真 の需要表明を誘発す
る他のメカニズムについてその性能を検討することが必要であると考え,Thomson[10]の提






他の個人が常に自分にとって最 も不利な戦略を取ると想定 した場合に,自 己の利得を最 も高め
る戦略を取るとするならば,公 共サービスへの真の需要表明を引き出すことがで きるメカニズ
ムである.ピ ボタル ・メカニズムと異なり,真の需要表明が支配戦略ではないが,ピ ボタル ・
メカニズム実験において被験者が支配戦略を見つけることができない要因 となるクラーク税
ルールのような付加的なルールが存在 しない.本 稿では,マ キシミン ・メカニズムを2主 体3
戦略の最 も単純化なフレームワークで実験的に適用 し,その結果からマキシミン ・メカニズム
の有効性を検証 し,さ らに実験において被験者が とった行動について分類 し,個人の戦略選択
行動様式の特定化を試みた.
本稿の以下の部分の構成は,次 の通 りである.
2節では,Thomson[10]の提案 したマキシミン ・メカニズムの構造 と本稿で報告する実験
で用いた 「単純化マキシミン ・メカニズム」の構造について説明する.
3節では,わ れわれが過去に行ったマキシミン ・メカニズムの先行実験 と本研究での実験に
ついて,そ の実験設定と実験結果を述べる.先 行実験では意思決定主体数および戦略空間を5
主体51戦略で行ってお り,本研究の実験で設定 したフレームワーク(2主体3戦 略)と異なる
が,真 の評価値 と各被験者の選択値 との乖離度をメカニズムの有効性を検証するための尺度 と
して比較 した.そ の結果か ら,戦略空間が小 さくなると真の需要表明割合が高 くなり,メ カニ
ズムの性能が上がることがわかった.こ の節では,本研究の実験で設定 したフレームワーク,
および実験システム(コ ンピュータ ・ネットワークを利用 したシステム)と 実験環境について
説明し,最 後に本研究の実験結果について報告する.
4節では,本研究の実験結果から分析 したマキシミン ・メカニズムにおける個人の戦略選択
行動 について述べる.2主 体3戦 略のマキシミン ・メカニズム ・フレームワークの下で,個 人
がとりうるマキシミン戦略選択行動以外の行動について仮説を立て,そ の戦略選択行動仮説に
ついて自己組織化マ ップ(SOM)を用いて検証した.そ の結果,マ キシミン戦略行動以外 に期
待利得最大化行動をとる被験者が少なか らず存在することが明らかになった.
最後の5節 では,実験結果に関する議論 と今後の研究について展望する.
2.マ キ シミン ・メカニズム
本節では,Thomson[10]の考案したマキシミン・メカニズムの構造 について整理 した上で,
本稿で報告する実験において用いた 「単純化マキシミン ・メカニズム」について説明する.
2.1.マ キ シ ミ ン ・メ カニ ズ ム の構 造
マキ シ ミン ・メカニズム はピボ タル ・メカニ ズム と同様 直接 表示 メカニズ ムであ り,以 下
の3つ の要 素で成 り立 つ.た だ し,以 下 にお いて,Cは 公共 プ ロジェク トの実施 費用 を表 わす.
(1)メッセー ジsi:
公共 プ ロジェク トに対す る評価(真 の評価値piと異 なる値 とな る場合 もあ る)
(2)プロジェ ク トの決 定ルー ル:




上記の マキ シ ミン ・メ カニズムにおい て,プ ロジェク トが実施 され る場 合(Σsi-C≧0),個人
∫に とって の最小 の利得 は,ui=pi-si/2-C/2nと表 わ され,プ ロ ジェ ク トが中止 され る場合
(ΣSi-C〈0),個人iに とっての最小 の利得 は,ui=si/2-C/2nと表 わされる.uiはsiに関 して
単調 減少,uiはsiに関 して単調増加 であ り,両 者 はsi=piのとき等 しくな るこ とか ら,マ キ シ
ミン ・メカニズ ムの下 で は,真 実表明(si=pi)が一意 的なマ キシ ミン戦略 となって いる ことが わ
か る.さ らに,プ ロ ジェク トが実施 され る場 合,Σci=Cで あ り,プ ロ ジェク トが 中止 され る
場合 には,Σci=0と なる こ とか ら,収 支均衡 条件 が満 た され てい るこ とが わか る.こ の よ う
に,Thomson[10]のオ リジナルなマ キシ ミン ・メ カニズ ムは,真 実表 明が一意的 なマキ シ ミ
ン戦略 になる とい う意 味での誘 因特 性 を持 つ と同時 に,常 に収支均 衡条件 を満た してい る.
2.2.単 純 化 マ キ シ ミン ・メ カニ ズ ム の構 造
われ われは,ピ ボ タル ・メカニズムの有効性 に関 して,こ れ まで に数多 くの実験研 究 を行 っ
て きた.ピ ボ タル ・メカニ ズムでは,1節 で も述べ た ように真実 表明が支 配戦略 である に もか
かわ らず,被 験 者が真 の需要表 明 を行 うこ とが非常 に少 ない.そ の要 因は ピボ タル ・メ カニズ
ムの利得構造 に フラ ッ トな部分 が存 在 し,利 得構造全体 を把握す るこ とが困難で ある ことで あ
る.わ れ われは最近 の ピボ タル ・メ カニズム研 究 において,利 得構 造 を可 能な限 り単純 化 した
2主 体3戦 略の フ レーム ワー クで実験 を行 い,真 の需 要表明率 が高 まる とい う結果 を得 るこ と
がで きた.マ キ シ ミン ・メカニズム にお いて も,利 得構造 を単純化 す るこ とは,真 実 表明 を誘
発 す る上 でのメ カニズムの性能 を高め る可 能性 が ある と考 え,本 稿 で報告 す る実験 では,前 項
で説明 したThomson[10]のマ キ シミン ・メ カニズム をよ り単純 化 させ たメ カニズム(以 下 「単
純化 マ キシ ミン ・メカニズ ム」 と呼ぶ)を 用 い,2主 体3戦 略 の フレーム ワー クの下 で実験 デ
ザイ ンを設 定す る.
本稿 の実験 で用 いた単 純化 マキ シ ミン ・メ カニ ズムの構 造 は次の通 りであ る.
(1)メッセー ジSi:プロジェク トに対す る評価Si∈{SL,sM,sH}ただ し,sL〈sM〈sH
(2)プロジェ ク トの決 定ルー ル:
∫s1+s2≧Cならば,プ ロジ ェク トは実施s1+s2<Cな らば フ゜ ロ ジ ェク トは中止.
(3)費用負担ci:
プロジ ェク トが 実施 な らば,ci=st/2,プロジェ ク トが 中止 な らば,ci=-si/2
この よ うな構造 を持つ 単純化 マキ シ ミン ・メカニ ズムの下で,個人iが 得 る利得uiは,プ ロ
ジ ェク トが 実施 な らば,ui=pi-Si/2,プロジェク トが中止 な らば,ui=Si/2と求 め られ る.た
だ し,piは,プ ロジェク トに対す る真 の評価値 を表 わ してい る,
図1.単 純化マキシミン ・メカニズムにおける利得構造
図1の3本 の右下 りの直線 は,単 純化 マキ シ ミン ・メ カニ ズム にお いて,真 の評価値 が,そ
れぞ れ,sL,sM,sHのと きにプロ ジェク トが実 施 された場合 の利得 を示 して いる.プ ロジ ェク
トが 中止 になる場 合 は真 の評価 値 がsL,sM,sHいず れの値 で も同 じ利得 を得 る ことにな り,図
1で は右上 りの直線 で表 わ され る.プ ロジェ ク トの実 施 と中止 の交 差す る点 に対応 す るメ ッ
セー ジの値が マ キ シ ミン戦略 とな る.図1か らわか るよ うに,真 実表 明(si=pi)が一意 的なマ
キ シミ ン戦 略 となってお り,単 純化 マキ シ ミン ・メ カニズ ムにおいて も,Thomson[10]のオ
リジナ ルなメ カニズ ムが持つ誘 因特 性 は保持 され ている.し か し,単 純化 マキ シ ミン ・メ カニ
ズムで は,収 支均衡条件 は満 た されて いない.
3.実 験 研 究
3.1.先 行 実 験
われ われは,本 稿 での実験 に先行 して,1997年7月 に帝塚 山大学 にお いて5主 体51戦 略状
況 でマ キシ ミン ・メカニズ ムの実験 を行 ってい る.メ カニズ ム構 造 と しては,2節 で説明 した
単純 化マ キシ ミン ・メ カニ ズムを用 い ている.各 値 は次の よ うに設定 した.
∫si(プロジェク トに対す る評価の表 明値):-25≦si≦25の整数
かpi(真の評価 値):pi∈{-10,-5,-2,5,15}
C(プ ロ ジェク トの実施費用):0
循ui(利得):プ ロジ ェク トが 実施 な らば,ui=pi-si/2,中止 な らば,ui=si/2
なお,真 の評価値 の設 定は,各 被験者(5主 体)に 異 なるか 値 を全 ラウ ン ドで固定 して設定 し
た.ま た,最 終 的 に得 る利得 が与 え られたpi値に よって不平 等 にな らない ように,初 期 資金 と
してか 値 に対応 した得 点 を初 回に与 えた.
先行実験 の被験 者 は帝塚 山大学 の経済学 部学生2名,教 養学 部8名 の計10名 で2グ ルー プ
を構 成 し,同 じ部屋 で行 った.被 験 者 は互 い に同一 グルー プの他 の メ ンバ ーが誰か わか らない
状 態で実験 に臨ん だ.実 験 で使用 した システム につ いての詳細 は,森 ・曽山[8]に 記 して い
る.
この実験 にお いて,メ カニズムの性 能 を測 る指標 として,真 の評価 値か と被験 者 の選択値畠
の 乖 離 度 を 計 算 した.こ の 乖 離 度Di(%)は 次 の よ う に 定 義 さ れ る;di≧piなら ば
1)Di=100+×|(si-pi)/(25-pi)|,si<piならばDi=100+×|(si-pi)/(25+pi)|.
表2は,全 ラウン ド(10回)の 各被 験者 に与 えられ た真 の評価値pi,被験 者の選択 した評価
値siと評価値si10回分の平均を示 し,表3は,被 験者10名の各ラウンドにおける乖離度とそ
の平均 を示 している.全 被験者の乖離度の平均 は46.3%であった.
表2.被 験者の選択 した評価値siと真の評価値pi
3.2.2主体3戦 略の フレーム ワー クにおける単純化マキ シミン ・メカニズ ム実験
本実験では,2節 で説明 した単純化マキシミン ・メカニズム構造の下で,フ レームワークを
2主体3戦 略とし,各値 を次のように設定 した.
∫si(プロジェク トに対する評価の表明値):sL=3,sM=9,sH=15のいずれか.
かpi(真の需要評価値):pi∈{3,9,15}で,各値が1セ ッション中,4回 ずつ,同 じ値が連
続 して出現 しないように設定.
C(プロジェク トの実施費用):高コス トケースは22,低コス トケースは16に設定 し,
16か22のいずれかの値が1セ ッション中,固 定で設定 される.被 験者は,第1
セ ッションを16,第2セ ッションを22で設定 したグループと,第1セ ッション
を22,第2セッションを16で設定したグループの2グ ループに分け られた.
また,本実験では2主 体を被験者自身(人間)とコンピュータとし,被験者に相手がコンピュー
タであることを明 らかにした上で実験を行った.実 際には,実験 システムでコンピュータがラ
ンダムな値を評価値 として選択するように設定 している.わ れわれの過去の実験結果から,被
験者が意思決定を行 う時,相 手が人間であるという事実が心理的に働 き,相手の手を読む行動
(実際には根拠なく相手の選択値 を予想 し,結果的にランダムな選択を行っている)を 取 らせ
る傾向があることがわかっている.相 手をコンピュータとした理由は,可 能な限 り被験者が与
えられた情報のみで意思決定を行 うことを期待 したからである.ピ ボタル ・メカニズムの実験
において,2主 体を人間対 コンピュータとした実験では,2主 体 を人間同士で行った実験 と比





公共的意思決定メカニズムに関する実験では手作業で行う実験 も多 く行われているが,ピ ボ
タル ・メカニズムの実験のように実験者 と被験者 との間の放射状の情報交換が中心 となる実験
では手作業による実験 よりコンピュータ・ネットワークを利用 した実験の方が,実験の迅速性,
被験者(学 生)の メカニズムの理論特性に関する理解度のいずれにおいても高いパフォーマ ン
スを示すことがこれ までのわれわれの研究結果か らわかっている(森 ・曽山[9]参 照).マキ
表4.プ ロジェク トの実施費用別利得表
シミン ・メカニズムもピボタル ・メカニズムと同様に放射状の情報交換が中心となるタイプの
メカニズムであるので,本 研究での実験はコンピュータ ・ネットワークに接続したパ ソコンを
使って行った.
本実験のために開発 したシステムはWWWを 利用 している.意 思決定実験を行うために必
要 な情報 をWebブラウザ上 に載せ,CGIプログラム4)を通 して,被 験者が選択 した値を処理
している.基 本的には,手 作業実験で必要 とされる実験者による集計表の回収,被 験者の手計
算 による費用負担 と利得の算出をコンピュータで行い,各 ラウンドにおける情報(自 己の評価
値,グ ループ全体の評価の合計,プ ロジェク トの実施の可否の決定,利 益,自 己の費用負担お
よび利得)を 表示 し,同時に各ラウン ドにおける累計点をコンピュータの画面上に表示する.
3.4.実験環境 と被験者
実験は,2004年12月に奈良女子大学と天理大学において,2回 に分けて行われた.実 験の
被験者は公募によって募集された上記大学 または大学院に所属す る学生であ り,本実験以前に
公共的意思決定メカニズム実験の経験がない事 を条件 として採用 した.な お,今 回の実験の被
験者には,経済学部所属の学生はいない.全 被験者は,Webブラウザの使用方法には熟知 して




良女子大学22名(理 学部9名,文 学部8名,生 活環境学部2名,大 学院 ・情報科学専攻2名,
大学院 ・人間行動科学専攻1名),天理大学20名(人間学部6名,国 際文化学部12名,体育学
部2名).
実験 はそれぞれの大学構 内のパ ソコン演習室で行った.パ ソコンの台数に余裕のある演習室
において,可 能なか ぎり被験者が隣接 しないように座 らせ,実 験中は他の被験者 と話すことを
禁止し,質 問に関 しては実験者に行うように指示 した.実 験に要 した時間は,実 験説明,実 験





用紙」,選択 した評価値やその他の情報を記入する「実験記入用紙」を受け取る.被 験者は1セ ッ
シ ョン終了後に,実 験記入用紙の下部にかかれた質問について回答を記す ことになる(付 録の
「実験記入用紙」参照).実験者は,実験説明用紙 に書かれた実験手順を説明 し,説明後に質問
がないか聞き,質 問があればそれに回答する.質 問がな くなった時点で,実験者は,実験 を開
始する合図を出 し,各被験者は評価の選択 を開始する.
被験者が評価値を選択する画面(図5「 初回ラウンドの評価値選択画面」参照)に は,評 価
値 を選択するために必要 な情報を表示させている.被験者が評価値 を誤って選択 した場合に変






験者が選択 した評価値 とコンピュータがランダムに選択 した評価値 による当該ラウンドの結果
が表示され,そ の下部に次回ラウンドの評価値 を選択するために必要な情報が表示されている
(図6に示 された 「第2ラ ウンド以降の評価値選択画面」参照).第2ラ ウンド以降は,図6の
画面のように前ラウンドまでの結果の情報 を確認することができる.被験者は,前 ラウンドの
結果情報を,「実験記入用紙」に記入 した後,次 ラウンドの評価値の選択を行 う.第2セ ッショ
ンの最終ラウンドでは,第1セ ッションと第2セ ッシ ョンで獲得 した得点の累計 と報酬金額が
表示 される.
実験 は1セ ッション12ラウン ドで,2セッション行い(計24回の評価値の選択),1セッショ
ン終了後は全員が終了するまで待機することにした.各 セ ッション終了後,被 験者に実験 につ
いての質問に回答 してもらった.質 問の内容 は次の通 りである;「あなたは,この実験(セッショ
ン1ま たは2)に おいて,ど のような方針 または基準でプロジェクトに対する 「あなたの評価
Si」を選択 しましたか?あ なたの取 った方針 または基準 を記 してください」.
3.6.実験結果
本研究における実験結果の詳細なデー タは付録(実 験の結果)に 載せたのでこれを参照され
たい.実 験結果か ら求めた奈良女子大学 ・天理大学全体での真実表明割合は表7に 示 したとお
り62.8%とかな り高い.本 節3.1で紹介 した帝塚山大学で行った先行実験(5主 体51戦略マ
キシミン ・メカニズム実験)の 結果 と比較するため,本 実験データについて も,真の評価値pi




マキシミン ・メカニズムにおいても,2主 体3戦 略のフレームワークで利得構造を単純化する
ことが高い真実表明を誘発す ることがわかった.し か し,真の評価値piごとのsiの選択率に
着 目すると,piの全ての値について,これと同値 を評価値siとして選択する真実表明割合はど
れも3種 のsiの値の中で最 も高いが,真 の評価値piが15のときに15を選択する割合は相対
的に低い.表8は 真 の評価値piごと評価値siの選択割合 を示 してお り,設定されたプロジェ
ク トの実施費用Cの 値によって選択割合に差があることがわかる.実 施費用Cが 低 コス ト
(16)のとき,真 の評価値piが15の場合に評価値siとして15を選択する割合 と9を 選択す





本節では,マ キシミン戦略行動以外に被験者が とったと考えられる戦略行動を実験結果か ら
分析 し,戦 略選択行動様式の特定化 を行 う.想定される個人の戦略選択行動 としては,マ キシ
ミン戦略行動(真の需要表明),利得構造を考慮 した上で何 らかの選択ルールを決めて戦略を選
択するマキシ ミン戦略行動以外の行動,そ れに利得構造を考えず にランダムに値を選択する行
動が考えられる.ラ ンダムに値を選択 しているか否かの判断は難 しいが,本 稿では,実 験後の
質問の回答から,選択ルールの存在を確認できる戦略行動のみを考えることにする.
4.1.個人の戦略選択行動仮 説
被験者は与え られた情報(プロジェク トの実施費用,プロジェク トが実施された場合の利益)
をもとに,で きるだけ高い得点を得ることができるように評価値 を決定する.プ ロジェク トの
実施または中止を決定するために必要な情報 は,実施費用Cと 相手の評価値s-iであるが,相
手の評価値(本 実験ではコンピュータが選択 した値)は 自分が評価値を決定する時点ではわか
らないので,プ ロジェクトが実施 される場合 と中止される場合の双方の得点を計算することに
なる.実 際に,セ ッション終了後の質問の回答か らも被験者の大半が得点の計算を行っている
ことがわかった.ま た,回 答からは,得 点の完全な利得構造を理解するために利得表の作成を
試みる被験者 と利得表 を作成することが不可能または利得表そのものの存在 に気づかない被験
者 もある程度判別で きる.ピ ボタル ・メカニズムでは真実表明が支配戦略であるので,被 験者
が正確 な利得表を作成できれば支配戦略を選択すると考えることがで きるが,マ キシミン ・メ
カニズムの場合は真実表明が支配戦略ではないために,正 確な利得表を作成できたとして もマ
キシミン戦略を取るとは限 らない.質 問の回答には,必ず しも正確ではないが,利得計算 を行っ
た上で高い得点を狙ったという趣旨が読みとれる被験者が少なくなかった.被 験者がとりうる
マキシミン戦略行動以外の変則的戦略行動様式を全て抽出することはできないが,被 験者が利
得構造を考え,何 らかのルールを作成 した上で評価値 を決定 したと判断できるものを抽出 し,
3つの変則的戦略行動様式の仮説 を立てることにする.
各戦略選択行動仮説についての説明の下の表9か ら表12は,各 戦略選択行動において真の
評価値piごとに評価値siの選択割合を示 した ものである.選 択割合は12ラウン ド全てにお
いて同一の戦略行動で評価値を選択 したと仮定 して1と している.質 問の回答か ら,12ラウン
ド全てにおいて同一の戦略行動で評価値を選択 していない被験者が多 く存在することもわかっ
ているが,そ の選択割合 を質問の回答か ら判断することは困難であるのでこの点は考慮 しない
ことにした.





その最小値を最大化する戦略を選択する.こ れは,マ キシミン ・メカニズムの下では,真 実表
明を行う行動である.
表9.マ キシミン戦略行動における真の評価値piごとの評価値siの選択割合
期待利得最大化行動(EB:Expected utility maximization Behavior)
次の2つ のルールのいずれかによって算出される期待利得を最大化する自己の戦略を選択す
る.な お,以 下のルール1と ルール2で 求められる各戦略ごとの期待利得は同値である.
〈ルール1>
相手が3つ の戦略を均等確率(1/3)で選択するもの と想定し,自己の各戦略について相手の
各戦略 との組合せで決まる利得 に1/3を乗 じて合計 した値 を自己の各戦略の期待利得 と考え
る.
〈ルール2>
自己の各戦略につ き,プ ロジェク トが実施 される場合の利得(ui=pi-si/2)と中止される場
合の利得(ui=si/2)にそれぞれプロジェク トが実施される確率(自 己の戦略を前提として,相
手がプロジェクトを実施 させる戦略をとるケースの数に1/3を乗 じた値)と プロジェク トが中
止 される確率(自 己の戦略を前提 として,相 手がプロジェク トを中止させる戦略をとるケース
の数に1/3を乗 じた値)を 乗 じて合計 した加重平均を自己の各戦略の期待利得と考える.
表10.期待利得最大化行動における真の評価値piごとの評価値siの選択割合
均等利得戦略行動(PB:Proportional Beh vior)
自己の各戦略につ き,プ ロジェクトが実施 される場合の利得 とプロジェク トが中止 される場
合の利得の平均 を求め,実 施時 と中止時の平均値の差が最小値 となる自己の戦略を選択する.
ギャンブル戦略行動(GB:Gamble　Behavior)6)
自己の各戦略につ き,相手の戦略との組み合 わせで決まる自己の利得を計算し,最 も高い利
得 を得ることがで きる自己の戦略を選択する.リ スクも大 きいがハイリターンをねらって選択
す る行動である.質 問の回答からも 「損をするか もしれないが,高 得点を得 ることを期待 して
選択 した」 と回答 している被験者が少なくなかった.
表12.ギャンブル戦略行動における真の評価値ρ、ごとの評価値∫、の選択割合
4.2.個人の戦略選択行動仮説 とSOMに よる検証
仮説を立てた戦略行動の検証 を行 うため,自 己組織化マ ップ(SOM::Self　Organization
Maps)を使って,実験結果を分析することにする.SOMはKohonen[4]が提案 したニュー
ラルネットワークの1つ の方法であ り,様々な多次元のデータを予備的な知識な し(教師なし)
にクラスタリングし,低次元のマ ップを描いて可視化することがで きる.SOMは 工学的分野
で応用されていたが,近 年,金 融,経 済,市 場分析などの分野においても非常に有効な技術で
あることがわか り,これらの分野で探索的データ分析やデー タマイニ ングの一つの手法として
利用 されている.
本研究では,真 の評価値ごとの被験者の評価値の選択割合を戦略選択行動パターンデータと
しSOMを 用いてこれを分類 し,そ の結果から被験者のとる戦略選択行動パ ターンに何 らかの




SOMア ル ゴリズ ムは,教 師な しニュー ラルネ ッ トワー クの1つ で あ り,高 次元空 間か らマ ッ
プユニ ッ ト(2次 元格子)上 に,類 似の入力 デー タベ ク トルを集 め,効 果 的 にマ ップ化 す るア
ル ゴリズ ムであ る.こ こで,簡 単 にSOMア ル ゴリズムの基本 的な考 え方 を説明す る.
SOMは ニュー ロ ン(神 経細胞)を 数式モ デル化 してお り,Kohonenは次 式で表 してい る.
∫iを神経細胞(ノ ー ド),tを時刻,x(t)を外 部か ら入 る入力信 号,mi(t)をノー ドiが時刻tで 情
報 を処理す る能力,hciは学習 率係数 を含 めた近傍 関数 とす る.x(t)がn次元の入力ベ ク トル で
あれ ば,参 照ベ ク トルmi(t)も同 じn次 元のベ ク トル を持つ こ とにな る.こ の式 は入力信 号 を
学 習 し,次 の時刻 で は入力信 号 によ り近 い情報 処理 能力mi(t+1)を持 つ こ とを示 して い る.
SOMは2層 のネ ッ トワー クで あ り,第1層 は η次 元の入力層x(t)であ り,第2層 はmi(t)で表
されn個 の要素 を持つ 出力 層で ある.第2層 は多次元 で も可能 であるが,本 研 究 では2次 元配
列 のマ ップユニ ッ トとしてい る.
SOMの 学習 で はユ ー ク リッ ド距 離 を測 度 として用 い てい る.入 力ベ ク トルx(t)は,ユー ク
リッ ド距離|x-mi|を最小 にす る ノー ドiを探 し,こ れ を勝者 とす る.た とえば,6番 目の ノー
ドが勝 者で あ る とした とき,mc(t)を持つ ユ ニ ッ トは勝者 ユニ ッ トと呼 ばれ る.勝 者ユ ニ ッ ト
の周 りに近傍 領域が定義 され てお り(近 傍 サ イズNcを 最初 は大 き くとってお く),近傍 領域 内
のベ ク トルは上記の式 に従 って学 習 を繰 り返 し行 い,学 習 を繰 り返 し行 うごとに近傍 サイズ を
減 ら し最 終的 に勝 者ユ ニ ッ トのみ を学 習 させ る ようにす る.近 傍 関数hciは,近 傍内 のノー ド
に関 して はhci=α(t)で学 習 し,近 傍外 の ノー ドに関 して はhci=0で学習 しない.学 習率 係数
α(t)は,0〈α(t)〈1で値 を持 ち,近 傍 サ イズ と共 に学習 時 間が経過 す るにつれ て単調減少 させ
る.
4.2.2.本研 究 におけ るSOMの 設定
本研 究 では,SOM_PAK(The Self Organizing MapProgram Package;Kohonen[5])を








における真の評価値piと被験者の選択 した評価値siのクロス集計結果か ら計算 したか ごとの
siの選択率である.表13は,あ る被験者の1セ ッションの各 ラウンドにおけるpiとsiの組合
せ を示 してお り,表14と表15はpiとsiのクロス集計結果 と各piにおけるsiの選択率 を示 し




パ ター ンデータをSOMで 分類 した結果)で ある.図中のラベルnl～n22は奈良女子大学の被
験者,tl～t15は天理大学の被験者である.
SOMでは,学習データ(本研究では戦略選択行動パターンデータ)が類似 しているものが近
い領域に集 まる.色 の濃いユニッ ト部分はユークリッド距離が遠いことを示 している.図17
では,中央部分 に色の濃い部分が見 える.た とえば,図中のt7とtl4の問には濃いユニッ トが
存在するが,こ のように濃いユニ ットで分断されているデータは類似 していない.一 方,t7と
n21の問には薄いユニットしか存在 していない.こ のようなデータは類似 していることを示 し
ている.こ れ らのラベルに対応する学習データは表18の通 りである.n21とt7のデー タパ
ターンは,t7とtl4のデータパ ターンより類似 していることがわかる.
図17で楕円または長方形,三角形,雲形などで囲まれている被験者 ラベルは,実験後の質問
に対 して何 らかのルールを決めて評価値を選択 したと回答 している被験者を抽出 し,戦略選択
行動様式の仮説に従って印を付けている.た だし,全 ラウン ドを同じ基準で選択 していない被
験者 も含んでいる.楕 円の被験者はマキシミン行動(MB),長方形は期待利得最大化行動(EB),
三角形はギャンブル戦略行動(GB),円の雲形はマキシミン戦略 と期待利得最大化行動の両方
を取 る行動(MEB),三角形の雲形はギャンブル戦略行動 と均等利得戦略行動の両方を取 る行
動(PGB)である.点線で囲んだ被験者ラベルは,質 問の回答に記した選択基準は各戦略行動
ルールに合 うが,実 際に戦略行動の基準通 りの値を選択 していないラウンドも多 く,結果的に
図17.SOMに よる分類(実 施費用が低 コス ト（16）の場合の実験結果)
表18.SOMに よるデータの分類結果
表19.実 施費用が低 コス ト(16)の場合のマキシ ミン行動と期待利得最大化行動の選
択率
仮説で立てた行動別選択率のパ ターンとは異なる被験者 を示 している.均 等利得戦略行動
(PB)に関しては,費用が16の時に戦略パター ンが期待利得最大化行動(EB)と同 じであ り,
戦略選択行動パターンデータからの判断は難しい.質 問に関する回答においても 「真の評価値
の値piによって異なる行動を取った」と記されてお り,ギャンブル戦略行動(GB)と均等利得
戦略行動(PB)は一貫 して行 う行動ではなく,その時に与えられた費用負担 と真の評価値によ
り決定 した行動であることがわかっている.こ れ らの戦略行動 をSOMを 用いて分類するため
には学習データの内容 を別の形式にする必要があると考えられる.
SOMで分類 した戦略行動パ ター ンデータは,同 じ戦略の被験者が顕著に集まっていること
が図17に示 されている.図 の右側 にマキシミン行動の被験者ラベルが集 まり,下側に期待利
得最大化行動の被験者 ラベルが集 まっており,マ キシ ミン行動 と期待利得最大化行動の両方を
とった被験者 ラベルはその中間に位置 している.表19は,図17の マキシミン行動 と期待利得
最大化行動を取ったと判断で きる被験者(図17でラベルに印がある被験者)の学習データをそ
れぞれの行動別 に集計 し,真 の評価値piにおけるsiの選択率の平均値 を示 している.こ こで
示 された結果は,仮 説で立てたマキシミン戦略行動 と期待利得最大化行動の選択率の表の各値




5.実 験結果 に関す る議 論 と今後 の研究 につ いて
本稿では,Thomson[10]の提案 したマキシミン・メカニズムの構造を単純化 し,2主 体3
戦略のフレームワークで実験を行った結果 と,個人の戦略選択行動について分析 した結果を報
告 した.単 純化マキシミン・メカニズム構造の下で行った先行実験(5主 体51戦略のフレーム
ワーク)の 結果と比較 して,2主 体3戦 略のフレームワークにおける実験結果では真実表明割
合は高 くな り,マキシミン ・メカニズムの性能を高めることができた.し かし,プ ロジェク ト
の実施費用が低 コス ト(16)の場合に真実表明割合に偏 りがあり,真の評価値piが15の時に,
評価値siとして15と9を 選択する被験者の割合が僅差であ り,この結果は,真 実表明の割合
が高 くなった結果が必ず しも被験者が常にマキシ ミン戦略をとり,真の評価値piと同値の評
価 をsiとして選択 したのではなく,マキシミン以外の何 らかの戦略行動 として,真 の評価値 と
同値の評価を選択 したことを示唆していると考え,そ の変則的戦略行動 としての3つ の戦略行
動様式の仮説を立て検証 を行った.仮 説の検証方法 として自己組織化マ ップ(SOM)を用い,
本実験 における真の評価値ごとの評価値の選択割合を学習データとし,個 人の戦略選択行動の
分類 を行った.そ の結果,仮 説で立てた4つ の戦略選択行動のうち,マ キシミン行動 と期待利
得最大化行動 をとる被験者が存在することが示 された.
5.1.個人の戦略選択行動分析 に関する議論
本稿では,実 験後に行 った質問の回答から個人の戦略選択行動の仮説を立てた.こ れに関 し
ては,「質問に対する回答は被験者の表現力に依存 し,主観的で不確実なデータである」,「全ラ
ウンドを一貫 して同じルールで行動するとは限らない」,「質問に対して回答している行動と選
択 している値 との矛盾がある」など多 くの問題点がある.し か し,本研究で個人の戦略行動を
分析する最終的な目的は,個 人の変則的戦略行動を特定化することによって,真 の需要表明を
誘発するはずのメカニズムの有効性 を妨げる要因を見いだすことであ り,全ての被験者の戦略
選択行動を特定化する必要はない.ま た,公 共的意思決定メカニズムの有効性 を研究する上で





ず,あ るメカニズムの実験 において,被 験者が取る戦略の中で最 も傾向の強い戦略行動 に着 目
した.
本実験結果か らは,マ キシミン ・メカニズムの2主 体3戦 略 フレームワークにおいて,頻 繁
に観察される戦略選択行動は,真 実表明を行 うマキシミン行動 と期待利得最大化行動があると
いう結論を得た.今 後 被験者が,な ぜ変則的戦略選択行動のひとつである期待利得最大化行
動 を取るのかを検討することによって,真 実表明を誘発する上でのマキシミン ・メカニズムの
問題点が抽出できると考えられる.
5.2.マキシ ミン ・メカニズムの有効性 に関す る議論
公共的意思決定メカニズムのひとつであるピボタル ・メカニズムは真実表明が支配戦略であ
るので,被 験者が正確な利得表を作成で きれば支配戦略を選択す ると考えることができ,変則
的行動をとる被験者は利得構造が正確に理解できなかった と言える.し かし,マ キシミン ・メ
カニズムの場合は,真 実表明が支配戦略ではないために,正 確な利得表を作成で きたとして も
マキシミン戦略を取るとは限らない.事 実,変 則的戦略行動仮説であげた行動(期 待利得最大
化行動,均 等利得行動,ギ ャンブル戦略行動)を 取っている被験者の回答には,利 得表または
利得構造についての簡単 な説明が記入されている.つ まり,マキシミン ・メカニズムにおいて
は,支 配戦略が存在 しないことが,被 験者に期待利得最大化行動などの変則的戦略行動 をとる
ひとつの重要な要因となっていると言えよう.
マキシミン ・メカニズムとピボタル ・メカニズムの有効性に関する研究において行った先行
実験(5主 体51戦略フレームワーク)で は,マキシミン・メカニズムがピボタル ・メカニズム
より真の需要表明の誘発 に優 れているという結果を得ていた(森 ・曽山[8]参 照).その要因
としては,ピ ボタル ・メカニズムの利得構造のフラット性 と,マキシミン ・メカニズムには存
在 しないクラーク税ルールが追加されることによるメカニズムの複雑性が挙 げられた.し か
し,ピ ボタル ・メカニズムにおいても,2主 体3戦 略フレームワークで実験 を行った場合,真
実表明の割合はマキシミン・メカニズムとほぼ同じ結果を得ている(MoriandSoyama[6]参
照).2主体3戦 略 フレームワークにおけるピボタル ・メカニズムの実験データについても個
人の戦略選択行動分析 を行った結果,真 の需要表明を行う支配戦略以外の変則的行動をとる被
験者が存在することがわかっている.し かし,ピ ボタル ・メカニズムでは支配戦略が一意的に
決 まっているので,支 配戦略以外の戦略選択行動をとる被験者はメカニズムのもつ利得構造が
正確 に理解できないということになる7).このことは,ピボタル ・メカニズムの場合 には,意思
決定主体が利得構造の包括的理解 を得やすい環境を構築することによって,真 実表明を誘発す
る上でのメカニズムの性能を高めることができることを意味 している.こ れに対 して,マ キシ
ミン ・メカニズムでは,意 思決定主体が利得構造を正確 に理解 したとしても,マ キシミン戦略
(真実表明)を とる保証 はなく,その意味で,真 実表明誘発上の性能を高めることが難しいメ
カニズムであると言える.
5.3.実験設定 の問題点 と今 後の研 究につ いて
3節の表8(費 用別の真の評価値piごとの評価値siの選択割合)で は,実施費用が低 コス ト
7)変則的戦略行動で最も頻繁に観察された行動は,クラーク税を無視して戦略を選択する行動である.
(16)に設定されている場合に,真 の需要表明割合に偏 りがあり,特 に真の評価値piが15の
時に評価値siとして15と9を 選択する被験者の割合が僅差である という結果が示 されてい
る.し か し,実施費用が高コス ト(22)の場合 には,真 の評価値問で真実表明割合に大 きな偏
りは見 られない.図20は,高 コス トの場合の実験結果データをSOMで 分類 した結果である.
実施費用が低 コス トの場合 に期待利得最大化行動をとる被験者が多 く見 られたが,高 コス トの
場合 は期待利得最大化行動的戦略をとる被験者は2名 で,1名 はアンケー トで行動を明示 して
おらず,他 の1名 は期待利得最大化行動 と明示 しているが,低 コス ト時に選択した値は期待利
得最大化行動がとりうる値でなかった.
被験者は評価値を選択するに当って,プ ロジェク トが実施される可能性を自分の選択する評
価値 と相手が選択する評価値の和 と実施費用 とを比較する.利得構造が理解できる被験者は,
低 コス トの場合 には,評 価値 をsHとしてプロジェク トを実施する決定を行 い,高 コス トの場
合 はsLとしてプロジェク トを中止す る決定 を行 うはずである.し か し期待利得最大化行動を
とる被験者は,相 手が選択する評価値によっては予想に反する結果となるかもしれないが,敢
えてsMを選択 して高得点を狙 う.高 コス トにおいて期待利得最大化行動 をとる被験者が少な
かった要因のひとつは,今 回の実験で設定 した得点にあると考えられる.期待利得最大化行動
は,被 験者の選択する評価値の組合せで決 まる利得の合計の1/3の値が最 も高 くなる時の評価
値 を選択する.3節 の表4(実 施費用別利得表)に ある値をこの方法で計算 した結果は,両 コ
ス トとも真の評価値を選択 した時に獲得する利得 と期待利得最大化行動を取るためにsMを選
択 した時の利得の差は1で ある.期 待利得最大化行動 を取るのであれば,こ の計算結果か ら判
断し,両コス トにおいてsMを選択するはずである.高 コス トで被験者が ∫Mを選択 しなかった
理由は,お そらく高 コス トの場合の利得表の負の利得 を避けたいという心理が働いたためでは
ないかと考えられる.高 コス トにおいて真の評価値が3で あるとき,3を 選択すれば負の得点
になることはないが,9を 選択すると負の得点を得る可能性がある.し かし,低 コス トの場合
には,真 の評価値が15であるときに,9を 選択 しても負の得点を得ることはないのである.
今回の実験において,プ ロジェクトの実施費用 として設定 した2つ のコス トは,両被験者の
評価の合計 との差(|(si+s-i)-c|)が異なる値 となるように設定 していた.こ のことが期待利得
最大化行動をとる被験者が実施費用 によって異なる行動をとる結果に影響 したとも考えられる
が,そ うであれば高 コス トの方が低 コス トより差が大 きく,プロジェク トを中止させ ようとす
る意志を促す ことにな り,真の評価値が15のときに期待利得最大化行動 をとる被験者が増え
るはずであるが,結果はその逆で,低コス ト時に期待利得最大化行動をとる被験者が多かった.
この点の解明に関 しては,プ ロジェク トの実施費用や戦略の設定値,戦 略数などを変更して,
より多 くの実験 を行 う必要があると考えられる.
参考文献
 
[  1  ] Attiyeh, G., R. Franciosi and R. M. Issac, Ex-
   periments with the pivot process for providing 
   public goods, Public Choice 102, pp. 95-114, 
  2000.  
[  2  ] Clarke, E. H., Multipart pricing of public 
   goods, Public Choice 11, pp.  17-33,1971
[  3  ] Kawagoe, T. and  Mori. T, Can the Pivotal 
   mechanism induce truth-telling ? An ex-
   perimental study, Public Choice 108,  pp331-354, 
  2001.  
[  4  ] Kohonen, T. Self-Organization and Associa-
   tive Memory, Springer Series in Information Sci-
   ences, Vol.  8,1984.  
[  5  ] Kohonen, T. SOM_PAK, (http://www.cis. 
 hut.fi/research/som_pak/)  
[  6  ] Mori, T. and Soyama. N, How does a subject 
   behave under the Pivotal  mechanism  ?: An ex-
   perimental study on the problem of providing an 
  indivisible public goods in the case of 2 subjects 
   with 3 strategies, Discussion Papers in Econo-
   mics No. 378. Naaova City University 2003.
　 　 実 験 経 済 学 的 ア プ ロ ー チ 』,多 賀 出 版.1996年
[8]森 徹 ・曽 山 典 子 「ピ ボ タ ル ・メ カ ニ ズ ム の 有 効
　 　性:実 験 経 済 学 的 検 討 」,『帝 塚 山 大 学 経 済 学 』,
　 　 第6巻,pp.39-67,1997年
[9]　 森 徹 ・曽 山 典 子 「経 済 学 教 育 に お け る 実 験 手 法
　 　 の 効 果 一 手 作 業 実 験 と コ ン ピ ュ ー タ 実 験 の 教 育






[ll]　徳 高 平 蔵 ・岸 田 悟 ・藤 村 喜 九 郎 『自 己 組 織 化 マ ッ











1.実 験の あ らま しと注意事項
これか ら行 う実験は,あ なたに利益(ま たは損)を もた らす,あ る公共プロジェク トの実施
または中止の決定 と,各個人の費用負担の決定とを行 うものです.
実験 は2セ ッション行い,各 実験セ ッションにおいて,あ なたは,公 共プロジェク トに対す
るあなたの評価 を12回(ラ ウン ド)繰 り返 して選択します.
実験であなたの得る報酬は,実験の各ラウンド(計24ラウン ド)で得た 「得点」の合計 を25
倍 した金額(円)で す.つ まり,報酬は,得点1点 当 り25円です.い ずれの被験者について も
「得点」の合計が大 きくなれば報酬 も多 くなりますので,「得点」の合計がなるべ く大 きくなる
ように公共プロジェク トに対するあなたの評価 を選択 して ください.
実験 中は,お 互いに話 をしないようにして ください.
まず,「実験記入用紙」に学部学科学年,氏名を記入 して ください.実 験はパソコンを使って
行いますが,ラ ウンドごとに必要な値などを記 し,セ ッション終了後 そのセッションで得た
得点累計 と質問に対する回答を記入 してください.
2.実 験の手順
① 公共プロジェク トの実施 または中止 の決定
あなたは3,9,15の3つの整数の中からひとつをプロジェク トに対する 「あなたの評価Sd
として選びます.
プロジェク トの実施費用は,被験者番号1～12については,セ ッシ ョン1で は16,セッショ
ン2で は22とし,被験者番号13～24のセッシ ョン1では22,セッション2で は16とします.
あなたの選択 した 「あなたの評価Si」とコンピュー タの選択 した評価の合計は,コ ンピュー
タ画面上の表の 「(B)評価の合計」に表示されます.「(B)評価の合計」が,プ ロジェク トの実
施費用以上であれば,こ のグループではプロジェク トは 「実施」 と決定され,実 施費用未満で
あればプロジェク トは 「中止」 とな ります.す なわち,あ なたが選択 した 「あなたの評価」を
Si,「コンピュータの評価」をS-iとすると,「(C)グループの決定」欄は以下の通 りとな りま
す.
Si+S-i≧実施費用 な らば プ ロジェ ク トは実施(「(C)グ ルー プの決定」欄 は○)
Si+S-i<実施費用 な らば プ ロジェク トは中止(「(C)グ ルー プの決定」欄 は ×)
② 費用 負 担 の計 算
この実験 では,プ ロ ジェク トが実施 された場合,あ なたは,あ なたの評価 の1/2に等 しい 「(E)
費用 負担Ci」 を負 うことにな ります.プ ロジ ェク トが中止 された場 合 には,あ なたの 「(E)費
用負 担Ci」 はゼ ロです.す なわち,
プロジ ェク トが 実施 された場 合 には,あ なたの 「(E)費用負担C、」=あ なたの評価Siの
1/2
プロジ ェク トが 中止 された場 合 には,あ なたの 「(E)費用負担C、」=0(ゼ ロ)
③ 得 点 の計 算
この実験 では,そ の ラウン ドにおけ るあなたの 「(F)得点Ui」 は次の よ うに決 ま ります.
プ ロジェク トが実施 され た場合 に は,画 面 に表示 された 「プロ ジェク トが実行 された場合 の
あなたの利益Pi」の値 か ら,② で求 めた 「(E)費用負担Ci」 を差 し引 いた値 であ り,プ ロジェ
ク トが 中止 された場合 に は,あ なたの評価Siの1/2で す.し たが って,次 の よ うにな ります.
プロジ ェク トが 実施 された場 合 には,あ なたの 「(F)得点Ui」=Pi-Ci
プロジ ェク トが 中止 された場 合 には,あ なたの 「(F)得点Ui」=Si/2
「プ ロジェク トが実行 され た場合 のあ なたの利益Pi」は,ラ ウ ン ドごとに異な ります.毎 回評
価値 を選択 する画面 で表示 される値 を見 て判 断 して くだ さい.
なお,上 記 の よ うに計 算 される得 点(Ui)は マ イナス となるこ ともあ ります.
以上の手順 を12回 繰 り返 した後,1つ の実験 セ ッシ ョンが終了 します.
終了後,こ のセ ッションで得 た得 点累計 を記入 し,「質 問」 に答 えて くだ さい.
セ ッシ ョン1の 「実験 記入用紙 」の記入 が終 わった ら回収 します.全 員 の用紙 を回収 後,実
験 者が セ ッシ ョン2の 開始合 図を出 します ので,画 面(12ラ ウ ン ドの結果 の表が表示 されて い
る画面)の 「OK」をク リック して下 さい.
セ ッシ ョン2で は,最 終 回ラウ ン ドの結果 に2つ の実験セ ッシ ョンで得 たあ なたの 「得点総
計 」と,こ れ に25円 を乗 じた 「報 酬額」が画面 に表示 され ます.こ れ らの値 を 「実験記入用紙 」
に記入 して下 さい.
実験 の終 了後,「実験記 入用紙」 を回収 し,報 酬 を支払 い ます.
3.コ ン ピュ ー タ に よ る実 験手 順
(1)▼をク リック し,3,9,15の3つの中か ら一つ をプロ ジェク トに対 す る 「あなたの評価Sd
として選択 し,OKを ク リック します.次 画面 で,選 択 した評 価値 が正 しいか 問われ ます.正
しけれ ばYESを,選 択 しなお したい場合 はNOを クリ ック して くだ さい.
(2)両者の評価が決定 した時に,下 図の ように各ラウンドの結果が表示されます.
(3)結果の表を見て,次 の回の値(プ ロジェク トに対するあなたの評価)を 選択 します.
付録2:実 験記入用紙
あなたは、この実験(セ ッション1)において、どのような方針または基準でプロジェクトに対す
る 「あなたの評価Si」を選択しましたか?あ なたの取った方針または基準を記 してください。
付録3-1:実験結果(奈 良女子大学)
付録3-2:実験結果(天 理大学)
