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Abstract The nonlinear response of the cross polar cap potential (CPCP) to solar wind driving electric
ﬁeld is a well-known phenomenon. The reasons behind this saturation, however, are still under debate.
We have performed a statistical study of the coupling eﬃciency between the solar wind and the northern
polar cap index (PCN). PCN is used as a proxy for the CPCP. Our main focus is in quantifying how the solar
wind dynamic pressure alters the eﬃciency. We show that the saturation of PCN occurs both during low
and moderate upstream MA conditions. We also show that the increasing dynamic pressure is associated
with increasing PCN. In addition, we ﬁnd that the coupling is diﬀerent depending on which parameter,
the velocity or the magnetic ﬁeld, increases the solar wind driving electric ﬁeld: the higher the velocity the
higher the coupling eﬃciency.
1. Introduction
Disturbances in the near-Earth environment are largely controlled by the highly variable solar wind. While
magnetic reconnection at the dayside magnetopause has been established as the key mechanism allow-
ing the transfer of energy, plasma, and momentum from the solar wind to the magnetosphere, the
details of this interaction are still far from understood. One of the controversial topics related to the solar
wind-magnetosphere coupling is the dependence of the cross polar cap potential (CPCP) on the upstream
solar wind conditions [Ridley, 2005; Lavraud and Borovsky, 2008; Kivelson and Ridley, 2008; Lopez et al., 2010;
Wilder et al., 2011].
In a simplistic view, the CPCP depends linearly on the solar wind dawn-dusk driving electric ﬁeld (EY,SW )
upstream of the bow shock. This is because the reconnection potential that maps into the high-latitude
ionosphere along the equipotential ﬁeld lines through the dayside reconnection line is in ﬁrst approxima-
tion linearly correlated with the EY,SW. However, several studies have revealed nonlinearity (i.e., saturation)
between the upstreamdriving electric ﬁeld andCPCP, both usingMHD simulations [Siscoe et al., 2002a, 2002b;
Lavraud and Borovsky, 2008; Lopez et al., 2010] and observational data [Reiﬀ et al., 1981; Reiﬀ and Luhmann,
1986;Weimer et al., 1990; Russell et al., 2001; Ridley, 2005; Shepherd, 2007;Wilder et al., 2011;Myllys et al., 2006].
Several models have been presented in the literature to explain the CPCP saturation (see the Appendix of
Borovsky etal. [2009]). Someof themodels predict that theCPCP saturateswhen theAlfvenMachnumber (MA)
in the solar wind is low [Ridley, 2007; Kivelson and Ridley, 2008; Lavraud and Borovsky, 2008; Lopez et al., 2010;
Wilder et al., 2015]. Lavraud and Borovsky [2008] found that the plasma beta in the magnetosheath becomes
small (even less than 1) during times of low MA in the upstream solar wind and noted that the magnetic
forces are enhanced. The main forces aﬀecting the plasma ﬂow in the magnetosheath are the J × B force and
the plasma pressure gradient. During typical (high plasma beta) conditions the pressure gradient dominates
but when the plasma beta becomes smaller the relative importance of the J × B force increases. Due to the
changes in the force balance during low MA conditions, the magnetosheath plasma streamlines are more
diverted around the magnetopause which leads to the saturation according to Lavraud and Borovsky [2008].
Similar conclusions were reached by Lopez et al. [2010] who used MHD simulations to study the eﬀect of the
magnetosheath ﬂow pattern for CPCP.
There are also models that highlight the eﬀect of the Region 1 (R1) current system to the saturation. One of
thesemodels is called the Siscoe-Hill model. The ﬁrst formulation of themodel was based on the idea that the
enhanced R1 currents induce a magnetic ﬁeld that opposes the magnetospheric magnetic ﬁeld, decreasing
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the magnetic ﬁeld on the magnetopause. This in turn lower the local Alfven speed leading to lower recon-
nection rates. Later, the model was improved by taking into account the fact that the pressure balance at
the magnetopause is set by the force balance with the solar wind ram pressure. Thus, Siscoe et al. [2002b]
suggested that the reason for the saturation lies in the limited R1 current system and not in the lowered
reconnection rate. In this scenario, called as ram pressuremodel by Siscoe et al. [2002b], the dynamic pressure
controls the upper limit of the R1 current.
Some of the CPCP saturationmodels are in contradictionwith each other. For example, there is no agreement
on the role of the solar wind dynamic pressure to the saturation process. There aremodels which assume that
the saturation is causedby the shrinkage of themagnetosphere due to highdynamic pressurewhich shortens
the reconnectionX line length [RaederandLu, 2005;Ridley, 2005]. However, the rampressure-saturationmodel
by Siscoe et al. [2002b] predicts that during high solar wind driving, higher dynamic pressure leads to higher
CPCP. Thus, the dynamic pressure is one parameter that can be used to distinguish between the models.
In this paper, we have performed statistical study of the coupling eﬃciency between solar wind and northern
polar cap index (PCN). The coupling eﬃciency, which is deﬁned as the ratio between the PCN index and the
reconnection electric ﬁeld, is studied under diﬀerentMA conditions, and the main focus is in ﬁnding how the
solarwinddynamic pressure alters the eﬃciency. Since the dynamic pressure is a combination ofmass density
and plasma velocity, we also study the eﬀect of velocity and density separately.
2. Data and Approach
The saturation of the CPCP during lowAlfvenMach number (<3) conditions is well documented [Ridley, 2005;
LavraudandBorovsky, 2008; Lopezetal., 2010;Wilder et al., 2011;Myllys et al., 2006]. However,Myllys et al. [2006]
studied 80 interplanetary coronal mass ejection (ICME)-driven storms and noticed that CPCP saturates even
during higher MA (>7.2) conditions, suggesting that the saturation is not purely related to low MA eﬀects.
In this study we use the whole OMNI data set from 1986 to 2015. Myllys et al. [2006] used the dawn-dusk
interplanetary electric ﬁeld component (EY,SW, GSM coordinates) as an estimate of the reconnection electric
ﬁeld and the northern polar cap index (PCN) as a proxy for the CPCP [e.g., Troshichev et al., 1996; Ridley and
Kihn, 2004]. We also adopt the PCN as proxy for the CPCP, but we use an expression for the reconnection
electric ﬁeld introducedby KanandLee [1979]. The formula is ER = VBTsin2(
𝜃
2
), whereV is the upstreamplasma
ﬂow speed, BT is the transverse magnitude of the interplanetary magnetic ﬁeld (IMF) (
√
B2Y + B
2
Z ), and 𝜃 is the
IMF clock angle (cos−1( BZ
BT
)). When the IMF is purely southward, ER equals themagnitude of the interplanetary
electric ﬁeld.
The data used in this study are obtained through the near-Earth heliospheric database (OMNI, http://
omniweb.gsfc.nasa.gov/) with 1 min resolution. OMNI data are composed of solar wind measurements from
several spacecraft in geocentric or Lagrangian L1 orbits (at the time of this study the data consist mainly of
Wind and ACE measurements). The data are propagated to the nose of the Earth’s bow shock. The IMF and
electric ﬁeld components we use here are in GSM coordinates. The PCN index is also downloaded from the
OMNIWeb. To account the time delay between the solar wind and PCN measurements, we use time lag of
17 min and averaging time window of 27 min determined by Myllys et al. [2006]. We smooth the solar wind
data because the magnetosphere is not sensitive to the smallest ﬂuctuations in the solar wind parameters
and it acts as a low-pass ﬁlter [Clauer et al., 1981; Takalo et al., 2000; Ilie et al., 2010]. By smoothing the solar
wind data we maximize the correlation between the solar wind and the PCNmeasurements.
Since the aim of the paper is to compare some of the existing saturationmodels with observations, we divide
ﬁrst our data set into two groups based on the MA values. The ﬁrst MA group includes data points when MA
is below 5, and the second group when MA is higher than 5. The limiting value 5 was selected based on the
assumption that lowMA mechanisms like themagnetosheath ﬂowdiversion due to increasedmagnetic forces
in the magnetosheath cannot act when MA is suﬃciently high (>5) [Lavraud and Borovsky, 2008; Lopez et al.,
2010]. Thus, we should not see the saturation of PCN when we study the high MA group if the saturation
depends only on eﬀect related to lowMA. However, as we will demonstrate, this is not the case.
Figure 1 shows the PCN as a function of ER for the OMNI measurements between 1986 and 2015. Diﬀerent
curves represent diﬀerent MA groups described above. For both MA groups the measurements were binned
according to the ER value. The width of the ER bin is 0.5 mV/m, and the ER range is from 0 to 40 mV/m.
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Figure 1. PCN as a function of ER for two diﬀerent MA levels. The red curve is showing the times when MA is lower
than 5 and the blue curve when MA is higher than 5. The error bars show the (top) standard error of the mean and the
(bottom) standard deviation. The black line is linear ﬁt to the linear part of the curves (ER < 5), and it represents linear
dependence between PCN and ER .
The mean value of the PCNwas computed inside each ER bin (see Figure S1 in the supporting information for
PCN medians). In Figure 1 the red (blue) curve includes observations when MA < 5 (MA > 5). The error bars
in Figure 1 (top) show the standard error of the mean (SEM), and in Figure 1 (bottom) they represent the
standard deviation (SD) of the data. The SEM is the standard deviation ofmeanof randomsamples of themea-
sured quantity, and it is a measure for the uncertainty in the estimate of the mean. The deﬁnition for the SEM
is 𝜎 = SD√
n
where SD is the standard deviation of the sample and n is the sample size. There are ER measure-
ments up to 40 mV/m, but the data coverage is very limited above 20 mV/m so the ER axes are limited from 0
to 20 mV/m.
The black line in Figure 1 represents the linear dependence between PCN and ER. It is added to highlight
the nonlinearity of the two diﬀerentMA curves. As can be seen from Figure 1, red curve starts to show some
nonlinearity after ER exceeds 3mV/mandblue curvewhen ER is above 6mV/m. The lowMA curve (red) ﬂattens
faster than thehighMA curve (blue). This indicates that the eﬀects related to lowMA amplify the saturation, but
the saturation is not related solely to the upstreamMA conditions (or magnetosheath plasma beta). Figure 1
conﬁrms the previous ﬁnding by Myllys et al. [2006] that the saturation can happen even during higher MA
conditions. We also note that the lowMA curve has a lower scatter than the highMA curve (Figure 1, bottom).
This is partly due the fact that theMA range is wider for the blue curve than for the red.
In the following sections, we use the same twoMA groups as in Figure 1. Since the standard error of themean
(Figure 1, top) starts to increase after ER is greater than 12 mV/m especially for the high MA group due to
increasing scatter of the data (Figure 1, bottom) and decreasing number of data points (not shown), we study
ER range from 0 to 12 mV/m.
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Figure 2. (a–c) Dynamic pressure (pdyn), (d–f ), density (N), and (g–i) velocity (V) as a function of ER . The color of the bin shows average PCN value inside the bin.
3. Results
3.1. PCN Dependence on Solar Wind Parameters
To study how PCN is aﬀected by the upstream dynamic pressure (Pdyn) during diﬀerent ER conditions, data
points were divided into 0.5 nPa × 0.3 mV/m bins based on the Pdyn and ER values and the mean PCN value
inside each bin was computed. To smooth the statistics, the bin size was increased by taking observations
from the bin center to 0.15 mV/m in ER direction and to 0.25 nPa in Pdyn. Thus, the resulting bin size is
1 nPa × 0.6 mV/m, and the bins are partly overlapping. The results are shown in Figures 2a–2c. The overlap-
ping bin is visualized in Figure 2a using a black bolded square. At least 10measurement points were required
for each extended binwhen the PCN averages were computed. Themaps showing the number of data points
in each extended bins can be found in the supporting information (Figure S2).
Figure 2a includes all 1 min data points during 1986–2015, while Figures 2b and 2c are organized based on
theMA conditions using the same limiting valueMA = 5 as in Figure 1. This allows us to study separately the
times when the saturation mechanism related to low solar wind MA (i.e., low magnetosheath plasma beta)
conditions is likely to occur and the times when lowMA eﬀects can be ignored.
Figure 2 showshow the Pdyn aﬀects themeanPCNvalueduringdiﬀerent ER periods.When solarwinddriving is
weak (ER = 0–3mV/m), the pressure has almost negligible eﬀect (i.e., PCN stays between 0 and 2.5). However,
when ER increases above 3 mV/m, we ﬁnd that PCN slowly increases with increasing Pdyn. During the most
intense driving periods (ER = 8 12 mV/m) PCN is clearly depended on the Pdyn value. The highest PCN values
(7–8) are achieved only when both Pdyn and ER are high.
When Pdyn and ER dependence is studied during highMA (>5) conditions (Figure 2b), the PCN has similar pat-
tern in the case of all data. The most notable diﬀerence is that there are no small Pdyn values when solar wind
driving is moderate to intense (ER = 5–12 mV/m). Since the high MA group has more data points compared
to low MA group (See Figure S1 in the supporting information), the high MA times have higher contribution
to the All Datamap (Figure 2a). In the case of smallMA the highest Pdyn values (12–20 nPa) aremissing almost
through the whole ER range except a few values during weak driving. The gradient of PCN is still visible for
smallMA when ER range is from 4 to 10 mV/m.
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Figure 3. PCN as function of ER during diﬀerent (top) Pdyn, (middle) V , and (bottom) N levels. The error bars show the
standard error of the mean.
Because the dynamic pressure (Pdyn = 𝜌V2) is deﬁned using the plasma ﬂow speed (V) and mass density (𝜌),
theplasmavelocity andnumber density (N) are alsoplotted as functionof ER (see Figures 2d–2i ). In the case of
density, thedataweredivided into 1n/cc×0.3mV/mbins. For the velocity thebin size is 15.4 km/s×0.3mV/m.
For the density and velocity plots the bin size was increased as it was for Pdyn.
The PCN show very weak dependence on density. For highMA conditions (Figure 2e) the density dependence
is almost completely missing. For all data points and lowMA maps (Figures 2d and 2f) there is a weak depen-
dence when ER is between 5 and 10mV/m. In the case of lowMA this can be partly caused by the fact that the
MYLLYS ET AL. SOLAR WIND CONTROL OF POLAR CAP REGION 3023
Geophysical Research Letters 10.1002/2017GL072676
higher density typically means also higher MA, and thus, the highest density values correspond to the high-
estMAs (near 5) in Figure 2f. This weakens the lowMA eﬀects in the magnetosheath and can lead to a higher
coupling eﬃciency.
When the eﬀects of Pdyn, N, and V are compared as a function of ER, the velocity seems to aﬀect to PCN the
most. The following feature is true for thewhole ER range and for allMA conditions: the higher the velocity, the
higher the PCN (Figures 2g–2i). The PCN color gradient starts to be visible already when ER is around 2mV/m.
If the high and lowMA groups are compared, it is clear that PCN growsmore slowly during lowMA. The reason
for this can be seen in Figure 1. PCN is always lower for lowMA compared to highMA. Figure 2g demonstrates
that it does matter whether ER is increased by the magnetic ﬁeld or by the velocity (see also Figures S3 and
S4 in the supporting information). The coupling eﬃciency, when measured using PCN, is increased when ER
is intensiﬁed due to high velocity.
Figure 3 shows PCN as a function of ER. In Figure 3 (top), diﬀerent colors represent diﬀerent Pdyn levels. The
blue curve (Figure 3, bottom) consists of all data points, the red curve includes data points when Pdyn > 5 nPa,
yellow curvewhen Pdyn > 10 nPa, and the purple curve (Figure 3, top) when Pdyn > 15 nPa. The data have been
averaged using regular ER bins similar to the curves in Figure 1. The error bars show the standard error of the
mean inside each ER bins. Figure 3 shows the same feature as the colormap in Figure 2a: the highest values for
pressure correspond to highest PCNs. Figures 3 (middle and bottom) show similar curves for diﬀerent V and
N levels. The velocity has the same trend as Pdyn: the highest V values leads to the highest PCN values. In the
case of density, there is no clear dependence on PCN for diﬀerent N levels which is consistent with Figure 1d.
4. Meaning of the Results in Terms of Existing Saturation Models
In this paper, we have presented some observational features of CPCP, using PCN as a proxy, as a function of
diﬀerent solar wind parameters.
Our main results are the following.
1. PCN increases with increasing solar wind dynamic pressure during high solar wind electric ﬁeld driving.
2. Increasing solar wind velocity increases PCN throughout the whole ER range, but the velocity eﬀect is most
distinct during high ER.
3. Density is not important to PCN except during lowMA conditions.
4. The PCN saturation is clearest during low MA (<5) conditions with small scatter of the data, but it is also
visible whenMA increases above 5.
These remarks combined with previously published observations can be used to distinguish between diﬀer-
ent saturation models. For example, the role of the dynamic pressure for CPCP has been unclear as discussed
in section 1. Since the dynamic pressure aﬀects the length of the reconnection X line at the magnetopause,
the shortening of the X line has been proposed to be the cause or at least an important factor [Raeder
and Lu, 2005; Ridley, 2005] for CPCP saturation. However, Result 1 above is in contradiction with the X line
length model.
On the other hand, the Siscoe-Hill ram pressure model predicts that the CPCP is insensitive to Pdyn during
weak solar wind driving but the dynamic pressure increases CPCP during intense driving. It is important to
note that even though increasing Pdyn enhances CPCP, the ram pressure model also includes the so-called
Chapman-Ferraro scaling [Vasyliunas et al., 1982] which means the eﬀect of the X line length shortening due
to increasing Pdyn [Siscoe et al., 2002a].
In the simplest form, Hill’s formulation [Hill et al., 1976] for the CPCP (Φ) can be expressed as a combination of
the linearly increased potential (ΦL) and the saturated value of the potential (ΦS):
Φ =
ΦL
1 + ΦL
ΦS
(1)
According to equation 1, the saturation is deﬁned by the term ΦL
ΦS
. When the formulas for ΦL and ΦS given
by Siscoe et al. [2002b] (equations (2) and (6) in the Siscoe’s paper) are taken into account, it can be seen that
the term ΦL
ΦS
is only related to the upstream Alfven speed and ionospheric conductivity. Lavraud and Borovsky
[2008] call the term Q parameter (see their equation (7)), and they point out that this parameter is typically
highwhenMA is low. Thus, if the lowMA is due to high B and lowN, which is typically the case duringmagnetic
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clouds [Lavraud and Borovsky, 2008], themagnetosheath force balancemodel and the Siscoe-Hill model both
predict the saturation. However, the Siscoe-Hill model does not depend on themagnetosheath beta and thus
can saturate over wider range of upstreamMA conditions.
The dependence of PCN on Pdyn in the ram pressure model is more or less in agreement with our results.
Nonetheless, the functional form ofΦH (equation (6) in Siscoe et al. [2002b]) does not fully ﬁt our observations
(see Figure S5 in the supporting information). In addition, the fact that Q factor, which deﬁnes the saturation
in the Siscoe-Hill model, depends on the Alfven speed is also problematic regarding our results; because the
Alfven speed is related to themassdensity according to the Siscoe-Hillmodel theCPCP saturation shouldhave
a clear dependence on density. As discussed above, our results show only very weak density dependence. In
addition, the Siscoe-Hill model does not take into account the strong V dependence of coupling eﬃciency
either.
The Siscoe-Hill formula for theCPCPalsodependson the ionospheric conductivity.Wehave, however, ignored
the eﬀect and just assume that it is one source of the scatter in the data. As our data set covers more than two
solar cycles, we assume that the solar cycle eﬀects to the ionospheric conductivity are averaged out.
5. Discussion
Recently, the saturation of the electric ﬁeld and the Poynting ﬂux in the Earth’s magnetosheath has been
suggested as the cause of the polar cap saturation. Pulkkinen et al. [2016] showed using the Time History of
Events and Macroscale Interactions during Substorms observations in the magnetosheath combined with
the OMNI solar wind data that the magnetosheath electric ﬁeld and Poynting ﬂux saturate during intense
solar wind driving. This means that these quantities in the magnetosheath do not increase linearly with the
solar wind parameters upstream of the bow shock. However, the directly driven part of the auroral electrojets
was observed to correlate well with the normal component of the Poynting ﬂux at the magnetopause. Thus,
Pulkkinen et al. [2016] conclude that the polar cap saturation is primarily caused by the processes associated
with thebowshock crossings andplasmamotion in themagnetosheath. The saturationmechanismproposed
by Pulkkinenetal. [2016] is interesting in terms of themagnetosheath force balancemodel because ﬂowdiver-
sion due to increased magnetic forces in the magnetosheath [Lavraud and Borovsky, 2008; Lopez et al., 2010]
also predicts saturated electric ﬁeld near the magnetopause.
The role of the magnetosheath properties to CPCP saturation was also highlighted by Clauer et al. [2016]. The
authors studied the electric ﬁeld near the throat of reverse ionospheric convection cells during an ICME event
with extremely strong northward IMF and found no evidence of saturation of the ionospheric electric ﬁeld.
Because theupstreamnumber density and velocitywere highduring the ICME (V≈ 600 km/s andN≈ 20n/cc),
the authors state that lack of saturation may be related to high magnetosheath plasma beta.
Figure 2a demonstrates that the dynamic pressure increases PCN during intense driving, which as discussed
in the previous section contradicts with the X line length model [Raeder and Lu, 2005]. Previously, Ober et al.
[2003] studied the prediction given by the Siscoe-Hill model using Defense Meteorological Satellite Program
(DMSP) measurements of the polar cap potential and noted that the temporal variations in DMSP potential
were in a good agreement with the predicted values. Ober et al. [2003] estimated ionospheric Pedersen con-
ductivity using 10.7 cm solar radio ﬂux and also compared the events with similar solar ﬂux conditions but
with diﬀerent Pdyn conditions. The authors found that DMSP yielded higher potential when Pdyn was higher.
Thus, the results by Ober et al. [2003] also show negative support to X line length model.
The saturation models that are in agreement with the results of this paper seem to highlight the role of mag-
netosheath and R1 currents to the saturation. For example, themagnetosheath force balancemodel depends
on themagnetosheath properties, while the Siscoe-Hill model relies on the R1 currents. Thus, it seems that to
explain the saturation both the magnetosheath dynamics and R1 currents should be taken into account.
Based on the results shown in this paper and previous literature, it seems that several mechanisms may con-
tribute to the saturation and that diﬀerentmechanisms dominate during diﬀerent conditions. In addition, it is
clear that noneof theexistingmodels can fully explain the saturation. For example,magnetosheathﬂowdiver-
sion (i.e., magnetosheath force balance) can explain the saturation during the lowestMA times, supported by
the results by Pulkkinen et al. [2016], but the ﬂow diversion is unable to explain why saturation occurs even
whenMA is above 5.
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6. Conclusions
In this paper we have shown that the saturation of the PCN occurs both during low and moderate upstream
MA conditions. Our results also highlight the diﬃculties of the existing polar cap saturationmodels to explain
the saturation during all solar wind conditions, and combination of models is needed to explain the details
of saturation. We found that the solar wind coupling is diﬀerent depending on which parameter, the veloc-
ity or the magnetic ﬁeld, makes the solar wind driving electric ﬁeld high; the higher the velocity the higher
the coupling eﬃciency when determined by PCN. This is in agreement with Pulkkinen et al. [2015] who found
that the energy transfer determined by the magnetosheath Poynting ﬂux increases in particular when the
solar wind speed is high. We have also shown statistically that the dynamic pressure increases the PCN value
during intense solar wind driving. This is particularly interesting considering the generation of extreme space
weather storms. Sheath regions of coronal mass ejections (CMEs) and also parts of interacting CMEs tend to
have clearly larger dynamic pressure than the unperturbed CME ﬂux rope [Kilpua et al., 2013]. As a conse-
quence, our results imply that CME sheaths and interacting CMEs are expected to be related to most eﬃcient
solar wind-magnetosphere coupling and strongest geospace disturbances.
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