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Résumé 
Cet article propose d’actualiser la synthèse de la littérature empirique sur la corruption. En 
effet, la littérature sur l’économie de la corruption s’est fortement développée ces dernières 
années tant du point de vue théorique qu’empirique. Dans cet article, nous nous focalisons sur 
deux points : d’une part, il met en exergue les causes de la corruption et, d’autre part, ses 
conséquences.  
Mots-clés : corruption, institutions. 
EMPIRICAL SURVEY ON THE CAUSES OF THE CORRUPTION 
This article suggests updating the synthesis of the empirical literature on the corruption. 
Indeed, the literature on the economy of the corruption strongly developed these last years so 
much point of view theoretical as empirical. In this article, we focus on the causes of the 
corruption.  
Keywords: corruption, institutions. 
JEL Code : D02, D73,  
Certains auteurs font remonter la naissance de l’économie de la corruption2 à Rose-
Ackerman [1975]. Ce qui reste discutable dans la mesure où un des papiers les plus 
cités sur cette littérature est l’article de Nathan Leff [1964]. Peu importe, depuis, 
l’économie de la corruption s’est fortement développé d’un point de vue théorique 
[i.e.Bardhan, 1997 ; Jain, 2001 ; Aidt, 2003]. Il fallait cependant attendre Mauro 
[1995] pour que la littérature empirique sur le sujet puisse se développer 
considérablement [Lambsdorff, 2006 ; Seldadyo et de Haan, 2006]. 
Aujourd’hui, la corruption constitue un des sujets le plus discuté tant dans les milieux 
universitaires que dans le monde politique, en passant par l’homme ordinaire. 
L’intérêt3 qu’elle revêt maintenant peut être facilement observé à partir de 
l’engouement que suscite, à titre illustratif, le CPI de Transparency International (TI), 
à chaque fois qu’il est publié. Il existe aujourd’hui plus de dix d’indicateurs différents 
mesurant la corruption
4. Du point de vue universitaire, l’existence de International 
                                                          
1 Economiste à l’Université de Kinshasa, chercheur à l’Institute of African Economics et analyste au sein du Projet UnMondeLibre. 
Correspondances : oasiskodila@yahoo.fr.  
2 Cf. Goudie et Stasavage (1998) pour une présentation étendue et intéressante sur les définitions du concept corruption. Mais 
dans les institutions internationales comme ONU, la corruption est comprise dans son acception la plus large : prévarication, 
concussion, frais administratifs et commerciaux exceptionnels, prise illégale d’intérêt, trafic d’influence, blanchiment, pot-de-vin, 
etc. 
3 Tanzi (1998) présente les raisons de cet intérêt. 
4 En voici quelques uns : Busines International Corruption Index ; Indice de corruption de PRS ; Indice de German Business ; 
Indice de WEF ; Bribe Payers Index et CPI de TI ; Indice de Mocan ; Indice de Hall et Yogo ; Indice de Kaufmann, Kraay et 
Mastruzzi ; Indice de Political and Economic Risk Consultancy ; Indice de Goel et Nelson ; Indice de Fisman et Gatti ; 
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Handbook on The Economics of Corruption atteste de la maturité de l’économie de la 
corruption. 
L’intérêt de cette énième revue tient à plusieurs raisons. La première est toute simple : 
la plupart des revues de littérature existant ont mélangé les théories et les évidences 
empiriques. Ce qui étouffe l’expression des faits empiriques, dans une certaine mesure. 
La deuxième raison est la floraison d’articles annuellement publiés en économie de la 
corruption. Il devient impérieux de faire le point de temps en temps. Et la dernière 
justification, et la moindre sans doute, est l’usage de la langue française. A notre 
connaissance, rarissimes sont les revues de la littérature en français sur la corruption. 
On peut citer Cartier-Bresson [1992], Jacquemet [2006]. 
Cette synthèse de la littérature empirique se propose de présenter, dans une première 
partie, les résultats des travaux concernant les déterminants de la corruption. La 
seconde section tire la conclusion. 
DETERMINANTS DE LA CORRUPTION 
Pour Abdiweli et Isse [2003], le vrai problème ne consiste pas à prouver la nocivité de 
la corruption, mais plutôt à savoir pourquoi le niveau de corruption est faible dans 
certains pays, alors que dans d’autres il serait endémique et très élevé. Sans en 
connaitre les raisons, on ne saurait distiller un diagnostic ou des recommandations 
utiles. La littérature théorique a retenu une infinité des raisons pouvant expliquer la 
corruption, comme variables indépendantes. 
1.1 Déterminants économiques 
De l’avis de Shabbir & Anwar [2007], les causes économiques sont plus importantes 
par rapport aux causes non-économiques dans la réduction du niveau de la corruption 
dans les pays en développement (PED). De manière tout à fait logique, les variables 
économiques ont été abondamment étudiées pour saisir leurs répercussions dans 
l’explication de la corruption. 
Selon Abdiweli et Isse [2003], l'effet négatif et significatif de la liberté sur la 
corruption apparaît dans le coefficient de la liberté économique. Treisman [2000], Park 
[2003], Graeff et Mehlkop [2003], Kunicova et Ackerman [2005], Gurgur et Shah 
[2005], Shabbir et Anwar [2007], et Pieroni et d’Agostino [2009] valident également 
cette association négative : ils trouvent que moins de liberté économique conduit à 
plus de corruption. 
Parce que la corruption est négativement liée aux différents indices de la liberté 
économique, il est donc possible que les restrictions gouvernementales de la liberté 
économique découragent la concurrence et in fine d’encourager la corruption. Paldam 
                                                                                                                                                                                     
Transparency, Accountability and Corruption in Public Sector ; Accountability, Transparency and Corruption in Rural Areas ; 
Prosecution Abuse of Office,  etc. 
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[2002] confirme cette intuition. Djankov et al. [2002] et, Broadman et Recanatini 
[2000] montrent, pour leur part, l'existence d'un rapport positif entre des barrières 
d'entrée et la corruption, c'est-à-dire les barrières à l'entrée et à la sortie auxquelles font 
face les firmes entrainent des distorsions à l'environnement compétitif. Dans un tel 
contexte, la corruption se répand avec beaucoup de facilité. 
Utilisant le ratio Importation/PIB comme indice de la concurrence économique, Ades 
et Di Tella [1997 et 1999] arguent de l’impact positif de la concurrence sur la 
corruption. Plus de concurrence réduit la corruption. Cela passe notamment par la 
taxation des profits sur lesquels sont prélevés des pots-de-vin. Sung et Chu [2003] et, 
Gerring et Thacker [2005] rapportent le même résultat. Treisman [2000] présente 
toutefois deux objections : primo, ce proxy n’est pas une bonne mesure de la 
concurrence et secundo, quand on capte la corruption par l’indice de TI on ne trouve 
plus la même conclusion. Wei [2000] apporte une contribution intéressante, en 
utilisant un proxy beaucoup plus neutre, et donc meilleur que ceux utilisés par les 
auteurs cités précédemment. Il conclut à l’effet positif de l’ouverture sur la corruption. 
Cette dernière est réduite par l’ouverture, et donc par la concurrence. De l’avis de 
Shabbir et Anwar [2007], la globalisation réduit la corruption dans les PED. Sandholtz 
et Gray [2003] affirment même que plus un pays appartient à des organisations 
internationales (UN, OMC, FMI, etc.), plus la corruption a tendance à être faible. 
A propos du commerce, plusieurs études plaident pour une relation négative 
statistiquement entre cette variable et la corruption [Gurgur et Shah, 2005 ; Brunetti et 
Weder, 2003 ; Knack et Azfar, 2003 ; Leite et Weidemann, 2002 ; Fisman et Gatti, 
2002 ; Bonaglia et al. 2001]. 
Shabbir et Anwar [2007] confirment que le développement réduit la corruption dans 
les PED. Plus généralement, le revenu est corrélé négativement à la corruption et de 
manière  statistiquement significative [i.e. Damania et al., 2004 ; Knack et Azfar, 
2003 ; Graeff et Mehlkop, 2003 ; Rauch et Evan, 2000]. Braun et Di Tella [2004], et 
Frechette [2001] sont parmi les rares qui lient positivement le revenu à la corruption, 
avec des données de panel et l’imposition des effets fixes. Pour Ali et Isse [2003], la 
croissance n’est guère un déterminant de la corruption. 
Pour Paldam [2002], la disparité de revenu, captée par le coefficient de Gini, est jointe 
positivement à la corruption. En utilisant une autre mesure de dispersion de revenu, 
Park [2003] ne trouve aucun rapport statistiquement significatif. Brown [2005] ne 
trouve pas non plus une évidence allant d’une forte inégalité à une forte corruption. 
Shabbir et Anwar [2007] bondissent aussi dans le même sens : la répartition des 
revenus n’explique nullement de manière sensible les variations du niveau de la 
corruption pour les PED. 
van Rijckeghem et Weder [2001] suggère théoriquement que lorsque le salaire public 
est bas, la tentation de vouloir le compléter illicitement devient « logique ». En même 
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temps, ils estiment que payer très cher un fonctionnaire revient à lui accorder une 
prime qui est d’office perdue si jamais celui-ci venait à être renvoyé ou attrapé. Ne 
considérant qu’un échantillon des PED, ils trouvent une influence négative 
significative de ce salaire par rapport aux salaires industriels sur le niveau de 
corruption. Le doublement du salaire de fonction publique améliorerait d’un point le 
CPI de TI. Toutefois, ils restent très prudents dans la mesure où la possibilité d’une 
causalité inversée n’est pas exclue. C’est parce les fonctionnaires volent, dans les pays 
corrompus, qu’on peut être en face des faibles recettes, avec comme corollaire des 
salaires moindres. D’autres études qui ont essayé de démêler la situation ont trouvé des 
résultats mitigés et de fois non significatifs. Swamy et al. [2001] soutiennent des 
résultats médiocres. Herzfeld et Weiss [2003] trouvent que la relation entre salaire et 
corruption disparaît, dans la plupart des spécifications. A travers une enquête réalisée 
dans 39 PED, Rauch et Evans [2000] confirment cette conclusion pessimiste. 
Treisman [2000] est aussi méfiant. Mais d’un point de vue purement 
microéconomique, Razafindrakoto et Roubaud [2003] mettent en évidence une relation 
négative entre le salaire des fonctionnaires et l’incidence de la petite corruption à 
Madagascar. 
Rauch et Evans [2000] se sont intéressés à l'impact du recrutement mérité sur la 
corruption dans les PED. En contrôlant pour le revenu, leur indice de recrutement est 
négativement associé à la corruption. Pour générer cet indice, ils considèrent le 
recrutement après test d’une part, et le nombre de fonctionnaires dans les institutions 
économiques importantes, d’autre part. Des valeurs plus élevées dans l’indice de 
recrutement mérité sont associées à une proportion plus grande des fonctionnaires dans 
les agences économiques importantes, qui généralement exigent des hauts niveaux de 
diplôme, ou à des fonctionnaires qui ont réussi le test. 
A propos de l’aide étrangère, Abdiweli et Isse [2003] plaident pour une relation 
positive et fortement significative avec la corruption. Cette aide renforcerait la 
puissance prédatrice du gouvernement et minerait ainsi l'apparition du secteur privé. 
Puisque cette aide est fongible, elle tend à augmenter la consommation du 
gouvernement. Elle crée des occasions pour l’expansion de celui-ci, ce qui augmente 
alternativement le niveau de la corruption. L’interaction entre l'aide et les dépenses 
publiques prouve que l'effet marginal des dépenses publiques pour la corruption 
augmente statistiquement avec le niveau de cette aide. 
Les questions macroéconomiques ont été également liées à la corruption. Braun et Di 
Tella [2004] proposent un modèle liant la corruption à l’inflation et à sa volatilité. 
Leur résultat suggère que cette volatilité peut mener à une corruption plus élevée et 
abaisser l'investissement. L’estimation semble robuste, même à l’inclusion des effets 
fixes pays et d’autres contrôles. Ils mettent, par ricochet, un nouveau canal par lequel 
l’inflation baisse l'investissement et la croissance. Paldam [2001 et 2002] et Al-
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Mahrubi [2000] ont montré également qu’une inflation élevé est liée à une corruption 
élevée. Toujours dans le même chapitre, Brunetti et Weder [2003] stigmatisent la 
prime de change sur le marché noir comme variable explicative de la corruption. 
Plusieurs études théoriques plaident pour une relation entre la corruption et la taille du 
gouvernement. Les opportunités d’émergence d’un marché de corruption augmentent 
avec la taille de l’Etat. Les estimations rapportées par Abdiweli et Isse [2003] vont 
dans ce sens là : une augmentation de 10% de la taille du gouvernement entraine une 
hausse de 2% du niveau de la corruption. Cette conclusion n’est pas substanciée par 
LaPalombara [1994], qui à partir d’un échantillon large, excluant les pays scandinaves, 
considérées comme une exception, trouve une autre relation entre le ratio du budget de 
l’Etat sur le PIB et le niveau de corruption. Là encore, des possibilités d’une causalité 
inversée ne sont pas à exclure : des gouvernements corrompus ont difficile à mobiliser 
les recettes [Attila et al. 2009]; dans des pays où l’Etat providence est la règle, on peut 
logiquement avoir des budgets importants. 
Etant donné la difficulté à trouver une conclusion solide, on a envisagée l’hypothèse 
qu’il s’agirait plutôt d’un certain type d’activité de l’Etat qui serait responsable de la 
corruption. Dans cet esprit, Laporta et al. [1999] ont mesuré l’association entre les 
subventions gouvernementales sur le PIB et la corruption. Il n’y a aucune preuve 
persuasive de considérer que les dépenses gouvernementales soient une cause de la 
corruption [Lambsdorff, 2006]. 
Fisman et Gatti [2002] font partie des auteurs qui ont déplacé cette discussion pour la 
focaliser sur l’importance de la décentralisation. Celle-ci est mesurée, dans leur étude, 
par les dépenses locales sur les dépenses publiques totales. Ils trouvent un résultat 
robuste à l’inclusion d’autres variables et aux multiples spécifications : la 
décentralisation fiscale est liée négativement au niveau de corruption. Huther et Shah 
[1998] font remarquer que la décentralisation est associée positivement à d’autres 
variables de la bonne gouvernance et serait négativement corrélée à un niveau élevé de 
corruption. La décentralisation, captée par la taille de l’Etat par sa population, conduit 
aussi au même résultat. 
La théorie selon laquelle des pays décentralisés en termes de gestion sont dans une 
meilleure situation pour disposer d’une administration responsable et contrôler 
facilement les hommes politiques trouverait-elle donc des assisses empiriques. 
Certains restent sceptiques à l’égard d’une gouvernance locale, estimant qu’elle n’est 
guère une panacée. Elle peut générer d’autres problèmes si un certain nombre de règles 
ne sont pas respectées [Duflo, 2010]. Dans cette logique de prudence, en partant d’un 
large échantillon, Knack et Azfar [2003] affirment une disparition de cette relation. Ils 
relèvent le fait que dans les échantillons où le coefficient de la décentralisation est 
positif, il y a biais d’échantillonnage avec des petits pays bien gouvernés ou des 
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grandes nations où l’afflux de capitaux externes de firmes transnationales est 
important. 
 
 
1.2 Déterminants juridiques et politiques 
L’analyse stimulante de Herzfeld et Weiss [2003] est sans doute l’une des études la 
plus reprise dans le lien entre l’efficacité juridique et la corruption. Herzfeld et Weiss 
établissent, à partir de données de différentes enquêtes issues de 59 pays, l’existence 
d’une forte corrélation entre les deux variables, puisqu’une réduction exogène de 10% 
dans l’efficacité de la mise en œuvre des lois augmenterait de 13% le niveau de 
corruption. Sung [2002], Abdiweli et Isse [2003], de la Croix et Delavallade [2007] 
partagent la même conclusion. 
De manière astucieuse, Voigt et al. [2004], en récoltant auprès des professeurs de 
droit, des activistes de lutte contre la corruption, des juges de cours suprêmes et des 
avocats, arrivent à construire l’indice d’indépendance judiciaire de facto et de jure. 
Ces auteurs trouvent que la première indépendance réduit la corruption, alors que 
l’indépendance de jure augmente la corruption. 
Abondamment, on a étudié l’impact de la démocratie sur la corruption. Une des 
caractéristiques des régimes démocratiques est la stabilité. Dans une situation où la 
liberté politique permet la transparence et le contrôle structurel, il est normal d’en 
déduire que la corruption devrait être moindre [Kunicova et Rose-Ackerman, 2005]. 
Park [2003] et, Lederman et al. [2005] valident cette intuition à l’inverse cependant, en 
prouvant que les régimes instables conduisent à une corruption très élevée. Toutefois, 
les élections ont toujours été une opportunité susceptible d’augmenter la corruption. 
Kunicova et Rose-Ackerman [2005] trouvent que le lien direct entre électeurs et 
politiciens s’obscurcit dans le système où le choix se fait par la liste des partis. Dans 
des tels systèmes, la responsabilité individuelle n’est pas engagée, mais plutôt celle du 
parti. Ce système semble propice à la corruption. Avec une relation non-linéaire à la 
Panizza [2001], on peut envisager des effets contrebalancés d’un parti ou ceux d’un 
individu s’engageant personnellement. Tout dépendrait des contextes dans lesquels 
évoluent les individus ou les partis. 
Pour Persson et al. [2003], le système où la liste de représentation est ouverte tend à 
conduire à moins de corruption dans des grands contrains. Alors qu’une liste fermée, 
dans des petits contrains, tend être favorable à la corruption. Mais cette relation entre 
la taille d’une région et la corruption ne semble pas inébranlable. Du reste, il faut, 
selon Adsera et al. [2000], une participation importante dans les élections de la 
population pour avoir un niveau faible de la corruption dans un pays. 
Braun et Di Tella [2004] trouvent que la concurrence politique réduit la corruption et 
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cette corruption est pro-cyclique. Abdiweli et Isse [2003] estiment plutôt que la liberté 
politique est négativement corrélée à la corruption ; cependant, son coefficient n'est 
pas significatif au niveau conventionnel. Son effet positif passe plutôt via la liberté 
économique. Pour leur part, Brown et al. [2005] estiment que la polarisation 
idéologique n’est pas associée positivement à la corruption. 
En combinant plusieurs indicateurs de liberté des médias de Freedom House et un 
indicateur composite de liberté de la presse, Brunetti et Weder [2003] viennent à la 
conclusion que la liberté ainsi mesurée est négativement liée à la corruption. Lederman 
et al. [2005], Sung [2002], et Adsera et al. [2000] aboutissent à la même conclusion 
également. 
Shabbir et Anwar [2007] ne sont pas aussi enthousiastes à l’égard de la démocratie 
dans les PDE ; car la démocratie y est jeune. Ainsi, l’hypothèse d’une démocratie 
conduisant à la réduction de la corruption n’est pas en mettre en avant. Elle servirait 
plutôt certains corrupteurs ou corrompus. Paldam [2002], utilisant les droits politiques 
de Gastil index comme proxy de la démocratie, trouve l’impact de ces droits sur la 
corruption. Mais cet effet disparait une fois que l’on contrôle le PIB per capita. Les 
résultats de Treisman [2000] sont encore plus intéressants : la corruption n’est faible 
que si le pays a été plus longtemps démocratique (dans son étude depuis 1950). Si la 
démocratie est récente dans un pays, elle n’a aucun effet sur la corruption. En 
remontant depuis 1900, Gerring et Thacker [2005] valident aussi ce résultat. 
Montinola et Jackman [2002] sont davantage plus convaincants d’abord parce que leur 
mesure de la corruption est plus large en tenant également compte du rôle de 
l’opposition mais aussi de l’efficacité du pouvoir législatif. Ensuite, parce qu’ils 
trouvent une relation non-linéaire entre la corruption et la démocratie. L’effet positif 
de la démocratie ne se manifesterait qu’au-delà d’un certain seuil. Sung [2004] trouve 
également une relation allant dans ce sens. 
Par ailleurs, les résultats empiriques de Abdiweli et Isse [2003] indiquent que le 
fédéralisme réduit la corruption. A contrario, pour Kunicova et Rose-Ackerman [2005] 
et, Damania et al. [2004], les pays à constitution fédérale présentent plutôt une 
structure propice à l’expansion de la corruption. Freille et Kneller [2007] justifient 
l’intérêt de leur étude par le fait que les recherches précédentes sur ce sujet auraient 
négligé les différentes dimensions de la décentralisation. Ceci dit, il est possible de se 
retrouver en face d’un biais de surestimation de l’effet global de la décentralisation. 
Ces auteurs suggèrent que la décentralisation économique est associée à une 
diminution de corruption. Mais, la décentralisation constitutionnelle (fédéralisme) est 
associée à plus de corruption. Qui plus est, ils constatent que certaines formes de 
décentralisation politique aggravent l'effet positif de la centralisation constitutionnelle 
sur la corruption. Enfin, d'autres formes de décentralisations telles que la 
décentralisation spatiale ne semblent pas avoir un lien résistant avec la corruption. 
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Abed et Davoodi [2000] associent négativement la planification centrale et la 
corruption. 
Les résultats comparant le régime présidentiel au parlementaire tendent à montrer que 
le deuxième système est meilleur pour expliquer une faible corruption [Gerring et 
Thacker, 2004 ; Lederman et al. 2001 ; Panizza, 2001]. Kunicova [2005] ajoute les 
canaux par lesquels le présidentiel pourrait expliquer plus de corruption : un président 
contrôlant le pouvoir législatif et un président au terme de son mandat qui n’a plus rien 
à perdre. De plus, Kunicova et Rose-Ackerman [2005] apportent une nuance : un 
système présidentiel avec une liste proportionnelle des représentants fermée semble 
beaucoup plus enclin à la corruption. 
Adsera et al. [2000], à notre connaissance, sont les rares qui lient négativement le 
présidentialisme à la corruption. Ces auteurs introduisent deux nouveautés : d’abord, le 
contrôle de l’instabilité politique et ensuite, ils n’ont pas utilisé une variable indicatrice 
habituelle. En effet, pour eux, la valeur deux est accordé en cas de parlementarisme, un 
si le président est élu par l'assemblée et zéro si le président est élu directement. En 
conclusion, on est loin d’être fixé sur ce point. 
1.3 Déterminants culturels et religieux 
Certaines investigations ont exploré le lien entre « capital social » et corruption. En 
partir de l’enquête World Values Survey (WVS), La Porta et al. [1997] captent la 
confiance et trouvent une incidence négative statistiquement significative de celle-ci 
sur la corruption, à l’instar de Adsera et al. [2000] et Uslaner [2004]. Toutefois, 
Uslaner apporte une précision non négligeable : la conclusion d’une corruption 
réduisant la confiance n’est pas robuste. 
Lambsdorff et Cornelius [2000] analysent un autre type de confiance pour permettre le 
business des corrompus et corrupteurs. Leur résultat suggère une corrélation indiquant 
que les pays, où les corrupteurs sont confiants et les échanges illégaux facilités, ont 
aussi le plus haut niveau de corruption. La causalité est assurée par des variables 
instrumentales. 
La diversité éthno-linguistique est susceptible d’aller dans le sens contraire à la 
corruption [Lederman et al. 2005 ; Treisman, 2000 ; La Porta et al. 1999]. Un des 
mécanismes explicatifs est le fait que, dans une société fragmentée, il n’est pas évident 
de corrompre ceux qui ne sont pas de mêmes tribus que vous, parce que ne voulant pas 
de vous. Abdiweli et Isse [2003] ne trouvent, toutefois, aucun impact significatif de 
l'appartenance ethnique. Sur base des enquêtes Afrobaromètre, Lavallée et al. [2010] 
n’arrivent pas à valider clairement l’hypothèse que les facteurs d’appartenance 
ethnique, traditionnellement mis en avant en Afrique, joueraient dans l’explication de 
la corruption. 
A partir de (WVS), Lipset et Lenz [2000] approchent la familiarité (ou famille) par le 
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pourcentage des interrogés censés aimer et respecter ses parents en dépits de leurs 
qualités et/ou défauts. Le pourcentage des gens qui pensent que le divorce est 
injustifiable est le deuxième proxy. Les proxys de familiarité sont fortement associés à 
la corruption, même en contrôlant pour le revenu per capita. 
Une autre variable culturelle qui a retenu aussi l’attention est la religion. Laporta et al. 
[1999] trouvent une relation positive entre la religion et la corruption. Cette 
association s’affaiblit dès lors qu’on agrandit l’échantillon et contrôle le PIB per 
capita. Un impact négatif fortement significatif de la religion sur la corruption est 
plutôt suggéré par Treisman [2000]. Bonaglia et al. [2001] sont d’avis que dans les 
pays où la proportion des protestants (et autres religions proches du protestantisme) est 
significative, la corruption a un niveau faible. Sandholtz et Gray [2003] détectent que 
le protestantisme, proxy de la religion utilisé par Treisman ou Bonaglio et al., perd 
relativement de sa significativité plus on élargit l’échantillon et contrôle l’ouverture. 
Paldam [2001] propose l’étude la mieux élaborée sur le lien corruption et religion. Il 
examine l’incidence de 11 groupes religieux différents. Les pays fortement influencés 
par l’Islam, le Bouddhisme, l’Indouisme ou les religions pré-Réforme ont des niveaux 
élevés de corruption ; on trouve par contre des faibles niveaux pour des pays où la 
proportion des religions post-Réforme est importante. Il conclut à l’impact significatif 
seulement dans les pays où les chrétiens protestants et anglicans sont nombreux. Ces 
résultats sont robustes tant à l’inclusion d’autres variables qu’à d’autres spécifications. 
Shabbir et Anwar [2007] estiment, pour leur part, que les valeurs socioculturelles ne 
sont pas encadrées par la religion dans les PED. Ainsi, l'impact de la religion sur la 
corruption n'est pas significatif. Lavallée et al. [2010], sur données microéconomiques, 
ne pensent pas que la religion ait un rôle déterminant sur la corruption. 
1.4 Déterminants géographiques et historiques 
Sandholtz et Gray [2003] valident l’hypothèse d’une externalité négative des voisins 
géographiques corrompus : les nations entourées par des pays corrompus semblent être 
aussi fortement corrompus. Cela pourrait s’expliquer par le partage de la même 
culture. Ils estiment également que les attitudes à l’égard de la corruption pourraient se 
renverser à la suite d’un fort échange ou intégration régionale. Gerring et Thacker 
[2005] laissent entendre que plus on s’éloigne de l’équateur, plus la corruption tend à 
diminuer. La latitude est négativement associée à la corruption [La Porta et al., 1999]. 
D’après Abdiweli et Isse [2003], le dummy de l’Afrique est positif et non significative, 
alors que celui de l’Amérique est négatif et statistiquement significatif. 
L’hypothèse de la malédiction des ressources naturelles a été également explorée. Quel 
que soit le proxy utilisé pour capter l’abondance des richesses naturelles, les études 
[Ades et Di Tella, 1999 ; Gylfason, 2001 ; Leite et Weidemann, 2002 ; Montinola et 
Jackman, 2002] semblent indiquer qu’elle est corrélée de manière fortement 
significative à la corruption. 
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En contrôlant les variables coloniales, Treisman [2000], Swamy & al. [2001] trouvent 
indirectement que les colonies britanniques tendent à être moins corrompues que les 
autres colonies. Tout autant est la conclusion de Herzfeld et Weiss [2003]. Il n’est 
cependant pas facile d’avoir foi à de telles conclusions. Gurgur et Shah [2005] et 
Tavares [2003] mettent simplement en évidence le fait que des ex-colonies tendent à 
souffrir de plus de corruption. 
1.5. Déterminants démographiques 
Swamy et al. [2001], Dollar & al. [2001] et, Sung & Chu [2003] ont lié la corruption 
au gender. : ils trouvent que la proportion des femmes dans les instances politiques et 
dans la main-d’œuvre est statistiquement et négativement corrélée à la corruption dans 
des études de cross-section. Les femmes seraient moins tolérantes à l’égard de la 
corruption et les entreprises qu’elles dirigent sont moins impliquées dans la corruption. 
Lavallée et al. [2010] confirment un comportement particulier des femmes africaines à 
l’égard de la corruption. En revanche, Sung [2003] tire l’attention sur la probable 
causalité inversée. En outre, Sung estime que l’impact du gender sur la corruption 
diminue considérablement une fois que l’on contrôle des variables telles que le respect 
de la loi, de la liberté de presse et de la démocratie. Ses résultats ne sont pas sensibles 
à l'inclusion des variables standards. Ce ne serait donc pas la participation des femmes 
qui réduit la corruption, mais plutôt l’efficacité des facteurs comme la démocratie. 
Cheung et Hernandez-Julian [2006] corroborent la même conclusion : c’est parce que 
le gouvernement est moins corrompu et plus ouvert que les femmes seraient mieux 
représentées. En plus, ils ne valident pas le résultat d’une relation statistique négative 
entre le gender et la corruption. Ils l’attribuent aux variables omises et au manque de 
contrôle des effets fixes. 
Dans la plupart d’études [i.e. Abdiweli et Isse, 2003 ; Glaeser et Saks, 2004], le niveau 
d’instruction est négativement corrélé à la corruption, sauf dans les études de Frechette 
[2001] et de Shabbir & Anwar [2007]. En partant des simples corrélations linéaires, 
lorsque Honlonkou [2003] contrôle les niveaux de longévité et de développement 
humain, la relation positive entre l’éducation et la corruption s’estompe, ce qui, selon 
l’auteur, montre que la réduction de la corruption est mieux associée au 
développement global. 
C’est plutôt l’inverse pour la variable population. Plusieurs d’études [Fisman et Gatti, 
2002 ; Knack et Azfar, 2003 ; Damania et al., 2004] associent positivement la 
population à la corruption, que le contraire [Tavares, 2003]. Honlonkou [2003] établit 
une corrélation linéaire positive entre la longévité et la corruption. La relation semble 
non sensible à l’inclusion des autres aspects du développement. Cependant, cette 
relation positive serait induite par les pays développés. 
1.6 Déterminants institutionnels 
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Cette catégorie reprend les facteurs institutionnels ou tous les éléments constituant le 
design institutionnel qui n’ont pas été jusque là considérés. 
Sur un échantillon de 26 pays africains, Lambsdorff et Cornelius [2000] associent 
positivement la corruption au côté vague de la réglementation de ces Etats. Ainsi, le 
pouvoir discrétionnaire dont fait montrer les fonctionnaires permettrait plus de 
corruption. La qualité de réglementation est associée positivement à l’absence de 
corruption [Gerring et Thacker, 2005 ; Gurgur et Shah, 2005]. Attila [2008] estime que 
les meilleures institutions publiques conduisent à des faibles niveaux de corruption. 
Treisman [2000] pense que l’intervention étatique a un effet positif sur  la corruption. 
Dans une étude mieux élaborée, Ades et Di Tella [1999 et 1997] estiment en revanche 
que l’intervention de l’Etat explique la corruption, en restant néanmoins prudents. 
Bissessar [2009] est convaincu que la persistance de la corruption, en Afrique surtout, 
tiendrait du fait de l’auto-alimentation de la corruption. Gatti et al. [2003] semblent 
fournir une base empirique à cet argument: les personnes vivant dans les régions où 
l’opposition moyenne à la corruption est faible, ces personnes ont tendance à être plus 
larges à la pratique corruptive. Ce résultat peut s’expliquer par la banalisation de la 
pratique ou au faible coût d’initiation à la pratique corruptive. 
L’étude de Mocan [2008] est singulière tant par ses résultats que par son indice de la 
corruption. L’auteur a généré une nouvelle série pour mesurer la corruption directe 
telle que vécue par la population de manière individuelle pour 49 pays. Il ne s’agit pas 
de perception, comme celle de TI. Cet indice a été le premier proxy direct de la 
corruption. Par ailleurs, les éléments ci-après constituent les raisons qui poussent à 
réclamer des pots-de-vin, d’après ses résultats : le genre, le revenu, l’éducation, l’état 
civil, la taille de la ville, le taux de chômage du pays, l'éducation moyenne et l’état des 
institutions dans le pays. Lavallée et al. [2010] mettent aussi en exergue la richesse 
d’un individu, la violence subie ou l’état de santé fragile comme causes des pratiques 
corruptives. Glaeser et Saks [2004] trouvent une corrélation négative entre la 
corruption et la croissance du revenu d’une part et entre la corruption et l’emploi, 
d’autre part. 
CONCLUSION  
Avant de clôturer cette première partie, il est obligatoire d’évoquer l’étude fortement 
intéressante de Seldadyo et de Haan [2006]. Ils partent de la longue liste des variables 
explicatives de la corruption que la littérature retient. En rassemblant autant des 
variables que possible, ils font face à deux problèmes. D'abord, puisque les variables 
sont tirées de différentes sources, celles-ci n'ont pas le même nombre d'observations. 
En second lieu, étant donné le nombre important de variables, il se pose un problème 
de multicolinéarité en cas de régression. En recourant à la technique Expectation-
Maximization, ils ont généré une base de données équilibrée. Le deuxième problème 
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est résolu par l'analyse factorielle exploratoire. Par cette technique, 27 variables ont été 
réduites à cinq nouvelles variables, à savoir qualité de réglementation, fédéralisme, 
inégalité, commerce et liberté politique. 
Pour ces nouvelles variables, ils ont généré deux types d’indice, à savoir factor-based 
score et factor score. Pour examiner si ces nouvelles variables et les autres variables 
sont robustes dans l'explication de la corruption, ils emploient deux tests de Extreme 
Bounds Analysis. En recourant à ces tests, la qualité de réglementation paraît la plus 
robuste. Mais, en utilisant l’Extreme Bounds Analysis de Sala-i-Martin, ils constatent 
qu'environ 14 variables passent le test avec succès. Aussi, la génération de proxys 
différents ne produit pas d’autres résultats. Leur  conclusion est : la qualité de 
réglementation est le déterminant le plus robuste de corruption. Les autres causes 
déterminantes robustes sont la densité de la population (-), l’origine légale scandinave 
(-), la tension ethnique (+), l'origine légale socialiste (+), la proportion des athées (+), 
le taux d'analphabétisme (-), le salaire public (+), l'argent propre (+), la latitude (-), 
l’exportation de carburant (+), le taux d’inscription au primaire (+), la dette extérieure 
(-), le régime présidentiel (-) et la proportion de la main-d'œuvre féminine (-). 
En somme, il paraît évident que l’étude de la causalité et la robustesse des résultats 
doivent préoccuper encore des prochaines recherches pour que la fixation soit nette. La 
critique intéressante de Sindzingre et Milelli [2010] va étroitement de concert. En 
effet, les problèmes de causalité inversée, d’omission des variables ou les erreurs liées 
aux proxys de corruption sont autant de problèmes susceptibles de nuire à la qualité 
des estimateurs, mais surtout aux conclusions auxquelles aboutissent certaines études 
de l’économie de la corruption. C’est ainsi par exemple que Seldadyo et de Haan 
[2006] ont trouvé que sur 40 variables reconnues comme étant des déterminants 
explicatifs, moins de la moitié seulement sont robustes quand on recourt à l’Extreme 
Bounds Analysis. 
Certes, économétriquement, il est possible de tenir compte de ces aléas, en recourant 
notamment aux variables instrumentales, mais encore faut-il trouver des instruments 
efficaces. Aidt [2009] reconnait que ce n’est pas une tâche facile. 
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