Abstract-In this paper, the rank stability radius problem is proposed for a real matrix under structured scalar perturbations and some interesting results are achieved based on polynomial analysis. In addition, a computable formula and a two-step procedure are obtained which nicely solves the problem in this simple setup. Finally, these results on rank stability radius are used to estimate the stability robustness of descriptor systems, and for a special class of symmetric descriptor systems, the rank stability radius is proved to be equal to the system stability radius.
I. INTRODUCTION
ANK is one of the most important notions in linear algebra. In several other fields, it is also common to find some important applications of rank technique (e.g., in signal processing see [1] , in image processing see [2] , etc..) In control systems, for example, many important issues such as controllability and observability [3] , input/output decoupling zero [4] , impulse-free in descriptor systems [5] , reduced-order observer design [6] , rank minimization [7] , rank constraint [8] , etc. can be in part or fully associated with the matrix rank problems. However, it seems that very few results for the problem of rank perturbations have been achieved though perturbations frequently arise in practical systems and the associated problems of stability perturbations have attracted many researchers' attention. This may be partly due to a fact that the problem is hard to deal with or this problem has not brought extensive attention until now. Based on such observations, we will investigate this problem with a simple setup in this paper.
In conventional notion, "stability" implies the ability for an object to maintain its performance under certain extent of perturbations. It is well known that for a continuous linear time-invariant (LTI) system, it is stable if and only if all the eigenvalues of its system matrix have negative real parts. Such matrix is also called Hurwitz matrix. By continuity of eigenvalues to matrix elements, a Hurwitz matrix does have the stability since its entire eigenvalues can still maintain lying in the open left-half complex plane for certain extent of perturbations to its entries. Quantitative measures of rank stability robustness are therefore an important research topic and the rank stability radius is one of such measures. In this paper, we will focus our interests on the rank stability radius under a given structure with scalar perturbations. Let 
An equivalent form of (1) is
This radius measures the largest "possibility" of rank stability robustness under perturbations in (1), it can also be seen as a measure of the smallest "distance", in certain normed linear space, from the point A to a given subset in (2) . This radius is not only significant for some robustness problems in system analysis or design, but also has some applications such as in characterization of controllability, observability, etc.. This paper is organized as follows.
In section 2, we will solve the rank stability radius problem. A number of results on characterizations of rank inequalities, properties of the support sets are obtained, and some necessary and/or sufficient conditions for zero radius or infinity radius, and a computable formula for nonzero radius are presented with a two-step procedure.
In section 3, we will use the results obtained in section 2 to estimate the stability robustness for the descriptor systems from a new perspective. The stability radius problem has attracted much attention for years (for normal systems, see [9] - [12] ; for descriptor systems, see [13] and [14] ), but the known results in descriptor systems are not as explicit as those in normal systems because descriptor system is more complicated and more difficult to deal with due to the impulsive phenomena. In this section, we show that the rank ThCIn4.4
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978-1-4244-3872-3/09/$25.00 ©2009 IEEEstability radius is actually an upper bound of the stability radius for the perturbed descriptor systems, and furthermore in a special type of descriptor systems, the rank stability radius is equal to the stability radius. In section 4, some numerical examples are given to illustrate the effectiveness of the results in the paper.
II. MAIN RESULTS
We first introduce some notations and notions which will be used in this paper. (det ( , )) Obviously, those defined by (3)- (7) have the following basic properties: 1) , r be positive integer. Then 2) By (1),
Corollary 1 Let
, rank( ) rank( ) , and and .
A B
A B A δ δ
3) It can be directly derived from 1) and 2). □ Remark 1 By theorem 2, the rank stability radius depends on the different cases of the support sets. Among these cases, whether 
Corollary 2 Let ,
Next we intend to provide a necessary condition for ( , ) 0 A B ℜ = .
Proposition 1 Let ,
Proof. By theorem 2, since or ∅ . Based on previous investigations, we can now present the following two-step procedure for computing the rank stability radius:
Step (13) with (11)). is a known matrix representing the perturbation structure. Assume the nominal system (16) is stable, then the stability radius of the perturbed system (17) with respect to perturbation δ is defined as
III. APPLICATION IN DESCRIPTOR SYSTEMS
For normal systems, the system stability radius problem has been studied for over two decades, the formulas for computing radii have been achieved ( [9] - [11] ). However, in descriptor systems, such problems are far from being resolved ( [13] , [14] ) because the descriptor systems are more complicated.
With the method of rank stability radius, we can give an upper bound on the stability radius. Theorem 8 Let system (16) be stable, ( , , ) E A B ℑ be the stability radius of the system (17). Then
Proof. Since system (16) is stable, A is nonsingular, from theorem 3, The rank stability radius (1) is an upper bound of the stability radius (18) (this upper bound is also that of the stability radius for a normal system, E I = in (17). The inequality (19) can be used to estimate the stability robustness of a system. Moreover, for a special class of descriptor systems, the rank stability radius can be equal to the stability radius.
If ( , )
The system (16) is said to be symmetric if
Symmetric descriptor systems have many practical applications (e.g., see [15] ). Theorem 9 Let system (16) be symmetric.
implies that A is positive definite (positive semi-definite, negative, negative semi-definite), respectively. Proof. The proof is given only for the case of 0 A > . There exists a nonsingular matrix P such that
A symmetric system (16) with 0 A > or 0 A < is said to be definite. A definite system has good nature, e.g., there is no impulsive behaviour for such system, and further 
( 1) 
IV. ILLUSTRATIVE NUMERICAL EXAMPLES
In this section, we provide several examples to illustrate some main results. 2) Let Since 0 E ≥ (with rank( ) 1 E = ) and 0 A < , from theorem 9, the system (16) is stable. B is indefinite and singular, by theorem 10 and (15), the stability radius of perturbed system (17) is ( , , ) ( , ) 0.3425. 1) the rank inequality characterizations; 2) properties of support sets; 3) some necessary and/or sufficient conditions for zero and infinity radius, respectively; 4) a formula for nonzero radius; 5) a two-step procedure for computing the rank stability radius.
Secondly, we have used the rank stability radius to estimate the stability robustness of the descriptor systems, and showed that the rank stability radius is an upper bound of the stability radius for descriptor systems. In some class of symmetric descriptor systems, we have showed that the rank stability radius is exactly the stability radius.
