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Abstract
Predictive Pole-Placement (PPP) control is a continuous-time MPC using a particular set of basis functions leading to pole-placment
behaviour in the unconstained case. This paper presents two modified versions of the PPP controller which are each shown to have
desirable stability properties when controlling systems with input, output and state constraints.
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1 Introduction
Predictive pole-placement control (PPP) (Gawthrop and
Ronco, 2002; Gawthrop, 2000) is a continuous-time model-
based predictive control scheme which represents the
moving-horizon control signal as a weighted sum of a finite
set of basis functions which are the state impulse response
of a stable linear time-invariant system of the same order
as the controlled system. Under mild conditions Gawthrop
and Ronco (2002) show that the unconstrained closed-loop
system has the same poles as the system generating the
control signal components. Hence the name “predictive
pole-placement” is used to describe the method. Insofar
as the method uses a small number of impulse-reponse
like basis functions, the method is related to the MPC of
Richalet et al. (1978). As with all model-based predictive
controllers, the ability of the method to incorporate input,
output and state constraints is an important feature of the
method. The first purpose of this paper is to show explicitly
that constraints can, indeed, be easily incorporated into the
method and the use of such constraints is illustrated.
Stability is an important property for all control algorithms;
the second purpose of this paper is to provide a stability
proof for two modified versions of the PPP algorithm. The
main challenge for establishing stability of PPP is that the
moving horizon control signal is not arbitrary but a weighted
sum of a set of basis functions, which is different from con-
ventional MPC, where the only constraint on control signal
is its magnitude or rate. This implies that a stabilising con-
trol profile might not be a linear combination of the pre-
specified basis functions. Two alternative modified versions
of linear PPP (Gawthrop and Ronco, 2002) are presented in
this paper, each of which guarantees stability of the closed-
loop system. The first approach is similar to that of Rawlings
and Muske (1993) insofar as the algorithm of Gawthrop and
Ronco (2002) is modified to include appropriate weighting
functions to embed the optimisation in an infinite horizon
LQ formulation and in a similar fashion, stability of the ap-
proach is shown. The second approach, instead of including
terminal weighting in the performance index, embeds a con-
straint in the on-line optimisation so that the stability can
be established under mild conditions. Chen and Allgo¨wer
(1998) examine a continuous-time algorithm and show its
stability for non-linear systems. However the control sig-
nal is piecewise constant and thus retains a discrete-time
character. Moreover, since the control signal in the PPP is
a linear combination of a finite set of the basis functions,
i.e., linearly parameterised by the basis functions, the num-
ber of on-line optimisation variables is the same as the or-
der of the controlled system. For conventional MPC algo-
rithms for continuous-time system, the number of the op-
timisation variables depends on the sampling time and the
receding horizon, which may be much larger than the sys-
tem order. Therefore, the number of optimisation variables
and online optimisation burden is significantly reduced. A
Preprint submitted to Automatica 6 September 2005
detailed comparison between PPP and other MPC methods
has not been made and would be beyond the scope of this
paper; but it seems that PPP uses a particularly effective set
of basis functions.
2 Unconstrained PPP
This section extends the unconstrained algorithm of
Gawthrop and Ronco (2002) to include input and termi-
nal state weighting thus embedding the PPP approach into
an infinite horizon LQ optimisation. The linear systems
considered in this paper are described by:
d
dtx(t) = Ax(t) +Bu(t)
y(t) = Cx(t)
x(0) = x0
(1)
where x ∈ <nx , y ∈ <ny and u ∈ <nu . x0 is the system
initial condition. Given the state x(t) at time t, we are inter-
ested in the evolution of the moving horizon state x?(t, τ)
and output y?(t, τ) 1 where
d
dτ x
?(t, τ) = Ax?(t, τ) +Bu?(t, τ)
y?(t, τ) = Cx?(t, τ)
x?(t, 0) = x?0
(2)
The differential equations 1 and 2 are related by having
the same state space matrices and by imposing the cross-
coupling conditions:{
x?0 = x(t)
u(t) = u?(t, 0)
(3)
In this paper, the moving horizon control signal u?(t, τ) is
linearly parameterised by the nU components of the column
vector U(t) so that:
u?(t, τ) = U?(τ)U(t) (4)
where U?(τ) is a nu × nU matrix of functions of τ . The
components of U?(τ) can be regarded as a set of basis
functions for the control signal u?(t, τ) and the components
of U(t) the corresponding weights. For the purposes of this
paper, the basis functions U?(τ) are generated from the LTI
system with transition matrix Au given by:{
d
dτ U˜
?(τ) = AuU˜?(τ)
U˜?(0) = U˜?0
(5)
where Au has non-positive eigenvalues; in other words (5)
represents a stable system. Because Equation 4 generates
the moving-horizon control u?(t, τ) with no feedback from
1 More generally, y?(t, τ) can be regarded as a vector of per-
formance variables
x?(t, τ), it will be referred to as an open-loop control in the
sequel.
The vector U(t) is to be chosen to minimise (at a given time
t) the (unconstrained) quadratic cost function:
J(U(t), x(t),W (t)) =
1
2
∫ τ2
τ1
(y?(t, τ)− w?(t, τ))TQ(y?(t, τ)− w?(t, τ))dτ
+
1
2
∫ τ2
τ1
u?(t, τ)TRu?(t, τ)dτ
+ (x?(t, τ2)− xw(τ))TP (x?(t, τ2)− xw(τ)) (6)
where Q ∈ <ny×ny , R ∈ <nu× nu , P ∈ <nx×nx are pos-
itive definite matrices weighting the system output, input
and terminal state respectively. xw(τ) ∈ <nx is the state
corresponding to the the steady-state solution of (2) corre-
sponding to y?(t, τ) = w(t). To streamline the notation:
J(U(t), x(t),W (t)) will be written as J in the sequel. Fol-
lowing Gawthrop and Ronco (2002), the derivatives of this
cost function are denoted by JU = ∂∂U J , JUU =
∂2
∂U2 J ,
JUx = ∂
2
∂U∂xJ and JUW =
∂2
∂U∂W J . However, these sub-
scripts do not imply derivatives when attached to other sym-
bols apart from J .
There are two special cases of the PPP algorithm considered
in this paper:
(1) The version considered by Gawthrop and Ronco (2002)
where R = 0 and P = 0 in (6).
(2) A modified version of 1 where the terminal weight P
is retained in (6) to reflect the terminal value of the
performance index of version 1. It is assumed that the
system (1) is controllable and τ1 = 0. P is chosen as
the (unique) positive-definite solution of the Algebraic
Ricatti Equation (ARE) corresponding to (1) and the
output and input weighting matrices Q and R; Au (5)
is then chosen to have the corresponding eigenvalues.
3 Constrained PPP
A major reason for using predictive control is the possibility
of including input, output and state constraints within the
optimisation procedure. For the usual discrete-time predic-
tive control, it is known that it is possible to formulate such
constraints, together with the optimisation, as a Quadratic
Programme (QP). For the continuous-time PPP algorithm of
this paper to be useful, it is important that such constraints
can be included in a similar fashion. The purpose of this
section is to show that it is indeed possible to embed linear
PPP together with input, output and state constraints in a
QP. The result is contained in Lemma 1.
Lemma 1 (Constrained optimisation) Consider the PPP
algorithm where the input functions U?(τ) are given by
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Equation 5. Then given ncu input inequality constraints
u¯?(t, τuk) at the ncu times τuk of the form:
u?(t, τuk) ≤ u¯?(t, τuk) (7)
and the ncy output inequality constraints y¯?(t, τyk) at the
ncy times τyk of the form:
y?(t, τyk) ≤ y¯?(t, τyk) (8)
the minimisation of the cost function J of Equation 6 subject
to the constraints 7 and 8 is equivalent to the solution of the
QP:
min
U(t)
{
1
2
U(t)TJUUU(t) + U(t)T (JUxx(t)− JUWW (t))
}
(9)
subject to ΓU(t) ≤ γ
Γ =
(
Γu
Γy
)
; γ =
(
γu
γy
)
(10)
where
Γu =

U?(τu1)
U?(τu2)
. . .
U?(τuncu)
 ; γu =

u¯?(t, τu1)
u¯?(t, τu2)
. . .
u¯?(t, τuncu)
 (11)
and
Γy =

y?U (τy1)
y?U (τy2)
. . .
y?U (τyncy )
 ; γy =

y¯?(t, τy1)− y?x(τy1)x(t)
y¯?(t, τy2)− y?x(τy2)x(t)
. . .
y¯?(t, τyncy )− y?x(τyncy )x(t)

(12)
the ith column y?Ui(τ) of y?U (τ) is the solution of the ode:
d
dτ x
?
Ui(τ) = Ax
?
Ui(τ) +BU
?
i (τ)
y?Ui(τ) = Cx
?
Ui(τ)
x?Ui(0) = 0nx
(13)
where 0nx is a column vector with all of its nx elements zero
and U?i (τ) is the nu × 1 vector forming the ith column of
the matrix U?(τ); the ith column of y?x(τ) is the solution of:
d
dτ x
?
xi = Ax
?
xi
y?xi = Cx
?
xi
x?xi = Ii
(14)
where Ii is a column vector with the ith element unity and
all others zero,
PROOF. The cost function J of Equation 6 can be rewritten
as:
J = JQP + J0(x(t),W (t)) (15)
where
JQP =
1
2
U(t)TJUUU(t)
+ U(t)T (JUxx(t)− JUWW (t)) (16)
and JUU , JUx, JUW and J0(x(t),W (t)) are all independent
of U . Hence the U(t) which minimises JQP is the same as
that which minimises J . Equation 11 follows from Equation
4 and Equation 12 follows from the fact that the system of
Equation 2 is linear, and so that the solution can be rewritten
as (Gawthrop and Ronco, 2002):
y?(t, τ) = y?U (τ)U(t) + y
?
x(τ)x(t) (17)
2
4 Stability Analysis
This section studies the stability of the constrained PPP al-
gorithm. To this end, similar to most of the existing MPC al-
gorithms, only regulation problems are considered. Two sta-
bility guaranteed constrained PPP algorithms are proposed
in this section.
4.1 Stability Guaranteed Algorithm 1
The online optimisation problem in Lemma 1 is modified as:
min
U(t)
1
2
∫ τ2
τ1
y?(t, τ)TQy?(t+ τ) + u?(t, τ)TRu?(t, τ)dt
+ x?(t, τ2)TPx?(t, τ2) (18)
subject to system dynamics,
ΓU(t) ≤ γ (19)
and
2(Ax?(t, τ) +Bu?(t, τ))TPx?(t, τ) + y?(t, τ)TQy?(t, τ)
+ u?(t, τ)TRu?(t, τ) ≤ 0 (20)
for τ ∈ [0, δ] where δ denotes the sampling time interval,
R > 0, Q˜ = CTQC ≥ 0 and non-zero x is detectable in
the performance index (Sepulchre et al., 1996) and P > 0.
Γ and γ are defined in Equations 10-12.
Lemma 2 The constraint (20) is convex in the optimisation
variable U(t) if the matrix P satisfies (21)
x?U (τ)
T (AT + PA+ Q˜)x?U (τ)
+ U?(τ)TBTPxU (τ) + x?U (τ)
TPBU?(τ)
+ U?(τ)TRU?(τ) ≥ 0 (21)
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where the ith column of x?U is defined in Eq. (13).
PROOF. The constraint (20) can be written as
(
x(t, τ)?
u(t, τ)?
)T (
ATP + PA+ Q˜ PB
BTP R
)(
x(t, τ)?
u(t, τ)?
)
≤ 0
(22)
Since the state and the control can be expressed as (Gawthrop
and Ronco, 2002)
x?(t, τ) = x?x(τ)x(t) + x
?
U (τ)U(t) (23)
u?(t, τ) = U?(τ)U(t), (24)
it follows that(
x?(t, τ)
u?(t, τ)
)
=
(
x?x(τ) x
?
U (τ)
0 U?(τ)
)(
x(t)
U(t)
)
(25)
Substituting (25) into (22) gives
(
x(t)
U(t)
)T (
x?x(τ) x
?
U (τ)
0 U?(τ)
)T (
ATP + PA+ Q˜ PB
BTP R
)
(
x?x(τ) x?U (τ)
0 U?(τ)
)(
x(t)
U(t)
)
≤ 0 (26)
The above constraint is convex in terms of the variable U(t)
if (
x?U (τ)
U?(τ)
)T (
ATP + PA+ Q˜ PB
BTP R
)(
x?U (τ)
U?(τ)
)
≥ 0
(27)
which is implied by condition (21).
Therefore it can be shown that the constraint (26), i.e. (20),
is convex in terms of the variables U(t) if condition (21) is
satisfied. 2
Remark 1 In the online optimisation the constraint (20) is
replaced by (26) where all the matrices can be calculated
off-line. Since the original optimisation problem in the PPP
is a QP, together with the convex constraint (26), the new re-
formed optimisation problem in the PPP algorithm is convex
and the global minimum can be found. Introduction of extra
constraints for stability changes the optimisation problem in
PPP from original QP to a convex one which certainly adds
the computational burden. However this shall not be compa-
rable to benefits gained by significantly reducing the number
of optimisation variables. The parameterisation of the con-
trol signal with few variables is very important for engineer-
ing implementation of MPC, in particular for fast processes;
for example see recent work in Milam et al. (2005).
Theorem 1 Suppose that the online optimisation problem
in PPP algorithm is feasible at the time t ≥ t0. Then the
closed-loop system under the PPP algorithm is asymptoti-
cally stable.
PROOF. Choose V (x(t)) = x(t)TPx(t) as an Lyapunov
candidate for the PPP algorithm. Suppose that the control
profile yielded by solving the optimisation problem is given
by u?(t, τ), 0 ≤ τ ≤ T and the corresponding state trajec-
tory and the performance cost are denoted by x?(t, τ) and
J?(t). After implementation of this control profile for a pe-
riod of time [t, t+ δ] where δ could be sufficiently small in
continuous fashion or a time interval in intermittent fashion
(Gawthrop, 2004), the state is measured as x(t + δ). The
corresponding Lyapunov function is given by
V (x(t+ δ)) = x(t+ δ)TPx(t+ δ) (28)
The difference of the Lyapunov function along the state tra-
jectory is given by
V (x(t+δ))−V (x(t)) = x(t+δ)TPx(t+δ)−x(t)TPx(t)
(29)
Since the control profile u?(t, τ) is implemented in the time
interval [t, t+ δ], we have
u(t+ τ) = u?(t, τ), τ ∈ [0, δ]
x(t+ τ) = x?(t, τ), τ ∈ [0, δ] (30)
Condition (20) becomes
2(Ax(t+ τ) +Bu(t+ τ))TPx(t+ τ)
+ x(t+ τ)T Q˜x(t+ τ) + u(t+ τ)TRu(t+ τ) ≤ 0 (31)
for τ ∈ [0, δ].
Integrating (31) over the time period [0, δ] along the state
trajectory gives∫ δ
0
2(x˙(t+ τ)TPx(t+ τ)dτ
≤ −
∫ δ
0
x(t, τ)T Q˜x(t, τ) + u(t, τ)TRu(t, τ)dτ (32)
The left side of the above inequality can be written as∫ δ
0
2x˙(t+τ)TPx(t+τ)dτ = x(t+δ)TPx(t+δ)−x(t)TPx(t)
(33)
Combining (29),(32) and (33) obtains
V (x(t+ δ))− V (x(t))
≤ −
∫ δ
0
x(t+ τ)T Q˜x(t+ τ) + u(t+ τ)TRu(t+ τ)dτ
≤ 0 (34)
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where the latter inequality follows from Q˜ ≥ 0 and R > 0.
Hence the Lyapunov function V (x) is non-increasing along
the closed-loop system’s trajectory.
Repeatedly using the inequality (34) yields
V (x(∞))− V (x(t0))≤−
∫ ∞
t0+δ
x(τ)T Q˜x(τ) + u(τ)TRu(τ)dτ
≤−
∫ ∞
t0+δ
x(τ)T Q˜x(τ)dτ. (35)
Since V (x) is monotonically non-increasing and bounded
from below by zero, the integral on the right side of the
inequality (35) converges and hence exists and is bounded.
In addition, it can be shown that x(t) is uniformly continuous
in t on [t0,∞). This implies that xT Q˜x = yTQy → 0 as
t → ∞ (Hahn, 1967, proof of Theorem 26.4) or (Khalil,
1992). Hence the equilibrium point x = 0 of the system (1)
is asymptotically stable (Sepulchre et al., 1996) 2
Remark 2 In order to use the PPP algorithm, the matrix P
has to be determined off-line. The following procedure can
be used to determine P .
• Choose the desired pole placement according to perfor-
mance requirement.
• Determine the linear control gain using pole placement
technique.
• Calculate the matrix P by solving the Lyapunov equation:
(A+BK)TP + P (A+BK) + CTQC +KTRK = 0
(36)
Remark 3 Similar to other MPC algorithms with basis
functions such as general PFC (Rossiter and Richalet, 2002),
PPP may suffer recursive feasibility problem. However, as
long as the matrix P in the algorithm is chosen using the
procedure in Remark 2, its recursive feasibility is guar-
anteed. By following this procedure, Eq. (37) is satisfied
and the closed-loop system under the control u = Kx has
the required poles which form the basis functions. Further
more the closed-loop response and thus the control profile
can be expressed as a linear combination of the chosen
basis functions. Together with (37), this implies that at each
optimisation step t there at least exists a control profile
which can be expressed as the linear combination of the
chosen basis functions such that constraint (21) is feasible.
Therefore, the optimisation problem is always feasible if it
is feasible at t = t0.
4.2 Stability guaranteed algorithm 2
In Stability Guaranteed PPP Algorithm 1, similar to stan-
dard practice in conventional MPC algorithms, a terminal
weighting term is added in the performance index to en-
sure the stability. In this section, Stability guaranteed PPP
algorithm 2 is introduced where instead of modifying the
performance index, a stability constraint is added in the on-
line optimisation. In this algorithm, the on-line optimisation
problem in the constrained PPP is modified as
min
U(t)
1
2
∫ T
0
y?(t, τ)TQy?(t+ τ) + u?(t, τ)TR?u(t, τ)dt
(37)
subject to system dynamics,
ΓU(t) ≤ γ
x?(t, δ)TPx?(t, δ) ≤ αx?(t, 0)TPx?(t, 0) (38)
where P is positive definite, α ∈ (0, 1) and δ could be
sufficiently small in continuous fashion or a time interval in
intermittent fashion.
Remark 4 The constraint (38) is convex in terms of the
variable U(t). This can be shown by the fact that
x?(t, δ) = x?x(δ)x(t) + x
?
U (δ)U(t) (39)
After substituting (39) into (38) and following the fact that
P is positive definite, one can conclude that (38) is convex
in terms of U(t).
Theorem 2 Suppose that the online optimisation problem
in the PPP algorithm is feasible for all t ≥ t0. Then the
closed-loop system under PPP algorithm is exponentially
stable
PROOF. Following from the assumption that the on-line
optimisation problem is feasible, after implementation of the
PPP algorithms for one sampling interval, the state trajectory
satisfies
x(t+ δ)TPx(t+ δ) ≤ αx(t)TPx(t) (40)
since x(t+ δ) = x?(t, δ) as discussed in the proof of The-
orem 1.
It can be shown that for all α ∈ (0, 1)
α ≤ e−(1−α) (41)
Using the relationship in (40), one obtains
x(t+ δ)TPx(t+ δ) ≤ e−(1−α)x(t)TPx(t) (42)
Repeated the above process for k steps from t = t0, it can
be shown that
x(t0 + kδ)TPx(t0 + kδ) ≤ e−(1−α)kx(t0)TPx(t0) (43)
Hence all the state on the discrete-time points are exponen-
tially convergent to the origin. Since the controlled system
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is linear and the control is constrained in its magnitude, it
can be shown that there exists a constant β ∈ [1,∞) such
that the transient state between t and t+ δ is bounded by
x(t+ τ)TPx(t+ τ) ≤ βx(t)TPx(t), 0 < τ < δ (44)
As above, one can conclude that
x(t+τ)TPx(t+τ) ≤ βe−(1−α)kx(t0)TPx(t0), 0 < τ ≤ δ,
(45)
where t = t0 + (k − 1)δ.
Therefore all the state along the trajectory is exponentially
convergent to the origin. 2
Remark 5 In the original PPP algorithm (Gawthrop and
Ronco, 2002), there is no control weighting in the perfor-
mance index. This can be considered as a special case of
the algorithm proposed in this case (with R = 0). In the
same fashion as above, it can be shown the stability of the
original PPP algorithm can be guaranteed if the condition
(38) is added in the on-line optimisation.
5 Conclusion
The continuous-time predictive pole-placement control al-
gorithm has been extended to include input and output con-
straints. Two modified versions of the original algorithm
have been shown to be stable under mild conditions. The
effectiveness of the predictive pole-placement control algo-
rithms for constrained systems is demonstrated by an illus-
trative numerical example.
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