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THE LEADING TERM OF THE YANG–MILLS FREE ENERGY
SOURAV CHATTERJEE
Abstract. This article gives an explicit formula for the leading term of the free energy of three-
dimensional U(N) lattice gauge theory for any N , as the lattice spacing tends to zero. The proof
is based on a novel technique that avoids phase cell renormalization. The technique also yields a
similar formula for the four-dimensional theory, but only in the weak coupling limit.
1. Introduction
Quantum Yang–Mills theories, also called quantum gauge theories, are the basic components of
the Standard Model of quantum mechanics. Lattice gauge theories are discrete approximations
of quantum Yang–Mills theories. Although lattice gauge theories are well-defined objects, the
rigorous mathematical construction of three- and four-dimensional quantum Yang–Mills theories in
the continuum is still an unsolved problem. The solution of this problem has been a long-standing
goal of the program of constructive quantum field theory, initiated in the Fifties and Sixties. The
program saw enormous advances over the years, culminating in the Eighties with Tadeusz Ba laban’s
monumental proof of the ultraviolet stability of three- and four-dimensional lattice gauge theories.
The main result of this article gives a formula for the leading term of the free energy of three-
dimensional U(N) Yang–Mills theory. A similar formula is also obtained in the weak coupling limit
in dimension four. The proof of the main result involves an interesting interplay of random matrix
theory, Selberg-type integrals, properties of Gaussian measures and bare-hands probability theory.
The next section introduces the mathematical model of lattice gauge theories in a way that
should be fully accessible to the casual reader. The results are presented immediately after that. A
more detailed introduction that is geared towards the general audience, with an extensive discussion
of the background and references to the literature, is given in Section 3.
2. Results
We will begin with a general result about the weak coupling limit of lattice gauge theories.
The results about three- and four-dimensional Yang–Mills theories will be subsequently stated as
corollaries of this general result.
Fix two integers d ≥ 2 and N ≥ 1. Let Zd be the d-dimensional integer lattice. Let e1, . . . , ed
denote the standard basis vectors of Rd. Let U(N) be the group of N × N unitary matrices. Let
I denote the N ×N identity matrix. Define a function φ : U(N)→ R as
φ(U) := Re(Tr(I − U)) . (2.1)
Let Λ be a finite subset of Zd. Suppose that for any two adjacent vertices x, y ∈ Λ, we have
a unitary matrix U(x, y) ∈ U(N), with the constraint that U(y, x) = U(x, y)−1 for all pairs of
adjacent x, y. Any such assignment of unitary matrices to edges will be called a configuration. The
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x x+ ej
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Figure 1. The plaquette (x, j, k).
set of all configurations will be denoted by U(Λ). Let Λ′ be the set of triples (x, j, k) such that
1 ≤ j < k ≤ d and the vertices x, x + ej , x + ek and x + ej + ek all belong to Λ. The elements
of Λ′ will be called plaquettes. The plaquette (x, j, k) may also be viewed as a square in Zd, with
vertices x, x+ej , x+ek and x+ej +ek. A visual representation of a plaquette is given in Figure 1.
For each plaquette (x, j, k) ∈ Λ′ and each configuration U ∈ U(Λ), define
U(x, j, k) := U(x, x+ ej)U(x+ ej , x+ ej + ek)U(x+ ej + ek, x+ ek)U(x+ ek, x) .
Given a configuration U ∈ U(Λ), define the Wilson action
SΛ(U) :=
∑
(x,j,k)∈Λ′
φ(U(x, j, k)) , (2.2)
where φ is defined in (2.1). Let σΛ be the product Haar measure on U(Λ). For any g0 > 0, let
µΛ,g0 be the probability measure on U(Λ) defined as
dµΛ,g0(U) :=
1
Z(Λ, g0)
exp
(
− 1
g20
SΛ(U)
)
dσΛ(U) ,
where SΛ is defined in (2.2) and Z(Λ, g0) is the normalizing constant, also called the partition
function. This probability measure is called the lattice gauge theory on Λ for the gauge group
U(N), with coupling strength g0. The logarithm of the partition function is called the free energy
of the model. Define
F (Λ, g0) :=
logZ(Λ, g0)
|Λ| ,
where |Λ| denotes the number of vertices in Λ. This is sometimes called the free energy per site.
Let Bn denote the box {0, 1, 2, . . . , n− 1}d and let B′n be the set of plaquettes of Bn, as defined
above. Consider U(N) lattice gauge theory on Bn with coupling strength g0. Our goal is to give an
approximation for F (Bn, g0) when n is large and g0 is small. This is given in Theorem 2.1 below.
The approximation involves a dimension-dependent constant that takes a few steps to define. We
will now define this constant and then state the theorem.
A nearest-neighbor edge (x, y) of Bn will be called positively oriented if x is smaller than y in
the lexicographic ordering. Let En be the set of all positively oriented edges of Bn. Let E
0
n be the
subset of En consisting of all edges (x, y) such that for some 1 ≤ j ≤ d and some x1, . . . , xj ,
x = (x1, . . . , xj−1, xj, 0, 0, . . . , 0)
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Figure 2. The box Bn and its edges, for n = 7 and d = 2. The dashed lines
represent the edges belonging to E0n. The solid lines are for edges in E
1
n.
and
y = (x1, . . . , xj−1, xj + 1, 0, 0, . . . , 0) .
Let E1n := En\E0n. Expert readers will recognize that the set E0n is related to axial gauge fixing.
Pictures of E0n and E
1
n in the two-dimensional case are shown in Figure 2.
Let REn be the vector space of all maps from En into R. For t ∈ REn and (x, y) ∈ En, let
t(y, x) := −t(x, y). For any element t ∈ REn and any plaquette (x, j, k) ∈ B′n, let
t(x, j, k) := t(x, x+ ej) + t(x+ ej , x+ ej + ek)
+ t(x+ ej + ek, x+ ek) + t(x+ ek, x) ,
and define
Mn(t) :=
∑
(x,j,k)∈B′n
t(x, j, k)2 .
Then Mn is a quadratic form on R
En . Let M0n denote the restriction of Mn to the subspace of
R
En consisting of all t such that t(x, y) = 0 for each (x, y) ∈ E0n. Since this subspace can be
naturally identified with RE
1
n , M0n has a representation as an |E1n| × |E1n| matrix. This gives a
natural definition of the determinant of M0n. Define
Kn,d :=
− log detM0n
2nd
. (2.3)
The following theorem gives an asymptotic formula for F (Bn, g0) in the limit as n→∞ and g0 → 0,
after an appropriate renormalization. This is the main result of this paper. The results about three-
and four-dimensional Yang–Mills theories that were mentioned in the abstract and the introduction
are consequences of this theorem, stated later in this section.
Theorem 2.1. Take any d ≥ 2 and N ≥ 1. Let Kn,d and F (Bn, g0) be defined as above. Then the
limit
Kd := lim
n→∞
Kn,d
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exists, is finite, and
lim
n→∞
g0→0
(
F (Bn, g0)− 1
2
(
d− 1− d
n
+
1
nd
)
N2 log(g20)
)
= (d− 1) log
(∏N−1
j=1 j!
(2π)N/2
)
+N2Kd .
Note that in the above theorem, n and g0 are allowed to vary independently. The terms d/n
and 1/nd on the left can be ignored if log g0 blows up more slowly than n. If, on the other hand,
g0 goes to zero so fast that log g0 blows up faster than n
d, then these terms cannot be dropped.
The independence of n and g0 in this result does not, however, preclude the possibility that there
may be lower order terms that vanish in the limit, whose behaviors are determined by the relation
between n and g0.
Note also that the constant Kd depends only on the dimension d. In particular, Kd has no
dependence on N . It would be interesting to see if Kd can be written explicitly instead of as a
limit.
Very briefly, the intuition behind the proof of Theorem 2.1 is as follows. When g20 is small, the
theory behaves like a Gaussian process at small scales. This is the first step of the proof. The
second step is to show that the leading term of the free energy is determined wholly by small scale
behavior. The main challenge lies in proving that the cumulative effect of the larger scales is of
smaller order than the leading term. A more elaborate sketch of the proof is given in Section 4.
Let us now consider lattice gauge theory on the scaled lattice ǫZd, where we would eventually
want to send ǫ to zero. The definition of the theory remains exactly the same as for the unscaled
lattice, except that g20 is replaced by
g2ǫ4−d ,
where g is the new symbol for the coupling strength, and the box Bn is replaced by the scaled box
ǫBn. The exponent 4− d of the lattice spacing ǫ comes from Wilson’s prescription for discretizing
quantum Yang–Mills theories. The heuristic justification for this exponent will be discussed in
Section 3.
The continuum limit is taken by sending ǫ to zero and letting n grow either like R/ǫ where R is
fixed, which corresponds to the continuum limit in a box of side-length R, or letting n grow faster
than 1/ǫ, which corresponds to the continuum limit in the whole of Rd. A key object of interest
is the behavior of the free energy of the model under either of the above limits. The following
theorem, which is a simple corollary of Theorem 2.1, gives a formula for the leading term of the
free energy in the continuum limit in dimensions two and three.
Theorem 2.2. Take any N ≥ 1 and take d = 2 or 3. Let Z(n, ǫ, g) be the partition function of
d-dimensional U(N) lattice gauge theory with coupling strength g in the box {0, ǫ, 2ǫ, . . . , (n−1)ǫ}d,
as defined above. Suppose that n→∞ and ǫ→ 0 simultaneously such that nǫ stays bounded away
from zero. Then for any g > 0,
logZ(n, ǫ, g) = nd
(
1
2
(d− 1)N2 log(g2ǫ4−d) + (d− 1) log
(∏N−1
j=1 j!
(2π)N/2
)
+N2Kd
)
+ o(nd) ,
where Kd is as in Theorem 2.1, and o(n
d) denotes a term that tends to zero when divided by nd.
In dimension four, the notable feature is that the coupling strength g2ǫ4−d does not depend on ǫ,
since 4 − d = 0. As a consequence, the partition function Z(n, ǫ, g) has no explicit dependence
on ǫ. (It seems, however, that nowadays most physicists believe that there should some logarithmic
correction.) Theorem 2.1 still gives some useful information, but only in the weak coupling limit
— that is, if we send g to zero simultaneously as n is sent to infinity and ǫ is sent to zero.
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Theorem 2.3. Take any N ≥ 1 and take d = 4. Let Z(n, ǫ, g) be as in Theorem 2.2 and Kd be
as in Theorem 2.1. Suppose that n→∞, ǫ→ 0 and g → 0 simultaneously, with no restrictions on
how they are related to each other. Then
logZ(n, ǫ, g) = n4
((
3
2
− 2
n
+
1
2n4
)
N2 log(g2) + 3 log
(∏N−1
j=1 j!
(2π)N/2
)
+N2K4
)
+ o(n4) .
Since it is clearly evident how Theorem 2.2 and Theorem 2.3 follow from Theorem 2.1, we will
only prove Theorem 2.1. Section 3 contains a review of the physical and mathematical backgrounds
and a discussion of existing results. A sketch of the proof is given in Section 4. Section 5 contains a
list of notations and conventions that will be used in the proof. The remaining sections are devoted
to the proof of Theorem 2.1. These sections contain a number of results that may be of independent
interest.
3. Background and literature
Recall that the Lie algebra u(N) of the Lie group U(N) is the set of all N ×N skew-Hermitian
matrices. A U(N) connection form on Rd is a smooth map from Rd into u(N)d. If A is a U(N)
connection form, its value A(x) at a point x is a d-tuple (A1(x), . . . , Ad(x)) of skew-Hermitian
matrices. In the language of differential forms,
A =
d∑
j=1
Ajdxj .
The curvature form F of a connection form A is the u(N)-valued 2-form
F = dA+A ∧A .
This means that at each point x, F (x) is a d × d array of skew-Hermitian matrices of order N ,
whose (j, k)th entry is the matrix
Fjk(x) =
∂Ak
∂xj
− ∂Aj
∂xk
+ [Aj(x), Ak(x)] ,
where [B,C] = BC − CB denotes the commutator of two matrices B and C.
Let A be the space of all U(N) connection forms on Rd. The Yang–Mills action on this space is
the function
SYM(A) := −
∫
Rd
Tr(F ∧ ∗F ) ,
where F is the curvature form of A and ∗ denotes the Hodge ∗-operator. Explicitly, this is
SYM(A) = −
∫
Rd
d∑
j,k=1
Tr(Fjk(x)
2) dx .
The Euclidean version of U(N) quantum Yang–Mills theory on Rd (henceforth shortened as “Eu-
clidean Yang–Mills theory”) is informally described as the probability measure
dµ(A) =
1
Z
exp
(
− 1
4g2
SYM(A)
)
DA ,
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where A belongs to the space A of all U(N) connection forms, SYM is the Yang–Mills functional
defined above,
DA =
d∏
j=1
∏
x∈Rd
d(Aj(x))
is “infinite-dimensional Lebesgue measure” on A, g a positive coupling constant, and Z is the
normalizing constant that makes this a probability measure.
The above description of Euclidean Yang–Mills theory is not mathematically valid, partly due
to the non-existence of an infinite-dimensional Lebesgue measure on A. The problem of giving a
meaning to Euclidean Yang–Mills theory, in a way that makes it possible to extend the definition
to the Minkowski version of quantum Yang–Mills theory (where the additional feature is that there
is an i in the exponent) via Wick rotation, is one of the central open questions of mathematical
physics. The importance of this question was emphasized by its inclusion in the list of “millennium
prize problems” posed by the Clay Institute (see Jaffe and Witten (2006)). The reason behind
the importance of this question is that quantum Yang–Mills theories are the building blocks of the
Standard Model of quantum mechanics.
The most popular approach to constructing Euclidean Yang–Mills theories was proposed by
Wilson (1974). Wilson’s idea was to define a discrete version of the theory, with the hope of taking
a continuum limit as the lattice spacing is sent to zero. This is the lattice gauge theory that was
defined in Section 2. Although we defined it only for the group U(N), it can be similarly defined for
other Lie groups. The group SU(3)× SU(2) × U(1) is the one that arises in the Standard Model.
Wilson’s logic behind the definition of lattice gauge theory goes as follows. For simplicity, we
will restrict the discussion to U(N) lattice gauge theory. First, let us discretize the space Rd as the
scaled lattice ǫZd. Take a connection form A ∈ A and a point x ∈ ǫZd. Then A(x) is made up of
d components A1(x), . . . , Ad(x), each of which is an element of u(N). For each j, Wilson obtains
from Aj(x) a unitary matrix Uj(x) = e
ǫAj(x). The matrix Uj(x) is now rewritten as a matrix
U(x, x + ǫej) attached to the positively oriented edge (x, x + ǫej), with the usual convention that
U(y, x) = U(x, y)−1. By this prescription, we obtain a configuration of unitary matrices attached
to edges from the values of a connection form on the vertices of ǫZd. Formally, the Wilson action
for a configuration U is given by
S(U) =
∑
x∈ǫZd
∑
1≤j<k≤d
φ(U(x, j, k)) ,
where φ and U(x, j, k) are as in Section 2. Recall that
U(x, j, k) = U(x, x+ ǫej)U(x+ ǫej, x+ ǫej + ǫek)U(x+ ǫej + ǫek, x+ ǫek)U(x+ ǫek, x)
= eǫAj(x)eǫAk(x+ǫej)e−ǫAj(x+ǫek)e−ǫAk(x) .
Recall the Baker–Campbell–Hausdorff formula for products of matrix exponentials:
eBeC = exp
(
B + C +
1
2
[B,C] + higher commutators
)
.
Iterating this gives
eB1eB2 · · · eBn = exp
( n∑
j=1
Bj +
1
2
∑
1≤j<k≤n
[Bj , Bk] + higher commutators
)
.
Next, recall that the eigenvalues of a skew-Hermitian matrix are all purely imaginary, and that the
commutator of two skew-Hermitian matrices is skew-Hermitian. Consequently, the term within the
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exponential on the right side of the above display is skew-Hermitian and therefore has a purely
imaginary trace. This implies that if the entries of the matrices B1, . . . , Bn are of order ǫ and if
the entries of B1 + · · ·+Bn are of order ǫ2, then
Re(Tr(I − eB1eB2 · · · eBn)) = −1
2
Tr
[( n∑
j=1
Bj +
1
2
∑
1≤j<k≤n
[Bj, Bk]
)2]
+O(ǫ5) ,
where the real part of the trace was replaced by the trace on the right because the square of a
skew-Hermitian matrix has real eigenvalues. Writing
Ak(x+ ǫej) = Ak(x) + ǫ
∂Ak
∂xj
+O(ǫ2) , Aj(x+ ǫek) = Aj(x) + ǫ
∂Aj
∂xk
+O(ǫ2) ,
we see that
Aj(x) +Ak(x+ ǫej)−Aj(x+ ǫek)−Ak(x) = ǫ
(
∂Ak
∂xj
− ∂Aj
∂xk
)
+O(ǫ2) .
Therefore, by the remarks made above,
φ(U(x, j, k)) = Re(Tr(I − eǫAj(x)eǫAk(x+ǫej)e−ǫAj(x+ǫek)e−ǫAk(x)))
= −1
2
ǫ4 Tr
[(
∂Ak
∂xj
− ∂Aj
∂xk
+ [Aj(x), Ak(x)]
)2]
+O(ǫ5)
= −1
2
ǫ4 Tr(Fjk(x)
2) +O(ǫ5) .
This gives the formal approximation
− 1
g2ǫ4−d
S(U) = − 1
g2ǫ4−d
∑
x∈ǫZd
∑
1≤j<k≤d
φ(U(x, j, k))
≈ 1
4g2
∑
x∈ǫZd
d∑
j,k=1
ǫd Tr(Fjk(x)
2)
≈ 1
4g2
∫
Rd
d∑
j,k=1
Tr(Fjk(x)
2) dx = − 1
4g2
SYM(A) .
The above argument was used by Wilson to justify the approximation of Euclidean Yang–Mills
theory by lattice gauge theory, with the ǫ4−d term in front of the action. Although the heuristic
looks fairly convincing, no one has been able to make rigorous mathematical sense of the convergence
of lattice gauge theory to its continuum limit, except in some special cases. The reason for the
specific form of the Wilson action, instead of something simpler, is that any discretization of the
Yang–Mills action must retain a crucial property known as gauge invariance. The Wilson action
has this property, but is not the only one. An action based on the heat kernel on the gauge group,
known as the Villain action, is also gauge invariant and quite popular.
The case in which mathematicians have been the most successful in taking the continuum limit
is two-dimensional lattice gauge theory. There is now a nearly complete body of work on this topic.
The two-dimensional Higgs model, which is U(1) Yang–Mills theory with an additional Higgs field,
was constructed by Brydges, Fro¨hlich and Seiler (1979, 1980, 1981) and further refined by Borgs and
Seiler (1983). Building on an idea of Bralic´ (1980), Gross, King and Sengupta (1989) formulated a
rigorous mathematical approach to performing calculations in two-dimensional Yang–Mills theories
via stochastic calculus. Somewhat different ideas leading to the same goal were implemented by
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Driver (1989a,b) and Klimek and Kondracki (1987). The papers of Driver (1989a,b) made precise
the idea of using objects called lassos to define the continuum limit of Yang–Mills theories. Explicit
formulas for Yang–Mills theories on compact surfaces were obtained by Fine (1990, 1991) and
Witten (1991, 1992). All of these results were generalized and unified by Sengupta (1992, 1993,
1997) using the stochastic calculus approach.
More recently, Le´vy (2003, 2010) has introduced an abstract framework for constructing two-
dimensional Yang–Mills theories as random holonomy fields. A random holonomy field is a stochas-
tic process indexed by curves on a surface, subject to boundary conditions, and behaving under
surgery as dictated by a Markov property. Le´vy’s framework allows parallel transport along more
general curves than the ones considered previously, and makes interesting connections to topolog-
ical quantum field theory. A relatively non-technical description of this body of work is given in
the survey of Le´vy (2011). For some very recent developments in rigorously verifying the validity
of theoretical physics results for two-dimensional Yang–Mills theories, see Nguyen (2015).
Euclidean Yang–Mills theories in dimensions three and four have proved to be more challenging
to construct mathematically. At sufficiently strong coupling, a number of conjectures about lattice
gauge theories — such as quark confinement and the existence of a positive self-adjoint transfer
matrix — were rigorously proved by Osterwalder and Seiler (1978). The strong coupling techniques,
unfortunately, do not help in constructing the continuum limit. The most popular approach to
showing the existence of a continuum limit of lattice gauge theories is the so-called phase cell
renormalization technique. Phase cell renormalization can be briefly described as follows. Consider
U(N) lattice gauge theory on the scaled lattice ǫZd. Let L be a fixed positive integer and suppose
that ǫ = L−k for some k. Let S be the Wilson action, and let
Sk,k(U) :=
1
g2ǫ4−d
S(U) .
The first step in phase cell renormalization is to generate, given a configuration Uk of unitary
matrices attached to edges of ǫZd, a configuration Uk−1 of unitary matrices attached to edges of
the coarser lattice LǫZd. A survey of the various ways of producing Uk−1 from Uk is given in
Chapter 22 of the classic monograph of Glimm and Jaffe (1987). The next step is to understand
the probability density function of the configuration Uk−1. The probability density is written as a
function proportional to
e−Sk,k−1(Uk−1) ,
where Sk,k−1 is called the effective action. Computing the effective action explicitly is usually
impossible, but qualitative features and bounds are sometimes possible to obtain.
The final step is to iterate this process. From the configuration Uk−1 on LǫZ
d one obtains a
configuration Uk−2 on L
2ǫZd, from Uk−2 a configuration Uk−3 on L
3ǫZd, and so on. The process is
stopped at stage k. The effective action at stage j is denoted by Sk,k−j. The effective action Sk,0
describes the behavior of parallel transport along macroscopic curves. Presumably, Sk,0 depends
on k, but it may so happen that it has a limit as k →∞. The goal of the renormalization process
is to show that Sk,0 has a limit as k → ∞ and to understand this limit. If this objective turns
out to be too difficult, which is usually the case, one would at least like to show that the sequence
{Sk,0}k≥1 can be embedded in a space of functions that is compact in some suitable topology. This
would demonstrate the existence of subsequential limits of the macroscopic theory as the lattice
spacing ǫ is sent to zero.
The approximation of continuum Yang–Mills theory by a lattice gauge theory on a lattice with
spacing ǫ is analogous to truncating a Fourier series at a finite frequency. For this reason math-
ematical physicists often refer to lattice approximations as ultraviolet cutoff (ultraviolet = high
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frequency). For the same reason, the compactness of {Sk,0}k≥1 posited in the previous paragraph
is called ultraviolet stability of the effective action, that is, stability with respect to the cutoff
frequency.
A notable success story of phase cell renormalization is the work of King (1986a,b), who estab-
lished the existence of the continuum limit of the three-dimensional Higgs model. The continuum
limit of pure U(1) Yang–Mills theory (that is, without the Higgs field) was established earlier by
Gross (1983), but with a different notion of convergence.
Ultraviolet stability of three- and four-dimensional non-Abelian lattice gauge theories by phase
cell renormalization, as outlined above, was famously established by Ba laban (1983, 1984a,b,c,d,
1985a,b,c,d,e, 1987, 1988, 1989a,b) in a long series of papers spanning six years. A somewhat dif-
ferent approach, again using phase cell renormalization, was pursued by Federbush (1986, 1987a,b,
1988, 1990) and Federbush and Williamson (1987).
A completely different idea was worked out by Magnen, Rivasseau and Se´ne´or (1993), who
started with a Lie algebra action instead of a Lie group action. They broke the gauge invariance of
this action by augmenting it with an extra non-gauge invariant quadratic part chosen so that this
quadratic part defined a normalizable Gaussian measure. Furthermore this Gaussian measure is
supported on smooth connections such that the nonlinear terms in the action made sense. In this
theory, which is defined in the continuum, this extra term served the role of an ultraviolet cutoff
instead of the lattice. The extra term must subsequently be removed by taking a limit outside
the integral. The main contribution of Magnen, Rivasseau and Se´ne´or (1993) was to formulate a
program to prove that gauge invariance is recovered in this limit so rapidly that renormalization
with finitely many counterterms is still possible.
In spite of the remarkable achievements surveyed above, the progress on the important question
of constructing Euclidean Yang–Mills theories in the continuum (and indeed, the progress of con-
structive quantum field theory as a whole) has stalled, partly due to the daunting complexity of the
renormalization methods employed in the most advanced papers and partly due to the unavailabil-
ity of gauge-invariant observables that remain well-behaved in the continuum limit in dimensions
three and four. In the absence of well-behaved observables, one can try to understand the behavior
of the partition function. Understanding the partition function is only one aspect of constructing
Euclidean Yang–Mills theories, but it is an important aspect. The importance of understanding
the Yang–Mills partition function has been highlighted, for example, by Douglas (2004) in a status
report for the millennium prize problem. A complete solution of the problem would involve under-
standing the exact asymptotics of the partition function rather than just the leading term in the
exponent that is derived in this manuscript. Understanding the exact asymptotics is necessary for
passing from Euclidean spacetime to Minkowski spacetime by analytic continuation.
In the context of the previous paragraph, it is important to note one recent development. Char-
alambous and Gross (2013, 2015) have proposed a new approach to the problem of construction of
gauge invariant observables that are well-behaved in the continuum limit. The method proposed
in these papers is based on regularizing a connection form by the Yang–Mills heat equation.
Incidentally, besides the problem of constructing the continuum limit, there are a number of
other important mathematical open problems related to lattice gauge theories. The mass gap
problem, quark confinement and the 1/N expansion are three examples. For a survey of some of
these problems and some recent progress on the 1/N expansion, see Chatterjee (2015). A method
for non-perturbative constructions of Yang–Mills theories that has received considerable attention
in the physics literature in recent years goes by the name of “resurgence and transseries in QFT”.
For surveys of this line of work, see U¨nsal and Yaffe (2008) and Dunne and U¨nsal (2016). For a
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rigorous mathematical approach to perturbative constructions of quantum Yang–Mills theories and
other quantum field theories, see Costello (2011).
4. The approach of this paper
The key idea behind the proof of Theorem 2.1 is that when g0 is small, U(N) lattice gauge theory
behaves like a Gaussian theory at small scales, and this behavior determines the leading term of
the free energy. The proof is executed by first computing an upper bound for the free energy, and
then establishing a matching lower bound.
The main observation that leads to the upper bound is that φ is a nonnegative function, which
implies that if we drop some plaquettes from the Hamiltonian, the partition function increases.
On the other hand, if we represent a large box Bn as a union of non-overlapping small boxes of
width m, and remove the plaquettes that touch the boundaries of multiple boxes, then the resulting
integral breaks up as a product of integrals. Using these observations, we can establish that if n
is a multiple of m, then F (Bn, g0) ≤ F (Bm, g0). More generally, for any n ≥ m, F (Bn, g0) ≤
(1 − Cm/n)F (Bm, g0) where C depends only on N and d. This allows us to reduce the upper
bound problem to understanding the behavior of F (Bm, g0) as m remains fixed (or grows very
slowly) and g0 → 0.
If g0 is small, then one can argue that with high probability, φ(U(x, j, k)) must be small for a
typical plaquette. This would imply that U(x, j, k) is close to the identity matrix for a typical
plaquette. The closeness of U(x, j, k) to I implies that any three of the four unitary matrices
attached to the edges of the plaquette approximately determine the fourth. If g0 is small and
m is not too large, then the above property can be used to deduce inductively that the matrices
attached to the edges in E0m approximately determine the matrices attached to all the edges in Em.
This allows us to carry out the integration for computing F (Bm, g0) by first fixing the values of
the matrices attached to the edges in E0m, then using a kind of Laplace approximation — taking
advantage of the fact that the configuration space is now reduced to a small neighborhood of a
particular configuration — and finally noting that the integral does not actually depend on the
values of the matrices attached to E0m (by axial gauge fixing). Note that the whole argument
hinged on the fact that we could let m grow very slowly as g0 → 0. Otherwise, the matrices on E0m
do not approximately determine the other matrices.
For the lower bound, however, we cannot directly replace a large box by a small box, because
the inequality goes in the opposite direction. The technique for the lower bound can be roughly
described as follows. Take some large n and small g0. If all the U(x, j, k)’s were exactly equal to I,
then the matrices on E0n would exactly determine all the other matrices. Since g0 is small, we can
deduce as before that a typical U(x, j, k) is close to I. However, since n can be arbitrarily large,
we can no longer deduce from this that the matrices on E0n approximately determine the matrices
on all the other edges.
The main idea that helps us cross this hurdle is that we can pretend that the matrices on E0n
approximately determine the matrices on the other edges. That is, given a set of matrices attached
to edges in E0n, let A be the set of all configurations where the matrices attached to the edges in En
are all close to the matrices that we would get if the U(x, j, k)’s were all exactly equal to I. Then
Z(Bn, g0) =
1
p
∫
A
e−SBn (U)/g
2
0dσBn(U) ,
where
p = the probability of A under the lattice gauge model.
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The integral on the right can be evaluated, as before, by a kind of Laplace approximation. The above
representation shows that this integral can be used as a surrogate for Z(Bn, g0) if p = exp(o(n
d)),
since logZ(Bn, g0) is of order n
d. Now, p is the probability that roughly nd matrices are close to
some prescribed values. It is therefore natural to expect that p behaves like exp(Cnd) for some
constant C rather than like exp(o(nd)). The reason why we can show that p behaves like exp(o(nd))
is that most of the U(x, j, k)’s are close to I, which allows us to control the set of all matrices by
controlling a subset of size o(nd). For example, if we represent the box Bn as a union of boxes of
width m, where m is chosen to be large but not too large (depending on g0), then the matrices
on the edges that lie on the boundaries of these small boxes approximately determine all the other
matrices, and there are o(nd) of these boundary edges. This allows us to show that p = exp(o(nd))
and complete the proof of the lower bound.
5. Notations and conventions
Throughout the remainder of this article, the dimension d and the order N of the unitary group
U(N) will be treated as fixed constants. We will write C,C0, C1, . . . for positive constants that
depend only on N and d. In some sections, where N is not involved, these constants will only
depend on d. The values of these constants may change from line to line.
For notational convenience, we will use the variable
β :=
1
g20
instead of g0 in our arguments. Sometimes, β and g0 may appear within the same line, especially
in the statements of theorems and lemmas.
In addition to the above, we will be using a large number of symbols and notations. Many
of these have already been defined in Section 2, and the rest will be defined in the forthcoming
sections. For easy reference, we summarize these with short descriptions in the following table.
Notation Defined in section: Short description
d 2 Dimension of the lattice Zd.
e1, . . . , ed 2 Standard basis of R
d.
N 2 Order of unitary group U(N).
U(N) 2 Unitary group of order N .
σ 2 Haar measure on U(N).
Bn 2 The box {0, 1, . . . , n − 1}d.
En 2 Positively oriented edges of Bn.
E0n 2 A subset of En, related to axial gauge fixing.
E1n 2 En\E0n.
|Λ| 2 The size of a set Λ.
Plaquette 2 A square in Zd, identified by a triple consisting of
a vertex and two coordinate directions.
Λ′ 2 The set of all plaquettes with all vertices belong-
ing to a set Λ ⊆ Zd.
U(Bn) 2 Sets of configurations of unitary matrices at-
tached to edges of Bn.
σBn 2 Product Haar measure on U(Bn).
φ 2 φ(U) = Re(Tr(I − U)).
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SBn 2 Action of lattice gauge theory on U(Bn).
g0 2 Coupling strength in lattice gauge theory.
µBn,g0 2 The probability measure on U(Bn) defined by lat-
tice gauge theory.
Z(Bn, g0) 2 Partition function of lattice gauge theory on Bn.
F (Bn, g0) 2 Free energy per site of lattice gauge theory on Bn.
Mn 2 Quadratic form on R
En . Lattice Maxwell action.
M0n 2 Restriction of Mn to a subspace of R
En .
Kn,d 2 Constant defined in Section 2, related to lattice
Maxwell theory.
Kd 2 Limit of Kn,d as n→∞.
β 5 1/g20 .
‖M‖ 6 Hilbert–Schmidt norm of a complex matrix M .
GUE matrix 6 A random matrix from the Gaussian Unitary En-
semble.
U0(Bn) 9 Set of all U ∈ U(Bn) such that U(x, y) = I for
(x, y) ∈ E0n.
σ0Bn 9 Product Haar measure on U0(Bn).
G(Bn) 9 Set of gauge transforms of U(Bn).
Uβ0 (Bn) 10 A subset of U0(Bn) defined in Theorem 10.1.
|x|1 10 ℓ1 norm of x.
H(N) 11 The set of all N×N complex Hermitian matrices.
B(U, r) 11 The set of all V ∈ U(N) such that ‖U − V ‖ ≤ r.
b(H, r) 11 The set of all G ∈ H(N) such that ‖H −G‖ ≤ r.
λ 11 Lebesgue measure on H(N).
CN 11 A constant defined in the statement of Theo-
rem 11.1.
T (Bn) 13 R
En .
T0(Bn) 13 The set of all t ∈ T (Bn) that are zero on E0n.
TE(Bn) 13 The set of all t ∈ T (Bn) that are zero on some set
E ⊆ En.
ME,θ,n 13 A quadratic form on TE(Bn).
τE,θ,n 13 The Gaussian measure defined by the quadratic
form ME,θ,n.
τn 13 τE,θ,n with E = E
0
n and θ = 0.
l0n 15 Lebesgue measure on T0(Bn).
ZM (Bn) 15 Partition function of lattice Maxwell theory.
FM (Bn) 15 n
−d logZM (Bn).
E′n 15 The union of E
0
n and the set of all boundary edges
of Bn.
T ′(Bn) 15 TE′n(Bn).
l′n 15 Lebesgue measure on T
′(Bn).
Z ′M (Bn) 15 A small perturbation of ZM (Bn) that is used in
the proof of Theorem 15.2.
F ′M (Bn) 15 n
−d logZ ′M (Bn).
ZM,m(Bn) 15 Another perturbation of ZM (Bn) used in the
proof of Theorem 15.2.
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FM,m(Bn) 15 n
−d logZM,m(Bn).
Emn 15 A subset of En appearing in the proof of Theo-
rem 15.2.
Tm(Bn) 15 TEmn (Bn).
lmn 15 Lebesgue measure on Tm(Bn).
H(Bn) 16 Sets of configurations of Hermitian matrices at-
tached to edges of Bn.
H0(Bn) 16 Set of all H ∈ H(Bn) that are zero on E0n.
Mn(H) 16 Lattice Maxwell action of a configuration H ∈
H(Bn).
6. Small ball probabilities for the unitary group
Recall that the Hilbert–Schmidt norm of an N × N complex matrix M = (mij)1≤i,j≤N is de-
fined as
‖M‖ :=
( N∑
i,j=1
|mij |2
)1/2
= (Tr(M∗M))1/2 .
It is easy to check that this satisfies the usual properties of a norm. Moreover, it also satisfies the
defining property of a matrix norm, that is,
‖M1M2‖ ≤ ‖M1‖‖M2‖ .
This is verified easily by an application of the Cauchy–Schwarz inequality.
Since U(N) is a subset of the space of all N ×N complex matrices, the Hilbert–Schmidt norm
induces a metric on U(N). The topology induced by this metric is compact and the left and right
multiplication operations are continuous in this topology. Therefore we can consider the Haar
measure on U(N) as a measure defined on the Borel sigma-algebra of this topology. Throughout
this paper, a Borel measurable function on U(N) will mean a function that is measurable with
respect to this sigma-algebra.
The goal of this section is to prove the following theorem, which gives an asymptotic approxi-
mation for the Haar measure of small balls of the Hilbert–Schmidt metric on U(N).
Theorem 6.1. Let σ denote the Haar measure on U(N). Then
lim
δ→0
σ({U : ‖I − U‖ ≤ δ})
δN
2
=
∏N−1
j=1 j!
(2π)N/22N
2/2Γ(N2/2 + 1)
.
The proof is done in two steps. The first step is the following lemma. The proof of this lemma
is based on the joint density of eigenvalues of a random unitary matrix, the formula for which
was derived by Weyl (1939). For modern discussions of Weyl’s formula and its connections to the
famous integral formula of Selberg (1944), see Diaconis and Shahshahani (1994) and Forrester and
Warnaar (2008).
Lemma 6.2. Let B(r) denote the Euclidean ball of radius r around the origin in RN . Then
lim
δ→0
σ({U : ‖I − U‖ ≤ δ})
δN
2
=
1
(2π)NN !
∫
B(1)
∏
1≤j<k≤N
(ηj − ηk)2 dη1 dη2 · · · dηN .
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Proof. Suppose that h : U(N) → C is a function having the property that h(U) = f(λ1, . . . , λN ),
where λ1, . . . , λN are the eigenvalues of U repeated by multiplicities, and f is some measurable
function of N complex variables that is symmetric under permutation of coordinates. In other
words, h(U) is a symmetric function of the eigenvalues of U . It was proved by Weyl (1939) that
under these circumstances,∫
U(N)
h(U) dσ(U) =
1
(2π)NN !
∫
[−π,π]N
f(eiθ1 , . . . , eiθN )
∏
1≤j<k≤N
|eiθj − eiθk |2 dθ1 dθ2 · · · dθN .
Now let
h(U) := ‖I − U‖2 .
The eigenvalues of U∗ are the complex conjugates of the eigenvalues of U , and U∗U = I. Therefore,
if λ1, . . . , λN are the eigenvalues of U , then
h(U) = Tr((I − U)∗(I − U))
= Tr(2I − U∗ − U)
=
N∑
j=1
(2− λ¯j − λj) = 2
N∑
j=1
(1− Re(λj)) . (6.1)
Thus, for any smooth ψ : [0,∞)→ R with compact support,∫
U(N)
ψ(h(U)/δ2) dσ(U)
=
1
(2π)NN !
∫
[−π,π]N
ψ
(
2
δ2
N∑
j=1
(1− cos θj)
) ∏
1≤j<k≤N
|eiθj − eiθk |2 dθ1 dθ2 · · · dθN .
Making the change of variable ηi = θi/δ, this gives∫
U(N)
ψ(h(U)/δ2) dσ(U)
=
δN
2
(2π)NN !
∫
[−π/δ,π/δ]N
ψ
(
2
N∑
j=1
1− cos δηj
δ2
) ∏
1≤j<k≤N
∣∣∣∣eiδηj − eiδηkδ
∣∣∣∣
2
dη1 dη2 · · · dηN .
Dividing both sides by δN
2
, sending δ → 0, and using the compactness of the support of ψ and the
smoothness of ψ, we get
lim
δ→0
δ−N
2
∫
U(N)
ψ(h(U)/δ2) dσ(U)
=
1
(2π)NN !
∫
RN
ψ
( N∑
j=1
η2j
) ∏
1≤j<k≤N
(ηj − ηk)2 dη1 dη2 · · · dηN . (6.2)
Now suppose that ψ is the function that is 1 in [0, 1] and 0 outside. If the above formula holds for
this ψ, then this is the same as the claim of the lemma. Note that ψ has compact support but ψ is
not smooth. Take two smooth functions ψ1 and ψ2 with compact support such that ψ1 ≤ ψ ≤ ψ2
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everywhere. Then note that
lim
δ→0
δ−N
2
∫
U(N)
ψ1(h(U)/δ
2) dσ(U) ≤ lim inf
δ→0
δ−N
2
∫
U(N)
ψ(h(U)/δ2) dσ(U)
≤ lim sup
δ→0
δ−N
2
∫
U(N)
ψ(h(U)/δ2) dσ(U) ≤ lim
δ→0
δ−N
2
∫
U(N)
ψ2(h(U)/δ
2) dσ(U) .
Applying (6.2) with ψ1 and ψ2, and then letting ψ1 and ψ2 approach ψ pointwise almost everywhere,
we get the desired identity for ψ. 
We are now ready to carry out the second step in the proof of Theorem 6.1 and complete the proof.
This step involves the joint density of the eigenvalues of a random matrix from the Gaussian Unitary
Ensemble (GUE). Recall that a GUE matrix is a random Hermitian matrix whose entries on and
above the diagonal are independent, with the following distributions. The entries on the diagonal
are standard real Gaussian random variables. The off-diagonal entries are complex Gaussian, with
real and imaginary parts independent, mean zero, and variance 1/2. In other words, the entries of
a GUE matrix X = (xjk)1≤j,k≤N may be represented as
xjk =


yjj if j = k,
(zjk + iwjk)/
√
2 if j < k,
(zkj − iwkj)/
√
2 if j > k,
where (yjj)1≤j≤N , (zjk)1≤j<k≤N and (wjk)1≤j<k≤N are collections of i.i.d. standard real Gaussian
random variables. Since X is a Hermitian matrix, its eigenvalues are real. It is not difficult to
show that with probability one, there is no eigenvalue with multiplicity greater than one. Let
λ1 < λ2 < · · · < λN be the eigenvalues of X. Mehta and Dyson (1963) showed that the joint
probability density of (λ1, . . . , λN ) is
ρ(t1, . . . , tN ) =
e−‖t‖
2/2
∏
1≤j<k≤N(tj − tk)2
(2π)N/2
∏N−1
j=1 j!
(6.3)
on the domain {(t1, . . . , tN ) : t1 < · · · < tn}, where ‖t‖2 := t21 + · · · + t2N . Again, the normalizing
constant has a relatively easy derivation via the Selberg integral formula. For more on this topic,
see Mehta (1991) and Forrester and Warnaar (2008).
Proof of Theorem 6.1. As in Lemma 6.2, let B(r) denote the ball of radius r around the origin in
R
N . Then note that ∫
B(1)
∏
1≤j<k≤N
(ηj − ηk)2 dη1 dη2 · · · dηN
= lim
γ→0
∫
B(1)
e−γ
2‖η‖2/2
∏
1≤j<k≤N
(ηj − ηk)2 dη1 dη2 · · · dηN . (6.4)
By the change of variable ξi = γηi, we get∫
B(1)
e−γ
2‖η‖2/2
∏
1≤j<k≤N
(ηj − ηk)2 dη1 dη2 · · · dηN
= γ−N
2
∫
B(γ)
e−‖ξ‖
2/2
∏
1≤j<k≤N
(ξj − ξk)2 dξ1 dξ2 · · · dξN . (6.5)
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Let X be the random GUE matrix defined above. Then from the formula (6.3) for the joint density
of the eigenvalues of X, we get
P
( N∑
j=1
λ2j ≤ γ2
)
=
1
(2π)N/2
∏N
j=1 j!
∫
B(γ)
e−‖ξ‖
2/2
∏
1≤j<k≤N
(ξj − ξk)2 dξ1 dξ2 · · · dξN . (6.6)
On the other hand, note that
N∑
j=1
λ2j = Tr(X
2) = Tr(X∗X) =
N∑
j,k=1
|xjk|2
=
N∑
j=1
y2jj +
∑
1≤j<k≤N
(z2jk + w
2
jk) .
The last expression, being a sum of N2 i.i.d. standard real Gaussian random variables, has a χ2
distribution with N2 degrees of freedom. Therefore, using the well-known formula for the probabil-
ity density function of such a random variable (see, for example, Johnson, Kotz and Balakrishnan
(1995)), we get
P
( N∑
j=1
λ2j ≤ γ2
)
=
1
2N
2/2Γ(N2/2)
∫ γ2
0
xN
2/2−1e−x/2 dx . (6.7)
Making the change of variable y = x/γ2, we get∫ γ2
0
xN
2/2−1e−x/2 dx = γN
2
∫ 1
0
yN
2/2−1e−γ
2y/2 dy . (6.8)
Combining Lemma 6.2 with the equations (6.4), (6.5), (6.6), (6.7) and (6.8) gives
lim
δ→0
σ({U : ‖I − U‖ ≤ δ})
δN
2
= lim
γ→0
γ−N
2
(2π)NN !
∫
B(γ)
e−‖ξ‖
2/2
∏
1≤j<k≤N
(ξj − ξk)2 dξ1 dξ2 · · · dξN
= lim
γ→0
γ−N
2
(2π)N/2
∏N
j=1 j!
(2π)NN !
P
( N∑
j=1
λ2j ≤ γ2
)
= lim
γ→0
∏N−1
j=1 j!
(2π)N/22N2/2Γ(N2/2)
∫ 1
0
yN
2/2−1e−γ
2y/2 dy
=
∏N−1
j=1 j!
(2π)N/22N2/2Γ(N2/2)(N2/2)
.
This completes the proof of Theorem 6.1. 
Theorem 6.1 has the following corollary, which will be useful in the next section. Recall that the
Hilbert–Schmidt norm of a unitary matrix of order N is always
√
N , and therefore the diameter of
U(N) under the metric induced by the Hilbert–Schmidt norm is 2
√
N .
Corollary 6.3. Let σ denote the Haar measure on U(N). There are positive constants C1 and C2
depending only on N , such that for any δ ∈ (0,√N),
C1δ
N2 ≤ σ({U : ‖I − U‖ ≤ δ}) ≤ C2δN2 .
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Proof. By Theorem 6.1, the inequalities are true for small enough δ, where the threshold depends
only on N . If δ is above this threshold, then the upper bound is true anyway since the Haar
measure of any set is bounded by one. To generalize the lower bound to all δ ∈ (0,√N), simply
observe that the Haar measure of the ball of radius δ increases with δ. 
7. A lower bound for the partition function
Using the small ball probability lower bound derived in Section 6, we will now obtain a lower
bound for the partition function of U(N) lattice gauge theory in a box.
Theorem 7.1. Suppose that β ≥ 2. Then there is a positive constant C depending only on N and
d, such that for any n,
Z(Bn, g0) ≥ e−Cnd log β .
We need some preparatory lemmas before proving Theorem 7.1.
Lemma 7.2. The function φ : U(N)→ R defined in (2.1) satisfies the identity
φ(U) =
1
2
‖I − U‖2 .
Proof. Take any U ∈ U(N) and let eiθ1 , . . . , eiθN be the eigenvalues of U , repeated by multiplicities
and arranged in some arbitrary order. Then note that
φ(U) = Re(Tr(I − U)) =
N∑
j=1
(1− Re(eiθj ))
=
N∑
j=1
(1− cos θj) .
On the other hand, by (6.1),
‖I − U‖2 =
N∑
j=1
2(1− cos θj) .
This completes the proof of the lemma. 
Lemma 7.3. For any U ∈ U(N) and any N ×N complex matrix M ,
‖UM‖ = ‖M‖ .
Proof. Let m1, . . . ,mN be the columns of M . Then
‖UM‖2 = ‖Um1‖2 + · · ·+ ‖UmN‖2 .
Since U is a unitary matrix, ‖Ux‖2 = ‖x‖2 for any x. Since
‖M‖2 = ‖m1‖2 + · · ·+ ‖mN‖2 ,
this completes the proof. 
Lemma 7.4. For any U1, . . . , Um ∈ U(N),
‖I − U1U2 · · ·Um‖ ≤
m∑
j=1
‖I − Uj‖ .
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Proof. By the triangle inequality for the Hilbert–Schmidt norm,
‖I − U1U2 · · ·Um‖ ≤
m−1∑
j=0
‖U1 · · ·Uj − U1 · · ·Uj+1‖
=
m−1∑
j=0
‖U1 · · ·Uj(I − Uj+1)‖ .
To complete the proof, note that by Lemma 7.3, ‖U1 · · ·Uj(I − Uj+1)‖ = ‖I − Uj+1‖. 
Lemma 7.5. For any U ∈ U(N), ‖I − U−1‖ = ‖I − U‖.
Proof. Note that I − U−1 = −U−1(I − U), and apply Lemma 7.3. 
We are now ready to prove Theorem 7.1.
Proof of Theorem 7.1. Take any δ ∈ (0,√N). Suppose that U ∈ U(Bn) is a configuration such
that for every (x, y) ∈ En,
‖I − U(x, y)‖ ≤ δ .
Then by Lemma 7.5, ‖I−U(y, x)‖ is also bounded by δ. Consequently, for any plaquette (x, j, k) ∈
B′n, Lemma 7.4 implies that
‖I − U(x, j, k)‖ ≤ 4δ .
Therefore by Lemma 7.2,
φ(U(x, j, k)) ≤ 8δ2 .
Summing over all plaquettes, this gives
SBn(U) =
∑
(x,j,k)∈B′n
φ(U(x, j, k)) ≤ 8|B′n|δ2 .
Thus, by the lower bound from Corollary 6.3,
σBn({U : SBn(U) ≤ 8|B′n|δ2}) ≥ σBn({U : ‖I − U(x, y)‖ ≤ δ for all (x, y) ∈ En})
≥ (C1δ)C3nd .
Choosing δ such that 8δ2 = 1/β, we get
Z(Bn, g0) =
∫
U(Bn)
e−βSBn (U) dσBn(U)
≥ e−|B′n|σBn({U : SBn(U) ≤ |B′n|/β})
≥ e−Cnd log β ,
where we used the assumption that β ≥ 2 in the last step, choosing C sufficiently large. This
completes the proof of the theorem. 
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8. Smallness of the Wilson action
The following theorem shows that if β is large, then under the lattice gauge measure, the Wilson
action is at most of order ndβ−1 log β. Interestingly, this result is almost a direct consequence of
the lower bound on the partition function obtained in Section 7.
Theorem 8.1. Suppose that β ≥ 2. Then there is a positive constant C depending only on N and
d such that for any t > 0 and n ≥ 2,
µBn,g0({U : βSBn(U) ≥ Cnd log β + t}) ≤ e−t .
Proof. Note that by Theorem 7.1, there is a constant C depending only on N and d such that∫
U(Bn)
eβSBn (U) dµBn,g0(U) =
1
Z(Bn, g0)
≤ eCnd log β .
Thus, for any t > 0,
µBn,g0({U : βSBn(U) ≥ Cnd log β + t})
≤ e−Cnd log β−t
∫
U(Bn)
eβSBn (U) dµBn,g0(U) ≤ e−t ,
which proves the claim. 
This theorem has the following important corollary, which shows that if β is large, then the
computation of the partition function can be reduced to an integral over configurations that nearly
minimize the Wilson action.
Corollary 8.2. Suppose that β ≥ 2. Then there is a constant C0 depending only on N and d such
that for any n ≥ 2,
Z(Bn, g0) ≤ 2
∫
A
e−βSBn (U) dσBn(U) ≤ 2Z(Bn, g0) ,
where
A = {U : βSBn(U) ≤ C0nd log β} .
Proof. The upper bound is obvious. For the lower bound, observe that
1
Z(Bn, g0)
∫
A
e−βSBn (U) dσBn(U) = µBn,g0(A) ,
and apply Theorem 8.1 to show that µBn,g0(A) ≥ 1/2 if C0 is sufficiently large. 
9. Axial gauge fixing
Let G(Bn) be the set of all maps from Bn into U(N). In other words, each element G ∈
G(Bn) assigns a unitary matrix G(x) to each vertex x ∈ Bn. The set G(Bn) is a group under
componentwise multiplication, and this group acts on the set U(Bn) in the following way. For each
U ∈ U(Bn) and G ∈ G(Bn), let V = GU be defined as
V (x, y) = G(x)U(x, y)G(y)−1 .
It is easy to see that this is indeed a group action. The action of any G ∈ G(Bn) is called a gauge
transform, and G(Bn) is the set of all possible gauge transforms. A key property of the Wilson
action is that it is invariant under gauge transforms, as shown by the following proposition.
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Proposition 9.1. Let f : U(Bn)→ R be a function such that f(U) depends on U only through the
plaquette variables (φ(U(x, j, k)))(x,j,k)∈B′n . Then for any U ∈ U(Bn) and G ∈ G(Bn), f(GU) =
f(U). In particular, SBn(GU) = SBn(U).
Proof. Let V = GU . A simple verification shows that for any (x, j, k) ∈ B′n,
V (x, j, k) = G(x)U(x, j, k)G(x)−1 .
Therefore Tr(V (x, j, k)) = Tr(U(x, j, k)), which implies that φ(V (x, j, k)) = φ(U(x, j, k)) and hence
f(V ) = f(U). 
Two configurations U and V are said to be gauge equivalent if V = GU for some gauge transform
G. Roughly speaking, gauge fixing refers to any procedure that, given a configuration U , produces
a gauge equivalent configuration V with some desirable properties. A popular gauge fixing process,
known as axial gauge fixing, goes as follows. Recall the definitions of En, E
0
n and E
1
n from Section 2.
Define
U0(Bn) := {U ∈ U(Bn) : U(x, y) = I for all (x, y) ∈ E0n} .
Given U ∈ U(Bn), define an element GU ∈ G(Bn) as follows. For any x, y ∈ Bn, write x ≺ y
if x comes before y in the lexicographic ordering. The function GU is defined inductively. Let
GU (0) = I. Take any x = (x1, . . . , xd) ∈ Bn and suppose that GU (y) has been defined for all y ≺ x.
Let j be the largest index such that xj 6= 0. Let y := x− ej . Then y ∈ Bn and y ≺ x. Thus, GU (y)
is already defined. Let
GU (x) := GU (y)U(y, x) .
In this way, GU (x) gets defined for all x ∈ Bn.
Proposition 9.2. Take any U ∈ U(Bn) and define GU in the above manner. Then GUU ∈ U0(Bn).
Proof. Let V := GUU . Take any (x, y) ∈ E0n. Then by the definition of GU , it is clear that
GU (y) = GU (x)U(x, y) .
Thus,
V (x, y) = GU (x)U(x, y)GU (y)
−1 = I ,
which proves that V ∈ U0(Bn). 
A property of axial gauge fixing that will be important in this paper is that if U is a random
configuration drawn from the product measure σBn , then GUU retains the product structure. This
is made precise in the following lemma, which is stated and proved in a probabilistic language.
Lemma 9.3. Let U be a random configuration drawn from the product measure σBn. Let V :=
GUU , where GU is defined as above. Then the matrices {V (x, y) : (x, y) ∈ E1n} are independent
and Haar-distributed.
Proof. Let U0 := {U(x, y) : (x, y) ∈ E0n} and U1 := {U(x, y) : (x, y) ∈ E1n}. Note that U0 and
U1 are disjoint collections of independent Haar-distributed matrices. It is easy to see by induction
that each GU (x) is a product of some elements of U0. Therefore, if we condition on U0, then
{V (x, y) : (x, y) ∈ E1n} is a collection of independent random matrices. Moreover, conditional on
U0, each V (x, y) is Haar-distributed. Thus, given U0, the matrices {V (x, y) : (x, y) ∈ E1n} are
independent and Haar-distributed. Since the conditional distribution of this collection does not
depend on U0, it is also the unconditional distribution. This proves the claim of the lemma. 
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Let σ0Bn be the probability law of the configuration V in Lemma 9.3. Lemma 9.3 has the following
corollary, which allows us to reduce the integration of a function of the Wilson action over U(Bn)
to an integration over U0(Bn).
Corollary 9.4. Let U0(Bn) and σ
0
Bn
be defined as above. Then for any bounded Borel measurable
f : U(Bn)→ R such that f(U) depends on U only through (φ(U(x, j, k)))(x,j,k)∈B′n ,∫
U(Bn)
f(U) dσBn(U) =
∫
U0(Bn)
f(U) dσ0Bn(U) .
Proof. By Proposition 9.1 and Proposition 9.2, for any U ∈ U(Bn), GUU ∈ U0(Bn) and
f(U) = f(GUU) .
Thus, ∫
U(Bn)
f(U) dσBn(U) =
∫
U(Bn)
f(GUU) dσBn(U) .
By Lemma 9.3, if U is a random configuration with law σBn , then GUU is a random configuration
with law σ0Bn . Therefore,∫
U(Bn)
f(GUU) dσBn(U) =
∫
U0(Bn)
f(V ) dσ0Bn(V ) .
Combined with the previous identity, this proves the claim. 
10. An upper bound for the partition function
The following result shows that while computing an upper bound for the free energy per site
in Bn, if β is large and n is not too large (depending on β), it suffices to restrict attention to
configurations where all matrices are close to the identity. The restriction that n needs to be
sufficiently small will be removed later.
Theorem 10.1. There is a constant C1 depending only on N and d such that the following is true.
For any n ≥ 2,
F (Bn, g0) ≤ log 2
nd
+
1
nd
log
∫
Uβ
0
(Bn)
e−βSBn (U) dσ0Bn(U) ,
where
Uβ0 (Bn) :=
{
U ∈ U0(Bn) : ‖I − U(x, y)‖ ≤ C1n(d+1)/2
(
log β
β
)1/2
for all (x, y) ∈ En
}
.
For x ∈ Zd, let |x|1 denote the ℓ1 norm of x, that is, the sum of the absolute values of the coordi-
nates of x. We need the following lemma, which shows that if the Wilson action of a configuration
U ∈ U0(Bn) is small, then U(x, y) is close to I for every (x, y) ∈ En such that |x|1 is not too large.
One may call this a discrete nonlinear Poincare´ inequality.
Lemma 10.2. Take any n ≥ 2. For any U ∈ U0(Bn) and any (x, y) ∈ En,
‖I − U(x, y)‖ ≤ (2|x|1SBn(u))1/2 .
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Proof. We will prove by induction on |x|1 that for every (x, y) ∈ En, ‖I−U(x, y)‖ is bounded above
by the sum of ‖I − U(z, j, k)‖ over (z, j, k) ∈ B(x), where B(x) is a subset of B′n of size ≤ |x|1.
This is clearly true if |x|1 = 0, since every edge incident to the origin belongs to E0n. Now take any
(x, y) ∈ En and suppose that the claim has been proved for every (x′, y′) ∈ En with |x′|1 < |x|1.
Let x1, . . . , xd be the coordinates of x. Then y = x+ ej for some j. Let k be the largest index such
that xk 6= 0. If k ≤ j then (x, y) ∈ E0n, which is the trivial case. Therefore assume that k > j. Let
z := x− ek. Then (z, j, k) ∈ B′n. Note that the edges (z, z + ek) and (z + ej , z + ej + ek) belong to
E0n. Therefore
U(z, j, k) = U(z, z + ej)U(z + ej + ek, z + ek)
= U(z, z + ej)U(x, y)
−1 .
By Lemma 7.3, this gives
‖I − U(x, y)‖ = ‖I − U(z, j, k)−1U(z, z + ej)‖
= ‖U(z, j, k)−1(U(z, j, k) − U(z, z + ej))‖
= ‖U(z, j, k) − U(z, z + ej)‖
≤ ‖I − U(z, j, k)‖ + ‖I − U(z, z + ej)‖ .
Since |z|1 = |x|1 − 1, this completes the induction step. Thus, for any (x, y) ∈ En, there exists a
set B(x) ⊆ B′n of size ≤ |x|1 such that
‖I − U(x, y)‖ ≤
∑
(z,j,k)∈B(x)
‖I − U(z, j, k)‖ .
Applying the Cauchy–Schwarz inequality and Lemma 7.2, this gives
‖I − U(x, y)‖ ≤
(
|B(x)|
∑
(z,j,k)∈B(x)
‖I − U(z, j, k)‖2
)1/2
≤ (2|x|1SBn(U))1/2 .
This completes the proof of the lemma. 
We are now ready to prove Theorem 10.1.
Proof of Theorem 10.1. Take any n ≥ 2. Let
A := {U ∈ U(Bn) : βSBn(U) ≤ C0nd log β} ,
where C0 is as in Corollary 8.2, so that
Z(Bn, g0) ≤ 2
∫
A
e−βSBn (U) dσBn(U) . (10.1)
By Corollary 9.4, ∫
A
e−βSBn (U)dσBn(U) =
∫
A0
e−βSBn (U) dσ0Bn(U) , (10.2)
where
A0 := A ∩ U0(Bn) .
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For any U ∈ A0 and (x, y) ∈ En, Lemma 10.2 gives
‖I − U(x, y)‖ ≤ (2|x|1SBn(U))1/2
≤ Cn(d+1)/2
(
log β
β
)1/2
.
Therefore, if the constant C1 in the statement of the theorem is chosen appropriately, then
A0 ⊆ Uβ0 (Bn) .
By (10.1) and (10.2), this completes the proof of the theorem. 
11. From Lie group to Lie algebra
The purpose of this section is to lay the groundwork for replacing the integrals over the Lie group
U(N) with integrals over its Lie algebra u(N), the set of all skew-Hermitian matrices of order N . In
reality, we will be integrating over i times u(N), that is, the set of Hermitian matrices of order N .
The results of Section 6 are of crucial importance in this maneuver.
Let H(N) be the vector space of all N × N complex Hermitian matrices, equipped with the
Hilbert–Schmidt norm. Take any H ∈ H(N). Write the (j, k)th entry of H as
xjk =


yjj if j = k,
(zjk + iwjk)/
√
2 if j < k,
(zkj − iwkj)/
√
2 if j > k,
The N2 parameters (yjj)1≤j≤N , (zjk)1≤j<k≤N and (wjk)1≤j<k≤N define an isometry between H(N)
with Hilbert–Schmidt norm and RN
2
with Euclidean norm. Note that the
√
2 in the above rep-
resentation was inserted to guarantee the isometric nature of the correspondence. This isometry
between the two spaces gives a natural definition of Lebesgue measure on H(N), which we will
denote by λ.
For any U ∈ U(N) and r > 0, let
B(U, r) := {V ∈ U(N) : ‖U − V ‖ ≤ r} ,
and for any H ∈ H(N) and r > 0, let
b(H, r) := {G ∈ H(N) : ‖H −G‖ ≤ r} .
Recall that for any H ∈ H(N), eiH ∈ U(N), where
eiH :=
∞∑
j=0
1
j!
(iH)j .
The goal of this section is to prove the following theorem.
Theorem 11.1. Let σ denote the Haar measure on U(N). There exists r0 > 0, depending only on
N , such that the following is true. Let f : U(N) → [0,∞) be a Borel measurable function. Then
for any r ≤ r0,
(2− e6r)N2CN
∫
b(0,r)
f(eiH) dλ(H) ≤
∫
B(I,2r)
f(U) dσ(U) ≤ e6rN2CN
∫
b(0,3r)
f(eiH) dλ(H) ,
where
CN :=
∏N−1
j=1 j!
(2π)N(N+1)/2
.
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More generally, if for some n ≥ 1, f : U(N)n → [0,∞) is a Borel measurable function, then for
any r ≤ r0,
(2− e6r)N2nCnN
∫
b(0,r)n
f(eiH1 , . . . , eiHn) dλ(H1) · · · dλ(Hn)
≤
∫
B(I,2r)n
f(U1, . . . , Un) dσ(U1) · · · dσ(Un)
≤ e6rN2nCnN
∫
b(0,3r)n
f(eiH1 , . . . , eiHn) dλ(H1) · · · dλ(Hn) .
Incidentally, the reciprocal of the constant CN equals the volume of U(N), when U(N) is con-
sidered as a submanifold of RN
2
. This has been noted recently in Diaconis and Forrester (2016),
where it is derived as consequence of a formula of Hurwitz (1897). It would be interesting to see if
the derivation in Diaconis and Forrester (2016) can yield an alternative proof of Theorem 11.1.
Another remark, pointed out to me by Len Gross, is that Theorem 11.1 can probably be gen-
eralized to arbitrary compact Lie subgroups of U(N) using general properties of the exponential
map of U(N). The same remark applies to the results of Section 6.
Several lemmas are needed for the proof of Theorem 11.1. We will also need Theorem 6.1 from
Section 6. For easy reference, let
ψ(H) := eiH .
The first lemma gives an important set of inequalities for ψ.
Lemma 11.2. Suppose that H1,H2 ∈ b(0, r). Then
(2− er)‖H1 −H2‖ ≤ ‖ψ(H1)− ψ(H2)‖ ≤ er‖H1 −H2‖ .
In particular, ψ is a continuous function.
Proof. For any j ≥ 1,
‖Hj1 −Hj2‖ = ‖(Hj1 −Hj−11 H2) + (Hj−11 H2 −Hj−21 H22 ) + · · ·+ (H1Hj−12 −Hj2)‖
≤
j∑
k=1
‖Hj−k1 (H1 −H2)Hk−12 ‖
≤
j∑
k=1
‖H1‖j−k‖H1 −H2‖‖H2‖k−1
≤ jrj−1‖H1 −H2‖ .
Thus,
‖eiH1 − eiH2‖ ≤
∞∑
j=1
1
j!
‖Hj1 −Hj2‖
≤
∞∑
j=1
jrj−1
j!
‖H1 −H2‖
= er‖H1 −H2‖ ,
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which proves the upper bound. Next, note that
‖eiH1 − eiH2‖ =
∥∥∥∥
∞∑
j=1
ij
j!
(Hj1 −Hj2)
∥∥∥∥
≥ ‖H1 −H2‖ −
∥∥∥∥
∞∑
j=2
ij
j!
(Hj1 −Hj2)
∥∥∥∥
≥ ‖H1 −H2‖ −
∞∑
j=2
1
j!
‖Hj1 −Hj2‖
≥ ‖H1 −H2‖ −
∞∑
j=2
jrj−1
j!
‖H1 −H2‖
= (2− er)‖H1 −H2‖ .
This proves the lower bound and completes the proof of the lemma. 
The above lemma has two important corollaries.
Corollary 11.3. There exists r0 > 0, depending only on N , such that the following is true. For
any r ≤ r0, H ∈ b(0, r) and δ ≤ r,
B(eiH , (2 − e6r)δ) ⊆ ψ(b(H, δ)) ⊆ B(eiH , e2rδ) .
Proof. Without loss of generality, r is so small that e6r < 2. Take any G ∈ b(H, δ). Then
G ∈ b(0, r + δ). Therefore, by Lemma 11.2,
‖eiH − eiG‖ ≤ er+δ‖H −G‖ ≤ e2rδ .
This proves one inclusion. Next, take any
U ∈ B(eiH , (2 − e6r)δ) .
Let eiθ1 , . . . , eiθN be the eigenvalues of U , with θj’s chosen such that −π ≤ θj < π for each j. Then
U has a spectral decomposition V DV ∗, where V is a unitary matrix and D is a diagonal matrix
with diagonal entries eiθ1 , . . . , eiθN . Let Λ be the diagonal matrix with diagonal entries θ1, . . . , θN .
Then G := V ΛV ∗ is a Hermitian matrix, and U = eiG.
Now note that by the upper bound from Lemma 11.2,
‖I − eiH‖ = ‖ei0 − eiH‖ ≤ er‖H‖ ≤ err .
In other words, eiH ∈ B(I, err). Consequently,
B(eiH , δ) ⊆ B(I, err + δ) ⊆ B(I, (er + 1)r) ⊆ B(I, 3r) .
Since U ∈ B(eiH , δ), the above inclusion and the identity (6.1) imply that
9r2 ≥ ‖I − U‖2 = 2
N∑
j=1
(1− cos θj) .
Now recall that the θj’s are all in [−π, π]. Therefore, if r is sufficiently small (depending on N),
the above inequality implies that 1− cos θj ≥ θ2j/8 for each j. As a consequence,
‖G‖2 =
N∑
j=1
θ2j ≤ 36r2 .
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Thus, G and H both belong to b(0, 6r). By the lower bound from Lemma 11.2, this gives
‖G−H‖ ≤ ‖U − e
iH‖
(2− e6r) ≤ δ .
Therefore U ∈ ψ(b(H, δ)). This completes the proof of the lemma. 
Corollary 11.4. For any r < log 2, ψ is injective on b(0, r), and ψ−1 is continuous on ψ(b(0, r)).
Proof. The injectivity on b(0, r) for r < log 2 is clear from the lower bound of Lemma 11.2. Conti-
nuity of ψ−1 follows also from the same lower bound. 
Fix some r0 so small that the conclusions of Corollary 11.3 and Corollary 11.4 are valid for
r ≤ 2r0. For any Borel set A ⊆ b(0, r0), let
ν(A) := σ(ψ(A)) .
Note that ν is well-defined, since by Corollary 11.4, ψ−1 is a measurable map on ψ(b(0, r0)) and
therefore ψ(A) is a Borel subset of U(N) for any Borel set A ⊆ b(0, r0). Next, note that since ψ is
injective on b(0, r0), ν is countably additive. Thus, ν is a measure on b(0, r0). Extend the measure
ν to the whole of H(N) by defining it to be zero outside b(0, r0). Clearly, ν is a finite measure,
with total mass depending only on N .
Lemma 11.5. For any V ∈ U(N) and δ > 0,
σ(B(V, δ)) = σ(B(I, δ)) .
Proof. Lemma 7.3 implies that for any U, V ∈ U(N),
‖V − U‖HS = ‖V (I − V ∗U)‖HS = ‖I − V ∗U‖HS .
By the invariance of the Haar measure under multiplication, the set of all U such that ‖I−U‖HS ≤ δ
has the same measure as the set of all U such that ‖I − V ∗U‖HS ≤ δ. 
Lemma 11.6. For any H ∈ H(N) and δ > 0,
ν(b(H, δ)) ≤ CδN2 ,
where C depends only on N .
Proof. Since the total mass of ν is bounded by a finite constant that depends only on N , it suffices
to prove the lemma for sufficiently small δ. Assume that δ ≤ r0. If ‖H‖ > 2r0, b(H, δ) does not
intersect b(0, r0), and therefore ν(b(H, δ)) = 0. So assume that ‖H‖ ≤ 2r0. Then by Corollary 11.3,
ψ(b(H, δ)) ⊆ B(eiH , e4r0δ) .
Note that for any Borel set A ⊆ H(N) and any Borel set B ⊇ ψ(A),
ν(A) = ν(A ∩ b(0, r0)) = σ(ψ(A ∩ b(0, r0))) ≤ σ(B) .
Combining these two observations, we get
ν(b(H, δ)) ≤ σ(B(eiH , e4r0δ)) .
By Corollary 6.3 and Lemma 11.5, we get the desired upper bound on σ(B(eiH , e4r0δ)). 
Lemma 11.7. The measure ν is absolutely continuous with respect to the Lebesgue measure λ on
H(N) that was defined at the beginning of this section.
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Proof. Take any Borel set A ⊆ H(N) of Lebesgue measure zero. Take any η > 0. From the
standard construction of Lebesgue measure (for example, in Chapter 11 of Rudin (1976)), it follows
that there exists a countable collection of Euclidean balls B1, B2, . . . such that
A ⊆
∞⋃
j=1
Bj
and
∞∑
j=1
λ(Bj) < η .
On the other hand, by Lemma 11.6, ν(Bj) ≤ Cλ(Bj) for each j. Thus, ν(A) ≤ Cη. Since this is
true for any η, ν(A) must be zero. 
We are now ready to prove Theorem 11.1.
Proof of Theorem 11.1. Lemma 11.7 implies the existence of a Radon–Nikodym derivative ρ of ν
with respect to λ. By standard results (for example, Theorem 7.8 in Rudin (1987)) we know that
for almost every H,
ρ(H) = lim
δ→0
ν(b(H, δ))
λ(b(H, δ))
.
Plugging in the formula for the volume of a Euclidean ball, this gives
ρ(H) = lim
δ→0
Γ(N2/2 + 1)ν(b(H, δ))
πN2/2δN2
(11.1)
for almost all H. Now take any H such that ‖H‖ ≤ r < r0, for which the above identity holds.
Then for δ sufficiently small, b(H, δ) ⊆ b(0, r0), and therefore
ν(b(H, δ)) = σ(ψ(b(H, δ))) .
By Corollary 11.3, this implies that
σ(B(eiH , (2− e6r)δ)) ≤ ν(b(H, δ)) ≤ σ(B(eiH , e2rδ)) .
Applying Lemma 11.5 and Theorem 6.1, we get
(2− e6r)N2C ′N ≤ lim
δ→0
ν(b(H, δ))
δN2
≤ e2rN2C ′N ,
where
C ′N :=
∏N−1
j=1 j!
(2π)N/22N2/2Γ(N2/2 + 1)
.
By (11.1), this implies that for almost all H ∈ b(0, r),
(2− e6r)N2CN ≤ ρ(H) ≤ e2rN2CN , (11.2)
where CN is the constant defined in the statement of the theorem.
If r ≤ r0, then by the definition of ν and the injectivity of ψ,∫
ψ(b(0,r))
f(U) dσ(U) =
∫
b(0,r)
f(ψ(H)) dν(H) =
∫
b(0,r)
f(ψ(H))ρ(H) dλ(H) ,
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and therefore by (11.2),
(2− e6r)N2CN
∫
b(0,r)
f(ψ(H)) dλ(H) ≤
∫
ψ(b(0,r))
f(U) dσ(U)
≤ e2rN2CN
∫
b(0,r)
f(ψ(H)) dλ(H) . (11.3)
Now note that if r is sufficiently small, then by Corollary 11.3,
ψ(b(0, r)) ⊆ B(I, 2r) ⊆ ψ(b(0, 3r)) . (11.4)
To complete the proof for the first assertion of the theorem, use (11.4) in (11.3), after replacing r
with 3r in the second inequality.
For the second assertion (that is, for f : U(N)n → [0,∞)), fix U2, . . . , Un and integrate over U1.
In this integral, apply the upper bound for the case n = 1 to get∫
B(I,2r)n
f(U1, . . . , Un) dσ(U1) · · · dσ(Un)
≤ e6rN2CN
∫
b(0,3r)×B(I,2r)n−1
f(eiH1 , U2, . . . , Un) dλ(H1) dσ(U2) · · · dσ(Un) .
Next, fixH1, U3, . . . , Un and integrate over U2. In this integral, replace U2 by e
iH2 , incurring another
factor of e6rN
2
CN . The proof of the upper bound is completed by repeating this process n times,
replacing each Uj by e
iHj . The lower bound is obtained similarly. 
12. Some standard results about Gaussian measures
In this section we will review — mostly without proof — some results about Gaussian measures
that will be needed in the subsequent sections. A Gaussian measure on Rn is a probability measure
that has density proportional to e−P (x) with respect to Lebesgue measure, where P is a polynomial
of degree two. Not all polynomials of degree two correspond to Gaussian measures; P should have
the property that e−P (x) is integrable. A necessary and sufficient condition for this to happen is
that for some positive constant c,
P (x) ≥ c‖x‖2 whenever ‖x‖ is sufficiently large, (12.1)
where ‖x‖ denotes the Euclidean norm of x.
A different way to express the above criterion for integrability is as follows. Suppose that P (x)
is written as
P (x) = xTQx+ vTx+ c ,
where xT denotes the transpose of a column vector x ∈ Rn, Q is an n × n matrix, v ∈ Rn and
c ∈ R. Any polynomial of degree two can be written in the above format. Then the criterion (12.1)
is the same as saying that:
Q is a positive definite matrix. (12.2)
We will refer to xTQx as the quadratic component of P (x) and vTx as the linear component of P (x).
There is a standard way of writing the probability density function of a Gaussian measure on
R
n, which is the following:
1
(2π)n/2(det Σ)1/2
exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
. (12.3)
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Here Σ is an n×n positive definite matrix, µ ∈ Rn and detΣ is the determinant of Σ. If the density
is expressed as a function proportional to
exp(−xTQx− vTx− c) ,
then the relation between the pairs (Q, v) and (Σ, µ) is easy to read off by equating terms in the
exponent:
Σ =
1
2
Q−1 , (12.4)
µ = −Σv . (12.5)
Let X = (X1, . . . ,Xn) be a random vector with probability density (12.3). Then for each 1 ≤ j ≤ n,
E(Xj) = µj ,
where µj is the j
th coordinate of µ, and for each 1 ≤ j, k ≤ n,
Cov(Xj ,Xk) = E(XjXk)− E(Xj)E(Xk) = σjk ,
where σjk is the (j, k)
th entry of the matrix Σ. For this reason, µ is called the mean vector of X
and Σ is called the covariance matrix of X. If the mean vector is zero, the Gaussian measure is
said to be centered.
One significance of the above formulas is that a Gaussian probability measure is completely
determined by its mean vector and covariance matrix.
A property of Gaussian random vectors that will be important for us is that if X is a Gaussian
random vector as above, then for any A ⊆ {1, . . . , n}, the RA-valued random vector XA := (Xj)j∈A
also has a Gaussian distribution, with means and covariances inherited from X. That is, the mean
vector of XA is µA := (µj)j∈A and the covariance matrix of XA is ΣA := (σjk)j,k∈A.
Let a and b denote the minimum and maximum eigenvalues of Σ. Then recall that
a = min
‖x‖=1
xTΣx , b = max
‖x‖=1
xTΣx .
From this representation it follows easily that if aA and bA are the minimum and maximum eigen-
values of ΣA, then
a ≤ aA ≤ bA ≤ b . (12.6)
Recall also that the eigenvalues of Σ−1A are precisely the inverses of the eigenvalues of ΣA, and
that the determinant of ΣA is the product of the eigenvalues of ΣA. Therefore it follows from the
formula (12.3) and the above inequalities that the probability density of XA at a point xA ∈ RA is
bounded below by
1
(2π)|A|/2b|A|/2
exp
(
− 1
2a
‖xA − µA‖2
)
. (12.7)
One last fact about Gaussian random variables that we will need is the following well-known
inequality. Suppose that X1, . . . ,Xn are as above. Clearly, the variance of each Xj is bounded
above by b. Consequently, for any x ≥ 0 and θ ≥ 0,
P( max
1≤j≤n
|Xj − µj| ≥ x) ≤
n∑
j=1
P(|Xj − µj| ≥ x) = 2
n∑
j=1
P(Xj − µj ≥ x)
≤ 2e−θx
n∑
j=1
E(eθ(Xj−µj)) ≤ 2ne−θx+θ2b/2 .
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Choosing θ = x/b gives the bound
P( max
1≤j≤n
|Xj − µj| ≥ x) ≤ 2ne−x2/2b .
Consequently, if n ≥ 2 then
P
(
max
1≤j≤n
|Xj | ≥ max
1≤j≤n
|µj|+
√
6b log n
)
≤ 2
n2
≤ 1
2
. (12.8)
We will have crucial uses of (12.7) and (12.8) later.
13. Lattice Maxwell theory
In this section, we define lattice Maxwell theory. This is a Gaussian theory that will eventually
be used to approximate U(N) lattice gauge theory in the β → ∞ limit. Lattice Maxwell theory
puts a scalar variable on each edge of the lattice. We will later expand the theory to attached a
skew-Hermitian matrix to each edge, representing the Lie algebra approximation of the Lie group
U(N) near the identity. For a discussion of lattice Maxwell theory as it arises in the classical
literature, see Chapter 22 of Glimm and Jaffe (1987).
Let T (Bn) = R
En be the set of all real-valued functions on En. Recall the quadratic form Mn
on T (Bn) that was defined in Section 2. Take any set E such that
E0n ⊆ E ⊆ En ,
and let TE(Bn) := R
En\E . Let θ be a real-valued function on E. Take any t ∈ TE(Bn). Extend t
to an element s ∈ T (Bn) by defining
s(x, y) :=
{
θ(x, y) if (x, y) ∈ E,
t(x, y) if (x, y) ∈ En\E.
With t extended to s as above, define
ME,θ,n(t) :=Mn(s) .
The space TE(Bn) is endowed with the natural Euclidean norm:
‖t‖2 :=
∑
(x,y)∈En\E
t(x, y)2 .
The function θ that is zero everywhere on E is particularly important. This function will be denoted
by the symbol 0. The following lemma shows that ME,0,n is a positive definite quadratic form on
the vector space TE(Bn) and gives a lower bound for its smallest eigenvalue and an upper bound
for its largest eigenvalue. One can say that this result is a kind of discrete Poincare´ inequality.
Lemma 13.1. For each t ∈ TE(Bn),
C1
nd+2
‖t‖2 ≤ME,0,n(t) ≤ C2‖t‖2 ,
where C1 and C2 are positive constants that depend only on d.
Remark. One can show that the optimal lower bound is C1n
−d‖t‖2, but the cruder bound displayed
above will suffice for the applications of this lemma in this manuscript.
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Proof. First, extend t to an element s ∈ T (Bn) by defining s(x, y) = 0 for (x, y) ∈ E and s(x, y) =
t(x, y) for (x, y) ∈ En\E. Then ME,0,n(t) = Mn(s). The upper bound follows easily from the
definition of Mn(s), since each edge belongs to at most C plaquettes, where C depends only on d.
For the lower bound, it suffices to prove by induction that for each (x, y) ∈ En,
|s(x, y)| ≤ |x|1
√
Mn(s) , (13.1)
because |x|1 ≤ dn for every x ∈ Bn. (Recall that |x|1 denotes the ℓ1 norm of x.)
We will prove (13.1) by induction on |x|1. This is clearly true if |x|1 = 0, since every edge
incident to the origin belongs to E0n, and E
0
n ⊆ E. So assume that |x|1 > 0. Let x1, . . . , xd be the
coordinates of x. Then y = x+ ej for some j. Let k be the largest index such that xk 6= 0. If k ≤ j
then (x, y) ∈ E0n ⊆ E, and therefore s(x, y) = 0. So assume that k > j. Let
z := x− ek .
Then (z, j, k) ∈ B′n. Now note that the edges (z, z + ek) and (z + ej, z + ej + ek) belong to E0n.
Therefore,
s(z, j, k) = s(z, z + ej) + s(z + ej + ek, z + ek)
= s(z, z + ej)− s(x, y) .
This can be rewritten as
s(x, y) = s(z, z + ej)− s(z, j, k) .
If (z, z + ej) ∈ E, then s(z, z + ej) = 0 and the above identity gives
|s(x, y)| = |s(z, j, k)| ≤
√
Mn(s) ≤ |x|1
√
Mn(s) .
If (z, z + ej) 6∈ E, then since |z|1 = |x|1 − 1, the induction hypothesis implies that
|s(z, z + ej)| ≤ |z|1
√
Mn(s) = (|x|1 − 1)
√
Mn(s) ,
and therefore
|s(x, y)| ≤ |s(z, z + ej)|+ |s(z, j, k)|
≤ (|x|1 − 1)
√
Mn(s) +
√
Mn(s) = |x|1
√
Mn(s) .
This completes the induction step. 
By the lower bound from the above lemma and the criterion (12.2) discussed in Section 12, the
quadratic form ME,0,n defines a Gaussian measure on TE(Bn). We will denote this measure by
τE,0,n. Note that for any θ, ME,θ,n and ME,0,n differ by a linear function. In other words, the
quadratic component of ME,θ,n is the same as that of ME,0,n. Thus, ME,θ,n also defines a Gaussian
measure on TE(Bn), which we will denote by τE,θ,n. This Gaussian measure will be called lattice
Maxwell theory on Bn with boundary value θ. When E = E
0
n and θ = 0, we will simply write τn
instead of τE0n,0,n and T0(Bn) instead of TE0n(Bn).
14. Some estimates for lattice Maxwell theory
In this section, we will prove three important small ball probability estimates for lattice Maxwell
theory. Throughout, C,C1, C2, . . . will denote positive constants that depend only on d, whose
values may change from line to line. The first estimate is given by the following theorem.
Theorem 14.1. Take any n ≥ 2. For any nonempty A ⊆ E1n and η ∈ (0, 1/2],
τn({t ∈ T0(Bn) : |t(x, y)| ≤ η for all (x, y) ∈ A}) ≥ e−C|A|(log(1/η)+log n) ,
where C is a positive constant that depends only on d.
32 SOURAV CHATTERJEE
Proof. Recall that τn is a centered Gaussian measure. Let Σ denote the covariance matrix of this
measure. Let a and b be the smallest and largest eigenvalues of Σ. By the relation (12.4) and
Lemma 13.1,
C1 ≤ a ≤ b ≤ C2nd+2 . (14.1)
Let t be a random vector drawn from the measure τn. Then by the bounds from (14.1) and the
lower bound (12.7), it follows that
τn({t ∈ T0(Bn) : |t(x, y)| ≤ η for all (x, y) ∈ A}) ≥ (2η)
|A|e−|A|η
2/(2C1)
(2π)|A|/2(C2nd+2)|A|/2
.
Since η ≤ 1/2, the right side is bounded below by e−C|A|(log(1/η)+log n). 
Next, take any E0n ⊆ E ⊆ En, and a function θ : E → R. Let
‖θ‖2 :=
∑
(x,y)∈E
θ(x, y)2 .
Our second goal in this section is to prove the following result.
Theorem 14.2. There exists a constant C depending only on d such that for any E, θ and n,
τE,θ,n({t ∈ TE(Bn) : |t(x, y)| ≤ Cnd+2(1 + ‖θ‖) for all (x, y) ∈ En}) ≥ 1
2
.
Proof. As noted before, ME,θ,n and ME,0,n have the same quadratic component. This implies that
the covariance matrix of the Gaussian measure τE,θ,n is the same as that of τE,0,n. However, the
mean vector may be different for the two measures. Fix some θ and let µ denote the mean vector
of τE,θ,n. It is easy to see that the sum of squares of the coefficients in the linear component of
ME,θ,n is bounded above by C1‖θ‖2, since each edge can belong to at most C2 plaquettes. Thus,
by the representation (12.5) and the upper bound from (14.1),
‖µ‖ ≤ Cnd+2‖θ‖ .
In particular, the absolute value of each component of µ is bounded by Cnd+2‖θ‖. The result now
follows easily by (12.8), using the upper bound from (14.1). 
Theorem 14.1 and Theorem 14.2 help in proving the following theorem, which is one of the main
steps in the proof of Theorem 2.1.
Theorem 14.3. There exist positive constants C1 and C2, depending only on d, such that the
following is true. Take any n ≥ m ≥ 2 such that m ≤ √n. Then
τn({t ∈ T0(Bn) : |t(x, y)| ≤ C1md+2 for all (x, y) ∈ En}) ≥ exp
(
−C2n
d log n
m
)
.
Proof. Let r be largest integer such that r(m − 1) ≤ n − 1. Let B be the collection of subsets of
Bn of the form
{(x1, . . . , xd) : aj(m− 1) ≤ xj ≤ (aj + 1)(m− 1), j = 1, . . . , d} (14.2)
where a1, . . . , ad ∈ {0, 1, . . . , r− 1}. In other words, each element of B is a translate of the box Bm,
and two elements can intersect only at a common boundary. Let A be the collection of all elements
of En that belong to the boundaries of these boxes, plus all edges that are not contained in any of
the boxes. It is easy to see that there are O(nd−1m) edges that are not contained in any element
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of B and O(ndm−1) edges that belong to the boundaries of elements of B. Using the assumption
that m2 ≤ n, this implies
|A| ≤ Cn
d
m
+Cnd−1m ≤ Cn
d
m
. (14.3)
Also, we have
|B| ≤ Cn
d
md
. (14.4)
Let t be a random configuration drawn from the measure τn. Let
tA := (t(x, y))(x,y)∈A ,
and for each B ∈ B, let
tB := (t(x, y))(x,y)∈E(B)\A ,
where E(B) is the set of positively oriented edges of B. Consider the conditional distribution of t
given its values in A. It is easy to see from the definition of τn that under this conditioning, the
tB’s become independent random configurations, and each of them follows some τE,θ,m distribution,
where E is determined by the location of the box B and θ is determined by the values of t on
A ∩ E(B). Therefore by Theorem 14.2, there is a constant C depending only on d such that the
conditional probability given tA of the event
{|t(x, y)| ≤ Cmd+2(1 + ‖tA‖) for all (x, y) ∈ E(B)\A}
is at least 1/2. Consequently, the conditional probability that these events happen simultaneously
for all B ∈ B is at least (1/2)|B|. On the other hand, by Theorem 14.1, the event
{|t(x, y)| ≤ n−d/2 for all (x, y) ∈ A}
has probability at least e−C|A| logn. If this event happens, then ‖tA‖ ≤ C. The assertion of the
theorem follows by combining the two lower bounds obtained above and using (14.3) and (14.4). 
15. The infinite volume limit of lattice Maxwell theory
As in the previous section, C,C1, C2, . . . will denote positive constants that depend only on d,
whose values may change from line to line. Let l0n be the Lebesgue measure on T0(Bn). The
partition function of lattice Maxwell theory on Bn is defined as
ZM (Bn) :=
∫
T0(Bn)
e−
1
2
Mn(t) dl0n(t) .
The corresponding free energy per site is defined as
FM (Bn) :=
logZM (Bn)
nd
.
By the formula (12.3) for the probability density of Gaussian measures, we see that
FM (Bn) = Kn,d +
|E1n|
2nd
log(2π) , (15.1)
where Kn,d is the constant defined in equation (2.3) of Section 2. The following lemma gives an a
priori bound on the magnitude of FM (Bn).
Lemma 15.1. There is a constant C depending only on d such that for any n,
|FM (Bn)| ≤ C log n .
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Figure 3. The dashed lines represent the edges belonging to E′n, for n = 7 and
d = 2. Note the slight difference with the edge set E0n shown in Figure 2.
Proof. Recalling the formula (2.3) for Kn,d, we need to only show that
| log detM0n| ≤ Cnd log n .
By Lemma 13.1, the smallest eigenvalue of M0n is at least C1n
−(d+2) and the largest eigenvalue is
at most C2. Therefore
C1
n(d+2)nd
≤ detM0n ≤ Cn
d
2 .
The proof is completed by taking logarithms on both sides. 
The following theorem establishes the existence of the infinite volume limit of the free energy
per site of lattice Maxwell theory. This is the main result of this section.
Theorem 15.2. As n→∞, FM (Bn) converges to a finite limit.
The proof of Theorem 15.2 requires two lemmas. First, take any n ≥ 3. Let E′n denote the union
of E0n and the set of boundary edges of Bn. The set E
′
n in dimension two is depicted in Figure 3.
For simplicity, let us write T ′(Bn) instead of TE′n(Bn). Let l
′
n be the Lebesgue measure on
T ′(Bn). Recall the definition of the quadratic form ME′n,0,n on T
′(Bn) from Section 13. Let us
denote it simply by Mn. Let Dn be the set of all t ∈ T ′(Bn) such that |t(x, y)| ≤ n−(d−1)/2 for any
(x, y) that belongs to a plaquette that touches the boundary of Bn. Define
Z ′M (Bn) :=
∫
Dn
e−
1
2
Mn(t) dl′n(t)
and
F ′M (Bn) :=
1
nd
logZ ′M (Bn) .
The following lemma is the first ingredient in the proof of Theorem 15.2.
Lemma 15.3. There is a constant C depending only on d such that for any n ≥ 3,
|F ′M (Bn)− FM (Bn)| ≤
C log n
n
.
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Figure 4. The dashed lines represent the edges belonging to Emn , for n = 7, m = 4
and d = 2.
Proof. Let An be the subset of T0(Bn) consisting of all t such that |t(x, y)| ≤ n−(d−1)/2 for any
(x, y) that belongs to a plaquette that touches the boundary of Bn. By Theorem 14.1,
e−Cn
d−1 lognZM (Bn) ≤
∫
An
e−
1
2
Mn(t) dl0n(t) ≤ ZM (Bn) . (15.2)
Take any t ∈ T0(Bn). Let t′ be the configuration obtained by changing the value of t everywhere
on E′n to zero. Define
M ′n(t) :=Mn(t
′) .
Note that by the defining property of An, it is easy to see that for any t ∈ An,
|Mn(t)−M ′n(t)| ≤ C .
Thus,
e−C
∫
An
e−
1
2
M ′n(t) dl0n(t) ≤
∫
An
e−
1
2
Mn(t) dl0n(t) ≤ eC
∫
An
e−
1
2
M ′n(t) dl0n(t) . (15.3)
Now note that by the definition of M ′n, M
′
n(t) has no dependence on the values of t at the edges
that belong to E′n. Therefore by the product nature of l
0
n and the rectangular nature of An, we can
integrate out the edges in E′n\E0n and get∫
An
e−
1
2
M ′n(t) dl0n(t) = (2n
−(d−1)/2)|E
′
n\E
0
n|
∫
Dn
e−
1
2
Mn(t) dl′n(t) . (15.4)
The proof is now easily completed by combining (15.2), (15.3) and (15.4), and the fact that
|E′n\E0n| = O(nd−1). 
Next, take 3 ≤ m ≤ n such that n − 1 is a multiple of m − 1. Let B be as in the the proof of
Theorem 14.3. Each element of B is a translate of Bm. Therefore, the set of edges of an element
of B contains a translate of E′m, where E′m is the union of E0m and the boundary edges of Bm,
as defined above. Let Emn be the union of all these translates. The set E
m
n in dimension two is
depicted in Figure 4.
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For simplicity, let us write Tm(Bn) instead of TEmn (Bn). Let l
m
n be the Lebesgue measure on
Tm(Bn). Recall the definition of the quadratic formMEmn ,0,n on Tm(Bn) from Section 13. As before,
let us denote it simply by Mn. Let Sm,n be set of all t ∈ Tm(Bn) such that |t(x, y)| ≤ m−(d−1)/2
for any (x, y) that belongs to a plaquette that touches the boundary of any element of B. Define
ZM,m(Bn) :=
∫
Sm,n
e−
1
2
Mn(t) dlmn (t)
and
FM,m(Bn) :=
1
nd
logZM,m(Bn) .
The next lemma is the second component of the proof of Theorem 15.2.
Lemma 15.4. For any 3 ≤ m ≤ n such that n− 1 is a multiple of m− 1,
|FM,m(Bn)− FM (Bn)| ≤ C log n
m
,
where C depends only on d.
Proof. Let Rm,n be the subset of T0(Bn) consisting of all t such that |t(x, y)| ≤ m−(d−1)/2 for any
(x, y) that belongs to a plaquette that touches the boundary of any element of B to which (x, y)
belongs. By Theorem 14.1,
e−Cn
dm−1 lognZM (Bn) ≤
∫
Rm,n
e−
1
2
Mn(t) dl0n(t) ≤ ZM (Bn) . (15.5)
Take any t ∈ T0(Bn). Let tm be the configuration obtained by changing the value of t everywhere
on Emn to zero. Define
Mn,m(t) :=Mn(t
m) .
It is easy to see that for any t ∈ Rm,n,
|Mn(t)−Mn,m(t)| ≤ Cn
d
md
.
Thus,
e−Cn
dm−d
∫
Rm,n
e−
1
2
Mn,m(t) dl0n(t) ≤
∫
Rm,n
e−
1
2
Mn(t) dl0n(t)
≤ eCndm−d
∫
Rm,n
e−
1
2
Mm,n(t) dl0n(t) . (15.6)
Note that by the definition of Mn,m, Mn,m(t) has no dependence on the values of t at the edges
that belong to Emn . Therefore by the product nature of l
0
n and the rectangular nature of Rm,n, we
can integrate out the edges in Emn \E0n and get∫
Rm,n
e−
1
2
Mn,m(t) dl0n(t) = (2m
−(d−1)/2)|E
m
n \E
0
n|
∫
Sm,n
e−
1
2
Mn(t) dlmn (t) . (15.7)
The proof is now easily completed by combining (15.5), (15.6) and (15.7), and the fact that
|Emn \E0n| = O(nd/m). 
We are now ready to prove Theorem 15.2.
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Proof of Theorem 15.2. Take any 3 ≤ m ≤ n such that n − 1 is a multiple of m− 1. It is easy to
see that ZM,m(Bn) breaks up as a product of |B| integrals, and each element of the product equals
Z ′M (Bm). In other words,
ZM,m(Bn) = (Z
′
M (Bm))
|B| .
Therefore,
FM,m(Bn) =
|B|md
nd
F ′M (Bm) .
Since
|B| = n
d
md
+O
(
nd
md+1
)
,
the identity from the previous display, Lemma 15.1 and Lemma 15.3 imply that
|FM,m(Bn)− F ′M (Bm)| ≤
C
m
|F ′M (Bm)|
≤ C
m
(
|FM (Bm)|+ C logm
m
)
≤ C logm
m
.
Therefore by Lemma 15.4,
|F ′M (Bm)− FM (Bn)| ≤
C log n
m
.
By the above inequality and Lemma 15.3, we get
|F ′M (Bm)− F ′M (Bn)| ≤
C log n
m
. (15.8)
It follows from this inequality that the sequence {F ′M (B2k+1)}k≥1 is Cauchy and hence convergent.
Now take any l and suppose that 2k + 1 ≤ l ≤ 2k+1 + 1. Let m := 2k + 1 and let
n := (m− 1)(l − 1) + 1 .
Then both m− 1 and l − 1 divide n− 1. Thus, by (15.8),
|F ′M (Bl)− F ′M (Bm)| ≤ |F ′M (Bm)− F ′M (Bn)|+ |F ′M (Bl)− F ′M (Bn)|
≤ C log n
m
+
C log n
l
≤ Ck
2k
.
Thus, F ′M (Bn) converges as n→∞. By Lemma 15.3, this implies that FM (Bn) is convergent. 
16. From Wilson action to Maxwell action
The goal of this section is to complete the program started in Section 11, by giving a concrete
prescription, with error bounds, for replacing the Wilson action by the action of lattice Maxwell
theory. This will help in replacing the integrals over U(N) with integrals over H(N). Recall that
H(N) is the set of N×N Hermitian matrices. Although the Lie algebra of U(N) is the set of skew-
Hermitian matrices, it suffices to work with Hermitian matrices since a skew-Hermitian matrix is
just a Hermitian matrix multiplied by i.
38 SOURAV CHATTERJEE
Suppose that to each (x, y) ∈ En we attach a Hermitian matrix H(x, y) ∈ H(N), and let
H(y, x) := −H(x, y). Let H(Bn) be the set of all such assignments. Given a configuration H ∈
H(Bn) and a plaquette (x, j, k) ∈ B′n, define
H(x, j, k) := H(x, x+ ej) +H(x+ ej , x+ ej + ek)
+H(x+ ej + ek, x+ ej) +H(x+ ej , x) .
The Maxwell action for a configuration H ∈ H(Bn) is defined as
Mn(H) :=
∑
(x,j,k)∈B′n
‖H(x, j, k)‖2 .
Let H0(Bn) be the set of all H ∈ H(Bn) such that H(x, y) = 0 for all (x, y) ∈ E0n. Now recall the
definition of Lebesgue measure on H(N) that we adopted in Section 11. This naturally leads to a
definition of a product Lebesgue measure λ0n on H0(Bn). Define
ZH(Bn) :=
∫
H0(Bn)
e−
1
2
Mn(H) dλ0n(H)
and
FH(Bn) :=
logZH(Bn)
nd
.
From the way Lebesgue measure on H(N) was defined in Section 11, and the way that Mn(H) is
defined here, it easy to see that the integral defining ZH(Bn) can be written as a product of N
2
integrals, giving
ZH(Bn) = (ZM (Bn))
N2 ,
where ZM (Bn) is the partition function of lattice Maxwell theory defined in Section 15. Therefore
FH(Bn) = N
2FM (Bn) . (16.1)
The following lemma gives a quadratic approximation of eiH for a Hermitian matrix H.
Lemma 16.1. If H is a Hermitian matrix, then∥∥∥∥eiH − I − iH + H22
∥∥∥∥ ≤ ‖H‖36 .
Proof. Define a matrix valued function
f(t) := eitH − I − itH + t
2H2
2
.
Then f(0) = f ′(0) = f ′′(0) = 0, and by Lemma 7.3,
‖f ′′′(t)‖ = ‖H3eitH‖ = ‖H3‖ ≤ ‖H‖3 .
Thus, ∥∥∥∥eiH − I − iH + H22
∥∥∥∥ = ‖f(1)‖
=
∥∥∥∥12
∫ 1
0
(1− t)2f ′′′(t) dt
∥∥∥∥
≤ 1
2
∫ 1
0
(1− t)2‖f ′′′(t)‖ dt ≤ ‖H‖
3
6
.
This completes the proof of the lemma. 
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For any H ∈ H(Bn), let U = eiH ∈ U(Bn) be the configuration that is defined as
U(x, y) := eiH(x,y) .
The next lemma extends the quadratic approximation of eiH to configurations H ∈ H(Bn).
Lemma 16.2. Take any H ∈ H(Bn) and let U := eiH . Suppose that η is a number such that for
all (x, y) ∈ En, ‖H(x, y)‖ ≤ η ≤ 1. Then for any (x, j, k) ∈ B′n,∣∣∣∣φ(U(x, j, k)) − 12‖H(x, j, k)‖2
∣∣∣∣ ≤ Cη3 ,
where C depends only on N .
Proof. For each (x, y) ∈ En, let
R(x, y) := I + iH(x, y)− H(x, y)
2
2
and let
R(y, x) := I + iH(y, x) − H(y, x)
2
2
= I − iH(x, y)− H(x, y)
2
2
.
For (x, j, k) ∈ B′n, let
R(x, j, k) := R(x, x+ ej)R(x+ ej , x+ ej + ek)R(x+ ej + ek, x+ ej)R(x+ ej , x) .
By Lemma 16.1, for any (x, y) ∈ En, ‖U(x, y)−R(x, y)‖ and ‖U(y, x)−R(y, x)‖ are both bounded
by η3/6. Since η ≤ 1, this implies in particular that ‖R(x, y)‖ and ‖R(y, x)‖ are bounded by C for
all (x, y), where C stands for a constant that depends only on N . From these two observations it
follows easily that for each (x, j, k) ∈ B′n,
‖U(x, j, k) −R(x, j, k)‖ ≤ Cη3 .
By the triangle inequality, this gives
|‖I − U(x, j, k)‖ − ‖I −R(x, j, k)‖| ≤ Cη3 .
Since ‖I−U(x, j, k)‖ ≤ C, this implies in particular that ‖I−R(x, j, k)‖ ≤ C. Thus, by Lemma 7.2,
|φ(U(x, j, k)) − φ(R(x, j, k))| = 1
2
|‖I − U(x, j, k)‖2 − ‖I −R(x, j, k)‖2| ≤ Cη3 . (16.2)
Now take any (x, j, k) ∈ B′n. For simplicity, let
H1 := H(x, x+ ej) ,
H2 := H(x+ ej , x+ ej + ek) ,
H3 := H(x+ ej + ek, x+ ek) ,
H4 := H(x+ ek, x) .
With this notation, observe that
R(x, j, k) = I + i(H1 +H2 +H3 +H4)− 1
2
(H21 +H
2
2 +H
2
3 +H
2
4 )
− (H1H2 +H1H3 +H1H4 +H2H3 +H2H4 +H3H4)
+ cubic and higher order terms.
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Since Hj’s are Hermitian matrices, Tr(H1 +H2 +H3 +H4) is real. Therefore
Re(Tr(i(H1 +H2 +H3 +H4))) = 0 .
Since Tr(AB) = Tr(BA),
1
2
Tr(H21 +H
2
2 +H
2
3 +H
2
4 ) + Tr(H1H2 +H1H3 +H1H4 +H2H3 +H2H4 +H3H4)
=
1
2
Tr((H1 +H2 +H3 +H4)
2) =
1
2
‖H(x, j, k)‖2 .
Lastly, observe that the absolute values of the traces of the cubic terms are bounded above by Cη3.
Combining these observations, we get
φ(R(x, j, k)) = Re(Tr(I −R(x, j, k))) = 1
2
‖H(x, j, k)‖2 + remainder ,
where the absolute value of the remainder term is bounded by Cη3. The proof is completed by
combining this with (16.2). 
A direct consequence of Lemma 16.2 is the following theorem, which is the main result of this
section.
Theorem 16.3. Take any H ∈ H(Bn). Suppose that r is a number such that ‖H(x, y)‖ ≤ r for
every (x, y) ∈ En. Then ∣∣∣∣SBn(eiH)− 12Mn(H)
∣∣∣∣ ≤ Cr3nd ,
where C depends only on d and N .
Proof. Let U := eiH . Recalling the formulas for SBn(e
iH) and Mn(H), we see that
SBn(e
iH)− 1
2
Mn(H) =
∑
(x,j,k)∈B′n
(
φ(U(x, j, k)) − 1
2
‖H(x, j, k)‖2
)
.
The proof is now easily completed by applying Lemma 16.2. 
17. Proof of the main theorem
The goal of this section is to wrap up the proof of Theorem 2.1 by connecting the various
threads derived in the previous sections. Throughout this section, CN is the constant defined in
the statement of Theorem 11.1. Let ZM and FM be defined as in Section 15 and ZH and FH be
defined as in Section 16.
The proof is divided into two parts. First, we will prove an upper bound on the lim sup of the
free energy per site that agrees with the formula given in Theorem 2.1, and then we will establish
the matching lower bound on the lim inf of the free energy per site. Establishing the upper bound
requires a few lemmas. The first lemma, stated below, calculates the size of E1n.
Lemma 17.1. For each n ≥ 2,
|E1n| = (d− 1)nd − dnd−1 + 1 .
Proof. For 0 ≤ l ≤ d, let Bln be the set of all x ∈ Bn such that l of the coordinates of x that are
less than n − 1 and the rest are equal to n − 1. Then there are exactly l choices of y such that
(x, y) ∈ En. Thus,
|En| =
d∑
l=1
l|Bln| .
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Now, clearly,
|Bln| =
(
d
l
)
(n− 1)l .
Therefore
|En| =
d∑
l=1
(
d
l
)
l(n− 1)l = dnd−1(n− 1) .
Next, take any (x, y) ∈ E0n. Then there exists 1 ≤ j ≤ d, x1, . . . , xj−1 ∈ {0, 1, . . . , n − 1} and
xj ∈ {0, 1, . . . , n− 2} such that
x = (x1, . . . , xj−1, xj, 0, . . . , 0)
and
y = (x1, . . . , xj−1, xj + 1, 0, . . . , 0) .
For each choice of j, x1, . . . , xj−1 can be chosen in n
j−1 ways and xj can be chosen in (n− 1) ways.
Therefore
|E0n| =
d∑
j=1
nj−1(n− 1) = nd − 1 .
This completes the proof, since |E1n| = |En| − |E0n|. 
The next lemma is an extension of Theorem 10.1, which states that a desired upper bound holds
if n is not too large (depending on β).
Lemma 17.2. Define
δn,β := n
(d+1)/2
(
log β
β
)1/2
.
Then for any n and g0,
F (Bn, g0) ≤ |E
1
n|
nd
logCN − |E
1
n|
2nd
N2 log β +N2FM (Bn) +
C
nd
+ Cδn,β + Cβδ
3
n,β ,
where C depends only on N and d.
Proof. Take any n ≥ 2. Let C1 be the constant from Theorem 10.1. Let r0 be as in Theorem 11.1.
First, suppose that
r :=
1
2
C1δn,β ≤ r0 . (17.1)
Let Uβ0 (Bn) be as in Theorem 10.1. Let B(I, r) and b(0, r) be as in Section 11, so that if U ∈ Uβ0 (Bn),
then U(x, y) ∈ B(I, 2r) for each (x, y) ∈ E1n. Let T be the subset ofH0(Bn) whereH(x, y) ∈ b(0, 3r)
for each (x, y) ∈ E1n. Then by the upper bound from Theorem 11.1,∫
Uβ
0
(Bn)
e−βSBn (U) dσ0Bn(U) ≤ C
|E1n|
N e
Crnd
∫
T
e−βSBn (e
iH ) dλ0n(H) .
But by Theorem 16.3, for any H ∈ T ,∣∣∣∣SBn(eiH)− 12Mn(H)
∣∣∣∣ ≤ Cr3nd .
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Thus, ∫
Uβ
0
(Bn)
e−βSBn (U) dσ0Bn(U) ≤ C
|E1n|
N e
C(r+βr3)nd
∫
H0(Bn)
e−
1
2
βMn(H) dλ0n(H) .
Making the change of variable G =
√
βH, we get∫
H0(Bn)
e−
1
2
βMn(H) dλ0n(H) = β
− 1
2
N2|E1n|ZH(Bn) .
Combining the steps and applying Theorem 10.1, we get
F (Bn, g0) ≤ log 2
nd
+
|E1n|
nd
logCN − |E
1
n|
2nd
N2 log β + FH(Bn) +Cr + Cβr
3 .
The proof is now completed by applying the identity (16.1).
Note that the above proof was executed under the assumption (17.1). Suppose now that this
assumption is violated. The assertion of the lemma is trivially true in this case, for a large
enough choice of C. This is because F (Bn, g0) ≤ 0, |E1n|/nd is uniformly bounded irrespective
of n (Lemma 17.1), and FM (Bn) is also uniformly bounded irrespective of n (Theorem 15.2). 
The next lemma is a key tool in removing the condition about the smallness of n that is present
in Lemma 17.2.
Lemma 17.3. For any 2 ≤ m ≤ n,
F (Bn, g0) ≤
(
1− Cm
n
)
F (Bm, g0) ,
where C depends only on d.
Proof. Suppose that n = km + r, where 0 ≤ r ≤ m − 1. Then Bkm is contained in Bn and is a
disjoint union of kd translates of Bm. Since φ is a nonnegative function, this implies that
Z(Bn, g0) ≤ Z(Bkm, g0) ≤ (Z(Bm, g0))kd .
Take logarithm on both sides and dividing by nd, we get
F (Bn, g0) ≤ k
dmd
nd
F (Bm, g0) =
(n− r)d
nd
F (Bm, g0) .
This completes the proof, since r ≤ m− 1 and F (Bm, g0) ≤ 0. 
Finally, the following lemma gives the required upper bound on the lim sup of the free energy
per site, without any restriction on the growth rates of n and β.
Lemma 17.4.
lim sup
n→∞
g0→0
(
F (Bn, g0) +
|E1n|
2nd
N2 log β
)
≤ (d− 1) logCN +N2 lim
n→∞
FM (Bn) .
Proof. Let δn,β be as in Lemma 17.2. Suppose that n → ∞ and g0 → 0 simultaneously in such
a way that both δn,β and βδ
3
n,β tend to zero. In this case, the result follows by Lemma 17.2,
Lemma 17.1 and Theorem 15.2.
Next, suppose that at least one of δn,β and βδ
3
n,β remains bounded away from zero along a
subsequence. We will show that the claimed inequality holds if the lim sup is taken along that
subsequence. This will complete the proof of the lemma. Without loss of generality, we may
assume that the subsequence is the whole sequence. Then the assumed condition implies that n
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must be growing at least as fast as a positive power of β. This allows us to define a third parameter,
m, varying like a small positive power of β, so slowly that the following conditions hold:
δm,β → 0 , βδ3m,β → 0 ,
m log β
n
→ 0 . (17.2)
Note that the third condition in the above display implies that
m
n
→ 0 . (17.3)
By Lemma 17.2 and Lemma 17.3,
F (Bn, g0) +
|E1n|
2nd
N2 log β ≤
(
1− Cm
n
)
F (Bm, g0) +
|E1n|
2nd
N2 log β
≤
(
1− Cm
n
)( |E1m|
md
logCN +N
2FM (Bm) +
C
md
+ Cδm,β + Cβδ
3
m,β
)
+
( |E1n|
2nd
− |E
1
m|
2md
(
1− Cm
n
))
N2 log β .
By (17.2), (17.3), Lemma 17.1, Theorem 15.2 and the fact that m→∞, the first term tends to
(d− 1) logCN +N2 lim
m→∞
FM (Bm) .
By (17.2), Lemma 17.1 and the fact that m grows like a positive power of β,( |E1n|
2nd
−|E
1
m|
2md
(
1− Cm
n
))
N2 log β ≤ C log β
m
+
Cm log β
n
→ 0 .
Combining the last three displays completes the proof. 
Next, we begin our quest for the lower bound. The following lemma shows that it suffices to
work with n that is not too large (depending on β).
Lemma 17.5. For any m and n,
|F (Bm, g0)− F (Bn, g0)| ≤ Cβ
m
+
Cβ
n
,
where C depends only on N and d.
Proof. Take any two positive integers m and n. Let l := mn. Then Bl is a disjoint union of m
d
translates of Bn. Let B denote this set of translates of Bn. For any U ∈ U(Bl) and any B ∈ B, let
UB denote the restriction of the configuration U to the box B. Note that UB ∈ U(B).
Since the eigenvalues of a unitary matrix lie on the unit circle, the range of the function φ is
contained in the interval [0, 2N ]. This implies that for any U ∈ U(Bl),
0 ≤ SBl(U)−
∑
B∈B
SB(UB) ≤ Cmdnd−1 , (17.4)
since the number of plaquettes of Bl that are not plaquettes of any element of B is bounded by a
constant times mdnd−1. Since∫
U(Bl)
exp
(
−β
∑
B∈B
SB(UB)
)
dσBl(U) =
∏
B∈B
∫
U(B)
exp(−βSB(U)) dσB(U)
= Z(Bn, g0)
|B| = Z(Bn, g0)
md ,
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the inequality (17.4) implies that
Z(Bn, g0)
mde−Cβm
dnd−1 ≤ Z(Bl, g0) ≤ Z(Bn, g0)md . (17.5)
Taking logarithm on both sides and dividing by ld gives
F (Bn, g0)− Cβ
n
≤ F (Bl, g0) ≤ F (Bn, g0) .
Therefore,
|F (Bn, g0)− F (Bl, g0)| ≤ Cβ
n
.
Exchanging m and n in the above argument, we see that the following inequality also holds:
|F (Bm, g0)− F (Bl, g0)| ≤ Cβ
m
.
The proof is now easily completed by combining the last two displays. 
The next lemma establishes the required lower bound if n is not growing too fast with β. This
lemma heavily uses the estimates for lattice Maxwell theory that we obtained earlier.
Lemma 17.6. If β is large enough (depending on N and d) and n ≤ β2, then
F (Bn, g0) ≥ |E
1
n|
nd
logCN − |E
1
n|
2nd
N2 log β +N2FM (Bn)− C log β
β1/(10d+20)
− C log n√
n
,
where C is a positive constant that depends only on N and d.
Proof. Take any n ≤ β2. Recall the constant r0 from Theorem 11.1. Take any c ∈ (1/3, 1/2) and
let r := β−c. Assume that β is so large that r ∈ (0, r0]. Observe that by Corollary 9.4,
Z(Bn, g0) =
∫
U0(Bn)
e−βSBn (U) dσ0Bn(U)
≥
∫
A
e−βSBn (U) dσ0Bn(U) , (17.6)
where
A := {U ∈ U0(Bn) : U(x, y) ∈ B(I, 2r) for all (x, y) ∈ En} .
Let T be the subset of H0(Bn) where H(x, y) ∈ b(0, r) for each (x, y) ∈ E1n. Then by the lower
bound from Theorem 11.1,∫
A
e−βSBn (U) dσ0Bn(U) ≥ C
|E1n|
N e
−Crnd
∫
T
e−βSBn (e
iH) dλ0n(H) .
But by Lemma 16.2, for any H ∈ T ,∣∣∣∣SBn(eiH)− 12Mn(H)
∣∣∣∣ ≤ Cr3nd .
Thus, ∫
A
e−βSBn (U) dσ0Bn(U) ≥ C
|E1n|
N e
−C(r+βr3)nd
∫
T
e−
1
2
βMn(H) dλ0n(H) . (17.7)
Making the change of variable G =
√
βH, we get∫
T
e−βMn(H) dλ0n(H) = β
− 1
2
N2|E1n|
∫
T ′
e−
1
2
Mn(G) dλ0n(G) . (17.8)
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where T ′ is the set of all G ∈ H(Bn) such that G(x, y) ∈ b(0,
√
βr) for each (x, y). Let
η := min
{√
βr
2N
, C1n
(d+2)/2
}
,
where C1 is the constant from Theorem 14.3. Choose an integer m such that
η
2
≤ C1md+2 ≤ η . (17.9)
It is possible to choose such an m if n and β are large enough, since r = β−c and c < 1/2. Let T ′′
be the set of all G ∈ H(Bn) such that for any (x, y) ∈ En, the real and imaginary parts of every
entry of the matrix G(x, y) have magnitudes ≤ C1md+2. By (17.9), it follows that
T ′′ ⊆ T ′ .
Also, by (17.9), m ≤ √n. Therefore by the lower bound from (17.9), the probability inequality
from Theorem 14.3, and the product structures of the set T ′′ and the measure e−
1
2
Mn(G) dλ0n(G),
it follows that
1
ZH(Bn)
∫
T ′
e−
1
2
Mn(G) dλ0n(G) ≥
1
ZH(Bn)
∫
T ′′
e−
1
2
Mn(G) dλ0n(G)
≥ exp
(
−Cn
d log n
m
)
≥ exp
(
− Cn
d log n
(
√
βr)1/(d+2)
− Cn
d log n√
n
)
. (17.10)
Combining (17.6), (17.7), (17.8) and (17.10), and applying (16.1), we get
F (Bn, g0) ≥ |E
1
n|
nd
logCN − |E
1
n|
2nd
N2 log β +N2FM (Bn)
− C(r + βr3)− C log n
(
√
βr)1/(d+2)
− C log n√
n
.
Since n ≤ β2 and r = β−c for some c ∈ (1/3, 1/2), this gives
F (Bn, g0) ≥ |E
1
n|
nd
logCN − |E
1
n|
2nd
N2 log β +N2FM (Bn)
−C(β−c + β1−3c)− C log β
β(1−2c)/2(d+2)
− C log n√
n
.
The proof is completed by taking c = 2/5 and observing that the fourth term on the right is
dominated by the fifth. 
Finally, the following lemma combines Lemma 17.5 and Lemma 17.6 to remove all constraints
on the growth rates of n and β.
Lemma 17.7.
lim inf
n→∞
g0→0
(
F (Bn, g0) +
|E1n|
2nd
N2 log β
)
≥ (d− 1) logCN +N2 lim
n→∞
FM (Bn) .
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Proof. If n grows slower than β2, then the claim follows by Lemma 17.6, Lemma 17.1 and The-
orem 15.2. Suppose that n grows faster than β2. Let m be the integer part of β2. Then by
Lemma 17.5,
F (Bn, g0) +
|E1n|
2nd
N2 log β ≥ F (Bm, g0)− C
β
+
|E1n|
2nd
N2 log β
=
(
F (Bm, g0) +
|E1m|
2md
N2 log β
)
− C
β
+
( |E1n|
2nd
− |E
1
m|
2md
)
N2 log β .
We have already argued that the lim inf of the first term has the desired lower bound, since m is
growing like β2. To complete the proof, note that since n and m are both growing at least as fast
as β2, Lemma 17.1 ensures that the third term tends to zero. 
We are now ready to complete the proof of Theorem 2.1.
Proof of Theorem 2.1. By Lemma 17.4 and Lemma 17.7, we get
lim
n→∞
g0→0
(
F (Bn, g0) +
|E1n|
2nd
N2 log β
)
= (d− 1) logCN +N2 lim
n→∞
FM (Bn) .
Lemma 17.1 gives the size of E1n. On the other hand by (15.1), Theorem 15.2 and Lemma 17.1,
lim
n→∞
FM (Bn) = Kd +
d− 1
2
log(2π) .
Lastly, note that
logCN +
N2
2
log(2π) = log
(∏N−1
j=1 j!
(2π)N/2
)
.
This completes the proof of Theorem 2.1. 
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