A new Central Limit Theorem (CLT) is developed for random variables of the form ξ = z ⊤ f (z) − div f (z) where z ∼ N (0, In). The normal approximation is proved to hold when the squared norm of f (z) dominates the squared Frobenius norm of ∇f (z) in expectation.
Introduction
Consider a linear regression model y = Xβ + ε (1.1) with an unknown target vector β ∈ R p , a Gaussian noise vector ε ∼ N (0, σ 2 I n ), and a Gaussian design matrix X ∈ R n×p with iid N (0, Σ) rows. We assume throughout the sequel that Σ is invertible. The goal is to construct confidence intervals for θ = a 0 , β from a given initial estimatorβ. A now well-known technique, referred to as de-biasing, provides a correction to the initial estimate a 0 ,β in the direction a 0 , so that the "de-biased" estimator can be used for inference about θ = a 0 , β .
There is a vast literature on asymptotic normality of de-biased estimates in sparse linear regression where the initial estimatorβ is the Lasso, cf.
[ZZ14, VdGBR + 14, JM14a, JM14b, JM + 18, MM18, BZ18a] among others. The techniques in these papers handle different asymptotic regimes. If s 0 denotes the sparsity of the unknown coefficient vector β in the linear model (1.1), [ZZ14, VdGBR + 14, JM14a] provide asymptotic normality results in the regime s 0 √ n up to logarithmic factors. Later, [JM + 18, Theorem 3.6] showed that asymptotic normality of the de-biased estimate is granted in the regime s 0 (log p) 2 /n → 0 for Gaussian designs with known Σ under the assumption that the ℓ 1 norm of the columns of the precision matrix Σ −1 is bounded. More recently, [BZ18a] relaxed the assumption on the ℓ 1 of the columns of the precision matrix, and established that asymptotic normality of the de-biased estimate occurs in the regime s 0 log(p/s 0 )/n → 0 provided that the de-biasing scheme is modified with a degrees-of-freedom adjustment to account for the degrees-offreedom of the Lasso.
The literature on asymptotic normality of de-biased estimates in the regime (1.2) p/n → γ ∈ (0, +∞), s 0 /n → κ ∈ (0, 1) for constants γ, κ > 0 is more scarce. The works [JM14b, MM18] provide asymptotic normality results in this regime for the Lasso but the argument only applies to identity covariance matrix, i.e., when the design matrix has iid N (0, 1) entries. Similar results [EKBB + 13, DM16] were obtained to study M -estimators in the regime (1.2). For M -estimators, a rotation argument reduces the problem of correlated designs to a corresponding uncorrelated one [EKBB + 13, Lemma 1] thanks to the rotational invariance of M -estimators. However, this rotational invariance is lost in the presence of a penalty such as the ℓ 1 -norm. New techniques are called for to analyse the asymptotic behavior, in the regime (1.2) and under correlated designs, of estimators that are not rotational invariant. More recently, the Approximate Message Passing techniques used in [JM14b, DM16] were used to obtain similar results in logistic regression [SC18]; but again, these techniques cannot handle the Lasso penalty for correlated covariance matrix for the design. A more detailed comparison with these works is made in Section 3.2.1. To our knowledge, there is no asymptotic normality result for de-biased estimates in the regime (1.2) for correlated designs in the presence of a penalty (i.e., in situations where rotational invariance does not hold); one goal of the paper is to fill this gap. Available techniques that tackle the regime (1.2) assume, in addition to uncorrelated design, that the penalty is invariant under permutations of the p coefficients [BM12, MM18, CM19, BKRS19] and that the empirical distribution of the true { √ nβ j , j ≤ p} converges to some prior distribution. A second goal of the present paper is to show that asymptotic normality of de-biased estimates can be obtained beyond the Lasso and beyond penalties that are invariant under permutation of the coefficients, without imposing the convergence of the empirical distribution of the normalized coefficients { √ nβ j , j ≤ p}.
A general construction
In the linear model (1.1) where X has iid N (0, Σ) rows, define u 0 = Σ −1 a 0 / a 0 , Σ −1 a 0 , z 0 = Xu 0 , Q 0 = I p×p − u 0 a ⊤ 0 (1.3) and assume throughout the paper that the direction of interest a 0 is normalized such that (1.4) Σ −1/2 a 0 2 = a 0 , Σ −1 a 0 = 1.
The vector z 0 is independent of XQ 0 and by definition of u 0 , the normalization (1.4) gives z 0 ∼ N (0, I n ). Our goal is to construct confidence intervals for the one-dimensional parameter θ = a 0 , β . We present a device that lets us construct unbiased estimates from a differentiable initial estimatorβ. Here, differentiability of the initial estimator β is understood with respect to the data (y, X). Consider an estimatorβ as a function of (y, X) that we writeβ(y, z 0 , XQ 0 ) for simplicity; and let h =β −β be the error vector. Define the scalarsdf andÂ by (1.5)df = trace X ∂β ∂y ,Â = trace X ∂β ∂z 0 + a 0 ,β d f.
Implicitly, the partial derivatives above are taken at the observed data (y, z 0 , XQ 0 ). Then by the chain rule, we can readily check that equality
holds exactly where f : R n → R n is the function (1.7)
f (z 0 ) = Xβ − y and div f (z 0 ) = trace[∇f (z 0 )] where ∇ denotes the gradient with respect to z 0 for fixed (XQ 0 , ε). Indeed, since f (z 0 ) = XQ 0 h − ε + z 0 a 0 , h , for fixed (ε, XQ 0 ) we have ∇(XQ 0 ) = 0, ∇ε = 0 and ∇z 0 = I n so that ∇f (z 0 ) ⊤ = X(∇h) ⊤ + I n a 0 , h .
Since ∇(Xβ + ε) = θI n andβ(y, z 0 , XQ 0 ) =β(ε + Xβ, z 0 , XQ 0 ), the chain rule finally yields (∇h) ⊤ = (∂/∂z 0 )β + θ(∂/∂y)β and (1.8) ∇f (z 0 ) ⊤ = θX(∂/∂y)β + X(∂/∂z 0 )β + I n a 0 , h .
Since div f (z 0 ) = trace[∇f (z 0 )], this proves (1.6).
Here the function f implicitly depends on (ε, XQ 0 ) and its gradient is only taken with respect to z 0 with (ε, XQ 0 ) fixed. On the first line in (1.6), the only unobserved quantity is θ = a 0 , β , the parameter of interest. In order to perform inference using this relationship, one may hope that the quantity (1.6) above is well behaved-ideally, that (1.6) is approximately normal with mean zero and a variance that can be consistently estimated from the observed data.
For simplicity of exposition, in this introduction assume thatβ = β(y, z 0 , XQ 0 ) is Lipschitz with respect to (y, z 0 ) for any value of the third argument XQ 0 . In this case, by Stein's formula the quantity (1.6) is mean zero conditionally on (ε, XQ 0 ). By the Second Order Stein's formula of [BZ18b] (cf. Proposition A.1 below), the conditional variance of (1.6) given (ε, XQ 0 ) is exactly given by where E 0 = E[·|ε, XQ 0 ] denotes the conditional expectation with respect to z 0 given (ε, XQ 0 ) and Var 0 denotes the conditional variance given (ε, X, Q 0 ). The quantity ∇f (z 0 ) in (1.8), as well as the quantity inside the conditional expectation in (1.9) only depend on the unknown parameter θ of interest and the observable quantities {X, a 0 ,β , y − Xβ, (∂/∂y)β, (∂/∂z 0 )β}. If V * (θ) denotes the random variable inside the conditional expectation (1.9), then V * (θ) only depends on θ and observable quantities, V * (θ) is quadratic in θ, and V * (θ) is an unbiased estimate of the conditional variance of (1.6).
Assume now we are in an ideal situation in the sense that both conditions below are satisfied:
(i) The quantity (1.6) is normally distributed conditionally on (ε, XQ 0 ), and (ii) V * (θ) is a consistent estimator of (1.9), the conditional variance of the random variable (1.6).
Then a confidence interval can be constructed by solving in θ the quadratic inequality
Solving the corresponding quadratic equality gives up to two solutions Θ 1 (z α/2 ) ≤ Θ 2 (z α/2 ) that are such that (1.10) holds with equality. These two solutions implicitly depend on the observable quantities y − Xβ, z 0 , y − Xβ 2 ,df,Â, a ⊤ 0β and the derivatives ofβ. If the coefficient of θ 2 in the left hand side of (1.10) is positive, (i.e., if the leading coefficient of (1.10), seen as a polynomial in θ with data-driven coefficients, is positive), a (1 − α) confidence interval for θ = a ⊤ 0 β is then given by
We will show that the confidence interval is indeed of the above form when z 2 α/2 < n −df andβ is a convex penalized estimator in Section 3. Although a variant of the above construction was briefly presented in [BZ18b, Section 6] (there, the function z 0 → XQ 0 h − ε is used), important questions remain unanswered to prove that that (1.11) is a valid confidence interval:
is approximately normal, it is unclear whether the random variable V * (θ), which provides an unbiased estimate of the variance in (1.9), actually estimates this variance consistently. (iii) Finally, it is unclear what the quantitiesÂ or V * (θ) above look like for estimators commonly used in high-dimensional statistics.
The general construction (1.11) motivates the development of asymptotic normality results for random variables of the form z ⊤ 0 f (z 0 ) − div f (z 0 ). We develop such asymptotic normality results in Section 2 and the above questions (i)-(iii) will be answered in Section 3 for general convex regularized estimators.
Second Order Poincaré inequalities
With the above application in mind, we wish to develop asymptotic normality results for random variables of the form
is standard normal, f : R n → R n is a differentiable vector field and div = n i=1 (∂/∂x i ) is the divergence. Such random variables naturally appear in the above construction in (1.6).
In the literature on functions of a standard normal vector, the (First Order) Gaussian Poincaré inequality states that the variance of the random variable g(z) is bounded by E[ ∇g(z) 2 ]. The term Second Order Poincaré inequalities, introduced in [Cha09], denotes inequalities that bound the distance of g(z) to the Gaussian distribution using the derivatives of g. To illustrate these types of results, [Cha09, Theorem 2.2] specialized to random variables of the form W = g(z) states that the total variation distance d T V between W and the normal distribution with mean E[W ] and variance σ 2 = Var[W ] satisfies
where z ∼ N (0, I n ). Above, ∇g, ∇ 2 g denote the gradient and Hessian matrix of g, while · is the Euclidean norm and · S is the spectral norm (largest singular value) of matrices. Second Order Poincaré inequalities such as (1.12) are powerful tools because they let us derive asymptotic normality results by mechanically computing gradients and Hessian matrices, without imposing structural assumptions on the form of g(z). While classical central theorems only apply to sums of independent (or weakly dependent) random variables, or to U-statistics, (1.12) applies to any twice differentiable function g, provided that the moments of the derivatives E[ ∇g(z) 4 ] 1/4 and E[ ∇ 2 g(z) 4 S ] 1/4 are negligible compared to the variance σ 2 = Var[g(z)]. Inequality (1.12) has been successfully applied to derive asymptotic normality of unregularized M -estimators when p/n → γ < 1 and the M -estimation loss is twice differentiable [LBEK18]. This approach is not applicable for regularized estimators such as the Lasso and group Lasso that are only one time differentiable functions of (X, y).
The first finding of the present paper is a Second Order Poincaré inequality that applies to random variable of the form ξ = z ⊤ f (z) − div f (z) where f : R n → R n is a vector field. We will show in the next section that if the components of f are weakly differentiable with squared integrable gradient, then
where Z ∼ N (0, 1) is a random variable with standard normal distribution. This result is surprising: While ξ = z ⊤ f (z) − div f (z) already involves the derivatives of f through the divergence, the ratio ǫ 2 0 that appears in the upper bound only involves f and its first derivative ∇f . In particular, the second derivatives of f need not exist. This is a striking difference compared to previous Second Order Poincaré inequalities such as (1.12) from [Cha09], where the total variation distance from g(z) to normality is bounded using the first and second derivatives of g.
The rest of the paper is organized as follows
Section 2 provides Central Limit Theorems (or Second Order Poincaré inequalities) for random variables of the form
In Section 3 we apply this Second Order Poincaré inequality to asymptotic normality of de-biased estimates when p/n → γ ∈ (0, ∞) in the linear model (1.1) with correlated design. Section 3.1 provides a general result applicable to any convex penalty if γ < 1, and any strongly convex penalty if γ ≥ 1. Section 3.2 specializes this result to three estimators: the Lasso, the group Lasso and twice continuously differentiable penalty functions. Section 3.3 contains all proofs of the results in Sections 3.1 and 3.2.
Notation
Let I d be the identity matrix of size d × d, e.g. d = n, p. For any p ≥ 1, let [p] be the set {1, ..., p}. Let · be the Euclidean norm and · q the ℓ q norm of vectors. Let · S be the operator norm (largest singular value) of matrices, · F the Frobenius norm and · N the nuclear norm. Denote by φ cond (A) = A S A −1 S the condition number of an invertible square matrix A. We use the notation ·, · for the canonical scalar product of vectors in R n or R p , i.e., a, b = a ⊤ b for two vectors a, b of the same dimension. For any event Ω, denote by I Ω its indicator function. For a ∈ R, a + = max(0, a) and S p−1 = {x ∈ R p : x = 1} is the unit sphere. Convergence in distribution is denoted by → d and convergence in probability by → P . Throughout the paper, we use C 0 , C 1 , ... to denote positive absolute constants, C 1 (γ), C ′ (γ), ... to denote constants that depend on γ only and C 1 (γ, µ), ... to denote constants that depend on {γ, µ} only.
For any vector v = (v 1 , ..., v p ) ⊤ ∈ R p and any set A ⊂ [p], the vector v A ∈ R |A| is the restriction (v j ) j∈A . For any n × p matrix M with columns (M 1 , . . . , M p ) and any subset A ⊂ [p], let M A = (M j , j ∈ A) be the matrix composed of columns of M indexed by A. If M is a symmetric matrix of size p × p and A ⊂ [p], then M A,A denotes the sub-matrix of M with rows and columns in A, and M −1 A,A is the inverse of M A,A . For a given estimatorβ in the linear model (1.1), we denote its error vector by h =β − β. For a given penalty function g : R p → R, we define the deterministic oracle β * and its associated noiseless prediction risk R by
and its error vector h * = β * − β.
Central limit theorems for
We consider here functions f : R n → R n and consider the random variable
for standard normal z ∼ N (0, I n ). The i-th coordinate f i of f is a function f i : R n → R and its weak gradient is denoted by ∇f i . By convention, we define the gradient of f as the square matrix ∇f with columns ∇f 1 , ..., ∇f n so that
The variance of (2.1) is given by Proposition A.1.
The goal of the present section is to derive Second Order Poincaré inequalities for the random variable (2.1). The intuition is as follow. We are looking for linear approximation of the random variable (2.1), of the form z ⊤ µ ∼ N (0, µ 2 ) for some deterministic µ ∈ R n . We rewrite (2.1) as
The remainder term above is mean-zero with second moment equal to E[ f (z)− Theorem 2.1. Let z ∼ N (0, I n ) and f be a function f : R n → R n , with each coordinate f i being squared integrable and weakly differentiable with squared integrable gradient, i.e.,
n for some random variable Z ∼ N (0, 1), deterministic real 1 ≤ c n ≤ 4 and
A direct consequence of Theorem 2.1 is 2ǫ 2 n ≤ (2.3) ≤ 4ǫ 2 n as well as inequality (1.13) stated in the introduction. The theorem follows from Proposition A.1 and an application of the Gaussian Poincaré inequality.
where g(z) = f (z) − rEf (z) and r = (Var[ξ] 1/2 / Ef (z) ). By Proposition A.1 applied to g and a bias-variance decomposition,
Moreover
As 2ǫ 2 n ∈ (0, 1), the second upper bound ǫ 2 n < 1/2 follows. Finally,
Quadratic approximation
The decomposition (2.2) is especially useful if the linear part z ⊤ µ with µ = E[f (z)] is a good approximation for ξ = z ⊤ f (z) − div f (z). In some cases, e.g., if f (z) = Az for some square deterministic matrix A, the decomposition (2.2) is uninformative. In such cases, it is natural to look for the best quadratic approximation of ξ, of the form z ⊤ (µ + A)z − trace A. The next result shows that the best approximation of this form is obtained for µ = E[f (z)] and A = E[∇f (z)].
Theorem 2.2. Let µ ∈ R n , A ∈ R n×n . Let z ∼ N (0, I n ), let f : R n → R n satisfy the assumption of Theorem 2.1 and let
The previous display is minimized at µ = E[f (z)] and A = E[∇f (z)] and
Var ∇f (z) ij .
Proof of Theorem 2.2. The function g(z) = f (z) − µ − A ⊤ z has gradient ∇g = ∇f − A. Application of the Second Order Stein's formula to g yields that the left hand side of (2.5) equals
. By Stein's formula and the linearity of the trace, with M = E[∇f (z)] we have
This gives (2.5).
For the second part of the claim, the first line of the right hand side in (2.5) is non-positive thanks to the Gaussian Poincaré inequality for µ = Ef (z). The second line is equal to 0 for the given choice of µ and A. By the Cauchy-Schwarz inequality, the third line is bounded from above by
De-biasing general convex regularizers
Our main application of the Second Order Poincaré inequality in Theorem 2.1 concerns de-biasing estimators of the form
for convex g : R p → R in the linear model (1.1). Throughout, let a 0 ∈ R p be a direction of interest, θ = a 0 , β and let (1.3)-(1.4) be fulfilled. We say that a convex function g is coercive if g(x) → +∞ as x → +∞. Equivalently, g is coercive if and only if its level sets {x ∈ R p : g(x) ≤ t} are compact for all t > 0. We say that g is strongly convex with respect to the norm b → Σ 1/2 b if its symmetric Bregman divergence is bounded from below by
for some µ ≥ 0. Here the interpretation of (3.2) is its validity for all choices in the sub-differential (∂g)(b) and (∂g)(b). The condition always holds for convex penalties with µ = 0, and g is coercive when µ > 0. When g is twice differentiable, (3.2) holds if and only if µΣ is a lower bound for the Hessian of g. However, (3.2) may also hold for non-differentiable g, e.g. the Elastic-Net penalty with Σ = I p .
General result
Our results require the following assumption.
Consider a sequence of regression problems (1.1) with n, p → +∞ and p/n ≤ γ as well as a coercive convex penalty g : R p → R. Assume (3.2) holds, that the rows of X are iid N (0, Σ) and that the noise ε ∼ N (0, σ 2 I n ) is independent of X.
The requirement µ + (1 − γ) + > 0 means that either γ < 1 and the penalty g is only required to be convex and coercive, or γ ≥ 1 and the penalty is required to be strongly convex with µ > 0 in (3.2). Note that if (3.2) holds for µ ≥ 0 it also holds for µ ′ = min( 1 2 , µ) and we may thus assume µ ∈ [0, 1 2 ] without loss of generality.
For any penalized estimator (3.1) viewed as a functionβ =β(y, X), the matrix
is well-defined for every fixed X and for Lebesgue almost every y as the Frechet derivative of the Lipschitz function h : R n → R n . FurthermoreĤ is symmetric with eigenvalues in [0, 1], cf. Proposition J.1 for the existence ofĤ and its properties. Section 3.2 below provides explicit formulae forĤ for specific penalty functions g. An advantage of definingĤ as the Frechet derivative of the Lipschitz map h is that this definition applies to any convex penalty g, even if no explicit formula is available for the gradient. This matrixĤ plays a major role in the following result.
Theorem 3.1. Let Assumption 3.1 be fulfilled. Letβ be the estimator (3.1), let
Let t be a fixed real independent of n, p and let Φ(t) = P(N (0, 1) ≤ t). Consider, for some set S ⊂ S p−1 , the uniform weak convergence result
Then for any increasing sequence a p → +∞ (e.g., a p = log log p),
If g is a norm and R denotes the noiseless prediction risk in (1.14) then
By properties ofĤ in Proposition J.1,df = traceĤ satisfies 0 ≤df ≤ n almost surely. The notationdf reflects that traceĤ has the interpretation of degrees-of-freedom of the estimatorβ in Stein's Unbiased Risk Estimate [Ste81].
Note that ξ 0 in (1.6) differs from the random variable in the numerator of (3.4) by the quantityÂ visible in (1.6). As we shall see in the following sections and in the proof, this quantityÂ is typically negligible. The proof will also reveal that the asymptotic normality of ξ 0 in (1.6) is equivalent to the asymptotic normality of the numerator of (3.4) for a large class of penalty functions g. Similarly, the next sections will explain that, up to smaller order terms,
Examples
We now specialize Theorem 3.1 to three penalty functions where explicit formulae forĤ,df,V (θ) are available. and to compare our results to the existing literature and to provide further insights on the relationship between ξ 0 in (1.6) from the introduction and the quantities appearing in (3.4). Proofs of Theorem 3.1 and of other results of Section 3.2 below are given in Section 3.3.
Lasso and γ < 1
Let the setting and notation of Section 1.1 be fulfilled. In this subsection, consider as the initial estimator the Lassô
The Lasso is largely the most studied initial estimator in previous literature on de-biasing and asymptotic normality, so it provides a level playing field to compare our method to existing results. For simplicity, we focus on the case when p/n → γ < 1.
Ifβ is the Lasso (3.5), define the de-biased estimateθ bŷ
The above de-biased estimatê θ corresponds to the construction laid out in Section 1.1, withdf = | S| representing the degrees-of-freedom of the initial estimator, here the Lasso (3.5). Define f as in (1.7) and the random variable ξ 0 by
It follows from the computation of the gradient of f (cf. Lemma 3.4) that
Thus, the asymptotic normality results of Section 2 can be applied-in fact, the identity (3.8) was the motivation behind the asymptotic normality results of Section 2. The following proposition provides a convenient approximation for the variance of (3.8).
Proposition 3.2. Let Assumption 3.1 be fulfilled with γ < 1 and g(b) = λ b 1 . Then the estimator
satisfies, for all n ≥ n(γ) and certain C(γ), n(γ) > 0 depending only on γ,
where ξ 0 is as in (3.8), E 0 and Var 0 are the conditional expectation and variance given (ε,
Proposition 3.2 implies that the relative bias |E 0 [V (θ)]/Var 0 [ξ 0 ]−1| converges to zero in probability as n → +∞, regardless of the choice of tuning parameter. Proposition 3.2 is a special case of Proposition 3.5 below which studies the group Lasso.
Throughout, we denote by h =β − β the error vector. Define the noiseless version of the Lasso β * and the associated noiseless prediction risk R in (1.14) for g(b) = λ b 1 . The deterministic quantity R captures the order of magnitude of the risk ofβ by Lemma F.1. Equipped with the convenient expression (3.9) for the variance of the random variable (3.8), we now state the asymptotic normality result for the de-biased estimate of the Lasso.
Theorem 3.3. Let Assumption 3.1 be fulfilled with γ < 1 and g(b) = λ b 1 . Letβ be the Lasso (3.5), letθ be the de-biased estimate (3.6), letV (θ) be given in Proposition 3.2 and let R be the risk of the oracle lasso in (1.14).
Theorem 3.3 is a special case of Theorem 3.6 below, which provides a more general result applicable to the group Lasso. It is clear that (3.10) justifies confidence intervals of the form (1.11) when z 2 α/2 < n−df. The following example illustrates the benefit of picking a proper penalty level λ.
(i) For λ = 0, the Lasso and de-biased Lasso are both identical to the least squares estimator, BZ18a] . Then,
The assumption required in Theorem 3.3 is the condition λ 2 Σ −1 a 0 2 1 /R → 0. Typically, the tuning parameter λ is chosen as λ = σ(2 log(p)/n) 1/2 [BRT09, among others], or as λ = σ(2 log(p/s 0 )/n) 1/2 [SZ13, LM18, BLT18, FZ17, Bel18] where s 0 is the sparsity of the unknown coefficient vector β. For such choices, the condition
up to logarithmic factor, and since R ≥ σ 2 , a sufficient condition is Σ −1 a 0 1 = o( √ n). If a 0 = e j is a vector of the canonical basis, the normalization (1.4) gives (Σ −1 ) jj = 1 and Σ −1 e j 1 is the ℓ 1 norm of the j-th column of Σ −1 . The condition Σ −1 a 0 1 = o( √ n) allows, for instance, the j-th column of Σ −1 to have o( √ n) constant entries, or o(n) entries of order n −1/2 . This assumption is weaker than that of some previous studies; for instance [JM + 18] requires Σ −1 a 0 1 = O(1) for a 0 = e j . An important feature of the above result is to allow correlations with Σ = I p . In the approximate message passing (AMP) literature which includes most existing works in the n/p → γ regime, e.g. [EKBB + 13, DM16, JM14b] or more recently [TAH15, MM18, TAH18, SC18], it is assumed that Σ = I p and that the empirical distribution G n,p (t) = p −1 p j=1 I{ √ nβ j ≤ t} converges in distribution and in the second moment to some "prior" G as n, p → +∞. Assume these conditions and slightly modify (3.6) witĥ
whereθ j is the de-biased estimator of β j as in (3.6) with a 0 = e j andβ ( S) is the least squares estimator of the entire β after the Lasso selection. (As β(
, the modification is immaterial in this discussion.) Then, the Lasso has the interpretation as its soft thresholded de-biased version,
and the main thrust of the AMP theory is that the joint empirical distribution of the de-biased errors and the true coefficients,
converges in distribution and the second moment to the limit H with independent N (0, τ 0 ) and G components, where τ 0 is characterized by a system non-linear equations with 2 or 3 unknowns. These non-linear equations depend on the loss (here, the ℓ 2 loss), the penalty (here, the ℓ 1 -norm), the distribution of the noise, as well as the prior distribution that governs the empirical distribution of the coefficients of β. We note that these works typically assume that X has N (0, 1/n) entries, so that their coefficient vector is equivalent to our √ nβ. For instance, [MM18, Theorem E.1] characterizes the limit of the empirical distribution of the subgradient λ −1 X ⊤ (y − Xβ)/n 1/2 in terms of two parameters, {τ * (λ), κ * (λ)}, that are defined as solutions of the non-linear equations in [MM18, Proposition 3.1]. This approach presents some drawbacks: For instance it requires the convergence of the empirical distribution G n,p to a limit (which can be viewed as a prior), it yields the limiting distribution for the joint empirical distribution H n,p of the estimation errors and the unknown coefficients but not for a fixed coordinate. It is unclear how to extend these nonlinear equations to a situation with correlated design (Σ = I p ) in the presence of a penalty such as the ℓ 1 -norm. The above Theorem 3.3 differs from this previous literature in major ways. First, it provides a limiting distribution for the de-biased version of a ⊤ 0β for any single, fixed direction a 0 : Theorem 3.3 does not involve the empirical distributions of √ nβ, √ nβ or its de-biased version. This contrasts with previous literature on the n/p → γ regime where the confidence interval guarantee holds on average over the coefficients {1, ..., p} [EKBB + 13, DM16, JM14b, SC18]. This improvement is important in practice: if the practitioner is interested in the effect of a specific effect j 0 ∈ {1, ..., p}, it is important to construct confidence intervals with strict type I error control for β j0 , as opposed to a controlled type I error that only holds on average over all coefficients. Another feature of the above result is that there is no need to assume a prior on the coefficients of β in the limit: the asymptotic normality (3.10) holds for any β ∈ R p . Surprisingly, Theorem 3.3 and its proof completely bypass solving the nonlinear equations that appear in the aforementioned works as the nonlinearity is directly treated here with the Second Order Poincarè inequality of Section 2. Moreover, Theorem 3.3 handles correlations in Σ with a direct approach, while it is still unclear whether the non-linear equations approach from previous works can be extended to Σ = I p .
Group Lasso and γ < 1
We now turn to the group Lasso estimator to highlight that the techniques of the present paper can handle not only correlated designs (Σ = I p ), but also non-separable penalties and penalties that are not invariant under permutation of the coefficients.
Let (G 1 , ..., G K ) be a partition of {1, ..., p} into K non-overlapping groups and let λ 1 , ..., λ K > 0 be some tuning parameters. Define the group Lasso estimator as well as the group Lasso norm · GL as follows:
be the set of active groups and S = ∪ k∈B G k the union of all active groups. To remove the bias of (3.12), we define (3.13)θ = a 0 ,β + (n −df) −1 z 0 + w 1 , y − Xβ wheredf ∈ R and w 1 ∈ R n are the following observable quantitieŝ
The above estimator is the solution of an unbiased estimating equation. This claim is justified by the following lemma, which provides the gradient for the group Lasso estimator and the unbiased estimating equation via Stein's formula. Let h =β − β be the error vector and define
as in (3.7) but with the group Lasso estimator in (3.12). 
While V * (θ) itself can be used to estimate Var 0 [ξ 0 ], we would use instead the following simplified version of it,
which is always non-negative since I n −Ĥ is symmetric positive semi-definite (cf. Proposition J.1).
The convenient formula (3.21) for the estimation of the variance of the random variable in (3.18) also yields the expression of the same form in Proposition 3.2 as the Lasso is a special case of the group Lasso. The following proposition provides an upper bound for the bias of (3.21).
Proposition 3.5. Let Assumption 3.1 be fulfilled with γ < 1 and g(b) = b GL . Let ξ 0 be as in (3.16). Then, for all n ≥ n(γ) we have
for some constants C(γ) and n(γ) that depend only on γ, where ξ 0 is the random variable (3.18) with Var 0 [ξ 0 ] explicitly given in (1.9). Consequently,
In the case of the Lasso, the matrixĤ above is the projection onto the linear span of the columns of X S and (3.21) becomes (3.9). Define the noiseless version of the group Lasso estimator β * and the associated noiseless prediction risk R in (1.14) for g(b) = b GL . An asymptotic normality result similar to Theorem 3.3 holds for the group Lasso penalty of the present section.
Theorem 3.6. Let Assumption 3.1 be fulfilled with γ < 1 and g(b) = λ b GL . Letβ be the group Lasso estimator (3.12), letθ be the de-biased estimate (3.13) and letV (θ) be the variance estimate (3.21). Let R be the noiseless prediction risk in (1.14). If a 0 is such that Σ −1 a 0 2 GL /R → 0 then (3.10) and (3.11) both hold.
3.2.3. Twice continuously differentiable penalty and finite γ ∈ (0, +∞)
The techniques developed in the previous section for the group Lasso can be used if g i convex ands twice continuously differentiable with Hessian ∇ 2 g.
Lemma 3.7. Assume that either p < n or (3.2) holds with µ > 0. If the penalty g is twice continuously differentiable on R p then the three conclusions of Lemma 3.4 hold withŜ replaced by {1, ..., p} and M = n∇ 2 g(β):
Furthermore φ min (∇ 2 g(β)) ≥ µ.
See Appendix C.2 for a proof. Since the gradients ofβ and f have the same form as for the group Lasso, the proof in the next section will show that, again, V (θ) = y − Xβ 2 + trace[(I n −Ĥ) 2 ] a 0 , h 2 is asymptotically unbiased. Here, our techniques yield asymptotic normality of ξ 0 /V (θ) for all directions a 0 except for an exponentially small subset of Σ 1/2 S p−1 .
Theorem 3.9. Let Assumption 3.1 be fulfilled with twice continuously differentiable g. Then for any increasing sequence a p → +∞ (e.g., a p = log log p), there exists a subset S of the sphere
Theorem 3.9 is of a different nature compared to Theorems 3.3 and 3.6 for the Lasso and group Lasso: it applies to most directions except for an exponentially small subset of the ellipsoid Σ 1/2 S p−1 and does not require assumption of the form Σ −1 a 0 2 1 λ 2 /R → 0 or or Σ −1 a 0 2 GL /R → 0.
Proof of Theorem 3.1
We shall apply the Second Order Poincaré inequality of Theorem 2.1 to de-bias convex regularized estimators in the linear model (1.1).
Preliminaries
We recall here the required notation. Letβ be the estimator (3.1),Ĥ the gradient of y → Xβ (cf. Proposition J.1), a 0 ∈ R p with Σ −1/2 a 0 = 1, z 0 , Q 0 as in (1.3) and
Throughout, E 0 denotes the conditional expectation given (ε, XQ 0 ) and Var 0 the conditional variance given (ε, XQ 0 ). We will first focus on penalty g such thatβ, f and their gradients satisfy almost surely
and some symmetric positive semi-definite matrix
The above formulae hold almost surely for the Lasso and group Lasso for γ < 1, µ = 0 by Lemma 3.4, as well as twice continuously differentiable g for µ + (1 − γ) + > 0 by Lemma 3.7. MatrixĤ is defined in (3.3) almost everywhere as the Frechet gradient of the map h : y → Xβ. This definition of the matrixĤ agrees with that of (3.22) and Sections 3.2.1 and 3.2.2 for the Lasso and group Lasso: If g(b) = b GL in (3.1) then ∇h(y) is almost surely equal to the matrixĤ defined in Lemma 3.4. Similarly, if g is twice continuously differentiable as in Lemma 3.7 then ∇h(y) = X(X ⊤ X + ∇g(β)) −1 X ⊤ almost surely.
The difference between V * (θ) andV (θ),
thanks to I n −Ĥ S ≤ 1. We note that by (3.14), w 1 is expected to be of the order n −1/2 , so that when Xh 2 /n and h are of the order O(σ 2 ), |D| is of the order O(σ 2 ) as well whileV (θ) is of the order σ 2 n. It will useful to note that the above calculation shows that the term trace[{∇f (z 0 )} 2 ] in V * (θ) is always non-negative: Since
the first line is always greater than the absolute value of the second line thanks to |2w ⊤ 1 (I n −Ĥ)(y−Xβ) a 0 , h | ≤ 2 w 1 y−Xβ I n −Ĥ S | a 0 , h |, inequality I n −Ĥ S ≤ I n −Ĥ F and 2ab ≤ a 2 + b 2 . This proves that almost surely
We will also need the following lemmas proved in the appendix.
Lemma G.1. Let Assumption 3.1 be fulfilled with n ≥ 2. Then there exists an event Ω 0 independent of (z 0 , ε) such that
where C * (γ, µ) ∈ (0, 1) depends on {γ, µ} only.
Lemma H.1. Letβ be a convex estimator of the form (3.1) and let β * , h * , R be as in Lemma F.1. Then almost surely
where g = Xh * / Σ 1/2 h * , and a * = Σh * / Σ 1/2 h * .
Proof of Theorem 3.1 when gradient formulae are available
We wish to apply Theorem 2.1 conditionally on (ε, XQ 0 ) to the function f (z 0 ) in (3.16). Define
where E 0 is the conditional expectation given (XQ 0 , ε). We may drop the dependence on a 0 and write simply ǫ 2 n if it is clear from context. Theorem 3.10. Let Assumption 3.1 be fulfilled and letβ in (3.1). Let a 0 ∈ R p with Σ −1/2 a 0 = 1 and assume that the gradients ofβ and f (z 0 ) = Xβ − y with respect to z 0 are given, almost surely, by (3.17) for some random subset S ⊂ [p] and symmetric positive semi-definite matrix M satisfying (3.23). Let Ω 0 be the event from Lemma G.1. Then there exist constants C(γ, µ), c(γ, µ) > 0 depending on {γ, µ} only such that the following holds. Since | z 0 , y − Xβ | 2 /(n 2 R) is bounded from above by λ 2 Σ −1 a 0 2 1 /R for the Lasso and Σ −1 a 0 2 GL /R for the group Lasso, (iv) implies that ǫ 2 n → P 0 under the assumptions of Theorems 3.3 and 3.6 so that ξ 0 /Var 0 [ξ 0 ] 1/2 → d N (0, 1) by Theorem 2.1. Results (ii), (iv) and (v) imply the consistency ofV (θ) as in V (θ)/Var 0 [ξ 0 ] → P 1 so that ξ 0 /V (θ) 1/2 → d N (0, 1) by Slutsky's theorem, and (v) yields (3.11) for each of Theorems 3.3 and 3.6 again by Slutsky's theorem. For Theorem 3.9, we use (iii) and (viii) instead of (iv) to prove that E[I Ω0 ǫ 2 n ] → 0 uniformly for all a 0 ∈ Σ 1/2 S.
The accuracy of the inequalities in our analysis is controlled by the following two random variables as in Lemmas D.1 and F.1:
By Proposition B.1 and properties of the χ 2 n distribution, we have
It follows from (1.4), Lemma F.1, (3.14) and Lemma D.1 that almost surely
for w 1 , w 2 in (3.22). The proof will make use of (3.28)-(3.30) repeatedly.
Proof of (i). We bound each of ∆ a n , ∆ b n , ∆ c n , ∆ d n from Lemma H.1. We have ∆ b n /R ≤ (F + − 1)4F + F 2 by (3.30) so that E[∆ b n /R] ≤ C 2 (γ)n −1/2 in virtue of (3.28). Similarly, E[∆ d n /R] ≤ C 3 n −1/2 by properties of χ 2 n distributions and y − Xβ * ∼ N (0, RI n ). For ∆ a n defined in Lemma H.1 we have ∆ a n = n −2 σ −2 |σ 2 (n− df) − ε ⊤ (y − Xβ)| 2 . By the Second Order Stein formula (Proposition A.1) with respect to ε conditionally on X,
where we used that trace({I n −Ĥ} 2 ) ≤ n and (3.30) for the inequality. Thanks to (3.28), this shows that E[∆ a n /R] ≤ n −1 C(γ). For ∆ c n , let a * , g be as in Lemma H.1 and set
Then (ε, XQ * ) is independent of g, E[ξ * |ε, XQ * ] = 0 by Stein's formula, and by Proposition A.1 with respect to g conditionally on (ε, XQ * ),
Hence by definition of ∆ c n , (3.30) and (a + b) 2 ≤ 2(a 2 + b 2 ),
Note that w * 2 ≤ F/(2n) as for w 1 in (3.29) because w * has the same form as w 1 with a 0 replaced by a * . The moment bounds in (3.28) yield E[∆ c n /R] ≤ C 4 (γ, µ)n −1 and the proof of (i) is complete.
Proof of (ii). Lemmas G.1 and H.1 imply almost surely (3.31)
Multiplying by δ 2 0 in (3.31) and taking the conditional expectation, we find
thanks to δ 2 0 ≤ 1 for the second term and δ 2
for the first thanks to (3.25). Starting from (3.24) we find that
Consequently, E[I Ω0 δ 2 0 ] ≤ (24/C 2 * (γ, µ))E 5F + F 3 /n + ∆ n /R . The proof of (ii) is complete in virtue of Holder's inequality and (3.28) for the first term, and the bound on ∆ n in (i) for the second.
Proof of (iii) and (iv). Since ǫ 2 n is at most 1/2 by Theorem 2.1, we apply the argument of (3.31)-(3.32) with δ 2 0 replaced by ǫ 2 n :
thanks to ǫ 2 n ≤ 1/2 for the second term and ǫ 2
F ] for the first thanks to (3.25) and the Gaussian Poincaré inequality to upper bound the numerator of ǫ 2 n . Next we have
due to the two terms in (3.17). For the second term, 2 w 1 2 y − Xβ 2 ≤ 8F + F 3 R thanks to (3.29)-(3.30). For the first term, I n −Ĥ 2 F a 0 , h 2 ≤ (n − df) a 0 , h 2 because I n −Ĥ is positive semi-definite with operator norm at most one. Using (3.19),
For any differentiable valued function g : 
where we used (3.29)-(3.30) for the last inequality. Combining the above bounds with (3.34)-(3.35), we find that
The first line is bounded from above by C(γ, µ)/n 1/2 by (3.28) and (i). For the second line we proceed differently for (iii) and for (iv). For (iii), by the Cauchy-Schwarz inequality
≤ E[ a 0 , h 2 / Σ 1/2 h 2 ] 1/2 E[F + y − Xβ 2 Σ 1/2 h 2 /(nR 2 )] 1/2 and conclude using (3.29), (3.30) and (3.28) for the second factor. For (iv),
and we use (3.29) and (3.28) for the second factor.
Proof of (v).
where the last inequality follows by definition of ǫ 2 n and (3.25). For the term E 0 | f (z 0 ) 2 − E 0 f (z 0 ) 2 |, by Cauchy-Schwarz and Jensen's inequalities,
n and the proof of (v) is complete. Proof of (vi). Given (3.19) it is enough to bound |w ⊤ 1 (y − Xβ)| 2 /V (θ). This quantity is smaller than w 1 2 thanks toV (θ) ≥ y − Xβ 2 in (3.25). Since E[ w 1 2 ] ≤ E[F/(2n)] ≤ C(γ, µ)/n for some constant depending on γ, µ only by (3.29) and (3.28), the proof of (vi) is complete.
Proof of (vii). By (i) we have E[∆ n /R] ≤ C(γ, µ)n −1/2 and we obtain
by Markov's inequality and (3.31).
Proof of (viii).
Let v be uniformly distributed on the unit Euclidean sphere S p−1 , independently of (X, y), and denote by ν its probability measure. The vector √ pv is subgaussian in R p [Ver18, Theorem 3.4.6], in the sense that for any non-zero vector u ∈ R p , exp{( √ pv ⊤ u) 2 /(C * u 2 )}dν(v) ≤ 2 for some absolute constant C * > 0. By Jensen's inequality and Fubini's Theorem,
Hence by Markov's inequality, for any positive x, ν({v ∈ S p−1 :
. Setting x = p/a p , we obtain that the subset S ⊂ S p−1 defined by (3.27) has relative volume at least |S|/|S p−1 | ≥ 1 − 2e −p/ap , and for all a 0 ∈ Σ 1/2 S,
Furthermore, the set S ∩ {Σ 1/2 e j / Σ −1/2 e j , j ∈ [p]} has cardinality at least p − φ cond (Σ)a p /C * due to
Approximation argument
For twice-continuously differentiable g for γ ∈ (0, +∞) or the group Lasso norm g(·) = · GL for γ < 1, the argument of Theorem 3.10 proves Theorem 3.1, i.e., the asymptotic normality of the random variable
One difficulty that arises for a general penalty g is the unavailability of explicit formula for the gradients ∇β and ∇f with respect to z 0 . Although such explicit formulae are given in Lemma 3.4 for the group Lasso and in Lemma 3.7 for smooth penalty functions, it is unclear whether similar formulae are available for arbitrary non-differentiable convex penalties. Instead, since the Theorem 3.10 provides asymptotic normality of Z(a 0 ) for smooth penaltiesg, we now present an approximation argument to extend the asymptotic normality of (3.39) to any convex, coercive and possibly non-differentiable penalty by construction of a smooth approximationg of g. Sinceg is smooth, thanks to Theorem 3.10(viii), there exists a subset S of the sphere S p−1 of relative volume at least 1 − 2e −p/ap such that for all a 0 ∈ Σ 1/2 S we have (3.42) sup a0∈Σ 1/2 S E[ a 0 , h 2 / Σ 1/2 h 2 ] ≤ C * /a p as in (3.38), as well as
whereH = X(X ⊤ X + n∇ 2g (β)) −1 X ⊤ ,df = traceH. These quantities are the analog ofĤ,df,V (θ) and Z(a 0 ).
If g is a norm as in Theorem 3.1 and a 0 satisfies g(Σ −1 a 0 )/R 1/2 ≤ 1/a p , then | z 0 , y − Xβ | 2 /n 2 ≤ R/a 2 p by properties of the sub-differential of a norm. By the triangle inequality on Ω(δ) and Proposition I.1,
On the complement, E[I Ω(δ) c | z 0 , y − Xβ | 2 /n 2 ] ≤ 4e −n/2R E[F 4 + F 4 ] 1/2 ≤ e −n/2R C 7 (γ, µ) by (3.30) and (3.28). This shows that
By Theorem 3.10, sup
We now show that the weak convergence ofZ(a 0 ) uniformly over all a 0 ∈ Σ 1/2 S (already established in Theorem 3.10 sinceg is smooth) implies that Z(a 0 ) also converges weakly to N (0, 1) uniformly over all a 0 ∈ Σ 1/2 S. In the remaining of the proof, we fix a direction a 0 ∈ Σ 1/2 S.
Define the random variables N,Ñ by
Then N −Ñ is equal to
Indeed, by the triangle inequality for the norm (
We have K 1 = O P (1) by Proposition I.1 and K 2 = O P (1) by Theorem 3.10(vii). Next F + = O P (1) and M 1 ≤ √ n2 −n/2 on Ω(δ) from Proposition I.1. For M 2 we distinguish the two settings of Theorem 3.1:
• For setting (a) of Theorem 3.1 we have (3.42) so that | a 0 , h | 2 ≤ O P (1/a p ) Σ 1/2 h 2 ≤ O P (1/a p )F + F 2R and M 2 = O P (1/a 1/2 p + 2 −n/2 ). • For setting (b) of Theorem 3.1 we use that by definition ofÑ in (3.45),
The second term is O P (a p + 2 −n/2 ) thanks to (3.44) and Lemma G.1. The first term is O P (1/n) thanks to Lemma G.1 andZ(a 0 ) → d N (0, 1).
The above bounds show that bothV (θ)/Ṽ (θ) → P 1 and |Ñ − N |/Ṽ (θ) 1/2 → P 0. SinceZ(a 0 ) → d N (0, 1) by Theorem 3.10 applied tog this implies
by Slutsky's theorem as desired. We note that the bounds on K 1 , K 2 , M 1 , M 2 hold uniformly over all a 0 ∈ Σ 1/2 S. Hence the convergence in distribution (3.47) is valid uniformly over all a 0 ∈ Σ 1/2 S as stated in (3.4).
[Cha09] Sourav Chatterjee, Fluctuations of eigenvalues and second order poincaré inequalities, Probability Theory and Related Fields 143 (2009), no. 
In our regression model with Gaussian covariates, the matrix XΣ −1/2 has iid N (0, 1) entries, and the inverse of its smallest singular value enjoys the following integrability property as n, p → +∞ with p/n → γ ∈ (0, 1).
Proposition B.1. Let n > p and let G be a matrix with n rows, p columns and iid N (0, 1) entries. Then G ⊤ G is a Wishart matrix and if n, p → +∞ with p/n → γ ∈ (0, 1) we have for any constant k not growing with n, p,
Proof. Throughout the proof, p = p n is an implicit function of n; we omit the subscript for brevity. Since S n = φ min (G ⊤ G/n) → (1 − √ γ) 2 almost surely (cf. [S + 85]), it is enough to show that the sequence of random variables (S −k n ) n≥n0 is uniformly integrable for some n 0 > 0, i.e., that sup n≥n0 E[S −k n I {Sn<ǫ} ] → 0 as ǫ → 0. For uniform integrability, we use the following argument from [Ede88, Section 5]. Matrix G ⊤ G is a Wishart matrix and the density of
cf. [Ede88, Section 5]. The density of S n = L/n = φ min (G ⊤ G/n) that we are interested in, is given by f Sn (x) = nf L (nx) for x ≥ 0. Hence if 0 < ǫ < (1−γ)/2,
The mode of the integrand over [0, +∞) is x * n = 1 − p/n − 1/n − 2k/n. Thanks to ǫ < (1 − γ)/2, there exists some n 1 ≥ 1 such that for all n ≥ n 1 ,
(1 − γ)/2 is smaller than the mode x * n and the integral above is bounded by ǫ (n−p−k+1)/2 e −nǫ/2 . Let Λ n denote the bracket of the previous display. Then using Stirling's formula Γ(x + 1) ≍ √ 2πxe −x x x , we have for some constants n 2 , C 2 (γ) > 0 possibly depending on γ
because the main terms (coming from x x in Stirling's formula) cancel each other. Then for any n ≥ n 1 ∨ n 2 ,
For n ≥ n 1 , (B.1) holds and if ǫ < (exp C 2 (γ)) −1 we have
which converges to 0 as ǫ → 0. This shows uniform integrability of the sequence and proves the claim.
Appendix C: Lipschitzness of regularized least-squares Lemma C.1. Let β ∈ R p , X andX be two design matrices of size n × p, and ε andε two noise vectors in R n . Let g(b) be a coercive convex penalty function. Letβ andβ be the minimizerŝ
.
where C g is a quantity that depends on {g, β, ε , ε , X S , X S } only.
Proof of Lemma C.1. The KKT conditions forβ yields (β −β) ⊤ (∂g)(β) + X(β −β) 2 /n = (β −β) ⊤ X ⊤ (ε + X(β −β))/n.
Summing the above and itsβ counterpart yields
It follows that
The conclusion follows as g(β) ≤ g(β) + ε 2 /n and g(β) ≤ g(β) + ε 2 /n.
C.1. Gradient of the group Lasso
Lemma 3.4. Let (ε, z 0 , XQ 0 ) be a random matrix with a joint density with respect to the Lebesgue measure. Letβ be as in (3.12) with X = XQ 0 + z 0 a ⊤ 0 and y = Xβ + ε. Let {df, w 1 , M } be as in (3.14). Then, with probability one with respect to (XQ 0 , ε) we have:
(i) For almost every z 0 ∈ R n , the functions z 0 →β and z 0 → f (z 0 ) are Lipschitz on a neighborhood of z 0 . (ii) For almost every z 0 ∈ R n , the functions z 0 →β and f are Frechet differentiable at z 0 with gradients ∇β ∈ R n×p and ∇f ∈ R n×n satisfying
Proof of Lemma 3.4. The Gram matrix X ⊤ X is invertible almost surely because Σ is invertible and p < n. By continuity of the determinant, for every matrix X 0 such that X ⊤ 0 X 0 is invertible, there exists a compact neighbourhood N (X 0 ) of X 0 such that X ⊤ X is invertible for all X ∈ N (X 0 ). Hence by Lemma C.1, the map X →β is Lipschitz on a neighborhood of X 0 for almost all X 0 , and by Rademacher's theorem, the map X →β is Frechet differentiable almost everywhere in N (X 0 ). This implies that almost everywhere with respect to (XQ 0 , ε), the function z 0 → f (z 0 ) is almost everywhere Frechet differentiable. We denote by ∇f (z 0 ) its gradient.
By [BZ18a, Lemma 6.4], the KKT conditions of the group Lasso estimator, are strict almost everywhere in X ∈ R n×p . Thus, almost everywhere in (XQ 0 , ε), for almost every z 0 ∈ R n , the function f is Frechet differentiable and the KKT conditions at z 0 hold strictly. By continuity of X ⊤ (y − Xβ), the KKT conditions must hold strictly on a neighborhood of z 0 and the set of active groups {k ∈ [K] : β G k = 0} is constant on this neighborhood of z 0 . By differentiating the KKT conditions on this neighborhood of z 0 , we obtain that almost surely, ∇β is as in (3.17) and ∇f (z 0 ) ⊤ = X(∇β) ⊤ + (∇z 0 ) ⊤ a 0 , h yields the formula for ∇f in (3.17). Withdf, w 1 given in (3.14) we obtain identities (3.18) and (3.19) in view of the definition ofθ in (3.13).
C.2. Gradient ofβ for twice continuously differentiable penalty
Proof. The proof is the same as that of Lemma 3.4. Here, the KKT conditions ofβ read X ⊤ (y − Xβ) = n∇g(β). Differentiation of this equality with respect to z 0 for fixed (XQ 0 , ε) gives
and the corresponding formulae for ∇β and ∇f (z 0 ).
Appendix D: Bounds on the norm of w 1 , w 2
Proof of Lemma D.1. Let v = Σ −1/2 a 0 so that v = 1, and set S = (Σ 1/2 ) A, * ∈ R |A|×p be the matrix with |A| rows and p columns, the rows being the rows of Σ 1/2 indexed in A. Then (a 0 ) A = (Σ 1/2 v) A = Sv and the first inequality follows from (Σ A,A ) −1/2 (a 0 ) A 2 = v ⊤ [S ⊤ (SS ⊤ ) −1 S]v and the observation that S ⊤ (SS ⊤ ) −1 S is a projection matrix. The second inequality follows by writing the left hand side as (a 0 )
A,A . By the same argument, the left hand side of the third inequality can be rewritten as (a 0 )
is positive semi-definite. Hence the smallest singular value of W +M is not smaller than 2/F A . As
The square of the left hand side of the fourth line is
is no greater than the left hand side of the third line.
Appendix E: A Stein Lemma
Lemma E.1. Let z ∼ N (0, I n ), a ∈ R p and f : R n → R n and g : R n → R p be almost differentiable mappings. Suppose f 1 (z) = a, g(z) f (z) satisfies the assumptions for the Stein formula. Then,
The lemma follows directly from the Stein formula and the multiplication rule in differentiation: ∇f 1 (z) = a, g(z) ∇f (z) + {∇g(z)}a f (z) ⊤ and div f 1 (z) = a, g(z) div f (z) + a ⊤ {∇g(z)} ⊤ f (z). In particular, it asserts that the variable
Appendix F: Loss equivalence to oracle estimators Lemma F.1. Consider the linear model (1.1) and a convex penalty g(·). Let
Define R = σ 2 + Σ 1/2 h * 2 , F = 2/[1 ∧ {µ ∨ φ min (Σ −1/2 (X ⊤ X/n)Σ −1/2 )}], and F + = ( Xh * 2 /(n Σ 1/2 h * 2 ) ∨ ( ε 2 /(σ 2 n)) ∨ 1. Then,
where σ = F + σ 2 + (F + − 1) Σ 1/2 h * 2 = (F + − 1)R + σ 2 , and 
Let W = (1/n)Σ −1/2 X ⊤ XΣ −1/2 . Summing the two above displays yields
by the above two inequalities, and for Σ 1/2 h < F Σ 1/2 h * we have Xh 2 /n ≤ σ + F 2 Σ 1/2 h * 2 and thus (F.4) holds. Finally, for 2
This gives (F.5).
Appendix G: Degrees-of-freedom are bounded away from n for µ > 0 Lemma G.1. Let Assumption 3.1 be fulfilled with n ≥ 2. Then there exists an event Ω 0 independent of (z 0 , ε) such that
Proof of Lemma G.1. If γ < 1, the choice C * (γ, µ) = (1 − γ) works with Ω 0 the whole probability space with P(Ω 0 ) = 1 because rank(Ĥ) ≤ p.
If γ ≥ 1 then we have µ > 0 in Assumption 3.1.
By [DS01, Theorem II.13], P(Ω 0 ) ≥ 1 − e −n/2 . Next, X is fixed and we study the derivatives of Xβ with respect to y. Let y, y ∈ R n two response vectors such that (y − y) ⊤ z 0 = 0 andβ,β the corresponding estimators. Let P = I n − z 0 z ⊤ 0 / z 0 2 be the projection on {z 0 } ⊥ so that P X = P XQ 0 . By the KKT conditions forβ,β and (3.2),
On Ω 0 , µ(
Combined with the above display, this implies (1 + µ( √ γ + 2) −2 ) P X(β −β) ≤ P (y − y) .
Hence the restriction of y → P Xβ to the image of P is L-Lipschitz with L = (1 + µ( √ γ + 2) −2 ) −1 , or equivalently PĤP S ≤ L. Finally, trace[I n − H] ≥ (n − 1)(1 − L) ≥ nC * with C * = (1 − L)/2.
It remains to link a * , h to Σ 1/2 h * . We have 2 h, a * Σ 1/2 h * = 2 h, Σh * = − Σ 1/2 (h − h * ) 2 + Σ 1/2 h 2 + Σ 1/2 h * 2 ≥ 2 Σ 1/2 h * 2 + ( X(β − β * ) 2 + Xβ − y 2 − Xβ * − y 2 )/n where we used the optimality conditions forβ and β * as in Lemma F.1 for the last inequality. Since X(β − β * ) 2 + y − Xβ 2 ≥ (1/2) y − Xβ * 2 and σ 2 ≤ Σ 1/2 h * 2 , (1 −df/n) 2 Σ 1/2 h * 2 /12 ≤ y − Xβ 2 g 2 /n 2 + ∆ c n + (1 −df/n) 2 ∆ d n ≤ y − Xβ 2 /n + ∆ b n + ∆ c n + ∆ d n as desired.
Appendix I: Approximation by smoothing the penalty
In this section we considerβ in (3.1). For a smooth convex functiong, defineβ by (3.40). Define alsoH = ∇h(y) anddf = traceH whereh : R n → R n is the functionh(y) = Xβ (existence ofH is granted by Proposition J.1).
Proposition I.1. There exists an absolute constant C > 0 such that the following holds for all n ≥ C. Let ε ∼ N (0, σ 2 I n ) and let X be independent of ε. Let g : R p → R be convex and coercive. Defineβ as in (3.1) and let µ ≥ 0 be such that (3.2) holds. Then for any δ > 0, there exists a C ∞ (R p ) convex functiong : R p → R with g ≤g such thatβ in (3.40) satisfy
P Ω(δ) > 1 − e −n (I.1)
where Ω(δ) = {nµ Σ 1/2 (β −β) 2 + X(β −β) 2 ≤ δσ 2 }, as well as E[trace(Ĥ −H) 2 ] ≤ 8n.
Furthermore, R in (1.14) andR in (3.41) satisfy |R 1/2 − R 1/2 | 2 ≤ σ 2 δ/(2n) andg satisfies (3.2) for the same µ.
Hence for any arbitrarily small δ (we typically apply this result with δ = 2 −n in Section 3.3.3), we can always find a smooth penaltyg such that the prediction error betweenβ and β is less than δσ 2 with overwhelming probability. The more surprising result above is that one can construct a smoothg so that the degrees of freedomdf = traceĤ anddf = traceH cannot be too far apart: E[(df −df) 2 ] ≤ 8n and thus |df −df| = O P ( √ n) for any n larger than some absolute constant.
Proof. Let β * be the oracle in (1.14). By optimality ofβ we have almost surely 2g(β) ≤ ε 2 /n + 2g(β) so thatβ belongs to the set K = {β * }∪{b ∈ R p : 2g(b) ≤ 5σ 2 + 2g(β)} on the event (I.2) Ω n = { ε 2 ≤ 5σ 2 n}.
We now construct a smooth convexg such that 0 ≤g − g ≤ σ 2 δ/(2n) on K using well-known convolution techniques. The set K is compact because g is coercive. A convex function is Lipschitz on every compact contained in the interior of its domain [Sch14, Theorem 1.5.3]. Applying this to the compact set K + B(0, 1) where B(0, 1) is the unit Euclidean ball, there exists L > 0 such that max x∈K,b∈B(0,1) |g(x − b) − g(x)| ≤ L b . Let now ϕ : R p → R be a smooth C ∞ density supported on B(0, 1) and with mean-zero, and setg(x) = g(x − γb)ϕ(b)db for γ = min(1, σ 2 δ/{2nL b ϕ(b)db}). Then g(x) ≤g(x) for all x ∈ R p by Jensen's inequality thanks to ϕ(·) being mean-zero, and g(x) − g(x) ≤ γL b ϕ(b)db ≤ σ 2 δ/(2n) for any x ∈ K. The functiong is C ∞ provided that the density ϕ is itself C ∞ by the dominated convergence theorem.
Note that g satisfies (3.2) iif g µ (x) = g(x) − µ Σ 1/2 x 2 /2 is convex. If g satisfies (3.2), the functiong µ (x) =g(x) − µ Σ 1/2 x 2 /2 can be rewritten as g µ (x) = (g(x − γb) − µ 2 Σ 1/2 (x − γb) 2 )ϕ(b)db + µγ 2 2 Σ 1/2 b 2 ϕ(b)db by a bias-variance decomposition. The integrand is convex in x for every b, henceg µ is convex andg also satisfies (3.2).
By optimality ofβ,β and (3.2), it holds that nµ Σ(β −β) 2 + X(β −β) 2 ≤ y − Xβ 2 − y − Xβ 2 + 2n(g(β) − g(β)), nµ Σ(β −β) 2 + X(β −β) 2 ≤ y − Xβ 2 − y − Xβ 2 + 2n(g(β) −g(β)).
Summing these two inequalities, we obtain that on the event Ω(δ) in (I.2), inequality nµ Σ 1/2 (β −β) 2 + X(β −β) 2 ≤ σ 2 δ holds. This proves (I.1). Let E ε denote the expectation with respect to ε conditionally on X and let H(ε) = X(β −β). Then div H(ε) = trace[Ĥ −H] and the Second Order Stein formula yields that
Using a 2 ≤ 2(a − b) 2 + 2b 2 and the Cauchy-Schwarz inequality |ε ⊤ H(ε)| ≤ ε H(ε) , this implies that
The function H is 2-Lipschitz (cf., e.g., [BT17] ) hence trace{(∇H(ε)) 2 } ≤ 4n. Let I Ω c n be the indicator function of the complement of event (I.2). Then E ε [( ε 2 + σ 2 ) H(ε) 2 ] ≤ δσ 2 E ε [( ε 2 + σ 2 )] + P(Ω c n ) 1/2 E ε [( ε 2 + σ 2 ) 2 (2 ε + σδ 1/2 ) 4 ] 1/2 .
where we used that H(ε) 2 ≤ σ 2 δ on Ω for the first term, and that H(ε) ≤ 2 ε + H(0) ≤ 2 ε + σδ 1/2 by 2-Lipschitzness of H for the second term. Without loss of generality, we may assume that δ ≤ P(Ω c n ) 1/2 which is exponentially small in n. Since moments of ε 2 /σ 2 are at most polynomial in n, the above display is exponentially small in n as well. Hence the previous display is bounded from above by 2σ 4 provided that n ≥ C for some absolute constant C > 0, and for such n ≥ C the quantity (I.3) is bounded from above by 8n.
Finally, the KKT conditions for the oracles β * andβ * imply Σ 1/2 (β * −β * ) 2 ≤ g(β * ) − g(β * ) +g(β * ) −g(β * ).
By construction ofg, g(β * ) ≤g(β * ) andg(β * )−g(β * ) ≤ σ 2 δ/(2n) since β * ∈ K. Thus the right hand side above is no greater than σ 2 δ/(2n) and |R 1/2 −R 1/2 | ≤ Σ 1/2 (β * −β * ) completes the proof. 
