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Abstract
The problem of stability for the reconstruction of the scattered eld us in the exterior of a scatterer D from far eld
data u∞ and for the reconstruction of a sound-soft or sound-hard scatterer D from the far eld pattern u∞(x^; d); x^; d2

for all incident plane waves is investigated. In particular, we show how stability estimates are linked to the behaviour of
the scattered eld s for incident point-sources and to special minimum norm solutions for the Herglotz wave operator.
The results can also be used to formulate a method of singular sources for the reconstruction of @D which is new in
inverse scattering. The reconstruction method is described and numerical examples are provided. c© 2000 Elsevier Science
B.V. All rights reserved.
1. Introduction
The area of inverse scattering theory is of great interest to a large variety of applications such as
medical imaging, radar and nondestructive testing. Here we consider the problem of stability for the
reconstructions of the scattered elds us in areas where measurements are dicult to perform and of
sound-hard or sound-soft scatterers @D in a homogeneous background medium from the measured
far eld pattern u1 for scattering of plane waves.
Let 
 denote the unit circle or unit sphere, respectively. First, in Section 2 we consider for an
unknown scatterer D2Rm, m=2; 3, the reconstruction of the scattered eld us for an incident plane
wave ui from the far eld pattern u1 of us. We formulate and analyse a point-source method for
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the reconstruction of us which is a modication of [11{13]. We use it to obtain stability estimates
for the dependence of us on u1 involving the behaviour of the minimum norm solutions g(z; ) for
the ill-posed equation
Hg(z; ) = (; z) (1.1)
on a boundary @G of a domain G which contains the unknown scatterer D in its interior. Here H
is the Herglotz wave operator
(Hg)(x) :=
Z


eixdg(d) ds(d); x2 @G (1.2)
and (x; z) denotes the point-source
(x; z) :=
8>>><
>>>:
i
4
H (1)0 (jx − zj); x 6= z; m= 2;
eijx−zj
4jx − zj ; x 6= z; m= 3
with source-point z, i.e., the fundamental solution to the Helmholtz equation in Rm.
Reconstructions of us(z) will be obtained in the form
(Au1) (z) :=
1
m
Z


g(z; )u1(−) ds(); x2Rmn G (1.3)
with a constant m and g(z; ) given above. The integral operator A maps the far eld pattern u1
boundedly onto an approximation for the scattered eld us. It can be considered as a kind of
backprojection operator and has some similarities with the Backus{Gilbert method or Mollier
methods (see [3,9]).
Second, in Section 3 we investigate the stability of the reconstruction of @D from given far eld
data u1(x^; d) for all x^; d2
. As a rst step we examine the scattered elds s(x; z) for scattering
of incident point-sources (x; z). From the singularity of  and the boundary condition we obtain
s(z; z)!1; z ! @D:
We explicitly estimate the rate of divergence of s(z; z) uniformly for appropriately chosen classes
of domains. We then give a constructive method to approximate s(z; z) from the knowledge of the
far eld pattern u1(x^; d) for all x^; d2
 on a domain BnD, where B denotes a domain with DB
and
D := fy2Rm; d(y;D)<g: (1.4)
Approximations for s(x; z) can be obtained in the form
(Qu1)(x; z) :=
1
m
Z


Z


g(x; )f(z; d)u1(−; d) ds() ds(d) (1.5)
for x; z 2BnD, where g(x; ) and f(z; ) are functions in L2(
) which can be computed according to
some a priori information about the unknown scatterer. Estimating the norm of Q we derive stability
estimates for the reconstruction of s(x; z) and, furthermore, for the reconstruction of @D. Explicit
estimates are computed for the convex hull H(D) of D.
In contrast to the work of Isakov [4,5] we investigate stability estimates in the case where the far
eld patterns of the scatterer eld for all directions of incidence d2
 are known. Our techniques
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are dierent from the techniques used in [4,5] and the results hold both for the sound-soft and
sound-hard boundary condition, i.e., here we have stability estimates which are independent of the
physical properties of the scatterer.
Third, in Section 4 we use the operator Q given by (1.5) and the results of Section 3 to propose
a method of singular sources for the reconstruction of @D. This method basically computes an
approximation for s(z; z) from the far eld pattern u1(x^; d) for x^; d2
 using the operator Q. It
searches for @D as the set of points where (Qu1)(z; z) is suciently large.
Since the behaviour of s(z; z) does not depend on the boundary condition for the sound-soft or
sound-hard scatterer, we do not have to know the physical properties of the unknown scatterer for
the algorithm. Also, note that the method does not need information about the number of connected
components of the scatterer and we do not need to choose a parametrization for the whole boundary,
but we can reconstruct dierent pieces of the boundary independently.
We numerically tested the performance and reconstructions of the method of singular sources
for one and two sound-soft and sound-hard scatterers. Details of our implementation and numerical
results are given at the end of the paper.
2. The reconstruction of a scattered eld us from far eld data u∞
In this section we will derive estimates for the reconstruction of the scattered eld us from
disturbed far eld data u1 using point-sources and a mixed reciprocity relation.
The Herglotz integral operator H : L2(
)! L2(@G), given by (1.2) is the restriction of Herglotz
wave functions
vi(x) :=
Z


eixdg(d) ds(d); x2Rm;
to the boundary @G of a domain G. For > 0 and z 2Rmn G let g(z; ) be the minimum norm
solution of
Hg(z; ) = (; z) (2.1)
with discrepancy , i.e.,
jjHg(z; )− (; z)jjL2(@G)6;
jjg(z; )jjL2(
) = inffjjfjjL2(
)jf2L2(
); jjHf − (; z)jjL2(@G)6g:
(2.2)
We rst collect some properties of H and g(z; ). We assume that the boundary @G of the domain
G is piecewise of class C2.
Lemma 1. Assume that the homogeneous interior Dirichlet problem for the domain G has only
the trivial solution. Then H is injective and has dense range, thus the minimum norm solution
g(z; ) of (2:1) with discrepancy  exists and is unique. The function g(z; )2L2(
) depends weakly
continuously on z 2Rmn G; i.e.;
z ! z0 ) hg(z; );  iL2(
) ! hg(z0; );  iL2(
) 8 2L2(
): (2.3)
The minimum norm solution g(z; ) depends continuously on the discrepancy .
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Proof. H is the adjoint of the operator F given by (5:50) of [2]. If the boundary of G is of class
C2 we can use Theorem 5:17 of [2] to conclude that H is injective and has dense range. We note
that Theorem 5:17 of [2] also holds for domains with boundary which is piecewise of class C2.
Now uniqueness and existence of the minimum norm solution is proven in [7, Theorem 16:11].
Since the minimum norm solution of (2.1) in L2(
) depends weakly continuously on the right-hand
side (; z) (see [7, Problem 16:2]) and since the function (; z)2L2(@G) depends continuously on
z 2Rmn G, we derive the weak continuity of g(z; ) on z.
To show that the minimum norm solution depends continuously on the discrepancy we proceed
as in the proof of Theorem 16:11 of [7]. The minimum norm solution of H’= f with discrepancy
 is the unique solution ’ of ’ + H H’ = H f where  is chosen such that jjH’ − fjj = .
We obtain  as a zero of the continuous function G() := jjA’ − fjj2 − 2. Since minimum norm
solutions are unique, the zeros of G must be unique and thus G must be strictly monotonous. Then
the zero 0 of G() depends continuously on . Since ’ depends continuously on  we obtain the
continuous dependence of the minimum norm solution on  and the proof is complete.
Our main tool for the reconstruction of the scattered eld us(z) for z 2Rmn G from the far eld
pattern u1 is the operator A : L2(
)! C(Rmn G) dened by
(A’)(z) :=
1
m
Z


g(z; )’(−) ds(); z 2Rmn G (2.4)
with
m =
8>>><
>>>:
ei=4p
8
; m= 2;
1
4 ; m= 3;
where the kernel g(z; ) is given by (2.2). According to Lemma 1 the function A’ is continuous on
Rmn G and thus the operator A : L2(
) ! C(Rmn G) is well dened. The integral operator A is a
kind of backprojection operator which maps the far eld pattern u1 onto an approximation for the
scattered eld us.
Given a direction of incidence d2
 let us(; d) be the eld scattered from an unknown scatterer
DG for an incident plane wave
ui(x; d) = eixd; x2Rm
and u1(x^; d); x^2
, the corresponding far eld pattern. We denote by s(; z) and 1(; z) the
scattered eld and far eld pattern, respectively, for the scattering of an incident point-source (; z).
In the following theorem, we do not assume that we know the physical properties of D, but we
assume that the standard reciprocity relations hold, i.e., the far eld reciprocity relation
u1(x^; d) = u1(−d;−x^); x^; d2
; (2.5)
as given by [2, Theorem 3:13], and the mixed reciprocity relation
1(x^; z) = mus(z;−x^); x^2
; z 2Rmn D (2.6)
given in [8,13, Theorem 1]. Both reciprocity relations are basically a consequence of Green’s theorem
in the exterior of the scatterer D.
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Theorem 2 (Regularization properties of A). Let DM be a scatterer in the interior of a compact
set M G. For the reconstruction of the scattered eld us for an incident plane wave ui with
direction of incidence d2
 from disturbed far eld data u1 with error bound
jju1 − u1 jjL2(
)6
using the operator A dened by (2:4) with regularization parameter > 0 we have the error
estimate
jus(z)− (Au1 )(z)6c+
1
m
jjg(z; )jjL2(
); z 2Rmn G (2.7)
with some constant c depending on M; on G and on the bound c1 for the norm of the scattering
map S : C1(@D)! C(
); ui 7! u1.
Remark. Usually for a regularization scheme to approximately solve an ill-posed equation F= f
with perturbed right-hand side f; jjf − fjj6, by a regularized solution  :=Rf writing
−  = − RF+ Rf − Rf;
we have
jj− jj6jjRF− jj+ jjRjj:
The rst term is due to the approximation error between R and F−1 and the second term reects
the inuence of the data error. The two types of errors can also be found in (2.7), where we
explicitly control the approximation error by the regularization parameter  and the data error by
jjg(z; )jj.
Proof. Let us consider the incident Herglotz wave function vi with density g(z; ) for z 2RmnG,
its scattered eld vs and the far eld pattern v1 of vs. For the point-source (; z) recall that we
denote the scattered eld by s(; z) and its far eld pattern by 1(; z). On the boundary @G of G
according to our choice of g(z; ) we have
jj(; z)− vijjL2(@G)6: (2.8)
On compact subsets M of G the solution of the interior Dirichlet problem for the domain G with
its derivatives of order 2N depends continuously on the L2-norm of its boundary values on @G
(cf. [2]), i.e., there is a constant c1 such that
jj(; z)− vijjC1(M)6c1: (2.9)
By the well-posedness of the direct scattering problem C1( D)! C(
); ui 7! u1 there is a constant
c1 such that
j1(−d; z)− v1(−d)j6c1c1; d2
: (2.10)
Also from the boundedness of the direct scattering problem by standard arguments we derive that
the far eld pattern v1 of the scattered Herglotz wave function vs is given by
v1(−d) =
Z


u1(−d; )g(z; ) ds(); d2
: (2.11)
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Using the reciprocity relation
u1(−d; ) = u1(−; d); d; 2
; (2.12)
we transform (2.11) into
v1(−d) =
Z


u1(−; d)g(z; ) ds(); d2
: (2.13)
We also use the mixed reciprocity relation
1(−d; z) = mus(x; d); d2
; z 2Rmn D (2.14)
and obtain from (2.10), (2.13), (2.14) and(2.4) the estimate
jus(z; d)− (Au1(; d))(z)j6c1c1
m
: (2.15)
In a last step we estimate
jus(z)− (Au1 )(z)j6 jus(z)− (Au1)(z)j+ j(A(u1 − u1 ))(z)j
6
c1c1
m
+
1
m
jjg(z; )jj; (2.16)
and the proof is complete.
From (2.7) computing the norm of g(z; )=g(z; ) in dependence on  we can derive stability esti-
mates for the reconstruction of us(z) for z 2Rmn G. Every strategy for a choice of the regularization
parameter  in dependence on the data error , i.e., a function = (), with
jjg(z; )jj ! 0 and ()! 0 for  ! 0 (2.17)
for a point z 2Rmn G, denes a regular strategy for the reconstruction of us(z) using the operator
A. We rst show existence of regular strategies.
Theorem 3. For every continuous function f : (0; 0) ! R with f(t) ! 1 for t ! 0 there exists
a function  : (0; 0)! (0; 0) with
f(()) ! 0 and ()! 0 for  ! 0: (2.18)
Proof. First, we consider the case where f is a strictly monotone function, i.e., f(t)>f() if
t < . Then on (a;1) with a :=f(0) there is an inverse function
f−1 : (a;1)! (0; 0)
with f−1(f()) =  and f(f−1(t)) = t for all 2 (0; 0) and t 2R. Let o() be a function with
o()! 0 and o()= !1 for  ! 0. Then for the function
 : (0; 0)! (0; 0); () :=f−1(o()=)
with 0 dened by o(0)=0 = 0 we obtain the behaviour (2.18). For general continuous functions f
we consider a strictly monotone function f with f(t)>f(t) for t 2 (0; 0) and proceed as above.
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We now obtain the rst desired stability estimates as a corollary. Since the density g is given
according to some a priori information, due to Theorem 3 the following estimates, in fact, provide
computable stability estimate for the reconstruction of the scattered eld us(z).
Corollary 4 (Stability estimate). Let D1 and D2 be two domains with D1; D2M for some compact
set M G. If the far eld patterns u11 and u12 for scattering of an incident plane wave ui(; d)
from D1 and D2 satisfy
jju11 − u12 jjL2(
)6;
then for every function () which satises (2:17) we have the stability estimate
jus1(z)− us2(z)j62c() +
1
m
jjg(z; )jjL2(
); z 2Rmn G: (2.19)
The constant c depends on M; G and on the bound c1 for the norm of the scattering map S :
C1(@D)! C(
); ui 7! u1 for D1 and D2.
Proof. Using Theorem 2 we estimate
jus1(z)− us2(z)j6 jus1(z)− (Au11 )(z)j+ j(A(u11 − u12 ))(z)j+ j(Au12 )(z)− us2(z)j
6 2c+
1
m
jjg(x; )jjL2(
):
The explicit form of the constant c can be taken from (2.10) and (2.15).
In Theorem 2 and Corollary 4 the stability function for the reconstruction of us depends on the rate
of divergence of jg(z; )jL2(
) for  ! 0. We now compute explicit bounds for the case where z is in
the exterior of the convex hull H( G) of G. We restrict our representation to the three-dimensional
case. The derivation in two dimensions works in the same way with obvious modications.
Lemma 5. Assume that z is in the exterior of a ball BR(x0) with radius R and centre x0 containing
G in its interior; and that the homogeneous interior Dirichlet problem for the Helmholtz equation
in BR(x0) has only the trivial solution. Then the estimate
jjg(z; )jjL2(
)6 ab ln(−c ln ) (2.20)
is valid for all suciently small > 0 with constants a; b; c> 0 depending on the ratio R=jz − x0j
and on the distance between G and the boundary 
R(x0) of the ball BR(x0).
Proof. We choose a coordinate system such that x0 = 0 and dene the linear spaces
Xn := spanfY lk (x^); k6n; l=−k; : : : ; k; x^2
g (2.21)
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and
Yn := span

jk(jxj)Y lk (x^); k6n; l=−k; : : : ; k; x2R3; x^ :=
x
jxj for x 6= 0

: (2.22)
Here jk denotes the spherical Bessel function of order k and Y lk with l = −k; : : : ; k is a system of
orthonormal spherical harmonics of order k. From the Funk{Hecke formulaZ


eixdY lk (d) ds(d) = 4ikjk(jxj)Y lk (x^); x2R3 (2.23)
(see (2:44) of [2]) we obtain for the Herglotz wave operator HXn = Yn for all n>0. According to
Lemma 1 the operator H has dense range in L2(
R). Thus we may choose g2L2(
) such that
jj(; z)− HgjjL2(
R)6

2
and approximate g by a nite sum gn of spherical harmonics with
jjH (g− gn)jjL2(
R)6

2
to obtain an approximation un :=Hgn 2Yn of (; z) with
jj(; z)− unjjL2(
R)6:
To dene the function N, let N(; z) be the smallest n2N such that
min
u2Yn
jj(; z)− ujjL2(@G)6: (2.24)
As a rst step we derive a bound for N using a specially chosen function un. Let us consider
un(x) :=
nX
k=0
kX
l=−k
alkjk(jxj)Y−lk (x^); x2R3 (2.25)
with coecients alk := ih
(1)
k (jzj)Y lk (z^) for k = 0; : : : ; n; l=−k; : : : ; k: From the expansion
(x; z) = i
1X
k=0
kX
l=−k
h(1)k (jzj)Y lk (z^)jk(jxj)Y−lk (x^); (2.26)
=
1X
k=0
kX
l=−k
alkjk(jxj)Y−lk (x^) (2.27)
of (x; z) for jxj< jzj with respect to the spherical harmonics (see (2:42) of [2]), the addition
theorem
kX
m=−k
Y lk (z^)Y
−l
k (x^) =
2k + 1
4 Pk(cos()) (2.28)
with the Legendre Polynomial Pk , where  denotes the angle between z^ and x^ (see (2.29) of [2]), the
asymptotic behaviour (2.37) and (2:38) of [2] of the Hankel- and Bessel functions and jPk(t)j61 for
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t 2 [− 1; 1] we obtain
jj(; z)− unjj2L2(
R) =


1X
k=n+1
kX
m=−k
h(1)k (jzj)Y lk (z^)jk(jxj)Y−lk (x^)


2
L2(
)
=


1X
k=n+1
h(1)k (jzj)jk(R)
2k + 1
4 Pk(cos())


2
L2(
)
6
c0
jzj
1X
k=n+1
q2k =
c0
jzj
q2(n+1)
(1− q2) (2.29)
with q :=R=jzj and a constant c0> 0 not depending on R; jzj or n. Since the interior Dirichlet problem
is bounded from L2(
R) into C(M) for compact subsets M of BR(x0), we get a constant  such that
jj(; z)− unjjL2(@G)6jj(; z)− unjjL2(
R): (2.30)
Now from (2.30) and (2.29) for
n+ 1 :=
"
ln(2(1− q2)jzj=c0)
2 ln(q)
#
; (2.31)
where [a] denotes the smallest integer bigger than a2R, by straightforward calculation we obtain
jj(; z)− unjjL2(@G)6: (2.32)
Thus (2.31) provides a bound for the function N.
In a second step we estimate the norm of the unique function gn with Hgn = un. From the Funk{
Hecke formula we derive that gn is given by
gn(x^) =
nX
k=0
kX
l=−k
1
4ik
alkY
−l
k (x^); x^2
: (2.33)
We estimate the norm of gn by
jjgnjj2L2(
) =

1
4
2 nX
k=0
kX
l=−k
jalk j2
6 c1
nX
k=0
(2k + 1)

2k
ejzj
2k
6 c1(2n+ 1)(n+ 1)

2n
ejzj
2n
(2.34)
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with a constant c1. Let us now insert (2.31) into (2.34). By straightforward calculations we obtain
the estimate
jjgnjjL2(
)6 ab ln(−c ln ) (2.35)
for all suciently small > 0 with constants a; b; c> 0 depending on c0; c1; jzj; q and . Because of
(2.32) the norm of gn is an upper bound for the norm jjg(z; )jj of the minimum norm solution, i.e.,
we have proven (2.20).
We can use Lemma 5 to obtain explicit stability estimates for the reconstruction of the scattered
eld us(z) if z 6 2H(G).
Theorem 6 (Explicit stability estimate). Let D1 and D2 be two domains with D1; D2M for a
compact set M G. If the far eld patterns u11 and u12 for scattering of an incident plane wave
ui(; d) from D1 and D2 satisfy
jju11 − u12 jjL2(
)6;
then for z 6 2H(G) we have the stability estimate
jus1(z)− us2(z)j6=ln(− ln()) (2.36)
with constants ;  and  uniformly on compact subsets of R3nH(G).
Proof. For z =2H(G) we can choose R> 0 and x0 2R3 such that GBR(x0) and z =2 BR(x0). We
apply Lemma 5 to estimate jjg(z; )jj. Then the function
() := 
1
b ln(−c ln()) (2.37)
satises the demands of (2.17). After some computations we obtain from (2.19) and (2.20) for the
reconstruction of us from u1 the stability estimate (2.36) with constants ;  and  uniformly on
compact subsets of R3nH(G).
These results coincide with [5]. For z 2H(G) to our knowledge estimates analogous to (2.20)
are not known.
3. Stability estimates for the reconstruction of the boundary @D from far eld data u1(x^; d);
x^; d2

In this section we prove stability results for the reconstruction of the boundary @D of a sound-soft
or sound-hard scatterer if the far eld pattern u1(x^; d); x^; d2
 for all incident plane waves with
direction of incidence d and all observation directions x^ is given. We combine ideas which were
used by Kirsch and Kress [6] to prove the uniqueness for the inverse problem with the ideas of the
preceeding section to derive stability estimates.
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3.1. Stability estimates for the sound-soft scatterer
Let us rst determine a suitable class of domains D. We need a bounded set B in Rm, where we
search the unknown domain. Further, we assume the uniform smoothness of the boundary @D of D
and a geometrical exterior cone condition which secures that the boundary @D can be reached in a
uniform way from the exterior part or from innity, respectively. Let C be the class of scatterers D
 which lie inside a given ball B :=BRe (0) with radius Re,
 which have a boundary of class C2 such that the curvature is uniformly bounded by a constant
Ccur,
 which satisfy the following exterior cone condition with angle e:
for all x2RmnD there is p2
 and a cone
cone(x; p; e) :=

y2Rm; y − xjy − xj  p>cos(e)

(3.1)
in the exterior of D, i.e., cone(x; p; e)RmnD.
We rst state some useful geometric-technical properties.
Lemma 7. If D2C satises the exterior cone condition with angle e; then there is e> 0 and
0<6e such that for every 066e the domain
D := fy2Rm; d(y;D)<g
satises the exterior cone condition with angle . The parameters e and  depend only on e and
Ccur. If cone(x; p; e) is a subset of RmnD with x =2 D; then cone(x; p; ) is a subset of RmnD.
Proof. Since the curvature is bounded, there is a radius r such that D is the union of balls with
radius r. Let x be a point in RmnDRmnD and Ce ;x;p a cone in RmnD with vertex x. Clearly D is
a subset of
G :=
[
Br(y)Rmn(B(x)[Ce ;x;p)
Br(y):
Considering balls which touch both B(x) and Ce ;x;p we obtain that for
’= arccos

r
r + 

<e;
we have for all suciently small 
;= Ce−’;x;p \ GCe−’;x;p \ D:
The proof is complete by observing that arccos(r=(r + ))! 0;  ! 0.
Later we will need uniform estimates for the scattering map S which maps the incident eld
uij@D 2C(@D) onto the scattered eld us 2C(BnD). Results of this type have been proven in [4].
Here for consistency of our approach we present a proof by means of integral equations.
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Lemma 8. For domains D2C the scattering map
S : C(@D)! C(BnD); ui 7! us
is bounded by a constant Cscat uniformly for D2C.
Proof. As worked out in [2, Theorem 3:9], with the help of a combined acoustic double- and
single-layer potential
u(x) =
Z
@D

@(x; y)
@(y)
− i(x; y)

’(y) ds(y); x2Rm (3.2)
with continuous density ’ we can reduce the scattering problem to a boundary integral equation
(I + K − iS)’=−2ui
with single-layer and double-layer operator
(S’)(x) := 2
Z
@D
(x; y)’(y) ds(y); x2 @D (3.3)
and
(K’)(x) := 2
Z
@D
@(x; y)
@(y)
’(y) ds(y); x2 @D: (3.4)
According to [1, Theorems 2:12 and 2:15] the operators S and K are bounded C(@D)! C0;(@D).
It can be seen from the proofs of these theorems that the bounds depend only on the constants Re
and Ccur.
We want to prove the uniform boundedness of (I + K − iS)−1 for D2C. Let us assume the
contrary, i.e., we assume that there is a sequence Dj of domains in C and functions ’j;  j 2C(@Dj)
with
(I + Kj − iSj)’j =  j; (3.5)
jj jjjC(@Dj) ! 0 for j ! 1 and jj’jjjC(@Dj) = 1 for all j2N. For the sake of simplicity here we
consider domains Dj which are simply connected and starlike with respect to the origin. Then given
Dj there is a function rj 2C2(
) such that @Dj = frj(x^)x^; x^2
g. Using the mapping
’ 7! ~’(x^) :=’(rj(x^)x^); x^2
;
the space C0;(@Dj) is isomorphically mapped onto the reference space C0;(
). In the same way
we transform the operators Sj and Kj. Let us use the same letters Kj and Sj for the transformed and
the original operators. First, since by the uniform boundedness of Kj and Sj : C(@D) ! C0;(@D)
the set
fKj’j − iSj’j; j2Ng
is relativly compact in C(
), we can choose a convergent subsequence of
(Kj’j − iSj’j)j2N
with limiting value ’0 2C(
). By (3.5) this yields ’k ! ’0 for k !1.
Second, we show the convergence of the operators Sj and Kj. We note that the space of starlike
domains with rst and second derivatives bounded by Ccur is a relatively compact subset of the space
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of boundaries of class C1;. Thus we may choose a convergent subsequence @Dk; k 2N, of the
sequence Dj of domains such that @Dk ! D0, k !1. The operators S and K depend continuously
on the C1;-boundary @D in the operator norm on C(
) (for a proof for C2-boundaries see [2], the
proof also works for boundaries of class C1;). Then Kk − iSk ! K − iS in the operator norm on
C(@D0). This yields
Kk’k − iSk’k = (Kk − iSk)(’k − ’0) + (Kk − iSk)’0
!K’0 − iS’0; k !1: (3.6)
Third, taking the limit of (3.5) for k !1, we obtain
(I + K − iS)’0 = 0
and the injectivity of I + K − iS yields ’0 = 0. But this contradicts
jj’0jj= lim
j!1
jj’jjj= 1:
Thus our assumption is wrong and we have shown that (I + K − iS)−1 is uniformly bounded for
D2C.
For domains which are not starlike or simply connected we can in principle proceed in the same
way. Here, we do not want to present all the lengthy analytic and geometric arguments which are
necessary to construct the isomorphism from C0;(@Dj) onto C0;(D0) for an appropriate reference
domain D0.
Due to Theorems 2:12 and 2:13 of [1] the single- and double-layer potential (3.2) map C(@D)
boundedly into C(Bn D). The constants can be estimated uniformly for domains D2C. Together this
yields the boundednes of us 2C(BnD) uniformly for all D2C.
We need some further preparations before we can formulate and derive the stability results. Let
us consider the minimum norm solution g2L2(
) of the equation
Hg= (; z) (3.7)
on the boundary @G0 of a domain G0 with z=02RmnG0 and H given by (1.2). If the homogeneous
interior Dirichlet problem for G0 has only the trivial solution, according to Lemma 1 the minimum
norm solution exists and is unique.
In the following lemma we prove that, if we rotate and translate both the domain G0 and the
source-point z=0, the minimum norm solution for dierent translations and rotations can be obtained
by rotation with an orthogonal matrix and multiplication with a complex factor from the minimum
norm solution for the domain G0.
Lemma 9. Given a domain G0Rm; 0 6 2G0; with boundary @G0 which is piecewise of class C2; an
orthogonal rotation matrix M and a translation vector z 2Rm; we dene the domain G :=MG0+z.
Let f and g in L2(
) be the minimum norm solutions with discrepancy  of (3:7) for G0; z = 0
and for G; z. Then we have
g(d) = e−izd f(M−1d): (3.8)
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Proof. We establish a norm isomorphism  between L2(@G0) and L2(@G) by
 : ’ 7!  (’)(x) :=’(M−1(x − z)); x2 @G:
Given a Herglotz wave functin vi with density f, the translated and rotated Herglotz wave function
viM; z at a point x2Rm is given by
viM; z(x) = v
i(M−1(x − z))
=
Z


eiM
−1(x−z)df(d) ds(d)
=
Z


eixMde−izMdf(d) ds(d)
=
Z


eixdfT (d) ds(d); x2Rm (3.9)
with
fT (d) := e−izdf(M−1d): (3.10)
From (3.9) we derive
jjHT − (; z)jjL2(G) = jjH− (; 0)jjL2(G0)
for all 2L2(
). The functions T and  satisfy jjT jjL2(
) = jjjjL2(
). We will use this to show
g= fT . Assume that there is a function ~fT with
jjH ~fT − (; z)jjL2(G)6
and jj ~fT jj< jjfT jj. Then the function ~f2L2(
) dened by ~f(d) := eizMd ~fT (Md) satises jjH ~f−
(; 0)jjL2(G0)6 and jj ~fjjL2(
)< jjfjjL2(
). This contradicts the denition of f to be the minimum
norm solution of (3.7) for G0, z = 0. Thus fT is the minimum norm solution of (3.7) for G, z and
by the uniqueness of the minimum norm solution we obtain fT = g.
Recall that for scattering of an incident point-source (; z) with source point z by a domain D we
denote the scattered eld by s(; z) and its far eld pattern by 1(; z). To approach the stability
problem for the reconstruction of the scatterer we will investigate the reconstruction of the scattered
eld s(x; z) for x; z 2BnD, i.e., on a domain around the scatterer D.
To this end we approximate the function (; z) on a domain of approximation Gz with DGz
and z =2 Gz by a superposition of plane waves and use it to dene a reconstruction operator Q.
Since we do not want to compute superpositions for every z 2Rm, we compute a superposition on
a reference domain G0 and use rotations and translations as described in the preceding Lemma 9.
For xed > 0 the special domain of approximation G0 has to be chosen such that for every
D2C and z 2BnD we can rotate and translate G0 with a rotation matrix M(z) and the translation
vector z to obtain a domain Gz with DGz and z 2RmnGz. Using the properties of C, this is true
for
G0 :=B2Re

−
2
p

cone

−
2
p;p; 

; (3.11)
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where p2
 is an arbitrary vector. Given > 0 we choose Re suciently big such that the ho-
mogeneous interior Dirichlet problem for the Helmholtz equations in G0 admits only the trivial
solution.
Our main tool is the integral operator
(Qu1)(x; z) :=
1
m
Z


Z


f(x; d) g(z; )u1(−d; ) ds(d) ds() (3.12)
for x; z 2RmnD, where f(x; )2L2(
) and g(z; )2L2(
) are the minimum norm solutions of (3.7)
on the @Gx and @Gz with discrepancy  and , respectively.
The function (Qu1)(x; z) is continuous in all points x; z 2Rm where the rotation matrixes M(x)
and M(z) depend continuously on x and z. Note that by (3.8) the norms of f(x; ) and g(z; ) do
not depend on x; z 2Rm.
Theorem 10 (Regularization properties). For the reconstruction of the scattered eld s(x; z); x; z 2
BnD; from disturbed far eld data u1 with error bound
jju1 − u1 jjL2(

)6
using the operator Q given by (3:12) with geometrical parameter > 0 and regularization para-
meters ; > 0 we have the error estimate
js(x; z)− (Qu1 )(x; z)j6a+ bjjg(z; )jL2(
)+
1
m
jjf(x; )jjL2(
)jjg(z; )jjL2(
) (3.13)
for x; z 2BnD with some constants a; b depending on ;  and on Re.
Proof. Due to our choice of f(x; ) we have
jj(; x)− Hf(x; )jjL2(@Gx)6: (3.14)
From (2.15) we obtainus(x; d)− 1m
Z


f(x; )u1(−; d) ds()
6c1c1m  (3.15)
for all x2BnD; d2
. From (3.14) with f replaced by g using (2.9) and passing to the scattered
elds on both sides of the inequality, we derive the estimates(x; z)−
Z


us(x; d)g(z; d) ds(d)
6Cscat c1 (3.16)
for all z; x2BnD. Now we insert (3.15) into (3.16) and use the Cauchy{Schwarz inequality to
compute
js(x; z)− (Qu1)(x; z)j6Cscat c1+ jjf(x; )jjL2(
)Amc1c1m  (3.17)
with A2=
p
2 and A3=
p
4. Again using the Cauchy{Schwarz inequality to estimate jjQ(u1−u1 ),
as in (2.16) we obtain (3.13) and the proof is complete.
Theorem 10 enables us to derive an estimate for the dierence of s1 and 
s
2 for scattering of
point-sources  by dierent domains D1 and D2 in dependence on the far eld patterns
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u1(x^; d); x^; d2
 for scattering of plane waves. By an application of Theorem 3 we obtain functions
() and ( ~) such that
~ := 2b +
1
m
jjf(x; )jjL2(
) ! 0;  ! 0 (3.18)
and
2a+ jjg(z; )jjL2(
) ~ ! 0; ~ ! 0: (3.19)
Thus the following estimates, in fact, provide stability estimates for the reconstruction of s, which
can be computed explicitly given the a priori information on Re,  and .
Corollary 11 (Stability for the reconstruction of s). Let D1 and D2 2C be domains with given
scattering data u11 (x^; d) and u
1
2 (x^; d); x^; d2
. If there holds
jju11 − u12 jjL2(

)6;
then we have
js1(x; z)− s2(x; z)j62a+ 2bjjg(z; )jjL2(
)+
1
m
jjf(x; )jjL2(
)jjg(z; )jjL2(
) (3.20)
for all points x; z 2Bn(D1;  [ D2; ); for which cones (3:1) in the exterior of D1;  [ D2;  exist.
Proof. We use (3.13) for D1 and D2 and the Cauchy{Schwarz inequality applied to jjQ(u11 − u12 )jj
to compute from
js1(x; z)−s2(x; z)j6js1(x; z)−(Qu11 )(x; z)j+jQ(u11 −u12 )(x; z)j+ js2(x; z)−(Qu11 )(x; z)j;
(3.21)
estimate (3.20).
We have shown that we can reconstruct s(z; z) in the exterior of a scatterer D. We now investigate
the behaviour of this function when z is near @D.
Lemma 12. For scattering of a point-source (; z) by a domain D2C in a strip 0<d(z; D)<
with a constant > 0 there is the lower bound
js(z; z)j>cjln d(z; D)j: (3.22)
with constant c> 0. For all z 2Bn D we have the upper bound
js(z; z)j6Cjln d(z; D)j+ E (3.23)
with constants C; E> 0. In R3 the corresponding estimates are
js(z; z)j> cjd(z; D)j (3.24)
and
js(z; z)j6 Cjd(z; D)j : (3.25)
All constants hold uniformly for domains D2C.
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Proof. For the domain D with boundary of class C2 there is > 0 such that for points z with
06d(z; @D)< we have the unique representation z = zh where
zh := z0 + h  (z0)
with −<h< and z0 2 @D. By straightforward calculation estimating the singularity of  on the
C2-boundary @D of D we obtain that
	(x; zh) :=(x; zh)− (x; z−h); x2 @D
is uniformly bounded for all z0 2 @D, 0<h<. Since (; z−h) solves the Helmholtz equation in
Rmn D and satises the Sommerfeld radiation condition, for scattering of the incident eld (; z−h)
the scattered eld is given by −(; z−h). We denote the scattered eld for the incident eld 	(; z)
by 	s(; z). From the decomposition
(x; z) =	(x; z) + (x; z−h)
we conclude that for the scattered eld s we have the representation
s(x; zh) =	s(x; zh)− (x; z−h); (3.26)
where the scattered eld 	s(; zh) is uniformly bounded in C(BnD) for all z0 2 @D and 0<h< by
a constant c. Using the series representation of the Hankel function (see (2.32) and (3.52) of [2])
we estimate
Ljln hj>j(zh; z−h)j>ljln hj (3.27)
for 0<h< in R2 with constants L and l. In R3 this has to be replaced by
L
h
>j(zh; z−h)j> lh : (3.28)
Note that we have d(zh; D) = h for all 0<h< and z0 2 @D. Thus from (3.26) for x = zh using
estimates (3.27) and (3.28) we obtain (3.22){(3.25) with appropriate constants C; c and E.
Let D1 and D2 be two domains with corresponding scattered elds s1 and 
s
2. From Lemma
12 we observe, that a point z is close to @D1 if and only if the eld s1(z; z) is large. The same
holds for D2 and s2. If z is close to @D2 and if we know that the distance js1(z; z) − s2(z; z)j is
suciently small, then we conclude that the distance d(z; D1) has to be small, too. The following
lemma contains corresponding quantitative estimates.
Lemma 13. Let us consider two domains D1; D2 2C and a point z in Bn(D1 [ D2) with d(z; D2)
suciently small. If there holds
js1(z; z)− s2(z; z)j6; (3.29)
in R2 we have the estimate
d(z; D1)6B bd(z; D2)s; (3.30)
which in R3 has to be modied to
d(z; D1)6
d(z; D2)
s− d(z; D2) (3.31)
with constants b> 1; 0<s< 1 and B> 0 uniformly for D1; D2 2C.
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Proof. From (3.22), (3.23) and (3.29) we obtain for the two-dimensional case
Cjln d(z; D1)j+ E>cjln d(z; D2)j −  (3.32)
which can be transformed to
d(z; D1)6eE=Ce=Cd(z; D2)c=C : (3.33)
In the same way, in three dimensions we obtain from (3.24), (3.25) and (3.29)
C
d(z; D1)
>
c
d(z; D2)
−  (3.34)
and transform it into (3.31).
We now come to the formulation and proof of our main results. Since the norms of the minimum
norm solutions f(x; ) and g(z; ) dened together with (3.12) do not depend on z, the function
(; ; ; ) := 2a+ 2bjjg(z; )jjL2(
)+ 1m jjf(x; )jjL
2(
)jjg(z; )jjL2(
) (3.35)
is well dened. By Theorem 3 as shown in (3.18) and (3.19) we can always choose functions
= (), = () and = () such that
()! 0 for  ! 0 and ((); (); (); )! 0 for  ! 0; (3.36)
thus the following estimates, in fact, provide stability estimates for the reconstruction of @D, which
can be computed according to the a priori knowledge of Re and .
Theorem 14 (Stability estimate). Let D1; D2 2C be domains with scattering data u11 (x^; d) and
u12 (x^; d) for x^; d2
. If
jju11 − u12 jjL2(

)6; (3.37)
we have in two dimensions for all ; ; > 0 the stability estimate
d(D1; D2)6+ Bb(;; ;)s (3.38)
with constants B; b and s given by Lemma 13. In three dimensions (3:38) has to be replaced by
d(D1; D2)6+

s− (; ; ; ): (3.39)
Proof. We work out the proof of (3.38), estimate (3.39) can be obtained in the same way. Let us
in a rst step consider x0 2 @D2 such that there is a cone cone(x0; p; )Rmn(D1 [ D2). We apply
Corollary 11 with z := x0 + (x0) and x = z to obtain the estimate (3.29) with  given by (3.35).
Then Lemma 13 yields
d(x0; D1)6 jx0 − zj+ d(z; D1)
6 + Ccs: (3.40)
In a second step for 0 := +Ccs let us consider a cone cone(x; p; ) in Rmn D1; 0 . We want to
show that this yields cone(x; p; ) \ D2 = ;. Assume this is not the case. We dene
r0 := inffr > 0; (D2 \ cone(x; p; ))(Br(x) \ cone(x; p; ))g:
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Take x0 2 @D2 \ @Br0 (x) \ cone(x; p; ). Then for x0 and the cone cone(x0; p; ) we can use the rst
step and obtain the contradiction 0<d(x0; D1)60, i.e. the assumption has to be wrong.
Finally, we note that for D1 2C the exterior of D1; 0 can be covered by cones cone(x; p; ), i.e.,
D2D1; 0 . We can do all arguments with D1 and D2 exchanged and thus obtain (3.38).
We will now compute explicit estimates for (3.38) and(3.39) for the convex hull H(D) of a
scatterer D.
Theorem 15 (Explicit stability estimate). Let D1; D2 2C be domains with scattering data u11 (x^; d)
and u12 (x^; d) for all x^; d2
. If
jju11 − u12 jjL2(

)6; (3.41)
we have
d(H(D1);H(D2))6
C
jln jc (3.42)
with constants C > 0 and 0<c< 1. Estimate (3:42) holds in two or three dimensions.
Proof. Let us consider the three-dimensional case. For x0 2 @D2 \ @H(D2) and z = x0 + (x0) we
proceed as in the proof of Theorem 14 to obtain
d(x0; D1)6 jx0 − zj+ d(z; D1)
6 + Ccs: (3.43)
Because x0 is in the exterior of H(D2), to obtain this estimate the domain of approximation Gz can
be chosen with  = =2, i.e., Gz is the half of a ball. For
= jlnj−m=2; = e−jln j and = e−jln j (3.44)
with 0<m << 1 with m + < 1 and 0<<− m we will prove
j(; ; ; )j6C (3.45)
for all suciently small > 0. Then from (3.43), (3.44) and (3.45) we obtain estimate (3.42).
To prove (3.45) we rst note that we can nd a Ball BR(x0) with radius R and centre x0 such that
for G0 dened by (3.11) with ==2 we have G0BR(x0); d(0; BR(x0))==8 and d(G0; 
R(x0))==8.
By elementary calculations for R we compute the estimate
c

6R6
C

(3.46)
with constants c and C. For the minimum norm solution g of (3.7) on G0 now the assumptions of
Lemma 5 are satised. For q= R=jx0j with jx0j= R+ =8 we have the expansions ln q= 2 +O(3)
and q= 1 + O() for  ! 0. We use this to compute from (2.31) and (2.34) for suciently small
> 0 the estimate
jjgjjL2(
)6C

ln(c=)
2
2 C ln(c=)

C ln(c=)=2
(3.47)
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with constants c and C not depending on . We need to investigate the dependence of the constant
 dened by (2.30) on . Let u be a solution to the interior Dirichlet problem in BR(x0). We will
prove
ju(x)j6 c
3
jjujjL2(
R(x0)) (3.48)
for x2BR−(x0), i.e., 6C−3 with some constant C.
Let us choose a coordinate system with x0 = 0. From Green’s formula and expansion (2.26) we
observe that
u(x) =
1X
k=0
kX
l=−k
alkjk(jxj)Y lk (x^); x2BR(x0) (3.49)
with
1X
k=0
kX
l=−k
jalkjk(R)j2<1; (3.50)
where sum (3.49) converges uniformly on compact subsets of BR(x0). We use the Cauchy{Schwarz
inequality to compute for ju(x)j the estimate
ju(x)j2 =

1X
k=0
kX
l=−k
amk jk(jxj)Y lk (x^)

2
6
 1X
k=0
kX
l=−k
jalkjk(R)j2
! 1X
k=0
kX
l=−k
Y lk (x^) jk(r)jk(R)

2
!
: (3.51)
For the rst term of (3.51) we observe from (3.50)
1X
k=0
kX
l=−k
jalkjk(R)j2 = jjujj2L2(
R)<1: (3.52)
For the second term of (3.51) we use the estimate
jY lk (x^)j6Ck1=2jjY lk jjL2(
); x^2
 (3.53)
for spherical harmonics of order k (see Chapter X, Lemma 6:1 of [10]) and the asymptotic behaviour
of the spherical Bessel functions (2.37) of [2] to derive in the same way as in (2.29)
1X
k=0
kX
l=−k
k
 jk(r)jk(R)

2
6c
1X
k=0
(2k + 1)(2k + 2)q2k6
C
(1− q2)3 (3.54)
with q= r=R and a constant C. Using r6R−  and (3.46), the last term of (3.54) can be estimated
by c−6 with a constant c. We take the square root of (3.51) to obtain (3.48), i.e., we have proven
6C−3 with a constant C not depending on  and from the estimate (3.47) we obtain
jjgjjL2(
)6C
 
ln(c3)
2
!2 
C ln(c3)

!C ln(c3)=2
(3.55)
with constants c and C not depending on .
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Now the bound for j(; ; ; )j can be obtained by straightforward calculation from (3.44) and
(3.55). The proof in two dimensions works in the same way.
3.2. Stability for the sound-hard scatterer
This section serves to derive stability estimates for the reconstruction of the boundary of a
sound-hard scatterer similar to those for the sound-soft scatterer. The principle ideas are the same,
but due to the dierent singularity of
@(x; y)
@(y)
; x 6= y
at x=y compared to (x; y) some parts of the proofs will need to be modied. In particular, we will
give a new proof for Lemma 12 and for central parts of Theorem 15 in the case of the sound-hard
boundary condition.
First we note that Theorem 10 and Lemma 11 also hold for the sound-hard boundary condition.
We now present the counterpart of Lemma 12 for the sound-hard scatterer.
Lemma 16. For scattering of a point-source (; z) by a sound-hard domain D2C in a strip
0<d(z; D)< with a constant > 0 there is the lower bound
js(z; z)j>cjln d(z; D)j (3.56)
with constant c> 0. For all z 2Bn D we have the upper bound
js(z; z)j6Cjln d(z; D)j+ E (3.57)
with constants C; E> 0. In R3 the corresponding estimates are
js(z; z)j> cjd(z; D)j (3.58)
and
js(z; z)j6 Cjd(z; D)j : (3.59)
All constants hold uniformly for domains D2C.
Proof. We rst note that in three dimensions
@i(x; z0 + h  (z0))
@(x)
− @
i(x; z0 − h  (z0))
@(x)
; x2 @D
is not uniformly bounded in C(@D) for 0<h<, i.e. we cannot proceed as in the proof of
Lemma 12. We will here develope dierent technics. For the sake of simplicity let us present
the proof for the case where the homogeneous interior Neumann problem for the domain D has only
the trivial solution. Following [1, Theorem 3:16], for the scattered eld we have
s(; zh) = 2P(I − K)−1 @(; zh)@() (3.60)
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with the single-layer potential
(P’)(x) :=
Z
@D
(x; y)’(y) ds(y); x2Rm (3.61)
and the adjoint K of the double-layer operator given by
(K )(x) = 2
Z
@D
@(x; y)
@(x)
 (y) ds(y); x2 @D: (3.62)
To proceed we use the decomposition
2P(I − K)−1 @(; zh)
@()
=− 2P(I − K)−1 @(; x−h)
@() + 2P(I − K
)−1

@(; zh)
@() +
@(; z−h)
@()

=− s(; z−h) + 2P(I − K)−1

@(; zh)
@() +
@(; z−h)
@()

: (3.63)
Let us restrict our further presentation to R3, in the two-dimensional case we can work analogously.
We will now prove for the second term of (3.63) the estimate2P(I − K)−1

@(; zh)
@() +
@(; z−h)
@()

(zh)
6Cjln hj (3.64)
for all suciently small h> 0. We decompose (3.64) using
P(I − K)−1 = P + P(I − K)−1K (3.65)
and estimate the functions Pf@(; zh)=@() + @(; z−h)=@()g and Kf@(; zh)=@() + @(; z−h)=
@()g. As in [1, Theorem 2:13], it suces to carry out the proof for the potential theoretic case
 = 0. In this case for the term in brackets we compute
@(y; zh)
@(y)
+
@(y; z−h)
@(y)

=
(y)  (y − z0)
jy − zhj3 +
(y)  (y − z0)
jy − z−hj3
+(y)(z)h

1
jy − zhj3 −
1
jy − z−hj3

; (3.66)
which can be estimated termwise by c=jy − zhj with y2 @D, z0 2 @D, h> 0 and a constant c. The
kernel (zh; y) of the single-layer potential P can be estimated by
j(zh; y)j6 cjzh − yj
for z; y2 @D and h>0 suciently small, and the kernel @(x; y)=@(x) of K by@(x; y)@(x)
6 cjx − yj
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for x; y2 @D. With the help of the integralZ R
0
1p
r2 − 2b cos()r + b2 + h2 dr=−ln(
p
b2 + h2 − b cos())
+ ln

R− b cos() +
q
b2 + h2 + R2 − 2bR cos()

and the following decomposition of the domain of integration:Z
@D
’(y) ds(y) =
Z
@D\BR(x0)
’(y) ds(y) +
Z
@DnBR(x0)
’(y) ds(y)
after some computations we obtain the estimate
Z
@D
1
jx − yj
1
jy − zhj ds(y)
6Cjln hj (3.67)
for all 2 [0; h] and suciently small h> 0 with a constant C. From (3.67) we deriveP

@(; zh)
@() +
@(; z−h)
@()

(zh)
6Cjln hj (3.68)
and K

@(; zh)
@() +
@(; z−h)
@()

(x)
6Cjln hj (3.69)
for all x; z 2 @D; h> 0 suciently small. Eq. (3.69) now yieldsP(I − K)−1K

@(; zh)
@() +
@(; z−h)
@()

(zh)
6Cjln hj (3.70)
with a constant C and thus (3.64).
Let us now complete the proof of Lemma 16. In (3.63) we have
−s(; z−h) = (; z−h)
and thus from the behaviour of the fundamental solution  and estimate (3.64) we obtain (3.56)
and (3.57).
From Lemma 16 we can derive the stability estimates for the sound-hard scatterer as given in
Lemma 13 and Theorem 14 with literally the same proofs than for the sound-soft scatterer in the
preceding section. Let us now prove the counterpart of Theorem 15 for the sound-hard case.
Theorem 17. Let D1; D2 2C be sound-hard domains with scattering data u11 (x^; d) and u12 (x^; d)
for all x^; d2
. If
jju11 − u12 jjL2(

)6;
we have
d(H(D1);H(D2))6
C
jln jc (3.71)
with constants C > 0 and 0<c< 1. Estimate (3:71) holds in two or three dimensions.
270 R. Potthast / Journal of Computational and Applied Mathematics 114 (2000) 247{274
Proof. The proof principally works in the same way than the proof of Theorem 15, but instead of
(3.48) we have to derive a corresponding estimate for the normal derivative @u=@ of u. We will
prove
j3xu(x)6 c5 jjujjL2(
R(x0)) (3.72)
for d(x; 
R)>. Then we can proceed as in Theorem 15 to obtain the explicit estimate (3.71) for
the convex hulls of sound-hard scatterers.
For the proof of (3.72) using spherical coordinates with origin x0 we compute
j3xu(x)j2 = @u(x)@r

2
+ jGrad u(x)j2; (3.73)
where Grad denotes the surface gradient on the sphere 
jxj and r = jxj. We estimate the rst term
of (3.73) analogously to the sound-soft case by
@u@r (x)

2
=

1X
k=0
kX
l=−k
amk
@jk(r)
@r
Y lk (x^)

2
6 c
 1X
k=0
kX
l=−k
jalkjk(R)j2
! 1X
k=0
kX
l=−k
k
 j0k(r)jk(R)

2
!
(3.74)
with a constant c. The rst factor in (3.74) is bounded by jjujj2L2(
R). To treat the second factor
from the dierentiation formula (2.35) of [2] and the asymptotic behaviour of the spherical Bessel
functions we derive j0k(r)jk(R)
6c(2k + 2)q2k (3.75)
with q := r=R and a constant c. Proceeding analogous to (3.54) we obtain after some computations@u@r (x)
6 c3 jjujjL2(
R): (3.76)
For the second term of (3.73) we use
jGrad Y lk (x^)j6Ck3=2jjY lk jjL2(
); x^2
 (3.77)
for spherical harmonics of order k (see Chapter X, Lemma 6:1 of [10]). With computations analogous
to (3.74) and (3.54) we obtain
jGrad u(x)j6 c
5
jjujjL2(
R) (3.78)
with some constant c. Now (3.76) and (3.78) yield (3.72).
We would like to point out explicitly, that Theorems 15 and 17 also hold, if it is not known
wheather we have a sound-hard or sound-soft obstacle.
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Corollary 18. Let D1 2C and D2 2C be both either a sound-soft or sound-hard domain with
scattering data u11 (x^; d) and u
1
2 (x^; d) for all x^; d2
. If
jju11 − u12 jL2(

)6;
we have
d(H(D1);H(D2))6
C
jln jc (3.79)
with constants C > 0 and 0<c< 1. Estimate (3:79) holds in two or three dimensions.
Proof. The proof is a combination of the proofs for Theorems 15 and 17.
4. Reconstructions of the boundary using singular sources
The results of the preceding section can be used to provide a constructive method to obtain
approximations for the unknown boundary @D of the scatterer D.
We now describe the main idea of this method. From the behaviour of s as estimated in
Lemmas 12 and 16 we obtain a characterization of the unknown domain D. The boundary @D
of D is the set of all points z0 2Rm with
s(z; z)!1; z ! z0: (4.1)
This characterization uses as main property the singularity of (x; z) for x= z. It motivates the name
method of singular sources for the following reconstruction algorithm.
We start with the observation that the set of zeros of s(z; z)−c converges for c !1 towards @D
in the Hausdor distance. Due to Theorem 10 we can reconstruct s(z; z) in BnD using the operator
Q dened by (3.12). The method of singular sources gives an approximation for @D computing the
set of zeros  of
(Qu1)(z; z)− c; (4.2)
where the constant c> 0 has to be chosen appropriately, depending on the regularization parameters
;  and . Note that in the interior of D, function (4.2) does not approximate s − c. To gain
some insight into the behaviour of (4.2) in D we observe that outside the domain of approximation
Gz dened in (3.11) the approximating Herglotz wave function in general has huge variations. Since
for z 2D we have D 6 Gz, we thus expect (4.2) to be large in z 2D. This expected behaviour is
conrmed by our numerical tests.
We would like to point out that property (4.1), which is used here to characterize the unknown
domain D, is dierent from the characterization of the point-source method [11,12] or [13]. Here
we have a new method which strongly follows the uniqueness proof Theorem 5:6 of [2] for the
reconstruction of the domains.
We numerically tested the method for the reconstruction of one or two sound-soft and sound-hard
kites in R2 with parametrization given by
x(t) = (1:5 sin(t); cos(t) + 0:65 cos(2t)− 0:65); 06t62; (4.3)
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Fig. 1. Surface plot of (Qu∞)(z; z) and the boundary @D of the unknown scatterer,  = 2.
Fig. 2. Contour plots of (Qu∞)(z; z) for one or two sound-soft domains, =3. Here we used the same set of regularization
parameters for the dierent data sets for one or two obstacles. Note that the artefacts on the right image are predicted by
the theory for our special choice of the rotation matrix M.
or streched and translated versions (see gures). We computed the far eld pattern u1(x^; d) at 32
equidistantly distributed observation points and 32 incident directions for the wave number  = 2.
The densities f and g were computed using the minimum norm solution of Eq. (3.7) on a reference
domain G0 with z=0 and Lemma 8 to get f(z; ) and g(z; ) for z 6= 0. Here the matrix M=M(z) is
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Fig. 3. Density plots of (Qu∞)(z; z) for one or two sound-soft domains (rst row) and one or two sound-hard domains
(second row) for  = 4. Again we used the same set of regularization parameters for all four images.
chosen such that z=M(z)e1 with e1 = (1; 0). To obtain the minimum norm solution of Hg=(; 0)
with discrepancy  we computed the solution of the Tikhonov equation
(I + H H)g = H (; 0)
and searched for the parameter  for which jjHg − (; 0)jj = , see [7] for a foundation of this
method to compute minimum norm solutions.
In Fig. 1 we show a surface plot of the curve (Qu1)(z; z); z 2B, where we cut the curve for
values bigger than c = 0:25. Fig. 2 shows the curve as a contour plot for one or two scatterers.
In this version we may consider our algorithm as a visualization method to visualize the unknown
scatterer.
We also tested a marching algorithm to determine the zeros of
wc(z) := (Qu1)(z; z)− c:
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In a rst step we search for a rst zero z0 of wc(z) on a straight line. Then we determine more
boundary points zi; i = 1; : : : ; n with wc(zi) = 0 searching for zeros on a small circle 
r(zi−1) with
radius r > 0. The polygon  given by the points fzi; i = 0; : : : ; ng is an approximation for the
boundary @D of the unknown domain D. Please note that by our numerical examples we only want
to indicate the practicability of the method. We have to leave more detailed investigations with
improved reconstructions to future research.
In Fig. 3 we tested the algorithm for a xed parameter set and dierent scatterers with sound-soft
or sound-hard boundary conditions. The images show that we can reconstruct scatterers which consist
of two separate components, when their boundary condition (sound-soft or sound-hard) is not known.
The computations for the marching algorithm took some seconds on a workstation DEC 3000=600
AXP. The computation time for the surface or density plots are highly dependent on the number of
chosen grid-points and varied between some seconds and a minute.
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