We study the complexity of a group of distance-constrained graph labeling problems when parameterized by the neighborhood diversity (nd), which is a natural graph parameter between vertex cover and clique width. Neighborhood diversity has been used to generalize and speed up FPT algorithms previously parameterized by vertex cover, as is also demonstrated by our paper.
Introduction
The task of assigning frequencies to radio transmitters in wireless networks yields an abundance of various mathematical models and related problems. We study a wide group of such discrete optimization problems in terms of parameterized computational complexity, which is one of the central paradigms of contemporary theoretical computer science. We study parameterization of the problems by neighborhood diversity (nd), a graph parameter lying between clique width and the size of vertex cover. While all the problems are generally NP-hard even for constant clique width, we show them to be in FPT w.r.t. nd. The complexity was previously known to be FPT only for the special case of L(p, 1) labeling when parameterized by vertex cover. Before further discussion, history remarks and our results we give several formal definitions.
Distance constrained labelings
Given a k-tuple of positive integers p 1 , . . . , p k , called distance constraints, an L(p 1 , . . . , p k )-labeling of a graph is an assignment l of integer labels to the vertices of the graph such that whenever vertices u and v are at distance i, the assigned labels differ by at least p i , formally |l(u) − l(v)| ≥ p i for all i ∈ {1, . . . , k}. Often only non-increasing sequences of distance constraints are considered. This concept generalizes graph coloring, equivalent to L(1)-labeling, as well as the coloring of the k-th distance power of a graph L (1, . . . , 1)-labeling. The concept of L(2, 1)-labeling is attributed by Griggs and Yeh [11] to Roberts. It is not difficult to show that whenever l is an optimal L(p 1 , . . . , p k )-labeling with range [0, λ] , then the so called span λ is a linear combination of p 1 , . . . , p k [11, 13] . In particular a graph G allows an L(p 1 , . . . , p k )-labeling of span λ if and only it has an L(cp 1 , . . . , cp k )-labeling of span cλ for any positive integer c.
Problem 1 (L(p 1 , . . . , p k )-labeling).

Input:
Graph
Is there a L(p1, . . . , p k ) labeling of G using labels form the
The L(2, 1) problem has been shown to be an NP-complete by Griggs and Yeh [11] by a reduction to the Hamiltonian cycle problem (with λ = |V G |). Fiala, Kratochvíl and Kloks [7] showed that this problem remains NP-complete also for all fixed λ ≥ 4 and that for all λ ≤ 3 L(2, 1)-labeling is solvable in polynomial time.
Despite a conjecture that the L(2, 1)-labeling remains NP-complete on trees [11] , Chang and Kuo [2] showed a dynamic programming algorithm for this problem, as well as for any L(p 1 , p 2 )-labeling where p 2 is a divisor of p 1 . The remaining cases have been shown to be NP-complete by Fiala, Golovach and Kratochvíl [6] . Furthermore, as the L(2, 1)-labeling of series-parallel graphs is NP complete [5] . Note that this also implies NP-hardness of the problem on graphs of clique width at most 9.
On the other hand, when λ is fixed, then the existence of an L(p 1 , . . . , p k )-labeling of G can be expressed in MSO 1 , hence it allows a linear time-algorithm on any graph of bounded clique width [12] .
We generalise and the work of Fiala et al. [?] who show that the problem of L(p, 1)-labeling is FPT when parameterized by p and the size of the vertex cover. They also propose the complexity of Channel Assignment parameterized by vertex cover as an open question, which we answer in Theorem 9 below.
Channel assignment
The channel assignment is a related concept to graph labeling. Here, every edge has a prescribed weight w(e) and the labeling is required to separate labels of adjacent vertices by the given weight. Formally, for each (u, v 
The associated decision problem is called Channel Assignment.
Problem 2 (Channel Assignment).
Input:
Graph G, λ ≥ 0, edge weights w(u, v) ≥ 0 Question:
Is there a labeling l of the vertices
For any bipartite graph (this class includes all trees) the maximal given weight w(e), which is an obvious necessary lower bound for the span of any labeling. However it is also an upper bound, since a labeling that assigns 0 to one class of the bipartition and w(e) to the other satisfies all edge constraints. McDiarmid and Reed [16] showed that it is NP-complete to decide whether a graph of tree width 3 allows a channel assignment of given span λ. Again, this also implies NP-hardness of the problem already on graphs of clique width at most 17. The case of series-parallel graphs is open for already two decades and only partial results are known [17] .
Observe that any instance G, λ of the L(p 1 , . . . , p k )-labeling problem of a graph G can be reduced to an instance G k , w, λ of the Channel Assignment problem -simply let w(u, v) = p i whenever u and v are in G at distance i.
We focus on these labeling problems on bounded neighborhood diversity graphs while keeping the assumption that the bound λ on the span of the labeling is a part of the input. To this purpose we show that on more restricted class of graphs, namely on graphs of bounded neighborhood diversity, the labeling problem allows a polynomial time algorithm. Lampis [14] significantly reduced (from the tower function to double exponential) the hidden constants of the generic polynomial algorithms for MSO 2 model checking on graphs with bounded vertex cover. He further introduced the parameter neighborhood diversity of a graph. Classes of graphs of bounded neighborhood diversity reside between classes of bounded vertex cover and graphs of bounded clique width. Though several non-MSO 1 problems, e.g. Hamiltonian cycle cannot be solved in polynomial time on graphs of bounded clique width [18] Lampis showed that some of these problems, including Hamiltonian cycle, are indeed fixed parameter tractable on graphs of bounded neighborhood diversity [14] .
Neighborhood diversity
Gajarský and Obdržálek [10] further deepened the result of Lampis and showed that also MSO 1 with cardinality constraints (cardMSO 1 ) expressible problems are fixed parameter tractable when parameterized by vc(G) and/or nd(G).
It is easy to see that for a graph G it holds that nd(G) ≤ 2 vc(G) + vc(G) where vc(G) is the size of minimal vertex cover of the graph G. This is also used in more detail in the proof of Theorem 9.
Observe that an n-vertex graph of bounded neighborhood diversity can be described in significantly more effective way, using only O(log n nd(G)
2 ) space:
Definition 4 (Type graph). The type graph T (G) of a graph G is a graph on nd(G) vertices {t 1 , . . . , t nd(G) }, where each t i is assigned weight s(t i ) = |V i | the size of the corresponding partition. T (G) contains an edge {t i , t j } if and only if the two corresponding partitions V i and V j form a complete bipartite graph. T (G) contains a loop {t i } if and only if the corresponding partition t i is a clique. We treat singleton types as cliques. For a fixed T (G), let u ∼ T u indicate that u and u belong to the same vertex class in T (G). Observe that up to an isomorphism (of G as well as of T (G)) there is one-to-one correspondence between a graph and its type graph. Note also that all labelings considered are maintained valid if we apply an automorphism of the given graph.
Observation 5. Let G be a graph. Then for any positive integer k it holds that nd(G)
In the tendency of simplification of the considered graph of we also restrict the possible edge constraints of the channel assignment problem, but we will keep the assumption general enough so any L(p 1 , . . . , p k )-labeling problem could be expressed also in this restricted way.
Our contribution
As noted above, we generalise previous results to L(p 1 , . . . , p k )-labeling and Channel Assignment on bounded nd. However, permitting arbitrary weights (or even just {0, 1} weigts) on a K n (which has nd(K n ) = 1) would already encode a coloring problem on an arbitrary graph. We naturally restrict the weights to be uniform over every edge bundle between vertex type classes. In other words, we define the weights on the edges of the type graph T (G) (including the loops).
Problem 6 (Uniform Channel Assignment).
Input:
Graph G with type graph
As the main result of the paper we show the following. Note that the neighborhood diversity and the optimal type graph can be computed in O(n 3 ) time [14] . From Theorem 7 we get the following result. We would like to point out that the running time given in Theorem 9 may seem impractical, but actual implementations of ILP solvers take an advantage of the sparsity of the nddecomposition given by the corresponding proof, as we sketch in Section 4.
Representing labelings as sequences and walks
Without loss of generality we may assume that the given graph G and its type graph T (G) are connected, since connected components can be treated independently. If the type graph T (G) contains a type t not incident with a loop, we may reduce the channel assignment problem to the graph G , obtained from G by deleting all but one vertices of the type t. Any channel assignment of G yields a valid channel assignment of G by using the same label on all vertices of type t in G as was given to the only left vertex of type t in G. Observe that adding a loop to a type occurring only once does not affect the resulting graph G . Hence we assume without loss of generality that all types are incident with a loop. We call such type graph reflexive.
Observation 10. If the type graph T (G) is reflexive, then no two vertices of G of the same type are labeled the same by any channel assignment l.
Up to an isomorphism of the graph G, any channel assignment l is uniquely characterized by a sequence of type sets as follows:
Lemma 11. For a reflexive T (G) and any w and λ it holds that (T (G), w, λ) ∈Uniform Channel Assignment if and only if there exists a sequence of sets T = T 0 , . . . , T λ of the following properties: (i)
Proof. Given a channel assignment l : V G → [0, λ], we define the desired sequence T , such that the i-th element is the set of types that contain a vertex labeled by i. Formally T i = {t : ∃u ∈ V t : l(u) = i}. Now (i) each element of the sequence is a set of types, possibly empty, (ii) as all vertices of V i are labeled by distinct labels by Observation 10, any type t occurs in s(t) many elements of the sequence (iii) if u of type t is labeled by i, and it is adjacent to v of type r labeled by j, then
adjacent types t and r may appear in sets at distance at least w(t, r).
In the opposite direction assume that the sequence T exists. Then for each set T i and type t j ∈ T i we choose the unique vertex u ∈ V j and label it by i, i.e. l(u) = i. Now the condition (ii) guarantees that all vertices are labeled, while condition (iii) guaranties that all distance constraints are fulfilled.
Our aim is to partition T into repetitive patterns. Observe that Lemma 11 poses no constrains on sets T that are at distance at least w max . Hence, we build an auxiliary directed graph D on all possible sequences of sets of length at most z = w max − 1.
We note here that the sequences forming V D are indeed independent on the function s assigning the number of vertices of given type. The edges of G connect sequences that overlap on a fragment of length z − 1, i.e. when they could be consecutive. This construction is well known from the so called shift register graph.
Definition 12. For a graph F and constraints w : E
As the first condition of the above definition mimics (iii) of Lemma 11 with F = T (G), any sequence T that justifies a solution for (T (G), w, λ), can be transformed into a walk of length λ − z + 1 in D.
In the opposite direction, i.e. to select only those walks in D that correspond to a valid channel assignments we need to guarantee also an analogue of the condition (ii) of Lemma 11, i.e. each type should occur sufficiently many times. In this concern we consider only special walks that allow us to count the occurrences within z-tuples.
Observe that V D contains also the z-tuple ∅ z = (∅, . . . , ∅). In addition, any walk of length λ − z + 1 can be converted into a closed walk from ∅ z of length λ + z + 1 -as just the corresponding sequence T can be padded with additional z empty sets at the front, and another ∅ z at the end.
Corollary 13. A closed walk
W = W 1 , . . . , W λ+z+1 on D where W 1 = W λ+z+1 = ∅ z ,
yields a solution of the Uniform Channel Assignment problem on the instance (T (G), w, λ) with reflexive T (G) if and only if for each t ∈ V T (G) holds that s(t) = |{W
Note that our representation of the solution is similar to the hardness results, previously given by Grigs and Yeh [11] and generalized by Bodlaender et al. [1] . The previous approach used a Hamilton Path problem on the complement graph to show hardness result of the (restricted) labeling problem.
3
The algorithm
Our proposed algorithm for the Uniform Channel Assignment problem finds a walk W (if it exists) corresponding to the labeling l. As the walk W is closed, we decompose it into a collection of cycles in the graph D. Even though the collection of cycles may correspond to several walks, we show that each such walk corresponds to a feasible labeling of the given graph of given span λ. Let C = {C 1 , . . . , C c } be the set of all directed cycles in the graph D. Let |C i | be the length of a cycle c i ∈ C. It is well known that any closed walk can be decomposed into cycles (not necessarily distinct) and that any multiset of cycles can be composed into a closed walk provided the graph induced by the union of these cycles is connected. This can be found for example as Proposition 1.9.2 in a monograph by Diestel [4] .
Lemma 14. For a reflexive T (G) and any w and λ it holds that (T (G), w, λ) ∈ Uniform Channel Assignment if and only if there exist non-negative integer coefficients
Proof. As a direct consequence of Corollary 13, the condition (i) express the length of the walk as a linear combination of the lengths of cycle factors. The condition (ii) is an analogous statement for the number of occurrences of a vertex in the walk. The last condition (iii) is necessary to be able to combine cycles together into a closed walk starting in ∅ z .
We are ready to state an outline of our algorithm, see Algorithm 1 . 
Input
if the ILP has a solution then The number of iterations of the foreach cycle at line 4 is bounded by 2
Frank and Tardos [8] (improving the former result due to Lenstra [15] ), showed that the time needed to solve the system of inequalities with p integer variables is
, where L is the number of bits needed to encode the input. As we have 2 Theorem 8 follows from Theorem 7 straightforwardly. Given a reflexive T (G) and distance constraints p 1 , . . . , p k , we form an instance of Uniform Channel Assignment as follows:
In the type graph we join vertices t, r that are originally at distance at most k. We then assign p i to any edge (t, r) of the resulting type graph, where t and r were originally at distance i. In addition, each loop has assigned weight p 1 .
The equivalence of the two parameterizations follows from the fact that for a fixed k and maximum p there are only (p + 1) k k-tuples to consider, and we can join the FPT algorithms for all these into one program always running the appropriate one.
It is worth noting that the neighborhood diversity and the type graph can be computed in O(n 3 ) time [14] . Observe, that a refinement of a neighborhood diversity decomposition is again a decomposition. We now estimate the number of types of the refined decomposition. The number of types of the refined decomposition can be upper-bounded by vc(G) + (2 vc(G) )w
max . We can now apply Theorem 7 on the refined decomposition. This finishes the proof.
This proof might be interesting on its own as it yields a general method for finding an FPT algorithm for an edge-constrained problem parameterized by the size of vertex cover via its uniform version parameterized by the neighborhood diversity.
If a problem P with edge-constraints allows the existence of an equivalence relation R on the set of edges, a bound b G and a function r : N × N → N, such that the number of equivalence classes of an independent set is at most r(vc(G), b G ), and furthermore, if a problem Uniform P admits an FPT algorithm when parameterized by neighborhood diversity, then the original problem P admits an FPT algorithm when parameterized by vc and b.
Moreover, if there exists a function q :
, then problem P becomes FPT when parameterized by the size of vertex cover only.
Conclusion
We present an algorithm for the Uniform Channel Assignment problem and several complexity consequences for While the main technical tools of our alogorithms are bounded-dimension ILP programs, ubiquitous in the FPT area, the paper shows an interesting insight on the nature of the labelings over the type graph and the necessary patterns of such labelings of very high span. Note that the span of a graph is generally not bounded by any of the considered parameters and may be even proportional to the order of the graph.
Solving a generalized problem on graphs of bounded neighborhood diversity is a viable method for designing FPT algorithms for a given problem on graphs of bounded vertex cover, as demostrated by this and previous papers. This promotes neighborhood diversity as a parameter that naturally generalizes the widely studied parameter vertex cover.
We would like to point out that the parameter modular width, proposed by Gajarský, Lampis and Ordyniak [9] , offers further generalization of neighborhood diversity towards the clique width [3] (dependencies between these graph parameters are depicted in Fig. 3) .
As an interesting open problem we ask whether it is possible to strengthen our results to graphs of bounded modular width or whether the problem might be already NP-complete for fixed modular width, as is the case with clique width. For example, the Graph Coloring problem ILP based algorithm for bounded neighborhood diversity translates naturally to an algorithm for bounded modular width. On the other hand, there is no apparent way how our labeling results could be adapted to modular width in a similar way.
