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ABSTRACT
User-Generated live video streaming systems are services
that allow anybody to broadcast a video stream over the
Internet. These Over-The-Top services have recently gained
popularity, in particular with e-sport, and can now be seen
as competitors of the traditional cable TV. In this paper, we
present a dataset for further works on these systems. This
dataset contains data on the two main user-generated live
streaming systems: Twitch and the live service of YouTube.
We got three months of traces of these services from January
to April 2014. Our dataset includes, at every five minutes,
the identifier of the online broadcaster, the number of people
watching the stream, and various other media information.
In this paper, we introduce the dataset and we make a pre-
liminary study to show the size of the dataset and its poten-
tials. We first show that both systems generate a significant
traffic with frequent peaks at more than 1 Tbps. Thanks
to more than a million unique uploaders, Twitch is in par-
ticular able to offer a rich service at anytime. Our second
main observation is that the popularity of these channels is
more heterogeneous than what have been observed in other
services gathering user-generated content.
Keywords
Live streaming; popularity analysis; user-generated content
Categories and Subject Descriptors
C.2.3 [Computer-Communication Networks]: Network
Operations—Network monitoring ; C.4 [Performance of
Systems]: Design studies; Measurement techniques;
1. INTRODUCTION
Anybody can become a TV provider. This promise has
been floating in the air for almost ten years but the popular-
ity of User Generated Content (UGC) live streaming aggre-
gators has however not grown as fast as some expected. Yet,
the last couple of years has seen a surge of interest for UGC
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live streaming services, epitomized by the release of the live
version of YouTube [19]. In the meantime, the leader in
this sector, namely Twitch [11], has identified a promising
niche: gamecasting and video game competition (also known
as e-sport). The market of e-sport has been boosted by the
rise of online live streaming platforms [5]. Every month in
2013, around one million gamers have broadcasted them-
selves playing games live, and more than 40 millions of peo-
ple have watched these gameplay video channels [6]. With
this popularity, Twitch became the fourth largest source of
US peak Internet traffic in February 2014 [8].
Even if YouTube Live does not specifically focus on e-
sport, the services that are today offered by both Twitch
and YouTube share a lot of similarities. We distinguish up-
loaders and viewers. The uploaders are registered users, who
are in charge of one channel. We will interchangeably use
the terms channel and uploader hereafter. A channel can
be either online at a given time, which means that the up-
loader is broadcasting a live video, or oﬄine when the user
in charge is not uploading video on this channel. A chan-
nel can alternatively switch from oﬄine to online and vice
versa. When a channel is online, we say that it corresponds
to a session. The number of viewers watching a session can
change over the time of the session. Between consecutive
sessions, we will speak of inter-session time. We illustrate
in Figure 1 the evolution of the popularity of one given chan-
nel over time, this channel containing two sessions.
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Figure 1: A life in a channel
In this paper, we present a dataset for three months of
traces of both Twitch and YouTube, from January, 6th 2014
to April, 6th, 2014. Our dataset can provide the basis for
multiple research either on live streaming systems, or on the
specific case of live e-sport. The dataset, containing more
than five millions sessions, is available on a public website.1
The main contribution of this paper is thus the overall de-
scription of this dataset in Section 2.
We will then show some preliminary studies on this dataset.
Our goal is to depict the size of these live streaming sys-
tems. These services are still frequently under-estimated,
epitomized by the lack of studies in the academic world.
We provide here the “status” of these systems, including the
number of channels, the number of viewers and the evolution
of these numbers over time. We highlight among other find-
ings that Twitch and YouTube experience frequent traffic
peaks at more than 1 Tbps. We also go deeper by studying
whether these services are really 24/7. Finally, we study the
popularity of channels. We confirm that, as often in UGC
services, channel popularity follows a Zipf law. More inter-
estingly, we highlight that the popularity of channels is one
of the most heterogeneous among UGC services.
2. DATASET
2.1 Data Retrieval
Both Twitch and YouTube provides a REST API that al-
lows anybody to fetch information about the state of the sys-
tem at anytime. We used a set of synchronized computers,
which allowed us to obtain a global view of the system every
five minutes.2 We fetched information about the global pop-
ularity (the total number of viewers in the system), the total
number of concurrent sessions, the session popularity (the
number of viewers by session) and some channels metadata.
Note also that the YouTube API does not contain as many
fields as the Twitch one. We summarized in Table 1 the
information that we fetched from both API.
Twitch YouTube
channel id yes yes
session id yes yes
nb. of viewers yes yes
video bitrate yes no
video resolution yes no
uploader country yes no
Table 1: Summary of the API information
We used various database tools and programing languages
to store, access and parse the data, including PHP, Python,
R, SQLite and MySQL. The data as well as the parsing
scripts are available on the public website.1
2.2 Filtering Out the Actual Uploaders
We observed in our measurements that a significant num-
ber of channels were typical from an uploader who tests the
service. We identified two main behaviors. The first one
is an uploader who launched a channel for only one session
with a duration less than ten minutes overall in the three
months, referenced as “10 min. channels” in Table 2. In
1Thttp://dash.ipv6.enstb.fr/dataset/live-sessions/
2this delay of 5 minutes is imposed by Twitch API.
other words, we have only one occurrence of this channel
over the whole set of traces. The second type of “tester”
is the one whose channel has remained with no viewer at
all during the three months, identified as “no viewers” in
Table 2.
Twitch YouTube
total nb. of channels 1,536,492 236,957
total nb. of sessions 6,242,609 737,233
10 min. channels 25% 27%
no viewers 11% 40%
filtered nb. of channels 1,068,138 (69%) 120,097 (51%)
filtered nb. of sessions 5,221,208 (83%) 527,677 (71%)
Table 2: Filtering testers from the traces
As shown in Table 2, testers represent a significant part
of both Twitch and YouTube uploaders with almost half of
the registered users. These testers impact the transcoding
infrastructure of the services but they harm the delivery
infrastructure only on the uplink since no viewers request
these channels.
In the following, we discarded the testers from our mea-
surements in order to keep attention on the actual uploaders.
Nonetheless, the ability of UGC live streaming systems to
prevent testers to harm the service, especially at activity
peaks, is a concern that deserves further studies.
3. STATUS OF TWITCH AND YOUTUBE
3.1 How Big are the Systems?
We first evaluate the overall bandwidth used by each of
the systems. We considered they both are regular Over-The-
Top (OTT) services with unicast transmission to viewers,
so we sum up the bitrates of each session multiplied by the
number of viewers for this session. In the case of YouTube,
where the bitrates are not available, we choose the value
of 2 Mbps for bitrate of all channels. To decide this value,
we simply observe that the average bit-rate of sessions in
Twitch is around 2 Mbps on most of our snapshot.
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Figure 2: Bandwidth usage for live video delivery
We see in Figure 2 that both services experience peaks
of bandwidth of more than 1 Tbps. On Twitch we detect
that peaks near and over 1 Tbps are frequent with an overall
peak at more than 1.6 Tbps. Such a volume of bandwidth
matters for the live streaming services themselves, of course,
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Figure 3: Number of simultaneous online channels
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Figure 4: Cumulative number of unique channels
but also for ISP and operators, which need to deliver this
huge amount of information to end users. We remind the
reader that this content is live, and therefore can not be
pre-fetched or cached.
The number of simultaneously online channels is a key
statistics of the “liveness” of these services because it rep-
resents the offer at a given time. We show in Figure 5 the
number of concurrent sessions. While YouTube ranges from
300 to 700 channels, Twitch counts with one order of mag-
nitude more, with always more than 6,000 channels. Note
that YouTube is still in its infancy, and the number of con-
current channels is growing, but the release of YouTube had
no impact on Twitch, which somehow confirms that Twitch
targets a different population related to gaming.
To end this first set of data analysis, we focus on the num-
ber of different channels that we have seen over the three
months. It is another key statistics of the liveness of the
services because it indicates the size of the population of
uploaders. We represent in Figure 4 the evolution over time
of the total number of different channels found (unique chan-
nel ids). As can be inferred from previous results, Twitch
have far more unique channels than YouTube.
3.2 Are they 24/7 Services?
We have to recall that live video streaming essentially dif-
fers from other UGC services like Video on Demand (VoD)
in the sense that the service depends on the activity of up-
loaders at every moment in time. Fortunately, we will show
that both services have loyal uploaders, who manage to be
more consistently active (here online) than on other typical
UGC platforms. It thus guarantees service continuity.
We measured the number of simultaneous online channels
over the collected data. We then computed the average num-
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Figure 5: Average number and confidence interval of simul-
taneous online channels by hour and weekday
bers per hour of a day (respectively per day of the week).
With these values we are able to measure diurnal (respec-
tively weekly) patterns. We show our results in Figure 5.
In both figures, we normalize the results so that the peak of
the number of online channels is equal to 1.
Our first observation is that Twitch is less sensitive to
both diurnal and weekly patterns than YouTube. For the
weekdays, the difference between the lowest number of on-
line channels (0.9) and the peak (1) is not significant on
Twitch (we note it 0.90 : 1). At least two explanations can
be advanced. First the uploaders come from a wider number
of countries spanning the whole planet, because the service
is older. The release of YouTube live service was in 2013,
and the full availability was in late December. Second, the
fact that many Twitch channels are related to e-sport can
have an impact too. Indeed, e-sport is especially popular
in Asia. Since both Twitch and YouTube are already pop-
ular in Europe and America, all continents are covered by
engaged uploaders.
We now compare the patterns globally. The main point
to notice in Figure 5 is that the diurnal pattern is weaker
than what has been observed on other UGC platforms. We
indicate with a horizontal line the lowest number of new
uploaded videos as it was measured for the YouTube VoD
service (discussed in [3] and [4]). The diurnal difference on
Twitch is 0.65 : 1 although it is as low as 0.37 : 1 on YouTube
VoD.
3.3 What is the Zipf in UGC Live Streaming?
The distribution of popularity found on UGC systems and
VoD typically follows the Zipf’s law. We first need to check
on our traces whether live videos follow it as well. We pro-
duced an approximation of the Zipf parameters using a fit-
ting curve process on the R software. We validate the results
of the approximation by calculating the Normalized Root-
Mean-Square Deviation (NRMSD) between the real data
and the fitted curve. The mean NRMSD value obtained
for YouTube was 0.0365 and the 95% confidence interval
between 0.0362 and 0.0368, meaning less than 4% error in
our fittings. For Twitch NRMSD value obtained was 0.0095
with confidence intervals of 0.0094 and 0.0096, i.e. less than
1% error.
We then analyzed the value of the α parameter, which ba-
sically says how much heterogeneous is the popularity. The
larger is α, the more heterogeneous is the service. Figure 6
shows the results obtained for the Zipf α coefficient. The
horizontal line indicates the value found on classic VoD [9].
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Figure 6: Zipf α coefficient evolution over time
Figure 6 reveals an interesting point: YouTube channels
popularity are very heterogeneous and peak hours have a
big influence on it. While other UGC services ranges from
0.5 to 2 and often less than one, the Zipf α coefficient for
YouTube is frequently over 2, characterizing a sharper dif-
ference between channel popularity and a shorter tail. Al-
though Twitch has also a high coefficient value (over 1), the
α parameter is more constant over time. This result confirms
again the maturity of Twitch system, with a larger range of
channels and a more constant popularity distribution. Also,
we must recall that uploaders are less affected by day light
patterns on Twitch, which increases the homogeneity of the
popularity distribution.
4. DATASET USAGE
This dataset with live sessions of two real service providers
can be used to evaluate different challenges induced by large-
scale live streaming systems. Any scientist can re-create the
live systems load by replaying the live sessions as input of
an evaluation scenario. Furthermore results produced with
this dataset are consistent with real data traces, which con-
tributes to more credibility on the work. An interesting
property of this dataset is that both services have different
properties and studies based on them can comply with dif-
ferent scenarios, possibly avoiding bias due to the traces.
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Figure 7: Channels ratio by characteristic partition
We highlight in this following three main usages but others
can be studied nevertheless.
An usage of the dataset is the forecast of popular ses-
sions. By identifying the most popular sessions as early as
possible, it is possible for example to adjust the capacity
of the system infrastructure. We present hereafter a very
preliminary, but not fully convincing, study that exploits
our dataset. We selected some channels characteristics: the
length of their sessions, the interval between sessions and
the number of sessions. We evaluate how the channels are
distributed along these characteristics. We compare the dis-
tribution for all channels and the distribution of the 1%
most popular channels. The first remark on Figure 7 is that
YouTube and Twitch popular channels characteristics are
not identical. While YouTube popular channels have influ-
ence of all the characteristics, Twitch popular group remains
equally distributed regarding number of sessions and inter-
session length. Another point is that popular channels on
YouTube are more frequent and longer than the full group
of channels. Popular channels of Twitch differentiate from
the full group by having longer sessions. An extension of the
study could lead to useful developments.
A second usage of this dataset is the study of delivery
methods on live streaming services. In [15] an initial evalu-
ation on the implementation of Dynamic Adaptive Stream-
ing over HTTP (DASH) on Twitch was made. We use the
three months of traces provided by this dataset. We moti-
vate the need for an adoption of adaptive bitrate streaming
on Twitch platform to reduce the delivery bandwidth cost
and to increase QoE of viewers. We show that a naive imple-
mentation requires the reservation of a large amount of com-
puting resources for transcoding purposes. To address the
trade-off between benefits and costs, we formulate a man-
agement problem and we design two strategies for deciding
which online channels should be delivered by adaptive bi-
trate streaming. In this work our evaluations based on real
traces show that these strategies can reduce the overall in-
frastructure cost by 40% in comparison to an implementa-
tion without adaptive streaming. This is an example of how
we use the dataset to thoroughly analyse and evaluate a
technical solution for these systems. Another example is [2],
where the dataset is used to simulate the need of transcoding
jobs in a data-center.
A last usage example of the dataset is the evaluation
of scenarios that are based on different service providers
competitors. For example in [14] the traces were applied
to conceive a scenario where two content providers deliver
their contents through an unique Content Delivery Network
(CDN). This work characterizes the impact of revenue-
oriented CDN management policies on the fairness of the
competition among two content providers that use CDN ser-
vices to deliver contents. With the data of YouTube and
Twitch, we can show that an CDN remains a relatively neu-
tral actor even when one of the content providers it serves
tries to monopolize the CDN storage space by implementing
an aggressive policy to harm its competitors.
5. RELATEDWORK
We identified three types of works that are related to the
study we describe in this paper.
User Generated Content. Many measurement campaigns
have been conducted to understand the motivations of con-
tributors to user-generated content (UGC) platforms. How-
ever, to the best of our knowledge, only three papers have
addressed user-generated live videos. Two of them deal with
“gamecasting”, i.e. gamers capturing and broadcasting their
activity within a game. In the first one [13], professional
players broadcasting in Twitch.tv (a branch of Twitch ex-
clusively for gaming) are analyzed. This study is restricted
to a very small number of uploaders although we are in-
terested in the present paper in capturing usages from a
broad population of uploaders. The second paper [16] stud-
ies XFire, which is a social network for gamers featuring
live video sharing. The authors focus on analyzing the sim-
ilarities between the activity of gamers in XFire and their
activity in the actual games. The third paper dealing with
live video sharing is [17]. The authors analyzed 28 days of
data from two channels associated with a popular Brazilian
TV program that aired in 2002. Our work differs fundamen-
tally since we evaluated several thousands of channels in a
quantitative manner.
UGC in P2P Systems. The other line of research dealing
with user-generated live streaming is peer-to-peer systems.
A survey is given in [20]. Many papers claim to own traces
from popular live streaming systems, for instance PPLive
and PPStream, but none of them make a thorough study of
these traces. In most cases, authors cannot have an accurate
view of channel popularity due to the distributed nature of
these systems. These measurements, typically for PPLive,
are also limited to a small number of channels (320 in [10])
although our work characterizes thousands of channels. Fi-
nally, many works focus on characterizing the peer-to-peer
topologies and the behaviors of peers in terms of bandwidth
contribution [18], but such studies are not relevant in the
case of the YouTube and Twitch platform.
Video Content Measurement Studies. Many papers
have studied video consumption over the Internet. In par-
ticular, the authors of [12] have dealt with over five years of
users web traffic data to examine different characteristics of
Internet usage. They highlighted in particular the increas-
ing importance of video content. In [7], YouTube traffic
generated by mobile devices is compared to traffic gener-
ated by regular PCs. Their results showed access patterns,
which are similar across the sources of traffic. In [21] the
total amount of YouTube videos allow the authors to draw
conclusion about the bounds of total bandwidth and stor-
age space that is necessary for YouTube to run. This study
emphasizes the critical needs of resources for VoD systems.
The video traffic generated by YouTube is analyzed from
the standpoint of an Internet Service Provider (ISP) in [1]
and [9]. Overall, these studies have emphasized the impor-
tance of services like YouTube over the whole Internet traffic
and the exploding needs of resources to serve the population.
In the present paper, we utilize similar techniques to ana-
lyze the behavior of people who contribute to a live video
service as well as the bounds of total bandwidth usage for
live videos delivery.
6. CONCLUSION
We have presented in this paper a dataset, which can help
scientists to better understand and study the behavior of
UGC live streaming videos systems. We have compared
two largely used systems. We have brought some prelim-
inary, hopefully useful, insights on what can be expected
from massive UGC live streaming video services. We have
showed that these systems experience peaks at more than
1 Tbps of bandwidth. We have also pointed out differences
between YouTube and Twitch, especially regarding the up-
loader behavior and the maturity of Twitch environment.
We hope that this dataset can bring a light on the specific
characteristics of live streaming video services and help the
community and providers to improve the systems accord-
ingly. We have also higlighted some open problems, includ-
ing an open problem which is to identify the most popular
sessions as early as possible. We showed there is no trivial
ways to identify popular channels except about their length
and their video quality.
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