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L'informatique dépendante du  contexte est un  paradigme de l'informatique qui  tient en 
considération les éléments de l'environnement d'une entité (utilisateur, périphérique, etc.). 
Ce  paradigme,  qui  prend  une  place de plus en plus importante grâce au développement 
rapide des technologies  mobiles, a mené à la mise en place de différentes architectures et de 
divers modèles qui fournissent l'information sur le contexte. 
Au niveau des architectures plusieurs solutions ont été proposées  mais présentent tout de 
même certaines limites notamment,  au niveau de la modélisation du  contexte. De nombreux 
modèles  ont été proposés dépendamment  des  taches  à réaliser, mais  se  concentrent  sur  les 
capteurs  physiques  comme  source  principales  des  données  de  contexte  et  ignorent  les 
informations  qu'on  pourrait  acquérir  de  la  fouille  des  différents  profils  en  ligne  d'un 
uti 1  i  sateu  r. 
Dans  ce  travail,  nous  proposons  une  architecture  middleware  pour  le  traitement  et  la 
gestion des  informations du  contexte  pour  un  usager mobile en exploitant  les  données  de 
Facebook  comme  source  d'informations  de  contexte.  Ainsi,  nous  analysons  le  réseau 
Facebook et le représentons sous forme de modèle ontologique. Nous fusionnons, ce modèle 
avec  une ontologie du  contexte  relative  à  une simple application du domaine médical.  Le 
modèle obtenu  constitue notre solution proposée pour  l'exploitation des données disponibles 
sur les réseaux en ligne dans la modélisation d'un contexte médical simplifié. 
Mots-clés :  informatique  mobile,  modélisation  du  contexte,  application  dépendantes  du 
contexte, architecture middleware, réseaux sociaux, modélisation de l'ontologie, ontologie du 
contexte. CHAPITRE I 
INTRODUCTION 
L' informatique mobile se repose sur  les appareils portatifs  et les réseaux sans fils.  Cette 
technologie  permet  à  1' utilisateur  d'exécuter  des  tâches  informatiques  et  d'accéder  à 
l' information  à  n'importe  quel  endroit  et  n'importe  quel  moment.  Durant  ces  dernières 
années,  l'informatique  mobile  a  remarquablement  participé  à  l'amélioration  de  la  vie 
quotidienne  des  personnes  en  leur  permettant  de  faire  différents  traitements  et  d'avoir  un 
accès  permanent  à  l'information  indépendamment  de  leurs  déplacements.  La  mobilité  des 
utilisateurs et des périphériques a donné naissance à un  nouveau paradigme en informatique 
appelé informatique sensible au contexte ou informatique dépendante du contexte. 
Le développement rapide des technologies de communication mobile, en l'occurrence des 
réseaux  et  appareils,  et  leur  capacité  et  performance  a  engendré  une  augmentation 
exponentielle  de  son  utilisation.  Le  marché  des  téléphones  mobiles  intelligents  (smart 
phones)  et  des tablettes  a  connu  une  explosion des  ventes dans  les  dernières  années.  Ces 
machines sont devenues aujourd'hui quasi indispensables à la vie de tous les jours. 
Les téléphones intelligents disposent actuellement de meilleures capacités de traitement et 
une meilleure connectivité, leur permettant d'exécuter des tâches de plus en plus complexes 
et d'intégrer de nouvelles fonctionnalités. 
Les applications  mobiles sont des logiciels qui  offrent  à  1  'utilisateur différents  services 
offerts par l'application comme la  messagerie instantanée, la téléphonie IP, la commande à 
distance  d'appareils  et  autres  traitements  dont certains  peuvent  dépendre  du  contexte  de 
l'utilisateur de l'appareil. 2 
Une nouvelle génération d'applications  mobiles a donc vu  le jour comme conséquence de 
l'évolution  de  ces  technologies. Il  s'agit  des applications  mobiles  dépendantes  au  contexte. 
Ces  applications  offrent  des  services  mieux  adaptés  à  la  situation  de  l'utilisateur  et  qui 
tiennent  compte  de  certains  caractéristiques  contextuelles  telles  que  ses  préférences 
personnelles,  son  environnement  physique,  son  emplacement  géographique,  ses 
déplacements, etc. 
1.1 Problématique 
Les  différentes  avancées  dans  le  domaine  de  l'informatique  mobile  ont  conduit  au 
développement  de  systèmes  dépendants  du  contexte.  L'objectif de  ces  systèmes  étant  de 
fournir  des  informations  qui  dépendent  de  l'environnement  de l'utilisateur  afin d'améliorer 
son interaction avec l'appareil mobile. 
De ce fait, plusieurs architectures ont été proposées et divers modèles de contexte ont été 
développés.  Cependant,  nous  pouvons  identifier  les  difficultés  suivantes  par  rappo1 t  à  la 
modélisation et l'utilisation des données du contexte, dont: 
• 
• 
Absence de formalisme et d'intelligence; 
Non exploitation des  réseaux sociaux en ligne : les  modèles de contexte existants  ne 
tiennent pas  compte de  la  grande quantité d'informations contextuelles  qui  existent 
déjà dans les réseaux sociaux en  ligne tels que Facebook
1
; 
•  Non-intégration  des  modèles  d'intelligence  (en  particulier  ceux  basés  sur  les 
ontologies)  dans les  réseaux sociaux en ligne  dans  la modélisation  du  contexte:  il 
n'existe  pas  de  grands  travaux  de  représentation  des  réseaux  sociaux  sous forme 
ontologique pour des fins d'intégration dans les modèles de contexte; 
•  Absence  de  lien en  ligne entre ces  informations et  les  applications  dépendantes  du 
contexte  les  plus  utiles  (telles  que  les  applications  médicales.  En  effet,  il  existe 
plusieurs app lications dans le domaine médical, mais elles ne font pas le lien entre les 
1 https:/  /www.facebook.com 
------ -3 
informations  sur  le  patient  et  son  médecin  traitant,  lesquelles  informations  se 
trouvent déjà en grande partie dans les profils des réseaux sociaux comme Facebook. 
1.2 Objectifs 
Afin de remédier aux problèmes soulevés dans la problématique, nous nous sommes fixés 
les objectifs suivants pour la réalisation de notre mémoire : 
•  Création d'un modèle de contexte relatif au domaine d'application, en 1  'occurrence le 
domaine médical; 
•  Utilisation des ontologies pour la représentation du contexte; 
•  Présentation  d'une  architecture  dépendante  du  contexte  capable  de  gérer  les 
informations captées et de les fournir à des applications mobiles; 
•  Couplage de l'environnement de l'utilisateur avec des informations tirées des réseaux 
sociaux en ligne comme Facebook; 
•  Uti lisation dans le cadre d'une application simple dans le domaine médical qui utilise 
des données physiologiques mesurées pas le biais de capteurs corporels; 
•  Établissement de liens entre les  profils Facebook d'un  utilisateur et son médecin en 
vue de réagir aux changements des données physiologiques captées; 
•  Définition  d'un  ensemble  de  réactions  dépendantes  du  contexte  physiologique  et 
spatio-temporel de l'utilisateur. (Non réalisé) 
1.3 Méthodologie 
Pour  notre  travail,  nous  allons  adopter  une  méthodologie  qui  est  basée  sur  la 
formalisation de la notion d'ontologie et son emploi dans le cas d'une application autour de 
1  'environnement Face book. Cette méthodologie s'articule autour des éléments suivants : 
•  Étude des infrastructures dépendantes du contexte par une revue de la littérature des 
systèmes déjà existants; •  Conception d'une architecture de gestion des informations du contexte inspirée des 
modèles existants et des différentes critiques de ces modèles; 
•  Étudier la structure du réseau social en ligne Facebook: ses objets et les relations 
entre eux; 
•  Conception d'une ontologie qui représente les éléments de Facebook et les relations 
entre ces éléments; 
•  Choix d'une ontologie de contexte de haut niveau qui représente les concepts 
généraux indépendants du domaine; 
•  Extension de l'ontologie de haut niveau avec les concepts du domaine choisi. Nous 
développerons notre modèle dans le cadre médical; 
•  Intégration de l'ontologie du domaine et de l'ontologie de Facebook afin d'avoir un 
modèle de contexte général; 
• 
• 
• 
Implémentation du modèle du contexte avec Protégé2 comme outil  d'édition des 
ontologies; 
Définition des règles de raisonnement pour l'inférence du contexte; 
Simulation du raisonnement ontologique et des règles d' inférence  . 
1.4 Organisation du mémoire 
Notre mémoire est organisé de la manière suivante : 
4 
Le premier chapitre présente  les notions de base de notre travail.  Ainsi,  nous définirons 
la  notion  de  contexte  et  les  systèmes  dépendants  du  contexte.  Nous  introduirons  les 
ontologies,  comme  outil  de  représentation  des  connaissances  contextuelles.  Nous  les 
définirons, délimiterons  leurs domaines d'utilisation et déterminerons  leurs caractéristiques, 
leurs critères de conception et leur classification; 
2 http://protege.stanford.edu 5 
Le  chapitre  II  est  un  état  de  l'ati.  C'est  une  revue  de  littérature  des  infrastructures 
dépendantes du contexte existantes. Nous donnerons plusieurs classifications possibles de ces 
infrastructures.  Nous  présenterons  quelques  systèmes  existants  tout  en  analysant  leurs 
architectures et leurs modèles de contexte; 
Dans  le  chapitre  III  nous  suggérerons  notre  propre  architecture  en  nous  basant  sur  les 
exemples  exposés  dans  la  revue  la  littérature  et  l'analyse des  avantages  et  limites  de  ces 
systèmes; 
Le chapitre IV est un  chapitre de réalisation. Nous parlerons des réseaux sociaux en ligne 
et  des  avantages  de  leur  utilisation  pour  des  systèmes  dépendants  du  contexte.  Nous 
prendrons Facebook comme  exemple. Nous  analyserons  son architecture,  les  objets qui  le 
constituent  et  les  relations  entre  eux.  Nous  représenterons  cette  architecture  sous  forme 
d'ontologie que nous implémenterons sur un  éditeur d'ontologies (Protégé); 
A  travers  le  chapitre  V,  nous  expliquerons  notre  approche  pour  la  conception  d'un 
modèle de contexte pour le domaine  médical.  Nous  intégrerons ce modèle  avec  l'ontologie 
développée pour Facebook afin  de  l'enrichir avec les  informations disponibles de ce réseau 
social en  ligne. Enfin,  nous  définirons des  règles d'inférence  pour ce  modèle  de  contexte, 
qu'on testera par la suite. CHAPITRE II 
CONCEPTS DE BASE 
2.1 La notion de contexte 
La notion du contexte a été utilisée en linguistique et psychologie avant d'être adoptée en 
informatique, mais a aussi une origine lointaine et une longue histoire en philosophie [1]. La 
mobilité a donné une dimension importante au  contexte qui  a touché à de nombreux champs 
d'application en informatique comme 1  'informatique ubiquitaire,  1 ' intelligence artificielle,  le 
traitement de la  langue naturelle,  l'interaction personne-machine et la sécurité informatique, 
etc. 
Il  existe plusieurs définitions du  contexte, qui  varient selon le domaine d'utilisation et de 
l'objectif final de son application.  La définition courante la plus utilisée est celle de Dey et al. 
[2] qui définit le contexte comme étant : 
« Toute  information  qui peut être  utilisée pour  caractériser  la ..situation  d'une 
entité.  Une  entité  est une place,  une personne,  un  ou  objet  qui est considéré 
pertinent  à  l'interaction  entre  un  utilisateur  et  une  application,  incluant 
l'utilisateur et l'application eux-mêmes » [Notre traduction]. 
Une  définition  plus  générale  a  été  proposée  par Zainol  et  Nakata  [ 1]  qui  considère 
« qu'une information est dite de  contexte quand elle désigne une situation qui est pertinente 
pour l'interaction entre l'utilisateur et l 'environnement de l'application » [Notre traduction]. 7 
2.2 Les systèmes dépendants du contexte 
Les  systèmes  dépendants  du  contexte  ont  été  largement  étudiés  en  informatique  et 
plusieurs ont tentés de définir cette catégorie d'applications. 
Dans [3],  les auteurs affirment qu'en informatique dépendante du  contexte, un  utilisateur 
«doit  être  capable d'accomplir facilement  une  action  qui peut possiblement inclure  une 
coopération  et  une  collaboration  avec  d'autres  utilisateurs  en  utilisant  de  multiples 
périphériques  et réseaux alors  qu'il se  déplace  dans  l'environnement » [Notre  traduction]. 
Les  périphériques  et  applications  doivent  alors  s'adapter  automatiquement  aux  besoins 
courants de 1  'uti 1  isateur. 
Les  auteurs  de  [1]  proposent  une  définition  des  systèmes  sensibles  au  contexte  qUI 
«permettent aux périphériques  d'exploiter  leurs  informations  environnantes  et  d'adapter 
leur  comportement  selon  la  situation  actuelle  de  1  'utilisateur»  [Notre  traduction].  La 
situation  actuelle  de  l'utilisateur  caractérise  donc  son  contexte.  Afin  de  pouvoir  fournir 
l'information  appropriée,  et  donc  pertinente,  à  l'utilisateur,  les  systèmes  ont  besoin  de 
collecter et d 'uti 1  iser des informations de contexte. 
Une  définition  plus  généraliste  a  été  proposée  dans  [2].  Les  auteurs  affirment  qu'un 
système  est  dépendant  au  contexte  «s'il  utilise  le contexte pour fournir  une  inf ormation 
pertinente  ou/et  des  services  à  1  'utilisateur,  où  la  pertinence  dépend  de  la  tâche  de 
l'utilisateur» [Notre traduction]. Cette définition  est étroitement liée à celle que les mêmes 
auteurs  ont  proposée  pour  définir  le  contexte.  Nous  pouvons  remarquer  que  ces  auteurs 
utilisent la « pertinence» qui reste une notion subjective et peu tangible. 
Les  systèmes  dépendants du  contexte  ont  besoin  de  collecter  différentes  informations 
relatives  au  contexte  de  l'utilisateur  à  partir  de  diverses  sources  afin  de  s'adapter  à  sa 
situation ou même ses intentions. Ces sources peuvent être distribuées et souvent n'ont pas de 
relations ou de  liens de connexions directes entre elles. 8 
Les  applications  sensibles  au  contexte,  permettent  d'améliorer  l'interaction  personne-
machine  et  n'ont  pas  besoin  d'une  intervention  humaine  pour  s'adapter  au  contexte  de 
1 ' uti 1  isateur. 
Il  est alors très  important de définir et modéliser  le contexte de l'utilisateur  afin d'offrir 
une  information de  contexte  aux  systèmes  dépendants  du  contexte. Cette  démarche  nous 
pousse à concevoir  des  modèles  susceptibles  de représenter les  différentes  composantes  du 
contexte et les  relations qui  existent entre elles.  La plus prometteuse de ces méthodes  repose 
sur les ontologies. 
2.3 Les réseaux sociaux 
Les  réseaux  soc1 aux  en  ligne  ont  envahi  la  toile  au  cours  de  ces  dernières  années, 
déclenchant  un  phénomène  sans  précédent.  Ces  réseaux  comme  Twitter
3ou  Facebook 
grandissent  d'une  manière exponentielle en termes  de nombre d'utilisateurs.  Ces  services 
permettent aux personnes de créer des  liens virtuels avec d'autres  utilisateurs et de maintenir 
des  relations  définissant  un  réseau.  Vu  la  popularité  des  réseaux  sociaux  et  le  nombre 
important des utilisateurs, il  est primordial d'étudier leurs structures et fonctionnement. 
L'analyse  de  ces  réseaux  peut  nous  conduire  à  des  résultats  intéressants  puisqu' ils 
contiennent  un  nombre  important  de  données  personnelles  et  d'informations  sur  les 
utilisateurs et leurs relations sociales en ligne. L'aspect le plus intéressant des ces réseaux est 
qu' ils peuvent représenter un  vrai reflet des relations sociales. Les personnes  interconnectées 
sur un  réseau social sont souvent des personnes qui ont des liens familiaux ou qui fréquentent 
le même travail, école, association ou qui  partagent les mêmes passions ou visions politiques. 
2.4 Les ontologies 
Comme nous avons basé notre travail  sur 1  'approche ontologique pour  la modélisation du 
contexte,  nous  définissons  ci-dessous  les  ontologies  et  nous  présentons  leurs  domaines 
3 https://twitter.com/ 9 
d'utilisation,  leurs  caractéristiques,  leurs  classifications  amst  que  les  critères  de  leur 
conception. 
L'origine du terme ontologie vient de la philosophie. Il  s'agit de l'étude de ce qui existe: 
l'être,  ses  modalités  et  ses  propriétés.  Cette  branche  est  considérée  comme  partie  de  la 
métaphysique.  Cependant,  longtemps,  la  notion  d'ontologie  a  suscité  l'intérêt  des 
académiciens dans d'autres domaines tels que la linguistique et suttout 1  'informatique. 
En informatique,  une  définition  fréquente est celle de Gruber [4] qui  définit  l'ontologie 
comme étant «une spécification explicite d'une conceptualisation » [Notre traduction].  Plus 
explicitement,  l'ontologie  est  la  représentation  des  objets  d'un  domaine  donné  et  les 
différentes relations qui existent entre ces objets. Les ontologies se basent  sur un vocabulaire 
prédéfini qui rend cette représentation formelle. 
Les ontologies  sont alors très  importantes  pour  la  représentation des  connaissances  d'un 
domaine donné.  Elles  offrent, en plus,  un  langage  formel.  Les  ontologies  sont  nécessaires 
pour le partage des connaissances. 
Les  ontologies  sont  utilisées  dans  différents  domaines  de  l'informatique,  et  ce, 
particulièrement en intelligence artificielle (T A), où elles  permettent de fournir des  structures 
pour faciliter la représentation des connaissances et le processus d'inférence.  Les ontologies 
ont été  utilisées  dans  l'ingénierie de  la connaissance,  l'apprentissage  automatique et  aussi 
pour  la désambiguïsation dans le traitement automatique du  langage  [5].  Les  ontologies  ont 
été  aussi  utiles  dans  la  recherche  d' information  et  la  fouille  de  texte.  Dans  l'ingénierie 
logicielle,  les ontologies fournissent des supp01ts  intéressants pour le développement logiciel. 
Avec  l'émergence  du  Web sémantique,  les  ontologies jouent  un  rôle  crucial dans  ce 
domaine.  Elles  permettent  de  structurer  les  informations  du  modèle  sémantique  et  de 
supporter l'interopérabilité.  Le Web sémantique dépend  essentiellement de l'intégration  des 
données sémantiques qui dépendent de la disponibilité d'une ontologie [6]. 
Une ontologie est constituée  généralement de  concepts  (les différents objets et classes), 
leurs attributs (propriétés, caractéristiques) et les relations qui les lient. 
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Les principales caractéristiques des ontologies sont [7] : 
•  Formelles : elles  sont exprimées dans une langue qui  a une syntaxe bien définie et 
compréhensible  par  la  machine  de  façon  à  ce  qu'elles  puissent  être  traitées 
automatiquement  par  les  programmes  appropriés.  Les  ontologies  permettent  le 
raisonnement logique et supportent des règles d'inférence.  Contrairement au modèle 
relationnel (ER) et UML qui  sont des  langages semi-formels,  les ontologies  peuvent 
être directement traitées par la machine. 
•  Lisibles  par les  humains : autre  que  les  programmes  informatiques,  les  ontologies 
peuvent être comprises et développées par les  informaticiens. 
•  Vastes  :  les  ontologies  couvrent  largement  les  champs  de  connatssance  d'un 
domaine donné. 
•  Partageables :  les  ontologies  sont  relativement  faciles  à  combiner  et  à  fusionner 
même si elles  sont  développées  séparément.  Les  ontologies  permettent  à différents 
systèmes hétérogènes de  partager diverses informations. 
Les performances des systèmes basés sur les ontologies dépendent fot1ement de la qualité 
de  la  conception du  modèle  ontologique.  Afin  d'améliorer  la  conception de ces  modèles, 
certains chercheurs  [8]  ont  essayé de  mettre en place  un  processus de développement  des 
ontologies ainsi que certains critères de conception. 
Pour  le  processus  [8],  le  développement  des  ontologies  obéit  à  une  méthodologie 
définissant les étapes et les règles à suivre. Les activités énoncées sont, dans l'ordre : l'étude 
de faisabilité, 1  'acquisition des connaissances, la spécification des exigences de 1  'ontologie et 
finalement la définition de cycle de vie de l'ontologie et les  ressources humaines nécessaires 
pour ce projet d'ontologie qu'on appelle la phase de plan. 
Concernant  les  critères  de  conception  des  ontologies,  Gruber  [4] considère  qu' ils 
dépendent de 1  'objectif final de leur développement et propose  un  ensemble de critères  pour 
qui sont comme suit : Il 
•  Clarté: les termes de l'ontologie doivent être définis de manière  claire, objective et 
complète.  C'est-à-dire,  que  la  définition  des  termes  doit  être  efficacement 
communiquée  par  l'ontologie  et  qu'un  prédicat  doit  être  défini  par  des  conditions 
« nécessaires et suffisantes». 
•  Cohérence :  les  ontologies  doivent  inférer  des  faits  qui  sont  cohérents  avec  la 
définition  informelle  de  1 ' ontologie.  Les  classes  et  les  relations  du  modèle 
ontologique doivent suivre une certaine logique. 
•  Extensibilité : nous pensons que l'extensibilité est l'une des caractéristiques majeures 
des  ontologies.  Gruber  définit  l'extensibilité  de  l'ontologie  comme  étant  le  fait 
«d'être en mesure de définir de  nouveaux termes pour une utilisation spéciale basée 
sur  le vocabulaire  d'une ontologie existante  sans pour autant  avoir  recours  à  la 
révision des définitions existantes » [Notre traduction]. 
•  Biais  d'encodage  minimal : les  ontologies  sont  souvent  partagées  par  des  sources 
hétérogènes et dont les langages de programmation diffèrent d'un système à un  autre. 
De ce fait, et afin  qu'elles soient compréhensibles et traitables par tous les systèmes, 
les  ontologies  doivent  être  développées  indépendamment  des  langages 
d'implémentation. 
•  Engagement ontologique minimal : l'engagement d'une ontologie doit être minimisé 
en  se  contentant juste  d'énoncer  les  principes  liés  à  un  domaine  donné,  et  ce en 
définissant juste les termes essentiels du  vocabulaire et en évitant ceux qui sont hors 
domaine. 
Les  ontologies  sont  différentes  et  peuvent  être  classifiées  selon  leurs  n1veaux  de 
généralité représentés par la Figure 2. 1 ci-dessous [9] : 
• 
• 
Les ontologies de haut-niveau (top-leve! ou upper-leve! ontologies) : représentent des 
concepts généraux et  universels,  qui  ne dépendent pas d'un domaine particulier.  Par 
exemple, une date. 
Les ontologies du domaine : sont des ontologies de moindre p01tée que les ontologies 
de  haut-niveau. Elles spécialisent  les ontologies de haut-niveau en représentant des 
concepts liés à un domaine donné comme l'ontologie pour les soins de santé (health 
care domain ontology). 12 
•  Les  ontologies  de  tâche: elles  spécialisent  aussi les  ontologies  de  haut-niveau en 
décrivant une tâche ou un événement générique comme la vente. 
•  Les ontologies d'application: sont plus restreintes que les ontologies du  domaine ou 
de tâche et décrivent des concepts qui  sont  propres  d'un  domaine mais aussi d'une 
tâche particulière. 
Ontologies de haut-niveau 
Ontologies du domaine  Ontologie de tache 
Ontologie d'application 
Figure 2.1  : Catégorisation de Guarino pour les ontologies [9]. 
2.5 Langages et outils de conception des ontologies 
Il  existe  plusieurs  langages  pour  la  définition  des  ontologies  dont:  RDF  (Resource 
Description Framework )
4
,  RDFS (RDF Schema )
5
, et OWL (Web Ontology Language t 
4  http://www.  w3 .org/RDF/ 
5 http://www. w3 .org/TR/rdf-schema/ 
6 http://www.w3.org/TR/owl-features/ 13 
Dans notre projet, nous avons  choisi  de travailler avec  le  langage OWL pour les  différents 
avantages qu' il  nous fourni [10]: 
•  OWL est le langage le plus expressif parmi  les autres énoncés précédemment; 
•  OWL  nous  permet de  rajouter des  contraintes  de  cardinalités sur les classes, ce  qui 
n'est pas possible avec RDF, RDFs et RDFa.; 
•  OWL  supporte  la  réutilisation,  le  mappage  (fusion,  alignement,  intégration)  et 
l'interopérabilité de  l'ontologie. Ce  qui  est  important dans notre cas, puisque nous 
envisageons d'enrichir une ontologie existante avec celle que nous avons développés; 
•  JI  existe  divers  outils disponibles  pour  l'intégration  des  ontologies  OWL dans  le 
développement des applications logicielles tel que Protégé. 
Pour  l'outil  d'édition  des  ontologies,  nous  avons  choisi  de  travailler  avec  le  logiciel 
Protégé qui  est un  éditeur  libre développé en Java par l'Université de Stanford et qui  est un 
des  plus populaires dans le domaine. 
Nous  avons choisi cet outil  pour  son extensibilité,  sa  flexibilité  et  la  convivialité  des 
interfaces  d'utilisation.  De  plus,  il  offre  la  possibilité  de  le  combiner  avec  un  moteur 
d'inférence. CHAPITRE III 
ÉTAT DE L'ART 
3.1 Introduction 
La mobilité  a  pris  une  place très  importante dans  la  recherche  en  informatique,  et  les 
systèmes  Dépendants  du  contexte  suscitent  désormais  un  intérêt  majeur  au  sein  de  la 
communauté des chercheurs. 
Durant la dernière décennie,  de nombreuses infrastructures dépendantes du  contexte ont 
été  développées pour  gérer ces systèmes. Cependant, ces  infrastructures diffèrent  beaucoup 
dans leurs architectures et leurs implémentations. Elles dépendent des exigences des systèmes 
et du processus d'acquisition, de transformation et de traitement de l'information de contexte. 
Ces  systèmes  sont  différents  non  seulement  dans  1 ' architecture,  qui  est  généralement 
organisée en couches, mais aussi du modèle du contexte adopté. 
En  se  basant  sur  la  méthode  d'acquisition  de  l'information,  on  peut  distinguer  trois 
approches [1 1]:  l'acquisition directe,  l'utilisation du middleware et l'utilisation des serveurs 
de contexte : 
a)  L'acquisition  directe  consiste  à  récupérer  directement  les  informations  des 
capteurs  de la pa1t du client mobile. Les pilotes des capteurs sont installés dans le 
client et les capteurs sont souvent intégrés dans le périphérique. 
b)  L'approche  du  middleware  est  la  plus  souvent  utilisée.  Elle  se  base  sur  une 
architecture  organisée  en  couches  et  permet  l'utilisation  des  méthodes 
d'encapsulation.  Les avantages de cette approche sont certainement la gestion de 
l'hétérogénéité de l'information et l'extensibilité facile du système. 15 
c)  L'utilisation du serveur de  contexte étend  l'approche du middleware et permet au 
client d'accéder à des sources de données distantes et distribuées. Cette structure 
permet  d'alléger  la  charge  du  traitement  de  l'appareil  mobile  et  d'avoir  de 
meilleures performances pour la gestion du contexte. 
D'un  autre côté, en se basant sur la coordination des composantes et des processus dans 
ces applications, on peut distinguer deux approches différentes: le modèle dit de vvidget, et le 
modèle  de blackboard  [12]. 
Le modèle  widget  permet aux applications d'accéder aux  informations du  contexte par 
une requête directe à un  widget particulier qui  constitue un  intermédiaire entre une source de 
données et une application. Un widget est « une petite application multimédia interactive qui 
peut être  trouvée  dans  les  appareils  mobiles »  [13]  [Notre  traduction].  Ces  applications 
doivent  s'inscrire  auprès  du  widget  pour  pouvoir  accéder  à  ces  informations.  Cependant, 
l'inscription  et la  désinscription  des  applications  auprès  des widgets  est moins  robuste  et 
moins flexible en cas de changement rapide du contexte. 
Le modèle blackboard permet aux applications d'accéder  aux  informations du contexte 
pas le biais d'une inscription à un  élément centralisé qui est le blackboard.  Cet élément gère 
le traitement interne des  informations et notifie  l'application quand  un  événement prédéfini 
se  produit.  Le  blackboard est  un  modèle  dont  1  'architecture  est  centrée  sur  les  données. 
L'avantage  de  ce  modèle  est  la  facilité  d'ajouter  ou  échanger  des  capteurs  ainsi  qu'une 
configuration flexible pour les changements dynamiques. 
Les infrastructures différèrent aussi par leur modèle de contexte.  Le  modèle du contexte 
est une composante majeure des systèmes dépendants du contexte. Elle permet de modéliser, 
définir et interpréter le contexte. On peut les classer en trois catégories [ 14]:  1  'approche axée 
sur l'application, 1  'approche axée sur le modèle et 1  'approche basée sur les ontologies : 16 
a)  Le  modèle  axé  sur  1  'application  modélise  le  contexte  pour  des  applications 
spécifiques.  C'est-à-dire,  que le contexte est représenté par un  modèle uniforme qui 
n'est  pas  extensible ou applicable  par  d'autres  ressources.  De ce  fait, ce  modèle 
souffre d'une faible expressivité et offre un formalisme limité. 
b)  L'approche  basée  sur  le  modèle  modélise  le  contexte  en  le  représentant  par des 
modèles  conceptuels  graphiques  ou  orientés-objet  tels  que  le  modèle  entité-
association  ou  UML.  Le  modèle  du  contexte  est  représenté  en  utilisant  des 
diagrammes et des bases de données relationnelles. 
c)  L'approche basée sur les ontologies utilise  les  ontologies  pour la représentation du 
contexte  et  pour  le  partage  des  connaissances  entre  les  sources  distribuées  de 
données.  Les  ontologies  définissent  les  concepts  et  les  relations  entre  eux.  Elles 
offrent une alternative très intéressante pour  la modélisation du contexte  grâce à leur 
fo1 ie expressivité,  leur  extensibilité  faci le et  les  techniques  de  raisonnement qu'on 
peut  y  appliquer.  Les  ontologies  permettent  aussi  de  surpasser  le  problème 
d'hétérogénéité  des  sources  d'information. Ces  modèles  utilisent  le  langage  OWL 
(Web Ontpolgy Language)
7 pour la définition des ontologies. 
3.2 Quelques modèles existants 
Nous énumérons ci-dessous certaines de ces architectures. 
3.2.1  Le Service-Oriented Context-Aware Middleware (SOCAM) 1151 
SOCAM  est  une  architecture  introduite  qui  fournit  les  informations  de  contexte  aux 
services mobiles dépendants du  contexte. SOCAM est une architecture en  middleware qui se 
base  sur  l'approche  orientée  services.  Cette  approche  permet  aux  applications  d'intégrer 
plusieurs services en ligne pour leurs domaines spécifiques de contexte. 
Le  middleware offre  la possibilité  d'intégrer et  de  réutiliser aisément des  composantes 
dans  le système telles  que des  nouveaux  capteurs. Il  permet  aussi  de  faire abstraction de 
7 www.w3.orgfi'R/owl-features 17 
1  'hétérogénéité des sources de données. Ce système consiste en des composantes organisées 
en modules qui permettent d'effectuer des tâches spécifiques.  Ces modules communiquent et 
interagissent  entre  eux  et permettent  d'acquérir  les  informations  du  contexte  à  partir  de 
différentes sources distribuées, de traiter et d'inférer le contexte en se basant sur un  module 
de raisonnement et de livrer l'information du contexte aux services du contexte localisés en 
haut de l'architecture. 
Context-aware application 
,_ 
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1111  •  Data  flow 
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Internai context provider 
Figure 3.1  : Architecture SOCAM [15, fig  1] 
L'architecture  est  organisée  en  trois  couches (Figure  3.1)  :  la  couche  de  captage  du 
contexte, le middleware et la couche des applications dépendantes du contexte : 
La couche de captage est constituée des différents capteurs utilisés pour saisir les données 
du  contexte.  Ces  capteurs  peuvent  être  physiques  comme  un  GPS  ou  un  détecteur  de 
mouvement, ou virtuels comme un service Web. 
a)  La couche  Middleware  est constituée des  différents  modules.  Les  fournisseurs  du 
contexte  récupèrent les  données de  différentes sources  de contexte  constituées des 
capteurs physiques et des capteurs virtuels. Le fournisseur du contexte s'enregistre 
alors dans un registre de services afin d'être intégré à la plateforme. Les fournisseurs 
du  contexte  peuvent  être  externes  ou  internes.  Ils  permettent  notamment  de 
représenter les données capturées sous forme de description OWL. L' interprétateur 18 
du contexte est un  autre module du  système qui permet de traiter le contexte  à l'aide 
d'un raisonnement logique. La fonction de ce module est d'inférer le contexte de haut 
niveau à partir des informations de contexte de bas niveau comme la géo-localisation. 
Ce module est composé d'un raisonneur et une base de connaissance du contexte. Le 
raisonneur est constitué des règles d'inférence qui sont prédéfinies par les experts du 
domaine en forme de logique de premier ordre. La base de connaissances du contexte 
contient les  ontologies du contexte et leurs instances. Le middleware contient aussi 
une base de données du  contexte où  sont stockés  les  ontologies du  contexte et  un 
historique  des  contextes  inférés  précédemment.  Le  service  de  localisation  des 
services est le  module qui permet aux clients de localiser les fournisseurs du contexte 
et les interprétateurs du contexte pour un domaine donné. 
b)  La  couche  supérieure  est  la  couche  d'applications  dépendantes  du  contexte.  Elle 
contient  des  serveurs  d'applications  dépendantes  du  contexte  qui  demandent  les 
informations du contexte en s'inscrivant au service de localisation des services. 
Figure 3.2: Ontologie du modèle de contexte SOCAM [15, fig 2] 19 
Pour  le modèle du  contexte (Figure 3.2),  les  auteurs adoptent  l'approche basée sur  les 
ontologies  qui  permet  une description sémantique du  contexte. Le  lat1gage  utilisé  pour  la 
description des  ontologies  est OWL.  La conception des  ontologies  est faite  d'une  manière 
hiérarchique sur deux niveaux qui  réduit la taille et la complexité de l'ontologie. L'ontologie 
de  haut  niveau  définit  les  concepts  généraux tels  que  : personne,  localisation, activité  et 
entité computationnelle.  L'ontologie spécifique au domaine est un  ensemble d'ontologies de 
bas  niveau  qui  représentent  les  concepts  généraux  dans  chaque  sous-domaine  et  leurs 
propriétés. 
Deux ontologies  de domaine spécifique ont été développées : maison  avec 89 classes et 
156 propriétés et véhicule avec 32  classes et 57  propriétés. Ce système fournit des résultats 
acceptables en termes de vitesse du  traitement et du  nombre de requêtes traitées. Cependant, 
les  performances  de  1  'interprétateur  avec  le  raisonnement  ontologique  sont  moins 
intéressantes qu'avec des règles  prédéfinies par le développeur.  Le raisonnement ontologique 
devrait être allégé afin  de permettre à la plateforme de fournir de meilleurs résultats. 
3.2.2 Le modèle Context Broker Architecture (CoBrA) 1101 
CoBrA est une architecture centralisée basée sur l'agent.  Un agent est une entité physique 
ou virtuelle qui accompli  des taches spécifiques en agissant dans un  environnement : détecter 
de états, communiquer avec d'autres agents dans un environnement distribué, etc. [1 6]. 
Cette approche permet à divers agents  distribués d'être regroupés sous un  même modèle de 
contexte qui  leur permet de partager leurs  informations via une infrastructure (Figure 3 .3). 
L'architecture contient les éléments suivants : 
•  L'agent  de  contexte  « Context  broker »  est  l'élément  central  de  l'architecture,  il 
permet de gérer le madel de contexte pour les différents agents et périphériques qui y 
sont connectés.  Chaque agent permet d'obtenir des  informations du  contexte à partir 
des capteurs  ainsi que d'autres agents, et les transformer en un  modèle de contexte 
formel afin qu'ils puissent être partagés par tous  les  agents. Les agents peuvent être 
des  applications  mobiles.  L'agent  de  contexte  est  composé  de  quatre  modules 20 
pnnc1paux:  la  base  de  connaissance  du  contexte,  le  module  de  raisonnement,  le 
module d'acquisition et le module de gestion de la confidentialité. 
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Figure 3.3: Architecture CoBrA (10, fig!]. 
•  La  base  de  connaissance  du  contexte  contient  le  modèle  de  contexte  de  chaque 
domaine  et  comporte  l'ontologie  du  domaine,  les  heuristiques  du  domaine  (les 
entités clés du  domaine et les  relations entre elles) et  la politique de  confidentialité 
des agents. 
•  L'ontologie du domaine est un  ensemble de concepts et de relations entre eux dans 
un  domaine spécifié. Les  heuristiques du domaine servent à résoudre  les  problèmes 
de  cohérence. La politique de  confidentialité des agents définit les  informations qui 
peuvent être partagées par chaque agent. 
•  La  base  des  connaissances  du  contexte  est  reliée  au  module  de  raisonnement, 
responsable  de  l'inférence  de  l'information  du  contexte  et composé  de  trois  sous 21 
modules qui  sont le module de raisonnement du contexte,  le module de raisonnement 
de l 'ontologie et le module du maintien de la connaissance. 
•  Le  module  de  raisonnement  du  contexte  est  responsable  du  raisonnement  sur  un 
domaine donné à travers des règles logiques d'inférence. Le module de raisonnement 
de l 'ontologie agit par rapport aux contraintes sur les relations entre les concepts dans 
l'ontologie  du  domaine.  Le  module  de  maintien  de  la  connaissance  vérifie 
l'uniformité des informations de la base de connaissance du contexte. 
•  Le module d'acquisition de  contexte est le middleware qui  permet de récupérer les 
informations de contexte de bas niveau à partir des divers capteurs.  Ce module a une 
architecture  en  deux  couches :  les  capteurs  du  contexte  et  1' interprétateur  du 
contexte.  Les  capteurs,  physiques  ou  viJtuels,  fournissent  les  informations  du 
contexte.  L'interprétateur du contexte récupère ces informations et les  interprète. 
•  Le  module de  gestion  de la confidentialité est responsable de la communication du 
Context Broker avec  les  autres agents en définissant des  protocoles de transmission 
appropriés. 
•  Pour  le modèle de contexte,  CoBrA se  base  sur  l'approche axée sur  les  ontologies . 
CoBrA-Ont  [17] est  un  ensemble d'ontologies  exprimées  dans  le  langage  OWL et 
qui  définissent  les  concepts et les relations qui  les  lient dans chaque domaine.  Cet 
ensemble  contient  41  classes  et  36  propriétés  qui  sont  catégorisées  selon  des 
domaines  distincts : places,  agents,  contexte  de  localisation des  agents et contexte 
d'activité des agents. 
CoBrA  est une infrastructure intéressante  mais qui  a certaines limites.  L'architecture est 
composée de plusieurs modules comportant eux-mêmes d'autres sous-modules, ce qui  ralentit 
la  vitesse  de  traitement  de  1' information  [ 17].  De  plus,  certains  modules  comme  les 
heuristiques du  domaine et le module de maintien de la connaissance jouent  le même rôle de 
maintien  de  la  cohérence  de  la  base  de  connaissances  du  contexte.  Pour  le  modèle  du 
contexte l'ontologie développée, CoBrA-ONT n'est pas assez élaborée pour couvrir de vastes 22 
contextes.  CoBrA  offre  cependant  un  haut  niveau  de  confidentialité  et  de  sécurité  pour 
l'échange des informations grâce au module de politique de confidentialité des agents. 
3.2.3 Context-Awarness Sub-Structure (CASS) [18] 
CASS est un  middleware (Figure 3.4) orienté vers le serveur. Il  est structuré en différents 
modules: l'interprétateur, le récupérateur du contexte, le module des règles, l'écouteur des 
capteurs et la base de données. 
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Figure 3.4 : Architecture CASS [ 18]. 
La conception du  système est faite selon  un  modèle UML (Figure 3 .5)  où  les  modules 
sont représentés sous forme de classes. L'écouteur des capteurs reçoit les  mises à jour de la 
pa1t des nœuds de capteurs et enregistre les  informations du contexte reçues dans la base de 
données.  L'écouteur des capteurs est relié à l'écouteur des changements qui est responsable 
de communiquer aux périphériques le  changement de contexte. Le récupérateur du contexte 
récupère les données stockées dans la base de données. 23 
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Figure 3.5: Modèle de contexte CASS [ 18]. 
Le  système  uti lise  une  base  de données  relationnelle où sont stockées  le contexte, les 
données utilisateurs, les connaissances du domaine et les règles d'inférence. 
L'inférence du contexte dans l'infrastructure CASS se fait à l'aide du module d'inférence 
et la base de connaissances. Le module d'inférence utilise  une technique de  chaînage avant. 
Cette technique d'intelligence artificielle consiste à utiliser des faits  pour en inférer d'autres, 
ceux-ci  sont  à  leur  tour  utilisés  pour  déduire  de  nouvelles  conclusions.  La  base  de 
connaissances contient les règles de production. Elle est stockée sous formes de tables  dans 
la base de données relationnelle. 
Les  limites  de  ce  système  consistent  dans  le  modèle  orienté-objet  pour  la  gestion  du 
contexte. Ce modèle n'est pas facilement extensible et offre une expressivité limitée. De plus, 
l'accès  aux  bases  de  données  relationnelles  s'avère  couteux  en  termes  de  temps;  ce  qui 
influence négativement les performances de 1 ' infrastructure. 24 
3.2.4 Le projet Hydrogène [19] 
Ce  projet  est  une  plateforme  de  contexte  disposée  en  couches.  Afin  de  séparer  les 
traitements et les tâches effectués, une architecture (Figure 2.6) sur 3 niveaux a été proposée : 
couche d'adaptation, couche de gestion et couche application. 
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Figure 3.6 : Architecture Hydrogène [ 19]. 
La couche d'adaptation récupère les données du  contexte à partir des différents capteurs 
organisés par domaine: localisation (position), utilisateur, réseau, etc. 
La couche de gestion contient la composante principale de l'architecture appelée serveur 
de  contexte.  Le serveur de  contexte permet aux applications de  s'inscrire aux différentes 
sources de contexte.  Il  enregistre toutes les  données du contexte récupérées de  la couche 
d'adaptation.  Cette couche utilise  une communication pair à  pair pour s'approvisionner et 
partager les informations du contexte. 25 
La couche application  contient  les applications  qui  sont  inscrites  dans  l'infrastructure 
pour acquérir les informations du contexte.  L'application peut s'inscrire au contexte de deux 
façons possibles : synchrone ou asynchrone. 
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Figure 3.7: Modèle de contexte Hydrogène [19]. 
Pour le  modèle de contexte, cette infrastructure se repose sur un  modèle entité-association 
(Figure  3.7)  qui  distingue  entre  le  contexte  local  et  le  contexte  à  distance.  Ce  contexte 
(classe) est constitué du contexte local et du contexte à distance, qui contiennent des objets de 
contexte. Ces  objets  de  contexte  sont  une  spécialisation  des  cinq  types  d'informations  de 
contexte  fournies  par  les  capteurs:  la  date,  l'emplacement,  le  périphérique  (type, 
caractéristiques, etc.), l'utilisateur et  le réseau.  Cette composante permet la  conversion des 
informations de contexte en dom1ées XML. 
Les avantages de cette plateforme sont la structure en couches qui permet de séparer les 
tâches  comme  l'accès  aux  données  et  la  récupération  des  données  par  l'application.  La 
couche de gestion  permet d'éviter l'accès multiple à  une  seule source de données  par  les 26 
applications.  La localisation de la structure dans l'appareil  mobile lui-même permet d'éviter 
les problèmes  de déconnection. La communication pair à pair permet d'éviter le recours à un 
serveur  central.  Les  limites  de cette architecture résident  dans son incapacité  à enregistrer 
1  'historique des contextes; ce qui  ne permet pas  le recours à des algorithmes d'apprentissage 
afin  d'améliorer  le  traitement  du  contexte.  Le  modèle entité-association adopté est  moins 
expressif que le modèle ontologique. 
3.2.5 Architecture Smart-M3 [20] 
C'est une infrastructure pour les espaces intelligents de code source libre de  Nokia.  Cette 
architecture repose sur  le modèle  blackboard  et  un  madel de contexte basé  sur  l'approche 
ontologique.  L'élément  central  de  cette  architecture  est  la  composante  de  courtage 
sémantique  (Sematic  Information  Broker  ou  SIE).  Les  processeurs  de  connaissance 
(Knowledge Processor ou KP), quant à eux, accèdent et traitent l'information. 
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Figure 3.8 :Architecture Smart-3  [20]. 27 
L'architecture (Figure 3.8) est composée des éléments suivants : 
a)  Fournisseurs  de  contexte  (context  provider): donnent  les  informations  atomiques 
concernant le contexte de l'utilisateur  qui peuvent être des données de bas niveau ou 
des données du service Web. 
b)  Interpréteur du type des  donnés  de  contexte : les données brutes  issues de diverses 
sources hétérogènes doivent être converties en données sémantiques  qui peuvent être 
utilisées par les différents services. 
c)  Raisonneur et interpréteur des règles du contexte : cette partie est chargée d'inférer 
de nouvelles données de haut niveau à partir des informations atomiques du contexte. 
Ces règles sont définies par les développeurs de processeurs d'information. 
d)  Ontologies : représentent  les  données  issues  des  fou  rn isse urs  de  contexte  et celle 
inférées  par le raisonneur. 
e)  Règles  d'inférence : sont  nécessaires  au  processus  d' inférence  du  raisonneur.  Ces 
règles  se  basent  sur  la  logique  et  définissent  la  manière  d'inférer  l'activité  de 
l'utilisateur  à  partir  des  informations  du  contexte  données  par  le  fournisseur  du 
contexte (KP). 
Le modèle de contexte (Figure 3 .9) de cette infrastructure est basé sur les ontologies.  Le 
contexte de l'utilisateur peut être divisé en deux parties: contexte atomique et contexte inféré. 0  0 
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Figure 3.9 : Modèle d'ontologie Smart-3 [20] 
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Le contexte atomique est représenté par les données du contexte obtenues directement des 
fournisseurs d'informations du contexte (date,  localisation,  appareil).  Le contexte inf éré est 
composé  des  informations  déduites  des  données  de  contexte  (activité,  occupation, 
association). 
Le modèle ontologique est divisé en  deux pat1ies : les  ontologies de haut niveau et les 
ontologies du  domaine. Le contexte de l'utilisateur est représenté par six concepts: temps, 
emplacement, périphérique, activité, occupation et association. 
L'architecture  Smart-M3  en  s'appuyant  sur  le  modèle  blackboard,  est  flexible  aux 
changements dynamiques de l'environnement de l'utilisateur. Le modèle de contexte permet 
de  supporter  les  sources  d'information  hétérogènes  et offre  l'extensibilité et flexibilité  du 
système ainsi qu'une forte expressivité.  Les  limites de ce modèle consistent au  maintien de 
cohérence de la SIB. CHAPITRE IV 
ARCHITECTURE 
4.1 Introduction 
En  vue  d'offrir  une  information  pertinente  et  adaptée  au  changement  dynamique  de 
l'environnement de l'utilisateur, les applications mobiles sollicitent des services sensibles au 
contexte qui suscitent un grand intérêt de recherche. 
Un  service  dépendant  du  contexte  est  capable  d'aller  chercher  et  acquérir  des 
informations de  différentes sources, de les  interpréter et en  inférer le contexte courant d'un 
utilisateur.  Pour arriver à cet objectif, nous devons développer une  infrastructure complète 
qui permet de faire les différentes tâches d'une manière efficace et rapide. 
La complexité de ces traitements et les  différentes étapes nécessaires à l'obtention d'une 
information  du  contexte, nous  mènent à modéliser  une architecture contenant  de  différents 
services et composantes qui communiquent et interagissent entre eux. 
Par  conséquent,  nous  proposons  un  middleware  qui  inclut  des  modules  indépendants 
capables d'acquérir des  informations de différentes sources et de les traiter afin d'en déduire 
le contexte et le fournir aux serveurs appropriés. 
Dans ce chapitre, nous  présentons le middleware proposé. Nous exposons ces différents 
modules en précisant leurs rôles respectifs et en détai llant leur fonctionnent. 30 
4.2 Architecture proposée 
Nous présentons une infrastructure inspirée des  concepts présentés  dans l'état de l'art  et 
composée  de  trois  principaux  niveaux  (Figure  4. 1  ).  La  couche  capteur  qui  contient  les 
capteurs  susceptibles  de fournir  des  informations  du  contexte.  La  couche  middleware  est 
responsable de la récupération et du  traitement des  informations. Et enfin, la couche service 
de contexte qui sollicitent le middleware afin  d'obtenir des informations du contexte. 
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Figure 4.1  : Architecture de notre système dépendant au contexte proposé. 31 
4.2.1  La couche capteurs 
C'est  la  couche  qui  contient  toutes  les  sources  de  données  qu1  peuvent  fournir  des 
informations utiles pour le contexte. 
On peut distinguer trois types de capteurs  [11]: 
•  Les  capteurs  physiques  qui  sont  plus  fréquents  et  disponibles  et  fournissent 
généralement des données brutes.  Pour  les applications dépendantes du  contexte,  le 
plus important capteur  est celui  de la localisation (GPS)  mais on peut inclure aussi 
d'autres capteurs physiques. 
•  Les capteurs virtuels qui  sont disponibles essentiellement à travers les services Web. 
Par  exemple  on  peut  connaître  la  température  en accédant  en  ligne  à  un  site  de 
météo,  on  peut  aussi  détecter  l'activité  de  l'utilisateur  par  sa  présence  dans  les 
réseaux sociaux (en ligne) ou en accédant à son agenda électronique. 
•  Les  capteurs  logiques  qui  combinent  les  deux  types  de  capteurs  énumérés 
précédemment afin  d'en dériver l'information du contexte en utilisant la logique. 
Dans notre travail, nous exploiterons les  capteurs corporels comme capteurs physiques. 
Ces  capteurs  corporels  sont  des  petites  composantes  attachées  dans  différentes  région  du 
corps de l'utilisateur  et qui  fournissent des interfaces de communication entre cet utilisateur 
et un  système distant [21]. Ce système est implémenté à l'intérieur de l'appareil  mobile dans 
notre cas. Cette configuration permet de connecter tous  les  capteurs afin  de construire  un 
réseau de capteurs corporels «Body Sensor Network » et afin  de collecter les  informations 
d'une  manière  centralisée.  Les  capteurs  peuvent  être  interconnectés  par  des  technologies 
comme le Zigbee, le Blutooth et le Wifi (IEEE 802. 11 ). Ces mêmes technologies  peuvent être 
utilisées pour la transmission des données vers l'appareil  mobile. Nous pouvons aussi utiliser 
comme capteurs de données physiologiques des appareils de mesures comme le thermomètre 
pour la température, le tensiomètre pour la pression artérielle et le glucomètre pour le taux de 
glycémie.  De  cette façon, les  capteurs  sont utilisés  d'une manière occasionnelle et ne  sont 
plus continuellement attachés au  corps de  l'utilisateur. Cependant, ces appareils doivent être 
équipés d'une des technologies citées plus haut pour pouvoir envoyer les données au mobile. 32 
Le  captage des données peut se faire d'une façon  manuelle, c'est-à-dire au  moment des 
prises de mesures faites  par l'utilisateur  lui-même  (dans  le  cas d'une prise sanguine pour la 
glycémie  par exemple),  ou d'une façon automatique  par  le  réseau de capteurs (température 
corporelle,  rythme  cardiaque).  La  fréquence  du  captage  automatique  est  définie  et 
programmée selon les besoins médicaux de chaque utilisateur. 
Nous utilisons aussi Facebook comme capteur  virtuel.  Les données de cette  plateforme 
sont collectées  d'une  manière dynamique et envoyées a  la  base de  connaissance a  chaque 
traitement. 
4.2.2 Le middleware 
Notre middleware est structuré en couches superposées qui divisent le processus en sous-
étapes dépendamment de  la tâche à  réaliser (Figure 4.1 ). La disposition en couches permet 
d'organiser les processus de gestion de l'information et la génération du contexte. 
Le  middleware  a  pour  but de  transformer  les données fournies  par différentes  sources 
hétérogènes en une information de contexte utilisable par les services dépendants au contexte. 
Depuis  leur  acquisition  à  partir  de  divers  capteurs,  les  données  suivent  un  processus 
prédéfini.  L'information  est  tout  d'abord  récupérée,  ensuite  filtrée,  traitée,  inférée  et 
finalement fournie au service approprié. L'architecture du  middleware est ainsi organisée en 
couches qui effectuent des tâches spécifiques : 
4.2.2.1 La couche de collection des données 
C'est la couche responsable de  la  récupération des données des différents capteurs.  Elle 
fournit  un  ensemble  d'interfaces  et  méthodes  abstraites  qui  utilisent  les  pilotes  pour  les 
capteurs physiques et les APis pour les capteurs physiques et implémente des requêtes afin de 
récupérer les  données.  Cette couche doit  s'enregistrer à  une  autre  composante  du  système 
appelée  module  de  correspondance  « Context  Matcher»  pour  qu'elle  puisse  détecter 
l'ensemble  des  capteurs.  Ce  mécanisme  facilite  l'ajout  de  nouveaux  capteurs  ou  la 
modification de capteurs déjà existants. Dans notre application, nous avons décidé de placer 33 
cette  couche  dans  l'appareil  mobile. Ainsi,  la  collection des  données  se  fait  à  travers  les 
technologies  de communication énumérées dans la section précédente.  Cette étape implique 
aussi la mise en place  de mécanismes de collection de données qui  tiennent en compte  les 
différentes limites des appareils mobiles comme la capacité de stockage et l'autonomie de la 
batterie. Quelques recherches ont été menées dans le but de présenter des techniques efficaces 
de collecte des données à partir réseau de capteurs sans-fil (22] (23]. 
4.2.2.2 La couche de filtrage des données 
Les  données  captées  et  ensuite  récupérées  peuvent  contenir  des  erreurs  de  mesures 
(bruits). Les capteurs peuvent fournir des  données erronées ou des données  qui  sont inutiles 
pour les services du contexte.  Afin  d'améliorer la qualité des données qui seront fournies à la 
couche supérieure et dans le but d'économiser nos ressources, nous avons ajouté cette couche 
à  notre  architecture.  Elle  sera  liée  à  une  base  de  données  qui  contient  1  'ensemble  des 
contraintes  sur  les données. Ces contraintes sont prédéfinies  par le programmeur et peuvent 
être modifiées ou mises à jour d'une manière manuelle ou dynamique. 
4.2.2.3 La couche de traitement des données 
Les données reçues de la couche de filtrage sont issues de diverses sources distribuées et 
sont donc hétérogènes.  Les  données sont  aussi très  techniques  puisqu'elles  représentent des 
valeurs  numériques  avec  des  unités  de  mesures  différentes.  Ces  données  sont  donc  non 
appropriées  et  non  compréhensibles  pour  les  services  dépendants  au  contexte.  Alors,  la 
couche de traitement des données est responsable de la transformation de toutes les  données 
captées dans un  langage formel, partageable et qui  peut fournir des données utilisables  par la 
couche suivante. 
Les  données  reçues  dans différents  formats  sont transformées  à des  descriptions OWL. 
Cette opération  nécessite  la mise  en  place d'un  système qui en  premier temps convertit les 
données brutes en documents XML contenant une description complète de la mesure incluant 
sa  source,  sa  valeur  et  l'heure  de  la  capture.  Ces  documents  XML  seront  par  la  suite 34 
automatiquement transformés en  descriptions  OWL (Individuals).  Plusieurs  mécanismes de 
transformation sont disponibles dont celui proposé dans [24]. 
Ces descriptions sont par la suite uti lisées par le module d'inférence. 
4.2.2.4 Module d'inférence 
Cette  couche est  responsable  d'inférer  le  contexte  à  partir  données  récupérées  de  la 
couche précédente en  utilisant  le  raisonnement logique.  Elle permet d'élever l'information à 
un  niveau  supérieur  d'abstraction.  L'information  du  contexte  peut  être  classée  sur  deux 
nivaux dépendamment de son niveau d'abstraction. 
On  peut  distinguer  l'information  de  bas  niveau  déduite  d'une  simple  donnée  brute 
capturée comme la température, le niveau de luminosité, etc. Cependant, cette information est 
très souvent insuffisante. Alors elle est combinée avec d'autres  informations capturées afin 
d'en déduire une  information de contexte plus  pertinente.  Par exemple, un  utilisateur qui  est 
chez lui  peut être dans le jardin ou couché dans la chambre, ce qui n'est pas du tout le même 
contexte. L'information de localisation (GPS) nous permet simplement de savoir qu'il  est à la 
maison. Par contre, en utilisant d'autres capteurs, comme le thermomètre pour la température 
ou un  micro pour le niveau de son, combinés avec la  localisation une déduction plus précise 
du contexte. 
Autre que dériver le contexte de haut niveau du  contexte bas  niveau, les tâches de cette 
couche consistent aussi à interroger la  base de données du contexte et vérifier la cohérence 
des  informations  du  contexte  [25].  La  couche  d'inférence  encapsule  .divers  modules  qui 
permettent la réalisation de ces tâches. 
4.2.2.5 La base de connaissance du contexte 
Cette  composante  assure  l'interrogation  et  la  modification  des  connaissances 
contextuelles.  Elle contient les ontologies du  contexte d'un domaine donné et ses instances. 
Ces ontologies représentent les objets, les  relations qui existent entre eux et leurs  instances. 35 
Le  modèle  ontologique  a  été  préféré  aux  autres  approches  puisqu'il  fournit  une  forte 
expressivité  qui  permet  de  spécifier  les  concepts  et  leurs  relations  et  qu'il  fournit  une 
formalisation des objets du monde réels dans un  langage compréhensible par la machine [11]. 
Les ontologies sont aussi extensibles  et  permettent de  rajouter d'autres  concepts  ou d'être 
couplées  avec  d'autres  ontologies.  De  plus,  nous  pouvons  y  appliquer des  techniques  de 
raisonnement dont l'utilité est décrite dans la section suivante. 
Les  instances  des  ontologies  peuvent  être  prédéfinies  par  1  'expert  du  domaine  et  sont 
alors sauvegardées dans la base ainsi que les ontologies  lors de l'initiation du  système.  Elles 
peuvent aussi  être  récupérées  de  la  couche  précédente  en  cas  de  données  fournies  par  les 
capteurs. Elles sont alors chargées dans la base pendant 1  'exécution du système [1 5]. 
4.2.2.6 Le raisonneur 
Le raisonneur est  le  module  responsable de  l'inférence des  informations de contexte de 
bas niveau (contexte direct) à des informations de contexte de haut niveau de complexité.  Les 
raisonneurs utilisent un  modèle de  logique de premier ordre et un  raisonnement basé sur les 
règles, c'est-à-dire que tous les contextes sont représentés sous la forme d'expression logiques 
de premier ordre [25].  Ces règles d'inférence prédéfinies sont spécifiées et intégrées dans le 
système  par  le  programmeur.  Cependant,  et  compte  tenu  de  l'hétérogénéité  des  diverses 
sources de  données et  des applications,  le  module  de  raisonnement doit  intégrer différents 
raisonneurs et d'autres mécanismes de raisonnement [26]. Ce module doit supporter et définir 
l'ensemble  des  APis  de  raisonneurs  et  permettre  d'intégrer et  de  modifier  facilement  les 
raisonneurs. 
Autre que 1 ' inférence des informations du contexte  le raisonneur a  la tâche de vérifier et 
maintenir la cohérence des informations du contexte et résoudre les conflits contextuels. 36 
4.2.2.7 La couche de gestion du contexte 
C'est la dernière couche du middleware.  Elle constitue la passerelle entre les services du 
contexte et le  middleware.  Cette couche stocke  les  informations du contexte et constitue  un 
outil  de  courtage  pour  permettre  la  récupération  des  ces  informations  par  les  services  du 
contexte.  Cette couche est aussi reliée au module de correspondance, décrit ci-dessous. La 
couche de gestion du contexte est composée d'interfaces qui sont capables de faire  la  liaison 
entre l'information du contexte et l'application correspondante. 
4.2.2.8 Le module de correspondance de contexte 
Ce module  (aussi appelé  Context Matcher)  est  responsable  de  la  localisation  et  de  la 
gestion des sources du contexte.  Il  utilise  un  mécanisme de correspondance pour trouver les 
sources  du  contexte  dont  le  service a  besoin.  Pour  cet  effet,  ce  module  est connecté  à  la 
couche de collection. Il  sert à localiser les capteurs  appropriés. Le module de correspondance 
interagit  aussi  avec  la  couche  de  gestion  du  contexte  qui  lui  fournit  les  informations  du 
contexte qu'elle pourvoit. 
4.2.3 Les services du contexte 
Ce sont les différents services qui sont dépendants du contexte. Ces services, qui peuvent 
être aussi des applications,  ont besoin  de s'approvisionner en  informations du  contexte afin 
qu'ils s'adaptent à  la  situation actuelle  de l'utilisateur  et son environnement.  Les serveurs 
demandent  les  informations  du  contexte qui  leur sont  nécessaires  par  le  biais  du  Context 
matcher. Ce dernier, trouve les capteurs correspondants et communique  les informations du 
service de contexte en question à la couche de gestion, qui à son tour fournit l' information de 
contexte  de  haut  niveau  à  ce service de  contexte.  Dans  notre  projet,  nous  travaillons  une 
application mobile. Cette application serait en mesure de réagir aux informations de contexte 
fournies par la couche de gestion. --~-~~---
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4.3 Plan de validation de l'architecture 
Nous proposons le  plan suivant pour la validation de 1  'architecture présentée ci-dessus : 
Implémentation du middleware et de ses différents modules (dans un environnement 
JAVA par exemple) 
Développer un  prototype de  réseau  de capteurs  corporels (body sensors network) 
incluant  ceux  évoqués  dans  notre  mémoire  en  l'occurrence :  thermomètre, 
glucomètre, tensiomètre, oximétre. 
Développer  un  prototype  d'application  mobile  (sur  environnement  Androïde  par 
exemple)  qui  fournit  les  interfaces  nécessaires  pour  la  communication  avec 
l'utilisateur, le réseau de capteurs et le  middleware). Cette application offre aussi  la 
connexion sur le réseau Facebook en tant que capteur virtuel  permettant la collecte 
des  informations  de  contexte  sur  ce  réseau  d'une  manière  dynamique  (la 
configuration  de  l'application  inclut  une  interface  permettant  à  l'utilisateur  de 
connecter cette application à son compte Facebook personnel). 
Développer  des  services  de  contexte  utilisant  les  informations  fournies  par  le 
middelware. 
Intégrer  les  ontologies  et  les  règles  d'inférence dans  le  middelware en  permettant 
l'interaction avec le module de traitement et le module de gestion du contexte. 
Effectuer  des  simulations  dans  différentes  situations  (contextes)  et  évaluer  les 
performances de notre architecture (les performances incluent le  temps d'exécution, 
le  raisonnement sur  le  contexte,  la  détermination  du  contexte  et  les  scénarios  de 
réaction selon le contexte). CHAPITRE V 
MODÉLISATION DE L'ONTOLOGIE FACEBOOK 
5.1 Introduction 
D'un  point de  vue centré sur  l'utilisateur,  le contexte social est l'environnement de cet 
utilisateur,  c'est-à-dire  tout  ce  qui  l'entoure  et  qui  influence  son  compo1 tement  ou  ses 
préférences (27]. Le contexte social d'un  utilisateur peut inclure ses relations et contacts, son 
humeur,  ses  préférences,  ses  habitudes  et  plus  encore.  Le  contexte  social  est  alors  très 
important pour définir le contexte d'un utilisateur. 
Nous  avons  déjà  souligné  que  certains  modèles  de  contexte  tels  que  CONON [ 15]., 
CobraOnt [10], SmartM  [20]  ont  négligé  le contexte social de  l'utilisateur qui  devrait  être 
une entité à part entière du modèle du contexte. Les systèmes dépendants du contexte doivent 
tenir  compte  du  contexte  social  d'un  utilisateur  afin  d'améliorer  ses  interactions  avec  les 
périphériques. 
De  ce  fait,  nous  avons  travaillé  sur  cet  aspect  du  contexte  et développé  un  modèle 
capable de  nous fournir des  informations sur le contexte social en  ligne  de  l'utilisateur.  Ce 
modèle sera intégré, dans le prochain chapitre, dans un modèle de contexte afin de l'enrichir. 
Dans ce chapitre, nous présentons notre réalisation qui consiste en : 
• 
• 
L'étude  des  fonctionnalités  de  Facebook  et  leur  éventuelle  exploitation  pour  le 
contexte de l'utilisateur. 
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•  L'extraction des éléments de Facebook, c'est-à-dire les objets qui  le composent et les 
relations entre ces objets. 
•  La conception d'un  modèle ontologique représentant ces objets et ces relations.  Cette 
forme  nous  permettra  de faire  un  lien entre  Facebook et  l'ontologie  du  domaine 
médical que nous allons présenter dans le chapitre suivant. 
•  L'implantation sur Protégé du  modèle ontologique obtenu. 
5.2 Contexte social et réseaux sociaux en ligne,  cas de Facebook 
Nous  pouvons  analyser  les  réseaux  sociaux  afin  d'y extraire  des  informations  sur  le 
contexte  social  d'un  utilisateur,  ses  préférences,  ainsi que  ses  données  personnelles. Ces 
informations  enrichissent  notre  modèle  de  contexte  et  améliorent  les  performances  des 
systèmes dépendant du contexte. Nous analysons ci-dessous le réseau Facebook. 
Le réseau Facebook, avec ses 800 000 utilisateurs actifs
8est aujourd'hui  le plus populaire 
de  tous  les  réseaux  sociaux.  De  ce  fait,  il  est  le  réseau  le  plus  prometteur  à  étudier et 
analyser.  Indépendamment  des  relations entre les  utilisateurs,  Facebook est une source  très 
riche en informations personnelles : nom, prénom, date de naissance, email, adresse, date de 
naissance,  école,  employeur,  état  matrimonial,  orientation  politique  et  bien  d'autres ...  La 
collecte et l'analyse de ces données peut  nous amener à cerner le profil  d'un  utilisateur afin 
de lui fournir une information qui  lui  correspond  le mieux. Ces techniques sont utilisées pour 
le marketing mais peuvent aussi être utilisées dans le cadre de la définition du  contexte d'un 
utilisateur. 
Nous  avons alors  analysé  ce  réseau et  modélisé  l'ontologie qui  représente ces  objets. 
Nous avons utilisé les différentes informations disponibles sur ce réseau social pour y extraire 
celle qui  peuvent  être  exploitées pour  notre  modèle de contexte  présenté dans le prochain 
chapitre. Les liens entre les utilisateurs de la plateforme nous permettent de représenter leurs 
différentes  relations  sous  forme  de  graphes. Ce  modèle  graphique formel nous  permet de 
faire le lien entre l'ontologie du domaine médical et les éléments de Facebook. 
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Les  diverses  fonctionnalités  de  Facebook  sont  une  riche  source  de  données  sur  le 
contexte  et  nous  fournissent  les  informations  ci-dessous.  Nous  avons  énuméré  tous  les 
éléments et non  seulement ceux que  nous avons  utilisé pour permettre leur utilisation dans 
d'autres travaux de recherche. 
5.2.1  Les liens 
Les relations en ligne sont importantes puisqu'elles sont souvent basées sur les relations 
du monde réel [28]. Les relations d'amitié sur Facebook sont bilatérales, ce qui nous mène à 
croire que la représentativité de ces liens est très élevée. De plus, Facebook nous permet de 
différencier  le  genre  de  relation  entre  les  utilisateurs  en  définissant  les  liens  de  parenté 
familiale, les camarades de bureau et les différentes affiliations. Nous aurions pu exploiter cet 
aspect pour tracer des  liens biologiques entre différents patients ou pour  la réaction aux cas 
d'urgences médicales. 
5.2.2 Les événements 
Facebook permet de planifier la participation à des événements en y incluant l'adresse de 
la place,  l'heure de début et  l'heure de fin  de chaque événement.  Facebook permet aussi de 
dresser une  liste  des  personnes  qui  participent  à  un  même  événement.  Ceci  nous  permet 
d'anticiper  sur  le  contexte  de  l'utilisateur.  Nous  avons  utilisé  cet  élément  pour  déduire 
l'emplacement et l'occupation de l'utilisateur. 
5.2.3 Les préférences 
En  plus  des  informations  personnelles  comme équipe  favorite,  athlète favori,  religion, 
orientation politique,  la fonctionnalité like de Facebook permet d'avoir des informations sur 
les préférences de l'utilisateur comme ses artistes favoris, ses restaurants ou clubs favoris, ses 
marques de vêtement préférées. 41 
Facebook  nous  permet  ainsi  d'avoir  une  meilleure  idée  sur  les  préférences  et  les 
intentions de l'utilisateur [29]. 
5.2.4 Les emplacements 
La fonction Checkin permet à un  utilisateur de marquer son emplacement  sur  son profil 
Facebook.  Cette fonction définit  la  localisation de l'utilisateur, la date et l'heure de la visite 
ainsi que  les personnes  qui  se  trouvent  dans  le même endroit  et  les  liens entre elles. Cet 
aspect  est  exploité  pour  définir  l'emplacement  du  patient  et  sa  proximité  par  rapport  à 
d'autres personnes de son réseau. 
5.2.5 La présence en  ligne 
Le module de chat peut nous permettre de détecter la présence en ligne d'un  utilisateur à 
partir  de  la  messagerie  instantanée.  Nous  pouvons  par  la  suite  déduire  l'occupation  de 
l'utilisateur et  sa disponibilité.  La  présence  en  ligne  a fait  l'objet  de quelques  recherches 
comme le projet Online Presence  [30]  qui  modélise  une ontologie afin  de mettre en place un 
modèle commun de présence en ligne sur tous les réseaux sociaux. 
5.2.6 La personnalité 
Analyser la personnalité de l'utilisateur est essentiel dans le modèle d'utilisateur [31]. La 
manière d'utiliser des réseaux sociaux reflète la personnalité dans le monde réel.  En se basant 
sur  Facebook et en analysant  l'interaction de  l'utilisateur  avec  ce  réseau social, comme  le 
nombre d'amis, le nombre de publications sur son mur, nous pouvons inférer sa personnalité. 
Ce  paramètre  pourrait  être  utilisé  dans  le  cadre  d'une  application  médicale  relative  à  la 
psychologie. 42 
5.2.7 Le marquage 
Le  marquage  des  photos  sur  Facebook  nous  permet  de  défin ir  les  liens  entre  les 
utilisateurs tout en fournissant le lieu et la date de 1  'événement.  Ces liens peuvent nous aider 
à capter des  informations sur  les personnes  dans l'environnement social de l'utilisateur dans 
la vie réelle.  Cet élément a aussi été utilisé pour avoir l'emplacement de l'utilisateur. 
5.3 Le graphe Facebook 
Les relations entre utilisateurs peuvent être représentées sous formes de graphes dont les 
nœuds sont  les utilisateurs  et les arcs les  relations qui  les  relient.  Facebook ne connecte pas 
seulement  les  utilisateurs  mais connecte  aussi  des  objets  et  des  modules  extérieurs  à  ces 
personnes. Ces  connexions  sont  modélisées  par  le  Graphe  Social (Social  Graph) 
9  et  le 
protocole Open Graph
10
. 
5.3.1  Le protocole Open Graph 
Le Protocole Open Graphe permet à Facebook d' intégrer des objets extérieurs, d'avoir la 
même fonctionnalité que  les  objets du  site  et de le connecter au graphe (figure 4.1).  Cette 
fonctionnalité  a  permis  à  Facebook  de  connecter  des  millions  d'objets  sous  une  seule 
platefonne. Le Open Graph  représente les connections de Facebook aux objets extérieurs du 
site sous la forme d'un graphe comportant des millions de nœuds. 
9https :1 /developers. facebook.com/socialdes ign/ 
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Figure 5.1  : Open Graph de Facebook. 
(Source http:/  /deve lopers.  facebook.com/docs/opengraph/) 
5.3.2 Le Graphe Social 
Le graphe  social (Figure  5.2)  est  le  noyau de  la  plateforme  Facebook, réseau social en 
ligne. Les  connexions  entre  les  utilisateurs  sont  l'élément  le  plus  important  du  réseau. Ils 
permettent  de  représenter  les  relations  sous  entre  les  objets  sous  formes  de  graphes.  Les 
objets sont les utilisateurs, les événements,  les pages, les photos, les groupes, les applications, 
etc.  Les  connexions  sont  les  liens  d'amitié  entre  les  utilisateurs,  les  marquages,  les 
inscriptions, etc. 
Les  personnes  (profils)  de  Facebook  sont  interconnectées.  Ces  éléments  permettent 
d'avoir une meilleure vue du modèle utilisateur et l'exploitation de ses données nous offre la 
possibilité  d'en  extraire  des  informations  pertinentes  de  son  contexte.  Il  serait  alors 44 
intéressant  de  modéliser  le graphe  social de Facebook  afin  de  le  rendre  profitable  pour  les 
systèmes dépendants du contexte. 
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Figure 5.2 : Graphe Social des réseaux d'amis de Facebook généré par touchgraphe.net.
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Nous avons utilisé un  générateur de graphes en ligne Touchgraphe.net pour l'affichage du 
graphe qui représente  les  relations en  ligne  d'un  utilisateur donné. Ce graphe  pourrait  être 
exploité pour des modèles de contexte qui  prennent en compte  les relations d'un  utilisateur. 
Nous  n'avons  pas  pris  en  considération  cet  aspect  dans  notre  modèle.  Cependant,  cela 
pourrait être réalisé dans d'autres champs d'applications. 
5.4 L'ontologie de Facebook 
Après avoir  opté  pour  le  modèle  de  contexte  basé sur  les  ontologies,  nous avons alors 
représenté le modèle de Facebook sous forme ontologique.  Dans notre réalisation, nous nous 
concentrerons sur les objets internes du réseau social Facebook. Nous définirons un  modèle 
global  pour  représenter  les  différents  objets  et  les  relations  qui  les  lient.  L'ontologie 
Facebook jouera un  rôle  important dans la définition du  model de contexte. Pour  le  langage 
et l'outil d'édition des ontologies, nous avons utilisé respectivement OWL et Protégé. 
5.4.1  Modélisation de l'ontologie 
Facebook nous permet de modéliser son architecture par deux approches différentes : 
• 
• 
La première consiste à déréférencer les URls du graphe de Facebook à partir d'un 
URL d'un compte utilisateur. 
La  deuxième  consiste  à  utiliser  le  Graph  API  de  Facebook  afin  de  concevoir  le 
modèle  ontologique  de  ce  réseau  social.  L'API  est  accessible  à  1  'adresse 
https:/idevelopers.facebook.com/docs/referencc/api  et  décrit  tous  les  objets  de 
Facebook ainsi que les connexions qui existent entre eux. Le Graph  API nous permet 
non seulement de définir les objets et les relations mais aussi les propriétés de chaque 
objet. - - ------ - --- ------------ - - - - - ---------------- - - - - ---- -
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Nous  avons  opté  pour  la  deuxième  méthode  pour  sa  simplicité  et  la  précision  des 
informations qui y sont énoncées. Nous avons eu recours à la première méthode pour des fi ns 
de vérification de l'exactitude et de la cohérence des informations dégagées. 
L'analyse du Graph  API de Facebook nous permet de dégager les objets (classes) et leurs 
propriétés,  et  leurs  connexions  que  nous  énumérons  ci-dessous.  Nous  avons,  par  la  suite, 
conçu  un  modèle  relatif à  ces  éléments  sous  forme  d'ontologie.  Finalement  nous  avons 
implémenté  l'ontologie  sur  Protégé.  Nous  avons  joint  des  captures  d'écrans  de  cette 
implémentation pour chaque élément. 
5.4.1.1 Les objets de Facebook 
Nous  nous  sommes basé sur  la  description des objets  fournie  par Facebook à partir  de 
1  'adresse mentionnée ci-dessus. Nous avons  parcouru chaque objet et dégagé ses propriétés 
décrites par des tableaux  incluant  leurs  propriétés,  leur description et les  permissions  qui  y 
sont affectées. Facebook fournit aussi les connexions relatives à chaque objet. 
Les objets  de Facebook,  dégagés après  notre  analyse,  sont  représentés dans  le Tableau 
5.1. 
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Table 5.1  : Objets de Facebook. 
Objet  Nom  Description 
Utilisateur  User  Elément central de la structure de Facebook. 
Compte  Account  Pages et applications Facebook appartenant à l'utilisateur. 
Page  Page  Page des fans. 
Albums  Album  Albums regroupant différentes photos d'un  utilisateur. 
photo 
Applications  Application  Applications développées sur Facebook. 
Marquage  Check-In  Inscription de la localisation courante de l'utilisateur sur son 
de  mur. 
localisation 
Evénement  Event  Evénements programmés. 
Fil  Home  Page principale de la plateforme à travers laquelle 
d'actualité  l'utilisateur peut visualiser les activités de ses amis. 
Listes  Friendlists  Listes d'amis crées par l'utilisateur. 
d'amis 
Demandes  Friendrequest  Demande d'ajout envoyé par un  utilisateur à un autre. 
d'ajout 
Groupes  Group  Groupes de personnes partageant un  intérêt commun. 
Mur  Feed  Mur personnel d'un  utilisateur où on peut trouver les 
inscriptions qui  lui ont été destinées et les inscriptions qu' il 
soumet. 
Boîte de  ln  box  Boîte de réception de la messagerie de Facebbok. 
réception 
Boîte  Out  box  Boîte d'envoie de la messagerie de Facebook. 
d'envoi 
Note  Note  Articles personnels d'un  utilisateur. 
Notification  Notification  Notifications que l'utilisateur reçoit de la part de la 
plateforme d'une activité dans laquelle il  est impliqué. 
In seri pt ion  Post  Inscriptions d'un  utilisateur sur son mur ou le mur d'un ami. 
Une inscription peut être une photo,  une vidéo, un statut 
(message texte) ou un  lien. 
Photo  Photo  Photo Face book (enregistrée sur la plateforme) postée par un 
utilisateur. 
Vidéo  Video  Vidéo Facebook (enregistrée sur la plateforme) postée par un 
utilisateur 
Statut  Status  Message texte posté par utilisateur. 
Lien  Link  Lien vers un  site ou objet externe de Facebook posté par un 
utilisateur. Clftss nlerarcny: post  WB  lillE! 
.-:  e Thing 
.,  e account 
f  e page 
L · e application 
e album 
'  e checkin 
'·  .. e event 
:  .. e teed 
'···etriendlists 
··•friendrequests 
··· ·•group 
·•home 
:  e inbox 
:. .. e note 
· e  notification 
L  e outbox 
-. .•  post 
;  e photo 
f  e status 
e videe 
:  ...  e user 
Figure 5.3 : Capture écran des classes de Facebook sous Protégé. 
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Les  classes  de  l'ontologie que  nous  avons  développée  avec  Protégé  sont  représentées 
dans la figure 5.3. Nous pouvons voir la hiérarchie de ces objets à travers cette implantation 
des classes sur Protégé.  Ainsi Page  et Application sont des sous classes de Account. Une 
publication (post)  est soit une photo (photo), soit une vidéo (video), soit un statut (status). 
5.4.1.2 Les propriétés des objets 
Notre  analyse  de  Facebook  nous  a  perm1s  de  dégager  les  propriétés  des  objets.  Ces 
propriétés sont représentées dans le tableau 4.2. 49 
Table 5.2 : Propriétés des objets de Facebook. 
Objet  Propriétés 
Utilisateur  id,  description,  lien  personnel,  localisation,  nom,  prénom,  intimité 
(privacy),  type,  catégorie,  biographie,  date  de  naissance,  sexe,  nom 
d'utilisateur,  adresse  courriel,  éducation,  ville  d'origine,  intéressé  par, 
citations, orientation politique, religion, langue. 
Page  id, nom, catégorie, lien, administrateur, localisation, téléphone. 
Album photo  id, description,  lien, localisation, nom, intimité (privacy), type. 
Application  id, catégorie, compagnie, nom, description. 
Marquage de  id, localisation, marquages, date de création 
localisation 
Evénement  id, nom, description,  localisation, créateurs,  visibilité,  date  et heure de 
début, date et heure de fin . 
Listes d'amis  id, nom, type. 
Groupe  id, nom, description, lien, version, intimité. 
Note  id, message, sujet, date de création. 
Photo  id, nom, source,  date de création, hauteur,  largeur,  marquqges,  date de 
mise en ligne. 
Vidéo  id, nom, description, date de création, date de mise en jour, marquages. 
Statut  id, message, date de création, marquages. 
Lien  id, URL, date de création, message. 
5.4.1.3 Les relations 
Les relations (  Object Properties) entre les objets de Face book sont représentées dans le 
tableau 5.3. 50 
Table 5.3 : Relations entre les objets de Facebook. 
Propriété d'objet  Domaine  Rang 
submits  User  Post 
isPartOf  User  Group 
ownsAlbum  User  Album 
attends  User  Event 
placedAt  User  Chee  kin 
sends  User  Friendrequests 
hasAccount  User  Account 
hasFeed  User  Feed 
hasHome  User  Home 
haslnbox  User  In box 
hasOutbox  User  Out  box 
hasLists  User  Friendlists 
hasNote  User  Note 
notifie  dEy  User  Notification 
shares  Page  Post 
processesHome  Page  Home 
processesFeed  Page  Feed 
creates  Page  Events 
includes  Groupe  Feed 
submitAppPost  Application  Post 
hasAppHome  Application  Home 
hasAppFeed  Application  Feed 
hasWall  Event  Feed 
Notre implantation de ces relations sur Protégé est représentée dans la figure 5.4. 5.4.1.4 L'ontologie 
Object properl'{ hierarchy: topObjectProperty  ill  ID8l!IIBI 
.,.  • topObjectProperty 
:···• appearson 
,-· • assessedBy 
,.  ·• communicateBy 
• creates 
·  • engagedln 
• happensln 
'·· ·• hasAccount 
'·· • ha.sFeed 
· • hasFriend 
• hasHome 
· • hasPhysiState 
·• holds 
· • includes 
• isPartOf 
!· • locatedln 
··• ownsAibum 
··• ownsCompEnt 
···• processFeed 
··• processHome 
··• recieves 
··• settledAt 
··• share 
··• situatedln 
·· • submits 
·· • subscribesOn 
··• uses 
'···• writes 
Figure 5.4 : Capture d'écran Les relations sous Protégé. 
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Finalement, l'analyse des objets, de  leurs  propriétés ainsi  que les  liens  entre eux nous a 
permis  de  modéliser  l'ontologie  présentée  dans  la  figure  5.5.  Cette  figure  est  une 
reproduction  du  modèle  ontologique  obtenu  par  Protégé.  Nous  avons  repris  ce  modèle 
manuellement puisque  l'outil  de  visualisation graphique sur Protégé a une  visibilité limitée 
qui ne permet pas de voir les relations entre les objets. 52 
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Figure 5.5 : Ontologie de Facebook. 
Nous  pouvons  remarquer  que  l'utilisateur  est  l'élément  principal  de  la  structure  de 
Facebook et que tous les autres objets y sont connectés. Nous n'avons pas mis les propriétés 
des différentes classes pour alléger le schéma. CHAPITRE VI 
MODÉLISATION DU CONTEXTE 
6.1 Introduction 
Après  avoir  modélisé la structure de Facebook sous forme d'ontologie,  nous allons dans 
ce  chapitre,  expliquer notre technique pour  la conception d'un  modèle de contexte général. 
Ce modèle inclut l'intégration de l'ontologie de Facebook et l'ontologie du domaine médical. 
La  modélisation du  contexte  est « la spécification  des  entités et  les  relations entre ces 
entités qui sont nécessaires à la description du contexte» [Notre traduction]  [32]. Le modèle 
de contexte couvre les besoins fonctionnels du système. 
Nous avons modélisé  une ontologie  du  contexte.  Nous avons fait l'intégration de cette 
ontologie avec celle développée  dans le chapitre précédant  pour  le réseau social  Facebook. 
Nous  avons  implémenté  l'ontologie  résultante  avec  Protégé  et  nous  y  avons  appliqué 
différentes règles d'inférence. 
Ce  chapitre décrit notre approche de la construction de l'ontologie expliquée  étape par 
étape. Nous  présentons  les  règles  d'inférence  applicables  à  notre  modèle  et  nous  avons 
effectuons quelques simulations pour tester le bon fonctionnement de ces règles. 
6.2 Conception de l'ontologie du contexte 
Dans le chapitre 5, nous avons justifié le choix de l'ontologie pour modéliser le contexte. 
Le développement des ontologies obéit à une certaine méthodologie qui définit les  étapes et 54 
les  règles à suivre pendant le  processus [8].  Pour une  bonne modélisation,  il  faudrait aussi 
déterminer le volume de l'ontologie et son niveau de spécificité. 
Pour l'approche ontologique,  nous pouvons utiliser des ontologies, entières ou  partielles, 
développées précédemment. Les ontologies de haut niveau (upper ontologies) sont celles qui 
sont  le  plus souvent utilisées puisqu'elles  offren~ des concepts universels,  indépendants du 
domaine et qui  sont flexibles à une adaptation pour différentes applications qui  ne réalisent 
pas forcément les mêmes traitements et n'appartiennent pas au même domaine. 
Nous travaillons sur la modélisation du contexte pour une simple application du domaine 
médical  qui  utilise  des  informations  sur  l'état  physiologique de  l'utilisateur et capable de 
réagir en fonction de cet état et d'autres éléments qui caractérisent le contexte de l'utilisateur. 
Nous  utilisons  l'ontologie  de  Facebook  pour  enrichir  notre  modèle  de  contexte  avec  des 
données triées de cette plateforme. 
Nous avons décidé d'utiliser l'ontologie CONON comme ontologie de haut niveau pour 
notre modèle. Nous étendrons cette ontologie avec les concepts relatifs au domaine médical. 
Nous intégrerons  l'ontologie obtenue avec celle  que nous avons développée précédemment 
pour modéliser les éléments de Facebook afin d'avoir un  modèle global capable de supporter 
les règles d'inférence. Cette approche est représentée dans la figure 6.1. 
Nous partons alors de l'ontologie de haut niveau CONON (01) comme point de départ. 
On  y  ajoute  les  concepts  du  domaine  médical  pour  obtenir  une  ontologie  ( 02).  Cette 
ontologie  est  couplée  avec  l'ontologie  de  Facebook (03)  afin  d'obtenir  notre  modèle  de 
contexte (04). Ce modèle permet la déduction du contexte au moyen des règles d'inférences. 
Nous avons réalisé cette ontologie en plusieurs étapes. 
6.2.1  Étape A: Ontologie de haut niveau (01) 
L'ontologie de haut niveau CONON est un  modèle générique qui  présente un  ensemble 
d'entités  de  haut  niveau  et  qui  offre  une  forte  extensibilité  et  capacité  d'adaptation  à 
différents domaines spécifiques. (A) 
(8') 
0 1 
Ontologie de haut niveau 
CONON 
(B)  Extension 
02 
Ontologie CONON 
appliquée au  domaine 
médical 
Concepts du domaine 
médicale 
03 
Ontolog ie Faœbook 
(C)  Intégra~on 
04 
(C')  Ontologie du contexte 
(D)  Inférence 
(D')  ContextE 
Figure 6.1  : Approche de modélisation du contexte. 
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L'ontologie représentée par la figure 6.2 est basée sur les concepts suivants : Personne, 
Activité,  Entité Computationnelle  et Localisation. Ces concepts sont reliés entre eux par des 
relations (Object Properties).  Une activité  se  déroule (locatedln)  dans  une  localisation  et 
utilise  une  entité  computationnelle.  Une  personne  est  propriétaire  (ownsCompEnt)  d'une 
entité  computationnelle,  est engagée  (engagedln)  dans  une  activité,  est située (situatedln) 
dans une localisation, et possède (ownCompEnt) une entité computationnelle. 
~~(--~L----- 1 
Figure 6.2 : Ontologie du haut niveau se basant sur CONON. 
Pour des besoins d'application, nous avons ajouté un  nouveau concept générique (Time) 
pour fournir  la  date  et  l'heure.  Ce concept est  lié  au  concept (Activity)  par  la  relation  se 
déroule à (happensAt). 
Les concepts généraux  de  l'ontologie  contiennent  des sous  entités  ou  sous  classes qui 
présentent des  extensions  de  plus  haute  spécificité  et  facilitent  l'intégration  des  concepts 
propres au domaine. OWL permet la structuration des éléments de manière hiérarchique par 
la  notion  subClasseOf  Ainsi,  la  localisation  est  divisée  en  espace  intérieur  (lndoor)  et 57 
extérieur  (  Outdoor).  L'élément  Activité (Activity) distingue entre  les activités  programmées 
(SchedualedActivity)  et  activités  déduites  (DeducedActivity).  L'entité  computationnelle 
(Computationa!Entity) peut  être un  périphérique (Deviee),  un  réseau (Network), un  service 
(Service) ou une application (Applications). 
6.2.2 Étape B: Extension de l'ontologie de haut niveau par les concepts du domaine 
Nous  avons  aussi  choisi  de  concevoir  notre  modèle  de  contexte  à  une  application 
médicale  simple.  L'étape  suivante  est  donc  de  développer  notre  modèle  de  contexte  en 
étendant l'ontologie de haut  niveau par des  concepts relatifs  au domaine médical.  De plus, 
nous devons prendre  en considération dans notre  modélisation les  règles  d'inférence  qu'on 
souhaiterait exécuter. 
Dans notre approche de modélisation nous avons pris en considération deux paramètres 
importants pour cette procédure. Le raisonnement  nécessite d'importantes ressources et il  est 
préférable de minimiser le plus possible ces délais de traitement  [33].  Le domaine médical 
contient des terminologies  spécifiques que nous avons respectées dans notre  modélisation. 
L'utilisation des terminologies  médicales spécifiques est un  excellent point de départ pour la 
construction des  ontologies  [34].  Pour  cela,  nous avons utilisé  un  thésaurus de vocabulaire 
médical,  Medical  Subject  Headings  (Mesh)
12
,  de  la  bibliothèque  nationale  américaine  de 
médecine. Mesh  fournit  un  ensemble  de  termes  médicaux  et  leur description,  tout  en  les 
organisant d'une manière hiérarchique. 
La meilleure façon de concevoir des ontologies serait une approche hybride  qui  combine 
les  deux  approches  classiques  de  modélisation  des  ontologies  (approche  ascendante  et 
approche descendante)  [34].  Nous avons opté  pour  cette  méthode dans  notre  approche de 
conception de l'ontologie du contexte. 
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Ainsi, nous avons déterminé les données corporelles  à capter : la température corporelle, 
le pouls, la glycémie, la tension  artérielle,  etc.  Nous les  avons classées sous un  super-classe 
Physiologica!State qui  pourrait contenir d'autres catégories. 
La  hiérarchisation  du  concept  Physiologica!State  et  ses  différentes  sous-classes  est 
représentée dans la Figure 6.3. Pour  chaque état physiologique, nous avons défini  des  sous-
classes.  Pour  la glycémie,  il  pourrait y avoir  une glycémie normale, une hypoglycémie, une 
hypoglycémie sévère, une hyperglycémie ou une hyperglycémie sévère.  Pour la température 
corporelle, elle peut être normale, élevée ou très élevée.  Pour  la tension, on peut définir les 
états de tension normale, pré-hypertension, hypertension, hypertension sévère,  hypotension et 
hypotension sévère.  Les états sévères nécessitent une réaction d'urgence. 
PhysiologicState 
~/1\ 
BodyTemperature  (  BloodPressure)  BloodSugar 
N  ormaiFever  1'1 armaiT en  si on  NormaiG iycemia  ) 
HighFever  Prehyp ertenstion  Hyperglycemia  =:> 
CriticallyH  ig hFever  Hyperten sion  Hypoglycemia 
Hypotension 
CriticallyHyperg lycem ia 
CritcallyHypertensio  n  CriticallyHypoglycemia 
CriticallyHypoten !ti  on 
Légen de 
--- )JI!>  So us-Classe 
Figure 6.3 : Classification des différents états physiologiques. - -- ---- -- ---------------- ------- - ------ - - ---------------------- ----, 
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Nous avons aussi organisé  le concept Deviee en catégorisant les appareils par type: les 
appareils  de  communication  (téléphone  mobile)  et  appareils  médicaux  (tensiomètre, 
thermomètre,  glucomètre,  oxymètre,  etc.)  qui  agissent  comme  capteur  pour  la  mesure  des 
données corporelles. Cette classification est représentée par la Figure 6.4. 
Cependant, les valeurs définissant le domaine des valeurs de chacun  des états physiques 
varient d'un  genre  à  un  autre  (homme,  femme), d'une catégorie  d'âge à  une  autre  (enfant, 
adulte,  personne  âgée)  et  de  l'état  de  santé  de  l'utilisateur  (personne  normale,  personne 
diabétique, etc.). Nous avons alors défini ces concepts qui sont reliés à la classe Persan. 
Deviee 
1 
(  Med icaiDevice  )  Cam mun  icatio nD  evice 
Thermometer  _) 
-~ =  Mo bilePh one ) 
Glucometer 
Oximeter 
Légende 
B  lood Pressurel\·lo nit or 
-----')o•  Sous-Classe 
Figure 6.4 : Classification des appareils. 1 
l  _ _ _ _  _ 
------~---- ---
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Les  relations  qui  existent  entre  ces concepts  du  domaine  ont  été  modélisées. Un  état 
physique est  capturé  par (assessedBy)  un  appareil  médical.  Une  personne  a  un ~ catégorie 
d'âge et un genre et un état physiologique. 
La figure  6.5  montre  l'ontologie  résultante  (B') de  l'adaptation  de  l'ontologie  de  haut 
niveau à nos besoins pour une simple application médicale. 
6.2.3 Étape C: Couplage de l'ontologie du contexte et de l'ontologie Facebook 
Nous devons coupler l'ontologie, précédemment développées pour Facebook, avec notre 
ontologie du contexte médical. 
Le couplage entre deux ontologies veut dire « trouver les relations qui existent entre ces 
deux  ontologies»  [Notre  traduction]  [35]  de  façon à  ce  qu'elles  représentent  une  ontologie 
unique et cohérente. Ce couplage pourrait être une fusion, un  alignement ou une  intégration 
[36]. Dans notre cas, il  s'agit de l'intégration qui est le procédé de génération d'une ontologie 
unique dans un seul  sujet à partir de deux ou plusieurs ontologies de sujets différents. 
Nous avons fait cette intégration d'une façon manuelle.  Les deux ontologies à unifier sont 
assez simples et  ne  nécessitent  pas  le  recours à des méthodes d'intégration automatique ou 
semi-automatiques.  L'ontologie résultante (C') est tracée par la figure 6.6. 
Nous avons ajouté une superclasse qui  regroupe tous les profils en ligne d'un  utilisateur, 
OnlineSocialContext qui  est reliée  à Persan. Le choix  d'ajouter cette entité  a  pour  but de 
faciliter n'importe quelle extension future par d'autres réseaux en ligne. ------------------- -------------------------------------------------------------------------------------------------
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Figure 6.5: Ontologie du domaine. 
Nous  avons  comparé  chaque  concept  des  deux  ontologies  en  vue  de  trouver  des 
correspondances potentielles. Par exemple, la classe Event de l'ontologie Facebook (03) peut 
être  une  sous  classe  de  ScheduledActivityde  l'ontologie  du  domaine  médical  (02)  (un 
événement qui est confirmé sur Facebook est une activité programmée). Les classes Checkin 
(03) et Location (02) sont aussi liées par la relation ProceedsAt. 62 
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Figure 6.6 : Ontologie du contexte. 
Par ailleurs,  certaines propriétés du  profil  Facebook (FacebookProfil)  pourraient être  les 
mêmes propriétés de la classe Persan (adresse, nom, prénom, anniversaire, etc.). Nous avons 
choisi  de  les  laisser  sous  une  seule  classe  afin  d'éviter  une  redondance dans  l'ontologie 
unique résultante (04). 
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6.2.4 Étape D: Raisonnement et inférence du contexte 
Le choix de  l'approche ontologique dans la modélisation du contexte était  motivé par la 
possibilité  d'appliquer du  raisonnement  sur le  modèle. En effet,  le raisonneur peut jouer  le 
rôle de classificateur en  inférant  la  hiérarchie des classes. Le raisonneur est responsable de 
vérifier  la  cohérence  de  l'ontologie.  De  plus,  le  raisonneur  aide  à  déduire  (inférer)  un 
contexte de haut niveau à partir d'un  ensemble  de données brutes captées (informations de 
bas  niveau).  Par exemple,  pour  déduire  l'état  d'hyperglycémie  pour  une  personne,  il  faut 
qu'un  ensemble de conditions soient vérifiées.  Ces conditions sont définies par un  ensemble 
de données captées (âge, genre, taux de glycémie, etc.). 
Le raisonnement est important pour une bonne exploitation de l'ontologie et peut être fait 
sur deux  niveaux ou de deux manières différentes, on parle du  raisonnement ontologique et 
des règles d' inférence définies par le développeur.  Le raisonnement ontologique est exécuté 
par des règles intégrées dans la sémantique d'OWL.  Les règles d' inférence sont un  ensemble 
de règles définies par le développeur afin de déduire  le contexte de haut niveau. 
6.3 Raisonnement ontologique 
Les  ontologies  développées  en  OWL  intègrent  des  règles  logiques  internes  qui  sont 
définies  par  la  sémantique  du  langage.  Ce  raisonnement  permet  de  déduire  certains  faits 
relatifs  à  la hiérarchie de  l'ontologie : vérifier si une classe est une sous classe d'une autre 
classe ou si un  individu (une  instance) placé dans une classe appartient à d'autres classes en 
même temps. 
Par  exemple,  Thermometer  et  une  sous  classe  de  Computationa!Entity  puisque 
Medica!Device  est  une  sous  classe  de  Computationa!Entity  et  Thermometer  est  une  sous 
classe de Medica!Device  (SubclasseOJ). 
OWL permet aussi de dissocier les classes (disjointWith). Par exemple les classes Child et 
Adult et Elderly  sont toutes  disjointes.  Une  personne  peut  seulement être  dans  une  et  une 
seule catégorie d'âge. 64 
La  propriété  located/n  entre  Computationa!Entity  et  Location  est  aussi  une  propriété 
inverse  (lnverseO .fJ  c'est-à-dire un  mobile est situé dans une maison, la maison contient le 
téléphone mobile [37]. 
Dans  la  version de  Protégé  que  nous  avons  utilisé  (  4.1.0),  il  est  possible  de  voir  la 
nouvelle  hiérarchie de classes  après  avoir exécuté  le  raisonneur.  La  hiérarchie  initiale  est 
appelée assertedhierarchy et la hiérarchie inférée est appelée inferredhierarchy. 
L'inférence  du  contexte  est  la  déduction  d'un  contexte  implicite  à  partir  de  données 
implicites. Il  s'agit  de définir  le contexte de haut  niveau à pa1 1ir  de données  brutes  captés 
dites  données atomiques.  Cette inférence peut être réalisée  grâce  aux règles  d'inférence  qui 
peuvent  être associées à l'ontologie et exécutées par le raisonneur.  Ces  règles  sont définies 
par  le  programmeur  après  avoir  modélisé  le  contexte  et  terminé  l'implémentation  de 
1  'ontologie. 
La définition de ces  règles nécessite le choix d'un  langage de  règles, d'un outil  d'édition 
des règles et d'un  raisonneur. Pour définir ces règles nous avons utilisé le langage SWRL
13 et 
l'éditeur  de  règles  SWRL  fourni  par  Protégé  ainsi que  RacerProTG  qui  est  une  version 
.  R  p  14  gratuite  acer  ro  , 
Les règles de la logique descriptive peuvent être [38]: 
a)  Des  règles  déductives:  permettent  de  déduire  un  fait  à  partir  d'un  ensemble  de 
conditions. 
b)  Des règles réactives: permettent d'exécuter une action si un  ensemble de conditions 
sont vérifiées. 
Les valeurs normales  des  paramètres  physiologiques  dépendent d'une catégorie  à une autre. 
Nous avons alors classé  les  individus (Persan)  par  catégorie d'âge  (Child,  Adult, Elderly). 
Les règles permettant de classifier une personne sont : 
Si une personne a moins de 16 ans alors c'est un enfant (Child). 
13 http:/  /www.w3.org/Submission/SWRL/ 
14 http://www.racer-systems.com/ 65 
Si  une personne a entre 16 et 66 ans alors c'est un adule (Adult). 
Si une personne a plus de 66 ans alors c'est une vielle personne (Eiderly). 
Ru les 
Ir---------------------- ·- ----- ----
~~rson(_?p) , _h~~Age{?p ,  ?_x) ,_greaterTha_!'l(_? x, _ ~~) ->  ~~d~ry(?p) 
r--
i  Person(?p), hasAge(?p, ?x), greaterThan(?x, 16), lessThan{?x, 66) -> 
1 jAdult(?p) 
1Person(?p), hasAge(?p, ?x),  les~!han(?x ,  16)_::-_  Chilt!(?p) 
Figure 6. 7 : Classification des personnes selon l'âge. 
Cette classification se fait  par, greaterThan et lessThan qui sont des  fonctions  intégrées 
(Built-Ins) de SWRL qui  permettent d'effectuer des comparaisons numériques. La figure 6.7 
est une capture d'écran, dans Protégé, des règles définies dans le but de classer les individus 
(Persan) par catégorie d'âge (Child,  Adult, Eider/y). 
La  température  corporelle  ne  dépend  pas  du  genre  ou  de  la  catégorie  d'âge  de  la 
personne. Une  température corporelle  normale  (Norma!Fever),  élevée (HighFever)  ou  très 
élevée (CriticallyHighFever) est déduite de la manière suivante: 
Si une personne a une température corporelle plus élevée que 39 degrés alors c'est 
une température très élevée. 
Si une personne a une température entre 38 et 39 degrés alors c'est une température 
élevée. 
Si une personne a une température corporelle moins élevée que 38 degrés alors c'est 
une température normale. 66 
•·  ;.-; 
Ru les 
!Person(?p}, hasFeverValue(?p, ?tv), greaterThan(?fv, 38), 
~ ssThan(?x, 391  -~ H~hFever(? e_L  __  .  ___  --·  .  _ _  _ 
P'erson(?p), hasFeverValue(?p, ?tv), greaterThan(?fv, 39) ->· 
CriticallyHightFever(?p) 
son(?p), ha.sFeverValue(?p, ?tv), greaterThan(?tv, 36), 
sThan(?tv, 38) ->  NormaiFever(?p) 
~..__..,___  --------
---
Figure 6.8: Règles définissant les niveaux de température corporelle de l'utilisateur. 
La  figure  6.8  est  une  capture  d'écran  des  règles  qui  permettent  de  déduire  l'état 
physiologique de la personne afin de réagir en fonction de ce contexte. 
Le  taux  de  glycémie  varie  selon  l'état  de  santé  de  la  personne  (personne  normale, 
personne diabétique), le genre, la  catégorie d'âge  et l'horaire de  prise  de sang (le matin  à 
jeun,  le  soir  après  le repas). Les  règles  suivantes  s'appliquent  sur  un  homme âgé  (vieille 
personne) et diabétique ayant pris la mesure du taux de glycémie le matin. C'est-à-dire: 
Si la  personne est  un  homme vieux et diabétique et  la  prise  de sang a été faite  le 
matin et le taux de glycémie est moins de 0.7g/l alors c'est une hypoglycémie sévère. 
Si la  personne est un  homme vieux et diabétique et la  prise  de sang a été  faite  le 
matin et le taux de glycémie est entre 0.7g/l et 0.8g/1  alors c'est une hypoglycémie. 
Si la  personne est un  homme vieux et diabétique et  la  prise  de sang a été faite  le 
matin  et  le  taux  de  glycémie  est  entre  0.8g/l et  1.1  g/1 alors  c'est  une  glycémie 
normale. 
Si la  personne est un  homme vieux et diabétique et  la  prise  de sang a été faite  le 
matin et le taux de glycémie est entre  1.1 g/1  et 1.3g/1  alors c'est une hyperglycémie. 
Si la  personne est  un  homme vieux et  diabétique et  la  prise  de sang a été  faite  le 
matin et le taux de glycémie est plus de  1.3g/l alors c'est une hyperglycémie sévère. 
La figure 6.9 est une capture d'écran sur Protégé des règles énoncées ci-dessus. --- -·--------------------
J!Diabete(?p), Eldery(?p), Male(?p), Time(?t), hasBioodSugarValue(?p,  ((!jQ@  1 
1 i?sv), hasTime(?t, ?time), greaterThan(?sv, 0.8), lessThan(?sv, 1.1 ), 
ilstringEquallgnoreCase(?time, "morning") -> NormaiGiycemia(?p) 
i.Diabete(?p), Eldery(?p), Male(?p), TI -~e(?t), hasBioodS~garvalue(?p, 
1i?sv), hasTime(?t, ?time), lessThan(?sv, 0.7), 
jstringEquallgnoreCase(?time, "morning") -> 
!CriticallyHypoglycemia(?p)· 
1 ·- ---------------------------------------------------------------------------------------------------------------------------------
IIDiabete(?p), Eldery(?p), Male(?p), Time(?t), hasBioodSugarValue(?p, 
1 ;?sv), hasTime(?t, ?time), greaterThan(?sv, 1.1), lessThan(?sv, 1.3). 
!stringEquallgnoreCase(?time, "morning") -> Hyperglycemia(?p) 
1-;;;~~~~e (?~}.  ~ l~ e -;;(? p), M·;Ï~(?~) :  TI~~( ?~). h a~BI~ od  SugarV~Iue(? ;, 
j?sv), hasnme(?t, ?time), greaterThan(?sv, 1.3), 
istringEquallgnoreCase(?time, " morning") -> 
!  l C:: _~ ~~~<I . 1!t_':IYP .!:!JI.!Yt::=_I!I!_<~__(_?El __ ___  -==  = =-_ 
!Diabete(?p), Eldery(?p), Male(?p), Time(?t), hasBioodSugarValue(?p, 
!?sv), hasTime(?t, ?time). greaterThan(?sv, 0.7), lessThan(?sv, 0.8), 
; stri!lgEq~allgnoreCase(?tim!: _• "morning") -> Hypog_ lycemia(?p) 
i  ---------
Figure 6.9: Règles d'inférence des niveaux de glycémie de l'utilisateur. 
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Nous avons procédé de  la même manière pour établir les règles en variant le genre de la 
personne, sa catégorie d'âge, son état de santé,  les  valeurs de  la capture de glycémie et la 
période de !ajournée de la prise de la valeur (matin, soir). 
6.4 Simulation des règles d'inférence 
Nous  avons  effectué  quelques  simulations  sur  Protégé  afin  de  s'assurer  du 
fonctionnement correct des règles d'inférences. Ainsi, nous avons peuplé 1  'ontologie avec des 
individus (Jndividuals), nous avons défini les propriétés de ces individus et nous avons lancé 
le moteur d'inférence. 
Nous avons défini une personne (Ahmed) avec les propriétés suivantes : 
Age = 20 ans. 
Genre =  male. ---------
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Temperature corporelle= 40. 
Nous avons  rentré  manuellement cet individu  sur Protégé  sans « Individuals » et  nous 
avons défini  de la  même  manière ses  propriétés avec « Property Assertion » en  rentrant la 
propriété et sa valeur. 
La  figure  6.10  ci-dessous  représente  une  capture  écran  de  l'initiation  d'un  individu 
(Ahmed) et ses propriétés. 
+  AAJne{! nasseu! ~male"'"SI1ng 
+M~hasAge20 
+ An mec 1'Jpi!- Ferson 
+lrtd;v:O.\.i:!l. Ahmed 
!  ht<~( 
lt P~rson . 
! '""''·''" '~  i 
II•Hrt•l~: · -··1.-t,,:·;~  ~ 0 
.ft:,  ~  .•.  !'"'"'"''"~·'  ,  t<.:,••o~t•:,~.-:.~m 
!;  • huFeverVillue  40 
l
~~~ h.nSexe  "ma l e ~ ·Hstrlng 
;  • nuAge  20 
1 
r·  :::::~:::::.:  ..  ~.·:~:~:.~~0 
Figure 6.10 : Capture d'écran- Initiation de la description d'un individu. 
u@ !a 
0 
c 
Nous avons par la suite lancé le moteur d'inférence RacerPro. Après cette opération nous 
pouvons vérifier la classification de l'individu  selon les propriétés qu'on lui  a attribué. Nous 
avons  procédé à cette vérification par la  nouvelle description  de  l'individu  après  inférence. 
Comme le montre la figure 6.11  qui est une capture d'écran de Protégé de l'individu Ahmed 
après  l'inférence.  Ahmed est classé sous Adult, Male  et CriticallyHightFever (température 
corporelle très élevée). 
Nous avons aussi défini  une deuxième personne (Fana)  avec des  propriétés différentes. 
Les propriétés attribuées à Fana sont ainsi : Age= 10 ans. 
Genre = female. 
Temperature corporelle= 37. 
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La figure 5.12 représente l'initiation de l'individu (Fana) et ses propriétés que nous avons 
saisies d'une façon manuelle. 
(~~;;;;;ï~1J:~t~ ~bt~,~  j' ~~~ ~.~ -r~~;~ ··l 
l~Jt*·  '"*'":  m "'m ~wz [i~  ..  :. ~• - ,•  •. • .,----------------------------m 
-~--~!!! .~~--'-=:==-~===]:.  ,/·~~m ~ v~s-~~ -~ -~ -~~-.. 
t  Amine  !:  +  Anmed nasFever'Value 40 
t  Fana  ;;  +  MlllOO hasSexe " male"''·stn ng 
,,  +  Allmed hasAJe 20 
t  +  Ahmed  Type Persan 
~~  t  :~CiVii:!Uai. Ahmed 
t CrHicallyHgh\Fever 
t t.1 31e 
''"''"'";."() 
'''"""""''"'0 
• nasFeverv;alut  40 
• huSeu  " m<ale",.string 
• nu A ge  20 
Figure 6.11  Individu Ahmed après  inférence. 
Nous avons par la suite  lancé le moteur d'inférence. Après l'inférence, Fana est classée 
sous Child, Female et NormalFever (température normale). La figure 6. 13 montre l'individu 
Fana après le lancement du moteur d'inférence. 
Les simulations précédentes démontrent que l'inférence nous donne des résultats corrects 
et prouve que les règles d'inférence ont été convenablement définies et implémentées. 1
+  Ahmed 
+ Amine 
i · - ~· · · 
1 
r  ~.!.!TU!> litt  ~ W•1l~ li ot{~41 1 
l.ft.§U,,i-Q. 
1-;_ 
! 
u!:loif 
ji 
il 
li 
Il 
'l 
!1 
ii 
Fouoo 5  uses of Fa 
Y +Fana 
+Fana hasAge "10"'  .. il1t 
+Fana hasSel\e "female•'Asln ng 
+Fana hasFeverValue 37 
+Fana l)'pe Person 
j  _,,. 
Il 
u!:IS!DI  ct!J:Ji.l@ffiUÇI 
Il 
d 
1·,,.,0 
[•Person 
1  i  ~  ..... ,  •1~-..  ~-~" 0  • hasAge "10"AA!nt 
· -~ -~ sse x e  ''f e _rl_lale_''"':~rl ng 
• huFeverVilue  37 
Figure 6.12  Initiation de l'individu Fana. 
t Fana hasAge  ""t0"'"'1nt 
t Fana  hasSe.~e "femalt'""'5lnng 
+Fana  hasfevervatue 37 
+Fana  l'fp~ Ferson 
+  indi~k.lu~r: Fana 
,  : tl  llJM3F§L,;.;,\ii.J 
--···-·---···--··-·-----·--··-···-------- ,[;;;,;:,~:;;-~~::·,:-
'!  :~:~~:: ·;:":~~:~:~ nt 
[ ; • has Se:<e  "tem a te " ~"strln g 
• huFeverValue  37 
Figure 6.13 : Individu Fana après inférence. 
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Les  autres  règles  d'inférence ont été développées de  la  même  manière et sur  le  même 
principe  afin  d'avoir  une  modèle  qui  couvre  tous  les  cas  possibles  pour  chaque  état 
physiologique.  Cependant,  dans  le  cas  d'une  application  réelle  de  notre  modèle,  le 
peuplement de  l'ontologie se  fait  automatiquement et  la  définition  des  propriétés  se  fait  à 
travers  l'extraction  de  ces  données  de  Facebook  ou  la  réception  des  informations  des 
capteurs. CHAPITRE VII 
CONCLUSION 
Nous avons présenté un  modèle  de contexte qui  utilise  les informations du  réseau social 
en ligne Facebook. Nous avons présenté une architecture middleware dépendante du contexte 
formée de modules interconnectés et effectuant des traitements différents. 
Dans l'architecture introduite, nous avons proposé des améliorations en se basant sur les 
systèmes existants en ajoutant un  module de filtrage pour l'interception des données erronées 
et une couche de gestion responsable de la communication entre le middleware et les services 
du contexte. 
Nous avons  démontré l'utilité et l'apport des réseaux  sociaux en  ligne dans la définition 
du contexte de l'utilisateur dans le cadre d'une application du domaine médical. 
Dans  l'analyse des informations de  contexte fournies  par Facebook,  nous avons  extrait 
des informations pour les intégrer à une ontologie globale et l'avons appliquée dans le cadre 
d'une application médicale simple en y intégrant le modèle de Facebook. 
Ce  couplage  entre  ces  deux  éléments  nous  a  permis  d'exploiter  les  informations  à 
l'intérieur du  réseau Facebook. Nous avons défini différents contextes de  l'utilisateur  par le 
moyen de règles d'inférences que nous avons testées avec succès. 
Nous avons pu  réaliser presque tous  les objectifs définis dans  le  cadre de ce mémoire. 
Cependant, et faute de temps, nous n'avons pas pu  faire une implémentation complète d'une 
application capable d'aller chercher des informations de Facebook et des différents capteurs 
et de réagir dépendamment du  contexte déduit.  Cet  aspect reste  donc  à  compléter  dans  le 73 
futur,  sur  quoi  nous  avons  l'intention  de  travailler.  Nous  avons  aussi  négligé  l'aspect 
d'évolutivité de  la  plateforme Facebook.  Il  serait  intéressant de développer un  mécanisme 
permettant  de  mettre  à  jour  d'une  manière  dynamique  le  modèle  ontologique  dés  que 
l'architecture de Facebook subisse des changements. 
Ce travail  nous a présenté quelques défis intéressants au niveau de la modélisation de 
Facebook: 
•  Cette plateforme offre  une  API  à partir de laquelle nous avons pu  construire notre 
modèle. Cependant, cette API ne décrit pas entièrement les éléments de la plateforme 
et nous avons investi  plus de temps pour la réalisation de cette tâche. 
•  La  version 4.1  .0  de  Protégé que  nous avons  utilisée,  ne fournit  pas  un  éditeur  de 
règles  d'inférence  développé.  L'éditeur  disponible  est  très  simple  et  les  règles 
doivent être décrites  manuellement.  De plus, cet éditeur  ne permet pas  1 ' insertion de 
plus de 105  règles, une limite plus petite que le nombre de règles que nous avons. 
Dans  une  perspective  de  développement  futur,  nous  prévoyons  implémenter  une 
application complète qui  utilise  notre modèle de contexte.  Nous pouvons aussi développer 
un  programme  de  fouille  automatique  de  Facebook  qui  pourrait  extraire  les  données 
nécessaires  à  notre application.  Au  niveau du  modèle,  nous  suggérons d'utiliser d'autres 
réseaux sociaux en  ligne pour enrichir le modèle de contexte et obtenir d'autres  informations 
qui  ne  sont  pas  disponibles  sur  Facebook.  Enfin,  nous  pouvons  proposer  d'utiliser  les 
informations de Facebook pour des modèles de contexte relatifs à des domaines autres que le 
domaine médical expérimenté dans ce travail. 
Ce travail  a été très enrichissant et nous a permis de travailler sur  un  sujet de l'heure et a 
ouvert des perspectives et des problématiques  intéressantes dans le futur. RÉFÉRENCES 
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