Abstract. Let A = {a 1 , . . . , a n } ⊂ N m . We give an algebraic characterization of the universal Markov basis of the toric ideal I A . We show that the Markov complexity of A = {n 1 , n 2 , n 3 } is equal to two if I A is complete intersection and equal to three otherwise, answering a question posed by Santos and Sturmfels. We prove that for any r ≥ 2 there is a unique minimal Markov basis of A (r) . Moreover, we prove that for any integer l there exist integers n 1 , n 2 , n 3 such that the Graver complexity of A is greater than l.
Introduction
Let k be a field, n, m ∈ N, A = {a 1 , . . . , a n } ⊂ N m and A ∈ M m×n (N) be the matrix whose columns are the vectors of A. We let L(A) := Ker Z (A) be the corresponding sublattice of Z n and denote by I A the corresponding toric ideal of A in k[x 1 , . . . , x n ]. We recall that I A is generated by all binomials of the form [14, Section 4] . The Graver basis of A is always a finite set and contains the universal Markov basis of A, see [14, Section 7] . Thus the following inclusions hold:
In [4] a description was given for the elements of S(A) and M(A) that had a geometrical flavour: it considered the various fibers of A in N n and the connected components of certain graphs. It did not examine the problem from a strict algebraic point of view such as conformality. This point of view is seen in [9] , but only for the elements of S(A) from the side of sufficiency. In [9] , the authors show that any vector with no proper semiconformal decomposition is necessarily in S(A), see [9, Lemma 3.10] . In this paper we attempt to give the complete algebraic characterization for the elements of S(A) and M(A). This is done in Section 1. In Proposition 1.1 we prove that the condition of [9, Lemma 3.10] is not only sufficient but also necessary. Next, to give the algebraic characterization of the vectors in M(A), we introduce the notion of a proper strongly semiconformal decomposition and prove that the nonzero vectors with no proper strongly semiconformal decomposition are precisely the vectors of M(A), see Proposition 1. 4 . The relationship between these decompositions is given in Lemma 1.2. Schematically the following implications hold:
proper conformal ⇒ proper strongly semiconformal ⇒ proper semiconformal .
In Example 1.3 we show that these implications are the best one could hope. It is important to note that the definitions of conformal and semiconformal decompositions involve exactly two summands. The natural and easy generalization to decompositions involving l summands, l ≥ 2, does not produce anything new: such decompositions lead to a conformal and semiconformal decomposition with exactly two summands. This fact stands in contrast to the definition of a strongly semiconformal decomposition. As is shown in Example 1.5, a vector may have a proper strongly semiconformal decomposition into l vectors with l > 2, but not a proper strongly semiconformal decomposition into exactly 2 vectors. There are however certain classes of integer configurations for which the notion of proper strongly semiconformality into l vectors with l ≥ 2 coincides with the notion of proper strongly semiconformality into 2 vectors. Such is the class given by the monomial curves in A 3 as we show in Lemmas 2.3 and 3.2. Another class is given by the Lawrence liftings of monomial curves in A 3 , as follows from Theorems 2.6 and 3.4. We also note that incidence matrices of graphs have this property, see [12, Propositions 4.3 and 4.8] .
For A ∈ M m×n (N) as above and r ≥ 2, the r-th Lawrence lifting of A is denoted by A (r) and is the (rm + n) × rn matrix
see [13] . We write L(A (r) ) for Ker Z (A (r) ), denote by A (r) the matrix A (r) , and identify an element of L(A (r) ) with an r × n matrix: each row of this matrix corresponds to an element of L(A) and the sum of its rows is zero. The type of an element of L(A (r) ) is the number of nonzero rows of this matrix. The Markov complexity, m(A), is the largest type of any vector in the universal Markov basis of A (r) as r varies. The Graver complexity of A, g(A), is the largest type of any vector in the Graver basis of A (r) , as r varies. We note that the study of A (r) , for A ∈ M m×n (N) was motivated by consideration of hierarchical models in Algebraic Statistics, see [13] . Aoki and Takemura, in [3] , while studying Markov bases for certain contingency tables with zero two-way marginal totals, gave the first examples of matrices with finite Markov complexity, see [3, Theorem 4] . In [13, Theorem 1], Santos and Sturmfels proved that m(A) is bounded above by the Graver complexity of A, g(A), and since the latter one is finite, m(A) is also finite. In fact, g(A) is the maximum 1-norm of any element in the Graver basis of the Graver basis of A, [13, Theorem 3] . Up to now, no formula for m(A) is known in general and there are only a few classes of toric ideals for which m(A) has been computed, see [2, 3, 13] . In this paper we compute m(A), when A is a monomial curve in A 3 . This answers a question posed by Santos and Sturmfels in [13] , see Example 6 of that paper. We succeed in computing m(A) by applying the results of Section 1.
The topic of monomial curves has been the subject of extensive research ever since Herzog in [8] studied such configurations. We recall that a monomial curve in the d-dimensional affine space A d is defined as the curve {(t n 1 , . . . , t n d ) : t ∈ k}, where n 1 , . . . , n d are positive integers such that gcd(n 1 , . . . , n d ) = 1. In this paper we write A = {n 1 , n 2 , n 3 } ⊂ Z >0 and implicitly assume that gcd(n 1 , n 2 , n d ) = 1. In [8, Theorem 3.8] , it was shown that the toric ideal I A is either a complete intersection or if not, then it is minimally generated by exactly three binomials. We deal with each case separately. In Section 2, we consider the case when I A is not a complete intersection. We show that the universal Markov basis of A (r) is unique and compute its cardinality, see Theorem 2.6. We also show in the same Theorem 2.6 that m(A) = 3. In Section 3, we consider the case when I A is a complete intersection. As before we show that the universal Markov basis of A (r) is unique, compute its cardinality, and show that m(A) = 3, see Theorem 3.4. We note that Herzog in [8] describes all possible minimal generating sets of I A in either case, an essential tool to our study. To be more precise, with the notation of [8] , for i ∈ {1, 2, 3} we consider c i to be the smallest element of Z >0 such that there exist integers r ij , r ik ∈ N with {i, j, k} = {1, 2, 3}, and with the property that c i n i = r ij n j +r ik n k . What determines whether I A is a complete intersection or not is whether there are i, j ∈ {1, 2, 3} such that r ij = 0. If r ij > 0 for all i, j = 1, 2, 3 then I A is minimally generated by exactly three binomials and in this case, I A has a unique minimal generating set which is explicitly described in [8, Proposition 3.2, Proposition 3.3]. If there exist i, j ∈ {1, 2, 3} such that r ij = 0 then I A is a complete intersection and has no unique minimal binomial generating set. In this case the universal Markov basis of A is explicitly described in [8, Proposition 3.5].
As mentioned above, in Theorems 2.6 and 3.4, the uniqueness of the minimal Markov basis of A (r) for r ≥ 2 was proved for all monomial curves A in A 3 . We want to further dwell on this fact. It is well known that A (2) has a unique minimal Markov basis for all A ⊂ N m , see [14, Theorem 7 .1]. Moroever for r ≥ 3, the uniqueness of the minimal Markov bases for A (r) is noted for some classes of toric ideals, see [3, 10, 13] , see also related [10, Conjecture 3.8] . It is thus of interest to note that Lawrence liftings of monomial curves in A 3 have unique minimal Markov basis, although the curves themselves may not.
In Section 4 we compare m(A) with g(A) when A = {n 1 , n 2 , n 3 } is a monomial curve in A 3 . To find g(A) we have to compute the Graver basis of the Graver basis of A, which is difficult since there is no good description of the Graver bases of monomial curves in A 3 . In Theorem 4.2 we show that there is no integer that bounds from above the Graver complexities of all monomial curves and thus the difference between m(A) and g(A) can be made arbitrarily large. Furthermore we pose some questions that were motivated and partly based on the extensive computations that were done with 4ti2, [1].
Universal Markov basis
. . , x n ] be the corresponding matrix, lattice and toric ideal of A respectively. We note that the only invertible element of NA is 0 and L(A) ∩ N n = {0}. Let u, w 1 , w 2 ∈ L(A) be such that u = w 1 + w 2 . We say that the above sum is a conformal decomposition of u and write u = w 1 + c w 2 if u + = w We note that a semiconformal decomposition of u gives rise to a semiconformal decomposition of −u and vice versa, by simply reversing the order of the summands:
Let u ∈ L(A). The fiber F u is the set {t ∈ N n : u + −t ∈ L(A)}. F u is a finite set, see for example [5, Proposition 2.3] . Next we show that lack of a proper semiconformal decomposition is not only a sufficient condition for an element to be in S(A) as was shown in [9, Lemma 3.10 ], but it is also a necessary condition. 
We say that u = ssc u 1 + · · · + u l , is a strongly semiconformal decomposition if u = u 1 + · · · + u l and the following conditions are satisfied:
When l = 2, we simply write
We say that the decomposition is proper if all u 1 , . . . , u l are nonzero. We remark that if u = ssc u 1 + · · ·+ u l is proper then u
n and thus are distinct elements of F u . In the following lemma we show the implications amongst the three types of decompositions we defined above. It is immediate that a conformal decomposition is also a semiconformal decomposition.
Lemma 1.2. Let u ∈ L(A) be a nonzero vector. Then the following hold:
(i) If u has a proper conformal decomposition then u has a proper strongly semiconformal decomposition, (ii) If u has a proper strongly semiconformal decomposition then u has a proper semiconformal decomposition.
and thus w = 0, a contradiction. Similarly, one shows that u − = w − and thus u = v + ssc w. In order to prove (ii), assume that u admits a proper strongly semiconformal decomposition: there exists l ≥ 2 and
On the other hand, if u + − u 1 = u − then we obtain that u = u 1 and thus u + = u + 1 , a contradiction. Therefore, the fiber F u contains at least three different vectors:
Hence we have the following expression
where x t is the monomial with the property that gcd(
The last condition implies that there exists a nonzero vector w ∈ L(A) such that w + = u + − u 1 − t and w − = u − − t. It is easy to see that u = u 1 + sc w. On the other hand we have u = u 1 + v and thus v = w, which implies our claim.
The reverse implications from Lemma 1.2 do not follow as the next example shows. 
We note that u 5 = u 2 + ssc u 3 while u 5 = u 2 + c u 3 and that even though u 3 = u 2 + sc u 4 the strong semiconformality does not hold:
If u ∈ L(A) we associate an A-degree to u and the binomial B = x u + − x u − ∈ I A as follows: Proof. Let u ∈ M(A) and suppose that u = ssc u 1 + · · · + u l . We consider the binomials
We note that by [4, Proposition 2.2] u is in a minimal Markov basis of A and
The strongly semiconformality assumption implies that the coefficients in the above expression are all non-constant monomials. Since B i ∈ I A for i = 1, . . . , l it follows that B is in the ideal generated by the binomials of I A of strictly smaller A-degree than B. By [7, Section 1.3], B can not be part of any minimal system of generators of I A , a contradiction.
Suppose now that u ∈ L(A) \ {0} and that u ∈ M(A). It follows that B = x u + − x u − is in the ideal generated by the binomials of I A of strictly smaller Adegree than B. By [5, Proposition 3.11] , there are monomials x t i = 1 and binomials
Note that the binomials B i in this expression need not be distinct. Thus u = u 1 + · · · + u l and
The following example shows that it is necessary to define the strongly semiconformality in terms of l vectors where l ≥ 2. 
We consider the vector u = (2, 1, 0, −1, −1) ∈ L(A). We note that u + = (2, 1, 0, 0, 0), u − = (0, 0, 0, 1, 1) and deg A (u) = (4, 6). It can be easily seen that
We denote the elements of F u by v 1 , . . . , v 5 written in the above order. It is straightforward that Next, for r ≥ 2 we consider the Lawrence lifting A (r) of A. The following remark allows us to restrict the discussion of semiconformal decompositions of elements of L(A (r) ) to semiconformal decompositions of elements of maximum type r.
) be a nonzero vector of type s < r and without loss of generality assume that the nonzero rows of v are the first s rows. Note that s ≥ 2. We define w ∈ L(A (s) ) as the vector whose i th row is just the i th row of v for i = 1, . . . , s. Then v admits a proper semiconformal decomposition if and only if w ∈ L(A (s) ) admits a proper semiconformal decomposition. The equivalence is immediate since the unique semiconformal decomposition of 0 is into zero vectors. The above discussion holds for proper strongly semiconformal decompositions v as well.
T , it is clear that v = z + w and that z and w are also in L(A (r) ). The following lemma comments on the semiconformality of the decomposition of v into these two vectors. Proof. Suppose that v = z + sc w is proper semiconformal. Assume by contradiction that v is not the strongly semiconformal sum of z and w. It follows that v + = z To any vector u ∈ Z 3 we assign a sign-pattern: we put + if the coordinate of u is positive, − if the coordinate of u is negative and 0 if the corresponding coordinate is 0. When we don't know exactly the sign of the coordinate we use the symbol * . For example the vector (0, 2, −3) has the sign-pattern 0 + − while the elements u 1 , u 2 , u 3 of M(A) have sign-patterns − + +, + − + and + + −. We note that when α, β ∈ Z >0 the vectors α(−u 1 ), βu 2 and α(−u 1 ) + βu 2 have sign-patterns + − −, + − + and + − * . By looking at the sign patterns, it is immediate that α(−u 1 ) + βu 2 = α(−u 1 ) + ssc βu 2 . We generalize and isolate this remark.
Remark 2.2. Let
The geometry of the plane implies the following lemma. Lemma 2.3. Let A = {n 1 , n 2 , n 3 } be such that I A is not a complete intersection. Let 0 = v ∈ L(A). Then either v = α(±u i ) for an α ∈ Z >0 and i ∈ {1, 2, 3} or v = α(−u i ) + ssc βu j for some α, β ∈ Z >0 and i = j ∈ {1, 2, 3}.
Proof. Since u 1 + u 2 + u 3 = 0 and L(A) = Zu 1 + Zu 2 + Zu 3 it follows that rank Z (L(A)) = 2. Therefore the three vectors u 1 , u 2 , u 3 define a complete pointed polyhedral fan of the plane, span R (u 1 , u 2 ). This polyhedral fan has thirteen nonempty faces. Other than the vertex {0}, six of the faces are one-dimensional: R + u 1 , R + (−u 3 ), R + u 2 , R + (−u 1 ), R + u 3 and R + (−u 2 ). The rest are two-dimensional:
Let v ∈ L(A) be a nonzero vector. Since v belongs to the polyhedral fan then it follows at once that v belongs either to one of the six one-dimensional cones, that is v = α(±u i ) for some α ∈ Z >0 and i ∈ {1, 2, 3}, or v belongs to the interior of one of the six two-dimensional cones, that is α(−u i ) + βu j for some α, β ∈ Z >0 and i = j ∈ {1, 2, 3}. It is immediate, by Remark 2.2, that this sum determines a proper strongly semiconformal decomposition of v.
In the following lemma we consider a subset T of L(A (r) ). The elements of T have type 2 and 3. In Theorem 2.6 we will see that T equals the universal Markov basis of A (r) . 
, where k is the cardinality of the Graver basis of A.
Proof. We will show that T ⊂ S(A (r) ), the last part of the conclusion being immediate. By Remark 1.6 we may assume that r = 3. We first show that the element of type 2
is indispensable. Suppose that is not. Then by Proposition 1.1 it admits a proper semiconformal decomposition, which is of the following form due to Remark 1.6
Thus u = v 1 + sc v 2 and −u = −v 1 + sc (−v 2 ). But u = v 1 + sc v 2 also implies that −u = −v 2 + sc v 1 and thus u = v 1 + c v 2 . Thus u is not in the Graver basis of A, a contradiction. Therefore all elements of type 2 whose nonzero rows belong to the Graver basis of A are indispensable. Next we prove that the element of type 3
is indispensable. Arguing by contradiction and applying again Proposition 1.1, it would imply that the vector has the following proper semiconformal decomposition
Hence we have u i = v i + sc w i for i = 1, 2, 3. Since u i ∈ S(A) it follows that either v i or w i is zero. T has at least two zero rows, and thus it must be zero. This is a contradiction and consequently all elements of type 3 with the rows being permutations of u 1 , u 2 , u 3 are indispensable.
In the next lemma we show that a class of elements of L(A (r) ) is not part of M(A (r) ).
Lemma 2.5. Let A = {n 1 , n 2 , n 3 } be such that I A is not a complete intersection.
Let r ≥ 3 and T ⊂ S(A (r) ) be as in Lemma 2.4. Suppose that for
. . .
Then v has a proper strongly semiconformal decomposition into summands of L(A (r) ) where one of them has type 2.
Proof. First suppose that v is of a type 2. Since v ∈ T it follows that its nonzero rows do not belong to G(A), and thus v admits a proper conformal decomposition. Applying Lemma 1.2(i) it follows that v has also a proper strongly semiconformal decomposition. Next suppose that the type of v is greater than or equal to 3. By Remark 1.6 we can assume that the type of v is exactly r where r ≥ 3. We denote the row vectors of v by v 1 , . . . , v r . We notice that 1 ≤ s < r. Indeed, if s = 0 or s = r then we obtain that ( T . Then v = z + ssc (v − z). The case β 1 = 0 is similar. Furthermore, if α 1 , β 1 = 0 we notice that v can be decomposed as the sum of two vectors z, w of type 2 and r − 1:
The sign-patterns of α 2 (−u 1 ) + β 2 u 2 and ( i≥3 α i )(−u 1 ) + ( i≥3 β i )u 2 are of the form + − * . Thus v = z + sc w or v = w + sc z. Applying Lemma 1.7 it follows that v = z + ssc w or v = w + ssc z. We remark that if s = r − 1, then a similar argument holds. Suppose now that 2 ≤ s ≤ r − 2. Since v ∈ L(A (r) ) and u 1 , u 2 are linearly independent we have the following relations
We may assume for the rest of the proof that s ≤ r − s, otherwise we replace v by −v. Since s ≤ r − s there exist i, j with 1 ≤ i ≤ s and s + 1 ≤ j ≤ r such that α i ≥ α j . For simplicity of notation we may assume that i = 1 and j = r. First
In both situations we may apply Lemma 1.7 and we obtain that v has a proper strongly semiconformal decomposition. Next we examine what happens when α 1 > α r . If β 1 ≥ β r then v can be written as a sum of two vectors z, w of types 2 and r − 1:
Since the type of v is r, the type of z is 2. Moreover since α 1 −α r > 0 and β 1 −β r ≥ 0, the sign-pattern of (α 1 −α r )(−u 1 )+(β 1 −β r )u 2 is +− * , the same as the sign-pattern of α r (−u 1 ) + β r u 2 . Therefore the two vectors add up semiconformally either in this order or the the reversed. Hence v = z+ sc w or v = w+ sc z and applying Lemma 1.7 we see that the sums are also strongly semiconformal. The last case to consider is when β 1 < β r . If α r + β 1 > 0 then v can be decomposed as the semiconformal sum of w, z where
Indeed, the the sign-patterns of the first and last row vector of each summand force the sum to be semiconformal. We show that the sum is also strongly semiconformal. Finally suppose that α r + β 1 = 0, that is α r = β 1 = 0. Let j 0 ∈ {s + 1, . . . , r} be such that α j 0 > 0. We may assume that j 0 = r − 1. Then
It follows from Lemma 2.3 that for an arbitrary v ∈ L(A (r) ), whose row vectors are v 1 , . . . , v r , we can associate in a unique way a vector (α, α
′ the coefficient of −u 2 and so on. On the other hand since
By replacing in the equation above u 3 = −u 1 − u 2 and by the linear independence of u 1 , u 2 we see that α − α , where k is the cardinality of the Graver basis of A.
Proof. We let T be the subset of elements of S(A (r) ) described in Lemma 2.4. We will show that every nonzero vector v ∈ L(A (r) ) \ T admits a proper strongly semiconformal decomposition. This will imply via Proposition 1. 4 
. We have two main cases: αβγ = 0 and αβγ = 0. Assume first that αβγ = 0. It follows from Lemma 2.3 that there exist three different rows of v, and we may assume that are the first three, such that in their unique semiconformal decomposition we have a positive multiple of u 1 , u 2 , u 3 . Without loss of generality, we may assume that for 1 ≤ i ≤ 3, u i appears in row i, that is v i = a i (−u j i ) + sc b i u i where j i = i and a i , b i ∈ N with b i = 0. We prove now that v = z + ssc w, where w = (u 1 u 2 u 3 0 . . . 0) T and z = v − w. Note first that z is nonzero since v ∈ T . For 1 ≤ i ≤ 3, the i th row of z is equal to a i (−u j i ) + (b i − 1)u i , while all other rows of z are equal to the corresponding rows of v. By the sign-patterns it is easy to see that the first three rows of v have a semiconformal decomposition:
When i = 1, the sign-pattern of u 1 is − + + and thus (a 1 (−u j 1 ) + b 1 u 1 ) + > (a 1 (−u j 1 ) + (b 1 − 1)u 1 ) + . Therefore v + > z + and v = z + sc w. Finally, assume by contradiction that the decomposition is not strongly semiconformal. Then we necessarily have v − = w − . Since w 1 (1) = u 1 (1) < 0 this implies z 1 (1) = 0. On the other hand z 1 = a 1 (−u j 1 ) + sc (b 1 − 1)u 1 and since j 1 ∈ {2, 3} then the sign-pattern of z 1 is − * * if a 1 = 0 or b 1 = 1. Thus z 1 (1) = 0 implies a 1 = 0 and b 1 = 1 and so z 1 = 0. Similarly we have that z 2 = z 3 = 0. Since w k = 0 for all k ≥ 4 and
k for all k ≥ 4 and using the fact that v k ∈ L(A) we obtain v k = 0 for all k ≥ 4. This implies z k = 0 for all k ≥ 4 and consequently v = w ∈ T , a contradiction. Thus we have proved that v = z + ssc w, as desired. We should note now that if α ′ β ′ γ ′ = 0 then a similar argument shows that v = w ′ + ssc z ′ , where w ′ = −w. In the second case we have αβγ = 0 and from the above remark we may also assume that α ′ β ′ γ ′ = 0. Without loss of generality we let α = 0. If α ′ = 0 then it follows from Lemma 2.3 that v is of the form described in Lemma 2.5 and we are done. Otherwise α ′ = 0 and since
We analyze just the case β ′ = 0, the other one being analogous. It follows from the definition of λ(v) that α ′ (−u 1 ) + βu 2 + γu 3 + γ ′ (−u 3 ) = 0 and using the relation −u 1 = u 2 + u 3 we get from the linear independence of u 2 and u 3 that α ′ + β = 0. Thus, since α ′ , β ≥ 0 we have α ′ = β = 0, a contradiction. Therefore we obtain that T = M(A (r) ) and thus m(A) = 3.
Remark 2.7. In [9] , a lower bound for m(A) is given by Hoşten and Sullivant for A ⊂ N m : it equals the maximum 1-norm of the elements in the Graver basis of S(A), see [9, Theorem 3.11] . By looking at the explicit description of the elements of S(A) as given in Theorem 2.1, it is easy to see that the Graver basis of S(A) contains exactly one element: (1, 1, 1) . The 1-norm of this element is 3 and thus in this case the lower bound of [9, Theorem 3.11] actually equals m(A).
Markov complexity for monomial curves in A 3 which are complete intersections
In this section we study Lawrence liftings of monomial curves in A 3 whose corresponding toric ideals are complete intersections. Suppose that A = {n 1 , n 2 , n 3 } ⊂ Z >0 is a monomial curve such that I A is a complete intersection ideal. For 1 ≤ i ≤ 3 we let c i be the smallest element of Z >0 such that c i n i = r ij n j + r ik n k , r ij , r ik ∈ N with {i, j, k} = {1, 2, 3}. In [8, Proposition 3.4] , it was shown that either 
For the rest of this section we will assume that (0, −c 2 , c 3 ) ∈ M(A), the other two cases being similar. Let us note that the sign patterns of u 1 and u 2 are − + + and 0 − +. Lemma 3.2. Let A = {n 1 , n 2 , n 3 } be such that I A is a complete intersection and
Proof. Since rank Z (L(A)) = 2, if v = 0 then there are a, b ∈ Z such that v = au 1 + bu 2 for some integers a, b. It is easy to see how to write v in the desired form.
We note that the semiconformal decomposition of Lemma 3.2 might not be strongly semiconformal as is the case for (c 3 + 1)(−u 1 ) + sc u 2 . Similarly, one can show that any of the semiconformal sums from Lemma 3.2 with α, β ∈ Z >0 may not be in general strongly semiconformal. In the next lemma we identify certain elements which are not part of the universal Markov basis of A (r) .
Lemma 3.3.
Let A = {n 1 , n 2 , n 3 } be such that I A is a complete intersection and
. . . Proof. Note first that our hypotheses imply that the type of v is r. Since v ∈ L(A (r) ), the sum of the rows of v is zero. Since u 1 , u 2 are linearly independent we have
We will analyze two cases. For the first case we assume that there exist integers i, j corresponding to nonzero rows of v with 1 ≤ i ≤ s and s + 1 ≤ j ≤ r such that either a) α i ≤ α j and β i ≤ β j or b) α i ≥ α j and β i ≥ β j . Without loss of generality we may assume that i = 1, j = r. Let us first suppose that α 1 ≤ α r while β 1 ≤ β r .
Then v = z + w, where
We will show that either v = z + ssc w or v = w + ssc z. Indeed, note first that by the assumptions z is a type two vector and w is nonzero since v is of type r ≥ 3. Moreover, since the sign-pattern of β 1 (−u 2 ) + α 1 u 1 is − + * , for the r th row of v we have either v r = z r + sc w r or v r = w r + sc z r . Indeed, since β r − β 1 ≥ 0 and α r − α 1 ≥ 0 there are four possible patterns for the vector w r corresponding to the cases: α 1 = α r and β 1 = β r , α 1 = α r and β 1 < β r , α 1 < α r and β 1 = β r , α 1 < α r and β 1 < β r . More precisely, the corresponding four sign-patterns of w r are: 000, 0 + −, − + + and − + * and one can notice that z r and w r add up semiconformally in this order or the reversed. This implies that v is the semiconformal sum of z and w in this order or the reversed one. Applying now Lemma 1.7 we obtain that v is the strongly semiconformal sum of z and w. Next let us suppose that α 1 ≥ α r while β 1 ≥ β r . Thus v = z + w, where
Since α r β r > 0, it follows that the sign-pattern of z 1 is + * −. The four possible sign-patterns of w 1 are 000, + − −, 0 + − and + * −. As before one can conclude that either v = z + ssc w or v = w + ssc z. For the second case the following holds for all integers i, j corresponding to nonzero rows of v with 1 ≤ i ≤ s and s + 1 ≤ j ≤ r: either α i < α j and β i > β j or α i > α j and β i < β j . Consider i = 1 and j = r. Let us first suppose that α 1 < α r and β 1 > β r . We will show that v = z + ssc w, where
Indeed, we notice first that v = z + sc w, since the sign-patterns of z 1 and z r are + − * and − + * , while the sign patterns of w 1 and w r are 0 − + and − + +. Moreover the sign patterns of z r and w r show also that v 
since the the sign-patterns of w 1 and w r are +−− and 0+−, while the sign patterns of z 1 and z r are + − * and − + * . An argument similar to the previous one shows that the sum is also strongly semiconformal, that is v = w + ssc z.
We are ready to prove the main result of this section. , where k is the cardinality of the Graver basis of A.
Proof. We denote by T the set of type two vectors from L(A (r) ) whose nonzero rows are u, −u, where u ∈ G(A). If r = 2 then S( [14, Theorem 7 .1], hence the conclusion follows immediately. Hence we may assume that r ≥ 3. In general we have T ⊆ S(A (r) ) ⊆ M(A (r) ) for any r ≥ 2, so it remains to prove only that M(A (r) ) ⊆ T to get the desired conclusion. The latter will follow via Proposition 1.4 if we show that any nonzero vector v ∈ L(A (r) ) \ T has a proper strongly semiconformal decomposition.
Without loss of generality we may assume that we are in the setting of Proposition 3.1. Let v ∈ L(A (r) ) \ T be a nonzero vector. We may assume via Remark 1.6 that the type of v is r. By Lemma 3.2 we know that for each row vector
We have three cases to analyze:
For case (a) we apply Lemma 3.3 and we are done. For case (b) let i ∈ {1, . . . , r} be such that α i = 0, and since α i + β i > 0 then β i > 0. Since the type of v is r, by Lemma 3.2, v is of the form given in Lemma 3.3, the only difference being that some of the coefficients α i , β i might be zero, (not simultaneously). If i ≤ s then it follows from (1) that there exists j with s + 1 ≤ j ≤ r such that β j = 0. Let z be the type two vector with i-th row u 2 and j-th row −u 2 and let w = v − z. Then w is nonzero since the type of v is r ≥ 3. Moreover by the sign patterns it follows that v = z + sc w. That the sum is also strongly semiconformal follows either by Lemma 1.7 if β i = 1 or by noticing that v for some nonnegative integers t 1 , t 2 , t 3 such that t 1 + t 2 + t 3 < n 1 + n 2 + n 3 . However, Equation 2 implies immediately that t 1 n 2 = t 2 n 3 , t 1 n 1 = t 3 n 3 and t 2 n 1 = t 3 n 2 and since n 1 , n 2 , n 3 are pairwise relatively prime by assumption, it follows that n 3 |t 1 , n 2 |t 2 and n 1 |t 3 . Hence n 1 + n 2 + n 3 ≤ t 1 + t 2 + t 3 a contradiction.
The following example shows that in general the inequality from Theorem 4.2 can be strict. Let B 1 = (1 3 0). One can show that m(A, B 1 ) = 2. We briefly indicate how to prove this equality, without details, since the proof is similar to the ones given in Section 2. More precisely, with the same techniques from Lemma 2.4 and Lemma 2.5, and applying Proposition 1.4, one can prove that for any r ≥ 2 the universal Markov basis M(Λ (A, B, r) ) consists of the vectors of type 1 with the nonzero row u 1 and the vectors of type 2 such that its two nonzero rows are u 2 , u 3 or u, −u, with u ∈ G(A) \ {u 1 }. We also note that in this case m(A, B 1 ) equals the lower bound given by Hoşten and Sullivant in [9, Theorem 3.11] .
However if B 2 = (1 n 0), and n ≥ 4 then by [9, Theorem 3.11] it follows that m(A, B 2 ) ≥ (3n + 1)/5 if n ≡ 3(mod 5) or m(A, B 2 ) ≥ 3n + 1 otherwise. Indeed, note that B 2 · S(A) = (n − 3 1 − 2n n + 2) and in the Graver basis of this matrix there is the circuit (0, Computing Markov complexity is an extremely challenging problem, and a formula for it seems hard to find in general. We pose a final question based on extensive computational evidence. 
