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Abstract
In this paper we study one dimensional parabolic problems that arise from composite materials. We
show that the eigenvalues and eigenfunctions of the associated linear unbounded operator have the
Sturm–Liouville property and the nonincrease of the lap number along the solutions. These results
are used to show that the stable and unstable manifolds of equilibrium points are transversal.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we deal with equations that appear as limit of second-order parabolic
problems when the diffusion coefficient becomes large in a subregion which is interior to
the physical domain of the differential equation. This situation can be found, for example,
* Corresponding author.
E-mail addresses: carbone@dm.ufscar.br (V.L. Carbone), jgrfilho@icmc.usp.br (J.G. Ruas-Filho).
1 Research partially supported by FAPESP under grant 98/14545-7, Brazil.0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.08.037
V.L. Carbone, J.G. Ruas-Filho / J. Math. Anal. Appl. 303 (2005) 220–241 221in composite materials, where the heat diffusion properties can change significantly from
one part of the region to another.
Let Ω = (0,1), ε a positive parameter, m a positive integer and Ω0 =⋃mi=1 Ω0,i be a
subset of Ω, where Ω0,i = (ai, bi) ⊂ Ω with Ω¯i ∩ Ω¯j = ∅ for i = j, and Ω¯0 ⊂ (0,1). We
denote Ω1 = Ω \ Ω¯0. We also set b0 = 0 and am+1 = 1.
The diffusion coefficients pε, 0 < ε  ε0, are assumed to be smooth functions in (0,1)
satisfying
pε(x) →
{
p(x) uniformly on Ω1,
∞ uniformly on compact subsets of Ω0, (1.1)
as ε → 0. For c ∈ C1(Ω) and smooth nonlinearities f,g :R → R with derivatives bounded
consider the family of parabolic equations{
uεt = (pε(x)uεx)x + c(x)uε + f (uε) on (0,1),
∂uε
∂ 	n + b(x)uε = g(uε) for x ∈ {0,1},
(Pε)
where 0 < ε  ε0 and ∂u
ε
∂ 	n = pε(x)〈uεx, 	n〉.
Physically, large diffusion will imply a rapid redistribution of the spatial inhomo-
geneities. For this reason, we expect that, for small values of ε the solution of the prob-
lem (Pε) should be approximately constant on each Ω0,i . To obtain the limit equation, as
ε goes to zero, suppose uε converges to some function u, in some sense, and that u takes
a time dependent spatially constant value on Ω0,i for each i = 1, . . . ,m. Denote this value
by uΩ0,i (t) for each i = 1, . . . ,m. Then, the limit equation is given by

ut = (p(x)ux)x + c(x)u+ f (u) in Ω1,
u˙Ω0,i (t) = 1bi−ai [p(bi)ux(b+i , t)− p(ai)ux(a−i , t)]+ cˆiuΩ0,i (t) + f (uΩ0,i (t)), i = 1, . . . ,m,
∂u
∂ 	n + b(x)u= g(u) for x ∈ {0,1},
(P0)
where cˆi = 1bi−ai
∫ bi
ai
c(x) dx for each i = 1, . . . ,m and ∂u
∂ 	n = p(x)〈ux, 	n〉.
This type of equation, in the n-dimensional case, was extensively studied by Arrieta et
al. [3]. We will use their notation here. Let
L2Ω0(0,1) =
{
u ∈ L2(0,1), u is constant on Ω0,i, i = 1, . . . ,m
}
and
H1Ω0(0,1)=
{
u ∈ H1(0,1), u is constant on Ω0,i , i = 1, . . . ,m
}
.
Suppose the nonlinearities f,g :R → R are smooth functions with bounded derivatives,
c is a smooth function in Ω, b(0) > 0, b(1) > 0 and p ∈ C1(Ω1).
Then the following theorem states that (P0) have globally defined solutions.
Theorem 1.1 [3, Proposition 3.1]. For any u0 ∈ L2Ω0(Ω) there exists a unique globally
defined u(·, u0) ∈ C([0,∞),L2Ω0(Ω))∩ C((0,∞),H1Ω0(Ω)) mild solution of (P0) starting
at u0. Moreover this solution depends continuously on the initial data and satisfies u,ut ∈
C((0,∞),Xγ0 ) for any γ < 3/4. If the initial data is in H1Ω0(Ω))= X10/2 then the solution
is also in C([0,∞),H1 (Ω)).Ω0
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tions
ut = uxx + f (x,u,ux),
αux(0)+ βu(0)= 0,
γ ux(1)+ δu(1) = 0,
the stable and unstable manifolds of hyperbolic equilibrium points intersect transversally
for every reaction function f .
In this paper we show that this result is also true for equations, like (P0), that are limit
of parabolic problems when the diffusion satisfies (1.1).
The paper is organized as follows. In Section 2 we present the Sturm–Liouville theory
for equations of the form of (P0). In the proofs we only point out to the differences of
ours results when compared with the proofs of the usual Sturm–Liouville theory. We also
prove that the number of zeros of the solution u(·, t) of (P0) decreases as time increases.
To obtain this we establish a minimum principle for equations of the type (P0).
In Section 3 we study the asymptotic behavior of solutions of the linearization of (P0).
We obtain the behavior of theses solutions in terms of the eigenvalues and eigenfunctions
of the operator L(t) that comes from this linearization of (P0).
In Section 4 we obtain a description of the tangent spaces of the stable and unstable
manifolds involving the asymptotic behavior of some solutions of the linear equation of
(P0) and of the adjoint equation. In order to obtain this asymptotic behavior we will rely on
some lemmas due to Henry [5]. Using the description of the tangent spaces of the stable and
unstable manifolds of the hyperbolic equilibrium points we can prove that they intersect
transversally.
We intend to use the transversality of these manifolds in a future work to obtain the
topological equivalence of the flows on the attractors Aε and A0 of Eqs. (Pε) and (P0),
respectively.
2. Sturm–Liouville properties and nonincrease of the lap number
In our proof of the transversality of the invariant manifolds, the main arguments will
be the Sturm–Liouville property obtained and the decreasing of numbers of zeros of the
solution u(·, t) of (P0) as time increases. Since we work with functions that are constant
on intervals we use the following definition of a zero of a function.
Definition 1. If ϕ is a function defined in (0,1), constant in each interval (ai, bi), i =
1, . . . ,m, we say that z is a zero of ϕ if z ∈ Ω1 and ϕ(z) = 0 or if z = [ai, bi], for some
i = 1, . . . ,m and ϕ(x) = 0 for all x ∈ [ai, bi].
The following result shows that the operator that appears in Eq. (P0) has the Sturm–
Liouville properties. This result will used throughout the paper.
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in (0,1), differentiable in Ω¯1 and g is a C1-function of x and λ, decreasing for λ in
(−∞,+∞). Let
D = sup
x∈Ω¯1
p(x) > 0, d = inf
x∈Ω¯1
p(x) > 0,
η(λ) = sup
x∈Ω¯1
g(x,λ), ξ(λ) = inf
x∈Ω¯1
g(x,λ).
Consider the equation

[(p(x)ux)x + g(x,λ)u]χΩ1
+∑mi=1[ 1bi−ai [p(bi)ux(b+i )− p(ai)ux(a−i )] + ci(λ)u]χΩ0,i = 0,
αu(0) − ux(0) = 0,
βu(1)+ ux(1) = 0,
(2.1)
where ci(λ) is decreasing in (−∞,+∞) for each i = 1, . . . ,m. Suppose also that
(i) α = 0 and β = 0;
(ii) ξ(λ) → +∞ as λ → −∞;
(iii) η(λ) → −∞ as λ → +∞;
(iv) ci(λ) → −∞ as λ → +∞, i = 1, . . . ,m.
Then there exist an infinite sequence of numbers (λj )j∈N with
λ1 > λ2 > · · · > λj > · · ·
such that if ϕj is the solution of (2.1) when λ = λj then ϕj has exactly (j − 1) zeros in the
interval (0,1) for each j = 1,2, . . . .
To prove this theorem we establish several lemmas extending preliminaries results of
Sturm–Liouville theory to equations of type (P0). We state these lemmas below and point
out to the differences in the proofs when compared with the usual Sturm–Liouville theory.
Consider the following equations:

[(p1(x)ux)x − g1(x)u]χΩ1 (x)
+∑mi=1[ 1bi−ai [p1(bi)ux(b+i )− p1(ai)ux(a−i )] + ciu]χΩ0,i (x) = 0,
u(0) = α1, ux(0)= β1,
(2.2)
and 

[(p2(x)vx)x − g2(x)v)]χΩ1 (x)
+∑mi=1[ 1bi−ai [p2(bi)vx(b+i )− p2(ai)vx(a−i )] + div]χΩ0,i (x)= 0,
v(0) = α2, vx(0) = β2.
(2.3)
Let u and v be solutions of (2.2) and (2.3), respectively. The following lemma shows
that the zeros of u and v alternate with each other.
Lemma 2.2. Let u and v be solutions respectively of (2.2) and (2.3) with p1 = p2 = p
where p,g1, g2 are real functions with g1(x) g2(x) continuous in (0,1), p > 0 in (0,1)
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of Q = {x ∈ (0,1): u(x) = 0} there exists one zero of v.
Proof. Let (z1, z2) be a connected component of Q, that is u(z1) = u(z2) = 0 and u(z) = 0
for x ∈ (z1, z2) and suppose that v does not have zeros in (z1, z2). Without loss of general-
ity, we may assume that u and v are positive in the interval (z1, z2). Multiplying (2.2) by v,
(2.3) by u and using the fact that p is differentiable in Ω1, we obtain[
d
dx
[
p(x)(uxv − uvx)
]+ (g2(x)− g1(x))uv
]
χΩ1(x)
+
m∑
i=1
[
1
bi − ai
[[
p(bi)ux
(
b+i
)−p(ai)ux(a−i )]v
− [p(bi)vx(b+i )− p(ai)vx(a−i )]u]+(ci − di)uv
]
χΩ0,i (x) = 0 (2.4)
for x ∈ (0,1).
We have two cases where there is some difference with the usual proof.
Case 1. z1 = [ai, bi] and z2 = [aj , bj ] for some i < j , i, j = 1, . . . ,m.
Integrating (2.4) on (z1, z2) and using the fact that u and v are constant in each Ω0,k for
k = i + 1, . . . , j − 1 we have
p(z2)ux(z2)v(z2)− p(z1)ux(z1)v(z1)
=
z2∫
z1
(g1 − g2)uvχΩ1(x) dx +
z2∫
z1
j−1∑
k=i+1
(dk − ck)uvχΩ0,k (x) dx.
Using the hypotheses on g1, g2, ck and dk it follows that the right-hand side is positive,
which is a contradiction.
Case 2. z1 = [ai, bi] for some i = 1, . . . ,m and z2 = [aj , bj ] for any j = 1, . . . ,m. This
case can be treated in the same way as Case 1. 
The proof of the following lemma is very simple.
Lemma 2.3. Let p1,p2, g1, g2 be real functions with g1 and g2 continuous and p1 and p2
positive in (0,1). If u and v are solutions of (2.2) and (2.3), respectively, then for those
x ∈ (0,1) where v(x) = 0 we have
d
dx
(
u
v
(p1uxv − p2uvx)
)
χΩ1(x)
+
m∑
i=1
[
(ci − di)u2 + 1
bi − ai
[[
p1(bi)ux
(
b+i
)− p1(ai)ux(a−i )]u
− [p2(bi)vx(b+i )− p2(ai)vx(a−i )]u2v
]]
χΩ0,i (x)
=
[
(g1 − g2)u2 + (p1 − p2)u2x + p2
(
ux − uvx
)2 ]
χΩ1(x). (2.5)v
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Lemma 2.4. Let p1,p2, g1, g2 be real valued functions with g1 and g2 continuous,
p1 and p2 positive and satisfying in (0,1), p1(x) p2(x) > 0, g1(x) g2(x). Let di  ci ,
i = 1, . . . ,m, be constants. Suppose
(i) α21 + β21 = 0 and α22 + β22 = 0;
(ii) if α1 = 0 and α2 = 0 then p1(0)β1α1 
p2(0)β2
α2
;
(iii) the identity g1 ≡ g2 ≡ 0 does not hold in any subinterval of (0,1).
Let u and v be solutions of (2.2) and (2.3), respectively. If u has n zeros in the interval
0 < x  1 then v(x) has at lest n zeros in the same interval and the ith zero of v(x) is
smaller then the ith zero of u(x).
Proof. Let z1, z2, . . . , zn be the zeros of u(x) in (0,1] and suppose that 0 < z1 < z2 <
· · · < zn  1. By Lemma 2.2, it is sufficient to prove there exists a zero of v between 0
and z1. If u(0) = 0 then, by Lemma 2.2, v has a zero in (0, z1), and the result is proved.
Suppose that u(0) = 0. If z1 is not an interval the proof is the usual one.
If z1 = [ai, bi] for some i = 1, . . . ,m, integrating (2.5) and using the fact that u and v
are constant in each Ω0,i , i = 1, . . . ,m, we have
−α21
[
p1(0)
β1
α1
− p2(0)β2
α2
]
=
m∑
i=1
ai∫
0
(di − ci)u2χΩ0,i (x) dx
+
ai∫
0
[
(g1 − g2)u2 + (p1 − p2)u2x + p2
(
ux − uvx
v
)2 ]
χΩ1(x) dx.
But this contradicts (ii) since the left-hand side is  0. 
Lemma 2.5. Let p1,p2, g1, g2 and (i)–(iii) as in the Lemma 2.4, u and v solutions of (2.2)
and (2.3), respectively. Let d be a point of (0,1], d /∈ Ω0 such that u(d) = 0 and v(d) = 0.
If u(x) and v(x) have the same number of zeros in the interval (0, d) then
p1(d)
ux(d)
u(d)
> p2(d)
vx(d)
v(d)
.
Proof. Let l be the number of zeros of u(x) and v(x) in (0, d). Suppose that l > 1. If zl
is the largest zero of u(x) which is less then d then v has exactly l zeros in the interval
(0, zl) and no zeros in (zl, d). Since d ∈ Ω1 then d ∈ (bj , aj+1) for some j = 0, . . . ,m.
We consider the following possibilities: (i) zl ∈ (bj , d); (ii) zl ∈ (bi, ai+1) ⊂ Ω1 for some
i = 0,1, . . . , j − 1 and (iii) zl = [ai, bi] for some i < j . In all cases we integrate (2.5)
obtained in Lemma 2.3, and use in (ii) and (iii) that the solutions u and v are constant in
each Ω0,k, k = i + 1, . . . , j . 
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increases we need a minimum principle for equations of the type (P0) and for this we need
the following lemmas.
Lemma 2.6. Let E be a region of [0,1] × (0,+∞). Suppose that u is constant in each
interval (ai, bi), i = 1, . . . ,m, and Su 0, where S is given by
Su(x, t) = [p(x)uxx + r(x)ux + q(x, t)u]χΩ1(x)
+
m∑
i=1
[
1
bi − ai
[
p(bi)ux
(
b+i , t
)− p(ai)ux(a−i , t)]+ hi(t)u
]
χΩ0,i (x)
− ut (x, t)
for (x, t) in E, q(x, t) < 0 and hi(t) < 0 for i = 1, . . . ,m. Let K be a disk such that it
and its boundary ∂K are contained in E. Suppose that the minimum of u in E is M  0,
u > M in the interior of K , and u = M at some point P on the boundary of K . Then the
tangent to K at P is parallel to the x-axis.
Proof. Let K = KR(x¯, t¯ ), where (x¯, t¯ ) denotes the center and R the radius of K . Suppose
that the tangent to K at P is not parallel to the x-axis. We assume that P is the only
boundary point where u = M . Otherwise, we may replace K by K ′, with K ′ ⊂ K and
∂K ∩ ∂K ′ = {P }. Let P = (x∗, t∗). We have two cases to consider: x∗ ∈ Ω1 or x∗ ∈ Ω0.
Case 1. x∗ ∈ Ω1. We take K such that if (x, t) ∈ ∂K then x and x∗ are in the same
interval of the Ω1. Construct a disk K1 with center in P and radius R1 sufficiently small,
such that R1 < |x∗ − x¯|. Decrease R1 sufficiently, such that if (x, t) ∈ ∂K1 then x is in the
same interval of Ω1 that contains x∗.
The boundary of K1 consists of the two arcs, C′ = ∂K1 ∩ (K ∪∂K) and C′′ = ∂K1 \C′.
There exists a positive constant η such that u M + η on C′ and u M on C′′. In
(0,1)× (0,∞) consider the function
v(x, t) = e−α[(x−x¯)2+(t−t¯ )2] − e−αR2,
where α > 0 is sufficiently large such that
Sv(x, t) = [4α2p(x)(x − x¯)2 − 2αp(x)− 2αr(x)(x − x¯)
+ q(x, t)[1 − e−α(R2−(x−x¯)2−(t−t¯ )2)]+ 2α(t − t¯ )]e−α[(x−x¯)2+(t−t¯ )2]
> 0
for (x, t) ∈ K1 ∪ ∂K1. This is possible since |x − x¯| |x∗ − x¯| −R1 > 0.
Consider w = u − εv, where ε is a positive constant. Then Sw(x, t) = Su(x, t) −
εSv(x, t) < 0 for (x, t) in K1 ∪ ∂K1. Choose ε sufficiently small such that w = u − εv 
M + η − εv > M on C′ and w = u − εv  M − εv > M on C′′. Then w > M on
∂K1 = C′ ∪ C′′.
Since w(x∗, t∗) = u(x∗, t∗) = M , the minimum of w in K1 occurs in a interior point
of K1. Let (x ′, t ′) be this point; then wx(x ′, t ′) = wt(x ′, t ′) = 0 and Sw(x ′, t ′) 0, which
is a contradiction.
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If the tangent to K at P is not parallel to the x-axis since u is constant in (aj , bj ), we
have u(x ′, t∗) = M , where (x ′, t∗) is a point in interior of K .
Note that if x∗ = aj or x∗ = bj , for some j = 1, . . . ,m then, as before, we can replace K
by K˜ such that ∂K˜ ⊂ (aj , bj ) with ∂K ∩ ∂K˜ = {P } and we can proceed accordingly. 
The proof of the following lemma can be found in [6].
Lemma 2.7. Let E, S, u and M be as in Lemma 2.6. Suppose that u >M in some interior
point (x0, t0) of E. If l is any horizontal segment in the interior of E which contains (x0, t0)
then u >M in l.
Lemma 2.8. Consider E and S as in Lemma 2.6. Let u be constant in each interval (ai, bi),
i = 1, . . . ,m, and Su  0. Suppose that u > M in the horizontal strip in E, {(x, t) ∈ E:
t0 < t < t1} with t0 and t1 fixed. Then u >M on all line segment {(x, t) ∈ E: t = t1}.
Proof. Suppose P = (x1, t1) is on the line t = t1 where u = M . Construct a disk K with
center at P and radius sufficiently small such that the lower half of K is entirely in the part
of E where t > t0. We have two cases to consider: x1 ∈ Ω1 or x1 ∈ Ω0.
Case 1. x1 ∈ Ω1. Take K such that, if (x, t) ∈ ∂K then x is in same interval of Ω1 that
contains x1. In (0,1)× (0,∞), define the function v(x, t) = e−[(x−x1)2+α(t−t1)] − 1, where
α is a positive constant chosen sufficiently large so that
Sv(x, t) = [4p(x)(x − x1)2 − 2p(x)− 2r(x)(x − x1)
+ q(x, t)[1 − e(x−x1)2+α(t−t1)]+ α]e−[(x−x1)2+α(t−t1)] > 0
when (x, t) ∈ K and t  t1.
The parabola
(x − x1)2 + α(t − t1) = 0 (2.6)
is tangent to the line t = t1 at P = (x1, t1). Denote by C′ the arc in ∂K , including the
endpoints, which is below the parabola (2.6) and by C′′ the arc of the parabola inside the
disk K . Let D be the region enclosed by C′ and C′′. There exists a positive constant η > 0
such that uM + η on C′. Notice that v = 0 on C′′.
Consider now the function w = u− εv, where ε is a positive constant sufficiently small,
such that w has the following properties: (i) Sw = Su − εSv < 0 in D; (ii) w = u − εv 
M + η − εv >M on C′; and (iii) wM in D¯. Remark that w = uM on C′′.
Condition (i) shows that w cannot attain its minimum on D. From conditions (ii) and
(iii) it follows that (x1, t1) is a minimum point of w in D¯. Therefore wt(x1, t1)  0. As
vt (x1, t1) = −α < 0, we obtain ut (x1, t1) = wt(x1, t1)− αε < 0.
Since x = x1 is a minimizing point of u(·, t1) we have ux(x1, t1) = 0 and uxx(x1, t1)
 0. Then Su(x1, t1) > 0, which contradicts the hypothesis Su 0.
Case 2. x1 ∈ Ω0, that is, x1 ∈ (aj , bj ) for some j = 1, . . . ,m.
Take K so that if (x, t) ∈ ∂K then x ∈ (aj , bj ) and let t0 < t2 < t1 such that C′ =
{(x, t) ∈ ∂K: t  t2} is in the boundary of K , C′′ = {(x, t) ∈ K ∪ ∂K: t = t1} ∪ {(x, t) ∈
∂K: t2 < t < t1} and D is the region between C′ and C′′.
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the function v(x, t) = e−α(t−t1) − 1, where the positive constant α is taken sufficiently
large, so that
Sv(x, t) = (hj (t)(1 − eα(t−t1))+ α)e−α(t−t1) > 0
for (x, t) in K ∪ ∂K and t  t1.
Consider w = u− εv, where we choose ε > 0 sufficiently small to have (i) Sw = Su−
εSv < 0 in K ∪ ∂K and (ii) w = u− εv M + η − εv >M in C′.
Let (x ′, t ′) be the minimum point of w in D ∪ C′ ∪ C′′; then (x ′, t ′) is in I = {(x, t) ∈
K ∪ ∂K: t = t1} or in I ′ = {(x, t) ∈ K ∪ ∂K: t2 < t < t1}.
Since w is constant in (aj , bj ) we have wx(a−j , t ′) 0, wx(b
+
j , t
′) 0, wt(x ′, t ′) 0
and w(x ′, t ′)M  0. Then Sw(x ′, t ′) 0, contradicting (i).
If x1 = aj or x1 = bj , for some j = 1, . . . ,m we have u(x, t1) = M for all x ∈ [aj , bj ].
In this case we consider x˜ ∈ (aj , bj ) and repeat the argument above for P = (x˜, t1). 
Theorem 2.9. Consider the region E and the operator S as in Lemma 2.6. If the minimum
M of u is attained in an interior point (x∗, t∗) of E and M  0 then u ≡ M on each line
segment {(x, t) ∈ E: t = t¯ } for every t¯ < t∗.
Proof. Suppose there exist t¯ < t∗ and x¯ ∈ (0,1) such that u(x¯, t¯ ) > M . Then by
Lemma 2.7, u(x∗, t¯ ) >M . Let τ = sup{t < t∗: u(x∗, t) >M}. By continuity u(x∗, τ ) = M .
Let τ1 such that u(x∗, t) >M for some interval τ1 < t < τ .
As u(x∗, t) > M for τ1 < t < τ , using Lemma 2.7 we get u(x, t) > M for τ1 < t < τ .
From Lemma 2.8, we have u(x, τ ) > M in E and in particular we obtain the contradiction
u(x∗, τ ) >M . 
Our next theorem shows that the number of zeros of the solutions of the linearizations
of Eq. (P0) decreases with time.
Theorem 2.10. Let r,p : (0,1)→ R be continuous in Ω1; p > 0 and differentiable in Ω1;
hi : [t0, t1] → R, i = 1, . . . ,m; q,w : [0,1] × [t0, t1] → R, bounded, w continuous, w ≡ 0,
wx continuous in [0,1]×(t0, t1], wt ,wxx continuous in (0,1)×(t0, t1] and w(·, t) constant
in each Ω0,i , i = 1, . . . ,m, and satisfying
wt =
[
p(x)wxx + r(x)wx + q(x, t)w
]
χΩ1
+
m∑
i=1
[
1
bi − ai
[
p(bi)wx
(
b+i , t
)− p(ai)wx(a−i , t)]+ hi(t)w
]
χΩ0,i (2.7)
in (0,1)× (t0, t1]. Suppose also that β0(t) and β1(t) are continuous in [t0, t1] and
w(0, t)
(
p(0)wx(0, t)+ β0(t)w(0, t)
)
 0,
w(1, t)
(
p(1)wx(1, t)+ β1(t)w(1, t)
)
 0. (2.8)
Then the number of components of the set {x,0 < x < 1: w(x, t) = 0} decreases in t0 
t  t1.
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1, . . . ,m, β0(t) = −1 and β1(t) = 1. If not we can consider w˜(x, t) = w(x, t)eϕ(x,t)−λt ,
where λ > 0 is a constant to be chosen, ϕ(x, t) is a smooth function satisfying ϕx(0, t)
1
p(0) [β0(t) + 1] and ϕx(1, t) 1p(1) [β1(t) − 1]. Then w˜ satisfy
w˜t =
[
p(x)w˜xx + r˜(x)w˜x + q˜(x, t)w˜
]
χΩ1
+
m∑
i=1
[
1
bi − ai
[
p(bi)w˜x
(
b+i , t
)− p(ai)w˜x(a−i , t)]+ h˜i (t)w˜
]
χΩ0,i
and
w˜(0, t)
(
p(0)w˜x(0, t)− w˜(0, t)
)
 0,
w˜(1, t)
(
p(1)w˜x(1, t)+ w˜(1, t)
)
 0,
where r˜(x) = r(x)− 2p(x)ϕx , q˜(x, t) = q(x, t)− p(x)ϕxx + p(x)ϕ2x − r(x)ϕx + ϕt − λ
and h˜i (t) = hi(t)− 1bi−ai [p(bi)ϕx(bi, t) − p(ai)ϕx(ai, t)] + ϕt − λ, i = 1, . . . ,m. Take λ
sufficiently large such that q˜(x, t) < 0 and h˜i(t) < 0, i = 1, . . . ,m.
Let Q(t) = {x ∈ (0,1): w(x, t) = 0} for t0  t  t1. We will show that Q(t0) has at
least as many components as Q(t1).
Let σ be a component of Q(t1) in (0,1) and Sσ the component of(
(0,1)× [t0, t1]
)∩ {(x, t): w(x, t) = 0}
containing σ . We will prove that (i) Sσ ∩ {(x, t0): 0 < x < 1} = ∅ and (ii) if σ and σ1 are
disjoint components of Q(t1) then Sσ ∩ Sσ1 = ∅.
(i) Suppose that Sσ ∩ {(x, t0): 0 < x < 1} = ∅. We may assume w(x, t) > 0 on Sσ , so
M = max{w(x, t): (x, t) ∈ S¯σ }> 0.
Suppose the maximum occurs at (x ′, t ′) ∈ S¯σ . Let
Nε(x
′, t ′) = Dε(x ′, t ′)∩
(
(0,1)× [t0, t1]
)
,
where Dε(x ′, t ′) is a disk with center in (x ′, t ′) and radius ε. Then Nε is convex, Nε ∩ Sσ
= ∅ and if ε is small w > 0 in Nε . Thus Nε ⊂ Sσ for ε sufficiently small.
Since Sσ ∩ {(x, t0): 0 < x < 1} = ∅ we have t ′ > t0. If t0 < t ′  t1 and 0 < x ′ < 1 then
wx(x
′, t ′) = 0, wxx(x ′, t ′) 0, wt(x ′, t ′) 0 and w(x ′, t ′) = M > 0.
It follows from (2.7) that
(i) If x ′ ∈ Ω1 then wt(x ′, t ′) = p(x ′)wxx(x ′, t ′) + q(x ′, t ′)M which is a contradiction,
since the first member is greater then zero and the second member is strictly negative.
(ii) If x ′ ∈ Ω0 then x ′ ∈ Ω0,j for some j = 1, . . . ,m and
wt(x
′, t ′) = 1
bj − aj
[
p(bj )wx
(
b+j , t
′)−p(aj )wx(a−j , t ′)]+ hj (t ′)M
since (x ′, t ′) is the maximum point. Then wx(a−j , t ′) 0 and wx(bj , t ′) 0 and as in
(i) we get a contradiction.
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(2.8) we get wx(0, t ′) Mp(0) > 0 and M is not the maximum. Similarly, if x ′ = 1 we have
(x, t ′) ∈ Sσ for small 1 − x > 0 and w(1, t ′) = M > 0 and again from (2.8) we obtain
wx(1, t ′) −Mp(1) < 0 and M is not the maximum. Therefore Sσ ∩ {(x, t = t0): 0 < x < 1}
= ∅.
To prove (ii) let σ and σ1 be disjoint components of Q(t1). We shall prove that Sσ ∩
Sσ1 = ∅. Suppose Sσ ∩ Sσ1 = ∅. Then Sσ = Sσ1 and we assume, as before, w > 0 in Sσ .
The set
Sσ ∩
{
(x, t): 0 < x < 1, t0 < t < t1
}
is open and connected, hence path connected. There is a simple path γ in Sσ ∩{(x, t): 0 <
x < 1, t0 < t < t1} with one initial point in σ ∩ {t = t1} and end point in σ1 ∩ {t = t1}.
Adding a line segment in {(x, t = t1): 0 < x < 1} joining these points, we obtain simple
closed curve bounding a region E.
Note that in any interval in {(x, t1): 0 < x < 1} that intersects σ and σ1 we must have
w(x, t1) = 0 at some point x ∈ (0,1). On ∂E ∩ {(x, t): 0 < x < 1, t < t1} and at the end
points of the ∂E ∩ {(x, t1: 0 < x < 1)} we have w > 0.
It follows from Theorem 2.9 that w > 0 in E¯. In particular w(x, t1) > 0 in any interval
joining σ and σ1, and this is a contradiction. 
3. Asymptotic behavior of solutions
Let p(x), q(x, t), hi(t), i = 1, . . . ,m, γ0(t) and γ1(t) be real valued functions. Suppose
p(x) > 0 and differentiable in Ω1; hi(t), i = 1, . . . ,m, q(x, t), γ0(t) and γ1(t) and their
first t-derivatives are bounded and continuous on −∞ < t < ∞, 0 x  1 and γ˙0(t) and
γ˙1(t) are locally Hölder continuous. Let
D(L(t))= {u ∈ H1Ω0(0,1): (p(x)ux)x ∈ L2Ω0(0,1), p(0)ux(0) = γ0(t)u(0),
p(1)ux(1) = γ1(t)u(1)
}
,
and define L(t) :D(L(t)) → L2Ω0(0,1) by(
L(t)v
)
(x)= [(p(x)vx(x))x + q(x, t)v(x)]χΩ1(x)
+
m∑
i=1
[
1
bi − ai
[
p(bi)vx
(
b+i
)−p(ai)vx(a−i )]+ hi(t)v(x)
]
χΩ0,i (x).
(3.1)
Let
D(L±) =
{
u ∈ H1Ω0(0,1):
(
p(x)ux
)
x
∈ L2Ω0(0,1), p(0)ux(0) = γ±0 u(0),
p(1)ux(1)= γ±1 u(1)
}
,
and define L± :D(L±) → L2Ω0(0,1) by
(L±v)(x) =
[(
p(x)vx(x)
) + q±(x)v(x)]χΩ1(x)x
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m∑
i=1
[
1
bi − ai
[
p(bi)vx
(
b+i
)− p(ai)vx(a−i )]+ hi±v(x)
]
χΩ0,i (x),
(3.2)
where q±(x) = limt→±∞ q(x, t), hi± = limt→±∞ hi(t), γ±0 = limt→±∞ γ0(t) and γ±1 =
limt→±∞ γ1(t).
The operators −L(t), for each fixed t , and −L± are sectorial operators. Let λj (t) be the
j th eigenvalue of L(t), with λj (t) > λj+1(t) and λ±j be the j th eigenvalue of L±. Notice
that λj (t) → λ±j as t → ±∞. Let ψ±j be the j th eigenfunction of L±.
Theorem 3.1. Suppose the hypotheses above about p(x), q(x, t), hi(t), i = 1, . . . ,m, γ0(t)
and γ1(t) are all satisfied. Suppose also that
∞∫
−∞
[[
sup
0x1
(∣∣qt (x, t)∣∣)]2 + m∑
i=1
∣∣h˙i (t)∣∣2 + sup
tst+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣)
]
dt < ∞
and
∞∑
n=0
sup
nsn+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣)< ∞.
Then there are classical solutions v±j (x, t) of the problem

vt = (p(x)vx)x + q(x, t)v, x ∈ Ω1, t ∈ (−∞,∞),
v˙Ω0,i (t) = 1bi−ai [p(bi)vx(b+i , t)− p(ai)vx(a−i , t)] + hi(t)vΩ0,i (t),
i = 1, . . . ,m,
p(0)vx(0, t) = γ0(t)v(0, t),
p(1)vx(1, t) = γ1(t)v(1, t),
(3.3)
with v−j defined on −∞ < t < ∞ and v+j defined for t < tj , for some tj such that
v+j (x, t) = exp
( t∫
0
λj (s) ds
)[
ψ+j (x)+ o(1)
]
as t → +∞ (3.4)
and
v−j (x, t) = exp
(
−
0∫
t
λj (s) ds
)[
ψ−j (x)+ o(1)
]
as t → −∞ (3.5)
with convergence in C1(Ω1).
Proof. We consider the case t → +∞; the case t → −∞ can be treated in a similar way.
We change variables to have the boundary conditions independent of t . Consider φ(·, t) ∈
H1Ω0(0,1),
φ(x, t) = φ1(x)
(
γ1(t)− γ+1
)+ φ0(x)(γ0(t) − γ+0 ),
where φ1, φ0 ∈ H1 (0,1) are such that φ′ (0) = 0, φ′ (1) = 1, φ′ (0) = 1 and φ′ (1) = 0.Ω0 1 1 0 0
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wt = e−φ(·,t )
(
L(t)(eφ(·,t )w)
)− φtw,
with boundary conditions p(0)wx(0) = γ+0 w(0) and p(1)wx(1) = γ+1 (1). Defining
Λ(t)w = e−φ(·,t )(L(t)(eφ(·,t )w)) we get
wt =
(
Λ(t) − φt
)
w, (3.6)
and Λ(t) has the same spectrum as L(t). Note that φ(x, t) → 0 and Λ(t)u → L+u as
t → +∞ for each u ∈ H1Ω0(0,1).
Let {T (t, s), t  s} be the evolution operators for equation (3.6), in the sense of Theo-
rem 7.1.3 in Henry [4], so that w(t, ·) = T (t, s)w(s, ·) when w solves the equation in the
interval [s, t].
Consider −L+ as the principal operator and define u ∈ D(L+) → Pu ∈ H2(Ω1) by
Pu = u|Ω1 . Then D(L+) ↪→ H2(Ω1), L2Ω0(Ω) ↪→ L2(Ω1) and by interpolation Xα =
D((L+)α) ↪→ H2α(Ω1) for 0  α < 1, where ‖ψ‖α = ‖(−L+)αψ‖L2Ω0 . So convergence
in ‖ · ‖α implies convergence in C1(Ω1) for α > 3/4.
Furthermore, ‖ · ‖1/2 is equivalent to the H1Ω0(0,1) norm. Indeed,
‖ψ‖21/2 =
∥∥(−L+)1/2ψ∥∥2L2Ω0 =
〈
(−L+)ψ,ψ
〉
L2Ω0
=
∫
Ω1
p(x)ψ2x dx +
1∫
0
[
−q+(x)χΩ1(x)−
m∑
i=1
hi+χΩ0,i (x)
]
ψ2(x) dx
+ γ0ψ2(0)− γ1ψ2(1).
Since H1(0,1) ↪→ C0([0,1]), it follows that ‖ ·‖1/2 is equivalent to the H1Ω0(0,1) norm.
Using Theorem 7.1.3(c) in Henry [4] and from the equivalence of the norms ‖ · ‖1/2 and
‖ ·‖H1Ω0 there exists c¯, depending on −L+ and (sup0x1 |q(x, t)|)
2 +∑mi=1 |hi(t)|2, such
that ∥∥T (t, s)ψ∥∥L2Ω0  c¯‖ψ‖L2Ω0 , (3.7)∥∥T (t, s)ψ∥∥H1Ω0  c¯(t − s)−1/2‖ψ‖L2Ω0 (3.8)
for 0 < t − s  1.
Fix τ and consider t so that 0 < t − τ  1. Write (3.6) as
w˙ = [Λ(τ)+ (Λ(t) −Λ(τ)− φt)]w.
From the variation of constants formula we get
T (t, τ )ψ = eΛ(τ)(t−τ )ψ +
t∫
eΛ(τ)(t−s)
( s∫
Λ˙(r) dr − φt(s, ·)
)
T (s, τ )ψ ds,τ τ
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Λ˙(r)u = [q˜r (x, r)u(x)+ ηr(x, r)ux(x)]χΩ1(x)+
m∑
i=1
˙˜
hi(r)u(x)χΩ0,i (x)
with
q˜(x, t) = q(x, t)+ (p(x)φx(x, t))x + p(x)φ2x(x, t),
η(x, t) = 2p(x)φx(x, t),
h˜i (t) = hi(t) + 1
bi − ai
[
p(bi)φx
(
b+i , t
)− p(ai)φx(a−i , t)].
If 0 α < 1,∥∥T (t, τ )ψ − eΛ(τ)(t−τ )ψ∥∥
α

t∫
τ
∥∥(c −L+)αeΛ(τ)(t−s)∥∥L(L2Ω0 )
s∫
τ
∥∥Λ˙(r) dr∥∥L(H1Ω0 ,L2Ω0 )
∥∥T (s, τ )ψ∥∥H1Ω0 ds
+
t∫
τ
∥∥(c −L+)eΛ(τ)(t−s)∥∥L(L2Ω0 )
∥∥φt(s, ·)T (s, τ )ψ∥∥L2Ω0 ds.
Also,
∥∥Λ˙(r)u∥∥2L2Ω0  (2m)2
[
sup
0x1
∣∣q˜r (x, r)∣∣+ sup
0x1
∣∣ηr(x, r)∣∣+ m∑
i=1
∣∣ ˙˜hi(r)∣∣
]2
‖u‖2H1Ω0
K21ε1(r)2‖u‖2H1Ω0 ,
where
K1 = 2mmax
{
1, sup
0x1
∣∣(p(x)φ′1(x))′∣∣+ sup
0x1
∣∣(p(x)φ′0(x))′∣∣
+ 2
(
sup
0x1
∣∣p(x)φ′1(x)∣∣+ sup
0x1
∣∣p(x)φ′0(x)∣∣)[( sup
0x1
∣∣φ′0(x)∣∣
+ sup
0x1
∣∣φ′1(x)∣∣)( sup
τrτ+1
∣∣γ1(r)− γ+1 ∣∣+ sup
τrτ+1
∣∣γ0(r)− γ+0 ∣∣)+ 1]
+
m∑
i=1
1
bi − ai
∣∣p(bi)φ′1(b+i )− p(ai)φ′1(ai)∣∣
+
m∑
i=1
1
bi − ai
∣∣p(bi)φ′0(b+i )− p(ai)φ′0(ai)∣∣
}
and
ε1(r) = sup
0x1
∣∣qr(x, r)∣∣+ m∑∣∣h˙i(r)∣∣+ sup
rsr+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣).
i=1
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s∫
τ
Λ˙(r) dr
∥∥∥∥∥L(H1Ω0 ,L2Ω0 )

t∫
τ
∥∥Λ˙(r)∥∥L(H1Ω0 ,L2Ω0 ) K1
t∫
τ
ε1(r) dr.
From the above estimate, together with (3.7) and (3.8), it follows that∥∥T (t, τ )ψ − eΛ(τ)(t−τ )ψ∥∥
α
 c¯cαK1
t∫
τ
ε1(r) dr
t∫
τ
(t − s)−α(s − τ )−1/2 ds ‖ψ‖L2Ω0
+ c¯cα
t∫
τ
(t − s)−α sup
x∈[0,1]
∣∣φt(x, s)∣∣ds ‖ψ‖L2Ω0
 c¯cαK1B(1/2,1 − α)
t∫
τ
ε1(r) dr (t − τ )1/2−α‖ψ‖L2Ω0
+ c¯cαK2 11 − α supτsτ+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣)(t − τ )1/2−α‖ψ‖L2Ω0 ,
where B(·, ·) is the beta function and K2 = sup0x1 |φ1(x)| + sup0x1 |φ0(x)|. If
c′α = c¯cα max
{
K1B(1/2,1 − α),K2 11 − α
}
,
then ∥∥T (t, τ )ψ − eΛ(τ)(t−s)ψ∥∥
α
 c′α
[ t∫
τ
ε1(r) dr + sup
τsτ+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣)
]
(t − τ )1/2−α‖ψ‖L2Ω0 . (3.9)
Consider the continuous linear operators An = eΛ(n) and Bn = T (n + 1, n) − An for
n ∈ Z+. Inequality (3.9) implies
∞∑
n=0
‖Bn‖ c′α
∞∫
0
ε1(r) dr +
∞∑
n=0
sup
nsn+1
(∣∣γ˙1(s)∣∣+ ∣∣γ˙0(s)∣∣)< ∞.
Also,
∞∑
n=0
‖An+1 −An‖L(L2Ω0 ) =
∞∑
n=0
∥∥∥∥∥
1∫
0
e(1−s)Λ(n)
( n+1∫
n
Λ˙(r) dr
)
esΛ(n+1) ds
∥∥∥∥∥
 c′
∞∑
n=0
n+1∫
ε1(r) dr  c′
∞∫
ε1(r) dr < ∞.n 0
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{wn: n  n0} be the sequence provided by Theorem 1, with wn‖wn‖ → ψ+j as n → +∞
and wn+1 = (An +Bn)wn = T (n+ 1, n)wn for n n0.
Define, w(t) = T (t, n0)wn0 . For n n0, we have w(n) = wn. If 0 s  1 and t  n0,
using (3.9) with α = 0, we obtain∥∥w(t + s) − esΛ(t)w(t)∥∥L2Ω0
 c′0
[ t+s∫
t
ε1(r) dr + sup
trt+1
(∣∣γ˙1(r)∣∣+ ∣∣γ˙0(r)∣∣)
]∥∥w(t)∥∥L2Ω0 .
Thus ‖w(t + s) − esΛ(t)w(t)‖L2Ω0 = o(‖w(t)‖L2Ω0 ) as t → +∞ uniformly for 0  s  1
and t  n0. By Corollary 1 in [5] for any constant c = 0, we have
w(t) = c exp
( t∫
0
λj (s) ds
)[
ψ+j + o(1)
]
as t → +∞,
where the convergence is in L2Ω0(0,1).
We now show the convergence is in fact in the ‖ · ‖α norm for any α < 1, and that
ensures the C1(Ω1)-convergence. To show this let
z(t) = 1
c
exp
(
−
t∫
0
λj (s) ds
)
w(t),
so z(t) → ψ+j in L2Ω0(0,1) as t → +∞.
There is an eigenfunction ψj(t) of Λ(t) such that ψj (t) → ψ+j as t → +∞ in
H1Ω0(0,1). Since, w(t + 1)= T (t + 1, n0)wn0 = T (t + 1, t)T (t, n0)wn0 = T (t + 1, t)w(t)
it follows that∥∥∥∥∥ exp
( t+1∫
t
λj (s) ds
)
z(t + 1)− eΛ(t)z(t)
∥∥∥∥∥
α
= ∥∥T (t + 1, t)z(t)− eΛ(t)z(t)∥∥
α
 c′α
[ t+1∫
t
ε1(r) dr + sup
trt+1
(∣∣γ˙1(r)∣∣+ ∣∣γ˙0(r)∣∣)
]∥∥z(t)∥∥L2Ω0 → 0
as t → +∞. From λj (t) → λ+j as t → +∞, we get
∫ t+1
t λj (s) ds → λ+j as t → +∞, and
hence,
exp
( t+1∫
t
λj (s) ds
)∥∥z(t + 1)−ψj (t)∥∥α

∥∥∥∥∥ exp
( t+1∫
λj (s) ds
)
z(t + 1)− eΛ(t)z(t)
∥∥∥∥∥ +
∥∥eΛ(t)z(t) − eΛ(t)ψj (t)∥∥αt α
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∥∥∥∥∥eΛ(t)ψj (t) − exp
( t+1∫
t
λj (s) ds
)
ψj(t)
∥∥∥∥∥
α
= o(1)+ ∥∥eΛ(t)(z(t) −ψj(t))∥∥α.
Since ‖eΛ(t)(z(t) − ψj(t))‖α  dα‖ec−L++Λ(t)‖‖z(t) − ψj (t)‖L2Ω0 → 0 as t → +∞,
then ‖z(t + 1)−ψj (t)‖α → 0 as t → +∞ and thus ‖z(t)−ψ+j ‖α → 0, as t → +∞. 
Remark. Since L(t)ψ±j = λ±j ψ±j , Theorem 2.1 implies that ψ±j has only simple zeros
and vanishes exactly (j − 1) times in (0,1); due to the C1(Ω1)-convergence obtained in
Theorem 3.1 and since v±j are solutions of (3.3) it follows that v±j (t, ·) has exactly (j − 1)
simple zeros in (0,1) when ±t is sufficiently large.
Corollary 3.2. With the same assumptions and notations of Theorem 3.1 the adjoint equa-
tion
ηt +
[(
p(x)ηx
)
x
+ q(x, t)η]χΩ1
+
m∑
i=1
[
1
bi − ai
[
p(bi)ηx
(
b+i , t
)− p(ai)ηx(a−i , t)]+ hi(t)η
]
χΩ0,i = 0 (3.10)
with boundary conditions
p(0)ηx(0, t) = γ0(t)η(0, t),
p(1)ηx(1, t) = γ1(t)η(1, t),
has classical solutions η±j (x, t) (η−j defined for t < t∗j for some t∗j ) such that
η+j (x, t) = exp
(
−
t∫
0
λj (r) dr
)[
ψ+j (x)+ o(1)
]
as t → +∞,
η−j (x, t) = exp
( 0∫
t
λj (r)dr
)[
ψ−j (x)+ o(1)
]
as t → −∞
with convergence in C1(Ω1).
Proof. The result follows by applying Theorem 3.1 with S(t) = −L(t). 
Remark. The application t → ∫ 10 η(t, x)v(t, x) dx , where η(t, x) solves (3.10) and v(t, x)
solves (3.3), is constant for t0 < t < t1.
Theorem 3.3. With the same assumptions and notations of Theorem 3.1, let v(x, t) be any
solution, not identically zero, of (3.3) for t > t0. Then there exists an integer j  1 and a
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v(x, t) = exp
( t∫
0
λj (s) ds
)[
cψ+j (x)+ o(1)
]
as t → +∞
with convergence in the sense of C1(Ω1). In fact, given any constant κ , if we define
m by λ+m+1 < −κ  λ+m then there exist constants c1, c2, . . . , cm such that v(x, t) =∑m
i=1 civ
+
i (x, t)+ o(exp(−κt)) as t → +∞.
Proof. We know that ‖v(t, ·)‖ = O(eωt ) as t → +∞, for some constant ω. Thus
µ = lim sup
t→+∞
1
t
log
(∥∥v(t, ·)∥∥L2Ω0
)
 ω < +∞.
We prove that µ > −∞ as v = 0. Write (3.3) as
vt = B(t)v
with
D(B(t)) = {ϕ ∈ H1Ω0(0,1), (p(x)ϕx)x ∈ L2Ω0(0,1),
p(0)ux(0) = γ0(t)u(0), p(1)ux(1) = γ1(t)u(1)
}
,
where
B(t)v(x) = [(p(x)vx)x]χΩ1 +
m∑
i=1
1
bi − ai
[
p(bi)vx
(
b+i
)−p(ai)vx(a−i )]χΩ0,i
+ q(x, t)vχΩ1 +
m∑
i=1
hi(t)vχΩ0,i .
Then B(t) is symmetric and the hypotheses of Proposition 2.1 in Agmon [1] are veri-
fied. Hence there exists a constant σ > 0 (depending on v(t0)) such that ‖v(t)‖L2Ω0 
exp(−σ(t − t0))‖v(t0)‖L2Ω0 for t  t0 and
µ = lim sup
t→+∞
(
1
t
log
(∥∥v(t, ·)∥∥L2Ω0
))
−σ > −∞.
Set λ+0 = +∞ and choose j  1 such that λ+j  µ < λ+j−1. From (3.9) we have∥∥v(t + s)− eL+sv(t)∥∥L2Ω0

∥∥T (t + s, t)v(·, t) − eL(t)sv(·, t)∥∥L2Ω0 +
∥∥eL(t)s − eL+s∥∥∥∥v(·, t)∥∥L2Ω0
 c′0
[ t+s∫
t
ε1(r) dr + sup
trt+1
(∣∣γ˙1(r)∣∣+ ∣∣γ˙0(r)∣∣)+ ∥∥eL(t)s − eL+s∥∥
]∥∥v(·, t)∥∥L2Ω0 .
Since
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∫
Ω1
∣∣(q(x, t)− q+(x))v∣∣2 dx + m∑
i=1
∫
Ω0,i
∣∣(hi(t) − hi+)v∣∣2 dx

[(
sup
0x1
∣∣q(x, t)− q+(x)∣∣)2 + m∑
i=1
∣∣hi(t)− hi+ ∣∣2
] 1∫
0
|v|2 dx.
and ‖eL+s‖Neωs , we have ‖eL(t)s − eL+s‖Neω(eN‖L(t)−L+‖ − 1) → 0 as t → +∞,
uniformly in 0 s  1. Thus∥∥v(t + s)− eL+sv(t)∥∥L2Ω0 = o
(∥∥v(t)∥∥L2Ω0
)
as t → +∞.
Choose α and β such that λ+j+1 < α < β < λ
+
j  µ; then σ(eL+) ∩ {z ∈ C: eα  |z|
eβ} = ∅. We can then decompose L2Ω0(0,1) = X1 ⊕ X2 and the operator L+ = L1+ ⊕L2+,
where X1 = [ψ+1 , . . . ,ψ+j ], is the subspace generated by ψ+1 , . . . ,ψ+j and X2 = (X1)⊥.
The σ(eL1+t ) = {z ∈ σ(eL+t ): |z|> eβt } and σ(eL 2+ t ) = {z ∈ σ(eL+t ): |z|< eαt }.
Since α < µ and µ = lim supt→+∞ 1t log(‖v(t)‖L2Ω0 ) it follows that ‖v(t)‖L2Ω0 is not
o(eαt) as t → +∞. By Corollary 2 in [5] we have ‖v2(t)‖ > ‖v1(t)‖ for t sufficiently
large. But ‖v(t)‖ = max(‖v1(t)‖,‖v2(t)‖) and hence the component of the ‖v(t)‖L2Ω0 in
[ψ+k ,1 k  j ] is small compared to ‖v(t)‖L2Ω0 .
Now choose α and β such that λ+j  µ < α < β < λ
+
j−1 and σ(eL+) ∩ {z ∈ C: eα 
|z|  eβ} = ∅. Decompose L2Ω0(0,1) = X1 ⊕ X2 and L+ = L1+ ⊕ L2+, where X1 =
[ψ+1 , . . . ,ψ+j−1] and X2 = [ψ+j ψ+j+1, . . .]. Then σ(eL
1+t ) = {z ∈ σ(eL+t ): |z| > eβt} and
σ(eL
2+t ) = {z ∈ σ(eL+t ): |z|< eαt}.
Since µ = lim supt→+∞ 1t log(‖v(t, ·)‖L2Ω0 ) and µ < β it follows that ‖v(t)‖L2Ω0 =
o(eβt) as t → +∞. By Corollary 2 in [5] the component of ‖v(t)‖L2Ω0 which is inde-
pendent of [ψ+k : 1  k  j − 1] is small compared to ‖v(t)‖L2Ω0 . Then there exist real
functions σ(t) and αk(t) such that
‖v(t) − σ(t)ψ+j ‖L2Ω0
‖v(t)‖L2Ω0
→ 0 and |σ(t)|‖v(t)‖L2Ω0
→ 1 (3.11)
as t → +∞. Let z(t) = exp(− ∫ t0 λj (s) ds)v(t) and c(t) = exp(− ∫ t0 λj (s) ds)σ (t). Using
(3.11) we get
‖z(t) − c(t)ψ+j ‖L2Ω0
‖z(t)‖L2Ω0
→ 0 and |c(t)|‖z(t)‖L2Ω0
→ 1 (3.12)
as t → +∞. We now show that c(t) converges to a nonzero limit as t → +∞. We have∥∥∥∥∥z(t + s) exp
( t+s∫
λj (r) dr
)
− esL(t)z(t)
∥∥∥∥∥
L2
= ∥∥T (t + s, t)z(t) − esL(t)z(t)∥∥L2Ω0
t Ω0
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[ t+s∫
t
ε1(r) dr + sup
trt+1
(∣∣γ˙1(r)∣∣+ ∣∣γ˙0(r)∣∣)
]∥∥z(t)∥∥L2Ω0 (3.13)
for 0 s  1 and
∫ +∞
0 ε1(r) dr +
∑∞
n=0 supnrn+1(|γ˙1(r)| + |γ˙0(r)|) < ∞.
As in Henry [5], this implies that |c(n + 1) − c(n)|  βn|c(n)| for n = 1, . . . with∑+∞
n=1 βn < ∞. Thus
|c(n+ 1)|
|c(n)|  1 + βn.
Since
∑∞
n=1 βn < ∞ it follows that
∏
nn0(1 + βn) < ∞, and by comparison∏
nn0
c(n+1)
c(n)
converges, so c(n) → c∗ = 0 as n → +∞. The estimative above for z
shows that c(t) → c∗ as t → +∞ and therefore z(t) → c∗ψ+j , proving the first part of
the theorem.
Let vˆ = v − c∗v+j . This solution is such that ‖vˆ(·, t)‖L2Ω0 = o(exp(
∫ t
0 λj )) as t → +∞
so that ‖vˆ(·, t)‖L2Ω0 = o(exp(t (λ
+
j+1 + ε))) as t → +∞, for any ε > 0, and by iteration we
obtain the expansion v(·, t) =∑mj=1 cj v+j (·, t)+ o(e−kt ) for k ∈ (λ+m+1, λ+m].
Note that we proved only convergence in L2(0,1), but using the same procedure used
in the proof of Theorem 3.1, we can show that this implies convergence in ‖ · ‖α for any
α < 1 ensuring the convergence in C1(Ω1). 
4. Transversality of stable and unstable manifolds
Let ϕ± be hyperbolic equilibrium points of (P0) and u¯ = u¯(x, t) a solution of (P0), in
−∞ < t < +∞ such that
lim
t→±∞ u¯(x, t) = ϕ±(x).
If ϕ is an equilibrium of (P0) the stable and unstable manifolds of ϕ are defined by
Ws(ϕ) = {u0 ∈ H1Ω0(0,1): the solution u(t;u0) of (P0) exists for all t  0
and u(t;u0) → ϕ as t → +∞
}
and
Wu(ϕ) = {u0 ∈ H1Ω0(0,1): there exists a solution u(t, ·) of (P0) for t  0,
u(0, ·)= u0 and u(·,0) → ϕ as t → −∞
}
.
Let q(x, t) = f ′(u¯(x, t))+ c(x), hi(t) = f ′(u¯Ω0,i (t))+ cˆi for i = 1, . . . ,m, where cˆi =
1
bi−ai
∫ bi
ai
c(x) dx , γ0(t) = g′(u¯(0, t)) − b(0) and γ1(t) = g′(u¯(1, t)) − b(1), and consider
the linearized equation

vt = (p(x)vx)x + q(x, t)v, x ∈ Ω1, t ∈ (−∞,∞),
v˙Ω0,i (t) = 1bi−ai [p(bi)vx(b+i , t)− p(ai)vx(a−i , t)] + hi(t)vΩ0,i (t),
i = 1, . . . ,m,
p(0)vx(0, t) = γ0(t)v(0, t),
(4.1)p(1)vx(1, t) = γ1(t)v(1, t).
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and Wu(ϕ−) can then be described by
Tu¯(t0,·)W
s(ϕ+) =
{
v(t0, ·) ∈ H1Ω0(0,1): v(x, t) solves (4.1) in t0 < t < +∞
and
∥∥v(t, ·)∥∥L2Ω0 = O(e−εt ) as t → +∞ for some ε > 0
}
and
Tu¯(t0,·)Wu(ϕ−) =
{
v(t0, ·) ∈ H1Ω0(0,1): v(x, t) solves (4.1) in − ∞ < t < t0
and
∥∥v(t, ·)∥∥L2Ω0 = O(eεt) as t → −∞ for some ε > 0
}
.
Using the solutions {η+k (x, t), k  1} obtained in Corollary 3.2 and the solu-
tions {v−j (x, t), j  1} obtained in Theorem 3.1 we can write Tu¯(t0,·)Ws(ϕ+) and
Tu¯(t0,·)Ws(ϕ−).
Suppose that λ+m is the mth eigenvalue of the linearization of (P0) at ϕ+ with λ+m > 0 >
λ+m+1 and λ−n is the nth eigenvalue of the linearization of (P0) at ϕ− with λ−n > 0 > λ−n+1.
Then
Tu¯(t0,·)Ws(ϕ+) =
{
ψ ∈ H1Ω0(0,1):
1∫
0
ψη+k (t0, ·) = 0 for 1 k m
}
and
Tu¯(t0,·)W
u(ϕ−) = subspace generated by
{
v−j (t0, ·): 1 j  n
}
.
Theorem 4.1 (Transversality theorem). Suppose the linearization of (P0) at ϕ− has n−
positive eigenvalues and the linearization of (P0) at ϕ+ has m+ positives eigenvalues. If
n− m+  0 then
Wu(ϕ−) u¯(·,t0) Ws(ϕ+), (4.2)
that is, the sum of the subspaces Tu¯(·,t0)Wu(ϕ−) and Tu¯(·,t0)Ws(ϕ+) is the whole space
H1Ω0(0,1). Conversely, n− m+ is a necessary condition for transversality.
Proof. Suppose that (4.2) does not occur, that is, the sum of subspace generated by
{v−j (t0, ·): 1  j  n−} and {ψ ∈ H1Ω0(0,1):
∫ 1
0 η
+
k (t0, ·)ψ = 0, k = 1, . . . ,m+} is not
contained in H1Ω0(0,1). Then there are constants cj , j = 1, . . . ,m, not all zero, such that
η(x, t) =
m+∑
j=1
cjη
+
j (x, t) and
t∫
0
η(x, t0)v
−
i (x, t0) dx = 0 (4.3)
for 1 i  n−. Let 1 k m+, be such that cj = 0 for j > k and ck = 0. By Corollary 3.2
we have η(x, t) = exp(− ∫ t0 λk(r) dr)[ckψ+k (x)+ o(1)] as t → +∞.
Since this convergence is in C1(Ω1) the solution η(·, t) vanishes (k − 1) times in (0,1)
for large positive t . By Theorem 2.10, applied to the adjoint equation with the sign of t
reversed, η(·, t) vanishes no more than (k − 1) times in (0,1), for every t .
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η(x, t) = exp
( 0∫
t
λj
)[
cψ−j (x)+ o(1)
]
as t → −∞. Suppose j  n−. Then from (4.3), we have
0 = 〈η(x, t0), v−j (x, t0)〉L2Ω0 =
1∫
0
η(x, t)v−j (x, t) dx
=
1∫
0
[
cψ−j (x)ψ
−
j (x)+ o(1)
]= c + o(1) as t → −∞
which is false. Thus j > n− and η(·, t) vanishes (j −1) times in (0,1) for large negative t .
We must have j  k as noted before, so n− < j  k m+, contrary to our hypothesis. 
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