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A NOTE ON INJECTIVE ENVELOPES AND VON NEUMANN
ALGEBRAS
U. HAAG
Abstract. The article exhibits certain relations between the injective enve-
lope I(A) of a C∗-algebra A and the von Neumann algebra generated by a
representation λ of A provided it is injective. More specifically we show that
there exist positive retractions σ : λ(A)′′ ։ I(A) which are close to being
∗-homomorphisms in the sense that they are Jordan homomorphisms of the
underlying Jordan algebras, and the kernel of σ is given by a twosided ideal.
If A is a C∗-algebra its injective envelope is denoted I(A) .
Theorem. (i) Let λ : A → B(H) be a faithful ∗-representation of the unital
C∗-algebra A with strong closure A′′ acting on the separable Hilbert space H . If
A′′ is injective then there is a canonical ∗-ideal J ⊳ A′′ such that the kernel of
every completely positive projection Φ : A′′ → A′′ extending the identity map of
A and with range completely isometric to the injective envelope of A contains J .
The quotient A′′/J contains a canonical monotone complete subspace (complete
sublattice) completely isometric with I(A) which is a Jordan subalgebra of the
quotient algebra. If J(A) denotes the preimage of I(A) in A′′ modulo J then
J(A) is a Jordan subalgebra. The von Neumann algebra A′′ is an injective envelope
for A if and only if J is trivial. Given an arbitrary completely isometric inclusion
ι : I(A) →֒ A′′ extending the identity map of A there exists a (nonunique) positive
retraction σ : A′′ ։ I(A) for the inclusion ι which satisfies the Schwarz equality
σ(xx∗) = σ(x)σ(x)∗ for every normal element x ∈ A′′ , in particular σ is a Jordan
homomorphism, i.e. σ(xy + yx) = σ(x)σ(y) + σ(y)σ(x) , and maps projections
to projections and unitaries to unitaries. Moreover every selfadjoint element x ∈
I(A)sa is the monotone decreasing limit of a net (yµ) ց x such that each yµ ∈
I(A)sa is the monotone increasing limit (aµν) ր yµ of elements aµν ∈ Asa (Up-
Down-Theorem for I(A) ).
(ii) If X is an operator system contained in an abelian C∗-algebra then each selfad-
joint element x ∈ I(X)sa is the least upper bound of the subset {aλ ∈ Xsa | aλ ≤
x} , and the greatest lower bound of the subset {aµ ∈ Xsa |x ≤ aµ} . In particular
any monotone complete abelian C∗-algebra is injective.
Proof. We begin with the last statement for an operator subsystem of an abelian
C∗-algebra. The assumption implies that also I(X) is abelian. Let x ∈ I(X)sa
be given and {aλ | aλ ∈ X , aλ ≤ x} be the subset of elements in Xsa which are
smaller than x (or equal to if x ∈ X ). Let x be the least upper bound of this set in
I(X) which exists by monotone completeness of the injective envelope (Theorem
6.1.3 of [1]). Then x ≤ x . Consider the subspaces Ax = X + Cx ⊆ I(X) and
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Ax = X+ Cx ⊆ I(X) and define a map ν : Ax → Ax extending the identity map
of X in the obvious way by sending x to x . We claim that ν is positive (and
hence completely contractive since unital with I(X) abelian). To see this let a
positive element in Ax be given which can be written as
y = a + γ x ≥ 0
with γ ∈ R and a ∈ Xsa . Suppose that γ < 0 . Then since x ≤ x one has
ν(y) ≥ y ≥ 0 . We may therefore assume γ > 0 . Then ν(y) is equal to the least
upper bound of the set {γaλ + a | aλ ∈ X , aλ ≤ x} which equals the least upper
bound of the set {bλ ∈ X | bλ ≤ a + γx} , hence ν(y) ≥ 0 as desired. Extending
ν to a completely positive map of I(X) into I(X) and using rigidity gives that
x = x . The case of x being equal to the greatest lower bound of elements in Xsa
which are larger follows by symmetry. This proves the special Up/Down-property
of I(X) . If A is a monotone complete C∗-algebra then by the foregoing argument
each element x ∈ I(A)sa is the least upper bound of all elements {a ∈ A | a ≤ x} .
But this set also has a least upper bound x in A with x ≥ x whereas the set
{b ∈ Asa | b ≥ x} has a greatest lower bound x in A , so that x ≤ x ≤ x ≤ x
and equality follows in each instance, i.e. A = I(A) so A must be injective. This
proves (ii).
Let λ : A → B(H) be a representation of A as in part (i) of the theorem with
strong closure given by the injective von Neumann algebra A′′ . From injectivity
there exists a completely positive projection Φ : A′′ → A′′ with range completely
isometric to I(A) . The map Φ factors as the product of a completely positive
retraction ρ : A′′ ։ I(A) and a completely isometric inclusion ι : I(A) →֒ A′′ . To
prove the first statement choose a dense ∗-linear subspace Y of A′′ together with a
basis {cω}ω∈Ω consisting of selfadjoint elements (of norm one say) which is assumed
to be well ordered by a corresponding index set such that for each fixed ω ∈ Ω
the element cω is linear independent from the closure of the linear span of the set
{cκ |κ < ω} and of norm one in the corresponding quotient space. The existence
of such a dense subspace is guaranteed from Zorn’s Lemma. Let Jι(A) denote the
canonical subspace of A′′ consisting of elements having a unique image under every
positive projection Ψ : A′′ → A′′ with range equal to Φ(A′′) . Let J+ denote the
subset {b} of elements of (A′′)sa which are monotone increasing limits (aν)ր b
of some monotone increasing net of elements aν ∈ Asa , and J− = −J+ . Then the
subspace J = J+ + J− is contained in Jι(A) . Indeed if b is the supremum of the
same net (aν) in I(A) (which exists by monotone completeness of I(A) ), then
b ≥ b and Ψ(b) = ι(b) for every positive projection Ψ with range Φ(A′′) . Also J±
contains A by choosing nets consisting of a single element. One may now assume
that the subset {cω} ∩ J generates a dense subspace J ⊆ J and exhausts the
leading halfopen interval of all indices 1 ≤ ω < ω0 beginning with the first element
and bounded above by a least index ω0 . To save notation we let ω0 = 0 and start
the numbering with this index omitting the indication of any basis element in J .
For each positive element b ∈ J+ , b ≥ 0 one checks the following reverse Schwarz
inequality
ρ(b2) = ρ(sup {a2 | a ≤ b , a ∈ A}) = sup {a2 | a ≤ b , a ∈ A} ≤ ρ(b)2
where on the right side the supremum in I(A) is understood. Since ρ is completely
positive the ordinary Schwarz inequality gives an equality. If b ∈ J+ is arbitrary
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then
ρ(b2) = ρ((‖b‖+ b)2)− ‖b‖2 − 2‖b‖ρ(b) = ρ(b)2 .
For a , b ∈ J+ one gets
ρ(ab+ ba) = ρ((a+ b)2)− ρ(a2)− ρ(b2) = ρ(a)ρ(b) + ρ(b)ρ(a)
and hence
ρ((a− b)2) = ρ(a− b)2 ,
i.e. the Schwarz equality holds for arbitrary b ∈ J . One inductively constructs
a positive projection Ψ : A′′ → A′′ over the identity map of A depending on
the chosen basis as follows. From the Up-Down Theorem (cf. [2], Theorem 2.4.3)
every element c ∈ (A′′)sa is the infimum of the set {b | b ≥ c , b ∈ J+} and
correspondingly the supremum of the set {a | a ≤ c , a ∈ J−} by the symmetry
c 7→ −c . For c0 define
Ψ(c0) = inf {Φ(b) | b ≥ c0 , b ∈ J}
where the infimum in Φ(A′′) is understood. On decomposing b = b+ + b− with
b+ ∈ J+ , b− ∈ J− and since b− is the infimum of elements in A ⊆ J+ one has
Ψ(c0) = inf {Φ(a) | a ≥ c0 , a ∈ J+} .
One checks positivity of Ψ . Let x = a + γc0 ≥ 0 be given with a ∈ J . If γ > 0
then Ψ(x) = inf {Φ(b) | b ≥ x , b ∈ J} ≥ 0 . On the other hand if γ < 0 then
Ψ(x) = sup {Φ(a) | 0 ≤ a ≤ x , a ∈ J} ≥ 0 . To specify the restriction of Ψ to the
domain J0 = J+R c0 this map will also be denoted by Ψ0 . Put J0,− = J−R+ c0 .
For the sucessor c1 of c0 one defines
Ψ(c1) = inf {Ψ0(b) | b ≥ c1 , b ∈ J0} = inf {Ψ0(b) | b ≥ c1 , b ∈ J0,−} .
Indeed if b = b− + αc0 with α ≥ 0 then Ψ0(αc0) = inf {αΦ(a) | a ≥ c0 , a ∈ J+}
so one may reduce to considering only elements in J0,− . Then one similarly checks
positivity of the induced extended linear map Ψ1 with domain J1 = J+R c0+R c1 .
One proceeds by induction. Assume that given ω ∈ Ω one has already constructed
the positive map Ψκ<ω with domain Jκ<ω generated by J and all basis elements
{cκ |κ < ω} . Let Jκ<ω,− be the subcone generated by J and arbitrary linear
combinations
∑
κ<ω ακcκ with negative coefficients ακ ≤ 0 . Define
Ψ(cω) = inf {Ψκ<ω(b) | b ≥ cω , b ∈ Jκ<ω} = inf {Ψκ<ω(b) | b ≥ cω , b ∈ Jκ<ω,−}
and check as above that this gives a positive extension of Ψκ<ω to the subspace
Jω = Jκ<ω + R cω . If one has exhausted all basis elements by this procedure one
only needs to extend Ψ to a positive projection on A′′ by continuity. The map Ψ
then factors as a product of a positive retraction σ : A′′ ։ I(A) and the completely
isometric inclusion ι as above. It is clear that Ψ(c0) gives the maximal value for
the image of c0 under any positive projection Ψ : A
′′ → A′′ with range Φ(A′′) ,
and that Ψ(cω) gives the maximal value for Ψ(cω) subject to the condition that
Ψ(cκ) = Ψ(cκ) for κ < ω . The construction above gives
Ψ(c0) = inf {Φ(b) | b ≥ c0 , b ∈ J+} ≥ inf {b | b ≥ c0 , b ∈ Φ(A′′)}
where the infimum in Φ(A′′) is understood, since b ≥ c0 implies Φ(b) ≥ c0 if
b ∈ J+ . On the other hand the value of Ψ(c0) certainly must be smaller than
the value to the right of the inequality so equality follows. Correspondingly there
is for each chosen basis as above a positive projection Ψ : A′′ → A′′ with same
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range such that the values of Ψ(cω) are conditionally minimal, and in particular
the value of Ψ(c0) is the absolutely minimal value any positive projection can take
in c0 , which follows from the symmetry cω 7→ −cω plus the above construction.
If b ∈ J0,+ = J + R+ c0 with b ≥ 0 one checks the following reverse Schwarz
inequality
σ(b2) ≤ inf {ρ(a2) | a ≥ b , a ∈ J+} = inf {ρ(a)2 | a ≥ b , a ∈ J+}
= inf {ρ(Φ(a)2) | a ≥ b , a ∈ J+} = τ(inf {Φ(a)2 | a ≥ b , a ∈ J+})
= τ((inf {Φ(a) , a ≥ b , a ∈ J+})2) = τ(Ψ(b)2) = σ(b)2 .
This needs some explanation. The first inequality follows from the general scheme
that the image of an infimum of a decreasing net of elements under a positive map
must be smaller than the infimum of its images, then the second is the Schwarz
equality for a ∈ J proved above, the third is given by definition of the C∗-product
in I(A) which can be retrieved (cf. [1], Theorem 6.1.3) from the completely positive
projection Φ by the formula
x ◦ y = ρ(ι(x)ι(y)) .
One finds that if τ : A′′ ։ I(A) is any positive retraction for ι then
x2 = τ(ι(x))τ(ι(x)) ≤ τ(ι(x)ι(x)) ≤ ρ(ι(x)ι(x)) = x2
which follows from the Schwarz inequality for the completely positive map ι and
the Kadison-Schwarz inequality for the positive map τ . The second equality in
the second line follows by choosing a suitable positive retraction τ taking precisely
the chosen value for the element z = inf {Φ(a)2 | a ≥ b , a ∈ J+} , namely τ(z) =
inf {ρ(Φ(a)2) | a ≥ b , a ∈ J+} . Clearly no positive retraction may take a larger
value in z . To see that τ exists one makes use of the above construction choosing
c0 = z unless z ∈ J in which latter case one may take τ = ρ . Indeed since z ≥ 0
one has
z = inf {c | c ≥ z , c = d2 , c, d ∈ J+}
so there exists a positive retraction τ : A′′ ։ I(A) with
τ(z) = inf {ρ(c) | c ≥ z , c ∈ J+} = inf {ρ(Φ(d)2) | d2 ≥ z , d ∈ J+}
≥ inf {ρ(Φ(d)2) | d ≥ b , d ∈ J+}
since z ≥ b2 by definition ( a ∈ J+ implies Φ(a) ≥ a ). Then equality follows from
the maximality argument above. Then the first two equalities in the third line
follows from weak continuity of the C∗-product in A′′ and the definition of Ψ(b) .
The last inequality is implied by the general consideration above since τ(Ψ(b)2) =
τ(ι(σ(b))ι(σ(b))) = ρ(Ψ(b)2) . Since σ is positive the ordinary Kadison-Schwarz
inequality applies to get the converse statement so that
σ(b2) = σ(b)2 .
Then if b = b1 + b2 with b1 , b2 as above one has
Ψ0(b1b2+b2b1) = Ψ0((b1+b2)
2)−Ψ0(b21)−Ψ0(b22) = Ψ0(b1)Ψ0(b2)+Ψ0(b2)Ψ0(b1) .
Then if b = b1 − b2 with b1 , b2 as above one gets
σ(b2) = σ(b21)− σ(b1b2 + b2b1) + σ(b22) = σ(b)2
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and the Schwarz equality continues to hold for such differences. Let now b ∈
J0 + R+c1 , b ≥ 0 . As above one gets
σ(b2) ≤ inf {σ(a2) | a ≥ b , a ∈ J0} = inf {σ(a)2 | a ≥ b , a ∈ J0}
= inf{ρ(Ψ(a)2) | a ≥ b , a ∈ J0} = τ(inf {Ψ(a)2 | a ≥ b , a ∈ J0}
= τ((inf {Ψ(a) | a ≥ b , a ∈ J0})2) = τ(Ψ(b)2) = σ(b)2 .
The argument is completely analogous to the previous case, but maybe just a little
bit more tricky. One notes first that each element of the form Φ(a)2 is in Jι(A)
since τ(Φ(a)2) = ρ(Φ(a)2) as shown above. Define z = inf {Ψ(a)2 | a ≥ b , a ∈ J0}
and considering z as the first element of a suitable well ordered basis there exists
a positive retraction τ : A′′ ։ I(A) taking the maximal possible value in z . This
value is given by
τ(z) = inf {a | a ≥ z , a ∈ Φ(A′′)} ≥ inf {d2 | d2 ≥ z , d ∈ Φ(A′′)}
where the infimum is in Φ(A′′) , i.e in the second case it is the supremum of all
elements in Φ(A′′) which are smaller than each element d2 ≥ z with d ∈ Φ(A′′) .
The inequality follows since d2 ≥ z implies Φ(d2) ≥ d2 ≥ z and
inf {d2 | d2 ≥ z , d ∈ Φ(A′′)} = inf {Φ(d2) | d2 ≥ z , d ∈ Φ(A′′)} .
Indeed, Φ(d2) is the smallest element in Φ(A′′) larger than d2 . This accounts
for the second equation in the middle line, and the rest of the argument is much
the same as before. One proceeds by induction to prove the Schwarz equality
σ(x2) = σ(x)2 for all selfadjoint elements in Y , and by continuity for all elements in
(A′′)sa . Then the Schwarz inequality holds for arbitrary normal elements. Indeed,
for x = a+ ib a normal element the ordinary Schwarz inequality applies to give
σ(xx∗) = σ(a)2 + σ(b)2 ≥ σ(x)σ(x)∗ = σ(a)2 + σ(b)2 + i(σ(b)σ(a)− σ(a)σ(b))
which implies that i(σ(b)σ(a) − σ(a)σ(b)) ≤ 0 . By symmetry one also gets
−i(σ(b)σ(a)− σ(a)σ(b)) ≤ 0 and hence σ(a)σ(b) = σ(b)σ(a) proving the Schwarz
equality σ(xx∗) = σ(x)σ(x)∗ for any normal element. From this one easily induces
for x = x+ − x− selfadjoint with x+ = x ∨ 0 and −x− = x ∧ 0 that σ sends x+
to σ(x)+ and x− to σ(x)− (since σ(x+)σ(x−) = σ(x−)σ(x+) = 0 ). In particular
if x = x+− x− ∈ (A′′)sa is an element of the kernel of σ with x+x− = x−x+ = 0
then both x+ and x− are contained in the kernel, i.e. the kernel is linearly gen-
erated by positive elements. From this one gets that the kernel of σ is a twosided
ideal, for if a ≥ 0 is contained in the kernel then also √a which follows directly
from the Schwarz equality
σ(
√
a)2 = σ(a) = 0 .
Let b , c ∈ A′′ be arbitrary elements. Then
σ(ba) + σ(
√
ab
√
a) = σ(b
√
a)σ(
√
a) + σ(
√
a)σ(b
√
a) = 0
and since obviously σ(
√
ab
√
a) ≤ ‖b‖σ(a) = 0 one gets σ(ba) = 0 . By the same
line of argument
σ(bac) + σ(cba) = σ(ba)σ(c) + σ(c)σ(ba) = 0
and since σ(cba) = 0 from the previous argument one concludes that σ(bac) = 0 ,
which implies the assertion. It is not unlikely that σ is a ∗-homomorphism in
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general. Indeed, one may define an associative Banach algebra product on I(A)
by the formula
x ∗ y = σ(ι(x)ι(y)) .
Associativity is readily checked from the fact that the kernel of σ is an ideal. If this
product should also have the C∗-property ‖x ∗ x∗‖ = ‖x‖2 then from uniqueness
of the C∗-product on I(A) the product must be the usual one and σ must be a
∗-homomorphism. However it does not seem very easy to prove the C∗-property
for a general (nonnormal) element x . For a normal element the result follows
of course immediately from the Schwarz equality. The property of σ being a ∗-
homomorphism is in fact equivalent to it being 2-positive. In this case one gets for
selfadjoint elements a and b
σ2
((
a b
b 0
)2)
≥ σ2
((
a b
b 0
))2
and hence (
0 σ(ab)− σ(a)σ(b)
σ(ba)− σ(b)σ(a) 0
)
≥ 0
implying σ(ab) = σ(a)σ(b) . Let Jι be the canonical subspace consisting of those
elements which are in the kernel of every positive retraction σ : A′′ ։ I(A) giving
a left inverse for ι . This space is just the intersection of all kernels of positive re-
tractions of the above type, since there is for every selfadjoint element x a maximal
and a minimal possible value which are taken by retractions of the form considered
above, so if these are both zero then x is contained in Jι . Being the intersection of
a given class of ideals Jι is a twosided ideal itself. Also from the Schwarz equality
for normal elements σ maps projections to projections and unitaries to unitaries.
A similar argument shows that the subspace Jι(A) of elements with unique image
in I(A) is a Jordan subalgebra, so that its image in the quotient A′′/J is also
a Jordan subalgebra and canonically completely isometric with I(A) . We claim
that it is (relatively) monotone complete. Let an increasing net (xλ)λ be given
with {xλ} ⊆ I(A) and x ∈ I(A) its least upper limit. Suppose that x is not
the least upper limit of the same net in A′′/J . Then there exists an element
y ∈ A′′/J , y < x such that y is an upper bound for the net (xλ)λ . The positive
projection Ψ with range ι(I(A)) induces a positive projection Ψ˜ : A′′/J → A′′/J
with range equal to I(A) . As in the argument above the value of Ψ˜(y) is necessar-
ily given by x no matter the choice of Ψ . Therefore any preimage of y is contained
in J(A) which implies y ∈ I(A) , hence y = x . To prove the Up-Down Theorem
for I(A) choose for given x ∈ I(A)sa a preimage x ∈ Jι(A)sa . From the Up-Down
Theorem in A′′ one gets a monotone decreasing net (bµ) ց x with each bµ the
limit of a monotone increasing net (aµν)ր bµ of elements aµν ∈ Asa . Then each
positive retraction σ : A′′ ։ I(A) sends each element bµ to a corresponding ele-
ment bµ which is the monotone increasing limit of the net (aµν) in I(A) and x is
the limit of the monotone decreasing net (bµ) . If Jι is trivial then the subspace J
generated by limits of monotone increasing (or decreasing) nets of elements in Asa
is contained in Φ(A′′) because the difference between the supremum of such a net
in A′′ and its supremum in Φ(A′′) is in the kernel of any positive retraction and
hence in Jι . Then again by the same argument since every element in (A′′)sa can
be represented as the infimum of a monotone decreasing net of elements in Φ(A′′)sa
it must be contained in Φ(A′′) itself so Φ is the identity map and A′′ ≃ I(A)
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follows. Put J = ∑ι Jι which is a twosided ideal of A′′ . Each element x ∈ J
is contained in the kernel of every completely positive projection Φ : A′′ → A′′
extending the identity map of A and with range completely isometric to I(A) . To
see this let to different completely isometric projections Φ , Φ˜ : A′′ → A′′ as above
be given. Then it is easy to see that Φ◦ Φ˜ is also a projection (since Φ◦ Φ˜◦Φ = Φ
from rigidity) with range Φ(A′′) and kernel equal to the kernel of Φ˜ . Thus for
each different choice of kernel there is a corresponding projection onto a fixed copy
of I(A) ⊆ A′′ . This implies that if x is contained in the kernel of any completely
positive projection with fixed range ι(I(A)) it is necessarily also in the kernel of
any such projection having a different range ι˜(I(A)) . In particular this accounts
for all elements in J . Since the embedding of I(A) into A′′/Jι is completely
canonical, the same is true for the embedding into A′′/J and in particular any
two completely isometric inclusions ι , ι˜ will agree modulo J . This implies that
the preimage J(A) of I(A) modulo J is a Jordan subalgebra of A′′ 
The statement of the theorem extends to the case where A is separable, but is
represented on a nonseparable Hilbert space H for in this case the representation
decomposes into a direct sum of separable representations so the Up-Down Theorem
applies. Note also that the proof uses the injectivity of A′′ only insofar as to obtain
a completely isometric inclusion I(A) ⊆ A′′ extending the identity of A , so that
it also applies in case that such an inclusion exists without A′′ being injective (it
is conceivable that it is always possible to embed I(A) into A∗∗ and hence into
the strong closure of A in any representation but this needs a proof).
Remark. Since the map σ constructed in the proof of the theorem maps projec-
tions to projections it is natural to ask whether it induces a map of the K0-groups of
the respective C∗-algebras. Clearly it sends a pair of homotopic projections p∼hq
in A′′ to homotopic projections in I(A) but more is true. It is always possible to
extend the map σ to a Jordan homomorphism
σn : Mn(A
′′)։Mn(I(A))
for any n such that this map reduces to σ restricted to the left upper corner. This
implies that σ maps stably homotopic projections to stably homotopic projections
and hence induces a homomorphism of the subgroup of K0(A
′′) generated by the
projections in A′′ into K0(I(A)) . Then choosing any ascending sequence of natural
numbers 1 = n1 ≤ n2 ≤ · · · ≤ nk ≤ · · · and compatible Jordan homomorphisms
σnk : Mnk(A
′′)։Mnk(I(A))
in the sense above will give a well defined map
K0(A
′′) −→ K0(I(A)) .
Example. If A is commutative then any positive retraction σ : λ(A)′′ ։ I(A) as
constructed in the proof of the theorem is a ∗-homomorphism. The homomorphism
σ cannot be normal in general. To see this let A = C(X) be the algebra of
continuous functions on the interval X = [0, 1] and, choosing some countable dense
subset XS ⊆ X , consider the representation λS of A on the Hilbert space l2(XS)
by pointwise multiplication so that A′′ = l∞(XS) . If σλS would be normal then
I(A) would be ∗-isomorphic to the von Neumann algebra l∞(YS) for some dense
subset YS ⊆ XS by [2], Corollary 2.5.5. But then, for any given point x0 ∈ YS ,
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YS\{x0} is dense in X so that the natural projection l∞(YS) ։ l∞(YS\{x0}) is
faithful on A . From rigidity it would also have to be faithful on I(A) (there always
exists an extension of the identity map of A in the reverse direction) which gives
a contradiction. The same example serves to show that ρ is not unique in this
case. Divide XS = YS ∪ZS into a disjoint sum of dense subsets so that l∞(XS) ≃
l∞(YS) ⊕ l∞(ZS) . Then for each summand there is a corresponding surjection
ρY,Z : l
∞(XS) ։ I(C(X)) which annihilates the complementary summand, so
these must be different. From part (ii) of the theorem one obtains for commutative
A a simple characterization of the elements in J(A) which in this case is a canonical
C∗-subalgebra of A′′ . For a given selfadjoint element f in A′′ define Af = {a ∈
A | a ≥ f} and Bf = {b ∈ A | b ≤ f} . Also define for any subset A ⊂ Asa which is
bounded from below, resp. for any subset B ⊂ Asa which is bounded from above,
its complement by Ac = {c ∈ A | c ≤ inf A} , resp. Bc = {d ∈ Asa | d ≥ sup B} ,
so that A ⊆ (Ac)c and Ac = ((Ac)c)c . The proof of the theorem shows that for
any selfadjoint element f in A′′ there exists a ∗-homomorphism σ : A′′ ։ I(A)
extending the identity map of A such that σ(f) = inf {x |x ∈ I(A) , ι(x) ≥ f}
with respect to some positive inclusion ι : I(A) →֒ A′′ extending the identity map
of A . If f ∈ J(A) then the image of f in I(A) is the same for any choice of
positive retraction σ : A′′ ։ I(A) (whatever the choice of ι is). This implies
by part (ii) of the theorem that the value of σ(f) must be equal to inf Af (the
infimum taken in I(A) ) and also equal to sup Bf . This then implies the identities
(Af )
c = ((Bf )
c)c or equivalently (Bf )
c = ((Af )
c)c . On the other hand it is
easy to see that these identities can be satisfied only for f ∈ J(A) . Since there
is a unique positive retraction σ : J(A) ։ I(A) extending the identity map of
A which in fact is a ∗-homomorphism this map induces by duality a canonical
embedding s : Spec(I(A)) →֒ Spec(J(A)) of the spectrum (or the state space) of
I(A) as a closed subspace of the spectrum (resp. state space) of J(A) , the image
of which may be called the rigid states with respect to A . They have the following
rigidity property: given any positive extension j : J(A) → J(A) extending the
identity map of A and φ a state in the image of s one gets φ(j(f)) = φ(f) for
all f ∈ J(A) . Note also that J(A) has the following injectivity property relative
to A : given any subspace E ⊆ J(A) containg A and positive map ρ : E → J(A)
which reduces to the identity map on A there is a positive extension of ρ to all of
J(A) . This follows since by injectivity of A′′ there exists a positive extension of
ρ to a map ρ : J(A)→ A′′ which must necessarily send J(A) into itself.
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