The 5G mobile fronthaul (MFH) is bound to be overwhelmed by the explosive growth and stringent requirements of future wireless traffic. The time division multiplexed (TDM) passive optical network (PON) is a candidate for supporting such an MFH. Typically, such a TDM-PON utilizes upstream dynamic bandwidth allocation (DBA) schemes that are centralized at a distant central office (CO) which results in a performance that is not best suited for the MFH. Therefore, this work proposes a novel control framework by shifting the centralized DBA tasks away from the CO towards the closely clustered Remote Radio Heads (RRHs). By exploiting the interconnectivity of the RRHs, the access nodes exchange signaling and control information among themselves to facilitate a fully distributed upstream DBA without the involvement of the CO. The proposed framework separates the control plane from the data plane which paves the way for an efficient exchange of control messages, increased available upstream bandwidth and improved cyclic bandwidth allocation. This translates into a TDM-PON based MFH with lower latency, higher utilization and reduced packet loss.
I. INTRODUCTION
The unprecedented interconnection among wireless devices sets the stage for Internet of Things (IoT), requiring virtually unlimited bandwidth and very low latency. The 4G wireless network, although revolutionized the networking paradigm, cannot support the above requirements. To address this inevitable limitation, a new networking concept which aims at much lower latency, higher bandwidth and reduced power consumption than 4G was envisioned, namely 5G. It is yet to be standardized but its expectations and stringent requirements necessitates advanced technologies, such as the exploitation of unused high frequency bands (mmWave), smaller cells, cell densification, massive Multiple Input Multiple Output (MIMO) etc. [1] , [2] .
A Radio Access Network (RAN) is a segment of the network, consisting of base stations (BSs), that wirelessly connects the user equipment (UE) to the core network. Traditional BSs are composed of mainly two key elements: the Base Band Unit (BBU) and the Remote Radio Head (RRH) which is connected to an antenna. In general, The associate editor coordinating the review of this manuscript and approving it for publication was Jenny Mahoney. the BBU is responsible for digital signal processing and the RRH is responsible for transmitting and receiving radio frequency (RF). An RRH is a device that, while receiving, collects the wireless signal and forwards it to the BBU for processing; while transmitting, it performs the reverse function. The placement configuration of the BBU and RRH can result in mainly two types of architectures, namely the Distributed RAN (D-RAN) and the Centralized-RAN (C-RAN) [also referred to as cloud or converged RAN] [3] . In the D-RAN architecture, the BBU and the RRH are integrated and placed at each antenna site and function as a single unit. In contrast, the C-RAN places the two elements at separate locations; the BBUs are centralized at one location but are linked to the RRHs via the mobile fronthaul (MFH) network (Fig. 1) .
The future wireless network of countless devices will generate large volumes of RAN traffic which raises concerns regarding bandwidth saturation, transmission latency, energy constraint, and data security. As such, there are a number of D-RAN schemes proposed in the recent literature to address these issues. One such evolving scheme is Mobile Edge Computing (MEC), which is an alternative to centralized mobile cloud computing, that can provide resources for bandwidth hungry and time sensitive future applications such as Realtime Traffic Management Systems, Road Safety, Smart Cities etc. [4] - [6] .
The centralization of the BBUs in the C-RAN results in cost and energy savings due to the sharing of backplanes, power, computational and maintenance resources. It also facilitates advanced techniques for enhancing RAN performance via multi-cell processing, such as enhanced inter-cell interference coordination and coordinated multipoint (CoMP) transmission/reception; moreover, the antenna site designs are further simplified [7] - [9] . It is important to note that although the C-RAN simplifies the RRH and makes it economical, the system complexity and cost is shifted towards the MFH.
The unparalleled density of both wireless devices and BSs in 5G will result in massive volumes of traffic which will cause an MFH bottleneck. A fiber supported MFH is best suited for handling such massive traffic [10] - [15] . Among the various fiber supported networks, the Passive Optical Network (PON) [16] , [17] is the economical choice for the 5G MFH. The MFH applications require low cost and power per bit; PON offers such by sharing cost effective and low maintenance optical infrastructure among countless mobile devices. Additionally, futuristic flexible-PON architecture paves the way for the enhancement of network throughput, data rates, latency, energy efficiency, and management through implementation of software-defined networking (SDN) and network function virtualization (NFV) [18] . Thus, a partnership between 5G and PON is reasonable.
There are two major PON options, Wave Division Multiplexing (WDM) and Time Division Multiplexing (TDM); the TDM-PON is still preferable for the future economical MFH because of its existing infrastructure, simplicity, ease of maintenance and sharing of fibers and communications equipment [11] , [12] . A TDM-PON connects an Optical Line Terminal (OLT), located at a Central Office (CO), to several Optical Network Units (ONUs) at the customer end via fiber network (Fig. 2 ). This configuration requires some kind of arbitration scheme since a number of ONUs contend and share the fiber when transmitting to the OLT (upstream direction). Typical upstream scheme handles receiving transmission requests from the ONUs, allocating the available bandwidth based on those requests, and scheduling upstream transmissions as per the allocated bandwidth. Most of the proposed TDM-PON based dynamic bandwidth allocation (DBA) schemes are centralized at the OLT which is co-located with the BBUs; it is located far from the ONUs (connected to RRHs) requiring considerable round trip time (RTT). As the typical centralized scheme requires the exchange of control messages between the ONUs and the distant OLT, which usually results in unwanted delay and imposes other limitations as discussed in section III, is not best suited for the TDM-PON based MFH [19] .
There are number of works presented in the current literature studying such centralized scheme of dynamic bandwidth allocation (DBA) for the TDM-PON based MFH. Among them, a DBA scheme for Constant Bit Rate (CBR) traffic utilizing a fixed bandwidth allocation (FBA) scheme was proposed [10] , [13] . However, CBR is not suitable for wireless traffic characterization and the FBA scheme does not adequately address the need of bursty traffic [20] - [22] . Reference [14] has proposed the usage of a statistical function complementing the FBA scheme to accommodate non-CBR traffic. It utilizes periodical estimation of mobile traffic which is not very effective when trying to precisely capture minor variations in MFH traffic at every RRH. Reference [15] proposed integration of mobile scheduling with PON scheduling in advance. This approach shows an improvement for mobile traffic since it is scheduled to arrive at the ONU right before it transmits; however, there remains the centralized PON DBA limitations suffered by ONUs (existing PON/wired traffic) which are not addressed here. In other words, when the scheduling is observed in a holistic manner, including mobile and existing PON traffic, the limitation of centralization becomes apparent. Due to the above limitations, it requires a viable alternative that can support 5G traffic along with PON traffic efficiently. Therefore, this work proposes a novel distributed control framework for the TDM-PON based MFH, which essentially shifts the centralized DBA tasks from the OLT towards the ONU/RRH end. It is worthy to note that, in the proposed distributed framework, the TDM-PON is predominantly utilized for data transport as opposed to for both data and control in the centralized scheme.
The main contribution of this work is the proposed framework which splits the upstream control plane from the data plane (within the context of upstream DBA), where the control messages are exchanged among the RRHs while data is exchanged between the OLT and ONUs. The advantages of the proposed framework are summarized below:
(i) As the OLT is not participant in the DBA process, it does not exchange control messages with the ONUs resulting in minimized control overhead. This increases network utilization and PON resources for both upstream and downstream. (ii) The RRHs wirelessly exchange DBA control messages among themselves rather than between the OLT and ONUs. As a result, the long round-trip delay between the OLT and ONUs is replaced by the shorter propagation delay between the RRHs; this lends more current network information for effective decision making resulting in an improved network delay performance. (iii) This framework enables a holistic approach for cycle bandwidth allocation by considering the bandwidth requests of all ONUs and redistributing unallocated (surplus) bandwidth to the bandwidth hungry ONUs. This allows the network to serve more traffic within a given cycle and minimize the average upstream queueing delays. (iv) Additionally, the following two capabilities are available:
a. Local traffic can be transported wirelessly via the RRHs instead of through the OLT (with minimal network modifications); this lowers local traffic delays and increases PON resources for both upstream and downstream traffic. b. Advanced protection and restoration mechanisms are possible. In the event of a distribution fiber failure for an ONU, error messages can be sent from that ONU to a neighboring ONU wirelessly (via RRHs) so that the OLT can be notified to initiate recovery measures.
The rest of the paper is organized as follows: sections II and III provide brief overviews of MFH and TDM-PON respectively, section IV illustrates the proposed control framework, section V discusses the simulations and results, and section VI offers closing remarks.
II. OVERVIEW OF THE MOBILE FRONTHAUL
One of the key elements in the envisioned C-RAN architecture is the MFH, which transports the RRH's traffic originating at the UEs to the BBUs at a centralized location (Fig. 1) . The exact location of the BBU placement is still under research [23] . This innovative C-RAN paradigm exploits the functional separation of conventional BSs, where the BBU interfaces with the backhaul network and performs physical layer digital processing of baseband signals and other upper layer functions. The RRH on the other hand interfaces with antennas and performs remaining physical layer functions such as frequency up/down-conversion, power amplification, digital-to-analog/analog-to-digital conversions etc. The popular approach in terms of interfacing between the RRHs and BBUs is via the Common Purpose Radio Interface (CPRI) [20] which is supported by digital radio-overfiber (D-RoF) [21] . The CPRI utilizes CBR that can support different types of traffic with different requirements. While it is a popular industrial agreement, it imposes high overhead [21] , [22] that is burdensome for the MFH. To ease the concern of the MFH traffic load, many alternative initiatives are underway, such as various Medium Access Control-Physical (MAC-PHY) layer functional splits [24] - [26] , data compression methods [10] , [27] etc. A detailed discussion can be found in the above references.
The massive MFH requires an optical network, preferably TDM-PON, to connect the standalone RRH cell sites to the BBUs. In the downstream direction, the BBU broadcasts the mobile traffic via the OLT to the ONUs over the fiber network; subsequently, the ONUs forward traffic to the connected RRHs to be transmitted to the UEs (Fig. 2) . Conversely, in the upstream direction, the traffic from the UE is received by the RRH and forwarded (after minimal processing) to the connected ONU; the ONU then transmits the traffic over the shared fiber network to the OLT/BBU. Since the upstream fiber network (PON channel) is shared by several ONUs, some form of DBA is needed for the ONUs to have access to the channel. Typically, the DBA is centralized at the distant OLT which cyclically assigns upstream bandwidth to the ONUs as per their requests. Consequently, the upstream MFH performance greatly depends on the upstream TDM-PON DBA which is discussed next.
III. TDM-PON AND ITS LIMITATIONS
TDM-PON supports bidirectional transmission using two wavelengths; one for traffic from the OLT to the ONUs (downstream) and another from the ONUs to the OLT (upstream). For the downstream transmission, a passive splitter links the OLT to the ONUs through the distribution fiber network. The OLT broadcasts to all the ONUs; however, each ONU processes the traffic that matches its Medium Access Control (MAC) address only. For the upstream transmission, the transmission time slot and start time for each ONU are typically scheduled at the OLT in a centralized manner utilizing a DBA scheme. The DBA scheme takes advantage of the multi-point control protocol (MPCP) defined by the IEEE 802.3ah standard [28] . For the DBA tasks, the MPCP relies on two control and management messages to facilitate the exchange of information between the OLT and ONUs; they are known as REPORT (from ONUs to the OLT) and GRANT (from the OLT to ONUs). The ONUs send REPORTs to the OLT requesting transmission bandwidth and in response the OLT broadcasts GRANTs to the ONUs granting bandwidth as determined by the DBA scheme. Subsequently, each ONU initiates upstream transmission within the granted time window.
Many centralized DBA schemes (MPCP based) were proposed for TDM-PON in recent literature. Among them is the conventional DBA in [15] that offers a bare-bone picture of the centralized framework. Since this work intends to identify the core issues related to such a centralized framework (that limits MFH performance) to propose a viable distributed solution, it is appropriate to discuss the conventional DBA scheme in brief. It is an OLT-based centralized polling scheme based upon the exchange of REPORT and GRANT messages. It is implemented using an interleaved polling technique, where the succeeding ONU is polled prior to the completion of the upstream transmission from the preceding ONU. It is a cycle-based DBA, where a cycle (T CYC ) is the time it takes to serve all the ONUs. The cycle time is confined within a certain minimum (T CYC_MIN ) and maximum time (T CYC_MAX ). As the cycle time translates to cycle bandwidth, the cycle bandwidth is confined within a certain minimum and maximum as well. This cycle bandwidth is divided among the ONUs. An ONU is granted the reported bandwidth (bytes) as long it does not exceed the preset maximum (B MAX) for an ONU. If ONU i reports a bandwidth need of R i , then the OLT grants bandwidth, B Granted , as set below:
where N = number of ONUs, R PON = PON transmission rate, T CYC_MAX = maximum cycle time, and T G = guard duration between successive ONU transmissions.
The typical centralized DBA algorithms like the conventional ones are OLT-based, where the OLT keeps track of the overall network information for bandwidth calculation purposes (especially for upstream transmission). Due to the centralization of the DBAs at the distant OLT, such DBA schemes suffer from certain limitations such as:
(i) longer queueing delay: the REPORTs and the GRANTs experience long RTT due to the distance of the OLT. In a high-speed network with bursty traffic, it may result in a GRANT that is outdated (not reflecting the actual need of the ONU due to the elapsed RTT time during which the ONUs' queues may have admitted more packets); thus such outdated bandwidth requests contribute to longer queueing delays. (ii) reduction of available bandwidth: the frequent REPORTs and GRANTs needed for the DBA burden the OLT and consume upstream and downstream bandwidth; this results in a reduction of available network bandwidth for data transmission (as some bandwidth is consumed by control functions), which in turn increases delay and decreases network utilization in both the upstream and downstream directions. (iii) inefficient bandwidth allocation: typically, the OLT calculates bandwidth for ONU i solely based on the ONU i REPORT received in the previous cycle. The bandwidth calculation does not consider the REPORTs from other ONUs; hence, this process is not efficient at the overall network level. Note: offline centralized DBAs (at the OLT) address this issue by making bandwidth decisions upon receiving reports from all the ONUs. However, it cannot support interleave polling in the granting cycles which tends to result in an idle upstream channel time between granting cycles [29] . (iv) inflexible bandwidth allocation: in a cycle, some ONUs may request bandwidth more than B max (maximum limit) while others may request less than B max . For instance, ONU i requests bandwidth of R i >B max , while ONU j requests bandwidth of R j< B max ; this results in an excess amount of bandwidth (B max -R j ) available from ONU j that can be allocated to ONU i . However, the OLT does not have the collective ONU REPORTs for the current cycle and therefore, allocates bandwidth solely based on the REPORT of a single ONU (see limitation # iii above); consequently, the maximum amount of bandwidth allocated to ONU i cannot be more than B max . Note that this issue can be addressed by an offline centralized DBA, however, it can cause idle time between upstream granting cycles (as mentioned in limitation # iii).
As the MFH is supported by the TDM-PON, such a centralized DBA will limit its performance. Therefore, this work proposes a framework that addresses the above issues to improve the MFH performance. It is important to note that while utilizing the same TDM-PON, the proposed scheme's inherent advantages unlock the full potential of TDM-PON.
IV. PROPOSED CONTROL FRAMEWORK
For the proposed distributed scheme to work and offer optimum performance (discussed later), it requires interconnectivity among the RRHs. As part of the improved network infrastructure for 5G's new paradigm in this work, it assumes that each RRH is equipped with a simple physical interface to communicate to each other; this interface is low powered, low latency and requires small bandwidth. It is analogous to the Long-Term Evolution (LTE) X2 logical interface [30] . A detailed discussion of the physical layer is beyond the scope of this work.
Each ONU is connected to an RRH (collectively called a node). Such an interconnectivity among the RRHs can allow the ONUs to communicate with each other (via the connected RRHs). For instance, when ONU 1 intends to communicate with ONU 2 , it needs to send a message via the connected RRH 1 to the neighboring RRH 2 , which then passes the message to the connected ONU 2 . Such an indirect interconnectivity among the ONUs can be utilized to exchange control (REPORT) information ( Fig. 3 ) regarding their upstream bandwidth needs (without involving the distant OLT); thus, facilitating a fully distributed control plane for TDM-PON via the RRH (wireless) network. The proposed scheme utilizes such distributed control framework to exchange ONU control information for upstream bandwidth allocation (see Fig. 4 -Fig. 7) , while reserving the PON primarily for data traffic purposes (control and data plane separated). Once the ONUs exchange the appropriate control messages with each other regarding their upstream transmission needs, each ONU simultaneously and independently carries out a common DBA algorithm and generates identical results for the bandwidth allocation (due to identical network information received by each ONU). In summary, an RRH lends wireless access to its connected ONU; using that capability, ONUs exchange upstream control information among themselves so that each of them can run a simple bandwidth division algorithm that generates upstream transmission timeslots for all ONUs. Then the ONUs initiate upstream data transmission in a sequential manner, thereby relieving the OLT from its centralized upstream DBA tasks. While such a distributed scheme primarily improves upstream performance, it benefits the downstream channel as well [31] . This is because the centralized task of upstream DBA at the OLT (using REPORT/GRANT) costs downstream bandwidth and OLT resources; such downstream resources are freed up to support downstream tasks. This work limits the discussion to the upstream DBA framework; the downstream issues are beyond the scope this work. It should be noted that the proposed scheme primarily modifies the PON/MFH upstream control framework for the DBA only, the rest of the C-RAN functionality remains as is (centralized). The proposed system can work normally with a centralized scheme by simply disabling the distributed control frame exchange feature among the RRHs and restoring to the default centralized scheme (where the RRH receives and forwards information from the UE to the ONU to the OLT and vice-versa).
The proposed approach offers the following advantages: (i) Efficient resource allocation: since the requests of all the ONUs are considered in the bandwidth calculation, this scheme can redistribute any surplus cycle bandwidth to the needy ONUs; thus, granting the needy ONUs sufficient bandwidth to serve their queues in a single cycle. (ii) Minimized queueing delay: due to the optimized resource allocation above (#i), the upstream traffic does not have to wait for the next cycle to be transmitted; this minimizes the average delay for the upstream traffic. (iii) Efficient reporting: the propagation delay among the RRHs is less than the RTT between the OLT and ONUs. For instance, the RTT required for a control message exchange between the RRH and OLT for a 20km distance is about 200µs, which is larger than the delay encountered in the proposed approach. The lower wireless RTT allows for more current network information to be used for effective decision making, which results in lower latency. Additionally, since the DBA control plane is separated from the data plane, the wireless reporting for the subsequent PON cycle (data) is concurrent with the current PON cycle. This typically facilitates the completion of reporting ahead of the next PON cycle; therefore, no time from the PON channel is wasted awaiting DBA outcomes (see Fig. 7 ). fiber failure for an ONU, it can send an error message through its RRH to the neighboring RRH which can pass it on to the corresponding ONU; that ONU can then notify the OLT (to initiate failure recovery). Such details will be addressed in a future work.
As the distributed framework offers a number of advantages, it comes at a cost. Since this framework is not native to the typical TDM-PON based MFH, some minor modifications are required. In general, for the RRHs to communicate with each other, it requires the following additional elements: software, low powered wireless interface, nominal wireless spectrum, minimal signal processing capability and power. The added hardware and software require periodic maintenance. Such modifications are justified by the advantages of the proposed framework (see section V).
A. RRH REPORTING
Firstly, each of the RRHs starts the process of neighbor discovery to map the network topology. Once the RRHs (along with the connected ONU) are aware of the network mapping, each ONU cyclically exchanges its queue status (via the REPORT message) with other ONUs through the RRHs; this allows each ONU to obtain information from all the other ONUs. The wireless report cycle is initiated at both endpoints of the network (consider a symmetrical network with an odd number of nodes for simplicity as in Fig. 4) . As mentioned previously, each paired ONU and RRH is called a node, where the RRH has the wireless capability that is utilized by the ONU which has the capacity of simple bandwidth calculation. The first node (Node 1 ) transmits to the second node (Node 2 ) and so on until it reaches the center node (Node c ); concurrently, the last node (Node n ) will transmit to the previous node (Node n−1 ) and so on until Node c . In other words, the transmission originates at both ends of the network and propagates to the center node (thus one half is transmitting in the forward direction while the other half is doing so in the backward direction). Although for simplicity, an odd number of nodes is considered, in the event a network has an even node count, there will be two center nodes, that is Node n/2 and Node (n/2)+1 . Fig. 4 depicts the overall reporting process; Fig. 5 and Fig. 6 illustrate the corresponding timing diagram and flow chart respectively. Fig. 7 demonstrates the timing of two concurrent processes, the wireless (control) and optical (data) cycles. The reporting stages are executed as detailed below.
(i) Report collection a) Node 1 : the first node (Node 1 ) sends its REPORT packet to the second node (Node 2 ) which appends its own REPORT to that of the first and forwards it to the third node (Node 3 ). This is repeated at each node until the aggregated REPORT reaches the center node (Node c ). b) Node n : simultaneously, the above process is carried out starting from the last node (Node n ) to Node c in the backward direction. Specifically, Node n sends its REPORT packet to Node n−1 which appends its own REPORT to that of the previous node (in this case Node n ) and forwards it to the next node (Node n−2 ) towards the direction of the center node (Node c ).
(ii) Report merger: upon receiving the aggregated REPORT from both segments of the network, Node c merges and appends its own REPORT to form what is called the Complete Network Information (CNI). (iii) CNI dissemination: Node c sends the CNI towards both segments of the network by reversing the transmission directions described in stage (i). Thus, a CNI is sent in both directions of Node c to Node 1 and Node c to Node n . Unlike stage (i), there is no appending carried out as this stage is solely for CNI distribution. (iv) Bandwidth division: utilizing the CNI, each node concurrently carries out the same algorithm to generate timeslot assignments for the upcoming upstream PON (data) cycle. Upon the completion of the above stages, the nodes transmit data as per their timeslot assignments avoiding collisions and more importantly, absolving the need for the OLT's intervention. As in any TDM scheme, a guard time is required between two successive ONU transmissions. Since the proposed scheme utilizes the RRH network for control tasks, it is important to observe its impact on the wireless network. The proposed scheme's CNI is equal to a single report packet with an aggregated payload ( Fig. 4) , carrying the node ID and queue size information; it is not equal to n i=1 REPORT i . Therefore, since it is a single packet, it results in a minimal burden on the RRH network bandwidth.
The timing specifications for the proposed scheme are discussed next as per the notations listed in Table 1 . The wireless reporting cycle comprises of concurrent transmissions from both ends of the network towards the center node, which results in transmission among (n−1) 2 nodes. The network timing primarily depends on the signal propagation delay and the packet transmission time duration (proportional to the packet size). The signal propagation time duration (T fpt i ) from the i th node to the next node is defined as T fpt i = D P , where D is the inter-nodal distance and P is the propagation speed. For simplicity, we assume that the network node layout is symmetrical with respect to the center node (Node c ) and the nodes are equally spaced; this results in a fixed propagation delay (T fpt i ) between adjacent nodes in the network in any direction. The size of the report packet (F sz ) increases progressively in the forward direction at each subsequent node (due to appending) until it reaches the center node (Node c ); typically, it includes the queue size along with the node ID. For the sake of simplicity, we assume that in the forward direction, F sz is fixed in both sides of the network and is equal to the forward accumulated packet size at the node prior to Node c (from either side-see Fig. 4 ): F sz = F OH + { (n−1) 2 * (N ID + Q SZ )}. Therefore, in the forward direction, the transmission times for all the nodes are equal to: T ftt i = F sz R . Since it is a symmetrical network with concurrent transmissions from both ends towards the center (forward direction), the timing information is equal for both halves (Node 1 to Node c and Node n to Node c ). Therefore, demonstrating the network timing for one half should be sufficient; we choose to illustrate the timing information from Node 1 to Node c . The total forward transmission duration until both sides reach Node c is , where i≥2 and the cycle start time instant is T rcs . Once the report packets from both sides reach Node c , it subsequently appends its own packet; thus, completing the CNI from all the nodes for the current reporting cycle. The size of that packet (CNI) at Node c is:
At this point, the reverse transmission starts from Node c towards both sides (Node 1 and Node n ) to share the CNI with all the nodes. The elapsed time prior to the reverse transmission is T rcr (T cyc /2 in Fig. 5 ). Since the CNI is of a fixed size, the reverse wireless transmission time duration (T rtt i = CNI R ) at each node is same. Since the network is symmetrical, the reverse transmission timing from Node c to Node 1 is equal to the transmission timing from Node c to Node n . Therefore, we demonstrate the reverse transmission timing for one of them (Node c to Node n ). The total duration of reverse transmission from (Node c to Node n ) is n−1 (n−1)
+1
(T fpt i + T rtt i ) and the exact transmission start time of the i th node equals to the total transmission time of all the preceding nodes T nrr i = T rcr
2 +2} referring to (Node c+1 ) and T nrr i = T rcr wheni = (n−1) 2 + 1 referring to Node c . Therefore, the required time for a complete reporting cycle (forward and reverse transmission) is:
To ensure the most current queue size reporting in a cycle, it is desirable for a node to report as late as possible, meaning towards the end of the PON data cycle. The current PON grant cycle ends at
When the wireless reporting (plus bandwidth calculation time) for grant cycle k+1 is completed ahead of the of the ending of grant (data) cycle k, it results in optimal network performance (see Fig. 7 ). This means that the next cycle reporting start time is
Otherwise, the reporting for the (k+1) th cycle starts upon completion of the reporting of cycle as shown below:
T rcs(k+1) = T trc(k) .
B. INTEGRATED SCHEDULING AT ONU
Generally, there are two types of scheduling, the inter-ONU (DBA) and the intra-ONU (queue management). The inter-ONU scheduling at the OLT decides how much bandwidth is allocated to an ONU in a cycle so that it can transmit packets from its queue to the upstream direction. On the other hand, intra-ONU scheduling at the ONU controls the upstream traffic into and out of an ONU queue. Since both types of scheduling typically take place independently at two different locations, they are not optimized in terms of resource allocation. However, in the proposed scheme, both types of scheduling are synchronized as they take place at the ONU, which can facilitate optimal bandwidth allocation at the queue level. (i) Intra-ONU scheduling: Typically, the arriving traffic is admitted into a queue until the queue is full. Any traffic arriving after the queue is full results in packet drop. The queue is generally managed via first-in-first-out (FIFO) scheduling, where the packet that enters the queue first, exits the queue first. The queue management task is more involved when there are several classes of traffic arriving at the ONU queue. In this work, we utilize a relatively simple mechanism of ''priority queuing'' in a shared queue scenario; in practice it means that higher priority traffic has more right to be admitted into the queue than lower priority traffic. Furthermore, when the queue is full, a higher priority traffic can be admitted at the cost of a lower priority traffic from the queue. In our case, 5G traffic, compared to wired/PON traffic, is considered to be a higher priority traffic due to its stringent requirements. Therefore, under priority queueing, typical PON traffic from the queue can be dropped to make space for wireless traffic. In terms of transmitting traffic out of the ONU queue, a scheduler is needed as well. The function of this scheduler is to divide the ONU's allocated bandwidth among the classes of traffic in its queue. We employ a scheduler called ''strict priority'' for scheduling packet transmission. This mechanism transmits packets from the highest priority first, then the lower priority packets in the order of their importance. In our case, 5G traffic is transmitted first, then the wired traffic as per availability of bandwidth.
(ii) Inter-ONU scheduling: this mechanism is responsible for the distribution of cycle bandwidth among the ONUs. According to the ONU queue size in a cycle, ONUs can be divided into two groups: lightly loaded ONUs and heavily loaded ONUs. Lightly loaded ONUs in a cycle need bandwidth less than the maximum allowable bandwidth (B MAX ) while the heavily loaded ONUs need bandwidth greater than B MAX . During each PON cycle, the bandwidth calculation module keeps track of the cycle bandwidth unclaimed by the lightly loaded ONUs. This unclaimed excess cycle bandwidth is then divided among the ONUs that need bandwidth greater than B MAX (heavily loaded ONU). This additional assignment is proportional to their excess need. Assume in a cycle, there are L number of lightly loaded ONUs (R i < B MAX ) and H number of heavily loaded ONUs (R i > B MAX ); the total excess cycle bandwidth due to the unclaimed bandwidth of the lightly loaded nodes is: B Cycle_Excess = L i (B MAX − R i ). In contrast, the total excess need of the heavily loaded nodes is:
. Now the excess cycle bandwidth is proportionally distributed amongst the heavily loaded ONUs to increase their transmission bandwidth of that cycle as per [32] :
is the extra bandwidth assigned to ONU i . The overall bandwidth assigned (B GH ) for a heavily loaded ONU i is given by
If R i is the requested bandwidth (queue size) of ONU i , then the bandwidth assigned using this DBA scheme is
Note: DBAs that allow such distribution of excess bandwidth requires the requests from all the ONUs at the OLT, which typically demands extra time from the PON; however, the proposed scheme offers that inherently.
V. SIMULATIONS AND RESULTS
In this section, we present a comparative analysis of the upstream performance of the centralized scheme (referred to as ''conventional'' [15] ) with the distributed scheme (referred to as ''proposed''). The objective is to compare the two control frameworks of bandwidth allocation, one which is centralized at the OLT and the other which is distributed at the end nodes (ONU/RRH). Therefore, a bare-bone centralized scheme based on [15] is selected to compare with the proposed bare-bone distributed scheme. The centralized DBA enhancements such as Double Phase Polling (DPP) [33] , Shortest Processing Time (SPT) first [34] , Largest Number of Frames (LNF) first [35] , Shortest Propagation Delay (SPD) first [36] etc. are not considered here since many of them are applicable to the distributed framework as well.
A. NETWORK MODEL
A packet-based network model was developed for the purpose of simulation. Each point in the simulation result corresponds to a sample of about 100 million packets averaged over three different runs (wired and wireless traffic) . The simulation focuses on a number of important network performance metrics, such as packet queuing delay, upstream channel utilization, packet loss ratio, queue size etc. In this model, both schemes have similar network parameters. There are 16 ONUs in the network, which are connected by a fiber network to an OLT 20 km away. Each ONU is connected to an RRH via a full duplex fiber link of 1 Gbps and OLT via a shared fiber link of 10 Gbps. Note that the transmission speeds are selected arbitrarily; they do not have any specific relevance in terms of demonstrating improved performance of the proposed framework. The upstream traffic to each ONU (via RRH) is assumed to be bursty [37] ; furthermore, the incoming traffic load at each ONU is assumed to be uneven. In other words, for a given average ONU load, half of the ONUs have a higher network load while the other half have a lower network load. The 5G traffic arriving at the ONU is assumed to be 1470 bytes as per [37] . The upper limit of an optical cycle duration (T CYC ) is 230µs, the guard time (T G ) that separates two consecutive ONU transmissions is 1 µs, and the queue size at each ONU is 50 MB. For the proposed scheme, the concurrent bandwidth/timeslot calculation time at each ONU (excluding reporting time) is ∼20 µs and the average inter-RRH propagation time is 1.5 µs (inter-RRH distance is ∼0.5 km).
At the presence of both 5G traffic and wired traffic in the network, few parameters are modified accordingly. For instance, the 50 MB queue at the ONU is shared by both the 5G traffic and the wired traffic. The incoming arrival rate for the ONU remains the same (1Gbps), however, it is divided evenly between the 5G traffic and wired traffic (500 Mbps each). The packet size of wired PON traffic varies from 64 bytes to 1518 bytes as per Ethernet standards.
B. RESULTS AND ANALYSIS
(i)5G Traffic Scenario: Fig. 8 shows the packet queuing delay versus the Aggregated Network Load (ANL) for both the conventional and proposed schemes. The proposed scheme demonstrates better results than the conventional scheme for all ANL. The proposed scheme's queueing delay remains below 127 µs until the ANL is 55% (0.55), which is well below the MFH delay requirement of about 300 µs [38] . However, for the same scenario, the conventional scheme displays up to 10 ms delay, which is two orders of magnitude higher than the proposed scheme. At low loads, the dominant cause for the conventional scheme's poor performance is the RTT (200 µs) which is inevitable due to the required exchange of report and grant messages between the ONUs and the OLT. At moderate loads, the dominant cause is the inefficient distribution of bandwidth which deprives the needy ONUs from receiving a grant more than the maximum limit set for a cycle (even though there may be surplus bandwidth from the lowly loaded ONUs which can be redistributed among the heavily loaded ONUs). Conversely, the improved performance of the proposed framework is due to the implementation of the DBA locally, which eliminates RTT and allows the redistribution of surplus cycle bandwidth to the needy ONUs. Consequently, more packets are transmitted in a cycle (rather than waiting for the next cycle), which minimizes the packet queuing delay. Although the overall delay for both schemes increase as the ANL increases (until ∼85%), the proposed scheme continues to demonstrate better performance than the conventional scheme. As the ANL increases beyond 85%, the delay difference between the two schemes narrows. At 100% ANL, both schemes perform about the same; because, at a higher load, most ONUs request the maximum allowed bandwidth and there is no excess cycle bandwidth available to be redistributed among the needy ONUs. It is important to note that at ANL 70% the conventional scheme reaches network saturation, which results in maximum delay of 450 ms. However, the proposed scheme reached network saturation at 100% ANL. Fig. 9 depicts the queue size as a function of ANL. The proposed scheme's queue size is smaller than the conventional scheme by an order of magnitude until the ANL is 55%. This implies that more packets are served in a given time in the proposed scheme (shorter delay) relative to the conventional scheme, which is consistent with the queueing delay figure (Fig. 8) . The queue size of the proposed scheme continues to show improved performance than the conventional scheme until the ANL is 80%. As the ANL reaches 100%, both schemes reflect maximum queue sizes indicating maximum network delays as shown in Fig. 8 . It is important to note that the conventional scheme reaches network saturation at 70% ANL, which is much earlier than the proposed scheme. The underlying reasons were discussed above.
As the queue size impacts packet loss, we can see the correlation in Fig. 10 . It shows the packet loss ratio (PLR) for both schemes against the ANL. The PLR is almost zero for both schemes until the ANL is 55%. This is because at lower loads the ONUs are adequately served and queues are not fully saturated to result in packet drops. Beyond that load, the conventional scheme shows growth in PLR reaching 25% at 100% ANL. On the contrary, the proposed scheme shows zero PLR until 90% ANL and reaches about 12% PLR at maximum network load (100% ANL). This figure aligns with network delay and queue size figures. The proposed scheme performs better because it facilitates the redistribution of excess cycle bandwidth to needy ONUs, which helps to free up queue space for the arriving packets (by serving more packets in a given time); the available additional queue space allows the admission of more packets into the queue which minimizes PLR. It is important to explain the cause of packet loss when the average queue size is still below the maximum. Occasionally the instantaneous queue size can reach the maximum, especially due to bursty traffic, while the average queue size remains below it. Any such instant of maximum queue size results in packet loss. Fig. 11 depicts the upstream channel utilization. Until the ANL is 55%, there is no significant performance difference between the two schemes. This is because, at a lower ANL, most ONUs are served adequately for both schemes; this results in a similar ratio of cycle overhead versus packets served (for both schemes). It is important to note that each packet transmitted from an ONU requires a preamble (8 bytes) and an inter packet gap (12 bytes) for a total of 20 bytes of overhead per packet. Likewise, another overhead of 1 µs of guard time is required between two consecutive ONU transmissions. These overheads, regardless of the DBA scheme, prevents maximum network utilization. As the ANL grows to 100%, the proposed scheme's utilization (∼88%) shows improved performance than the conventional scheme (∼ 74%) because the proposed scheme allows the redistribution of excess cycle bandwidth, which facilitates higher data transmission in a cycle. It means that lesser cycles are needed to transmit a certain number of packets which reduces cycle overhead allowing higher network utilization. The queue size, delay and PLR all are consistent with this figure. Fig. 12 shows the cycle times for both schemes. In the conventional scheme, the cycle time is a little above 200 µs for low load, because the minimum RTT between the ONUs and the OLT is about 200 µs; and a cycle cannot be shorter than that. However, at higher loads, cycles may reach the maximum cycle length set by the scheme. In this simulation, the maximum cycle length was set to 230 µs considering the MFH delay requirement; it can however be up to 300 µs without significantly affecting the performance. In the proposed scheme, the cycle time is proportional to the network load. At higher loads, the cycles require larger bandwidth per node to transport more traffic per cycle which translates to longer cycle durations up to the maximum duration allowed.
(ii) 5G and Wired Traffic Scenario: Fig. 13 shows the packet queuing delay versus the ANL for the 5G traffic as well as the wired PON traffic. The proposed scheme demonstrates better results than the conventional one for both types of traffic. Since the proposed scheme's overall performance is better than that of the conventional scheme [as explained in section V.B.(i)], this advantage benefits both types of traffic for the proposed scheme. Between the two types of traffic, the 5G traffic is designated as the higher priority traffic (''strict priority'' transmission) due to its stringent requirements. The 5G traffic's delay for the proposed scheme remains below 100µs (starting at 42 µs) until the ANL reaches 50%, while the conventional scheme's delay reaches 2.5 ms at the same ANL. The proposed scheme not only demonstrates superior performance, but also meets the 5G delay requirement. For an ANL of above 50%, the proposed scheme's queueing delay grows progressively and reaches about 3.3 ms for an ANL of 100% (network saturation). On the other hand, the conventional scheme's delay reaches 5.7 ms at network saturation. The underlying cause of performance improvement of the proposed scheme is same as that discussed previously. Additionally, since the 5G traffic gains from priority queuing when entering the queue and strict priority while exiting the queue, all the benefits of the proposed scheme is enjoyed by the 5G traffic (before the wired traffic).
Regarding the wired PON traffic, the proposed scheme performs better than the conventional scheme for all ANL in Fig. 13 . The proposed scheme reaches about 160 µs (starting at 52 µs) for 50% ANL and reaches about 640 µs at 70% ANL. It is well within the range of PON traffic delay requirements [39] . In contrast, the conventional scheme's delay reaches about 9 ms (starting at 3.6 ms) at 50% of ANL and reaches about 600 ms at 70% of ANL. The performance difference is quite visible, especially at higher loads when the delay is of significant concern. As the ANL increases and reaches 100%, the delay saturates; the proposed scheme reaches a maximum delay of about 690 ms and the conventional scheme reaches about 830 ms. Therefore, even at the maximum network load, the proposed scheme not only performs better than the conventional one but also reaches maximum delay at a much higher load (90% ANL) than the conventional scheme (70% ANL). Fig. 13 ) is proportional to the queue size, we observe similar advantages of the proposed scheme in Fig. 14. The proposed scheme exhibits smaller queue sizes than that of the conventional scheme for all ANL. Regarding the 5G traffic, at moderate load (∼50%), there is a noticeable difference in queue size between the two schemes; the queue size of the proposed and conventional schemes are 2 KB and 50 KB respectively. Although the queue sizes for both schemes increase at an ANL of 70%, the proposed scheme demonstrates better results (5 KB vs 64 KB). As the 5G traffic load increases to 100% ANL, the proposed scheme's queue size is about 130 KB while that of the conventional scheme is about 225 KB. This implies that more packets are served in a given time in the proposed scheme (smaller queue) than are served in the conventional scheme resulting in a smaller queueing delay for the proposed scheme; this agrees with the queueing delay figure.
In relation to the wired PON traffic, the proposed scheme displays a smaller queue size than that of the conventional scheme for all ANL; this aligns with the wired traffic's queuing delay in Fig. 13 . At a moderate ANL (∼50%), the queue size of the proposed and conventional schemes are about 4 KB and 200 KB respectively. As the wired traffic grows above 60% ANL, the queue size grows rapidly for both schemes. At 70% ANL, the proposed and conventional schemes reach about 18 KB and 19 MB respectively. The queues reach maximum at 100% and 80% ANL for the proposed and conventional schemes correspondingly. The proposed scheme out performs the conventional scheme. Fig. 15 depicts the PLR for the 5G and wired traffic for both schemes. In terms of the 5G traffic, both schemes perform similarly, because there is no packet loss for either scheme due to the higher priority of the 5G traffic. In priority queuing, there cannot be any 5G traffic loss if there is wired traffic in the queue that can be forced out to make space for 5G traffic. Therefore, both scheme's 5G traffic analysis demonstrates optimum performance at the expense of lower priority traffic (wired) which has to bear the loss. For the proposed scheme, the wired traffic packet loss is about 3% at 90% ANL and about 21% at maximum load. This agrees with Fig. 14, where it shows that the wired traffic queue size reaches maximum around 100% ANL causing significant packet loss. For the conventional scheme, the wired traffic packet loss is about 13% at 80% ANL and about 35% at full load. It is also consistent with Fig. 14, where the queue size approaches maximum at 80% ANL, which results in the beginning of significant packet loss. Note that the packet loss for the conventional scheme starts at a much lower load than that of the proposed scheme; the performance improvement is clear.
VI. CONCLUSION
This work demonstrated a novel control framework for the DBA for the TDM-PON based MFH to address the limitations of centralization at the OLT. The proposed framework shifted the DBA tasks from the OLT towards the ONU/RRH end thereby improving upstream network performance in terms of latency, packet loss and network utilization. Furthermore, this framework can offer downstream performance improvements. While this scheme displayed promising performance, it resulted in a nominal burden on the wireless network for the control tasks, specifically, by adding signal processing tasks at the RRHs; however, the improvements of the proposed scheme outweigh its limitations.
