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STRUCTURAL EQUATION MODELING AS A TOOL FOR
MULTISITE EVALUATION

Carl Edward Hanssen, Ph.D.
Western Michigan University, 2004

Two fundamental purposes exist for program evaluation: to document
program results and to improve programs. These purposes are commonly called
summative and formative evaluation. The fundamental questions related to these
purposes are (1) what occurred in the program? and (2) how can the program be
improved? The answer to the second question implies the need to explain why
program results occurred.
This dissertation developed an approach to support formative evaluation and
answering the question of why program results occur. This approach integrated
multisite evaluation, theory-based evaluation and structural equation modeling. The
context for this dissertation was the National Science Foundation’s Advanced
Technologi01 Education (ATE) program. ATE program logic indicated that project
characteristics and organizational practices were positively related to levels of
collaboration: levels of collaboration were positively related to productivity in
materials development, professional development, and program improvement; and
program improvement was positively related to student impact.
This study questioned (1) if the ATE program logic model fit the empirical
data available from an annual survey of ATE projects, (2) if the mode! could be fitted,
what could be concluded about the relationships between program characteristics
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and results, and (3) if the model fit was not optimal, could the program logic model
be modified to improve the fit.
Robust maximum likelihood estimation, as implemented in LISREL 8.54, was
used to determine the model fit. The ATE program logic model provided an overall
acceptable fit to the data, though standardized path coefficients indicated that some
components of the model were not supported. Results also suggested that the
measurement of program characteristics, organizational practices, and materials
development was poor. An alternative model with collaboration driving program
improvement and professional development results, and program improvement
driving student impact provided the strongest fit to the data.
The implications of this study were that structural equation modeling
represents a promising analytical approach to support formative evaluation in
multisite evaluation. Challenges in implementing the approach are articulating and
measuring the program logic model, and achieving sufficient sample size.
Recommendations for evaluation practitioners and future research are provided.
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CHAPTER I

INTRODUCTION

Problem Statement

Evaluation is the process of establishing the merit, worth, and value of things,
and evaluations are the products of that process (Scriven, 1991 ) \ Two fundamental
purposes exist for most program evaluations: (1) to document program results
and/or (2) to improve programs (Scriven, 1991). Program evaluators recognize
these purposes as summative and formative evaluation. The fundamental questions
related to these purposes are
1. What happened as a result of the program?
2. How can the program be Improved?
The answer to the first question is often obvious and can be answered by observing
programs, collecting data, and documenting results. The answers to the second
question are often less obvious, but far more compelling and, I would argue, more
important. Ultimately, answering the question of how a program can be improved
requires the evaluator to understand and report on why the program results that were
observed occurred.
This study was concerned with formative evaluation and defining an
approach for answering the question of why program results occurred. To

All references in this dissertation follow APA style as expressed in the American Journal of
Evaluation.
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accomplish this, this study integrated multisite evaluation with theory-based
evaluation and structural equation modeling (SEM).
Multisite evaluation was chosen as the general context for this study because
of the increasing number of large federally-funded evaluations of multisite programs
that have been initiated over the past decade (Lawrenz & Huffman, 2003), and the
author's general experience and familiarity with this type of evaluation. Within
multisite evaluation, the specific context for this study was the National Science
Foundation’s (NSF) Advanced Technological Education (ATE) program. The
evaluation of ATE produced a database that was used to describe program results.
A descriptive program theory (Chen, 1990) of how ATE operated (Hanssen, at. ai,
2003) also existed. SEM provided the analytical tool that was used to model the
ATE program theory. The integration of these elements provided the basis for
answering the question of why program outcomes occurred, which supports
providing formative evaluation feedback. This is a step beyond solely answering the
question of what occurred, which serves summative evaluation purposes.
The remainder of this chapter provides (a) the background for this study, (b)
the research questions that guided this work, (c) the relevance of this study to the
field of evaluation, and (d) definitions. Chapter II contains a review of literature that
focused on the three central concepts in this study—multisite evaluation, program
theory evaluation, and structural equation modeling. Chapter III outlines the
methodology for this study; Chapter IV contains responses to the research
questions. Chapter V concludes with a discussion on issues related to multisite
evaluation, program theory evaluation, and SEM applications. Finally,
recommendations for evaluators and researchers are provided.
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Background

Multisite Evaluation
The distinguishing feature of muttisite programs is that the program design
specifically intends for the goals and objectives to be reached through funding
multiple, independent projects^ (Greenberg, et. al., 2003; Hamilton, et. al., 2003;
Worthen, et. at., 1997). Multisite programs have been categorized as controlled or
uncontrolled (Sinacore & Turpin, 1991). Controlled implementation means the
program has been implemented in the same way across all the projects.
Uncontrolled implementation does not required uniform implementation at project
sites. Multisite programs have often deferred to uncontrolled implementation
because of the desire to learn what works under a variety of conditions or to
compare results from competing program models (Greenberg, et. al, 2003; Sinacore
& Turpin, 1991; Tushnet, 1995).
A typical federal multisite program might have the following characteristics:
the program is established within a federal agency with broad objectives; the agency
provides funding to numerous independent organizations that carry out program
activities (i.e., projects); and each project that receives funding has a degree of
discretion over its specific goals and objectives, and related activities. Thus, a
program can be described as a collection of projects that seek to meet a defined set
of goals and objectives (National Science Foundation, 2002). The result of this
typical program design is that no two projects are the same, engage in the same

^ Throughout this dissertation, the term “program” refers to the overarching funding initiative;
the term “project” refers to the individual organizations that have been funded by the
program.
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4
activities, nor produce, or are expected to produce, the same results. Evaluation of
programs in this context depends on examining the program’s separately funded
projects.
Evaluators have faced significant challenges when evaluating multi-site
programs (Sinacore & Turpin, 1991; Herrell & Straw, 2002). These challenges
include addressing substantial variation in program implementation across sites,
formulating and collecting consistent data on appropriate outcome measures, and
synthesizing findings across program sites (Hamilton, et. al.. 2003). Combined,
these issues have made it difficult for evaluators to establish the merit and worth of
an entire program based on information provided by individual projects.
Multisite evaluations may be prospective or retrospective (Herrell & Straw,
2002). Prospective multisite evaluation occurs when the multisite evaluator is
involved in gathering data for the evaluation; retrospective multisite evaluations occur
when the evaluator relies on data collected by the projects. The latter form is less
common (Sinacore & Turpin, 1991) than prospective multisite evaluation.
In prospective multisite evaluations, a concern when collecting data has been
gathering consistent information across projects. Two types of data have been
commonly sought to support multi-site evaluations: (1) information about
organizational characteristics and (2) evidence of results. It is common, however,
that different projects establish different outcome measures, track outcomes in
different ways, or that the measures available across projects are not appropriate for
tracking program outcomes (Hamilton, et. al, 2003).
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The Advanced Technological Education Program
The Advanced Technological Education (ATE) program grew out of a national
interest in, and concern for, a balanced approach to developing and using
technology to meet the nation’s work force needs (The Evaluation Center, 2000). In
1992, Congress passed the Scientific and Advanced- Technology Act o f 1992 (PL
102-476), which called for NSF to establish a national program to improve the
education for technicians in advanced technology fields. The Act was intended to
serve the ultimate goal of improving the competitiveness of the U.S. In international
trade by increasing the productivity of the nation’s industries. This was to be
accomplished by increasing the pool of skilled technicians in strategic advancedtechnology fields. ATE was initiated by NSF in response to the Congressional
mandate,
ATE’s goal was to expand the number and quality of skilled technicians in
strategic advanced-technology fields. Specifically, ATE sought to accomplish this
through several program areas, which were (a) developing model instructional
programs, (b) providing professional development for faculty in advanced-technology
fields, (c) establishing innovative partnership arrangements, (d) acquiring and
implementing state of the art instrumentation, and (e) developing and disseminating
instructional materials.
ATE made its first grants in the summer of 1994. As of 2003, nearly 550
awards had been made, totaling $300 million (National Science Foundation, 2003a).
In Fall 2003, the program had approximately 230 active grants (National Science
Foundation, 2003b).
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The Evaluation Center at Western Michigan University was awarded a grant
to conduct the external program evaluation of ATE. The evaluation is based on four
questions (The Evaluation Center, 2003): (1) to what degree is the program
achieving its goals? (2) is [the program] making an impact and reaching the
individuals and groups intended? (3) how effective is [the program] when it reaches
its constituents?, and (4) are there ways the program can be significantly improved?
Questions 1-3 addressed the question of what is occurring. ATE program
goals were dearly defined and the evaluation examined the degree to which projects
were productive within the primary program areas. The evaluation examined the
degree to which projects are impacting students by gathering data about the number
of program participants and the number of individuals placed in technician positions.
The evaluation addressed effectiveness through targeted studies that explored each
of the major program areas.
Question 4 partially addressed the question of why program results were
occurring. The question of how the program can be improved implied the need to
understand what contributed to program success. However, the specific question of
understanding what did and did not work to produce desired results was not directly
addressed by the evaluation.
The evaluation team engaged in a number of activities to answer these
questions, including site visits with projects and business and industry partners,
evaluation of instructional materials, regular meetings with NSF program staff,
participation In conferences, and an annual survey. The survey addressed each of
the ATE program areas, and projects that were active for at lest one year were asked
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to report on their activities. Survey data were compiled in the ATE program
evaluation database, which was used in this study.
Theorv-Based Evaluation
The terms program theory evaluation (Bickman, 1990), theory-based
evaluation (Weiss, 1997), and program logic (Funnell, 1997) have been used to
describe the practice of basing a program evaluation on a causal model. The
program theory/causal chain/logic model has provided a rationale for understanding
how the program intended to produce its desired outcomes, thus enabling the
evaluator to answer to the question of why program outcomes occurred. In the
absence of validated program theory (which is common in education and human
services), the foundation that has typically been used in theory-based evaluation is a
model of the program’s logic,
A program logic model can provide evaluators with a basis for answering the
question of why outcomes occur. The core principal of theory-based evaluation has
been to use the program’s underlying assumptions or logic model to guide the
program evaluation (Rogers, et. al, 2000). Within many program logic models, a
series of intermediate antecedents and outcomes have been defined. The definition
of antecedents and outcomes, or events and responses (Lipsey, 1993) provides a
basis for measurement which can contribute to evidence about why program results
occur.
Combining Multisite and Theorv-Based Evaluation
Adopting the core principal of theory based evaluation, which is to use an
underlying program theory as a guide for the program evaluation, when conducting
multisite evaluation can help evaluators (a) describe the program and its results, and
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(b) explain the reasons for those results, i.e., respond to both summative and
formative evaluation purposes.
Figure 1 depicts the ATE program model, which is keyed to the program
areas listed above. The figure depicts the program logic as follows; NSF provided
support to projects with various characteristics; the organizational practices
employed by these projects were the building blocks for program-related activities;
and collaboration, materials development, and professional development efforts were
expected to serve program improvement and directly impact the workforce through
better-educated students (Hanssen, et. al., 2003).

Project
Characteristics
...J
V____ ____

—
A
Organizational
Practices
V............................

Collaboration

Materials
Development

Profe-ssional
Development

Program
Improvement

Student & Workforce
Impact

Figure 1. ATE program model
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Lastly, the annual ATE evaluation survey was keyed to these program areas.
As a result, data were available to examine the relationships between each program
area. This provided an opportunity to attempt to answer the question of why
program results occurred.
Structural Equation Modeling
The ATE program model outlined in Figure 1 implied a series of relationships
that could be examined using SEM. SEM tests the relationships between defined
constructs and the associated theory and specifies how constructs are related. To
answer the question of “why” program results occurred within the ATE program, it
was necessary to construct a structural model based on the constructs that defined
the program. Figure 2 presents an initial model based on the seven ATE constructs
depicted in Figure 1.

Materials
developmerij,

Project
characteristics

Program
improvemeni

Collaboration
Organizational
practices

Student
Impact

Professional
developmerit,

Figure 2. ATE program structural model

The ATE program structural model followed directly from the program logic
model, which was based on the program design. The structural model was
described as follows: collaboration was dependent on project characteristics and
organizational practices; results in the three work categories (1) materials
development, (2) professional development, and (3) program improvement were
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dependent on collaboration; professional development and program improvement
were also dependent on materials development; program improvement was also
dependent on professional development; student impact was dependent on program
improvement.

Research Questions

The following questions were addressed in this study using the ATE program
evaluation database. Answers to these questions provided guidance to program
evaluators faced with the challenge of providing formative evaluation evidence, i.e.,
answering the question of why outcomes occur.
In the context of multisite evaluation,
1.

To what extent does the ATE program logic model, in components or in

its totality, fit the empirical data?
2a.

If the model, in components or in its totality, can be fitted, what are the

dynamics with which the programmatic characteristics contribute to program
outcomes?
2b.

If the empirical fit of the model is not optimal, can the current logic

model be modified to improve the fit?

Relevance of the Study for Evaluators

The emergence of multisite evaluation as a focus for program evaluators was
highlighted in two New Directions for Evaluation volumes edited by Sinacore and
Turpin, and Herrell and Straw in 1991 and 2002, respectively. These volumes
provided definitions and examples of multisite evaluations and in many ways
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launched this stream of evaluation thought. More recently, Lawrenz and Huffman
(2003) discussed the participatory nature of multisite evaluations in an article
published in the American Journal of Evaluation. What is notable about this recent
article, however, is that the five programs used as examples in the discussion—all of
which were NSF programs and one of which was the ATE program—represented
literally hundreds of millions of dollars in federal program funding.
The size and scope of these programs underscores the importance of
developing innovative methods and applying sound practice in evaluating these
efforts. Similarly, evaluations of these programs should be comprehensive in that
they should address both summative and formative issues.
Theory-based evaluation and structural equation modeling are both widely
accepted social science research tools. Combined, these approaches represent an
opportunity to innovate an approach to addressing formative evaluation within a
multisite program context. While these tools and this approach may not be
appropriate in all multisite program contexts, they may help evaluators provide
additional evidence to support evaluation findings and recommendations. Given this,
evaluators who evaluate multisite programs should be interested in this approach.

Definitions

ATE. The Advanced Technology Education program funded and
administered by the National Science Foundation.
Controlled implementation. Implementation of a program where the program
administrators define the specifics of how the program is implemented, resulting in
decreased variation in implementation between projects.
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Evaluation. The process of determining the merit, worth, or value of some
object or the product (i.e., the report) of that process.
Formative evaluation. Evaluation that is focused on improving programs.
Multisite evaluation. Evaluation of a multisite program that looks across
funded projects, aggregates results, and establishes merit and worth of the program
based on the aggregated data.
Multisite program. A program that is implemented through the funding of
multiple projects at different locations.
NSF. The National Science Foundation, which funds and administers the
ATE program.
Program. A funding initiative that targets a specific, expressed need.
Program theory. The theory or logic that supports the need for and design of
a program; program theory suggests a series of causal relationships that contribute
to the ultimate program outcome (i.e., if this occurs then this happens, then this
results).
Project. An entity or organization that receives funding under a program.
Prospective evaluation. Evaluation of a multisite program where the central
evaluator is directly involved in gathering data used in the evaluation.
Retrospective evaluation. Evaluation of a multisite program where the data
used in the evaluation is developed by the individual projects and then given to the
central evaluator.
Structural Equation Modeling. The process of defining relationships between
latent variables (constructs) based on observable data.
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Summative evaluation. Evaluation that is focused on documenting program
results.
Theory-based evaluation. An evaluation that is guided by the underlying
program theory or logic that defines the program.
Uncontrolled implementation. Implementation of a program by funded
projects that is not controlled or pre-defined by the program administrator.
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CHAPTER II

REVIEW OF LITERATURE

Introduction

The review of literature explored the three central concepts in this
dissertation: (1) muitisite evaluation, (2) theory based evaluation, and (3) structural
equation modeling. The discussion of each concept provides a definition (or
competing definitions) and examples of how the concept has been described and
used in past work. As a conclusion, the relevance and significance of past work to
this dissertation is discussed.

Multisite Evaluation

Definition
Many evaluators and researchers acknowledge that multisite evaluations are
common phenomena (Sinacore & Turpin, 1991; Tushnet, 1995; Worthen, e t a l,
1997; Herrell & Straw, 2002). Various terms have been used to describe multisite
evaluation, including cluster evaluation (W.K. Kellogg, 2000), cross-site evaluation,
multisite evaluation, and multi-center clinical trials (Herrell & Straw, 2002). While
these variants share common characteristics, there is considerable debate about the
characteristics that differentiate these types of multisite evaluations.
An important component of multisite evaluation, in any of the forms listed
above that is not explicitly stated in the literature (though strongly implied), is that a
14
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multisite evaluation is coordinated/conducted by a single evaluator or evaluation
team. This is an important distinction because many programs that are implemented
at multiple locations require each location to also engage their own evaluator. These
evaluators are not conducting a multisite evaluation, though they may participate in,
or provide data for, the multisite evaluation. Throughout the remainder of this
discussion, the term eva/uaforwill be used to describe the multisite evaluator, rather
than a specific site evaluator.
An initial definition of multisite evaluation comes from Sinacore and Turpin
(1991). In fact, some authors credit them with coining the term “multisite evaluation,"
or MSE (Herrell & Straw, 2002; Tushnet, 1995). Sinacore and Turpin argue that the
distinguishing feature of an MSE is “its implementation at different sites with an
analysis of original data” (1991, p. 7). The term “original data” is significant in that it
implies that the evaluator uses data that has been gathered expressly for the
purposes of the multisite evaluation. Sinacore and Turpin (1991) further differentiate
multisite evaluation as either prospective or retrospective. Prospective evaluation
occurs when the evaluator intends to use mulitiple sites at the beginning of the
evaluation. Retrospective evaluation occurs when the data from different evaluations
on a similar topic are combined and form the basis for the multisite evaluation.
Sinacore and Turpin’s definition of retrospective appears to contradict the earlier
statement that a multisite evaluation relies on “original data," thus supporting the
argument that an evaluation can not be a multisite evaluation unless it is prospective.
Herrell and Straw (2002), however, provide alternative definitions of
prospective and retrospective evaluation that are more useful. They assert that a
prospective evaluation is one where the multisite evaluator is actively involved in the
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collection of data; conversely, a retrospective evaluation relies on data already
collected by the sites. Unfortunately, Herrell and Straw are mute on the issue of the
multisite evaluator defining measures and then relying on the sites to collect the
data. For the purposes of this discussion, however, we will consider this to be form
of a prospective evaluation. Thus, a multisite evaluation can clearly be prospective
or retrospective, irrespective of the intent (as described by Sinacore and Turpin) of
the evaluator at the outset. The definitions provided by Herrell and Straw seem more
relevant and are used throughout the remainder of this discussion.
Sinacore and Turpin (1991) also classified MSEs according to the
implementation of the program being evaluated. They indicated that programs are
implemented either in a controlled or uncontrolled manner. Examples of controlled
multisite program implementation are often cited in the healthcare literature, one
form of which is multicenter clinical trials (Herrell & Straw, 2002). Uncontrolled
implementation, however, appears much more frequently in the literature when
talking specifically about multisite evaluation such that Tushnet (1995) argued that
uncontrolled program implementation is a distinguishing feature of multisite
evaluations.
Building on this discussion of prospective and retrospective evaluation, and
controlled and uncontrolled program implementation, Herrell and Straw (2002),
distinguish between three general variants of multisite evaluations: (1) cluster
evaluation, (2) multisite evaluation, and (3) multicenter clinical trials. According to
Herrell and Straw, cluster evaluations tend to be exploratory in nature the primary
purpose of examining variation in program implementation. Thus, these evaluations
may be prospective or retrospective but the program being examined is usually
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implemented in an uncontrolled manner. Conversely, multicenter clinical trials tend
to be confirmatory with the purpose of estimating the impact of treatments. Program
implementation in these instances is tightly controlled and the evaluation is
necessarily prospective to ensure that the data collected can support the
confirmatory purpose of the evaluation.
Using Herrell and Straw’s classification scheme, multisite evaluations fall in
the middle of the continuum between cluster evaluation and multicenter clinical trials
and may adopt the distinct characteristics of either or both of these variants. Thus, a
MSE may be either exploratory or confirmatory with the purpose of estimating impact
and examining variation. Similarly, MSE may be prospective or retrospective and the
program implementation being evaluated may be controlled or uncontrolled.
To summarize, muitisite evaluation can be defined as an evaluation that is
conducted by a central evaluator and that uses data collected from each location.
The data used for the evaluation may be collected by the evaluator (prospective) or
compiled by the sites and then provided to the evaluator (retrospective). The
program being evaluated may be implemented in a controlled or uncontrolled
manner. It is the issue of the program that is addressed next, followed by a more
detailed discussion of the evaluation purposes.
Objects of Multisite Evaluation
A substantive discussion of what constitutes the evaluand, or object of
evaluation, in a multisite evaluation is missing from the literature. There is an implicit
assumption that the evaluand must be a defined program. Thus, when authors
describe multisite evaluations, they are speaking about the evaluation of a program
that is implemented at multiple sites, ala Sinacore and Turpin. Lawrenz and Huffman
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(2003) demonstrate, by describing five National Science Foundation programs, that a
key feature of multisite programs is that there is some tangible element, i.e, a
program or issue, that links all of the sites together.
Greenberg, et. al. (2003), present an instructive example of how evaluating
responses to an overarching problem can be conceptualized as a multisite
evaluation that examines results from different welfare to work programs. This
example satisfies the basic definition of multisite evaluation—data from multiple sites
are used in the evaluation by a central evaluator. This example can also clearly be
categorized as uncontrolled program implementation and retrospective evaluation.
However, the object of the evaluation is not a multisite program, rather it is an
overarching response to a defined problem. This response led to the creation of
multiple programs, and evidence about how the problem was addressed was found
using data that were collected at each of the locations were the response was
exhibited.
This example supports the idea that what links sites together in a multisite
evaluation is not necessarily a "program,” but rather an problem being addressed.
What is important is that each site is implementing an intervention to address that
issue. The interventions may exist within the context of a multisite program, or they
may exist in response to a defined issue. An issue could be articulated as a policy
statement or by a belief in the need to address some social problem. Within the
context of the ATE program, the issue being addressed was a dearth of qualified
technicians to support U.S. industry needs (The Evaluation Center, 2000). The
example cited by Greenberg, et. al., (2003) identifies the issue as a recognized
problem of transitioning welfare recipients to work. The responses manifested at the
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sites in Greenberg's study all targeted this issue, though they did not operate within a
coordinated programmatic context.
The welfare to work example helps clarify (and confuse) the issue of muitisite
evaluation, in addition to the summary definition provided above, multisite
evaluations may target issues and/or problems, not just defined programs. Thus, an
important factor in conducting multisite evaluation in these cases is the availability of
consistent data across sites, in cases where the evaiuation is not linked to a single
program effort.
Multisite Evaluation Data
In the Greenberg, et. al. (2003) example, the consistent data that were
available fell into two categories—outcome measures and site characteristics. The
primary outcome measure for the weifare to work programs was the increase in
income for program participants. Site characteristics included demographics,
unemployment rates, and various program related activity measures (Greenberg, et.
al., 2003). From the outcome measures, an effect size for each site was determined.
This effect size was then used as the unit of analysis in aggregating program impacts
and comparing program effects size across sites.
This example defines two additional characteristics of multisite evaluation,
which help clarify the concept. First, the data collected by the central evaluator from
various sites (whether prospective or retrospective) must be consistent. Secondly,
the data from multiple sites should be appropriate for pooling to allow for the
determination of an overall effect (i.e., program impact) as well as comparisons
across sites. Even cluster evaluation proponents, who view the primary function of
multisite evaluation as exploratory (Herrell & Straw, 2002), seem to adhere to this
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concept in their activities by defining and collecting at least a minimal set of data
across sites for determining an overall effect and to allow comparisons of results
across sites (W.K. Kellogg, 2000). Furthermore, Kalaian (2003) argues that in cases
where consistent data are not available across sites, multisite evaluation is actually
more akin to meta-analysis (Glass, McGaw, & Smith, 1981) and should not be
considered multisite evaluation.
Multisite Evaluation Purposes
The definitional elements of multisite evaluation imply that multisite evaluation
has a broad array of purposes. For example, Herrell and Straw (2002) distinguish
between an exploratory purpose and a confirmatory purpose. The critical exploratory
question is determining what works under a variety of conditions. The primary
confirmatory question is understanding what happened, i.e., did the intervention
work. These purposes are implicitly aligned with formative and summative
evaluation, though an evaluation may be exploratory, but would only be truly
formative if the findings were used to improve program implementation. Overall, it is
clear that multisite evaluation may address both the question of what occurred in a
program as well as why outcomes were produced.
Worthen, et. al, (1997) provide a list of potential multisite evaluation purposes
which are consistent with the above discussion. They are
1.

To determine the overall effect of the program, when effects are

aggregated across all program sites,
2.

To determine whether the program works under the variety of conditions

and circumstances that exist where it has been implemented,
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3.

To determine how the program interacts with specific site characteristics

(e.g., demographic differences in program participants, varying placements of the
program within agencies governing structures),
4.

To monitor individual project compliance in implementing the program

according to its specifications or standards,
5.

To compare program performance across projects to identify the most

effective and ineffective ways of operating the program,
6.

To determine which projects should be continued or discontinued in the

program, and
7.

To share effective practices, lessons learned, and other insights gained

in one project that could be beneficial to other projects.
Finally, Tushnet argues that the primary purpose for conducting a multisite
evaluation is to understand what works within a program under different conditions
and implementations. Multiple authors (Greenberg, et. al., 2003; Worthen, et. al,
1997; Sinacore & Turpin, 1991, W.K. Kellogg, 2000) agree with this argument and
cite this comparative element as the primary function of multisite evaluations, and,
indeed, as one of its primary benefits. This comparative purpose speaks directly to
the issue of why outcomes occur.
Summary
The definition of multisite evaluation presented above is summarized as
follows:
1.

The object of a multisite evaluation is defined primarily by a problem

and a tangible response to that problem.
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2.

The response to the problem is evident at multiple locations, which is

the critical linkage across the sites.
3.

Multisite evaluations are conducted by a central evaluator who

examines data from multiple locations.
4.

Two types of data are required (1) information on results and (2) site

characteristics.
5.

Data collected are consistent in that they support pooling for

determining (1) overall effects and (2) comparisons across program sites.
Multisite Evaluation Challenges
Evaluators have faced significant challenges when evaluating multisite
programs (Sinacore & Turpin, 1991; Herrell & Straw, 2002). These challenges have
included (a) addressing substantial variation in program implementation across sites,
(b) formulating and collecting consistent data on appropriate outcome measures, and
(c) synthesizing findings across program sites (Hamilton, et. al., 2003).
In addition, there are a myriad of other issues to consider when examining
multisite evaluations. These issues fall into two categories—program related issues
and methodological issues.
Program issues include context (Tushnet, 1995), the definition of a program,
the role of the administrator (W.K. Kellogg, 2000), the variation in program goals and
objectives (Hamilton, et. al., 2003), the definition of a “site” (Herrell & Straw, 2002),
and the flexibility of different sites to engage in different activities (Lawrenz &
Huffman, 2003; National Science Foundation, 2003). Thus, multisite evaluators must
precisely address each of these issues to ensure that the object of the evaluation is
clearly understood by the evaluation stakeholders.
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Methodological issues include the use of quantitative versus qualitative data
{Lamberti & Katzenmeyer, 1996), the purpose of the evaluation, i.e., formative or
summative, confirmatory or exploratory (Herrell & Straw, 2002), sample size
(Sinacore & Turpin, 1991), and the unit of analysis, i.e., site versus individual
program participant (Greenberg, et. al., 2003). It is important to note that these
methodological issues are not unique to multisite evaluation. For example, all
evaluations must consider the use of quantitative versus qualitative data. In a
multisite context, however, the use of qualitative data may detract from the ability to
aggregate program effects across sites.
Several examples of multisite evaluations are provided below that highlight
the variations in how different MSEs satisfy the five-point definition provided above.
Additionally, other critical program and/or methodological issues are highlighted to
demonstrate how variations in these issues do not disqualify an evaluation as a
multisite evaluation. Lastly, this discussion concludes with a detailed examination of
the ATE program as the specific context of this study.
Multisite Evaluation Examples
There are numerous examples of MSEs in the literature (Anderson, et. al.,
2003; Greenberg, et. al., 2003; Hamilton, et. al., 2003; Barbor, et. al., 2002; W.K.
Kellogg, 2000; Schleger, et. al., 1999; NSF, 1998; Tushnet, 1995). Table 1 presents
five examples of multisite evaluation, one of which is the ATE program, which is the
specific context for this study. These examples are highlighted because they
represent variants of multisite evaluation practice, yet each satisfies the basic
characteristics of a multisite evaluation. In addition, while these examples should not
be taken to be systematically representative of all multisite evaluations, their
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2003)
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characteristics are reasonably representative of the scope and breadth of many
MSEs.
These examples show that by and large, most multisite evaluations consider
a relatively small number of sites. The exception to this is the ATE multisite
evaluation which gathers data from over 100 project sites annually (Hanssen, et. al.,
2003), In the case of ATE, the unit of analysis for the evaluation is the funded
project, whereas in other evaluations, the unit of analysis may be a program
participant, resulting in larger samples. For example, the sample size for the MTP
program was 450 (Barbor, et. al., 2002) because the unit of analysis was individual
program participants, The sample size was in excess of 40,000 for the retrospective
evaluation of welfare to work programs documented by Greenberg (2003) and his
colleagues. Thus, the sample size and unit of analysis are important considerations
for multisite evaluators (Sinacore & Turpin, 1991).
However, the critical factor here is that sampling unit used in the evaluation
describes the unit of analysis, and the maximum attainable sample size for the
evaluation. As a result, collecting data from multiple subjects at a given site does not
necessarily improve sample size if the sampling unit for the evaluation is an
individual site.
These examples also highlight the idea that most multisite evaluations are
prospective and address uncontrolled implementation. (I make this statement
understanding that multicenter clinical trials, which are a variant of multisite programs
that use controlled implementation and prospective evaluation (Herrell & Straw,
2002) are widespread, but wanting to focus this discussion on the MSEs that fit
neither the extremes of cluster evaluation or multicenter clinical trials.) This is
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consistent with Tushnet’s assertion (1995) that uncontrolled implementation was a
key characteristic of multisite evaluation. Similarly, Sinacore and Turpin (1991)
indicated that prospective evaluation was most common, even though their definition
of “prospective” was later clarified by Herrell and Straw (2002) and is used differently
than Sinacore and Turpin described.
Finally, both the FFK (W.K. Kellogg, 2000) and WMC (Schlenger, et. al.,
1999) programs could be considered cluster evaluations. Both were examples of
prospective evaluation and uncontrolled implementation. Each had, as a primary
objective, the desire to create a large amount of new information. This new
information could be used to answer the question of why outcomes occurred and
might also be used in a formative manner to improve program design and
implementation. In this sense, these evaluations were primarily exploratory, rather
than confirmatory, which is a primary characteristic of the cluster evaluation variant
(Herrell & Straw, 2002). Of course, this does not exclude other multisite evaluations
from exploring variations in program implementation strategies, nor does this
distinction warrant substantively differentiating cluster evaluations from other
multisite evaluations.
The Advanced Technological Education Program
ATE grew out of a national interest in and concern for a balanced approach to
developing and using technology to meet the nation’s work force needs (The
Evaluation Center, May 2000). In 1992, Congress passed the Scientific and
Advanced-Technology Act of 1992 (PL 102-476), which called for NSF to establish a
national program to improve the education for technicians in advanced technology
fields. The Act was intended to serve the ultimate goal of improving the
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competitiveness of the U.S. in international trade by increasing the productivity of the
nation’s industries, which in turn was to be accomplished by increasing the pool of
skilled technicians in strategic advanced-technology fields.
With respect to the definition of multisite evaluation outlined above, the
Congressional action represented a specific response to the stated problem of a lack
of qualified technicians in the U.S. As described below, ATE became one response
to that problem, but it is possible that other responses were also initiated. Thus, the
object of a hypothetical multisite evaluation could be the overall response to the
stated problem of too few trained technicians as manifested in different educational
initiatives (of which ATE was one).
Congress emphasized the role of two-year colleges for this program. As
House Report 102-508, p. 4 stated, “Two-year colleges are a major contributor to
higher education and have become the largest pipeline to postsecondary education
in the United States. In 1990,1350 two-year colleges enrolled approximately 5
million students, representing 43 percent of all undergraduate students and
constituting 40 percent of all institutions of higher education. Approximately 30
percent of students enrolled in two-year colleges transfer to four-year colleges and
universities.”
ATE Program Objectives
NSF initiated ATE in response to the Congressional mandate. ATE was
created in the Education and Human Resources Directorate (EHR) and was co
managed by two Divisions, the Division of Undergraduate Education (DUE) and the
Elementary, Secondary, and Informal Education Division (ESIE). Consistent with
the Congressional mandate, ATE’s overarching goal was to expand the pool of
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skilled technicians in strategic advanced-technology fields. ATE directed funding to
community colleges, which was also consistent with the Congressional mandate, in
pursuit of this goal.
The methods for achieving this goal, however, were varied, which led to, in
terms of the multisite evaluation definition, uncontrolled program implementation.
The type of activities in which funded project engaged were described by the specific
ATE program goals listed below
1.

Develop model instructional programs in advanced-technology fields.

2.

Provide professional development of faculty and instructors in

advanced-technology fields.
3.

Establish innovative partnership arrangements that (a) strengthen the

relationships between associate-degree-granting colleges and secondary schools in
the communities, (b) build strong working relationship between the associate-degreegranting colleges and the businesses, industries, and other appropriate public and
private sector entities that need skilled technicians in their work force, and (c) provide
for private sector donations, faculty opportunities, etc.
4.

Acquire and implement state of the art instrumentation.

5.

Develop and disseminate instructional materials.

Over the course of the program, these goals became commonly described as
(1) program improvement, (2) professional development, (3) collaboration, and (4)
materials development (The Evaluation Center, 2000).
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ATE grants were awarded in three categories: centers, projects, and
articulation partnerships (NSF, 2003c). Centers received more funds and had a
broader range of activities than did projects. Projects tended to focus on only one or
two of the above objectives, though larger projects often engaged in all the program
activities. Articulation partnerships focused on coliaborative relationships between
educational institutions at multiple levels to promote access to higher levels of
education. Overall, ATE funded a relatively small number of centers (10-20), a large
number of projects, and only a few articulation partnerships. However, the small
number of articulation partnerships funded was primarily due to the fact that the first
awards in this category were made in 1994 (Hanssen. et. al, 2003).
ATE Operations
Operationally, the ATE program was straightforward. The program solicited
and reviewed preliminary proposals from institutions and their partners in or around
April of each year. The preliminary proposals were reviewed and feedback provided
to applicants, together with an overall judgment as to whether or not a full proposal
was encouraged. The applicants, regardless of the ATE program feedback, were
allowed to submit a full proposal, which was due in October of each year. Full
proposals were reviewed and funded on a merit basis. Funded institutions then used
the grant funds to conduct the proposed activities.
Program officers handled oversight of grant awards and the nature and extent
of oversight varied. NSF hosted annual Principal Investigator meetings for ail
projects, which provided opportunities for interactions among projects and with
program officers. Monitoring of small projects (i.e., projects receiving relatively small
annual awards) depended largely on interactions between the program officer and
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the project director. Large projects (I.e., over $500,000 per year) and all centers
were expected to create advisory boards or National Visiting Committees that
reviewed grant activity and provided input to the principal investigator for the grant
and to NSF.
ATE made its first grant awards in the summer of 1994. As of 2003, nearly
550 awards had been made, totaling $300 million (National Science Foundation,
2003a). In Fall 2003, the program had approximately 230 active grants (National
Science Foundation, 2003b).
The ATE Program Evaluation
The Evaluation Center at Western Michigan University was awarded a grant
in 1999 to conduct an external evaluation of the ATE program. The initial evaluation
period was for three years and was extended, in 2002, for three additional years.
NSF funded the evaluation for approximately $500,000 annually. The evaluation is
based on four questions (The Evaluation Center, July 2003)
1.

To what degree is the program achieving its goals?

2.

Is [the program] making an impact and reaching the individuals and

groups intended?
3.

How effective is [the program] when it reaches its constituents?

4.

Are there ways the program can be significantly improved?

Questions 1-3 focused on addressing the question of what is occurring, which is
consistent with the summative focus of the evaluation. Question 4 partially
addressed the question of why program results were occurring. The question of how
the program can be improved implies the needs for an understanding of what
contributed to program success. However, the specific question of understanding
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what worked and what did not work to produce desired results was not an explicit
purpose of the evaluation. However, consistent with the definition of multisite
evaluation, the ATE program evaluation was interested in both documenting program
results and in supporting program improvement.
Program Evaluation Indicators
During the first year of the evaluation, the evaluation team articulated a
detailed list of indicators to guide data collection activities during the evaluation (The
Evaluation Center, 1999a). These indicators were developed at three levels (see
Appendix C): (1) the initiation and support of projects and centers, (2) development,
i.e., short term outcomes and impacts, and (3) viability of center and project work.
Each family of indicators defined drivers, enabling outcomes, short-term outcomes,
and, in the case of the level 3 indicators, long term outcomes. In addition, the
relationship between these indicators was articulated in a high-level program logic
model as shown in Figure 3.

Logic Model

Source; The Evaluation Center (1999b).

Figure 3. Initial ATE evaluation logic model
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Interestingly, the program logic model shown above was not explicitly used to
guide the evaluation, especially in more recent years, i.e., 2003 to present. The
value of this logic model appears to have been to articulate detailed questions to be
used in various evaluation activities. It is apparent though, that the model, and its
supporting indicator levels, was constructed with causal relationships in mind. The
use of the terms “drivers,” “short term outcomes,” and “long term outcomes” implies a
set of causal relationships that provide explanatory evidence about program results.
Evaluation Activities
The evaluation team engaged in a number of activities to answer the four
broad evaluation questions. These activities included site visits to 13 high
performing projects, site visits to business and industry partners, evaluation of
materials produced by projects, regular meetings with NSF program staff,
participation in PI conferences, and an annual web-based survey.
The annual survey was the central evaluation activity and provided a large
amount of data for the evaluation. The survey employed a descriptive design in that
its purpose was not to attribute causality but to describe the program (O'Sullivan &
Rassel, 1995). The specific survey items (see Appendix D) addressed some of the
level 1 and 3 indicators, but focused primarily on the level 2 indicators. These
indicators examined results in each of program activity areas.
Each year, all ATE projects that were active for at least one year at the time
the survey was administered (usually February through April) were selected to
participate. Survey data were collected, analyzed, and reported each year
(Gullickson, et. al., 2000,2001, 2002; Hanssen, et. al., 2003). The annual survey
report was primarily summative, but also provided overall recommendations for
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improving ATE. In 2003, the report also contained a four-year summary of ATE
program trends and introduced an updated program logic model that was based on
the relationships between ATE program activities (see Figure 1 from Chapter I). This
program logic model was significant in that it re-opened the opportunity to establish
causal relationships between various program components.
Evaluation Recommendations
In response to the fourth evaluation question, the 2003 annual survey report
(Hanssen, et. al, 2003) made two recommendations for program improvement. The
first concerned the use of evaluation by projects and argued for NSF to encourage
more substantive use of evaiuation within projects to guide project activities. This
recommendation was based on findings that few projects utilized evaluation
throughout the development and implementation of materials development and
professional development activities (Hanssen, et. al., 2003). The second
recommendation concerned the recruitment and retention of minority and traditionally
underserved populations. The report encouraged NSF to seek new methods for
recruiting minority students into ATE-sponsored programs to broadly disseminate
these ideas to all ATE projects. This recommendation was based on the findings
that minority representation had not improved over time across ATE-funded projects
(Hanssen, et. al., 2003).
The recommendations provided in the annual survey report, were examples
of formative evaluation in that there were specifically targeted at improving the ATE
program. Despite this, the report did not provide any evidence to show why adopting
these recommendations would improve program results in terms of improving the
number and quality of technicians in the workforce. In other words, there was no
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justification or explanation for the formative feedback, i.e., the evaiuation did not
answer the question of why outcomes were produced.
The evaluation of ATE has done an excellent job of describing what
happened in the ATE program, but has not adequately describe why those results
occurred, which is a key concern of multi-site evaluations (Worthen, et, al., 1997).
The program evaluators have not focused on what activities and/or conditions
contributed to results produced by the projects. For example, was the level of
funding received by a project related to the number of students who were impacted
by new instructional programs? Or, what was the contribution of funding to student
participation levels versus other organizational factors, such as participation in
monitoring activities or the age of a project? Answers to these types of questions get
to the heart of the issue of why results occur and provide the fundamental basis for
this study. The application of a program logic model can help evaluators answer
these types of questions in a multisite context.

Theory-Based Evaluation

Definition
The terms program theory evaluation (Bickman, 1990), theory-based
evaluation (Weiss, 1997), and program logic (Funnell, 1997) have been used to
describe the practice of basing a program evaluation on a causal model. For the
purposes of this study, the term theory-based evaluation will be used to encompass
all of these variants, as each of these variants suggests a program evaluation
process that focuses on (a) the most effective program components, (b) the
mediating causal processes through which a program works, and (c) the
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characteristics of the participants, service providers, and context that moderate the
relationships between a program and its outcomes (Donaldson, 2003).
A causal model is an important tool for theory-based evaluation because
such a model provides the rationale for how a program produces its results. In the
absence of a tested program theory (which is common in education and human
services), the foundation that has typically been used in theory based evaluation is a
program logic model. The ATE program models presented in Figures 1 and 3 above
are two examples. Figure 4 below presents a third example.
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Figure 4. Logic model for reducing alcohol related motor vehicle accidents and
deaths

The model in Figure 4 depicts a single overarching program goal—to reduce
premature death and preventable injuries—but it also contains several intermediate
measurable objectives that, while ends in themselves, contribute to the overall
program goal. For example, eliminating drinking and driving in alcohol-dependent
individuals should, as indicated, reduce alcohol related MVA fatalities, which should,
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in turn, reduce premature death and preventable injuries. Thus, each intermediate
outcome has antecedents and is an antecedent for downstream program results.
Normative and Descriptive Program Theory
Chen (1990a; 1990b) described two primary types of causal models—
normative and causative (p. 43). A normative model describes how a program is
intended to work. A causative model shows how the program actually works.
Rogers (2000) applied the terms normative and descriptive models to Chen’s
normative and causative models. These terms seem more appropriate given the
ensuing discussion and thus are used throughout this study.
As shown in Table 2, there are three issues that help distinguish between
normative and descriptive models. They are (1) when the model was developed, (2)
how it was developed, and (3) how it was used in an evaluation. Each of these
issues has implications for theory based evaluation.

Table 2
Normative and descriptive program models
Issue

Normative

Descriptive

When

During program development;
prior to the evaluation; at start of
the evaluation

After the program has been
operating; during the course of
the evaluation

How

Deductively based on
hypothesized relationships

Inductively based on observed
program operations

Use

Confirmatory (summative)

Confirmatory (summative) and
exploratory (formative)
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The issue of when the program model is developed is notable because there
is potential overlap between the timing of the model development and the type of
model developed. The important factor is that a normative theory describes how a
program is intended to operate and is most likely to be articulated during program
development or, at a minimum, at the very beginning of an evaluation. Conversely, a
descriptive program model can not be developed at the start of the program because
it is based on how the program actually operates. Thus, a descriptive model is most
likely to be developed after a program has been in operation.
Rogers, et. al., (2000), point out that program theory may be developed
ahead of the evaluation or during the course of the evaluation. In the former case,
the implication is that the evaluation would be focused, in a summative manner, on
testing the program theory, i.e., evaluating the normative model. Thus, the evaluator
may be in a position to determine if the theory breaks down or if the implementation
of the program breaks down (Lipsey, 1993). The analogy to the multisite evaluation
is that a normative program model would support prospective program evaluation
that has primarily a confirmatory purpose (e.g., a multicenter clinical trial).
Program theory developed during the evaluation would result in a descriptive
model, and suggests an inductive approach to developing the program theory. In
this case, the evaluators, in the course of examining program processes and results,
articulate a model of how they believe the program works. The analogy to multisite
evaluation is an evaluation with an exploratory purpose (e.g., a cluster evaluation).
In future evaluations, this model may function as the apriori program theory which
would be tested In the manner Lipsey describes, but in the present evaluation, it can
only serve as the observed case of how the program is operating at that time.
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Overall, the distinction between Chen’s normative and descriptive causal
models primarily concerns when the causal model was developed, how it was
developed, and how it is used in a theory based evaluation. In the theory-testing
case using a normative model, measures, data, and analyses are concentrated on
the task of testing the underlying relationships expressed by the program theory
(Bickman et. al., 1998). In the inductive case, measures, data, and analyses are
focused on describing what has occurred in the program by using a descriptive
program theory.
Applying the multisite evaluation terminology described earlier, use of a
normative model might be termed prospective, while using a descriptive model could
be termed retrospective. Despite this obvious link, I am hesitant to classify all uses
of a descriptive model as retrospective evaluations. Recall that Herrell and Straw
(2002) defined retrospective evaluation as relying on existing data where the
evaluator did not have a role in defining measures or collecting data. The reverse is
true in the prospective case, but that does not exclude prospective evaluation from
using a descriptive program model. In fact, it is likely that the development of the
descriptive model was directly the work of the evaluator, working from data that
he/she collected. Similarly, a prospective evaluation may begin after a program has
been in operation for several years, as long as the evaluator has a clear role in
defining measures and collecting evaluation data. This latter case does not require
the existence of a normative program model.
The implication of this discussion for this study is important. ATE has been
described as a multisite program that is being evaluated prospectively, but both the
initial program model (Figure 3) and the current program model (Figure 1) were
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developed after the program had been in operation for several years. While the
initial program model depicted in Figure 3 may have been a closer representation of
the normative program model, the current program model depicted in Figure 1 was
clearly a descriptive mode! based on observed program operations. In addition, the
data used for this study were aligned with the current program model thus
responding to the question of why outcomes occurred was based on the program
structure defined by the descriptive model.
Theory-Based Evaluation and Multisite Evaluation
Given that multisite evaluation is concerned with determining the conditions
under which program succeeds or fails (Tushnet, 1995), theory-based evaluation is a
natural compliment to multisite evaluation because program theory provides a
framework for identifying the antecedents and outcomes around which data are
collected (Rogers, et. al.. 2000). Thus, evaluators can get closer to answering the
question of why outcomes are occurring by having an apriori understanding of the
underlying hypotheses about how a program works to achieve its intended outcomes
(Rogers, et. al., 2000). The remainder of this discussion highlights several examples
of theory-based evaluations as applied to the multisite context.
At the Federal level, the National Science Foundation (NSF) has provided
multiple examples of where program theory can be associated with a multisite
program, including the instrumentation and Laboratory improvement (III) program
(NSF, 1998), the Instructional Materials Development (IMP) program (NSF, 2000),
the Centers for Leaming and Teaching (CLT) program, the Gollaboratives for
Excellence in Teacher Preparation programs (Lawrenz, et. a!., 2003), as well as the
ATE program (Hanssen, et. al., 2003; Lawrenz & Huffman, 2003),
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These examples raise several issues regarding theory-based evaluation.
First, each is a program, rather than an uncoordinated collection of responses to a
problem, like Greenberg and colleagues described in their article on welfare to work
programs (2003). This suggests that while multisite evaluations may target an issue,
the application of theory-based evaluation in this context may be better suited to
cases where a defined program exists.
While each program listed above had a general design, there is limited
evidence to show that an explicit, normative program theory was in place prior to the
start of the evaluation or prior to the start of the program. Nor was there evidence to
show that the theory that was ultimately developed was used to guide the multisite
evaluations of these programs. A possible exception to this was the CLT program,
where evaluators developed a logic model for the program and then evaluation data
collection methods were based on that model (Lawrenz & Huffman, 2003). However,
since it is unclear when this logic model was developed (e.g., before or after the
program began operating), experience tells us that it was probably developed after
the program started, but before the evaluation began. Thus, Chen’s notion of
normative program theory is rarely explicitly articulated in a multisite program
context.
Second, the “theory” by which these example programs operate and against
which they are evaluated varies in definition. For example, the theory related to the
IMD program is an articulation of how materials are developed, disseminated,
adopted, and implemented, and how this chain of events contributes to impact (see
Figure 5). In this case, the theory that was used to guide the evaluation was
developed through a review of past research on materials development and adoption
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practices (NSF, 2000), suggesting that this program theory was not keyed to the
specific design of the IMD program. Rather, the program theory supported the
evaluation design, which “was intended to inform NSF and others about the
relationship of the development process to quality, and how both quality and
approaches to marketing affect adoption and use. Further, the design provided
contrasting information about marketing, adoption, and uses though identification of
widely used non-NSF products and how they were disseminated, adopted, and used
(NSF, 2000). As a result, this program theory was generic in part because it had to
be appropriate for evaluating both IMD and non-IMD materials.

IMD

Development

Dissemination

Adoption

Implementation

Impact

Adoption

Implementation

Impact

Quality

Non-IMD

Source: Final Report on the Evaluation of the National Science Foundation's Instructional
Materials Development Program (June. 2000).

Figure 5. IMD evaluation framework

During the evaluation, the same types of information were collected from
informants about IMD and non-IMD materials. This consistency in data collection
enabled comparisons between the program-sponsored materials and the non-
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program materials. Fundamentally, however, the program model allowed the
evaluators to gather evidence and propose findings based on the underlying theory
articulated by the program model.
Another variant on theory type is evident in the program logic model for ATE
(Hanssen, et. al., 2003). The ATE program logic model used in this study was
developed inductively after the program was in operation for nearly 10 years, thus it
is a descriptive program model. This program logic model is based on the idea that
more is better—e.g., if a project offers more professional development activities for
current educators, then it will result in more improved programs. Thus, the causes in
the ATE program are levels of intermediate outcomes and the effects are levels of
subsequent outcomes.
This perspective differs somewhat from Lipsey (1993), who describes causes
as events and effects as responses. Extending this thought process to ATE, one
example manifestation of this program model might be that the adoption of the
methods taught during a professional development activity would be the event,
leading to the improved program, or response. In this case, however, the events and
responses are based on measures of volume rather than on measures of actions.
Clearly, this program model is descriptive in the sense that it is based on observed
patterns of program execution and hypothesized relationships between different
project activities.
Both examples of program theory described above, offer the opportunity for
evaluators to provide answers to the question of why outcomes are produced. That,
from the perspective of this study, is the critical value of theory-based evaluation.
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Similarly, providing evidence about why outcomes are produced enables evaluators
to provide defensible, formative feedback for programs.

Structural Equation Modeling

Definition
Structural equation modeling provides an excellent analytical too! for
developing evidence to support formative evaluation feedback. Karl Joreskog (2000)
outlines the basic premise for using SEM:
Where ordinary regression methods no longer suffice [to answer the question
of why results occur], and indeed give misleading results, is in purely
observational studies in which all variables are subject to measurement error
or uncontrolled variation and the purpose of the inquiry is to estimate
relationships that account for variation among the variables in question [i.e.,
to explain why observed results occur]. This is the essential problem of data
analysis in those fields where experimentation is impossible or impractical
and mere empirical prediction is not the objective of the study. It is typical of
almost all research in fields such as sociology, economics, [program
evaluation,] ecology, and even areas of physical science such as geology
and meteorology. In these fields, the essential problem of data analysis is the
estimation of structural relationships between quantitative observed variables.
When the mathematical model that represents these relationships is linear we
speak of a linear structural relationship. The various aspects of formulating,
fitting, and testing such relationships we refer to as structural equation
modeling (p. 1).
SEM compliments theory-based evaluation in that each element of the
program logic model can be articulated as a latent construct. Each latent construct
can be measured by observable indicators. The relationships between observable
indicators and latent constructs are called factor models or measurement models
(Joreskog, 2000). The relationships between latent constructs represent the
structural equation model (Jdreskog, 2000). The process of SEM estimates the
strength of the relationships inherent in the measurement and structural models by
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"fitting” the data to a specification of those relationships. Thus, SEM is based on the
idea that (a) every theory implies a set of relationships, and (b) if the theory is valid,
then the theory should be able to explain the patterns of relationships found in the
available data (Kelloway, 1998).
The process for SEM typically involves 5 steps: (1) model specification, (2)
identification, (3) estimation, (4) testing fit, and (5) re-specification (Bollen & Long,
1993). Model specification is akin to articulating a program theory or logic model.
Identification addresses a critical statistical issue ensuring that the number of
relationships (parameters) being estimated is less than the number of elements in
the matrix of relationships available for analysis (Byrne, 1998), Estimation is the
process of fitting the model and determining the best estimate for each parameter.
Testing fit involves examining a variety of statistical measures to evaluate the degree
to which a model fits (or does not fit) the available data. Finally, re-specification is
the process of articulating competing program theories that may or may not fit the
data better. These competing models are then typically estimated and their fit is
evaluated (Joreskog, 1993).
Although the number of different applications for SEM is too
numerous to mention (Kelloway, 1998), Jdreskog (1993) differentiated between three
general approaches to model testing: (1) strictly confirmatory, (2) alternative models,
and (3) model generating. In a strictly confirmatory test, a researched defines a
program theory and either accepts or rejects the model based on data gathered to
test the model. In the alternative models case, a researcher specifies several
models up front and selects one of the models based on an evaluation of model fit.
The model generating case is most common. In this situation, a researcher specified
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a tentative initial model and evaluates it to see if it fits the data. If the initial model
did not fit, or does not provide an optimal fit, it can be modified and re-tested using
the same data. In this process, several models are typically examined and the
results may represent a stronger program theory and its associated structural
equation model. Thus, the model generating case can best be described as a
blending of the confirmatory and alternative models approaches.
In the context of theory-based evaluation, the strictly confirmatory approach
to SEM is akin to evaluating a normative program model. Conversely, the model
generating approach is analogous to development of a descriptive program model,
which is based on actual observed program implementation. The alternative models
approach bridges both the normative and descriptive program models.
In the context of this study, the model generating approach was appropriate
given the starting point for the analysis is a descriptive program model. From this
point, it was expected that the model would be refined and altemative models
defined that might provide competing descriptions of how the ATE program operated.
SEM Examples in Evaluation
The literature is sparse in examples of multisite evaluations, or any
evaluations, using SEM to establish relationships between program components.
One can speculate that this is due to the emerging nature of both SEM (Kelloway,
1998) and program theory evaluation (Rogers, et. al., 2002). Regardless, Chen and
Rossi (1983) suggested that SEM is a useful tool for analyzing linkages between
treatments and outcomes. Smith (1990) also suggests that path analysis (an
element of SEM) can be useful for developing and evaluating program theory. In
addition. Hennessy and Greenberg (1999), Reynolds (1998), and Wang (1995)
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provide three Instructive examples of ho\w this technique can be applied in evaluation
settings.
Integrating Program Theory and SEM
Hennesy and Greenberg (1999) asserted that “the combination of
programmatic theory and structural equation modeling can act as the basic
intellectual machinery for designing and evaluating behavioral intentions” (p. 471).
They argued that the critical starting point for applying these tools was a clearly
articulated intervention theory that could be tested. Their view was that this theory
would ideally be developed by the evaluator at the beginning of the program
development process and then used throughout the program evaluation to guide
program improvement. Thus, Hennesy and Greenberg are describing development
of a normative program model and a prospective evaluation.
The context for their study was a randomized experiment to reduce sexual
risk taking called the WINGS project. They demonstrated how the application of a
program model and the testing of various paths within that model could lead to
decisions about the most effective way to implement a program. They concluded
that “SEM makes the programmatic theory accountable to program data because it
combines data and theory in a way that is both intuitive and falsifiable” (p. 475).
In discussing why SEM and program theory evaluation have not been
integrated more frequently, Hennesy and Greenberg cite (a) planning and
management barriers, (b) data collection barriers, and (c) programmatic theory
barriers. The primary planning barrier they argue is the requirement that to apply
SEM, the evaluator must be brought in at the start of a program so that they can be
involved in the articulation of a program theory. The data collection barrier, they
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argue, is that the program theory developed may not be relevant in different program
sites, thus the ability to collect consistent data across sites will be limited. Finally,
the primary programmatic theory barrier is that the theory must be estimable, i.e., the
number of parameters to be estimated must be less than the number of known
quantities. Many program theories, then, are simply too complex because everything
is thought to impact everything else.
Confirmatorv Program Evaluation
Reynolds (1998) presents a different example based on child development
intervention called the Child Parent Center Program. Reynolds termed this
application “Confirmatory Program Evaluation,” of which the primary focus was to
determine the causal mechanisms within programs that produce program results.
The data for this study were drawn from 360 students who attended school at six
different program sites, thus the unit of analysis was the student and not the school.
The program theory that guided this study held that a child’s scholastic readiness
was the result of (a) systematic language learning activities and (b) opportunities for
family support experiences. The key measures for scholastic readiness were math
and reading achievement test scores. This study used LISREL to determine the best
fitting model from several alternatives.
Reynolds listed three primary limitations to confirmatory program evaluation.
First, he indicated that this approach often requires more data collection than
standard impact evaluation approaches. Second, he indicated that the findings are
often dependent on the validity of the theory, i.e., if the theory is bad, then the
findings can not be substantiated. Third, this method relies on the assumption that
the program objectives can be accurately articulated, that the implementation of the
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program can be accurately described, and that the causal mechanisms can be
specified and measured.
Evaiuatinq Program Implementation
Wang’s (1995) study addresses a different problem. He was concerned with
evaluating a model of program implementation that evaluators could use to study the
implementation of site-managed educational programs. Like the IMD case
discussed above, the research questions for the study focused on evaluating a
theory of an implementation process, not a program theory that was guiding the
program under study. Like the Reynolds case described above, data from over 200
educators at eight schools were used in the analysis: however the unit of analysis
was the individual student, not the school building.
The model under study incorporated contextual variables, participant
demographics, descriptions of the programs being implemented, and implementation
results reflected by the degree of implementation and the quality of implementation.
The exogenous variables in the model were those that described the participants in
the study and the general environment in which the participants operated. The
outcome variables were levels of program implementation. The underlying theory
stated that the level of program implementation was a function of context, participant
characteristics, and program descriptors.
The study effectively modeled the implementation process and offered two
Implications for program evaluation practice that are relevant to this study. First,
Wang argued that evaluations of program implementation levels should address both
the characteristics of the program and the implementation context. This implication
implies a multisite context and varying implementation across sites. Second,
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evaluators should identify closely correlated variables and eliminate redundancy in
the program model. This will save time and money in the evaluation process.

The examples presented above support the premises of this study by
demonstrating that SEM can be applied in an evaluation context. These examples
show how SEM is used to evaluate a structural model based that articulates the
relationships between latent constructs. This structural model is closely related to an
apriori specification of a program theory. This program theory is intended to reflect
how the program is supposed to operate (normative) or actually operates
(descriptive).
In the context of the ATE program, a descriptive program theory was
developed by the evaluation team (see Figure 1). This descriptive program theory
was articulated as a structural model (see Figure 2). This structural model was
evaluated using SEM. The opportunity this represented was to clearly articulate the
causal relationships between the defined elements of the structural model, which
could then be related back to the program theory as specified by the evaluation
team. Understanding these relationships would enable the evaluators to provide the
program with formative feedback to improve the operation of the program with
respect to increasing impact of the program through higher levels of outcomes.

Relevance to This Study

This study was concerned with the integration of three concepts as the basis
for proposing an approach for providing defensible formative evaluation feedback,
i.e., answering the question of why program outcomes occur. The general context
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for this study was muitisite evaluation. The specific context for this study was the
ATE program. Program theory was a necessary element for answering the question
of why: a descriptive program logic model was developed by the evaluation team and
was used to guide the evaluation. Lastly, SEM is an analytical technique that can
help explain the relationships between elements of the program theory. Because
ATE was evaluated prospectively, data were available with regards to each of the
key program constructs, to support the SEM process.
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CHAPTER III

METHODOLOGY

The purpose of this chapter is to detail the methodology used for answering
the research questions posed by this study. First, a detailed description of the study
database is provided, including descriptions of the instrumentation, constructs,
sample, and data preparation procedures. Included in this discussion are statements
of nine hypotheses that are depicted in the ATE program logic model and that were
defined by the structural model. Second, the analysis steps are detailed. The fivestep structural equation modeling process described by Bolien and Long (1993) was
used for this analysis. Included in this discussion are descriptions of the estimation
and the model evaluation procedures. The section concludes with a description of
the overall and comparative fit indices used to evaluate the structural models in this
study.
By way of review, the research questions for this study were as follows:
In the context of multisite evaluation,
1.

To what extent does the ATE logic model, in components or in its

totality, fit the empirical data?
2a.

if the model, in components or in its totality, can be fitted, what are the

dynamics with which the programmatic characteristics contribute to program
outcomes?
2b.

If the empirical fit of the model is not optimal, can the current logic

model be modified to improve the fit?
51
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As described in Chapter 1, ATE is a multisite program that is being
implemented in an uncontrolled manner. The evaluation of ATE is being conducted
prospectively (Herrell & Sttraw, 2002). Figure 6 illustrates the ATE structural model
that was evaluated in this study.

Materials
.developmerrt,

Project
characteristics

Program
mprovemeni

Collaboration

Student
Impact

Professional
development,

Organizational
practices

Figure 6. ATE program structural model

Database

The database for this study was the ATE Evaluation Database compiled by
The Evaluation Center at Western Michigan University. This database contained
data from the annual survey of ATE projects that was administered from 2000-2003.
ATE projects that were active for at least one year at the time the survey was
administered (usually between February and April) were invited to participate.
Response rates for the survey approached 100 percent each year (Hanssen, et. al.,
2003), thus, the responding projects represented the vast majority of all the projects
funded by ATE.
Instrumentation
The survey instrument contained several hundred items (see Appendix D), a
relatively small number of which were used in this study. Survey data were compiled
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and stored in nine tables, one for each survey section. All projects that responded
were asked to complete the first three survey sections: (1) basic information. (2)
monitoring, and (3) the principal investigator overview. The six optional sections
were (1) collaboration, (2) materials development, (3) professional development, (4)
program improvement, secondary level, (5) program improvement, associate level
and (6) program improvement, baccalaureate level. Projects were asked to
complete these sections based on the program activities in which they engaged. For
example, a project that collaborated with other institutions, development instructional
materials, and developed a new curriculum at the associate level would be expected
to complete optional sections 1, 2, and 5. For this study, it is important to note that
each of the survey sections is represented by a latent variable in the ATE program
structural model (see Figure 6).
Measures
The constructs pictured in Figure 6 were based on survey items from one or
more survey sections. Table 3 provides an overview of each of the program
constructs shown in the structural model. Each of the constructs and the measures
for defining that construct are discussed below. Appendix E indicates each of the
survey items for each observable measure and contains the detailed formulas for
calculating each observed variable.
Project Characteristics
This construct represents the overall size and scope of the ATE project. Two
indicators define this construct: the amount of the total current award amount that
had been spent at the time of the survey (NSF) and the number of years the project
had been operating (AGE). NSF was defined as the total award amount divided-by

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

54

the length of the award (e.g., 3 years) multiplied by the number of years the project
had been in operation at the time it responded to the survey. AGE was defined as
the difference between the survey date and the start date for the current award.

Table 3
ATE program constructs
Construct

Survey section(s)

Project Characteristics:
Size and scope of the project in terms of (1) the amount of
support received from NSF at the time of the survey response
and (2) the age of the project

Basic information

Organizational practices:
Rigor in operations as indicated by (1) use of evaluation and (2)
participation in program monitoring

PI overview
Monitoring

Collaboration:
Strength of linkages with other organizations as defined by (1) the
amount of external support received and (2) the number of
collaborating institutions

Collaboration

Materials Development:
Productivity in developing new educational materials defined by
the numbers of (1) new courses, (2) modules, and (3) other
materials developed

Materials
development

Professional Development:
Productivity in developing educators defined by (1) the number of
professional development opportunities offered and (2) the
number of participants in those programs

Professional
development

Program Improvement;
Productivity in producing new technician curricula as defined by
(1) the number of programs offered. (2) the number of schools
where programs are used, and (3) the number of courses
contained in those programs

Program
improvement
Secondary
Associate
Baccalaureate

Student Impact:
Student impact defined by (1) the number of students served by a
project, (2) the number of students who complete a specific
program and (3) the number of students from that program who
are placed in technician positions.

Program
improvement
Secondary
Associate
Baccalaureate
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Combined, these indicators define the overall scope of an individual project.
This is integral to the program theory for several reasons. First, larger projects that
receive larger awards should be expected to produce more results and impact more
students than projects that received smaller awards. Second, projects that were in
operation longer should have produced greater impacts.
OrganizMignajPractices
This construct represented the degree to which a project applied sound
principles of evaluation (EVAL) and monitoring (MNTR), to guide project work. EVAL
was defined as the frequency with which a project used an evaluator. MNTR was
defined as the number of different monitoring activities in which a project engaged.
The underlying premise of this construct was that projects that do these things would
have produced more outcomes than project that did not.
Collaboration
The collaboration construct described the degree to which projects were
successful in securing external support (EXTSUP) for project activities and the
number of different collaborating partners (PTNRS). EXTSUP was defined as the
amount of monetary and in-kind support received by a project in the previous 12
month period. PTNRS was the total number of collaborators across four categories
of organizations—(1) businesses, (2) educational institutions, (3) govemment
entities, and (4) other types of institutions.
The collaboration measure was integral to the underlying ATE program model
in that projects with high levels of collaboration were expected to make a larger
impact on students through their project activities. The program model suggested
that more collaboration contributed to (a) greater numbers of materials produced, (b)
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higher demand for more professional development activities, and (c) more
widespread adoption of curricula. Furthermore, collaboration was seen as being
driven by project characteristics and organizational practices—larger projects and
projects with sound practices could better leverage their resources to secure external
funding and establish more external partnerships.
Materials Development
The first intermediate outcome within the ATE program model was materials
development, which reflected productivity in this program area. Materials
development was dependent on collaboration, project characteristics, and
organizational practices—projects with higher funding levels, more rigorous
practices, and more extensive collaborations should have been more productive in
developing materials. Similarly, projects that produced more materials should have
been positioned to make greater downstream impacts in professional development
and program improvement.
Materials development was measured by determining a project’s productivity
in developing three types of materials: courses (CRSE), modules (MDLE), and
other types of materials (OTH_MAT). For each type of material, productivity was
weighted based on the number of materials in various stages of development, from
draft stage to commercial publication (see Appendix E). Similarly, course
development was weighted more heavily than development of modules or other
types of materials. The rationale for these weightings reflected the assumed level of
effort needed to develop a particular type of material. For example, development of
one course (a series of learning modules pieced together in a coherent instructional
framework taking place over the course of an entire academic term) required greater
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effort than development of one module (one learning event that may have appeared
in multiple courses but that likely covers a narrow subject area and a shorter period
of time).
Professional Development
This construct represented productivity in the area of professional
development as defined by the total number of professional development
opportunities (OPPORT) offered by a project in the preceding 12 months and the
total number of participants (PARTS) who attended those opportunities. OPPORT
was weighted depending on the type of activity offered—conferences, workshops, inservice, internships, online courses, and other types (see Appendix E). Weightings
reflected the complexity of developing and delivering each type of activity. For
example, developing an internship or in-service program was considered more
complex than developing a 2-day workshop.
The position of this construct within the ATE program model reflected the
relationship between professional development and collaboration, materials
development, and program improvement. The program model suggested that higher
levels of professional development productivity could be expected from projects with
stronger collaborations and that developed more materials (thus requiring the need
for more professional development).
Program Improvement
The program improvement construct was measured by the number of
programs developed by a project (PRGMS), the number of courses contained in
those programs (CRSES), and the number of schools (SCHLS) where the programs
were offered. Numbers reported at each educational level (secondary, associate,
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and baccalaureate) were aggregated for use in the analysis. These measures
reflected the productivity of projects in developing new courses, integrating courses
into curriculum programs, and promoting the adoption of these courses and
programs in multiple schools.
Program improvement was positioned within the ATE program logic model
such that results in this area were thought to be driven by the strengths of
collaborations, productivity in materials development, and productivity in professional
development. Conversely, program improvement was positioned as the sole
antecedent to student impact. This portion of the model was based on the
relationship defined by the ATE program model which indicated that direct student
impact was achieved through students enrolling in ATE-supported courses and
programs.
Student Impact
This construct was defined by three dimensions—the total number of
students enrolled in at least one course (STDNTS), the number of students who
completed a specific program (OMPLT), and the number of students who completed
the program and were placed in technician related jobs (PLCMNT). STDNTS
described the project’s impact across all program-funded courses. OMPLT and
PLCMNT were drawn from information about a single ATE-funded program selected
by the responding project. These observable outcomes appear at the end of the
program logic model and represent the ultimate outcomes for the ATE program.
ATE Structural Equation Model
The structural equation model that formed the basis for analysis in this
dissertation is shown in Figure 7 below. This figure depicts both the structural model
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and the associated measurement models. Including the 17 observed variables. As
described above, project characteristics and organizational practices were
hypothesized to be exogenous latent variables. Collaboration, materials
development, professional development, program improvement, and impact were
endogenous latent variables.

PROMS

SCHLS I CRSES

NSF

STDNTS

CMPLT

PLCMNT

EXTSUP

PTNRS

Figure 7. Full ATE program structural equation model

The structural model is based on the descriptive program model developed
by the evaluation team (Hanssen, et. al., 2003) and illustrates the relationships
between latent variables in the ATE program structural model. The hypotheses
listed below articulate the specific relationships between latent variables implied by
the structural model. When the ATE structural model was estimated and evaluated,
these hypotheses served as a guide for evaluating model fit.
Hypothesis 1. The size of a project will be positively related to the level of
collaborations in which a project is engaged.
Hypothesis 2. The degree of rigor in a project’s organizational practices will
be positively related to the level of collaborations in which a project is engaged.
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Hypothesis 3. The level of collaborations will be positively related to the level
of materials development productivity.
Hypothesis 4 . The level of collaborations will be positively related to the level
of professional development productivity.
Hypothesis 5. The level of collaborations will be positively related to the level
of program improvement activity.
Hypothesis 6. The level of materials development productivity will be
positively related to the level of professional development activity.
Hypothesis 7. The level of materials development productivity will be
positively related to the level of program improvement activity.
Hypothesis 8. The level of professional development productivity will be
positively related to the level of program improvement activity.
Hypothesis 9. The level of program improvement activity will be positively
related to the level of student impact.
Sample
The sample used in this study was based on 168 survey responses from
projects that responded to the ATE evaluation survey between 2000 and 2003 and
that provided data for each of the constructs in the ATE program model. The second
condition was satisfied if a project completed (a) the three required survey sections,
(b) the collaboration, materials development, and professional development sections,
and (c) at least one of the three program improvement sections.
The 168 survey responses were provided by 115 different projects. In cases
where multiple responses were provided by a project, the responses were averaged
to create a single response representing a “typical" program year. As a result, the
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final sample used for analysis contained survey responses from 115 ATE projects.
This sample size was at the lower range of acceptable practice given the number of
variables in the analysis. For example, Bentler and Chou (1987) suggested there
should be at least five subjects for each variable (though ideally one would have at
least 10 subjects per variable). This ratio of subjects to variables was 115:17 or
6.8:1. While not ideal, this sample was large enough for analysis using structural
equation modeling. It was expected, however, that the precision of standard error
and parameter estimates would suffer given the small sample (Kelloway, 1998).
Data Preparation
Several steps were taken to prepare the data for analysis. First, raw data
were coded and observed variables were calculated, if necessary, as described
above and detailed in Appendix E. These tasks, were performed using SPSS
software. This resulted in 17 variables for analysis with 115 cases. All variables
were treated as continuous for analysis and the data did not contain any missing
values. Table 4 provides descriptive statistics, which indicated that both the
exogenous and endogenous variables contained sufficient variance to support the
analysis. Variability of outcomes was critical for responding to the question of why.
Next, data were screened for univariate and multivariate normality using
PRELIS (Jdreskog & Sdrbom, 2003). Results revealed severe skewness and
kurtosis for all but two observed indicators, EVAL and MNTR. Multivariate normality
could not be supported,

(2, A/=115) = 6354, p - .000. With the exception of NSF

and AGE, each observed variable demonstrated a floor effect such that most
projects reported little (and in some cases no) activity for a given variable, while a
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few projects exhibited targe productivity for a given measure. This phenomenon was
especially apparent in the program improvement and student impact measures.
Table 4
Descriptive statistics for ATE program measures (n=115)
Variable Name

Mean

SD

Original Data
Skew

Kurtosis

Normalized Data
Skew

Kurtosis

P r o je c t C h a r a c t e r is t ic s

NSF {$)
AGE

585,192
2.07

622,347
.78

3,62
1.22

18.95
4.61

0.00
0.01

-0.03-0.06

0.69
4.42

0.43
1.10

-0.82
-0.43

-1.12
-0.51

-0.73
-0.11

-1.32
-2.77

324,144
33.67

723,827
53.44

4.23
4.12

19.34
23,59

0.11
0.04

-0.34
-0.15

65.93
100.50
29.98

118.60
386.14
242.15

3.19
6-80
10.23

11.54
52.12
107.78

0.23
0.38
1.43

-0.52
-0.62
0.82

45.07
149.05

92.65
244.74

4.23
3.16

19.89
11.44

0.04
0.03

-0.15
-0.15

7.10
12.11
104.54

13.36
23.79
373.44

3.41
5.16
7.13

12.01
34.48
57.37

0.20
0.11
0.04

-0.15
-0.18
-0.15

1,315
53.27
31.11

4,639
112.64
86.53

6.82
5.20
5.42

53.45
35.94
35.60

0.03
0.22
0.44

-0.12
-0.51
-0.63

O r g a n iz a t io n a l P r a c t ic e s

Evaluator use (EVAL)
Monitoring (MNTR)
C o lla b o r a t io n

External support (EXT_SUP)
Partnerships (PTNRS)
M a te r ia ls D e v e lo p m e n t

Courses (CRSE)
Modules (MDLE)
Other materials (OTH_MAT)
P r o f e s s io n a l D e v e lo p m e n t

Opportunities (OPPORT)
Participants (PARTS)
P ro g ra m Im p ro v e m e n t

Programs (PRGMS)
Schools (SCHLS)
Courses (CRSES)
S tu d e n t Im p a c t

No. enrolled (STDNTS)
No. completing (CMPLTS)
No. placed (PLCMNT)

Note. Program constructs are referenced using Initial Capitals and i t a l i c s . References to
observable indicators use the abbreviations indicated above and in the previous text.

The literature supported accounting for non-normality by applying maximum
likelihood (ML) or weighted least squares (WLS) estimation methods, but those
solutions required large samples (Jdreskog, et.al., 2001), which were not available.
A suggested alternative was to normalize the data before analysis as long as the unit
of measurement had no intrinsic meaning (Jdreskog, et.al, 2001). While the scales
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of the study variables were "meaningful," (e.g., dollars and numbers of students), this
study was only interested in examining the relative contribution of variables to one
another. Thus, the scales of individual measures were less important than the
benefit to be gained by normalizing the data as suggested in the literature.
Based on these preliminary analyses, two procedures were applied to the
variables prior to analysis. First, standard scores (i.e., z-scores) were calculated for
each data element and a new data set was created based on these scores. Each
variable in this data set had a mean of 0 and a standard deviation of 1. The added
benefit of this procedure was to simplify the model estimation procedures by
encouraging model convergence, which is more difficult when variable scales vary
greatly. This procedure however, did not, nor was it expected to, correct the
univariate and multivariate non-normality.
The second procedure normalized the standard score data set via PRELIS
using a monotonic transformation (Jdreskog, et. al., 2002). This corrected the
majority of the skewness and kurtosis for the observed variables. Exceptions were
EVAL,

(2, W = 115) = 86.47, p = .000; MDLE,

(2, A/ =115) = 6.15, p = .046;

OTHMAT, X^ (2, A/ = 115) = 28.89, p = .000; and PLCMNT X® (2, A/ =115) = 7.17, p =
.028. Multivariate normality was not achieved, X^ (2, A/= 115) = 66.10, p = .000,
though the data appeared to be adequate for estimating the overall model fit and the
significance of individual parameters.

Analysis

The analysis in this dissertation evaluated the structural model shown in
Figure 7 above in an attempt to respond to the research questions posed for this
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study. The structural model was derived from the ATE program logic model and the
hypothesized relationships among the ATE program’s primary constructs. That is,
the model presented an initial response to answering the question of why results
were occurring. The specific goal of the analysis, however, was to find one or more
models that fit the data well statistically, taking all aspects of error into account, and
had the properties of every parameter having a substantively meaningful
interpretation.
The analytical engine used in this study was LISREL 8.64 (Jdreskog &
Sdrbom, 2003) and its companion program PRELIS. PRELIS was used to perform
the data screening, data conversion and normalization, and computation of the
covariance matrix and asymptotic covariance matrix used for model estimation.
LISREL was used to estimate the measurement and structural models, produce fit
indices, and support model modification through detailed reporting of the parameter
characteristics.
The analysis strategy used in this study involved five steps: (1) specification,
(2) identification, (3) estimation. (4) evaluation, and (5) re-specification (Jdreskog,
1993; Bolien & Long, 1993). For simplicity’s sake, steps 4-5 were conducted
simultaneously; these steps occurred in an iterative manner as the model was
evaluated, re-specified, and re-evaluated until the best fitting model was determined.
Soecification
The initial model specified above was based on the work of the ATE program
evaluation team at Western Michigan University (Hanssen, et.al., 2003). As
discussed in Chapter II, the ATE program model was a descriptive model in that it
reflected the observed implementation of the ATE program after 10 years of
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operation. Similarly, the data that were used to estimate the model parameters were
selected from an existing database that was limited to the outcomes-oriented
evaluation questions contained in the annual ATE evaluation survey.
Identification
This step entailed estimating the measurement models for each construct to
determine if it was possible to find unique values for the parameters of the specified
model. In this study, each measurement model was “just identified,” meaning that,
the number of parameters being estimated was equal to the number of elements in
the co-variance matrix (Byrne, 1998; Keiloway, 1998). As a result, the measurement
models reproduced the covariance matrix perfectly, thus the test of such models was
ultimately pointless (Stevens, 2002).
Estimation
This step involved selection of an estimation technique given the
distributional properties of the variables being analyzed (Bollen & Long, 1993).
There were two major elements to the estimation process; (1) selecting the correct
matrix for analysis and (2) selecting an appropriate estimation method.
Matrix Selection. Most SEM theory was developed for application with the
matrix of associations among the observed variables being a variance-covariance
matrix (Thompson, 2002). Other common options under certain conditions include
using a matrix of Pearson product-moment correlations or a matrix of polychoric
correlations (Jdreskog & Sdrbom, 2002). Generally, however, the preferred method
is to analyze the variance-covariance matrix (Schumacker & Lomax, 1996) given that
the use of a correlation matrix can lead to imprecise estimates of the standard errors
for the parameter estimates (Boomsma, 1982).
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Additionally, when continuous data are not multivariate normal, and the
sample size is small, then the calculation of an asymptotic covariance matrix is
recommended (Byrne, 1998; Jdreskog & Sdrbom, 2003). This matrix is derived from
the covariance matrix based on the raw data and is used to approximate the
population covariance matrix, yielding a more accurate parameter estimates and fit
indices.
For this study, both the variance-covariance matrix and asymptotic
covariance matrix, for the normalized, standard-score data, were analyzed.
However, the covariance matrix of standard scores was found to be equivalent to the
correlation matrix of the original data, in essence, then, this study analyzed the
correlation matrix, though it was necessary to “trick” the LISREL program into
thinking it was analyzing a covariance matrix in order to enable application of the
recommended estimation method. While not ideal, Kelloway (1998) argued that If
one is only concerned with the pattern of relationships among the variables,
analyzing a correlation matrix is an appropriate choice. Additionally, use of the
correlation matrix can result in more conservative estimates of parameter
significance, which is generally held to be desirable in statistics.
Estimation Method. The estimation process involved selecting a fitting
function to minimize the difference between the population and sample covariance
matrices (Schumacker & Lomax, 1996). LISREL offered a choice of seven
estimation methods: instrumental variables method (IV), two-stage least squares
(TSLS), unweighted least squares (ULS), generalized least squares (GLS),
maximum likelihood (ML), weighted least squares (WLS), and diagonally weighted
least squares (DWLS) (Byrne, 1998). Each of these methods has unique purposes
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and underlying assumptions based on the distributional properties of the data. IV
and TSLS are not based on iterative processes and are often used to provide fast,
initial parameter estimates to aid in model specification. The other methods compute
estimates iteratively using starting values provided by IV or TSLS (starting values
produced by IV are used for ULS. TSLS provides values for the other estimation
methods) (Byrne, 1998).
ML and GLS are the most common estimation methods (Kelloway, 1998) and
LISREL defaults to using ML unless another method is specified. For ML estimation
if the sample is large and the observed variables are multivariate normal, then this is
the recommended choice; GLS should be used if the variables are not multivariate
normal (Kelloway, 1998). Neither of these approaches was appropriate for this study
given the small sample size.
Browne (1987), however, described an estimation process called Robust
Maximum Likelihood (RML), which is used when the data to be analyzed (a) are
continuous, (b) do not follow a multivariate normal distribution, and (c) the number of
cases is not large. RML requires an estimate of the asymptotic covariance matrix of
the sample variances and covariances (Jdreskog & Sdrbom, 2003). It is
implemented in LISREL by providing both matrices for analysis and specifying the
ML method of estimation (Mels, 2003). The requirements for using RML matched
the conditions of this study and were used to fit and evaluate the model.
Evaluation and Modification
The model specified above was evaluated in three stages; (1) overall model
fit was assessed, (2) detailed model fit was assessed, and, after suitable alternative
models were identified, (3) competing models were compared.
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Overall model fit. Three fit indices were used to assess overall model fit.
Each is described briefly below.
Chi-square. The Chi-square statistic is used to test the hypothesis that the
original population matrix is equal to the matrix reproduced from the test model. The
preferred result is to not reject this hypothesis, where rejecting the null hypothesis
indicates that the sample and population matrices are not equivalent (Stevens,
2002). Satorra and Bentler (1994) described an adjustment to the chi-square fit
index for use in cases where the sample size is small and data are non-normal.
Given that both of these conditions were present in the study data, the SatorraBentler Chi-square was used as the basic measure of overall fit. LISREL generates
this statistic automatically when using ML estimation and providing the asymptotic
covariance matrix for analysis (Jdreskog & Sdrbom, 2003).
Root mean square error of approximation (RMSEA). The lack of fit of the
hypothesized model to the population is known as the error of approximation
(Stevens, 2002) and the RMSEA (Steiger, 1990), is a standardized measure of this
error. MacCallum (1995) called the RMSEA essentially a measure of lack of fit per
degree of freedom. RMSEA values of .05 or less indicate a close model fit and
values up to .08 suggest a reasonable fit (Brown & Cudeck, 1993). The RMSEA is
also reported with a 90% confidence interval, which aided in interpretation of these
results. These benchmarks guided the evaluation of overall model fit based on this
index.
Goodness of Fit Index (GFI) and Adjusted Goodness of Fit Index (AGFi).
The GFI and AGFI were used as measures of absolute fit because they compare the
hypothesized model with the null model (Byrne, 1998). The null model is one where
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there are no relationships between the observed variables, i.e., all of the values in
the variance-covariance matrix are 0. The AGFI differs from the GFI in that it adjusts
for the number of degrees of freedom in the model being estimated. Thus, there is a
penalty applied to these indices for incorporating additional parameters, which
typically results in stronger overall fit, into the model (Byrne, 1998). Values for the
GFI and AGFI range from 0 to 1. with values between .9 and 1.0 indicating good fit.
Detailed Model Fit. The next stage in model evaluation involved evaluation of
the fit of individual paths (i.e., evaluation of hypothesized relationships). The tools
used for evaluating detailed model fit were t-tests, standardized residuals, and
modification indices. Each of these statistics was used to locate the source of
misspecification and to suggest how the model should be modified to fit the data
better. Any misspecification was considered, but the ultimate decision to re-specify
the model was guided by the underlying program logic model.
T-tests. This test was conducted for each parameter estimate to determine of
the estimate was statistically different from zero (Byrne, 1998). The t-statistic was
calculated by dividing the parameter estimate by its standard error. Based on an
alpha level of .05, this statistic needed to be greater than +/-1.96 before the
parameter could be considered significant. For this study, statistical significance was
reported at alpha levels of .10, .05, and .01, indicating t values of +/-1.645, +/-1.96,
and +/- 2.576, respectively.
Standardized Residuals. A residual is an observed minus a fitted covariance
(variance). A standardized residual is a residual divided by its estimated standard
error. These residuals exist for every pair of observed variables. Fitted residuals
depend on the unit of measurement of the observed variables, thus if the variances
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of the variables are considerably different from one another, then it is difficult to know
whether a fitted residual should be considered large or small. Standardized
residuals are independent of the units of measurement of the variables and thus
provide a "statistical" metric forjudging the size of a residual.
A large positive residual indicated that the model underestimated the
covariance between the two variables, suggesting that a path should be added to
better account for the covariance between the variables. Conversely, a large
negative residual indicated that the model overestimated the covariance between the
variables, suggesting a path should be deleted.
The standardized residuals were examined collectively in two plots: (1) a
stem-leaf plot and (2) a Q-plot. A good model was characterized by a stem-leaf plot
where the residuals were symmetrical around zero, with most in the middle and
fewer in the tails. An excess of residuals on the positive or negative side indicated
that residuals may have been systematically under- or overestimated, in the Q-plot, a
good model was characterized by points on a scatter plot of standardized residuals
(x-axis) and normal quantiles (y-axis) falling approximately on a 45 degree line.
Deviations from this pattern indicated specification errors in the model, non-normality
in the variables or nonlinear relationships among the variables. In particular,
standardized residuals that appeared as outliers in the Q-plot were indicative of a
specification error in the model.
Modification indices. A modification index (Sdrbom ,1989) was computed for
each fixed or constrained parameter in the model. Each modification index
measured how much the chi-square statistic was expected to decrease if the
particular parameter was set free (to be estimated) and the model re-estimated.
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Thus, the modification index was approximately equal to the difference in chi-square
between two models in which one parameter is fixed or constrained and free in the
other, ail other parameters being estimated in both models.
Modification indices were used in the process of model evaluation and
modification in the following way (Jdreskog & Sdrbom, 2003). If chi-square was
large relative to the degrees of freedom, the modification indices were examined and
the parameter with the largest modification index was set free, as long as freeing that
parameter could be meaningfully interpreted within the context of the program model
being evaluated. If it did not make sense to relax the parameter with the largest
modification index, the second largest modification index was considered, etc., but
only one model change was made before the model was re-estimated.
This process was repeated for each model estimated and, if this step led to a
modified model, repeated on each modified model.
Model Comparison. Competing models, to the degree that they were
empirically and substantively justified, were compared to determine which program
logic model represented the best fit for the sample data. Models were compared
using (a) the Satorra-Bentler scaled chi-square difference test (Satorra & Bentler,
2001) and (b) the comparative fit indices described below. The Satorra-Bentler
scaled chi-square difference test was used, because the normal theory chi-square
difference test was found to not yield the correct scaled difference test statistic when
applied to two Satorra-Bentler scaled chi-square test statistics (Satorra, 2000).
However, the interpretation of the Satorra-Bentler scaled chi-square difference test
was identical to that for the normal theory chi-square difference test. If the scaled
chi-square difference test statistic, given the difference in degrees of freedom, was
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significant, the models were interpreted to be different. Each of the additional
comparative fit indices is described below.
Normed Fit Index (NFI) and Non-normed Fit Index (NNFI). The NFI
represents the increment in fit obtained by using the hypothesized model relative to
the fit of the null model. Values range from zero to one, with higher values (e.g..
values of .90 or greater) indicating greater improvement in fit (Stevens, 2002). For
example, an NFI value of .8 means that the model is 80% better fitting than the null
model (Kelloway, 1996). The NNFI applies a similar logic, but adjusts the NFI for
degrees of freedom.
Akaike Information Criteria (AlC). The AlC measure was used to compare
models with differing numbers of latent variables (Akaike, 1987). Thus, like the GFI
and AGFI in assessing overall model fit, parsimony was taken into account by
indicating both model fit and whether or not a model was over identified
(Schumacker & Lomax, 1998). Smaller AlC values were preferred.

Summary

The methodology used in this study was appropriate based on the problem
identified and the rationale for this study. The following summarizes the critical steps
and decisions used in this study.
1.

Instrumentation. The data were obtained from the ATE evaluation

database that was compiled through administration of the annual ATE program
evaluation survey from 2000-2003.
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2.

Measures. Seventeen (17) variables were created based on survey

items from the annual ATE evaluation survey. These variables were related to seven
latent constructs that formed the basis of the ATE structural equation model.
3.

Sample. ATE projects that responded to the survey and completed all

nine survey sections were selected for this study. In cases where a project
responded to the survey more than once from 2000-2003, the average survey
response was used for analysis. The sample size was 115.
4.

Data preparation. The data were converted to standard scores to

reduce the impact of widely varying measurement scales. The standard score data
were normalized to correct for multivariate non-normality.
5.

Estimation. The covariance and asymptotic covariance matrices were

analyzed using robust maximum likelihood estimation. This method was supported
for small samples of continuous, non-multivariate normal data.
6.

Model evaluation. Overall model fit was evaluated using the Satorra-

Bentler Chi-Square, the RMSEA, and the GFI and AGFI.
7.

Re-soecification. Detailed model fit was evaluated using t-tests,

standardized residual plots, and modification indices. The model was re-specified
and re-estimated based on these indicators, as long as the suggested changes were
meaningful given the context of the ATE program model.
8.

Model comparison. Competing models were compared using the Chi-

square difference test, the NFI and NNFI, and the AlC.
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CHAPTER IV

RESULTS

This study used the ATE program evaluation as the context for answering the
following questions:
In the context of multisite evaluation,
1.

To what extent does the ATE logic model, in components or in its

totality, fit the empirical data?
2a.

If the model, in components or in its totality, can be fitted, what are the

dynamics with which the programmatic characteristics contribute to program
outcomes?
2b.

If the empirical fit of the model is not optimal, can the current logic

model be modified to improve the fit?
The results of this study are presented as follows. First, detailed structural
equation modeling results based on the full ATE program model are presented and
discussed. The discussion of these results addresses the seven hypotheses that
pertain to the relationships between the latent variables (program components) and
addresses research questions 1 and 2a. Second, three alternative models are
defined and discussed. A comparison of fit between the full program model and the
alternative models is used to address question 2b. Finally, summary responses to
the stated research questions are provided based on these analyses.

74
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Full ATE Program Model

Overall Model Fit
The full program model as depicted in Figure 7 was analyzed using the
covariance and asymptotic covariance matrices with robust maximum likelihood
(RML) estimation as implemented in LISREL 8.54 (Jdreskog & Sdrbom, 2003).
Based on this analysis, the structural model provided a marginal fit to the data,
(109, W = 115) = 169.53, p < .001; RMSEA = .07; GFI = .84 AGFI = .77.
Because the model fit was marginal, a means was sought to improve model
fit without removing any parameters from the model. Modification indices showed
that allowing the path from Project Characteristics to MNTR to be freely estimated
would result in a significant improvement in model fit (Ml = 108.7; EC = 20.36). This
change, however, was rejected on substantive grounds. The next largest
modification index showed that allowing the covariance between the error terms of
CMPLTS and PLCMNT to be freely estimated, would result in a substantial
improvement in model fit {Ml = 26.78; EC =.39). This suggested modification was
defensible in that it was reasonable to expect projects with large numbers of students
completing their programs to also place larger numbers of students in technician
positions (Hanssen, et. al., 2003). Thus, a stronger fit was sought by allowing the
covariance between error terms of CMPLT and PLCMNT to be freely estimated. The
re-estimated model provided an acceptable fit to the data,

(108, W = 115) =

140.98, p = .0018; RMSEA = .05; GFI = .86 AGFI = .81. suggesting that the data
adequately represent the ATE program model, as conceptualized in the ATE
program model shown in Figure 7.
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Detailed Model Fit
Given an acceptable overall model fit, detailed model fit was evaluated as
follows; (a) the standardized path coefficients were evaluated for consistency with
the program theory and statistical significance; (b) standardized residuals were
examined; (c) the measurement models were evaluated for statistical significance:
and (d) modification Indices were examined to determine if specific parameters
should be fixed or relaxed. The goal of these analyses was to determine what
alternative models might be specified to provide a better representation of the
program logic.
Structural Path Coefficients. Figure 8 shows the standardized path
coefficients for the structural model. Although the overall model fit was adequate,
these results were mixed in terms of consistency with the stated program logic
model. First, Hypothesis 1 was not supported. The path coefficient of .05 was not
significant and indicates that no relationship existed between Project Characteristics
and Coiiaboration. Second, Hypothesis 2 was also not supported. Though
statistically significant, the path coefficient of -.65 indicated that the relationship
between Organizationai Practices was inversely related to Coiiaboration. Though
this relationship was statistically significant, the high standard error (.39) also
suggests this coefficient would probably not remain stable in another sample.
Combined, these findings suggest that the exogenous portion of the model is not
supported by the available data.
Hypotheses 3,4, and 5 were supported by the results. The path coefficients
describing the relationships between Coiiaboration and Materials Deveiopment
(1.59), Collaboration and Professional Development (1.11), and Coiiaboration and
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Program Improvement (.91), hypotheses 3, 4. and 5, respectively, were consistent
with the stated program logic model, supporting the claim that higher levels of
Collaboration led to higher productivity in these three areas.

Materials
Development

Project
Characteristics
.05 (.17)

,-.26 {,41)

.91* (.54)

Student
Impact

Program
t______
Improvement J
-.27 (.52)

.36 (.40)
-.65* (.39)
Organizational
Practices

111
(.84)

Not®. Standard errors are reported in parentheses.

" * p c .O I
** p < .05
* p < .1 0

Figure 8. ATE program model with standardized path coefficients

Hypothesis 6, the relationship between Materials Development and
Professional Development, was not supported. The path coefficient of -.26 showed a
weak, inverse relationship that contradicted the stated program logic. Hypothesis 7
was also not supported; the path coefficient of -.27 showed that a weak inverse
relationship between Materials Development and Program Improvement existed.
Additionally, neither of the path coefficients for hypothesis 6 or 7 was statistically
significant.
Combined, these findings suggested that the latent variable, Materials
Development, may be poorly defined (although the measurerrient model for Materials
Development was supported by the analysis). An alternative explanation, grounded

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

78
in the program operations, was also possible. In the last few years, the ATE
program has de-emphasized materials development as a tangible outcome,
preferring to Imbed these outcomes in other activities, such as program improvement
(Hanssen, et, al., 2003). In other words, materials development that is subsumed
within program improvement (or professional development) may not be accurately
captured by the survey items underlying this construct. This may have contributed to
non-statistically significant relationships between these constructs.
Hypothesis 8, which described the direct relationship between Professional
Development and Program Improvement, was supported by the analysis, although
the path coefficient of .36 was not statistically significant.
Finally, Hypothesis 9 was supported. The path coefficient was .95 and was
statistically significant, demonstrating a strong direct relationship between Program
Improvement and Student Impact. This indicated that high levels of program
improvement led to high levels of student impact.
Measurement Model Evaluation. Table 5 displays the factor loadings for the
measurement models underlying the ATE program structural model. Based on these
results, there were four primary weaknesses detected in the measurement model.
First, the measurement of Project Characteristics was not informative as shown by
the weak and non-significant factor loadings. Second, the measurement of
Organizational Practices was marginally supported, though the factor loading for
monitoring was moderately strong and statistically significant. Third, the
measurement of Materials Development, though statistically significant, had weak
factor loadings. Specifically, the loading of OTH _MAT was particularly weak and
statistically significant only at the .10 level. Overall, this weak measurement could
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have been a contributing factor for the negative path coefficients from Materials
Development to both Professional Development (hypothesis 6) and Program
Improvement (hypothesis 7), and for the highly positive coefficient from Collaboration
to Materials development (hypothesis 3). Fourth, there was evidence to suggest that
CMPLTS and PLCMNTS were redundant measures because of the influence that
the correlation of the error terms for these measures (r= .39, p<.01) had on the
overall model fit.

Table 5
Standardized parameter estimates for measurement models (full ATE program
model)

NSF
AGE
EVAL
MNTR
EXT SUP
PTNRS
CRSE
MDLE
OTH_MAT
OPPORT
PARTS
PRGMS
SCHLS
CRSES
STDNTS
CMPLTS
PLCMNTS

P r o je c t

O rg .

C h a r.

P r a c t ic e s

C o lla b .

M a te r ia ls
D ev.

P ro f. D e v .

P ro g ra m

S tu d e n t

Im p .

Im p a c t

,14
.49
.15
-.56*
.51®
.72***
.26®
.10*
.81®
.81***
.78®
.71***
.83***
,86*
.43***
.46***

^Statistical significance of ttie first observable variable for each endogenous latent variable was not
evaluated as these values are fixed in order to appropriately scale the associated latent variable
(Kelloway, 1998). ***p<.01, **p<.05, ><.10
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Residual Analysis
Analysis of standardized residuals was conducted (1) to provide an additional
perspective on the overall model fit and (2) to identify potential sources of
misspecification that could be corrected within any alternative models. A stem-leaf
plot of the standardized residuals (see Figure 9) was relatively evenly distributed
around zero, with only a slightly larger number of negative residuals. This suggested
that the model was slightly overestimated (Jdreskog, 2003). This finding was not
surprising given the ratio of parameters estimated (44) to the sample size (115),
Overall, however, the stem-leaf plot supported the conclusion that the overall model
fit the data.

410
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Q l44 4 4 3 3 3 322a2?-222ra.UO!)dOOOOOOOOOOOOOOOOOQOOOOOOOOOO
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110000112233344
I i5 5 6 6 7 7 7 « g 8 9
2 )0 0 2 3

21789
3i 1

Figure 9. Stem-Leaf plot of standardized residuals

A Q-plot of the residuals was consistent with the stem-leaf plot and revealed
the presence of several large residuals (shown in Figure 9 as those residuals with
values +/-1.96) indicating sources of misspecification. Large negative residuals
were found between PLCMNTS, and PRGMS and CRSES, and between OTH_MAT
and STDNTS. Large positive residuals were found between OTH_MAT, and NSF
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and PARTS. These findings were consistent with analysis of the measurement
model, which suggested that these observed variables presented problems for
properly fitting the model to the data.
Modification Indices
Analysis of the modification indices indicated that the overall model fit could
be further improved by allowing additional parameters to be freely estimated,
although, additional paths were not supported between any of the latent variables in
the model. The largest modification index supported allowing CMPLTS to load on
Collaboration {Ml - 24.43, expected change = -4.71). This change, however, could
not be supported within the context of the ATE program model in that there was
insufficient evidence available to show that the number of students who complete an
ATE funded program was an indicator of collaboration. Other modification indices
were not significantly large to warrant further model re-specification.
Conclusions
The assessment of detailed model fit suggested that alternative models may
present a better fit for the sample data. Findings indicated that both Project
Characteristics and Organizational Practices could be eliminated from the overall
program model—there was insufficient evidence to support the claim that these
constructs were related to Collaboration. This change placed Collaboration as the
sole exogenous factor in an alternative ATE program model. Similarly, the
elimination of OTH_MAT as an indicator of Materials Development and PLCMNTS
as an indicator of Student Impact simplified the measurement of these factors
enabling a more streamlined evaluation of their contribution to the program model.
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Comparative ATE Program Models

Based on the findings above, three alternative models were specified and
estimated. These models hypothesized similar relationship to those articulated for
the full ATE program model. The key differences between the alternative models
and the full model were the elimination of selected latent and observed variables.
The following describes each model and presents the estimation results.
Collaboration-lmpact fCI) Model
The Cl model (see Figure 10). excluded Project Characteristics and
Organizational Practices due to the poor measurement of these constructs. In
addition, OTH_MAT was eliminated as an indicator of Materials Development due to
the weak factor loading on this variable, and PLCMNTS was eliminated as an
indicator for Student Impact based on the apparent redundancy of this variable with
CMPLTS.

Materials
Development
.5 6 "
(.26)

1.10 (2.79)

.45 (.57)

Student
Impact

Program
Improvament
;. 11 )

.47 (.91)

-.49(1.68)
(•54)

f>< .01
' • p < .05
' p < AO

Note. Standard errors are reported in parentheses.

Figure 10. Cl model with standardized path coefficients
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This model provided an overall strong fit to the data,

(37, N ~ 115) =

41.95, p = .26; RMSEA = .034; GFI = .93 AGFI = .87). While not all of the path
coefficients were statistically significant, they were of sufficient magnitude and
direction to support the revised program logic model.
The exception to this finding was the path between professional development
and program improvement, which were inversely related. This finding suggests that
high productivity in professional development is moderately related to lower
productivity in program improvement. From a substantive perspective, this finding
can be explained by reasoning that, given limited resources, allocation of time and
money to professional development would necessarily detract from program
improvement activities. This suggests projects that elected to engage in both
activities were only able to perform one or the other satisfactorily. However, this
conclusion can not be supported by the existing program logic model (Hanssen, et.
al, 2003; NSF, 2003c).
An alternative explanation is that the strong relationship between Materials
Development and Program Improvement created a suppression effect, thus creating
a negative relationship between Professional Development and Program
Improvement, which in turn balanced the model. This explanation seemed plausible
given the weak measurement of Materials Development may have resulted in an
artificially large path coefficient between Materials Development and Program
Improvement.
Collaboration-lmpact No Materials Development (Cl no MD) Model
Based on the finding that (a) the measurement of Materials Development was
poor and (b) that accounting for this productivity may be imbedded in Professional
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Development and Program Improvement activity, a second alternative model
eliminated the Materials Development construct from the Cl mode! (see Figure 11).
This model was fully nested within the 01 model presented above.

.6 2 * ( .2 4 )

S tu d e n t
Impact

C o l la b o r a t io n
[.12)

Professional
Development

.1 7 (.1 9 )
'* p < .0 1
'* p < . 0 5
* p«.10

Note. Standard errors are reported in parentheses.

Figure 11. Cl no MD model with standardized path coefficients

This model fit the data extremely well,

(23, /V= 115) = 24.57, p = .37;

RMSEA = .024; GFI = .95 AGFI = .89, and supported the overarching ATE program
logic model. Path coefficients relating Collaboration and Professional Development,
and Collaboration and Program Improvement were strong and statistically significant.
The path from Professional Development to Program Improvement was positive (in
direct contraction to the Cl model), however, the coefficient was small and it was
non-significant. This finding also supports the suppressor hypothesis which argued
that Materials Development created a suppression effect In the Cl model. With the
removal of Materials Development, the path coefficient between Professional
Development and Program Improvement reverted to a level that supported the ATE
program logic.
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Full Mode! No Materials Development (FM no MD) Model
The third comparative model was the full ATE program model, excluding the
materials development component (see Figure 12). This model provided a very
strong fit to the data,

(69,

115) = 74.64, p = .30; RMSEA = .027; GFl = .91

AGFI = .86).

project
Charaoteristicfs

M (. 18)

Program
\ _____
Improvsmont

Professional
Development

.16 (. 16)
.01
p < .OS

Note. Standard errors arc reported in parantheses.

Figure 12. FM no MD model with standardized path coefficients

The path coefficients for this model were consistent with the previous
analyses. First, the Project Characteristics and Organizational Practices path
coefficients mirrored those from the full program model. This supported the finding
that these constructs were not related to Collaboration. Second, the path coefficients
between Collaboration and Professional Development and Collaboration and
Program Improvement were nearly Identical to those from the Cl no MD model, as
was the coefficient from Professional Development to Program Improvement. These
findings supported the assertion that poor measurement of the Materials
Development construct adversely impacted the overall model fit and the strength of
the latent variable path coefficients.
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Comparative Fit
Table 6 displays the overall fit indices and comparative fit indices for each
model estimated in this study. These results indicate that the 01 no MD model is the
strongest fitting model based on evaluation of the NFl, NNFI, and AlC.

Table 6
Comparative model fit
Mode!

c/f

Full model
FM no MD
Cl
Cl no MD

140.98*
74.64
41.95
24.57

108
69
37
23

RMSEA wl Cl
.052 (.023,
.027 (.000,
.034 (.000,
.024 (.000,

.074)
.063)
.077)
.082)

GFl

AGFI

NFl

NNFI

AlC

.86
.91
.93
.95

.81
.86
.87
.89

.87
.92
.93
.96

.93
.98
.97
.98

230.98
146.64
99.95
68.57

*p < .01

Table 7 displays the results of the Satorra-Bentler scaled chi-square
difference tests for each model comparison.

Table 7
Satorra-Bentler scaled chi-square difference tests
df

Models compared
Full model, FM no MD
Full model, Cl
Full model, Cl no MD

65.84**
99.78*
1,17.19**

39
71
85

FM no MD. Cl
FM no MD, Cl no MD

32.29
50.13

32
46

Cl, Cl no MD

17.52

14

**p < .0 1 ,"p < .0 5
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These results indicate that each nested model represents a stronger fit to the
data than the full model, and that the nested models are not statistically different
from each other. These findings suggest that the measurement of Materials
Development was poor and was reflected in the model estimation results. Similarly,
the measurement of Project Characteristics and Organizational Practices did not
make significant contributions to the model estimation such that the overall fit was
not substantively different, with or without these factors in place. In the interests of
parsimony, therefore, it was reasonable to declare that the Cl no MD represented the
best fit of the data. This model can be described as follows;
1.

Higher levels of Collaboration contribute to higher productivity in

Professional Development.
2.

Higher levels of Collaboration contribute to higher levels of Program

Improvement.
3.

Higher levels of Professional Development may be related to higher

levels of Program Improvement.
4.

Higher levels of Program Improvement lead to higher levels of Student

Impact.
Summary

The results of this study were keyed to the three research questions. Each
question is addressed below.
Fit of the Full ATE Logic Model
As demonstrated above, the full ATE program model fit the data reasonably
well. Overall fit was reasonable after a minor re-specification, which allowed the
covariance between the error terms for GMPLTS and PLCMNTS to be freely
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estimated. Standardized path coefficients were consistent in direction, with the
exception of the path between Organizational Practices and Collaboration. Although
the overaii fit obtained was reasonable, not all of the path coefficients were
statistically significant, indicating potential specification problems within the model.
A detailed fit assessment revealed several potential sources of
misspecification within the measurement models for Project Characteristics,
Organizational Practices, Materials Development, and Student Impact.
Program Characteristics and Outcomes
Several of the hypotheses regarding the dynamics between program
characteristics and outcomes were supported, while several others were not. First,
there was support for the hypothesis that levels of Program Improvement were
directly related to levels of Student Impact. Second, Collaboration was positively
related to Materials Development productivity. Professional Development, and
Program Improvement. Third. Professional Development was positively related to
Program Improvement. Again, while not all of these path coefficients were
statistically significant, the magnitude and direction of the coefficients provided at
least some support for the hypotheses.
Hypotheses that were not supported were as follows: (1) Materials
Development productivity was directly related to Professional Development
productivity and Program Improvement levels; (2) Project Characteristics was directly
related to Collaboration; (3) Organizational Practices were directly related to
Collaboration. Combined, these findings suggested the need for some re-articulation
of the program logic model and improvement in the measurement of the observed
variables.
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Alternative Models
Three alternative models were defined to determine of the data provided a
better fit to a different articulation of the program logic. These alternative models
were based on two significant changes; (1) the removal of Project Characteristics
and Organizational Practices as exogenous latent variables, resulting in
Collaboration as the exogenous factor in the program logic model, and (2) removal of
Materials Development. Additionally, the measurement models for Materials
Development and Student Impact were refined based on the detailed assessment of
model fit conducted for the full ATE program model.
Each of the three alternative models provided a strong fit for the data that
was statistically better than the full model fit. The full model fit worse than the full
mode! without materials development; it also fit worse than two alternative models
that used Collaboration as the exogenous variable—one with and one without
Materials Development as a factor.
When parsimony was considered, it appeared that the most appropriate
model for the data was the Cl model without Materials Development. This model
presented a much simplified view of the ATE program and indicated that a project’s
level of collaboration was the critical factor in driving professional development
productivity and the level of program improvement. Of course, levels of Program
Improvement were directly related to Student Impact, which was the critical finding
that was consistently supported throughout the analysis.
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CHAPTER V

DISCUSSION

Summary

This study was concerned with formative evaluation and defining an
approach for answering the question of why program results occurred. To
accomplish this, the study integrated multisite evaluation, theory-based evaluation,
and structural equation modeling. The Advanced Technological Education program
provided the specific context for this study. ATE was a large multisite program and
the program evaluation of ATE was conducted by The Evaluation Center at Western
Michigan University. The central component of this evaluation was an annual survey
of funded projects. The data from this survey provided the basis for answering the
following research questions:
In the context of multisite evaluation,
1.

To what extent does the ATE program logic model, in components or in

its totality, fit the empirical data?
2a.

If the model, in components or in its totality, can be fitted, what are the

dynamics with which the programmatic characteristics contribute to program
outcomes?
2b.

If the empirical fit of the model is not optimal, can the current logic

model be modified to improve the fit?

90
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In order to respond to these questions, a structural model was developed
(see Figure 7) based on a logic model that depicted how the ATE program operated
(see Figure 1), The structural model contained seven latent constructs and nine
hypotheses were developed to articulate the expected relationships between these
constructs. Seventeen (17) observed variables formed the basis for measuring the
latent constructs. Each variable was constructed from one or more evaluation
survey items (see Appendix E). The data were standardized, so that each variable
had a mean of zero and a standard deviation of one, and normalized using a
monotonic transformation to correct for multivariate non-normality. Robust maximum
likelihood estimation of the covariance and asymptotic covariance matrices was used
to estimate overall model fit.
In response to the first research question, the overall fit was reasonable after
a minor re-specification of the model, which allowed the covariance between the
error terms for CMPLTS and PLCMNTS to be freely estimated. Standardized path
coefficients were consistent in direction with the stated hypotheses, with the
exception of the path between Organizational Practices and Coiiaboration. Although
the overall fit obtained was reasonable, not all of the path coefficients were
statistically significant, indicating potential specification problems within the model.
In response to research question 2a, the standardized path coefficients
supported several findings related to the dynamics between programmatic
characteristics and outcomes. First, Program Improvement was directly related to
Student Impact. Second, Collaboration was positively related to Materials
Development, Professional Development, and Program Improvement. Third,
Professional Development was positively related to Program Improvement.
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In response to research question 2b, three alternative models were specified
and estimated given that the overall model fit was not optimal. These alternative
models were based on two significant changes: (1) the removal of Project
Characteristics and Organizational Practices as exogenous latent variables, and (2)
removal of Materials Development. Each of the three alternative models provided a
strong fit for the data that was statistically better than the full model fit. When
parsimony was considered, it appeared that the most appropriate model for the data
was the CoHaboration-lmpact model without Materials Development (see Figure 12).
This model presented a simplified view of the ATE program and indicated that a
project’s level of collaboration was the critical factor in driving professional
development productivity and the level of program improvement.
This study demonstrated that in the context of multisite evaluation, a logic
model could be fitted to data collected through an evaluation. Based on this model
fit, it was possible to describe the dynamics with which program characteristics
contributed to program outcomes. Lastly, it was possible to modify the apriori
program logic model and identify a stronger fitting alternative model. These findings
demonstrated that SEM can be used as a tool for multisite evaluation. Moreover, by
examining alternative models, SEM provides extensive evidence of why program
outcomes occur.
The remainder of this Chapter is organized as follows. First, the primary
limitations of this study are discussed. Next, the implications of this study for (a)
multisite evaluation, (b) theory-based evaluation, and (c) structural equation
modeling, are presented. Finally, this chapter concludes with recommendations for
evaluators and researchers.
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Limitations

There were five primary limitations of this study: (1) sample size, (2) data
reliability, (3) measurement models, (4) data types, and (5) a limited program theory.
These limitations are presented as the foundation for the implications of this study,
which address the fundamental issues that evaluators should consider when using of
structural equation modeling as a tool for muitisite evaluation.
Sample Size
Within the context of this study, the unit of analysis was an ATE project. This
unit of analysis was appropriate in the context of the evaluation given that answering
the question of why outcomes were produced implied the need to detect project-level
effects. In this study the sample size was limited to the number of unique projects
that responded to the ATE program evaluation survey and that provided data for
each of the latent constructs in the model. These requirements limited the sample to
115 unique projects.
SEM, however, is fundamentally a large sample technique (Kelloway, 1996).
Both the estimation methods and the tests of model fit (e.g., RMSEA) are based on
the assumption of large samples. A significant body of literature exists on what a
minimal sample size should be under different conditions of normality (Boomsma,
1983) and use of different estimation methods (Lei, 2002). Kelloway (1998) indicates
that a minimum ratio of 5-10 cases per variable is needed for SEM, which is similar
to the frequently cited guidelines for regression analysis. In this study, the sample
size was at the low-end of acceptable practice given the number of variables (17) in
the study. This was addressed by applying the robust maximum likelihood
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estimation method, which simultaneously analyzed the covariance and asymptotic
covariance matrices.
Though the impact of the small sample was minimized, this limitation was
manifested in the structural model parameter estimates. For example, the standard
errors of the path coefficients were large in relation to the path coefficients in the full
program structural model (see Figure 8). However, the standard errors were smaller
for the more parsimonious alternative models (see Figures 10-12). Similarly, the
more parsimonious models fit the data better than did the full program model. This
suggests that the primary limitation of a small sample in obtaining a strong model fit
is model complexity, i.e., the number of latent and observed variables in the model.
Data Reliabilitv
Collecting consistent data across sites is a critical challenge in multisite
evaluation (Hamilton, et. al., 2003). The implied assumption is that data collected
prospectively by a central evaluator will be more reliable than data provided
retrospectively by different project sites, because the interpretation of the data
collection instrument (e.g., a survey) will be consistent across sites. In practice, and
certainly in the context of this study, there are multiple steps in the data collection
process and the evaluator’s involvement varies across those steps. As a result, the
reliability of data in a multisite evaluation can suffer.
For this study, the central evaluator designed the data collection instrument
with input from ATE projects (The Evaluation Center, 2000). However, the data
collection process relied on each individual project to report data based on their
interpretation of the survey questions. For example, the survey defined a “module"
as “a component that can be used in more than one course” (see Appendix D). This
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definition leaves room for interpretation as to what constitutes a “material that can be
used in more than one course.” As such, it is possible that productivity measures
were under or over-reported due to variations in interpretation of the survey
questions.
This particular example was manifested by the weak factor loadings for
CRSE, MDLE, and OTH_MAT and the breakdown of this component of the
measurement model. These results suggest that the interpretation of a “course,” a
“module," and “other materials” varied across sites.
Overall, this study illustrated that prospective multisite evaluation does not
presume reliable data. In prospective scenarios, the individual project still has a
critical role in interpreting measures, gathering data, and then reporting to the central
evaluator. There is a premium on the evaluator’s ability to clearly articulate
measures and develop instruments in such a way that projects’ interpretations of
measures will vary as little as possible.
Measurement Models
The definition of the latent variables in the structural model, as manifested in
the measurement models was an additional limitation of this study. This study
presented two examples that highlighted the limitations of the measurement models
in this study. The examples were visible in the following ATE program constructs: {1)
project characteristics and (2) materials development.
Project Characteristics.
Project Characteristics represented the scope and maturity of a project at the
time it responded to the survey. This construct was based on the notion that a
project that received more money and that was in operation longer would produce
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greater results (see Chapter III). The two observable indicators of Project
Characteristics were NSF and AGE. NSF was an objective measure that adjusted
the total award amount, which was a known quantity, by a factor that represented the
proportion of the grant period that had passed at the point in time a project
responded to the survey. For example, if a project received a $500,000 award for
five years and responded to the survey two years after beginning work, a factor of
40% was applied to the award amount, resulting in a value of $200,000 for that
measure. AGE, represented that factor, in terms of years. In this example, the value
for AGE would have been 2 years.
The incorporation of the AGE measure into calculating NSF seemed, in
retrospect, problematic because AGE is represented twice in the measurement of
this construct. The primary indication of this is weak, non-significant factor loadings
for both measures, which often reveals collinearity between the measures (Wang,
2003).
An alternative approach might have been to use the total funding amount for
the award, rather than a reduced amount that was directly dependent on age of the
project. In addition, the project characteristics construct was not comprehensive in
describing the variation of contexts within which the projects operated. This
construct assumed that all other conditions being equal, more money should produce
more results. Of course, we know this was not true—costs vary by geography and
technology discipline: equal amounts of money in Ohio and California would not be
expected to produce similar results. From the contextual perspective, adjusting total
award amounts based on consumer prices or cost of living indices might have
provided a better way of measuring the contribution of the program funding.
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The second example is the Materials Development construct. For the
purposes of this discussion, assume that projects understood the differences
between courses, modules, and other materials and that the reporting of this
information was accurate. This construct represented materials development
productivity by calculating three variable scores based on the number of courses,
modules, and other materials under various stages of development. Weightings
were applied for the material types as follows: courses were worth 1 point, modules
were worth .5 points, and other materials were worth .25 points (see Appendix E).
As a result of this weighting scheme, projects were “rewarded” for developing
complete courses rather than modules or other materials. Weightings based on the
development stage rewarded commercial publication of materials (10 points) over
materials in draft stage (1 pt). As a result, projects were also rewarded for
dissemination and use.
Several alternatives could be explored to better understand the impact of this
measurement scheme. The impact of the alternative could be evaluated by
implementing the change, re-estimating the full program model, and comparing the
path coefficients of the new and original models. The first alternative is to eliminate
one or the other weighting schemes. The second is to aggregate “other materials”
and “modules” results into one observed measure for this study. The third is to treat
(a) development stages, (b) materials use, and (c) publication as separate metrics.
Notwithstanding the above discussion, it is interesting that the findings related
to Materials Development were substantively supported within the overall program
context. Recall that materials development productivity was deemphasized by ATE
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over time and that the emphasis of materials development was national
dissemination (Hanssen, et. al., 2003). At the same time, the evaluation team
reported that actual materials development activity was likely Imbedded in
professional development and program improvement activity and was therefore not
accurately reported on the annual survey (Hanssen, et. al., 2003). This makes
sense logically—for example, if a project developed a professional development
seminar, it would need instructor and participant materials to support the seminar.
These results could be imbedded in professional development activities and under
materials development or they could simply be imbedded in professional
development, ignoring the actual materials development productivity. As a result, the
findings that Materials Development made minimal contributions to Professional
Development and Program Improvement could be substantiated given what is known
about the operation of ATE and the activities of its various projects.
Data Types
Sinacore and Turpin (1991), Herrell and Straw (2002), and Tushnet (1995)
each cited uncontrolled program implementation as a significant challenge for
multisite evaluation. In light of this challenge, a significant benefit of uncontrolled
multisite program implementation is the opportunity to learn what works under a
variety of different program strategies and contexts (Worthen, et. al., 1997). Cluster
evaluation, as a variant of multisite evaluation, has as its central focus the
exploration of alternative program designs (Herrell & Straw, 2002; W.K. Kellogg,
2000). This study addressed two elements of program implementation by examining
the extent of evaluator use and project participation in NSF monitoring activities.
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These measures reflected “rigor” in operations and were the basis for the
Organizational Practices latent variable.
Another important dimension of multisite evaluation is gathering information
about the context within which the project operates (Greenberg, et. al., 2003).
Tushnet (1995) asserts that program context is a critical component for identifying
why program outcomes occur. This study minimally addressed contextual variables
to the degree that project age and funding levels could be regarded as the context
for the project. These measures were used to define the Project Characteristics
latent variable.
Thus, an important limitation of this study was the lack of information about
variations in project implementation practices and project contexts that might have
provided additional insights into why program outcomes occurred. These limitations
were a product of the program logic model used in this study, which was comprised
primarily of intermediate and final program outcomes, and only minimal amounts
information about program context and implementation. However, past work has
argued that contextual factors (Tushnet, 1995) and implementation strategies (Wang,
1995) also make significant contributions to program outcomes.
While the study successfully fit the structural model to the empirical data, the
answers to the question of why outcomes were produced, were limited to the
relationships between different levels of outcomes. By not incorporating contextual
or implementation measures, formative feedback can not account for contextual
variation or for variations in implementation strategy. Given this, a significant
purpose of multisite evaluation, to understand how a program operates under varied
conditions (Worthen, et. al., 1997) can not be fully addressed.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

100
Limitations of the ATE Program Theory
The overarching theory-related limitation of this study was the limited nature
of the program theory that guided this study. In the specific context of this study, the
ATE program logic model was articulated by the evaluators (Hanssen, et. al., 2003)
after the program had been in operation for 10 years and the evaluation had been
underway for 4+ years. The hypothesized relationships between the program
components were based on the evaluators’ observations of the program and the data
that they collected. The impact of this scenario was that the elements of the program
model were restricted to the primary survey components. Similarly, the observable
indicators of those components were restricted to existing instrumentation.
As a result, the model that was fitted to the data in this study was limited and
did not necessarily represent all of the potential operational dynamics within the ATE
program. The operational dynamics that were explored addressed (a) how
operational rigor (i.e., organizational practices) was related to collaboration, (b) how
collaboration contributed to various intermediate program outcomes, and (c) how
program improvement contributed to student impact. The contextual dynamics that
were explored addressed the relationship between project size and scope (i.e.,
project characteristics) and collaboration. The strength of these relationships was
reflected in the standardized path coefficients that were estimated for the four
program models evaluated in this study.
Other potential operational dynamics that could influence program outcomes
might include, for example, number of staff, staff qualifications, staff stability, the
stability of the project principal investigator, existence of a strategic plan, etc.
However, these pieces of data did not exist within the ATE program database, they
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were not incorporated into the program model, and they were not part of the
structural models that were estimated. Thus, the model parameters could not
establish the contribution of these elements to the overall project results.
Ideally, the program logic model used in this study would have been
articulated at the outset of the ATE program or, at least before the start of the
evaluation. This would have facilitated evaluation activities being keyed to that
articulation of program logic.
Summary of Limitations
The limitations of this study were due the following five factors: (1) sample
size, (2) data reliability, (3) measurement models, (4) data types, and (5) a limited
program theory. These limitations underscore the importance of understanding that
the application of this method will likely result in a limited response to the question of
why outcomes occur within a program. In the specific case of this study, the findings
generated through the SEM process represented one possible answer based on one
articulation of the ATE program model. Alternative models, some of which were
presented in this study, might provide additional answers.
However, the focus of this study was not to uncover a definitive answer to
why program results occurred within the ATE program. Rather, the purpose of this
study was to evaluate the proposed method for formative evaluation that integrated
multisite evaluation, theory-based evaluation, and SEM. The implications of this
study for each of these areas are presented below in light of these limitations.
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Implications

The purpose of this study was to investigate the viability of an approach for
answering the question of why program results occurred that integrated multisite
evaluation, theory-based evaluation, and structural equation modeling. This
approach was intended to serve a formative evaluation function, which is to help
improve programs by providing explanatory evidence about why program outcomes
are produced. The multisite context for this study was the ATE program, but
generally, multisite evaluation is significant due to the size and scope of many
federal multisite programs. Thus, there is a professional imperative to provide the
strongest quality evidence in support of program improvement.
The implications of this study are organized according to the three primary
concepts for this study: (1) the context of multisite evaluation, (2) the use of program
theory to guide evaluation, and (3) the application of structural equation modeling as
the analytical engine.
Multisite Evaluation
This study was framed within the general context of multisite evaluation and
the specific context of the ATE program evaluation. Previous discussion has shown
that ATE was a program that was implemented in an uncontrolled manner and that
the evaluation of ATE was conducted prospectively (Herrell & Straw, 2002). In terms
of satisfying the definition of multisite evaluation as presented in Chapter II, (a) the
object of the evaluation (ATE) was a tangible response to an identified problem, (b)
the response was evident in multiple projects at distinct sites, (c) the evaluation of
ATE was conducted by a central evaluator, (d) contextual and outcomes data were
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collected, and (a) data were pooled across sites to enable comparisons as well as an
overall assessment of impact.
The first important implication of this study for multisite evaluation is that the
terms prospective and retrospective, as used by Herrell and Straw (2002), are
misleading. I would propose a new definition of “prospective multisite evaluation”
where (a) the conduct of the evaluation is tightly linked to program implementation,
(b) that the evaluator actively collects evaluation data, and (c) that the program
theory was developed ahead of the evaluation. A new definition of “retrospective
multisite evaluation" would represent the converse of those statements, placing
prospective and retrospective multisite evaluations on the opposite ends of a
continuum. The third point above that relates to the timing of the program theory
development presumes that a program theory will be used in the evaluation. Of
course, multisite evaluation does not require the use of program theory, although I
would argue that it is a good idea for any evaluator to articulate, at minimum, how
they think a program is supposed to work, or is working, before they begin an
evaluation of that program.
The second implication of this study is that multisite evaluation should seek
three distinct types of data to support three different answers to the question of why
outcomes occur: (1) contextual, (2) implementation, and (3) outcomes data. This
assertion is an extension of the work summarized in Chapter II, which shows that
context and results are the central data elements for multisite evaluation. I would
argue that the important implementation variables pertain to the practices employed
by projects in pursuit of their goals. For example, an organizational decision to
employ trained instructional designers versus relying on existing faculty to develop
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courses might be hypothesized as a critical factor in materials development
productivity. Similarly, available funding to support a professional instructional
designer and/or the institutional context to facilitate hiring such an individual might be
hypothesized as important contextual variables.
It should be noted that Tushnet (1995) comes close to articulating the
importance of program implementation in multisite evaluation, but her discussion is
framed in terms of variation across sites in terms of “activities" in which sites engage.
She indicates that “the methods for documenting and evaluating implementation
include content analysis of documents, noting, for example, the number of
workshops offered and the number of individuals attending” (p. 20). In the context of
this study, these activities would have been treated as outcomes.
Thus, the implication of this study is that there are three questions that
contribute to the overarching question of why outcomes occur, which might be
phrased as follows:
1.

How does project context contribute to project outcomes?

2.

How do organizational decisions and processes employed by a project

contribute to project outcomes?
3.

How does productivity on intermediate outcomes contribute to the

ultimate project goals?
Each of these questions addresses a component of why program outcomes
occur. Within the context of multisite evaluation, data should be collected along each
of these dimensions and modeling of a program theory should incorporate these
dimensions.
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Theory-Based Evaluation
The terms program theory evaluation (Bickman, 1990), theory-based
evaluation (Weiss, 1997), and program logic (Funnel), 1997) have been used to
describe the practice of basing a program evaluation on a causal model. Chen
(1990) argued that program theories can be either normative or descriptive. A
normative theory is established apriori and represents how the program Is intended
to operate. A descriptive theory describes how a program is actually operating and,
is often developed after a program has been in operation for some period of time.
This study showed that theory-based evaluation is an ideal compliment for
multisite evaluation given that a primary purpose of multisite evaluation is to
understand how a program works under a variety of conditions (Worthen, et. al,
1997). Given this, multisite programs represent an opportunity to observe variation
in the event, or cause, as well as in the response, or effect (Lipsey, 1993). This
study demonstrated that it was possible to enhance the evaluator’s understanding of
relationships between program components by applying a program logic model to
the analysis of evaluation data. At the same time, the implementation of this study
implied an ideal model for integrating program theory into a multisite evaluation.
This ideal model can be described as follows. First, the purposes of the
evaluation should be both formative and summative. Second, the program theory
should be articulated prior to or at the start of the evaluation. Third, the definition of
measures and collection of data should be keyed to the program theory. Fourth,
evaluation measures should incorporate context, implementation, intermediate
outcomes, and final outcomes.
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In practice, however, it is apparent a program theory might be articulated at
one of three points in time: (1) before or in conjunction with the start of a program,
(2) after a program has been operating but before or in conjunction with the start of
an evaluation, or (3) after an evaluation has started.
These alternatives also speak to the overall issue of the timing of an
evaluation within the context of program implementation. Overall, an evaluation may
begin (a) in conjunction with program design and implementation, (b) after the
program has been operating, or (c) after the program has ended.
Further, the timing of an evaluation has implications for the general purpose
of the evaluation as either formative, summative, or both. Finally, the formative or
summative purposes have implications for the definition of measures and collection
of data.
In the context of ATE (a) the program theory was developed after the
evaluation had started, (b) the evaluation began after the program had been
operating, and (c) the purpose of the evaluation was primarily summative. While
these conditions are different than the proposed model described above, the conduct
of the ATE evaluation serves to highlight these issues.
First, there was a clear attempt to articulate a program model at the
beginning of the evaluation. As described in Chapter II, the evaluation team
compiled a detailed list of evaluation indicators (see Appendix 0} in the early stages
of the evaluation (The Evaluation Center, 1999). These indicators were articulated
as three levels of drivers, and included process and outcome measures. In contrast
to some multisite evaluations (Hamilton, et. al., 2003; Tushnet, 1995), these
indicators did not include detailed contextual issues. Also, missing from these initial
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stages of the evaluation was a discussion of how these indicators were thought to
interact, i.e., articulation of a detailed program logic model. Despite the existence of
these indicators, the evaluation data collected ultimately addressed only a portion of
these indicators, which included outcomes measures and a limited number of
process measures. This emphasis, however, was appropriate given the evaluation
questions, three out of four of which were summative (see Chapter II).
This discussion illustrates how (1) evaluation purpose, (2) program theory
construction, and (3) evaluation activities interact within a specific evaluation context.
I would argue, based on the experience of conducting this study, that these three
elements should be aligned. In addition, it is not critical that the evaluation purposes
and activities encompass the totality of a logic model. A program logic model can
provide a comprehensive framework of how the program is intended to operate by
incorporating contextual, implementation, and outcomes measures. The evaluation
purposes could be keyed the entire model or to portions of the model, e.g., the levels
of outcomes generated. Evaluation activities, e.g., surveys and site visits, though,
must be keyed to answering questions articulated by the evaluation purposes and
the relevant elements of the program logic model.
The converse, however, would not be recommended. In this case, evaluation
purposes and activities would be articulated and then a program logic model would
be constructed to reflect only these activities.
The specific context of ATE and this study straddled these two alternatives.
First, there was a clear intent to establish a comprehensive set of indicators to guide
the evaluation, but a comprehensive logic model was not articulated. Next,
evaluation activities were keyed primarily to the summative purposes of the
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evaluation and secondly to the formative purpose, which drove the evaluation activity
and data collected. Third, a descriptive logic model was developed, which reflected
the evaluation activities and data, and only minimally reflected contextual and
process indicators. Lastly, the model was tested by fitting the empirical data
available, enabling a partial answer to the question of why outcomes occurred.
Restricting the scope of the evaluation to one or two elements of a program
logic model has the effect of limiting the evaluator’s ability to comprehensively
explain why outcomes have occurred. Within the context of multisite evaluation, this
may result in the failure to address a key purpose, which is to understand how the
program operates under a variety of conditions and implementation strategies.
Structural Equation Modeling
Based on the results presented in Chapter IV, SEM is a promising analysis
option to help evaluators understand the relationships between program constructs.
This view is supported by authors (Reynolds, 1998; Hennessy, 1999; Wang, 2002)
who have used this tool within an evaluation context (though none of the three has
taken a detailed look at how SEM could be applied in multisite evaluation context).
The future promise of SEM in this context is to expand the range of evaluation
questions that are modeied in a multisite context by incorporating examinations of
contextual and process measures into a program logic model. This expansion can
help evaluators provide a more comprehensive response to the question of why
outcomes occur, thus leading to improved formative evaluation.
Overall, the application of SEM in this context depends on (a) appropriate
model specification given the available sample size and (b) selecting the appropriate
unit of analysis for study.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

109
As stated previously, SEM is fundamentally a large sample tectinique
(Kelloway, 1996). Both the estimation methods and the tests of model fit (e.g.,
RMSEA) are based on the assumption of large samples. However, sample size
requirements present a significant challenge for evaluators in the context of multisite
evaluation. As shown in Chapter II, of the five multisite examples reviewed, only
ATE presented a sufficient number of sites to support SEM. Even then, the number
of projects in the sample was at the low end of acceptable practice given the number
of variables in the full program model.
A small sample has important implications for model specification. As
demonstrated in Chapter IV, the more parsimonious models specified as alternatives
to the full ATE model provided a statistically superior fit to the data. Thus, there was
a larger ratio of cases to study variables.
These models were also strongly aligned with the summative purposes of the
evaluation. The collaboration models, i.e., those that excluded project characteristics
and organizational practices, modeled the relationships between program outcomes
only, i.e., these models eliminated contextual and process measures. This suggests
that an approach to using SEM in multisite evaluation is to constrain the number of
parameters to be estimated to a number that can be supported given the available
sample size. In addition, those parameters should represent relationships within the
model that are keyed to specific evaluation purposes and that represent a portion of
the overall program theory. This practice will have the effect of limiting responses to
the question of why outcomes occur to the estimable parameters. A benefit to this
approach, however, may be that parameter estimates are more stable. This is
exactly what occurred in this study, when the alternative models were evaluated.
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An alternative approach is to expand the sample size by collecting data from
program participants at individual sites. The opportunity to increase sample size is
cited as one of the key benefits of conducting multisite evaluation (Sinacore &
Turpin, 1991). This approach however, may only be appropriate when the program
goals are defined in terms of participant-level metrics. This is the scenario described
by Greenberg, et. al. (2003), who examined welfare to work programs where the
primary outcome metric was defined as change in participant income, and Reynolds
(1998) where the primary outcome measures were student achievement scores. In
the specific context of ATE, adopting this approach would have required modifying
outcome measures to focus on student-level goals. Hypothetically, these measures
might have included (a) time to complete a program, (b) time between completion
and full-time employment, and (c) supervisor ratings of on-the-job performance. The
implication for evaluators, however, would have been a much different approach to
constructing measures and collecting data. Rather than focusing data collection at
the project level, data collection would have focused at the student level.
This issue, however, raises a fundamental concern about the requirements
for establishing causation. As Lipsey (1993) stated, it is important that both the
event and the response vary. If the event/treatment is constant, but the responses
vary, then it is impossible to determine the cause of the response. In the context of a
multisite program evaluation, participant data represent one sample size, whereas
the site-level data, which describe the treatments (context and process), will have a
much smaller sample size. This situation describes a nested research design with
students nested within projects. Thus, if the goal of the evaluation is to answer the
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question of why outcomes occur in terms of the program, the sample size is
necessarily limited to site-level measures.
The implication for applying SEM in the context of multisite evaluation may be
that the opportunities will be limited to large programs, where data can be acquired
from a sufficient number of sites in relation to the number of parameters being
estimated. In the federal multisite program context, this is probably achievable, but
this approach will not be appropriate for all programs.
Summarv
The following summary points address what I view as the key lessons for
integrating multisite evaluation, theory-based evaluation, and structural equation
modeling with the intent of providing formative evaluation feedback.
1. Multisite program theory should incorporate context, process, and results,
to comprehensively address why outcomes occur. Within the context of multisite
evaluation, this expands the premise that contextual and outcomes data are
important. The critical element of this assertion is to emphasize operational
practices as the key process elements, rather than choices between competing sets
of activities.
2. Development of evaluation measures and instruments should be directly
keyed to a stated program model. Where possible, stated program theory should
drive the development of measures, rather than theory being derived based on
available data.
3. Theory-based evaluation and structural equation modeling are
complimentary approaches that can be applied to multisite evaluation contexts. The
basis of this argument is that both theory-based evaluation and SEM presume an
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interest in determining the causes and effects within a program structure with an eye
towards program improvement A central purpose of muitisite evaluation is the
desire to learn what works in a variety of contexts. The alignment of these purposes
supports the combined use of these methods.
4. Structural equation modeling is appropriate In cases where a sufficient
number o f sites exist to support model estimation. This presumes that the site, not
individual participants will be the unit of analysis for the evaluation.
5. Structural equation modeling can be used to address program contexts,
processes, and outcomes. Evaluating a portion o f the program logic model limits the
response to why outcomes occur. Many evaluations simply can not address all of
the potential elements that contribute to program outcomes. Choices are made and
the components of program theory that are emphasized are keyed to the objectives
of the evaluation. Thus, any response to the question of why outcomes occur will be
one response of many possible alternatives.

Recommendations

The following are recommendations for evaluators, who might consider this
method for the next multisite evaluation they conduct, and for researchers who are
interested in adding to the body of knowledge on multisite evaluation, theory-based
evaluation, and structural equation modeling.
Recommendations for Evaluators
1.

Begin the evaluation o f multisite programs with a clear articulation o f the

program theory and use that theory to clearly develop measures for each program
component. This recommendation argues for a normative program model, but given
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that many evaluations begin after the program has been operating for a period,
constructing a descriptive model before embarking on data collection is
recommended.
2. Design evaluation activities around a prospective approach to collecting
data. Where it is impractical to directly collect data from a site (e.g., due to the
number of sites), develop measures that are easily interpretable and for which data
are easily collected and reported. While many multisite evaluations will rely to some
degree on the self-report data from projects, the degree to which this issue can be
mitigated will enhance the credibility of results and evaluative feedback.
3. Collect site level data to support SEM. Collect participant level data in
cases where program goals can be clearly articulated in terms of participant impacts.
Multisite evaluation is concerned with comparability across sites and the aggregation
of site results. Applying SEM in this context should be keyed to site-level metrics. In
cases where program outcomes can be articulated in terms of participant results,
and data can be gathered from participants, then these data should be aggregated
within a site to generate a site-level measure of participant impact.
4. Ensure that the unit of analysis for SEM is appropriate given the
evaluation design and the primary program outcome measures. As an example, if
the program outcomes are reported in terms of a site, then do not use individual
student-level data as the basis for analysis. If student-level data are used, they
should be aggregated at the site level and reported as a site level measure.
5. Standardize the latent variable indicators to mitigate issues associated
with variable scales. Normalize the data when multivariate normality is not present.
Given the small samples sizes that are likely with SEM in a multisite context.
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standardization of variables will facilitate the model estimation and fitting process.
While this technique will also make interpretation of path coefficients more difficult,
this should be less of a concern as the primary interest is in the relationships
between latent constructs. For example, if we know that high levels of A predict high
levels of B. and that B is a desired result, then direct feedback for improving A can
be formulated. Similarly, normalizing data will help satisfy the assumption of
multivariate normality for SEM.
6, Validate SEM results through cross validation with a comparable sample.
In a multisite context, it may be difficult to acquire a sufficient sample size to cross
validate model estimation and overall fit results. Developing a longitudinal design,
assuming that point-in-time is an important program factor, may mitigate this
constraint.
Recommendations for Researchers
1. Test the assertion that site-level data are preferred within the context of
muitisite evaluation, limiting the opportunity to increase sample size by using
participant data. This assertion could be examined via a simulation where observed
exogenous variables are restricted to a limited number of categories and observed
endogenous variables are allowed to vary freely. The simulation would test the
hypothesis that parameter estimates and overall fit statistics for the site-level model
are more robust than for the model based on participant level data. A primary
consideration in this study would be the evaluation of fit statistics that are not
sensitive to sample size.
2. Model the A TE program under different definitions of materials
development Based on the results of this study and the subsequent discussion of
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findings, there are three possible reasons for the minimal impact of materials
development within the model: (1) poor measurement of the construct, (2)
inconsistent interpretation of the metrics by the projects, and (3) substantive program
changes reflecting the de-emphasis of materials development. This study would
reduce the possibility that the first reason is the primary contributing factor for the
findings in this study.
3. Model the ATE program by Incorporating additional contextual measures
that better represent the size and scope o f individual projects. The addition of more
contextual measures would enhance the understanding of contributions of different
project contexts to project outcomes. Conversely, such a study may validate the
findings from this research that indicated there was no relationship between project
characteristics and project results.
4. Model the ATE program at different points in time. Research in this area
would contribute to an improved understanding of project context by determining an
effect due to project longevity and/or calendar year of operation, i.e., is there a
difference between projects that operated pre-2000 to those that operated after
2000? The challenge in this process would be achieve sufficient sample size within
groups to obtain reliable parameter estimates.
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Project Director
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Level 1: In itia tio n and Support of Projects and Centers
NSFfunds those projects and centers that will most effectively help reach ATE
program goals and monitors, supports, and evaluates projects and centers.
Driver 1: Strategic Planning
Enabling Outcome: An effective strategic plan exists, is being
implemented, and is conveyed clefirly to others.

Indicators:
1. Is the strategic plan linked to goals identified by
enabling legislation?
2. Does the plan include a conceptual mode! or rationale
for how the desired outcome would be achieved?
3. To what degree do RFPs and grant applications specify
program priorities?
4. To what degree do ATE communications inform
potential and new projects and centers of their
responsibilities for long-term viability (i.e.,
sustainability, dissemination, institutionalization)?
5. Is a strategic plan for ATE available for review?
6. How "user-friendly" is the plan (i.e., are the goals,
objectives, priorities, etc. clear)?
7. To what degree do appropriate ATE publications and
web sites outline priorities?
8. Is the strategic plan dynamic in response to information
from the field?

Short-Term Outcome: Most grant applicants are aligned with the
ATE program's objectives and priorities and all fimded projects and
centers are aligned.

Indicators:
9. To what degree are the goals and objectives of projects
and centers aligned with the goals and objectives of the
ATE program?

Driver 2: Funding
Enabling Outcome: An effective review protocol exists, is utilized,
and is based on program strategy/priorities.

Indicators:
1. Does an effective proposal review protocol exist?
2. To what degree is it consistent with the strategic
plan/program priorities? (Do reviewers have an
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appropriate background? Are the criteria for the review
process consistent with program guidelines?)
3. To what degree is the proposal review protocol
followed?
4. Are reviewers adequately prepared? Are participants of
the proposal review process clear about criteria and
process for reviews?
5. Do proposal review teams meet in full and on time?
6. Are individual reviews written for each proposal?
7. Is a review summary written for each?
8. Are preaward site visits made for centers and major
projects?
9. Is negotiation of project and center focus and award
amount effective and timely?
10. Does NSF bring people together from programs with
similar goals? (Avoid reinventing the wheel. Promote
synergism for both, content and process.)
Short-Term Outcome: Review team and program officers make
funding decisions based on clear priorities and protocol.

Indicators:
11. What percentage of project and center goals and
objectives align with program goals and objectives?
12. What percentage of awards and award dollars are made
to the top ATE program priorities in terms of
1. technology field
2. product type
3. student population targeted
4. viability of work
Driver 3: Monitoring

Enabling Outcome: Resources are available, procedures are in place,
and requirements are clear for monitoring project and center activities.

Indicators:
1. To what degree does the ATE program have clear-cut
requirements for monitoring centers and projects?
2. Are sufficient staffing and monetary resources provided
to effectively monitor centers and projects and make
recommendations?
3. To what degree does ATE management follow up to
ensure that project monito,ring occurs as planned?
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4. Do ATE staff review all annual and final reports and
other submissions?
5. Does ATE follow up with centers and projects based on
submitted reports?
Short-Term Outcome: Projects and centers are adequately monitored.
Indicators:
6. To what degree does NSF follow its plan and monitor
project and center progress?
7. To what degree does NSF respond to project and center
annual reports?
8. Under what conditions are site visits made to projects
and centers?
9. What are the intentions and results of site visits?
D river 4: Supporting
Enabling Outcome: Resources are available, procedures are in place,
and requirements are clear for supporting project and center activities.

Indicators:
1. To what degree does the ATE program have clear-cut
requirements for supporting centers and projects?
2. Are sufficient staffing and monetary resources provided
to effectively support centers and projects?
3. To what degree does ATE management follow up to
ensure that support activities occur as planned and
make new centers aware of these activities?
4. Are resources available to offer nonmonetary support
regarding identified needs to projects and centers?
5. Is the monitoring process understood by center and
project personnel?
6. Are mechanisms in place to react to support level and
activity level changes?

Short-Term Outcome: Projects and centers are adequately supported.
Indicators:
7. To what degree does NSF support projects and centers
when specific needs are identified (e.g., help with
dissemination or PI training)?
8. To what degree does the ATE program assist projects
and centers with long-term viability (dissemination,
sustainability, transportability)?
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D river 5: Evaluating
Enabling Outcome: Resources are available, procedures are in place,
and requirements are clear for evaluating project and center activities.

Indicators:
1. Are evaluation requirements clear in grant proposal
forms and other documents?
2. Is it clear how NSF plans to use project and center
evaluation reports?
3. Does NSF follow up with those projects and centers
that do not submit a plan for evaluation?
Short-Term Outcome: Project and center activities are adequately
evaluated.

Indicators
4. Do projects and centers complete evaluations per NSF
specifications?
5. How does NSF communicate evaluation requirements?
6. Does NSF receive evaluation reports from projects and
centers?
7. In what way does NSF use the reports?
8. To what degree is the need for professional evaluation
made clear to projects and centers?
9. To what degree does NSF monitor evaluation?
10. Does NSF formally evaluate the ATE program every 3
years (3 years is the average length of an award)?

Level I I : Development
Short-term outcomes' impact at the student andfaculty levels.
Driver 1: Collaboration
Enabling Outcome: A thoughtful plan and process exist for
identifying and bringing potential collaborators together.

Indicators:
1. Is there a clear purpose for the collaboration?
2. Is there a system for identifying all potential
collaborators?
3. Is there a system for determining a viable basis for
collaboration with potential collaborators?
4. Are the collaborations characterized by formal
agreements?
5. Arc reasonable meeting schedules/methods available?
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6. Is there an organizational/management structure in
place that would support collaboration?
7. Were potential collaborators supported through initial
stages of collaboration?
8. Are purpose and program clear?
9. Are role, contribution, division o f labor, and
comparative advantage clear?
10. Are all roles and capacities covered?
11. Are all work products and deliverables set on a time
frame?
12. Are levels of investment, risks, and returns on
investment understood?
13. Is there CEO approval and organizational support?
14. Is there equality of voice (ethics/conflict of interests)?
15. Is communication protocol agreed upon?

Short-Term Outcome; Collaborations are effective and have become
"institutionalized" or self-supporting.

Indicators:
16. With whom do you collaborate?
17. Wliat purposes do your collaborations serve?
18. Are meetings supported by the members o f the
collaborating groups?
19. Are collaborating groups developing their own goals
and agendas?
20. Are new members joining collaborating groups?
21. Are new collaborations being formed?
Driver 2: Standards Development
Enabling Outcome: Are there procedures in place that would
facilitate use or development of work force standards or guidelines?

Indicators:
1. Have current and future work force needs been
investigated?
2. Has an effective process been put in place for creating
or refining industry-based standards or guidelines?
3. Has a coherent set of knowledge and skills been
developed?
4. Are there adequate plans for verifying the standards?
Short-Term Outcome; Have the standards been usefolly applied in a
variety of settings?
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Indicators:
5. How have the standards been used by industry?
6. Have tlie standards been used for curriculum
development?
7. Have the standards been used to guide program
development?
8. Have tlie standards or guidelines been used to inform
faculty development?

Driver 3: Curriculum
Enabling Outcome: Are there processes in place that would ensure
the development of quality curriculum, instruction, and assessment
(CIA)?
Indicators:
1. Are experts involved (cuiTiculum development
specialists, content specialists, SMET education
specialists, assessment specialists, industrial specialists,
SCANS specialists)?
2. Are adequate facilities available (instractiona!
technology, printing, laboratories, etc.)?
3. Is there access to world class and pertinent industrial
teclmology?
4. Is there a system for pilot testing and field-testing
developments and incorporating feedback?
5. Is there a set of universal standards or minimums for
CIA? (How is the quality of development measured?)
6. Are individuals at transfer institutions involved in CIA
development?

Short-Term Outcome: Are the curriculum, instruction, and
assessment aligned and reflective of cutting edge or world class work
force need?
Indicators:
Industry-Related:
1. Is the CIA industry verified? (Has there been a

thorough evaluation of cwrent industry needs?
Have the cutting edge needs been identified?
Was industry involved in identifying those
needs?)
2. Is there a system in place for continuing
assessment of identified needs?
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3. Is the C IA and context for learning industrybased?
4. Are industry representatives involved in
assessment?

Basic Skills-Related:
5. Does the C IA provide a sliong foundation for
SMET?
6. Is the C IA logically organized and aligned?
7. Does the CIA address nontechnical skills, e.g.,
communicating effectively?
Learning-Styles-Relatect:
8. Does the C IA match the needs of the people
taking the course? Is it inclusive? Does it allow
for different learning styles?
9. Is the C IA inquiry/problem-solving based? Does
it promote student-centered learning (e.g.,
community of scholars, hands-on, minds-on)?
10. Is the CIA cutting edge?
11. Is the C IA group-based?

Articulation-Related:
12. Is the C IA in line with educational standards
required for continued or advanced education?

Assessment-Related:
13. Are students given formal feedback on their
performance?
14. Are students involved in their own assessment?
15. Is assessment information used to improve the
CIA?
16. Do students exhibit the skills that were intended
by the curriculum and instruction?
D river 4: Program Development
Enabling Outcome: Are there processes in place that would ensure
quality program development?

Indicators:
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1. Were experts involved in program plamiing?
2. Are there adequate facilities and resources for the
program?
3. Were power players involved?
4. Was an appropriate program architecture identified?
5. Was CI A analyzed for resource needs?
6. Did institutions provide for program sequence
following standards?
7. Do institutions support "fast track" changes in CIA and
programs?
8. Does the program meet accreditation standards?
Short-Term Outcome: Does the program reflect cutting edge or
world class work force needs?

Indicators:
9. Are students graduating with world class skills? Arc
students being employed in world class or locally
comparable positions? To what extent? At what level of
entry?
10. Has the project or center won awards? What
recognition exists for the program (e.g., certification,
accreditation, recognized award, accepted by field,
etc.)?
11. To what extent are programs/courses articulated or
aligned for 2+2+2?
12. Are the program systems efficient?
13. Does the degree program match the courses? Does the
degree program reflect wise placement of courses?

Driver 5: Professional Development
Enabling Outcome: Are there effective, ongoing opportunities for
professional development?

Indicators:
1. Is the content aligned with the needs of industry? Is
there an industry advisory committee?
2. Do faculty interact with or work in industrial settings
that parallel the program?
3. Are summer or "out of term" training sessions
provided?
4. Is mentoring provided?
5. Are opportunities available for reflection on and
discussion of practice?
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6. Are external experts or expert materials used or
available?
7. Is there a method for determining faculty strengths and
needs prior to participation?
8. Have the faculty won awards?
9. What skills have faculty gained through participation?
Short-Term Outcome: Are "developed" faculty of world class quality
and committed to continuous improvement?

Indicators:
10. Do faculty request professional development
opportunities that are ongoing over the course of tlieir
career?
{1. Do faculty and industry support and/or interact with
each other?
12. Do students and experts (educational, SMET, and
industrial) view the faculty as world class?
Driver 6: Recriiitment Activities
Enabling Outcome: Are complementary processes in place to reach
out to diverse types of students?

Indicators:
Is there an effective recruitment plan?
Does the plan include how to reach young students
(high school or junior high)?
Does the plan include how to articulate from a
secondary to a 2-year institution?
Does the plan include how to reach persons already in
the work force including skills upgrade?
Does the plan include how to reach different cultural
groups, genders, races, and nontraditional students?
Does the plan include how to reach different SES
groups?
Does the plan work with displaced workers and
unemployment agencies?
Does the plan reach international groups?

Short-Term Outcome: Are the types of students applying to the
program reflective of the U.S. population?

Indicators:
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9. Do mimbers of students applying from various cultural
groups and genders match the U.S. population?
10. Are the numbers of applicants moving toward matching
tlie number of the groups in the U.S. population?
D river 7: Student Services
Enabling Outcome: Are students provided the se,rvices they need to
help them be successful?

Indicators:
1. Are students provided opportuiuties for developmental
studies in areas o f need?
2. Are students helped to develop socialization and study
skills?
3. Are employability skills incoiporated into the program
(including leadership skills)?
4. Are there opportunities to socialize with people in the
same industry?
5. Does Student Services intend to fully coordinate the
efforts of counselors at all levels?
6. Are students provided inteipersonal support?
7. Are counselors aware of the importance of the project,
and do they support its goals?
8. Are students provided tutoring assistance?
9. Are students provided appropriate internship
experiences?
10. Are students provided job placement assistance?

Short-Term Outcome: The types of students graduating from the
program reflect the U.S. population.
Indicators:
11. Do numbers of students graduating from various
cultural groups and genders match the U.S. population?
12. Are the numbers of graduates moving toward matching
the number of the groups in the U.S. population?

Level H I: V ia b ility of Project and Center Work
Long-term outcomes impact at the workforce level.
Driver 1: Sustainability
Enabling Outcome A: A process is in place to encourage and support
institutionalization.

Indicators;
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1. Administrative support has been sought to begin the
process.
2. Administi'ation is kept informed of project or center
progress.
3. Regular meetings are arranged between project or
center statT, colleagues, and administrators.
Short-Term Outcome A: The project or center work and/or products
become institutionalized.

Indicators:
4. The new course, program, or technique becomes part of
regular course offerings.
5. Staff are given enough release time to continue the
work.
6. Staff work becomes part o f their job descriptions.
7. Adequate resources exist to support continued work.
Enabling Outcome B: A process exists and is being implemented to
secure continued support for the long term.
Indicators:
8. A funding plan exists.
9. Staff is available to carry out the plan.
10. Potential funders have been identified.
11. Potential funders have been contacted.
Short-Term Outcome B: The project or center work becomes
supported by non-NSF funds.

Indicators:
12. Other organizations, associations, etc. begin providing
greater amounts of financial resources.
13. The work continues, but no additional NSF grants are
sought.

Long-Term Outcome: To what extent does the work of the project or
center continue and grow?

Indicators:
14. Has there been a change in stalling level?
15. Has there been a change in goals/objectives?
16. Do long-term plans exist?
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Driver 2: T ransportability
Enabling Outcome: A plan exists and is used to ensine that products
are transportable across the nation.
Enabling Outcome B: A plan exists and is used to ensure that
products are transportable across technology fields where possible.
Indicators for A and B:
1. Have transportability issues been investigated?
2. Have findings been integrated into project or center
work?
3. How transportabie w ill this be in the flitiire?
Short-Term Outcome A: Project or center products could be used
with little or no modification in other parts of the country,
Short-Term Outcome B: Project or center products could be used
with little or no modification in otlier technology fields.

Indicators for A and B:
4. To what degree can your products be used in different
locales across the nation without requiring major
modification?
5. To what degree can your products be used by otlier
technology fields without requiring major
modification?
6. Is the progi'am available in a foreign language?
7. How easily can the program be modified by off-site
users?

Long-Term Outcome: Where possible, project and center products
are transferrable to regions and fields.

Indicators:
8. To what degree have products been requested by/used
in other regions?
9. How much modification is required?
10. To what degree are products requested/used by other
tech fields?
11. How much modification was required?
12. How successful was implementation of the program at
the transfer site?

Driver 3: Dissemination
Enabling Outcome: Procedures ai'e in place to encourage and
facilitate dissemination of project and center work and products.
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Indicators:
1. Is there a plan for dissemination?
2. Are resources and staff available to conduct
dissemination activities?
Short-Term Outcome: To what extent and in what ways do the
projects and centers disseminate their work and products?
Indicators:
3. To what extent is the dissemination plan being carried
out?
4. To what extent do projects and centers work together to
disseminate?
5. What are the dissemination activities for projects and
centers?
6. What are their costs?
7. Who are the targets of dissemination activities?
8. Who are the actual recipients/participants?
9. To what degree do activities lead to
1. Dissemination of product information
2. Dissemination of products without actual use in
classroom
3. Dissemination of products with application in
classroom

Long-Term Outcome A: To what extent is the collective
dissemination impacting technician education and the work place?

Indicators:
10. How many non-ATE-awarded institutions have
accessed ATE products?
11. How many have used them?
12. How many plan to continue using them?
13. Any reported results from use?

Long-Term Outcome B: To what extent is the work force impacted?
Indicators
14. Have the numbers of workers in the advanced
technology work force increased?
15. Has the fit between work force needs and worker
knowledge and skills improved?
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16. Are more people from underrepresented groups part of
the advanced teclinology work force?
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NSF Award #:
Basic Information— Required
This section provides basic information about your center/project ATE grant. Please verify or

correct the provided information and complete where needed.
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in immeiical values (e.g.,
"3,000", "6.00", "$320" or "95%").

Basic Information about Your Center/Project
1.

a. Funded Institution:

b. Institution Category: Place an X next to Only One.
4 year college/university
2 year college
Association/Society
Secondary School
Other
c. Funding Category: Place an X next to Only One.
Project
_ Center
Articulation Partnerships
d. Begin date of current NSF-ATE funding:

/

/

(M M /D D A T Y Y )

e. End date of current NSF-ATE funding:

/

/

, (M M /D D /Y Y Y Y )

f. Current award amount:
g. Project Director / Principal Investigator
Title: Place an X next to Only One.
Dr.
Mr.
Mrs.
Ms.
Contact Information: Please complete.
First N a m e : ____________________
M id d le ;
___ ___
Last Name: ____ _______________
Email:
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li. Techiiotogy Held: Place an X next to Only One,
Agriculture
B.
Aquaculture
C.
Biotechnology
D.
Chemical Technology
E.
Distance Learning
F.
Electronics, Instrumentation, Laser and Fiber Optics
G.
Engineering Technology(general)
_
FI.
Environmental Technology
I.
Geographic Infonnation Systems
J,
Graphics and Multimedia Technology
_
K.
Information Teclinology, Telecommunications
_
L.
Machine Tool Technology, Metrology
_
M.
Manufacturing and .Industrial Technology
N.
Marine Technology
O.
Mathematics
P.
Multidisciplinary or Interdisciplinary (General.)
Q.
Physics
R.
Semiconductor Manufacturing
S.
Transportation
T.
Other
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NSF A w ard#:

______ ____________________
P I O verview -Required

This section should indicate the Principal Investigator's (Pi's) view of the Center/Project and
reflect information provided in the other sections of this survey. Unless indicated otherwise,

please fill out every question and items in these questions. Thank you!
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6-00", "$320" or "95%").

The Principal Investigator’s Overview of the Center/Project
1. Time and Status
I. Where is the project/center in its life cycle? Place an X next to Only One.
1-3 years
> 3 years
_ Other. Please describe
___________________ __ _____________
II. Is this the last year of the project’s/center’s work? Place an X next to Only One.
Yes
_ No
Other. Please describe
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III. Please rate the current status of your center/project as compared to its status last year
at this time for each of the following factors. For each item a~i. place, an X under Only One

o f the 6 ratine oirtions (e.e„ Stable).
Factor

Not Applicable Substantial
Decline(>20%)

Some
Stable
Decliiie(5-20%)

a. Number of
___
__
collaborations (relationships with instimtions
or groups thatprovide money and/or other support)
b. Financial support ___
_
frotn other
organizations
c. Use of center/
_
_
_
project-developed products
d. Participation in
___
__
project/center activities by other institutions and organizations
e. Students enrolled
_
___________ _
f.Students graduating
_ __________
or completing the program
g. Students placed in
_
_
related technicaljobs,
whether they completed
program or not
_
h. Number of
_
professional development
opportunities (e.g., conferences,
workshops, inservice, on-line courses)
i. Number of
_ _______ _
_
_
participants in professional development opportunities

Some
Substantial
Increase{5-20%) lncreasc(>20%)
_

__

__

_

___
__
_

__

_

_

2. If you conducted a workforce needs assessment in the last 12 months, please C HECK
A LL M ETHO DS that you used. I f you place an X next to Not Applicable, please go to 3.

Otherwise, place an X next to all that apply.
This question is Not Applicable
Survey
_____Review of existing reports or other literature
Interviews
Focus groups
Other. Please describe
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3. Center/Project Evaiiuation
a. I f you have an evaluator, is/are the evaluator(s) (choose one). Place an X next to Only
One.
This question is Not Applicable
External (hired specifically to evaluate this grant.)
Internal (is a member of center/project staff)
Both (you have both types of evaluators)

b. How useful is your project’s/center’s evaluation to your project? (choose one). Place an
X next to Only One.
This question is Not Applicable
Not useful
Minimally useful
Some use
Useful
___ Essential to the project/center
c. If applicable, describe in what way(s) you used the evaluation in your project/center.

d. To what extent do your project’s/center’s evaluation findings provide evidence of the
quality of your outcomes? (choose one). Place an X next to Only One.
___

This question is Not Applicable
No evidence
Some evidence
About half of the evidence
Most of the evidence
A ll of the evidence
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4. Collaboration: I f you collaborate with other A TE projects/centers, please CHECK A LL
TH A T APPLY { I f you place an X next to Not Appticahle^ please go to 5. Otherwise, place an
X next to a ll that apply).
We collaborate for:
This question is Not Applicable
Materials development
Professional development (e.g., workshops)
Best practices development
Sharing of project/center products
Sharing of best practices
Other. Please describe________________________________ _________ ______________
5. Product dissemination: Indicate what mcthod(s) your center/project uses to disseminate
your center/project's products regionally or nationally by C H EC K IN G A LL TH A T
APPLY { I f you place an X next to Not Applicable, please go to 6. Otherwise, place an X next
to a ll that apply).
This question is Not Applicable
In-house publication and distribution
Commercial publication
Presentations at regional/national conferences or meetings
Web page
Other (please describe)________________ __ _______________________________ _
6 .1. Please CHECK A L L STEPS T H A T APPLY for how you recruit and/or retain for the
ATE-grant funded program ( I f you place an X next to Not Applicable, please go to 611.
Otherwise, place an X next to a ll that apply).
This question is Not Applicable
Written materials (e.g., brochures, newsletters)
Web sites about the program
Presentations by invited speakers
College fairs at secondary schools or other locations
_ Campus visit programs
Summer or academic workshops for students (e.g., STEM or technician-skill development,
career awareness)
Summer or academic year workshops for teachers
Work-related experiences for students (e.g., day on the job, visit to business, intemship)
Targeted workshops
Financial aid (e.g., scholarships, work study)
Tutoring
Articulation agreements
_ Counseling
Other. Please describe
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II. Please CHECK ALL STEPS THAT APPLY specifically for recruiting and/or retaining
underrepresented groups (e.g., minorities, women, people with disabilities) for the ATEgrant funded program (If you place an X next to Not Applicable, please go to 7. Otherwise,

place an X next to all that apply).
'lliis question is Not Applicable
Written materials (e.g., toochiires, newsletters)
_ W e b sites about the program
Presentations by invited speakers
College fairs at secondary schools or other locations
Campus visit programs
Summer or academic workshops for students (e.g., STEM or technician-skill development,
career awareness)
Summer or academic year workshops for teachers
_ Work-related experiences for students (e.g., day on the job, visit to business, intenrship)
Targeted workshops
Financial aid (e.g., scholarships, work study)
Tutoring
Articulation agreements
Counseling
_____________________________________________________
Other. Please describe

7. If applicable, please describe your placement strategies employed for the ATE-grant
funded program. Optional question.

8. Please CHECK THE TOP TWO (IF APPLICABLE) regarding what you believe are the
most important ways in which classrooms and other educational experiences for students
have changed as a result of your center’s/project’s work (Ifyou place an X next to Not
Applicable, please go to 9. Otherwise, place an X next to the top two that apply).
This question is Not Applicable
Increased use of work-based skills in curricula
Increased interest in teaming by students
More relevant and up-to-date materials available
Movement away from traditional lecture delivery of lessons
Other. Please describe
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9. For any significant iinintended outcomes (positi've and/or negative) of your
center/project work, please C H EC K A L L T H A T APPLY {If you place an X next to Not
Applicable, please go to 10. Otherwise, place an X next to a ll that apply).
This question is Not Applicable
Partnerships, networks, collaborations (i.e., relationships with institutions
or groups that provide money and/or other support) increased beyond those plamied
Applications to or work for other disciplines occurred
Additional funding received
Loss o f staff to business opportunities
Communication or work-related difficulties with collaborating partners
Other(s). Please describe ________________ ________________ _______________

10. Please provide up to three barriers or challenges to success that occurred in your
center/project. Optional question.
a. Barrier#!:

b. Barrier #2;

c. Barrier #3:
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11. Advisory Committees
a. If you have advisory committee(s) to serve the project’s/center’s needs, C HEC K A LL
TH A T APPLY for committee type {If you place an X next to Not Applicable, please go to 12.

Otherwise, place an X next to all that apply).
This question is Not Applicable
Local institution or other locally based group
_
Regional
National (e.g., National Visiting Committee)
Other. Please describe_____________________ __ _________________ _____________
b. I f applicable, please describe the activities of your advisory conimittee(s). Optional

question.

12. Describe your plans for sustainability, if any, of your project/center. Optional question.

13. Please describe any other important features of your center/project that are not
captured in the survey. That is, what center/project features would you like to highlight
that have not been described elsewhere. Optional question.

14. What is your view of the effectiveness and value of the ATE program? Optional
question.
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Questions 15 a-d are Optional
15. a. W hat features of the survey (e.g., web interface) did you find most helpful?

b. What features of the survey should be changed?

c.
How inucli time, including data collection and on-line time, did it take you to
complete the survey this year?

d. Additional comments regarding the survey itself.

16. What aspects of your project/center are likely to be institutionalized (i.e., remain in the
institution after the project/center has ended)? Optional question.
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17. Articulation Agreements
a. I f applicable, what type of articulation agreement(s) have been established through your

pmlecrsfcenter’swork2 Please CHECK ALL THAT APPLE
This question is Not Applicable
Between secondary and 2-year colleges
Between secondary and 4-year colleges
Between 2-year and 4-year colleges and universities
Other. Please describe.
What are the purposes/focuses of these agreements? Please CHECK ALL THA T APPL Y.
Tliis question is Not Applicable
Strengthen the technological knowledge and skills of K-12 teachers
Strengtlien the science and mathematics preparation of K-12 teachers
_
Facilitate the transition of students from STEM (Science, Technology, Engineering,
Mathematics) associate’s degree programs to related bachelors degree programs, especially those
having a strong technological basis.
Other. Please describe.
b.
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NSF A w a rd # :__________________________________

Monitoring—Required
Confidentiality of responses to this section w ill be provided to the extent allowed by law. Unless

indicated otherwise, please fill out every question and items in these questiom. Thank you!
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use; decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").

NSF Monitoring of Centers and Projects
1. Indicate the frequency of the following monitoring actions between your center/project
and your NSF program officer during the past 12 months. For each item a~f, place an X
under Only One o f the 4 Frequency options.

Monitoring Action
a. Site visits
b. Telephone calls
c. Email contacts
d. Visits to NSF
e. Principal Investigator meetings
f. Reading and reaction to reports
submitted by your center/project

Frequency (Number of Times)
0
1
2 -4
__
__
__
__

__
__
__
__

__

__

_

__
__
__
__
__
__

>4
__
__
__
__
__
__

2. To what extent do you agree with the following statements? For each item a-d, place an
X under Only One o f the 4 Aereement options.
Statement

Strongly
Disagree

a. NSF has been responsive in meeting
my center's/project’s identified needs
(e.g., through telephone calls, emails).
b. NSF site visits and/or evaluative actions
have helped to improve the quality of my center/project.
c. NSF facilitates collaboration between
ray center/project and other ATE projects or centers.
d. NSF has an accurate understanding
of my center/project.

Disagree

Agree

Strongly
Agree

__

__

__

__

__

__

__

__

__
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NSF Award #: _____________________________ _
Collaboration
Complete this section if your center/project has relationships with institutions or groups,
including your center/project institutions (i.e., institutions that are the primary participants in the
work of the center/project and the primary recipients of center/project funds), that provide money
and/or other support.

Place an X next to
_ This Section DOES N O T APPLY
if the above paragraph does not apply to your project/center. GO TO TH E N EXT
SECTION OF TH E SURVEY (p. 18).

Place an X next to
_ T h is Section DOES APPLY
if the above paragraph does describe your project/center. PROCEED W IT H TH E
COLLABO RATIO N SECTIO N.

Unless indicated otherwise, please fill out every question and items in these questions. Thank
youl
A ll questions refer to the past 12 months.
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").

Collaboration with Other Institutions O r Groups
1. Non-NSF funding and in-kind support.

I. Please CHECK FOR ALL APPLICABLE INSTITUTIONS in b-f, if you received
MONETARY SUPPORT in the last 12 months (including project cost sharing). (If you
place an X next to Not Applicable, please go to II. Otherwise, place an X next to all that
apply).
a. This question is Not Applicable
b. Center/Project institutions
(The institutions that are the primary participants in the work of the center/project and the
primary recipients of center/project funds)
c. Business and industry
d. Public agencies (local, state, federal)
e. Educational institutions
__ f. Other organizations
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II. Please C H E C K FOR A L L APPLICABLE IN S TITU TIO N S in b-f, If you received, IN K IN D support (noii'monetary support [e.g., equipmentj) in the last 12 months. { I f you place
an X next to N ot Applicable, please go to JIL Otherwise, place an X next to a ll that apply).
a. ITiis question is Not .Applicable
b. Center/Project institutions
(The institutions that are the primary participants in the work o f the center/project and the primary recipients
o f center/project funds)
c. Business and industry
_ d. Public agencies (local, state, tederal)
e. Educational institutions
_ f. Other organizations

I I I Total for the last 12 months. Please provide the approximate amount of total monetary
and in-kind support that your center/project has received in the past 12 months from all
the non-NSF sources you identified. Estimate dollar amounts to the nearest $1,000. Please

enter only numbers (no
commas, or periods).
If the information is Unavailable enter "U".
Description

Dollars

a.

Total for last 12 months o f monetary support

______

b.

Total for last 12 months of in-kind support

2. With how many institutions EXTERNAL to your project/center has your center/project
established collaborative arrangements that involve support (contributions of time,
personnel sharing, equipment, etc.) and approximately how many persons from these
institutions collaborate? Please specify for each type of institution listed below. For
collaborators that offer their time, include only those that have spent a minimum of two
days per year working with your center/project.
* If the information is Unavailable enter "U"
Types of collaboratmg institutions
a. Business and industry
b. Public agencies (local,
state, federal)
c. Educational institutions
d. Other organizations

# of Institutions
_____
___
____
____

# of Persons
____
_____
_____
_____
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3. For each of the institution types 1-4, please check A LL TH E COLLABO RATIO N
PURPOSES T H A T APPLY for your center’s/project’s collaborative arrangements with
these institutions. I f you place an X next to N ot AmylicUMe, proceed to the next Im titutm n
Type. Otherwise, place an X next to a ll purposes that amlv.
L Institution Type 1: Business and Industry
This question is Not Applicable
_ General center or project support (e.g., advice, contributed or shared equipment/technology,
contributed time and effort)
Materials development (e.g., development or implementation of standards/guidelines,
determining or confirming materials content, pilot testing of materials, field testing of materials)
Program improvement (e.g., student recruitment program, student understanding o f industry
opportunities and requirements, college/school-based insti'uction matters, work-based instruction
and experience matters, student entry to the workforce)
Professional development (e.g., faculty/staff knowledge of industry needs, opportunities, and
requirements; faculty/staff knowledge and skill in discipline; business/industry representatives’
knowledge of educational options and opportunities)
Other. Please describe________________________________________________________
II.

Institution Type 2: Public Agencies (Local, State, Federal)
This question is Not Applicable
General center or project support (e.g., advice, contributed or shared equipment/technology,
contributed time and effort)
Materials development (e.g., development or implementation of standards/guidelines,
determining or confirming materials content, pilot testing of materials, field testing of materials)
Program improvement (e.g., student recruitment program, student understanding of industry
opportunities and requirements, college./school-based instruction matters, work-based instruction
and experience matters, student entry to the workforce)
Professional development (e.g., faculty/staff knowledge of industry needs, opportunities, and
requirements; faculty/staff knowledge and skill in discipline; business/industry representatives’
knowledge of educational options and opportunities)
Other. Please describe
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II I. Institution Type 3: Educational Institutions
This question is Not Applicable
__ General center or project support (e.g., advice, contributed or shared equipment/technology,
contributed time and effort)
___ Materials development (e.g., development or implementation of standards/guidelines,
determining or confinnmg materials content, pilot testing of materials, field testing of materials)
_ Program improvement (e.g., student recruitment program, student understanding o f industry
opportunities and requirements, college/school-based instmction matters, work-based instruction
and experience matters, student entry to the workforce)
Professional development (e.g., faculty/staff knowledge of industry needs, opportunities, and
requirements; faculty/staff knowledge and skill in discipline; business/industry representatives’
knowledge of educational options and opportunities)
_______ ___________ ________________ ______________
Other. Please describe
IV . Institution Type 4: Other Organizations
_ This question is Not Applicable
General center or project support (e.g., advice, contributed or shared equipment/technology,
contributed time and effort)
Materials development (e.g., development or implementation of standards/guidelines,
determining or confirming materials content, pilot testing of materials, field testing of materials)
Program improvement (e.g., student recruitment program, student understanding of industry
opportunities and requirements, college/school-based instruction matters, work-based instruction
and experience matters, student entry to the workforce)
_ Professional development (e.g., faculty/staff knowledge of industry needs, opportunities, and
requirements; faculty/staff knowledge and skill in discipline; business/industry representatives’
knowledge of educational options and opportunities)
Other. Please describe
___________________________________________________

4. Provide ratings of the quality/productivity of collaboration by each institution type. For
each item a-d. place an X under Only One o f the 5 Ratine options.
Rating
Institution Type

a. Business or Industry
b. Public Agencies
(Local, State, and Federal)
c. Educational Institutions
d. Other Organizations

Not Applicable Poor

___
_
_

__

Satisfactory

Good

Excellent

__

__
__

__
__

__

__
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5. Most effective collaborator
I, Which institution type has been the most effective external collaborator in helping your

center/project reach its goals? Place an X next to Only One.
Business or Industry
Public Agencies (Local, State, and Federal)
Educational Institutions
Other Organizations

II. For the organization type described in 51, briefly describe what you consider to be the
two most important products and/or results of your collaboration with groups within that
organization type. Optional question.
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NSF A w a rd # :____________ _
Materials Development
Complete this section if the development of materials is a focus of your center/project. "Materials"
include one or more courses, modules, process models, and/or other instructional or assessment units.
"Development" includes the preparation, adaptation for implementation and/or testing o f materials.
Place an X next to

_ This Section DOES NOT APPLY
if the above paragraph does not apply to your project/center. GO TO THE NEXT
SECTION OF THE SURVEY (p. 24).
Place an X next to

__ This Section DOES APPLY
If the above paragraph does describe your project/center. PROCEED WITH THE
MATERIALS DEVELOPMENT SECTION.
Unless indicated otherwise, please f i l l out every question and items in these questions. Thank

you! If your center/project provides instruction to students as a part of a curricular
program, you should also complete a Program Improvement section.
Numerical values must be entered as integers (e.g., "3420", "6” or "0"). D o not use: decimal points, dollar
signs, com m as or percent signs in numerical values (e.g., "3,000", "6.00", "$320" or "95%").

Materials Development: Courses, Modules and Other Types of Materials
1. Please indicate the number of items developed or under development for each
development type listed below. Materials development is often a mix of simple and
substantial efforts. For example, making changes throughout a course or module would
likely require substantial effort, while revision of a test would probably not require
substantial effort for the center/project. List only substantial items.
* If the Information is Unavailable enter ”U"
No.

Materials Development

No. with

a. Course Development

No.
in draft
stage
____

b. Module Development

...... ..... .

(a component that can be
used in more than one course)
c. Other. Please describe
Description for c: ______

being No.
field completed
tested
____ ______ _

_____

No.
in use
locally*
____

____

No. in
No.
problem
use
published solving
elsewhere** commerciaUy tasks***
____
____
____

...

...

...

____

____

____

*

Materials in use locally means at institutions within your center/project.
Materials in use elsewhere means at institutions not a part o f your center/project.
*** Materials with problem solving tasks require .students to 1) recognize that a problem (i.e., discrepancy between
what is and what should be) exi.sts, 2) identify possible reasons for the problem, 3) devise and implement a plan of
action to resolve the problem, and/or 4) evaluate and njonitor progress, revising the plan a.s indicated by findings,
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2. Please provide the following iiiformatiois for up to three (3) of your best materials that
your center/project developed (or is developiog). You need to complete at least a~f.
a. M a te ria l# !: T itle _________ _______________ ____________________
b. M aterial #1: Type of Development. Place an X next to Only One.
Course Development
Module Development
__ Combination of above
Other. Please describe:

c. Material #1: Technology Field. Place an X next to Only One.
Agriculture
Aquaculture
Biotechnology
Chemical Technology
_
Distance Learning
Electronics, Instrumentation, Laser and Fiber Optics
Engineering Technology(general)
Environmental Technology
__
Geographic Information Systems
Graphics and Multimedia Technology
Information Technology, Telecommunications
Machine Tool Technology, Metrology
Manufacturing and Industrial Technology
Marine Technology
Mathematics
___
Multidisciplinary or Interdisciplinary (General)
Physics
Semiconductor Manufacturing
Transportation
Other. Please describe

d. Material #1 : Grade Level(s). Place an X next to Only One.
Elementary/Middle

Secondary
College-first year

College-second year
College-upper level
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e. M aterial #1: Comparable Materials. Are you aware of comparable (i.e., equivalent purf^ose.
scope, & audience) materials to Material # lin use?
i- ^ Yes
__No

If Yes, please provide:
._________ _
il. T itle :___
iii. Publisher:_____________________________________________________________
iv. Name of the Institution Where It Is in Use;
f. M a terial#!: Licensure or Certification Exam. Is M aterial#! designed to assist students in
passing a specific licensure or certification exam?
i.
Yes

I f Yes, please provide:
ii. Title of the Exam
g. M aterial #2: T itle ________________________ ____________ _
h.
_
_
_

Material #2: Type of Development. Place an X next to Only One.
Course Development
Module Development
Combination of above
Other. Please describe:
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i. M aterial #2: Technology Field. Place an X next to Only One.
Agriculture
Aquaculture
Biotechnology
_
Chemical Technology
___
Distance Learning
Electronics, Instrumentation, Laser and Fiber Optics
Engineering Techno!ogy(general)
Environmental Technology
Geographic Infomiation Systems
Graphics and Multimedia Technology
Infomiation Technology, Telecommunications
Machine Tool Technology, Metrology
Manufacturing and Industrial Technology
Marine Technology
Mathematics
___
Multidisciplinary or Interdisciplinary (General)
Physics
Semiconductor Manufacturing
Transportation
Other. Please describe ______ _________________________
j. M aterial #2: Grade Level(s). Place an X next to Only One.
_ Elementary/Middle
Secondary
___ College-first year
College-second year
College-upper level
k. M aterial #2: Comparable Materials. Are you aware of comparable (i.e., equivalent
purpose, scope, & audience) materials to Material #2 in use?
i.
Yes
__No
I f Yes, please provide:
ii. Title: _____________________________ __________________________________
iii. Publisher;_________________________________________________ __________
iv. Name of the Institution Where It Is in Use:
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1. M aterial #2: Licensure or Certification Exam. Is Material #2 designed to assist students in
passing a spccitic licensure or certification exam?
i.
Yes
_„N o
I f Yes, please provide:
ii. Title of the Exam
m. M aterial #3: Title
n. M aterial #3: Type o f Developmmt. Place mi X nexi to Only One.
Course Development
Module Development
Combination of above
Other. Please describe;
o. Material #3: Technology Field. Place an X next to Only One.
Agriculture
_
Aquaculture
Biotechnology
Chemical Technology
Distance Learning
__
Electronics, Instrumentation, Laser and Fiber Optics
_
Engineering Technology(general)
Environmental Technology
Geographic Information Systems
Graphics and Multimedia Technology
Information Technology, Telecommunications
Machine Tool Technology, Metrology
Manufacturing and Industrial Technology
Marine Technology
Mathematics
Multidisciplinary or Interdisciplinary (General)
Physics
__
Semiconductor Manufacturing
Transportation
Other. Please describe

Material #3: Grade Level(s), Place an X next to Only One.
Elementary/Middle
Secondary
. College-first year
College-second year
College-upper level
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q. M ateria! #3: Comparable Materials. Are you aware of comparable (i.e., equivalent
purpose, scope, & audience) materials to Material #3 in use?
i, _ Yes
_JNo

If Yes, please provide:
ii. Title:
iii. Publisher: ____________ __ ___________
iv. Name of the Institution Where It Is in Use:
r. Material #3: Licensure or Certification Exam. Is Material #3 designed to assist students in
passing a specific licensure or certification exam?
i.
Yes
_N o
I f Yes, please provide:
ii. Title of the Exam
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3. Select one of the materials from Question 2 above as developed by your center/project
For that item please briefly describe {Optional question):
a. The title of the chosen material

b. What you consider to be the most compelling evidence for its quality.

4 , In th e ta b le b e lo w , id e n tify the freq u en cy o f u se for ea ch practice that you r center/project
e m p lo y s w h e n d e v e lo p in g curricular m aterials. F o r each item a-h. place an X under Only One

o f the 5 Frequency options.

Practices
Not applicable

Used each
time

a. Obtain verification by
__
_
industiy regarding alignment o f materials
with workforce and skill needs
b. Use applicable student and
_____ __
industiy-based standards or guidelines
to guide materials development
c. Assess student success_______ __
__
(tarowledge and skills) in comparison with standards
(e.g., business/industry, educational, nontechnical skill)
d. Assess student success
__
__
(knowledge and skills) in comparison with other
nonproject or nonparticipating students
e. Pilot test *(1) materials__________________
__
f. Field-test *(2) materials__________
internally (i.e., within the center/project)
g. Field-test *(2) materials_______ __
__
externally (i.e., not center/project-based locations)
h. Assess improvement of student _ _____ __
performance in the workforce

Frequency of Use
Used less
Used most
than half
times
the time

Almost never
used or never
used

_ ..............................

_

__

__

__

__

__

__

___

__

__

__

__

__
_ _______________

__

__

__

__

__

__

__

* (1) Pilot testing refers to brief, preliminary testing o f materials or portions o f materials; usually done with a small
number o f sites and/or students,
* (2) Field testing refers to testing of materials in settings where they will be used when finalized; usually large
and more in-depth than pilot testing.
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5. Please indicate the types of materiais development in which your project engages. Place
an X next to ALL THA TAPPL I.
Program improvement (e.g., developed materials used in modifying or developing courses in
an ATE-funded program)
___ Dissemination (e.g., commercial)
Professional development activities
Other, Please describe
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NSF A w ard#: _______ __________________________
Professional Development
Complete this section if your center/project provides instruction and/or support to teaching
faculty and staff, so that they update their knowledge and skills in order to effectively teach new
or improved curricula.
Place an X next to
_ This Section DOES NOT APPLY
if the above paragraph does not apply to your project/center. GO TO THE NEXT
SECTION OF TH E SURVEY (p. 28).
Place an X next to
_ This Section DOES APPLY
if the above paragraph does describe your project/center. PROCEED W IT H TH E
PROFESSIONAL DEVELO PM ENT SECTIO N.

Unless indicated otherwise, please fill out every question and items in these questions. Thank
you! Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").

Professional Development: Instruction and/or Support provided by your project/center to
teaching faculty (e.g., college faculty and secondary school teachers).
1. Please provide the number of opportunities vour project/center provided for each
option for a-f (e.g., 3 conferences) and then provide the total number of participants across
all opportunities for the past 12 months.
* If the information is Unavailable enter
* If the information is Not Applicable enter “N”
Professional Development Opportunities

No. of Opportunities

Total No. of
Participants

a. Conference (multiple track-participants
_____
_____
choose from a selection of workshops or presentations
to attend)
b. Short-term workshop (single track-1 to
_____
_____
3 day directed learning experience)
c. Inservice course or seminar (longer___________ _____
_____
than a 3-day directed learning experience)
d. Internship, leave of absence to work__________ _____
_____
with industry, or work exchange program
(faculty, teachers)
e. On-line courses__________________________ _____
____
f. Other (please describe)____________________ _____
_____
Description for f:
__ _______________ _____ __ ___________ __ _____________
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2. Approximately what number of participants from the following institutions was engaged
in professional development opportunities provided by your center/project in the last 12

months?
* If the information is Unavailable enter "U ”
* If the information is Not ApplicaMe enter “N”
institution Type

Number of Participants

_____
a. Secondary schools
b. 2-year colleges
_____
c. 4-year colleges/universities
_____
d. Other (please describe)
Description for d :____________________________________________ ___ _______________
3. Overall, to what extent are your professional developinent opportunities operating at full

capacity (100 percent of available seats occupied in these opportunities)? Place an X next to
Only One.
0-25% of full capacity
26-50% of full capacity
51-75% of full capacity
__ 76-100% of full capacity

4. Follow up
I. If you formally follow up on participants in your professional development activities,
please CHECK ALL FOLLOW-UP METHODS THAT APPLY. I f you place an X next to
Not Applicable, please go to II. Otherwise, place an X next to all that apply.
This question is Not Applicable
Personal (e.g., voice or in person) contacts to all participants
Survey
Newsletter
Letter or email
Other. Please describe
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II. For items a-f and each of the 4 column headings (e.g., indicated satisfaction with the
activity), please provide the percent of participants in the past 12 months who have taken
the following actions as a result of participating in each type of professional development
activity provided by your project/center.
* If the information is Unavailable enter
* I f the information Is Not Applicable enter “N”
Indicated
satisfaction
with the
activity

Indicated
intention to
use the
technology,
materials.
and/or major
ideas
presented

Tried out the
technology,
materials
and/or major
ideas at
least once in
the
classroom

Fully
incorporated
the
technology,
materials,
and/or major
ideas into
their course
or program

Professional Development Opportunities
a. Conference
_____
_____
____ _
_____
b. Short term workshop
_____
_____
_____
_____
c. Inservice course or seminar
_____
_____
___ _
_____
d. Internship, leave of absence to work
_____
_____
___ _
_____
with industry, or work exchange program
e. On-line courses
_____
____
___
_____
f. Other. Please describe
___________ ______
_____
Description for f : __________________________ __ ______________________________

5. Support
I. Does your center/project require participants to obtain administrative, monetary, or
other support for implementation as a condition of acceptance to your professional
development program?
Require Support: Place an X next to Only One.
__
yes
no
II. PLEASE CHECK ALL THAT APPLY for types of implementation support that your
center/project typically provides to participants as part of your professional development
program. I f you place an X next to Not Applicable, please go to 6. Otherwise, place an X next
to all that apply.
This question is Not Applicable
money
equipment
materials
technical assistance
follow-up activities (e.g., stipends, web site)
email
newsletter
Other. Please describe

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

171
6. Please coinmciit on your project’s/center's effectiveness regarding professional
development activities. That is, briefly describe what faculty can do now as a result of
participation in professional development activities you provided that they could not do
before. I f possible, please provide an example. Optional questwn,
* If the information is Unavailable enter "U ”
* If the information is Not Applicable enter “N”
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NSF Aw ard#: _______________ ___________________
Program Improvement: Secondary School Level
Complete this section if your center/project provides an instructional program to students (e.g.
degree, certification or other collection of courses) at the Secondary School Level and ATE grant
monies have been used to improve that instructional program.
Place an X next t&
_ This Section DOES NOT APPLY
if the above paragraph does not apply to your project/center. GO TO TH E NEXT
SECTIO N OF TH E SURVEY (p. 32).
Place an X next to
_ This Section DOES APPLY
if the above paragraph does describe your project/center. PROCEED W ITH, TH E
PROGRAM IM PR O VEM EN T-SEC O N D AR Y SECTIO N.
Unless indicated otherwise, please f i l l out every question and items in these questions. Thank
you! If you have modified or developed an individual course or courses in this program as
part of this ATE grant, you should also complete the Materials Development section.
"Program", as used here, refers to multiple, related courses and/or field experiences for students
at the designated education level. These instructional experiences lead to a defined outcome such
as a degree, certification, or occupational completion point.
"Module", as used here, refers to a component that can be used in one or more courses.
"Course", as used here, refers to an educational unit (usually at the secondary, college or
university level) consisting of a series of instruction periods (e.g., lectures, recitations, and
laboratory sessions) dealing with a particular subject.
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").
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Program Improvement and Student Characteristics: Secondary School Level
1. This question addresses the size and scope of your educational program(s) funded by the
ATE grant for this level. For items a-d, phase fill in the Total Number.
Description
Total Number
a. State the total number o f ATE-grant funded programs
_____
developed/offered.
b. State the total number of secondary schools
_____
where the ATE-grant funded programs are offered.
c. State the total number o f courses offered across all__________ ____
ATE-grant funded programs
d. State (estimate) the total number of students (head count)
_____
who are enrolled in one of your ATE-grant funded programs (i.e., who have taken at least one
course in one of your ATE-grant funded programs during the past 12 months).
2. In completing the remainder of this section, please refer to one specffic ATE-grant
funded program as offered at one location and that best represents your center/project.
a. Program name: Choose one specific ATE-grant funded program to consider
when answering the remaining questions in this section.
b. School name: Choose one location to consider when answering the remaining questions
in this section.

3. Indicate the extent to which the courses in your specified ATE-grant funded program
meet the following conditions. For each item a-b, place an X under Only One o f the 5 column
options feg.. None).

Condition
None
Some
Most
All
Don't Know
_________ __
__
__
__
a. Course credits can be
transferred to higher degree level
institutions (e.g., courses can be taken for dual credit for secondary and community college.)
b. Certification can be
__
__
obtained by students in these courses (e.g., business/industry based certification)

4. How many persons instruct courses in your specified ATE-grant funded program?
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5. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the Total Number of Courses and then by Course Status (New(l),
Changed(2) or lJiichanged(3)).
* I f the information is Unavailable enter "U ”
* If the information is Not Applicable enter
Description
Total Number
_____
I. Total No. o f Courses in the Specified Program
II.

Course Status
a. New €ourses(l)
b. Changed Courses(2)
c. Unchanged Courses(3)

Number of Courses
___
____ _

_____

Note; The number of New, Changed, and Unchanged should add up to the number you
entered for Total No. of Courses in the Specified Program.
* (1) New Courses means courses added as part of this grant.
* (2) Changed Courses means pre-existing courses that were substantially changed through this
grant’s efforts.
* (3) Unchanged Courses means pre-existing courses, used in the specified program, that were
not changed through this grant's efforts.

6. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the number of vour students in each of the following categories. Use
the past academic year plus summer (12 months) as the basis for answering.
* If the information is Unavailable enter ”U ”
* If the information is Not Applicable enter “N”
Student Characteristics
Number of Students
a. Number of students who applied to your specified program _ _ _ _

b. Number of students enrolled in your specified program
c. Number of students who completed the specified program
d. Number of students who left the specified program
without completing It

_____
___
_____

Of those students who completed the specified program
e. Number who go into employment as a
_____
technician
f. Number who continue
_____
science, technology-related, engineering, or mathematics (STEM) higher education
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7. For courses in the single ATE-grant funded program and location you specified in
Question 2, please provide vour best estimate of gender, ethnicity, race, and disability
information from application and enrollment information for the past academic year plus
summer (12 months).
* If the information is Unavailable enter
* If the information is Not Applicable enter “N”
a. Gender
Student Category
Applicants (%)
% Female
___
% Male_____________________________ ___
b. Ethnicity/Race
(These will not neccssarllv sum to 100%.>
Student Category
Applicants (%)
% Hispanic or Latino_________________ _____
% American Indian or Alaska Native
______
% Asian____________________________ ______
% Black or African American__________ _____
% Native Hawaiian or Other______________
Pacific Islander
% Multiracial_______________________ _____
% White Non Hispanic/Latino_________ _____

Enrollment (%)
_____

Enrollment (%)
_____
_____
____ _
_____
_____
_____
_____

c. Percent of students who requested accommodation due to a disability recognized under
the Americans with Disabilities Act.
Applicants (%)
Enrollment (%)
Students requesting ADA___________________
_____
accommodation
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NSF Award #:

__________________ __________

Program Improvement: Associate Degree Level (2-year college programs)
Complete this section if your center/project provides an instmctioiial program to students (e.g.
degree, certification or other collection of courses) at the Associate Degree Level (2~year college
programs) and ATE grant monies have been used to improve that instructional program.

Place an X next to
_ This Section DOES NO T APPLY
if the above paragraph does not apply to your project/center. GO TO TH E NEXT
SECTIO N OF TH E SURVEY (p. 38).
Place an X next to
__ 'Fhis Section, DOES APPLY
if the above paragraph does describe your project/center. .PROCEED W IT H TH E
PROGRAM IM PR O VEM EN T-A SSO C IA TE SECTION.

Unless indicated otherwise, please fill out every question and items in these questions. Thank
you! I f you have modified or developed an individual course or courses in this program as
part of this ATE grant, you should also complete the Materials Development section.
"Program", as used here, refers to multiple, related courses and/or field experiences for students
at the designated education level. These instructional experiences lead to a defined outcome such
as a degree, certification, or occupational completion point,
"Module", as used here, refers to a component that can be used in one or more courses.
"Course", as used here, refers to an educational unit (usually at the secondary, college or
university level) consisting of a series of instruction periods (e.g., lectures, recitations, and
laboratory sessions) dealing with a particular subject.
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use; decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").
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Program leiprovement and Student Characteristics: Associate Degree l^evel (2-year college
programs)

1. This question addresses the size and scope of your ATE educational program(s) funded
by the ATE grant for this level. For items a-d, please fill in the Total Number.
Description
Total Number
a. State the total number of ATE-grant funded programs________ ____
developed/offered.
b. State the total number of 2-year institutions/campuses________ _____
where the ATE-grant funded programs are offered.
c. State the total number of courses offered across all___________ _____
ATE-grant funded programs.
d. State (estimate) the total number of students (head count)
__
who are enrolled in one of your ATE-grant funded programs (i.e., who have taken at least one
course in one o f your ATE-grant funded programs during the past 12 months).
2. In completing the remainder of this section, please refer to one specific ATE-grant
funded program as offered at one location and that best represents your center/project.
a. Program name: Choose one specific ATE-grant funded program to consider when
answering the remaining questions in this section.

b. Institution name: Choose one institution to consider when answering the remaining
questions in this section.

3. Indicate the extent to which the courses in your specified ATE-grant funded program
meet the following conditions. For each item a-c. place an X under Only One o f the 5 column
options (e.2.. None).

Condition
None
Some
a. Course credits from
__
__
secondary technical programs articulate into this program.
b. Course credits can be
__
__
transferred to other similar
institutions.
c. Course credits can be
__
transferred to higher degree level
institutions.

Most
__

All
__

Don’t Know
__

__

__

__

__

__
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4. Which of the following options does your specified ATE-grant funded program offer
(C H EC K A IX T H A T APPLY)? I f you place an X next to Not Applicable, please go to 5.

Otherwise place an X next to all that apply.
_

_

This question is Not Applicable
Multiple courses without a degree or certificate
College certificates
Associate degrees
Preparation for industiy-based certification

5. How roanv persons instruct courses in your specified ATE-grant funded program?
6. Of those persons who instruct courses in your specified ATE-grant funded program,
how many also currently work in business or industry?

7. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the Total Number of Courses and then by Course Status (New(l),

Changed(2) or Unchanged(3)).
* If the information is Unayailable enter "U”
If the information is Not Applicable enter “N”
Description
I. Total No. of Courses in the Specified Program

Total Number
_____

II

Course Status
a. New Courses(l)
b. Changed Courses(2)
c. Unchanged Courses(3)

Number of Courses
_____
_____
_____

Note: The number of New. Changed, and Unchanged should add up to the number you
entered for Total No. of Courses in the Specified Program.
* ( 1) New Courses means courses added as part of this grant.
* (2) Changed Courses means pre-existing courses that were substantially changed through this
grant's efforts.
* (3) Unchanged Courses means pre-existing courses, used in the specified program, that were
not changed through this grant's efforts.
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8. For courses ia the single ATE-grant funded program and location you specified in
Question 2, estimate the number of vour students in each of the following categories. Use
the past academic year plus summer (12 months) as the basis for answering.
* If the information is Unavailable enter "U"
* If the information is Not Applicable enter ‘*N”
Student Characteristics
a. Number of student who applied to your specified program

b. Number of students enrolled in your specified program
c. Number of students who completed the specified program
d. Number of students who left the specified program
without completing it
e. Number of students who were already employed as
technicians in specified program-related fields upon entry
into the specified program

NumberofStudents
___
_____

_____

Of those students who completed the specified program
_____
f. Number who go into or continue employment as a
technician
g. Number who continue________________________________ _____
science, technology-related, engineering, or mathematics (STEM) higher education
Of those students who left the specified program without completing it
h. Number who go into or continue employment as a________ _____
technician
i. Number who continue________________________________ _____
science, technology-related, engineering, or mathematics (STEM) higher education
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9, For courses to the single ATE-grant funded program and location you speciied in
Question 2, estimate the percent of vour students in each of the following categories. Use
the past academic year plus summer (12 months) as the basis for answering.
* If the information is Unavailable enter ”U"
* If the information is Not Applicable enter “N”
Student Characteristics
Percent of Students (%)
a. Students who were required to take remedial math and science
__ __
courses before entering your specified program
b. Students who meet basic science, technology, engineering,
_____
and mathematics (STEM) workforce entry requirements for technician jobs related to
your specified program at the time of entry into your specified program
c. If your specified program offers a college certificate, what p ercen t _
of the students in the specified program's courses seek this certificate?
d. If your specified program offers a degree, what percent of_______ _____
the students In the specified program's courses seek the
degree?
10. For courses in the single ATE-grant funded program and location you specified in
Question 2, please provide your best estimate of gender, ethnicity, race, and disability
information from application and enrollment information for your ATE grant-based
academic specified program for the past academic year plus summer (12 months).
* If the information is Unavailable enter "U"
* If the information is Not Applicable enter *'*N”
a. Gender
Student Category
Applicants (%)
Enrollment (%)
_____
% Female
% Male
_____
b. Ethnicity/Race
(These will not necessarily sum to 100%.)
Student Category
Applicants (%)
% Hispanic or Latino
_____
%American Indian or Alaska Native
_____
% Asian____________________________ _____
% Black or African American
_____
% Native Hawaiian or Other________________
Pacific Islander
% Multiracial_______________________ _____
% White Non Hispanic/Latino_________ __ __

_____
_____

Enrollment (%)
_____
_____
_____
_____
_____
_____
_____

c. Percent of students who requested accommodation due to a disability recognized under
the Americans with Disabilities Act.
Applicants (%)
Enrollment (%)
Student requesting ADA
accommodation
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NSF Award#:

_________ __ ___________________

Program Improvement: Baccalaureate Level (4-year college/university programs)
Complete this section if your center/project provides an instructional program to students (e.g.
degree, certification or other collection of courses) at the Baccalaureate Level (4-year
college/university programs) and ATE grant monies have been used to improve that instructional
program.
Place an X next to
_ This Section DOES NOT APPLY
if the above paragraph does not apply to your project/center. YOU HAVE NOW
COMPLETED THE SURVEY. PLEASE GO TO THE FILLING OUT INSTRUCTIONS
FOR INFORMATION ON WHERE TO SEND IT.

Place an X next to
__ This Section DOES APPLY
if the above paragraph does describe your project/center. PROCEED WITH THE
PROGRAM' IMFROVEMENT-BACCALAUREATE SECTION.
Unless indicated otherwise, please f ill out every question and items in these questions. Thank
you! I f you have modified or developed an individual course or courses in this program as
part of this ATE grant, you should also complete the Materials Development section.
"Program", as used here, refers to multiple, related courses and/or field experiences for students
at the designated education level. These instructional experiences lead to a defined outcome such
as a degree, certification, or occupational completion point.
"Module", as used here, refers to a component that can be used in one or more courses.
"Course", as used here, refers to an educational unit (usually at the secondary, college or
university level) consisting of a series of instruction periods (e.g., lectures, recitations, and
laboratory sessions) dealing with a particular subject.
Numerical values must be entered as integers (e.g., "3420", "6" or "0").
Do not use: decimal points, dollar signs, commas or percent signs in numerical values (e.g.,
"3,000", "6.00", "$320" or "95%").
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Program Improvement and Student Characteristics: Baccalaureate Level (4-year
college/u niversity programs)
1. This tiuestion addresses the size and scope of your educational prograni(s) funded by the
ATE grant for this level. For items a-d, please f i l l in the Total Number.
Description
Total Number
a. State the total number of ATE-grant funded programs______________ ____
developed/offered.
b. State the total number of 4-year institutions/campuses______________ ____
where the ATE-grant funded programs are off'ered.
c. State the total number of courses offered across all________________ _____
ATE-grant funded programs.
d. State (estimate) the total number o f students (head count)___________ _____
who are enrolled in one of your ATE-grant funded programs (i.e., who have taken at least one
course in one of your ATE-grant funded programs during the past 12 months).
2. In completing the remainder of this section, please refer to one specific ATE-grant
funded program as offered at one location and that best represents your center/project.
a. Program name: Choose one specific ATE-grant funded program to consider when

answering the remaining questions in this section.
b. Institution name: Choose one location to consider when answering the remaining
questions in this section.
3. Indicate the extent to which the courses in your specified ATE-grant funded program
meet the following conditions. For each item a-f. place an X under Only One o f the 5 column
options (e.g.. None).
Condition
None
Some
Most
All
Don't Know
a. Course credits from
_
__
__
__
secondary technical programs articulate into this program.
b. Course credits from
__
__
__
__
__
associate degree technical programs
articulate into this program.
c. Course credits can be
__
__
__
__
__
transferred to other similar
institutions,
__
__
__
__
d. Course credits can be
__
transferred to higher degree level
institutions.
e. Preparation for________ __
__
__
_
_
industry-based certification
__________ __
__
__
__
f. Provides a baccalaureate
degree in a technician-based program
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4. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the Total Number of Courses and then bv Course Status (New(l),
Changed(2) or Unchanged(3)).
* If the information is Unavailable enter "U"
^ If the information is Not Applicable enter “N
Description
Total Number
___ _
I. Total No. of Courses in the Specified Program
II.
Course Status
a. New Courses(l)
b. Changed Courses(2)
c. Unchanged Courses(3)

Number of Courses
_____
_____
____ _

Note: The number of New, Changed, and Unchanged should add up to the number you
entered for Total No. of Courses in the Specified Program.
* (1) New Courses means courses added as part of this grant.
* (2) Changed Courses means pre-existing courses that were substantially changed through this
grant's efforts.
* (3 ) Unchanged Courses means pre-existing courses, used in the specified program, that were
not changed through this grant's efforts.
5. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the number of vour students in each of the following categories. (Use
the past academic year plus summer (12 months) as the basis for answering.)

* If the information is Unavailable enter ”U”
* If the information is Not Applicable enter “N”
Student Characteristics
Number of Students
a. Number of student who applied to your specified program _____
b. Number of students enrolled in your specified program
_____
c. Number of students who completed the specified program _____
d. Number of students who left the specified program
_____

without completing it
e. Number of students who were already employed as

_____

technicians in specified program-related fields upon entry
into the specified program
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Of those students who completed the specified program
__ __
f. Nuniher who go into or continue employment as a
technician
g. Number who continue
_____
science, technology-related, engineering, or mathematics (STEM) higher education

Of those students who left the specified program without completing it
li. Number who go into or continue employment as a________ _____
technician
i. Number who continue
science, technology-related, engineering, or mathematics (STEM) higher education

6. For courses in the single ATE-grant funded program and location you specified in
Question 2, estimate the percent of vour students in each of the following categories. Use
the past academic year plus summer (12 months) as the basis for answering.
* If the information is Unavailable enter "U"
* If the information is Not Applicable enter “N”
Student Characteristics
Percent of Students
a. Students who were required to take remedial science and math
_____
courses before entering your specified program
b. Students who meet basic science, technology, engineering,
_____
and mathematics (STEM) workforce entry requirements for technician jobs related to
your specified program at the time of entry into your specified program
c. If your specified program offers a certificate, what percent
_____
of the students in the specified program’s courses seek
this certificate?
d. If your specified program offers a degree, what percent of
_____
the students in the specified program’s courses seek the
degree?
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7. For courses in the single ATE-grant funded program and location you specified in
Question 2 please provide your best estimate of gender, ethnicity, race, and disability
information from application and enrollment information for the past academic year plus
summer (12 months).
* If the information is Unavailable enter "U”
* If the information is Not Applicable enter “N”
a. Gender
Student Category
Applicants (%)
Enrollment (%)

,

% Female
_____
% Male
_____
b. Ethnicity/Race
(These will not necessarily sum to 100%.)
Student Category
Applicants (%)
Enrollment (%)
% Hispanic or Latino
_____
%American Indian or Alaska N a t i v e
__________________ _____
% Asian
_____
_____
% Black or African American
_____
_____
% Native Hawaiian or Other
_____
_____
Pacific Islander
% Multiracial
_ _ _ ________________________
% White Non Hispanic/Latino
_____
_____
c. Percent of students who requested accommodation due to a disability recognized under
the Americans with Disabilities Act.
Applicants (%)
Enrollment (%)
Student requesting ADA______________ _____
_____
accommodation
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Key
Variable

Details

Variable
name

Definition
Survey sections and items
Constants/value labels
Supporting calculations
Final calculation

Project Characteristics Measures
Variable

Details

NSF

Indicates the actual amount of the grant used by a project at the time it
responded to the survey
Basic information
Id Funding start date
1e Funding end date
i f Total award amount
Survey date—6/1/2000; 3/1/2001; 3/1/2002; 3/1/2003
Length = (end date - start date)/365
Age = (survey date - start date)/365
NSF = ([total award amount]/[length])*[age]

AGE

The number of years the project has been operating at the time it responded
to the survey.
Basic information
id funding start date
Survey date—6/1/2000; 3/1/2001; 3/1/2002; 3/1/2003
AGE = (survey date - start date)/365
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Organizational Practices Measures
Variable

Details

EVAL

The proportion of years where a project engaged an internal, external, or
both types of evaluators.
Pi Overview
3a type of evaluator hired
1= no evaluator: 2=external; 3=internal; 4=both types
Data recoded so that 0=no evaluator & 1=any type (2, 3. or 4)
For projects with only one response, values were 0 or 1. For projects with
multiple annual responses, value was average of annual responses,
representing a proportion of years when an evaluator was used.

MNTR

The number of different NSF monitoring activities in which a project
participated in a given year.
Monitoring
1. NSF monitoring of centers and projects
a. Site visits [by NSF]
b. Telephone calls
c. Email contacts
d. Visits to NSF
e. Principal Investigator meetings
f. Reading and reaction to reports submitted by your center/project
1=no times; 2=1 time; 3=2-4 times; 4=more than 4 times
Data recoded so that 0=no times and 1=at least one time (2, 3. or 4).
MNTR = sum (1a..1f)
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Collaboration Measures
Variable

Details

EXT_SUP The amount of combined monetary and in-kind support received by a
project in the last 12 months.
Collaboration
1, 111a Total monetary support from non-NSF sources
1. Ill b Total in-kind support from non-NSF sources
EXT„SUP = Ilia + nib
PTNRS

The total number of institutions with which the project collaborated.
Collaboration
2. Number of institutions externa! to your organization with which you
have collaborative arrangements
a. Business and industry
b. Public institutions
c. Educational institutions
d. Other types
PTNRS = sum (2a..2d)
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Materials Development Measures
Variable

Details

C R SE

A score reflecting developm ent of course m aterials based on the number of
co urses in various sta g e s of development.
Materials Development
l a . Number of courses in various sta g e s of development
S tag es are—(i) draft, (ii) field tested, (iii) completed, (iv)in use locally, (v) in
use elsew here, and (vi) published commercially.
For each course in each category, 1, 2 ,4 , 5, 7 ,1 0 points, respectively, were
awarded.
la i = la i * 1; laii = laii * 2; iaiii = laiii * 4; laiv
= lavi * 10

laiv * 5; la v = la v * 7; lavi

CRSE = la i + laii + laiii + laiv + la v + 1avi
MOLE

A score reflecting developm ent of modules b ased on the num ber of modules
in various sta g e s of development.
Materials Development
1b. Number of modules in various sta g es of development
S tag es are—(i) draft, (ii) field tested, (iii) completed, (iv)in use locally, (v) in
use elsew here, and (vi) published commercially.
For each course in each category, 1. 2, 4, 5. 7, 10 points, respectively, were
awarded.
1bi = Ibi '* 1; Ibii = Ibii * 2; Ibiii = ibiii * 4; 1biv = 1biv * 5; 1bv = Ibv ‘ 7; 1bvi
= Ibvi* 10

MOLE = (Ibi + Ibii + Ibiii + Ibiv + 1bv + Ibvi) * .5
OTH_MAT

A score reflecting development of other types of materials based on the
num ber of courses in various stag es of development.
Materials Development
1c. Number of other materials in various stag es of development
S tages are—(i) draft, (ii) field tested, (iii) completed, (iv)in use locally, (v) in
u se elsew here, and (vi) published commercially.
For each course in each category, 1, 2, 4, 5, 7 ,1 0 points, respectively, were
awarded.
1ci = 1ai * 1; Icii = lacii * 2; iciii = Iciii *4; Iciv = Iciv * 5; le v = lev * 7; Icvi
= 1cvi* 10
OTH_MAT = (Ici + Icii + Iciii + Iciv + lev + Icvi) * .25
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Professional Development Measures
V ariable

D etails

O PP O R T

A sc o re reflecting n um bers an d ty p es of professional developm ent
opportunities offered.
P rofessional D evelopm ent
1. N um ber of professional developm ent opportunities offered
ai. C on feren ce
bi. Short-term w orkshop
ci. Inservice c o u rse or sem in ar
di. Internship, leave of a b s e n c e to work with industry, o r w ork exch an g e
program
ei. On-line c o u rse s
fi. O th er
For e a c h ty p e of opportunity, 2, 3, 5, 5, 3, an d 1 points w ere aw arded
la i = la i * 2; Ibi = Ibi * 3; Ici = I d * 5; Idi = Id! * 5; le i = le i * 3; Ifi = Ifi
O P P O R T = su m (la i .lfi)

PARTS

S c o re reflecting th e total num ber of participants a c ro ss all ty p es of
professional developm ent opportunities offered.
P rofessional D evelopm ent
1. N um ber of participants a c ro s s all opportunities in e a c h type offered
aii. C o n ference (multiple track-participants ch o o se from a selection of
w ork sh o p s or p resen tatio n s to attend)
bii. Short-term w orkshop (single track-1 to 3 day directed learning
experien ce)
cii. Inservice co u rse or sem inar (longer than a 3-day directed learning
ex p erien ce)
dii. Internship, leave of a b se n c e to work with industry, or w ork exch an g e
program (faculty, tea c h e rs)
eii. On-line c o u rses
fii. O ther
PARTS = su m (1aii..1fii)
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Program Improvement Measures
Variable

Details

PRG M S

T h e total num b er of grant-funded program s offered.
P rogram im provem ent— seco n d ary
P ro g ram im provem ent—a sso c ia te
P ro g ram im provem ent“ b acca!au reate
l a . T h e total num ber of ATE-grant funded program s developed/offered.
PR G M S = l a — se c o n d ary + l a — a sso c ia te + l a — b a c c a lau re a te

SCHLS

T h e total nu m b er of schools w here th e grant-funded program s a re offered.
P ro g ram im provem ent— se co n d ary
P rogram im provem ent— a sso c ia te
P rogram im p ro v e m en t-b a cc ala u re ate
1b. T h e total num ber of sch o o ls w ere ATE-grant funded program s are
offered.
SCH LS = 1b— seco n d ary + 1b— a sso c ia te + 1b— b a c ca lau rea te

G RSES

T h e total c o u rs e s offered a c ro ss all of th e program s.
Program im provem ent— seco n d ary
P rogram im provem ent—a sso c ia te
P rogram im p ro v e m en t-b acc alau re ate
1c. T he total num ber of c o u rse s offered a c ro ss all of th e ATE-grant funded
program s.
G R SE S = 1c— secondary + 1c—a sso c ia te + 1c— b ac ca lau rea te
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Impact Measures
Variable

Details

STDNTS

T h e total num ber of stu d e n ts w ho enrolled in at le a st o n e co u rse in o n e ATEfunded program
P rogram im provem ent—se co n d ary
P rogram im provem ent—a sso c ia te
P rogram im p ro v e m en t-b acc alau re ate
Id . The total nu m b er of stu d e n ts w ho enolled in a t le a st o n e c o u rse in one
A TE-grant funded program .
STDNTS = I d — se c o n d ary + I d — a sso c ia te + I d — b ac ca lau rea te

CMPLT

T he total num ber of stu d en ts w ho com pleted a specified program
Program im provem ent—sec o n d ary
6c. N um ber of stu d e n ts w ho com pleted the specified program
Program im provem ent—a sso c ia te
8c. N um ber of stu d e n ts w ho com pleted the specified program
Program im provem ent—b ac c a lau re a te
5c. N um ber of stu d en ts w ho com pleted th e specified program
CMPLT = 6 o —se c o n d ary + 8c— a sso c ia te + 5c— b ac ca lau rea te

PLGMNT

T h e num ber of stu d en ts w ho com pleted a specified program w ho a re placed,
o r continue working, in a related technician field
Program im provem ent—se co n d a ry
6e. N um ber of stu d en ts w ho continue or start work
Program im provem ent—a sso c ia te
8g. N um ber of stu d en ts w ho continue o r start work
Program im provem ent— b a c c a lau re a te
5f. N um ber of stu d e n ts w ho continue o r start work
PLGMNT = 6e— seco n d ary + 8g— a sso c ia te + 5f— baccalaureate
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Covariance Matrix

AGE
NSF
EVAL
MNTR
EXTSUP
PTNRS
CR.SE
MOLE
OTH MAT
OPPORT
PART
PRGRMS
SCHLS
CRSES
STDNTS
CMPLTS
PLCI'INT

CRSE
MDLE
OTH MAT
OPPORT
PART
PRGRMS
SCHLS
CRSES
STDNTS
CMPLTS
PLCMNT

SCHLS
CRSES
STDNTS
CMPLTS
PLCMNT

AGE

NSS'

EVAL

MNTR

EXTSOP

PTNRS

000
411
129
075
152
047
115
251
012
009
026
000
146
007
002
104
098

1.000
0.109
0.300
0.405
0.371
0.184
0.238
0.299
0.294
0.327
0.226
0.162
0.346
0.304
0.201
0,267

1.000
-0.086
-0.180
-0.214
0.008
-0.022
0.127
0,059
0.129
-0.074
0.034
-0.045
-0.054
-0.067
-0.062

1.000
0.157
0.236
0.289
0.214
0.158
0.163
0.171
0.257
0.253
0.282
0.203
-0.065
0.060

1.000
0.367
0.102
0.039
0.145
0.273
0.224
0.236
0.184
0.348
0. 321
0.236
0.310

1.000
0.168
0.328
0.222
0.443
0.387
0.449
0.424
0.461
0,426
0.191
0.276

CRSE

MDLE

OTH_MAT

OPPORT

PART

PRGRMS

ODD
074
075
286
263
359
366
442
437
140
038

1.000
0.134
0.106
0.183
0.162
0.106
0.146
0.104
0.236
0.238

1.000
0.216
0.208
0.037
0.105
0.000
-0.045
0.031
0.053

1.000
0. 661
0.258
0.348
0.440
0.390
0.189
0.237

1.000
0.310
0.448
0.407
0. 422
0.200
0.253

1,000
0.600
0.658
0.630
0.425
0.319

SCHLS

CRSES

STDNTS

CMPLTS

PLCMNT

1.000
0.696
0.259
0.312

1.000
0.354
0.403

1.000
0.583

1.000

0
”0
-0
0
0
0
0
0
”0
-0
0
-0
0
-0
0
0

1
0
-0
0
0
0
0
0
0
0
0

1.000

0.543
0.567
0.350
0.364
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Data screening for original data set
! Screen O rig in a l. Dataset
SY='C:\Docunients and SettingsXCcirl Hanssen\My
Docum ents\PhD\Dissertation\Data\SEM datcil. PSF'
CO ALL
DU MA=CM AC=SEM,datal.acm
Data screening for standardized data set
! Screen z-scor€j dataset
SY“ ' C:\Documents cind S ettingsX C arl Hanssen\My
Documents\PhD\Dissertation\Datei\SEMdataz. PSF*
CO A1,.L
OU MA=CM AOSEIMdatciz , acm
Normalize z-score dataset
!Normalize z-sco.re dataset
SY=' C:\Documents and SettingsX C arl Hanssen\My
Documents\PhD\Dissertation\Data\SEMdataz. PSF’
CO ALL
NS ALL
OU MA=CM RA=SEMDATAznor. p s f AC=SEMDATAznor. aciti PA
Calculation of Covariance Matrix
!Covariance M a trix fo r znormal
SY-' C;\Documents and S e ttin g s \C a rl Hanssen\My
Docum ents\PhD\Dissertation\Data\SEMdataznor.PSF'
OU MA=CM
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Full Model
TI ATE F u ll Model 2
DA NI--17 N0=115 NG-=1 MA=CM
RA F I= ' C:\Docunients and S e ttin g s \C a rl HanssenXMy
D ocum ents\P hD \D issertation\D ata\sem dataznor.psf'
AC='C:\Documents and S ettingsX C arl HanssenXMy
Docum ents\PhD\Dissert.ation\Data\semdataznor. acm'
SE
5 6 7 8 9 10 11 12 13 14 15 16 17 1 2 3 4 /
MO NX--4 NY=13 NK=2 NE-5 LY=FU, FI LX=FU,FI BE=»FU, FI GA=FU,FI PH=SY, FR
PS“ DI,FR TE=SY TD=SY
le;
c o lla b matdev profdev progimp impact
LK

p ro jc h a r orgprac
FRLY(1,1) LY(2,1) LY(3,2) LY(4,2) LY{5,2) LY(6,3) LY(7,3) LY(8,4) LY(9,4)
E’R Ly(10,4) LY(11,5) LY(12,5) LY(13,5) LX(1,1) LX(2,1) LX(3,2) LX(4,2) BE (2,1)
FRBE(3,1) BE(3,2) BE(4,1) BE(4,2) BE'.(4,3) BE(5,4) GA(1,1) GA(1,2)
FR TE(13,12)
PD
OU ME=ML AD=OFF IT=500 MI RS
Collaboration-lmpact Model
TI CI Model
DA NI=17 N0=115 NG=1 MA=CM
RA F I= ' C: XDocuments and S ettingsX C arl HanssenXMy
DocumentsXPhDXDissertationXDataXsemdataznor.psf'
AC=' C: XDocuments and S ettingsX C arl HanssenXMy
DocumentsXPhOXOissertationXDataXsemdataznor. acm'
SE
7 8 10 11 12 13 14 15 16 5 6 /
MO NX=2 NY=9 NK=1 NE=4 LY=FU,FI LX=FU,FI BE=FU,FI GA=FU,FI PH=SY,FR
PS=DI,FR TE=SY TD=SY
LE
matdev profdev progimp impact
LK
c o lla b
FR LY(1,1) I,Y{2,1) LY(3,2) LY{4,2) LY{5,3) LY(6,3) LY(7,3) LY(8,4) LY{9,4)
FR LX(1,1) LX(2,1)
FR BE(2,1) BE(3,1) BE(3,2) BE(4,3) GA(1,1) GA(2,1) GA(3,1)
PD
OU ME=ML AD-OFF IT-1000 MI RS
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Collaboration-lmpact Model no Materials Development
TI CI Model no MD
DA NI=17 N0=115 NG=1 MA=CM
RA F I= 'C:\Documents and S ettingsX C arl HanssenXMy
DocumentsXPhOXDissertationXDataXsemdataznor.psf'
AC=' C; XDocuments and S ettingsX C arl HanssenXMy
DocumentsXPhDXDissertationXDataXsemdataznor.acm'
SE
10 11 12 13 14 15 16 5 6 /
MO NX=2 NY=7 NK-1 NE=3 LY=FU,FI LX=FO,E'I BE=FU,FI GA=FU,FI PH=SY,FR
PS=DI,FR TE=SY TD=SY
LE
profdev progimp impact
LK
c o lla b
FR LY(1,1) LY{2,1) LY(3,2) LY(4,2) LY(5,2) LY(6,3) LY(7,3)
FR LX (1,1) L X (2 ,1)
FRBE(2,1) BE (3,2) GA(1,1) GA(2,1)
PD
OU ME=ML AD=OFF IT=^1000 MI RS
Full Model no Materials Development
TI ATE F u ll Model no MD 2
DA NI=17 N0=115 NG=1 MA=CM
RA FI='C : XDocuments and S ettingsX C arl Hans.senXMy
Documents\PhD\DissertationXDataXsemdataznor.psf
AC='€ ; XDocuments and S ettingsX C arl HanssenXMy
DocumentsXPhOXOissertatIonXDataXsemdataznor.acm'
SE
5 6 10 11 12 13 14 15 16 17 1 2 3 4 /
MO NX=4 NY=10 NK=2 NE-4 LY=E'U,FI LX=FU,FI BE=FU,FI
GA=FU,FI PH=SY,FR
PS=DI,FR TE=SY TD-SY
LE
c o lla b profdev progimp impact
LK
p ro jc h a r orgprac
FR LY(1,1) LY(2,1) LY{3,2) LY(4,2) LY(5,3) LY(6,3) LY(7,3) LY(8,4) LY(9,4)
FR LY(1 0 ,4)LX (1,1) LX(2,1) L X (3 ,2) LX {4,2) BE(2,1)
FR BE(3,1) BE(3,2) BE(4,3) GA(1,1) GA(1,2)
FR TECIO,9)
PD
OU ME=ML AD=OFF IT=500 MI RS
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