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ABSTRACT
We derive sufficient conditions under which the “second” Hamiltonian structure of a class
of generalized KdV-hierarchies defines one of the classical W-algebras obtained through
Drinfel’d-Sokolov Hamiltonian reduction. These integrable hierarchies are associated to the
Heisenberg subalgebras of an untwisted affine Kac-Moody algebra. When the principal
Heisenberg subalgebra is chosen, the well known connection between the Hamiltonian
structure of the generalized Drinfel’d-Sokolov hierarchies —the Gel’fand-Dickey algebras—
and theW-algebras associated to the Casimir invariants of a Lie algebra is recovered. After
carefully discussing the relations between the embeddings of A1 = sl(2,C) into a simple
Lie algebra g and the elements of the Heisenberg subalgebras of g(1), we identify the class
of W-algebras that can be defined in this way. For An, this class only includes those
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1. Introduction.
The recent interest inW-algebras is motivated by their wide spectrum of applications
in classical and quantum two-dimensional field theory. Just to mention some of them,
W-algebras play an important role in the study of conformal field theories, quantum and
topological gravity, string theories, critical phenomena in statistical mechanics, and even
the quantum Hall effect (see the reviews [1]). Moreover, from a fundamental point of view,
they might lead to the formulation of Lorentz-invariant field theories with symmetries
generated by fields of higher spin.
The W-algebras are (non-linear) extensions of the Virasoro algebra by conformal pri-
mary fields [2]. The algebraic structures related toW-algebras first appeared in the context
of certain integrable hierarchies of differential equations [3]. The simplest example of this
relation is provided by the Korteweg-de Vries equation (KdV), the archetypical integrable
system,
∂tu(x, t) = −
1
4
u′′′(x, t) +
3
2
u(x, t)u′(x, t)
= {H , u(x, t)}2 ,
where ′ = ∂/∂x, the Hamiltonian is H =
∫
dx 14u
2(x, t), and the “second” Poisson bracket
is
{u(x, t), u(y, t)}2 =
1
2
δ′′′(x− y)− 2u(x, t)δ′(x− y)− u′(x, t)δ(x− y) ,
which is nothing but a classical realization of the Virasoro algebra. In [4], it was shown
that generalized equations of the KdV type can be defined for arbitrary affine Kac-Moody
algebras; the original KdV equation corresponding to A
(1)
1 . The “second” Hamiltonian
structure of these integrable differential equations is defined by the Gel’fand-Dickey alge-
bras, and it has been proved [5] that they are connected with theW-algebras associated to
the Casimir invariants of the classical Lie algebras [6]. For instance, the second Hamilto-
nian structure of the Drinfel’d-Sokolov An−1 generalized KdV hierarchy is connected with
Wn, the W-algebra whose generators have conformal spin 2, 3, . . . , n [7].
This early known connection between the Drinfel’d-Sokolov generalized KdV hierar-
chies and (certain) W-algebras relates them to Lie algebras, and this opens the possi-
bility of their classification. In fact, among the different methods used in the literature
to construct W-algebras, the most effective and systematic one is conceptually inspired
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by this connection. It consists in the Hamiltonian reduction of affine Kac-Moody alge-
bras [1,8,9,10], and it is usually called (quantum or classical) Drinfel’d-Sokolov reduction.
With this method, a polynomial extension of the Virasoro algebra can be associated to
each embedding of A1 ≡ sl(2,C) into a simple finite Lie algebra [8,11]. The Lagrangian
field theoretical version of this procedure involves the reduction of Wess-Zumino-Novikov-
Witten models (WZNW) to, generally non-abelian, Toda field theories, which are well
known two-dimensional integrable field theories. Moreover, there is convincing evidence
to believe that all the W-algebras can be constructed in this way [12].
Using the Drinfel’d-Sokolov reduction procedure at the classical level, the W-algebra
associated to the Casimir invariants of the Lie algebra g is recovered by choosing the
principal embedding of A1 into g. The natural question is if it is possible to associate
integrable systems to all the other W-algebras obtained with other embeddings. So far,
the outcome of all the attempts to answer this question is the construction of integrable
systems associated to some particular families ofW-algebras [13,14,15,16, 17,18,19,20], but
still the general structure of this connection has not been developed.
Recently, the Drinfel’d-Sokolov construction has been generalized showing that it is
possible to associate an integrable hierarchy of differential equations of the KdV type
to each particular Heisenberg subalgebra of an affine Kac-Moody algebra [21,22] (see
also [19,23,24,25]). The original Drinfel’d-Sokolov hierarchies are then recovered with
the principal Heisenberg subalgebra. Even more, when the affine Kac-Moody algebra is
simply-laced, it has been proved in ref. [26] that the hierarchy is one of those constructed
by Kac and Wakimoto within the tau-function approach [27]. These integrable hierarchies
are bi-Hamiltonian, and one of their Hamiltonian structures, the “second” one, exhibits a
conformal invariance [22]. Therefore, it is logical to think that their Hamiltonian struc-
tures might be related to the W-algebras obtained by Hamiltonian reduction of affine
Kac-Moody algebras. It is the purpose of this paper to establish the precise form of this
connection.
A priori, the approach of refs.[21,22] seems quite different from that of [1,8,9,10]. In the
later, the fundamental objects are the embeddings of A1 into simple Lie algebras, while, in
the former, the construction is based on the Heisenberg subalgebras of affine Kac-Moody
algebras. Besides, in the Drinfel’d-Sokolov reduction, the W-algebras are obtained by
reducing a classical Kac-Moody algebra that is formulated as the Kirillov-Poisson bracket
associated to a Lie algebra g, i.e., g is affinized once in a variable x. In contrast, the
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integrable hierarchies of [21,22] are defined in terms of Lax operators defined on a loop
algebra L(g) = g⊗C[z, z−1] —an affine Kac-Moody algebra in general; therefore, the phase
space consists of functions of a variable x on L(g), i.e., g is affinized twice: in z and x.
However, notice that the Lie algebra g can be identified with the subalgebra g⊗ 1 ⊂ L(g),
which indicates that the phase space involved in the Drinfel’d-Sokolov reductions is, in fact,
a subset of the phase space where the generalized integrable hierarchies are defined. We
will show how this relation between these two phase spaces specifies a connection between
the embeddings of A1 into g and the Heisenberg subalgebras of L(g).
The paper is organized as follows. In Section 2 we review the construction of [21,22],
where integrable hierarchies are associated to the non-equivalent Heisenberg subalgebras
of a loop algebra. The definition of these integrable systems involves the choice of a
constant graded element of a Heisenberg subalgebra, say Λ. A distinction is made between
“regular” and “non-regular” Λ’s, leading to type I and type II hierarchies, respectively.
Nevertheless, even though it has been proved in [19,25] that most Heisenberg subalgebras
do not have regular graded elements, type II hierarchies are not described in detail in the
original references. We have tried to fill this gap in Section 2.
In the next two sections we analyse the “second” Hamiltonian structure of the in-
tegrable hierarchies of [21,22] and we compare it with the W-algebras. In Section 3 we
discuss the conformal invariance of the second Poisson bracket and we find the energy-
momentum tensor that generates this conformal transformation on a subspace of the total
phase space. Restricted to this subspace, the Poisson bracket is just the Kirillov-Poisson
bracket associated to a (non-simple, in general) Lie algebra, say ĝ 0(s). This is the start-
ing point in connecting the second Poisson bracket algebra with W-algebras. The phase
space of the integrable hierarchy consists of a set of equivalence classes under a group of
gauge transformations; we propose a convenient choice of the gauge slice when Λ satisfies a
“non-degeneracy” condition. In Section 4 we establish the connection between the second
Poisson bracket algebra and the classical W-algebras obtained with the Drinfel’d-Sokolov
reduction approach. This connection, explained in theorem 2, gives a precise relation be-
tween the constant graded element Λ used in the construction of the integrable hierarchy
and the J+ of the embedding of A1 into ĝ 0(s) that specifies the corresponding W-algebra.
With this result, it is possible to investigate which W-algebras can be constructed
as the second Poisson bracket algebras of the integrable hierarchies of [21,22]. This is
equivalent to show which nilpotent elements J+ are related to the graded elements of
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the Heisenberg subalgebras, and we do it here for the classical Lie algebras of the An
series. Recall that the inequivalent Heisenberg subalgebras of the untwisted Kac-Moody
algebra g(1) are in one-to-one relation with the conjugacy classes of the Weyl group of g.
Therefore, as a previous step, we have summarized in Section 5 the classification of the A1
subalgebras and the conjugacy classes of the Weyl group of An. In order to establish the
required connections between the elements of all the Heisenberg subalgebras of A
(1)
n and
the A1 subalgebras of An. In fact, we derive two kinds of connections. The first one is
based on the properties of the cyclic element of B. Kostant [28] and it can be generalized
to the other classical algebras. The second one is based on the particular structure of the
Heisenberg subalgebras of A
(1)
n and, hence, it is specific of this case. These results are
interesting by themselves, and we hope that they will be useful, for instance, in the study
of two-dimensional integrable field theories [29,30]. The class of W-algebras that can be
constructed as the second Hamiltonian structures of the integrable hierarchies of [21,22] is
obtained in Section 6. This class is quite limited, even if type II hierarchies are included,
and the origin of this restriction is that J+ has to be related to a “graded” element of a
Heisenberg subalgebra.
In Section 7 we consider some examples for the purposes of illustration of our results.
Finally, we present our conclusions in Section 8. The explicit construction of the inequiv-
alent Heisenberg subalgebras of A
(1)
n , with n = 2, . . . , 5, is presented in the Appendix.
2. The generalized KdV hierarchies.
In this section we summarize the construction of [21,22], and we generalize some of
the results of these works to include the case of the hierarchies of type II. Unless otherwise
indicated, we follow the conventions of [22].
The central object is an affine Kac-Moody algebra ĝ . In this paper, ĝ will be
considered as the loop algebra associated to a finite (simple) Lie algebra g, ĝ = g ⊗
C[z, z−1] ⊕ C d, where d = z d/dz, and whose central extension will be ignored (but see
ref.[26]). A very important role is played by the Heisenberg subalgebras of ĝ , which are
maximal abelian subalgebras of ĝ (see [31] for a precise definition). Up to conjugation,
they are in one-to-one correspondence with the conjugacy classes of the Weyl group of
g [31], and we denote them as H[w], where [w] indicates the conjugacy class. Associated
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to H[w] there is a distinguished gradation sw, with the property that H[w] is an invariant
subspace under the adjoint action of dsw
1. This ensures that one can choose a basis of
H[w] whose elements are graded with respect to sw.
The construction of the integrable hierarchies is based on the (matrix) Lax equation.
The Lax operator is associated to the data { ĝ ,H[w], sw, s,Λ}, where s is an additional
gradation such that s  sw with respect to a partial ordering, and Λ is a constant element
of H[w] with positive sw-grade i. Then, the Lax operator is defined as
L = ∂x + Λ+ q(x) , (2.1)
where the potential q(x) is a function of x on the subspace
Q = ĝ ≥0(s) ∩ ĝ <i(sw) . (2.2)
For technical reasons, the potentials are taken to be periodic functions of x [4]. Notice
that any element Λ ∈ H[w] is semisimple, i.e., ad Λ is diagonalizable on ĝ ; then ĝ =
Ker(ad Λ)⊕Im(ad Λ), where Ker(ad Λ) is a subalgebra of ĝ , and [Ker(ad Λ), Im(ad Λ)] ⊆
Im(ad Λ). A distinction is made between hierarchies of type I and type II, referring to
whether the element Λ is “regular” or not —regularity implying Ker(ad Λ) = H[w].
The potential q(x) plays the role of the phase space coordinate in this system. How-
ever, there exist symmetries corresponding to the gauge transformations
L 7→ exp(ad S) (L) , (2.3)
generated by the functions S of x on the subspace
P = ĝ 0(s) ∩ ĝ <0(sw) . (2.4)
The flows of the integrable hierarchy are defined on the set of gauge invariant functionals
of q(x). It is straightforward to find a basis for these gauge invariant functionals. One
simply performs a non-singular gauge transformation to take q(x) to some canonical form
q(can)(x); then, the components of q(can)(x) and their x-derivatives provide the desired
basis.
1 With the exception of a few cases including the principal Heisenberg subalgebras, the choice
of sw is not unique, something that has not been mentioned in [21,22]. We shall comment
on this point later.
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The flows that define the hierarchies are non-linear partial differential equations, and
it is convenient to demand that they can be written in the form
∂q(can)
∂t
= F
(
q(can), ∂xq
(can), . . .
)
, (2.5)
with F being a polynomial functional of the components of q(can) and its x-derivatives;
otherwise one would obtain some sort of “rational” non-linear differential equations. The
condition that the map ad Λ : P 7→ Q is injective ensures this polynomiality; it is equivalent
to
Ker(ad Λ) ∩ P = ∅ , (2.6)
and it allows the use of the standard Drinfel’d-Sokolov gauge fixing procedure. Let us recall
that, within this procedure, q(can)(x) is characterized as an element of some complementary
vector space of [Λ, P ] in Q, i.e., q(can)(x) ∈ Q(can) with Q = Q(can)+ [Λ, P ]. The choice of
Q(can) is not unique (for a very detailed description of the Drinfel’d-Sokolov gauge fixing
in a similar situation, see [12]).
If the hierarchy is of type I, then Ker(ad Λ) ∩ P = ∅ for any choice of Λ because of
the following.
Lemma 1. Let b ∈ H[w] be an element of H[w] that is graded with respect to the two
gradations s and s′. Then, the s-grade of b equals Ns/Ns′ times its s
′-grade.
Proof. Recall that the derivation inducing the gradation s is
ds = Ns z
d
dz
+Hs . (2.7)
Hs is an element of the Cartan subalgebra of g such that αj(Hs) = sj ∈ Z
+, where
α1, . . . , αrank(g) is a choice of the simple roots of g, and
Ns =
rank(g)∑
j=0
kjsj , (2.8)
with {k0, . . . , krank(g)} being the Kac labels of ĝ (to compare with [22], notice that
Hs/Ns ≡ δs ·H). Therefore,
ds
Ns
−
ds′
Ns′
=
Hs
Ns
−
Hs′
Ns′
≡ ∆(s, s′) (2.9)
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is also an element of the Cartan subalgebra of g. If b ∈ H[w] is graded with respect to the
two gradations, then, it has to be stable under the adjoint action of ∆(s, s′), which means
that [∆(s, s′), b] = β b for some rational number β. Now, taking inner products with the
elements of H[w] and using the invariance of the Killing form on ĝ and the commutativity
of H[w], it follows that β = 0. Consequently,
[ds, b] =
Ns
Ns′
[ds′ , b] (2.10)
which proves the lemma. ⊔⊓
On the contrary, if the hierarchy is of type II one has to restrict the choice of Λ in
such a way that Ker(ad Λ) ∩ P = ∅ to ensure the polynomiality of the flows.
The outcome of [21,22] is that there exists an infinite number of commuting flows on
the gauge equivalence classes of L. These flows have the following form. For each constant
element b of the centre of Ker(ad Λ) with non-negative sw-grade there is a flow that can
be defined in many gauge equivalent ways parameterized by the generators θ(x) ∈ P of
(infinitesimal) gauge transformations2:
∂q(x)
∂tθb
= [P≥0[sw] (exp(−ad V ) (b)) + θ, L]
= [−P<0[sw] (exp(−ad V ) (b)) + θ, L] ;
(2.11)
notice that the centre of Ker(ad Λ), Cent (Ker(ad Λ)), is the set of x ∈ Ker(ad Λ) such
that [x, y] = 0 for any y ∈ Ker(ad Λ), and, obviously, Cent (Ker(ad Λ)) ⊆ H[w]. The
two equivalent definitions of the flow on the right-hand-side of (2.11), together with the
definition of Q as an intersection of two subspaces of ĝ characterized by the gradations
s and sw, ensures that ∂q(x)/∂t
θ
b ∈ Q. In (2.11), P≥0[sw] and P<0[sw] are the projectors
onto ĝ ≥0(sw) and ĝ <0(sw), respectively.
Eqs.(2.11) define a unique flow on the gauge slice Q(can)(x) because, then, the function
θ(x) is fixed uniquely by the condition that ∂Lcan/∂tb ∈ Q
(can), and θ(x) becomes a
polynomial functional of the components of q(x) and its derivatives. In (2.11), V (x) ∈
Im(ad Λ) ∩ ĝ <0(sw) is the generator of the unique transformation which takes the Lax
operator to the form
L = exp(ad V )(L) = L+ [V, L] +
1
2
[V, [V, L]] + . . . = ∂x +Λ + h(x) , (2.12)
2 The dependence on x should be generalized to include all the tb’s, but, as usual, we only
show explicitly x.
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where h(x) is a function of x on Ker(ad Λ) ∩ ĝ <i(sw) (recall that i is the sw-grade of
Λ). It is important to remark that both V (x) and h(x) are polynomial functionals of the
components of q(x) and its x-derivatives3
One of the main properties of the flows defined by (2.11) is that they are Hamiltonian.
Even more, they are bi-Hamiltonian when s is the homogeneous gradation [22]. The two
Hamiltonian structures are defined on the set of gauge invariant functionals and they adopt
the form of Kirillov-Poisson brackets on the affine Kac-Moody algebra ĝ . If ϕ[q] and ψ[q]
are two functionals of q(x), the Poisson bracket defining the “first” Hamiltonian structure
is
{ϕ, ψ}1 = −
(
dqϕ, z
−1[dqψ, L]
)
, (2.13)
while the bracket for the “second” structure is
{ϕ, ψ}2 = (dqϕ0, [dqψ0, L])− (dqϕ<0, [dqψ<0, L]) , (2.14)
where the definitions of the inner product (·, ·) and of the functional derivative dqϕ ∈ ĝ are
standard and can be found in [22]. Only those hierarchies for which s = shom = (1, 0, . . . , 0)
admit the two Hamiltonian structures, whereas the hierarchies are Hamiltonian only with
respect to the second Poisson bracket in the general case. In these last two equations, we
have used the following notation: superscripts denote sw-grades, and subscripts indicate
s-grades, but not just homogeneous grades as in [22]. For example, if a ∈ ĝ then aj is
the component of a on the subspace ĝ j(sw), and ak is its component on ĝ k(s). We shall
resort to this notation to simplify some expressions.
The Poisson brackets defined above admit non-trivial centres. In fact, notice that,
by construction, the s-grade of the components of q(x) is bounded, i.e., there exists an
non-negative integer n such that
Λ + q(x) ∈
n⊕
j=0
ĝ j(s) . (2.15)
Then, it follows from (2.13) and (2.14) that the components of q(x) whose s-grade is n
are centres of the two Poisson bracket algebras; but they are not gauge invariant centres
3 In connection with the integrability of type II hierarchies, let us say that it should be possible
to associate a flow not only to the elements of the centre of Ker(ad Λ) but to any constant
element of H[w] also in this case. The difference is that those flows not associated to the
elements of the centre of Ker(ad Λ) are always non-polynomial.
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in general. In contrast, the existence of gauge invariant functionals that are centres of the
Poisson brackets is directly related to the components of h(x) in (2.12) with non-negative
sw-grade.
Proposition 1. The functionals of the form Θf = (f(x), h(x)) for f(x) being a function
of x on
Ker(ad Λ)1−i ∪ Cent
 k⊕
j=1−i
Ker(ad Λ)j
 (2.16)
are gauge invariant centres of the first Poisson bracket algebra for k = 0, and of the second
Poisson bracket algebra for k = −1. ⊔⊓
This result is the direct generalization of the Proposition 3.3 of [22] to include both
type I and type II hierarchies; the proof is identical but taking into account that Ker(ad Λ)
is not abelian in the general case. Moreover, recall that the functionals Θf for k = 0 are
non-dynamical and that−x can be identified with the time tΛ only when P≥0[sw] (h(x)) = 0.
The meaning of the mismatch between the centres of the two Poisson brackets has been
clarified in [23].
The equations of the hierarchy are invariant under the scaling transformation
x 7→ λx , tbj 7→ λ
j/itbj , q
k 7→ λk/i−1qk , (2.17)
where we have introduced a basis {ek} of Q, whose elements are graded with respect to
sw, i.e.,
[dsw , e
k] = kek, and q(x) =
∑
k<i
qk(x)ek . (2.18)
In relation to W-algebras, the crucial property is that (2.17) can be generalized to a
conformal transformation
x 7→ y(x) , q(x; z) 7→ q˜ (y(x); z˜) , (2.19)
with
q(x; z) = y′ U [y]
(
q˜ (y(x); z˜ )
)
+
1
i
(
y′′
y′
)
Hsw , (2.20)
and this transformation is a Poisson mapping of the second Poisson bracket. In (2.20),
y′ =
dy(x)
dx
, z˜ = (y′)−Nsw/i z , U [y] = (y′)
−ad Hsw/i ,
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and we have explicitly indicated the dependence of the potential on z, the affine parameter
defining the loop algebra ĝ . The infinitesimal version of (2.20) is y(x) = x+ ǫ(x) and
δǫq(x; z) = q(x; z)− q˜ (x; z)
= ∂x (ǫ(x) q(x; z)) −
1
i
ǫ′(x)[Nswz
d
dz
+Hsw , q(x; z)] +
1
i
ǫ′′(x)Hsw
= [∂x + Λ(z) + q(x; z) , ǫ(x) (Λ(z) + q(x; z)) +
1
i
ǫ′(x)Hsw ]
−
Nsw
i
ǫ′(x) [z
d
dz
, Λ(z) + q(x; z)] ,
(2.21)
which, using (2.18), is just
δǫq(x; z) =
∑
k<i
ek(z) δǫq
k(x)
=
∑
k<i
ek(z)
(
ǫ(x)∂xq
k(x) + ǫ′(x)
(
1−
k
i
)
qk(x)
)
+
1
i
ǫ′′(x)Hsw .
(2.22)
This transformation also induces a corresponding conformal transformation on the space
of gauge equivalent classes, which is the phase space of the hierarchy.
3. The energy-momentum tensor.
The results of [22] ensure that the gauge invariant functionals of q(x) close under the
second Poisson bracket (2.14), and they have well defined properties with respect to the
conformal transformation (2.20). This suggests a general relationship between the second
Poisson bracket algebra and some (classical) quiral extended conformal algebras whose
generators would be the components of q(can)(x), the basis of gauge invariant functionals.
This suggestion is supported by the examples analysed in [22]. A first step to establish
the connection is to show that there is some gauge invariant functional Tǫ[q] that plays
the role of the energy-momentum tensor and generates the infinitesimal conformal trans-
formation (2.21). However, let us anticipate that, when the second Hamiltonian structure
is aW-algebra, it is defined by a conformal structure generally twisted with respect to the
conformal structure associated to the transformation (2.21).
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The condition that Tǫ[q] generates (2.21) means that
4
δǫq(x) = {Tǫ[q] , q(x)}
=
(
[∂x + Λ+ q(x) , (dqTǫ[q])0]
)
0
−
(
[Λ + q(x) , (dqTǫ[q])<0]
)
>0
.
(3.1)
The generator of the conformal transformation of the components of q(x) whose s-grade
is zero, q0(x), is easily derived from eqs.(2.21) and (3.1). The result is that
δǫq0(x) = {Tǫ[q] , q(x)} , (3.2)
with
dqTǫ = ǫ(x) (Λ + q(x))0 +
1
i
ǫ′(x)Hsw , (3.3)
and the energy-momentum tensor is Tǫ[q] =
∫
dx ǫ(x) T (x) with
T (x) =
1
2
〈Λ+ q(x) , Λ+ q(x)〉 ĝ −
1
i
∂x〈Hsw , Λ+ q(x)〉 ĝ
=
1
2
〈(Λ + q(x))0 , (Λ + q(x))0〉 ĝ −
1
i
∂x〈Hsw , q0(x)〉 ĝ ,
(3.4)
where 〈· , ·〉 ĝ is the Killing form of ĝ . In the particular case when s is the homogeneous
gradation, this result has already been obtained in [23]. Notice that the components of
dqT ∈ ĝ <0(s) are not specified, and we have consistently taken them to zero. The Poisson
bracket of two energy-momentum tensors can be calculated and the result is
{T (x), T (y)} =
〈Hsw , Hsw〉
i2
δ′′′(x− y) − 2 T (x) δ′(x− y) − T ′(x) δ(x− y) , (3.5)
where δ(n)(x−y) ≡ ∂
(n)
x δ(x−y), and, now, 〈· , ·〉 is the Killing form of the finite Lie algebra
g. Eq.(3.5) shows that T (x) indeed closes a classical Virasoro algebra with respect to the
second Poisson bracket whose central extension is 12〈Hsw , Hsw〉/i
2.
For the other components of q(x), whose s-grade is > 0, finding the generator of the
conformal transformation from (2.21) and (3.1) is not so straightforward. In particular, we
already know that some of these components are centres of the Poisson bracket algebra; so,
there will be no energy-momentum tensor that generates their conformal transformation.
As non-trivial examples involving q>0(x), let us mention the A1 fractional KdV-hierarchies
analysed in [22], and the integrable hierarchy associated to A5 that we discuss in Section 7.
4 From now on we suppress the subscript indicating that the Poisson bracket is the second
Poisson bracket, and the explicit indication of the dependence of Λ and q on z.
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The reason why it is easy to derive the generator of the conformal transformation
(3.2) is that the second Poisson bracket restricted to the functionals of q0(x) simplifies to
{ϕ, ψ} =
(
[(dqϕ)0, (dqψ)0] , (Λ + q(x))0
)
−
(
(dqϕ)0 , ∂x (dqψ)0
)
, (3.6)
which is just the Kirillov-Poisson bracket corresponding to the untwisted affinization in x
of the finite Lie algebra ĝ 0(s), where the affine ĝ 0(s) current has been reduced to
J(x) = (Λ + q(x))0 ; (3.7)
as usual, the last term on the right-hand-side of (3.6) especifies the central extension. No-
tice that, because of lemma 1, either (Λ)0 vanishes of it is a nilpotent element of ĝ 0(s). Of
course, the energy-momentum tensor (3.4) comes from the Sugawara construction applied
to the reduced current J(x) improved by a term that depends on the gradation sw.
In the following, instead of considering the general case, we shall concentrate on the
integrable hierarchies for which not only the condition (2.6) is satisfied, but also
Ker(ad (Λ)0) ∩ P = ∅ , (3.8)
which corresponds to the “non-degeneracy” condition of [10,11]; (3.8) is equivalent to
Ker(ad (Λ)0)∩ ĝ <0(sw) = ∅. Therefore, either P is empty or (Λ)0 6= 0. If P = ∅ then the
hierarchy is a generalized mKdV hierarchy with s = sw, (Λ)0 = 0, and the second Poisson
bracket algebra restricted to the functionals of q0(x) is an untwisted Kac-Moody algebra.
In contrast, when (Λ)0 6= 0, we will show that this second Poisson bracket algebra is a
W-algebra. In this case, a convenient choice of the gauge slice is:
Proposition 2. Under the condition (3.8), the gauge slice q(can)(x) can be chosen following
the Drinfel’d-Sokolov prescription in such a way that
(
q(can)>0(x)
)
0
= 0 , (3.9)
and that q(can)≤0(x) depends only on q0(x).
Proof. First of all, notice that the proposition is obviously true when (Λ)0 = 0 because
P = ∅; then, (3.9) is an identity and q(can)≤0(x) = q
(can)
0 (x) = q0(x). Therefore, we shall
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concentrate on the case of (Λ)0 6= 0. Consider the non-singular gauge transformation that
takes q(x) to the gauge slice q(can)(x)
q(can)(x) = exp
(
ad Ŝ
)(
∂x +Λ + q(x)
)
− ∂x − Λ , (3.10)
with Ŝ a polynomial functional of q(x) and its x-derivatives. According to their s-grade,
and taking into account that Ŝ ∈ P ⊂ ĝ 0(s), the components of (3.10) can be separated
as (
q(can)(x)
)
>0
= exp
(
ad Ŝ
)(
(Λ + q(x))>0
)
− (Λ)>0 , (3.11)(
q(can)(x)
)
0
= exp
(
ad Ŝ
)(
∂x + (Λ + q(x))0
)
− ∂x − (Λ)0 . (3.12)
Obviously [(Λ)0, P ] ⊂ Q ∩ ĝ 0(s), and the condition (3.8) ensures that the map ad (Λ)0 :
P 7→ Q is injective. Consequently, it is possible to choose the gauge slice by applying
the Drinfel’d-Sokolov prescription to (3.12). Within this choice, the generator Ŝ of the
gauge transformation (3.10) and the components of
(
q(can)(x)
)
0
depend only on q0(x),
while those of
(
q(can)(x)
)
>0
depend on both q0(x) and q>0(x).
Now, let us analyse in detail the fact that ad (Λ)0 : P 7→ Q0 is injective. This means
that ad (Λ)0 : P
−j 7→ Qi−j0 is also injective for any positive integer j, which requires that
dim
(
ĝ −j0
)
≤ dim
(
ĝ i−j0
)
, for any j ∈ Z > 0 . (3.13)
But dim ( ĝ −j0 ) = dim ( ĝ
j
0), and it follows from (3.13) that
dim
(
ĝ −j0
)
= dim
(
ĝ i−j0
)
, for 0 < j ∈ Z < i . (3.14)
We conclude that the number of components of q(x) ∈ ĝ 0(s)∩Q
>0 equals the number of
generators of gauge transformations in P>−i, which, under (3.8), ensures the possibility
of choosing the gauge slice such that (3.9) is satisfied. This completes the proof. ⊔⊓
It is well known that the construction of W-algebras is based on the sl(2,C) subalge-
bras of a finite Lie algebra [8], while the integrable hierarchies of [21,22] are constructed in
terms of the different Heisenberg subalgebras of a loop algebra. The form of the reduced
current (3.7) suggests the kind of connection between the two constructions that should
be investigated.
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If (Λ)0 does not vanish, it is a nilpotent element of ĝ . Then the Jacobson-Morozov
theorem —theorem 17 of [32], pag. 100— affirms that there exists a unique element
J− ∈ ĝ 0(s) ∩ ĝ −i(sw) such that J+ = (Λ)0, J−, and J0 = [J+, J−] close an A1 = sl(2,C)
subalgebra of ĝ 0(s). J0 and the Hs that defines (2.7) lie on the same Cartan subalgebra
of g. Their relation is summarized by the following results.
Lemma 2. ([33]) Let S = (J+, J0, J−) be the A1 subalgebra of ĝ 0(s) with J+ = (Λ)0.
Then, Hsw = J0 + Y , and the generator Y commutes with all the generators of S. ⊔⊓
Hence, if Y does not vanish, J+ = (Λ)0, Hsw , and J− generate an A1⊕u(1) subalgebra
of ĝ 0(s). Under the adjoint action of this subalgebra, ĝ 0(s), considered as a vector space,
decomposes as the direct sum of a finite number of irreducible representations of A1
ĝ 0(s) =
n⊕
k=1
Djk(yk) , (3.15)
where jk and yk are the spin and the eigenvalue of Y on the irreducible representation
Djk(yk). Notice that the sw-grade of Λ is i, thus, the normalization of the A1 subalgebra
used in lemma 2 is
[J0, J±] = ± i J± , [J+, J−] = J0 , (3.16)
and the eigenvalues of J0 on Djk(yk) are (−ijk , −i(jk−1) , . . . , +ijk), while those of Hsw
are (yk − ijk , yk − i(jk − 1) , . . . , yk + ijk).
Lemma 3. ([33]) Under the condition (3.8), the eigenvalues of Y in the decomposition
(3.15) are bounded according to
|yk| ≤ i jk . ⊔⊓ (3.17)
Proposition 2 ensures that the components of q(can)≤0(x) depend only on q0(x), but
it only specifies the components of the gauge slice whose sw-grade is > 0; they correspond
to the gauge fixing of the transformations generated by P>−i. The residual gauge freedom
is generated by the elements of P≤−i, which just induces the transformation of q≤0(x)
according to (3.12). If (3.8) is fulfilled, that residual freedom can be fixed using the
Drinfel’d-Sokolov prescription in such a way that q(can)≤0(x) is a combination of the lowest
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weights in the decomposition (3.15); i.e., of those elements of Q≤0 that cannot be expressed
as [J+ , ∗ ], J+ = (Λ)0. All this proves the following.
Theorem 1. Under the condition (3.8), the gauge slice can be chosen as
q(can)(x) = q
(can)
>0 (x) + J (x) , (3.18)
where J (x) is a combination of all the lowest weights of the irreducible representations
of A1 into the decomposition (3.15) of ĝ 0(s). The components of J (x) are polynomial
functionals of q0(x) and their x-derivatives, while those of
(
q(can)(x)
)
>0
depend also on
q>0(x). ⊔⊓
Remark. The form of J (x) depends only on (Λ)0 because J+ = (Λ)0 fixes theA1 subalgebra
of ĝ 0(s) inducing the decomposition (3.15), and lemma 3 ensures that all the lowest weights
of the representations of A1 indeed have not positive sw-grade. Thus, as far as (3.8) is
satisfied, the form of
(
q(can)(x)
)
0
is independent of the choice of sw.
Let us go back to the form of the energy-momentum tensor. We have already said
that (3.4) comes from the Sugawara construction applied to the reduced current (3.7),
improved by a term that depends on the gradation sw, and that it generates the conformal
transformation (2.19) on q0(x). Nevertheless, in general, this energy-momentum tensor is
not gauge invariant. Consider the gauge transformation
q(x) 7→ q˜ (x) = exp(ad S)(∂x + Λ+ q(x))− ∂x − Λ ,
then
Tǫ[ q˜ ] =
1
2
∫
dx ǫ(x)
〈
exp(ad S) (∂x +Λ + q(x))− ∂x , exp(ad S)
(
∂x
+ Λ+ q(x)
)
− ∂x
〉
ĝ
+
1
i
∫
dx ǫ′(x) 〈Hsw , exp(ad S) (∂x +Λ + q(x))− ∂x〉 ĝ
= Tǫ[q]−
∫
dx ǫ(x) 〈exp(−ad S) (∂x)− ∂x , Λ+ q(x)〉 ĝ
+
1
i
∫
dx ǫ′(x) 〈exp(−ad S) (Hsw)−Hsw , Λ+ q(x)〉 ĝ
≡ Tǫ[q] + Σǫ(S; q) , (3.19)
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where we have used the invariance of the bilinear form of ĝ . Now, using (2.2) and (2.4), it
can be checked that Σǫ(S; q) depends only on the components of S ∈ P
>−i and on those
of q ∈ Q>0. Therefore, Σǫ(S; q) vanishes when i = 1 and the energy-momentum tensor
(3.4) is gauge invariant only in this case.
In contrast, when i > 1 the energy-momentum tensor (3.4) is not gauge invariant.
Recall that (3.4) has been derived from the condition that it generates the conformal
transformation of q0(x). As we only need the generator of the conformal transformation
of the gauge invariant functionals of q0(x), Tǫ[q] can be changed for any other functional
T̂ ǫ[q] such that its functional derivative equals (3.3) up to the generator of an infinitesimal
gauge transformation; i.e.,
(dq T̂ ǫ)0 − (dqTǫ)0 ∈ P . (3.20)
The natural choice is:
Proposition 3. For any choice of the gauge slice Q(can), the gauge invariant functional
Θǫ[q] =
∫
dx ǫ(x) Θ(x) = Tǫ[q
(can)] , (3.21)
generates the conformal transformation of the gauge invariant functionals of q0(x).
Proof. To start with, let us recall that the components of q(can)(x) are understood as
gauge invariant functionals of q(x), and that we fix the gauge following the Drinfel’d-
Sokolov prescription. The relation between the components of q(can)(x) whose sw-grade is
j and q(x) is
q(can)j(x) =
(
exp(ad Ŝ ) (∂x +Λ + q(x))− ∂x − Λ
)j
= qj(x)− [Λ, Ŝ
j−i
(x)] + ∆( Ŝ
>j−i
; q>j) .
(3.22)
The components of Ŝ are functionals of q(x) fixed by the condition that q(can)(x) ∈ Q(can),
with Q(can) some complementary vector space of [Λ, P ] in Q; so, Ŝ
−j
(x) depends only
on the components of q(x) whose sw-grade is ≥ i − j. Moreover, (3.22) also shows that
q(can)j(x) is a functional only of the components of q(x) with sw-grade ≥ j. Now, let us
consider (3.19) with S = Ŝ ; since Σǫ( Ŝ ; q) depends only on the components of q(x) whose
sw-grade is positive, we conclude that (dqΣǫ( Ŝ ; q))0 ∈ P , which, using (3.20), proves the
proposition. ⊔⊓
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Finally, with the choice of the gauge slice of theorem 1, the gauge invariant energy-
momentum tensor (3.21) becomes
Θ(x) =
1
2
〈Λ+ q(can)(x) , Λ + q(can)(x)〉 ĝ −
1
i
∂x〈Hsw , Λ+ q
(can)(x)〉 ĝ
= 〈(Λ)0 , J
−i(x)〉 ĝ +
1
2
〈J 0(x) , J 0(x)〉 ĝ −
1
i
∂x〈Hsw , J
0(x)〉 ĝ ,
(3.23)
which shows that Θ(x) is a gauge invariant functional of q0(x).
4. The second Poisson bracket and the W-algebras.
Theorem 1 shows that, under condition (3.8), the components of J (x) provide a
basis for the gauge invariant functionals of the components of q(x) whose s-grade is zero.
Obviously, the second Poisson bracket of two of these functionals is another gauge invariant
functional of q0(x) and it makes sense to consider the restriction of the second Poisson
bracket algebra to these functionals. Recall that, in the previous section, the components
of q(can)(x) have to be understood as functionals of q(x), hence it would be more precise
to write eq.(3.18) as
q(can)
(
q(x)
)
= q
(can)
>0
(
q0(x), q>0(x)
)
+ J
(
q0(x)
)
, (4.1)
and it follows from the gauge fixing prescription that q(can) (q(x)) = q(x) if q(x) ∈ Q(can);
in particular, J (q0(x)) = q0(x) if q0(x) ∈ Q
(can)
0 .
In the previous section, we have proved that the restriction of the second Poisson
bracket algebra to the gauge invariant functionals of q0(x) is just the Hamiltonian reduction
of the untwisted affinization of ĝ 0(s) defined by the bracket (3.6), and corresponding to
J(x) = (Λ)0 + J (x) , (4.2)
which is one of the W-algebras considered in [8,10,11]. In particular, it is the W-algebra
associated to the A1 subalgebra of ĝ 0(s) whose nilpotent J+ element is (Λ)0.
Notice that the relevant conformal structure in terms of which all the generators of
theW-algebra are primary fields is defined by the semisimple element of the A1 subalgebra
J0, and the appropriated energy-momentum tensor is
T (x) = 〈(Λ)0 , J
−i(x)〉 ĝ +
1
2
〈J 0(x) , J 0(x)〉 ĝ , (4.3)
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such that [10]
{
Tǫ[q],J (x)
}
= ǫ(x)J ′(x) + ǫ′(x)
(
J (x)−
1
i
[J0 , J (x)]
)
−
1
i
ǫ′′′(x)J− , (4.4)
where we use the normalization (3.16), and Tǫ[q] =
∫
dx ǫ(x) T (x). T (x) closes a classical
Virasoro algebra whose central extension is 12〈J+, J−〉/i = 12〈J0, J0〉/i
2. As the elements
of J (x) are the lowest weights in (3.15), 〈J0,J (x)〉 ĝ = 0 and T (x) equals Θ(x) only if
Hsw is proportional to J0; otherwise,
T (x)−Θ(x) =
1
i
∂x〈Hsw − J0 , J
0(x)〉 ĝ . (4.5)
Θ(x), given by (3.23), defines the conformal structure corresponding to the transforma-
tion (2.20) that generalizes the scaling transformation (2.17) under which the integrable
hierarchy is homogeneous. Hence, in general, the conformal structure of the W-algebra
is twisted with respect to the conformal structure defining the scaling properties of the
integrable hierarchy.
In relation to this, it is convenient to consider again the remark below theorem 1.
It indicates that, as long as (3.8) keeps up, the second Poisson bracket algebra does not
depend on the choice of the gradation sw. We have anticipated in Section 2 that, for a
given Heisenberg subalgebra H[w], the choice of sw is not unique, a question that has not
been mentioned at all in [21,22]. The origin of this ambiguity can be easily understood by
noticing that, for a given choice of sw, the elements of H[w] are also graded by any other
gradation s′ such that
Hsw
Nsw
−
Hs′
Ns′
∈ H[w] . (4.6)
In fact, it can be proven that these are the only ambiguities in the choice of sw, and that
they are obviously linked to the existence of elements of H[w] whose sw-grade is zero.
Moreover, notice that (4.6) ensures that the grade of the elements of H[w] is uniquely
defined up to multiplication by a global rational factor, in agreement with lemma 1. This
shows, in particular, that the scaling dimensions of the times tbj in (2.17) are also uniquely
defined. Let us consider the Heisenberg subalgebras of ĝ as the affinization in z of a fixed
Cartan subalgebra of g [31]. The different Heisenberg subalgebras arise in relation to the
different finite order (inner) automorphisms of g, which are classified by the conjugacy
classes of the Weyl group of g [31]. The connection between a Weyl group element, say w
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up to conjugacy, and the associated Heisenberg subalgebra H[w] is that there is a lift of w
onto ĝ , denoted ŵ, which acts on H[w] as
ŵ(bj) ≡ w(bj) = exp
(
2πi
N
j
)
bj , (4.7)
with N being the order of w, wN = 1. The different choices of sw correspond precisely to
the different choices of ŵ, which, in the “shifted picture”, can be expressed as [34]
ŵ = exp
(
2πi
Nsw
ad Hsw
)
. (4.8)
The choice of sw is unique for the principal Heisenberg subalgebra, which is related to the
conjugacy class of the Coxeter element of the Weyl group of g. In contrast, the choice of
sw for the homogeneous Heisenberg subalgebra, for which w is the identity, is completely
arbitrary. In [31], a canonical choice of sw is determined by
〈Hsw , bj 〉 = 0 , for any bj ∈ H[w] ; (4.9)
his condition is non-trivial only for bj ∈ H[w] ∩ ĝ 0(sw) ⊂ H[w] ∩ ĝ 0(s). Let us assume
that Hsw ∈ Im(ad (Λ)0), i.e., that there exists some M ∈ ĝ 0(s) ∩ ĝ −i(sw) such that
Hsw = [(Λ)0,M ]. Then, the invariance of the bilinear form of ĝ implies that 〈Hsw , bj 〉 =
〈 [(Λ)0,M ] , bj 〉 vanishes and (4.9) can be viewed as a necessary condition to ensure that
Hsw is proportional to J0.
All these results fix the connection between the algebras defined by the second Poisson
bracket of the integrable hierarchies of [21,22] and the W-algebras of [8,10,11].
Theorem 2. Let us consider the integrable hierarchy associated to the data
{ ĝ ,H[w], sw, s,Λ} , such that Ker(ad (Λ)0) ∩ P = ∅ .
(i) If (Λ)0 6= 0, the restriction of the second Poisson bracket algebra to the gauge invariant
functionals of q0(x) is the W-algebra associated to the A1 subalgebra of ĝ 0(s) specified by
the nilpotent element J+ = (Λ)0. (ii) Otherwise, if (Λ)0 = 0, such restriction is just the
Kac-Moody algebra corresponding to the untwisted affinization of ĝ 0(s). ⊔⊓
Together with this theorem, let us point out, first, that theorem 2 does not specify the
Poisson brackets involving the components of q
(can)
>0 (x); in any case, proposition 1 shows
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that some of these components are centres of the Poisson bracket algebra. Second, in
general, the gradation sw cannot be chosen such that Hsw is proportional to J0; therefore,
the conformal transformations generated by T (x) will be different from the transformation
induced by (2.19) and (2.20). Anyway, it follows from lemma 2 that the condition (3.8)
is always satisfied in those particular cases when Hsw is proportional to J0. So, it is
interesting to consider the following straightforward result.
Lemma 4. Let us suppose that Hsw is proportional to J0. Then, either i = 1 or i = 2,
and the value i = 1 means that the corresponding embedding of A1 into g is integral.
Proof. Let us look at the decomposition (3.15). According to lemma 3, and with the
normalization used there, Hsw being proportional to J0 means that, actually, Hsw = J0,
or, equivalently, that Y = 0. Then, the gradation induced by sw is
ĝ =
⊕
k∈I
ĝ k(sw) ,
where
I =
n⋃
k=1
{−ijk,−i(jk − 1), . . . , i(jk − 1), ijk} + ZNsw ,
which means that all the grades are proportional to i. Since sw is an integer gradation
of ĝ , and the non-zero grades are relatively prime, there are only two possibilities. The
first one is that all the representations in (3.15) have integer spin; in this case i = 1. The
second possibility is that there are representations whose spin is half-integer, then i = 2.
⊔⊓
Theorem 2 generalizes the well known relationship between the Gel’fand-Dickey alge-
bras and the W-algebras [5,7] that we have summarized in the introduction. The logical
question is if all the W-algebras that can be constructed out of the inequivalent A1 subal-
gebras can be recovered in this way. This requires that, for any A1 subalgebra of ĝ 0(s),
J+ can be expressed as the zero s-grade projection of a sw-graded element of some Heisen-
berg subalgebra of ĝ . Hence, it is necessary to investigate in detail the relation between
the embeddings of A1 into a Lie algebra g and the conjugacy classes of the Weyl group
of g that classify the inequivalent Heisenberg subalgebras of g(1). A formal relation of
this kind has been realized by mathematicians [35] after the classification of the conjugacy
classes of the Weyl group was completed, and, more recently, this topic has attracted the
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interest of physicists in connection with the structure of integrable two-dimensional field
theories [29,30].
Before addressing this question in the next section, let us settle the two following
results that will be useful when s is the homogeneous gradation.
Lemma 5. The components of ĝ whose homogeneous grade is ≥ m have sw-grade ≥
(sw)0 + (m− 1)Nsw .
Proof. Notice that the sw-grade of any element of g (≡ g ⊗ z
0) is ≥ than the grade of the
lowest root’s step operator, i.e., ≥ than
−
r∑
j=1
kj(sw)j = (sw)0 −Nsw , (4.10)
where we have used that the Kac label k0 = 1 for the untwisted Kac-Moody algebras. The
result follows just by considering the sw-grade of the elements a⊗ z
n ∈ ĝ with n ≥ m. ⊔⊓
Lemma 6. The minimal positive sw-grade of the elements of H[w] is ≥ (sw)0. Moreover,
if sw is  than the homogeneous gradation, then (sw)0 ≥ 1.
Proof. To define the gradations, we have chosen a particular Cartan subalgebra H of g
in such a way that the elements of H have zero grade with respect to any gradation (see
(2.7)). Besides, if B± are the maximal positive and negative nilpotent subalgebras of g
with respect to H, i.e., g = B+ ⊕H ⊕B−, the elements of B+ and B− have, respectively,
grade ≥ 0 and ≤ 0 with respect to whatever gradation. Recall now that the elements of
H[w] are semisimple while those of B± are nilpotent. Hence, any element of H[w] with
positive sw-grade has to be of the form z
n⊗α++z
n+1⊗α−, with n ≥ 0, and α± ∈ B± 6= 0.
Therefore, the first part of the lemma follows by using lemma 5 with m = 1, and if sw is
 than the homogeneous gradation, then (sw)0 6= 0, i.e., (sw)0 ≥ 1. ⊔⊓
These two lemmas lead to
Lemma 7. When s is the homogeneous gradation, (Λ)0 6= 0 if and only if
(sw)0 ≤ i < Nsw . (4.11)
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Moreover, if i = (sw)0, the s-grade of all the components of the potential q(x) is zero, i.e.,
q(x) ∈ ĝ 0(s), and the two conditions (2.6) and (3.8) are equivalent. ⊔⊓
As a remark, let us mention that, in general, not all Heisenberg subalgebras have
generators whose sw-grade equals the lower bound i = (sw)0.
5. Embeddings of A1 and conjugacy classes of the Weyl group.
In this section, we restrict ourselves to the An algebras. Similar results for the other
classical Lie algebras will be presented elsewhere.
5.1 The A1 subalgebras of An.
The embeddings of A1 into a semisimple Lie algebra have been classified originally
by E.B. Dynkin [36], a classification that has been made explicit for those algebras of
rank up to 6 in [37] —see also [11,38] for recent reviews of this classification inspired by
the construction of W-algebras and non-abelian Toda models. Here, we normalize the A1
subalgebras as
[J0, J±] = ± 2 J± , [J+, J−] = J0 . (5.1)
The different embeddings of A1 into the Lie algebra g correspond to the different injective
homomorphisms ı : A1 7→ g, and, in practice, we shall identify A1 with its image under ı.
An embedding of A1 is specified by its defining vector f = (f1, . . . , fr), which provides the
decomposition of J0 with respect to a basis of the Cartan subalgebra {H1, . . . , Hr} of g,
J0 =
r∑
j=1
fjHj ; (5.2)
obviously, r is the rank of the Lie algebra g. It can be proved that two embeddings of A1 are
conjugated if and only if their J0’s are conjugated under some automorphism of g [36]. Even
more, through conjugation with the Weyl group of g, the basis of simple roots {α1, . . . , αr}
can be chosen such that the quantities cj = αi(J0) ≥ 0; in fact, with the normalization
(5.1), these numbers can only take the values 0, 1, or 2. Considering the decomposition
of the Lie algebra g, as a vector space, under the adjoint action of ı(A1), the value of
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cj = 2, 1, or 0 indicates that the step operator Eαj belongs to a representation whose spin
is integer, half-integer, or zero, respectively. The numbers c1, . . . , cr are associated to the
nodes of the Dynkin diagram of g, and this set of numbers is called the “characteristic” of
the embedding.
A particularly important example is provided by the “principal embedding” defined
as [28]
J
(p)
+ =
r∑
j=1
λjEαj , J
(p)
0 =
r∑
j=1
4 ωj
α2j
·H , (5.3)
where the ωj ’s are the fundamental weights of g defined as αj ·ωk = (α
2
j/2)δjk. The λj ’s are
non-vanishing arbitrary constants, usually taken to be 1, but notice that J0 is completely
independent of them. The “characteristic” of the principal embedding is {2, 2, . . . , 2}.
For An, it is convenient to represent the Cartan subalgebra using an (n + 1)-
dimensional Euclidean space as follows [11]. Let {e1, . . . , en+1} be a basis of this space
that is orthonormal with respect to the Cartan-Killing form. In this basis,the roots of
An are (ei − ej), where i, j = 1, . . . , n + 1, and a suitable choice of the simple roots is
{αj = ej − ej+1, j = 1, . . . , n}. Accordingly, the basis of the Cartan subalgebra can be
chosen in terms of the set {H1, . . . , Hn+1} such that
[Hi, E(ej−ek)] = (δi,j − δi,k)E(ej−ek) , i, j, k = 1, . . . , n+ 1 , (5.4)
and the elements of the Cartan subalgebra are
∑n+1
j=1 pjHj with
∑n+1
j=1 pj = 0. Having
made these choices, the defining vector of the principal embedding of A1 into An is
f p = (n, n− 2, . . . , 2− n,−n) . (5.5)
Dynkin’s result is that all the non-conjugated embeddings of A1 into An can be de-
scribed as the principal A1 embedding of a regular subalgebra
5 of An. Dynkin has also
classified the regular subalgebras of semisimple Lie algebras [36]. In the case of An, they
are in one-to-one relation with the partitions of n + 1, and the regular subalgebra of An
associated to
n+ 1 =
k∑
j=1
nj , nk ≥ nk−1 ≥ · · · ≥ n1 , (5.6)
5 Consider the root space decomposition of a Lie algebra g with respect to a Cartan subalgebra
H: g = H ⊕α∈∆ gα, where ∆ is the root system of g. Then, a subalgebra g
′ ⊂ g is called
regular if it can be seen, up to conjugation, as g′ = H ′ ⊕α∈∆′ gα, with ∆
′ ⊂ ∆ and H ′ ⊂ H.
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where k ≥ 1 and nj are positive integer numbers, is
k⊕
j=1
nj 6=1
Anj−1 ⊂ An . (5.7)
Then, the corresponding embedding of A1 into An is defined by
J
(nk,...,n1)
± =
k∑
j=1
nj 6=1
(
J
(p)
±
)
Anj−1
, J
(nk,...,n1)
0 =
k∑
j=1
nj 6=1
(
J
(p)
0
)
Anj−1
. (5.8)
The defining vector of this embedding is just the union of the defining vectors of the
principal embeddings of each Anj−1 factor in (5.7) plus the required number of zeroes to
complete the n+1 components of f—the number of zeroes equals the number of 1’s in (5.6).
The components of the resulting f can be arranged such that fn+1 ≤ fn ≤ · · · ≤ f1, which
corresponds to the change of the basis of simple roots leading to the “characteristic” of the
embedding [11]. Finally, after the components of f have been ordered, the components of
the “characteristic” are cj = fj − fj+1, j = 1, . . . , n.
For instance, the defining vector of the embedding associated to the partition 4 =
2 + 1 + 1, i.e., to the regular subalgebra A1 ⊂ A3, is (1, 0, 0,−1). Another example, the
defining vector corresponding to 7 = 4+2+1, i.e., toA3⊕A1 ⊂ A6, is (3, 1, 1, 0,−1,−1,−3),
as follows from the union of (3, 1,−1,−3), (1,−1), and (0). In these two examples, the
“characteristics” are (1, 0, 1) and (2, 0, 1, 1, 0, 2), respectively.
Notice that, for any embedding of A1 into An, the components of f satisfy the sym-
metry relation fj = −fn+2−j , which implies that the components of the “characteristic”
satisfy cj = cn+1−j .
5.2 The conjugacy classes of the Weyl group of An and the Heisenberg
subalgebras of A
(1)
n .
It has been shown by V.G. Kac and D.H. Peterson that the inequivalent Heisenberg
subalgebras of the affine untwisted Kac-Moody algebra g(1) are in one-to-one relation with
the conjugacy classes of the Weyl group of g [31] —we have briefly summarized the connec-
tion between the elements of the Weyl group of g and the Heisenberg subalgebras of g(1)
in (4.7) and (4.8). The complete classification of the conjugacy classes of the Weyl group,
including classical and exceptional Lie algebras, has been developed by R.W. Carter [39].
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In connection with the construction of the twisted vertex operator representations of Kac-
Moody algebras, more recently, very detailed descriptions of the conjugacy classes of the
Weyl group and the Heisenberg subalgebras of the untwisted affinizations of the classical
Lie algebras have been presented in [40, 41] (see also [19,25]).
The Weyl group of An is isomorphic to Sn+1, the group of permutations of n + 1
elements. Therefore, it can be represented as a set of linear transformations acting on
an (n + 1)-dimensional Euclidean space with an orthonormal basis {e1, . . . , en+1} —the
same we have used to describe the Cartan subalgebra of An. The elements of the Weyl
group of An are permutations of the elements of this basis; it can be shown that the
conjugacy classes of the Weyl group of An correspond to permutations without specifying
the particular sets of ej ’s on which they act. The conjugacy classes of the Weyl group
of An are too in one-to-one relation with the partitions of n + 1. The conjugacy class
corresponding to the partition (5.6) is usually denoted as [n1, n2, . . . , nk], where the order
of the nj’s is irrelevant. If the elements of the basis are divided into k subsets with
n1, n2, . . . , nk elements, respectively, the conjugacy class consists in a cyclic permutation
in each of the subsets, i.e.,
e1 → e2 → · · · → en1 → e1
en1+1 → en1+2 → · · · → en1+n2 → en1+1
· · · · · · · · · · · · · · ·
en1+...+nk−1+1 → en1+...+nk−1+2 → · · · → en+1 → en1+...+nk−1+1 .
(5.9)
A particularly important element of the Weyl group is the Coxeter one, and the
conjugacy class of the Coxeter element of An is just [n + 1]. It can be shown that the
eigenvalues of any element of [n+ 1] are {ωj, j = 1, . . . , n}, with ω being an (n+ 1)-root
of 1, ωn+1 = 1.
In the general case, the conjugacy class [n1, n2, . . . , nk] is simply the conjugacy class
of the Coxeter element of the regular subalgebra (5.7) associated to the partition (5.6).
By the Coxeter element of a semisimple Lie algebra we mean just the composition of the
Coxeter elements of each simple ideal. Given a regular subalgebra of a simple Lie algebra
g, the Cartan subalgebra of g can be constructed as the union of the Cartan subalgebras of
each simple ideal of the subalgebra plus some additional elements to match the rank of g;
obviously, the Coxeter element of the regular subalgebra leaves these additional elements
invariant. In the case of (5.7), the number of invariant directions is precisely k−1, as follows
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from the difference between the rank of the right-hand-side (n) and of the left-hand-side
(
∑k
j=1(nj − 1) = n+ 1− k).
As summarized by (4.7) and (4.8), to construct the Heisenberg subalgebra of ĝ as-
sociated to a conjugacy class of the Weyl group of g, one needs a lift of a representative
element of the class onto ĝ ; the lift of the Coxeter element is uniquely defined. For An, it
can be expressed as
ŵc = exp
(
2πi
2(n+ 1)
ad J
(p)
0
)
, (5.10)
where J
(p)
0 has been given in (5.3). The Heisenberg subalgebra of ĝ associated to the
conjugacy class of the Coxeter element is called the principal Heisenberg subalgebra, and
it can be defined as the centralizer in ĝ of the affine “cyclic element” of B. Kostant [28],
b(K) =
r∑
j=1
λj 1⊗ Eαj + λ0 z ⊗ E−ψ , (5.11)
where the λj ’s are arbitrary non-vanishing coefficients, usually taken to be 1. ψ =∑r
j=1 kjαj is the highest root of g, and k0 = 1, k1, . . ., and kr are the Kac labels of
ĝ . Regarding An and using the fundamental representation of sl(n + 1,C), the affine
cyclic element is the well known (n+ 1)× (n+ 1) matrix
(
b(K)
)
An
=

0 1
0 1
. . .
. . .
0 1
z 0
 , (5.12)
and the elements of the principal Heisenberg subalgebra are
b
(p)
j+(n+1)m = z
m
(
0 In+1−j
z Ij 0
)
; m ∈ Z , j = 1, . . . , n , (5.13)
where j + (n+ 1)m is the principal grade of this element, Ij is the j × j identity matrix,
and b
(p)
1 = b
(K). Obviously, the associated gradation is also uniquely defined; it is the
principal gradation sp = (1, 1, . . . , 1) that is induced by Hsp = J
(p)
0 /2.
We have already indicated that a conjugacy class [w] of the Weyl group of An is the
conjugacy class of the Coxeter element of some of its regular subalgebras, say g˜. Therefore,
a possible lift ŵ is obtained by composing the lifts of the Coxeter elements of the simple
ideals of g˜. For instance, for the conjugacy class [w] = [n1, n2, . . . , nk] the lift would be
ŵ =
k∏
j=1
nj 6=1
exp
(
2πi
2nj
ad
(
J
(p)
0
)
Anj−1
)
≡ exp
(
2πi
Nsw
ad Hsw
)
, (5.14)
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where we have used the same notation as in (4.8). The order of ŵ is the following [40]: let
N ′
sw
be the least common multiple of (n1, n2, . . . , nk), then
Nsw =
{
N ′
sw
, if N ′
sw
(
1
ni
+ 1nj
)
∈ 2Z for any i, j = 1, . . . , k ;
2N ′
sw
, otherwise.
(5.15)
Moreover,
Hsw =
k∑
j=1
nj 6=1
Nsw
2nj
(
J
(p)
0
)
Anj−1
. (5.16)
The decomposition of Hsw with respect to the basis (5.4) of the Cartan subalgebra would
be
Hsw =
n+1∑
j=1
γjHj ,
n+1∑
j=1
γj = 0 ; (5.17)
the γj’s can be arranged such that γn+1 ≤ γn ≤ · · · ≤ γ1, which corresponds to a change
of the basis of simple roots similar to the one used to order the components of the defining
vectors (5.2) of the embeddings of A1 into An. Once ordered, they have the symmetry
property γj = −γn+2−j , and it follows from (5.5) that γ1 = −γn+1 = Nsw (nk − 1)/2nk,
where nk is the maximum of n1, . . . , nk. Hsw induces an integer gradation of A
(1)
n , sw,
whose components are
(sw)j = γj − γj+1 = (sw)n+1−j , j = 1, . . . , n
(sw)0 = Nsw −
n∑
j=1
(sw)j = Nsw − 2γ1 =
Nsw
nk
.
(5.18)
For example, the gradation of A
(1)
3 associated to the conjugacy class [1, 1, 2] is (2, 1, 0, 1),
while the gradation of A
(1)
6 associated to [1, 2, 4] is (2, 1, 1, 1, 1, 1, 1); it is useful to com-
pare these gradations with the “characteristics” of the embeddings associated to the same
partitions.
The Heisenberg subalgebra associated to the conjugacy class [w] = [n1, n2, . . . , nk] is
obtained as follows. Consider the Cartan subalgebra defined by joining the Cartan sub-
algebras of each simple factor in (5.7) plus the required k − 1 additional generators. The
corresponding Heisenberg subalgebra is just the affinization of this Cartan subalgebra ac-
cording to the automorphism (5.14). Then, it will be generated by the linear combinations
of the principal Heisenberg subalgebras associated to each of the simple factors in (5.7),
embedded in An, plus the affinization of the k− 1 additional generators (see also [19,40]).
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As a practical example, we present all the inequivalent Heisenberg subalgebras of A
(1)
2
and A
(1)
3 in the appendix. By construction, the Heisenberg subalgebra has a basis whose
generators are graded by the gradation sw defined in (5.18), and their grades follow from
those of the principal Heisenberg subalgebras of each simple ideal in (5.7). They are6
0, . . . , 0︸ ︷︷ ︸
k−1 times
,
k⋃
j=1
nj 6=1
{
Nsw
nj
,
2Nsw
nj
. . . ,
(nj − 1)Nsw
nj
}
mod (Nsw) , (5.19)
which are obviously integers because of (5.15). Notice that, also by construction, the Hsw
of the lift (5.14) satisfies the condition (4.9).
It follows from (5.19) that the lowest positive grade of the generators of the Heisenberg
subalgebra of A
(1)
n associated to the conjugacy class [w] = [n1, n2, . . . , nk] isNsw/nk, which,
taking into account (5.18), agrees with the result of lemma 6. Moreover, it also follows
from (5.3), (5.8), and (5.11) that the generator J+ of the embedding of A1 associated to
the partition n+ 1 = n1 + · · ·+ nk can be expressed as
J
(nk,...,n1)
+ =
k∑
j=1
nj 6=1
((
b
(p)
1
)
Anj−1
)
0
, (5.20)
where ( )0 indicates the projection of the components whose homogeneous grade is zero.
The eqs.(5.16) and (5.20) specify some sort of canonical relation between the non-
conjugated embeddings of A1 into An and the non-equivalent Heisenberg subalgebras of
A
(1)
n , a relation which is possible to generalize for the other classical simple Lie algebras [42].
Nevertheless, it only involves the particular elements of the Heisenberg subalgebra directly
related to the affine cyclic element of Kostant. But, in general, one needs to relate the
zero-grade component of any element of an arbitrary Heisenberg subalgebra to the A1
subalgebras. In the case of A
(1)
n it is possible to do it by using the explicit representation
(5.13). Let us take n ≥ 2 and l = 1, . . . , n− 1, then n = ml + r for some 0 ≤ r < l, where
m is the integer part of the ratio n/l. Next, consider the nilpotent element
(
b
(p)
l
)
0
∈ An−1
as the J+ of an A1 subalgebra of An−1. After a tedious calculation, one can show that J0
6 Notice that this essentially agrees with the results of ref.[29] except that the possibility of
Nsw being twice the least common multiple of {n1, . . . , nk} has not been considered there.
Then, the condition to have a grade 1 element in H[w] is that Nsw = nk, the maximun of
n1, . . . , nk. This requires not only that nk/nj ∈ Z
+ for any j = 1, . . . , k, as already realized
in [29], but also that either all the (nk/nj)’s are even or that all of them are odd.
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is the matrix [10,43]
J0 = diag
(
m, . . . ,m︸ ︷︷ ︸
r times
, m− 1, . . . , m− 1︸ ︷︷ ︸
(l−r) times
, . . . , −m, . . . ,−m︸ ︷︷ ︸
r times
)
, (5.21)
where the multiplicities r and (l − r) occur alternately, ending always with r. Let us
point out that, within this representation of An−1, the main diagonal of J0 is precisely the
defining vector of the embedding; therefore, using (5.5), one can prove the following result.
Lemma 8. The nilpotent element,
(
b
(p)
l
)
0
∈ An−1, where n = ml + r ≥ 2 with l ≥ 1,
0 ≤ r < l, and m ∈ Z > 0, can be considered as the J+ of the A1 subalgebra of An−1
associated to the partition
n = (m+ 1) + · · ·+ (m+ 1)︸ ︷︷ ︸
r times
+ m+ · · ·+m︸ ︷︷ ︸
(l−r) times
, (5.22)
i.e., to the regular subalgebra
(Am)
⊕r ⊕ (Am−1)
⊕(l−r) ⊂ An−1 . ⊔⊓ (5.23)
This result leads to the generalization of (5.20) in an obvious way, but we shall omit
the explicit formula because it becomes too cumbersome. In any case, this shows that
there are different forms of expressing the J+ of an A1 subalgebra of An as the zero graded
component of some element of a Heisenberg subalgebra of A
(1)
n .
The following result of [43] will be used in the next section.
Lemma 9. Let B− be the maximal nilpotent negative subalgebra of An−1; i.e., it corre-
sponds to the lower triangular n×n matrices in the fundamental representation of sl(n,C).
Then
Ker
(
ad
(
b
(p)
l
)
0
)
∩ B− = ∅ (5.24)
if and only if either l = 1, or l = 2 and n is odd. ⊔⊓
Finally, let us mention the following result of [19] that is relevant in relation to the
distinction between hierarchies of type I and type II —recently, this result has been gen-
eralized for the other classical Lie algebras in [25].
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Proposition 4. (Theorem 1.7 of [19]) Graded regular elements exist only in those Heisen-
berg subalgebras of A
(1)
n which belong to the special partitions
n+ 1 = a+ · · ·+ a︸ ︷︷ ︸
p times
and n+ 1 = a+ · · ·+ a︸ ︷︷ ︸
p times
+1 ,
where a > 1. The graded regular elements are of the form
Λ = zm
 p∑
j=1
yj
(
b
(p)
l
)
Aa−1
 , (5.25)
where
1 ≤ l ≤ a− 1 , yi 6= 0 , y
a
i 6= y
a
j , i, j = 1, . . . , p , i 6= j ,
l is relatively prime to a, and m ∈ Z. When
n+ 1 = a+ · · ·+ a︸ ︷︷ ︸
p times
+1
and a is even, the element Λ has grade 2(l + ma) with respect to the gradation (5.18),
where Nsw = 2a. Otherwise, Λ is of grade (l +ma) and Nsw = a. ⊔⊓
6. W-algebras and integrable hierarchies of the KdV type.
We are now in position to investigate which are the W-algebras arising as the second
Poisson bracket algebra of the integrable hierarchies of [21,22] in the sense of theorem 2.
In the following, we restrict ourselves to the generalized KdV hierarchies based on A
(1)
n ,
for which s is the homogeneous gradation sh = (1, 0, . . . , 0).
Theorem 2 indicates that, under (3.8), the second Poisson bracket algebra of the in-
tegrable hierarchy associated to the data { ĝ ,H[w], sw, s,Λ} contains the W-algebra char-
acterized by J+ = (Λ)0. Therefore, it will be possible to associate at least one integrable
hierarchy to thoseW-algebras corresponding to the A1 subalgebras of An such that J+ can
be expressed as the zero homogeneous grade component of an element of some Heisenberg
subalgebra with definite sw-grade. The results of the previous section allow us to express
the J+ of any A1 subalgebra of An as the zero homogeneous grade component of, at least,
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one element of some Heisenberg subalgebra. Accordingly, the condition will be that at
least one of these elements have definite sw-grade.
Let us analyse first the canonical connection expressed by (5.20). With respect to
the gradation sw induced by (5.16), the cyclic element
(
b(K)
)
Anj−1
has grade Nsw/nj.
Consequently, the condition that the element of the Heisenberg subalgebra on the right-
hand-side of (5.20) has definite sw-grade requires that all the nj 6= 1 are equal. This
restricts the choice of J+ to partitions of the type
n+ 1 = a+ · · ·+ a︸ ︷︷ ︸
p times
+1 + · · ·+ 1︸ ︷︷ ︸
q times
≡ p (a) + q (1) , (6.1)
with a > 1. With this restriction,
Hsw =
Nsw
2a
J
(a,...,a,1,...,1)
0 , (6.2)
where
[w] = [ a, . . . , a︸ ︷︷ ︸
p times
, 1, . . . , 1︸ ︷︷ ︸
q times
] . (6.3)
Notice that Hsw is proportional to the J0 of the relevant A1 subalgebra, which ensures that
condition (3.8) is indeed satisfied —see comments below theorem 2. Moreover, according
to lemma 4, the sw-grade of Λ, i, is either 1 or 2.
The gradations associated to the partitions (6.1) are the following.
Lemma 10. The gradation sw corresponding to the conjugacy class (6.3) is
sw =
(
1, 0p−1, . . . , 1, 0p−1︸ ︷︷ ︸
a+1
2
times
, 0q , 1, 0p−1, . . . , 1, 0p−1︸ ︷︷ ︸
a−1
2
times
)
, (6.4)
with Nsw = a, when a is an odd number,
sw =
(
2, 0p−1, . . . , 2, 0p−1︸ ︷︷ ︸
a
2
times
, 1, 0q−1, 1, 0p−1 , 2, 0p−1, . . . , 2, 0p−1︸ ︷︷ ︸
a
2
−1 times
)
, (6.5)
with Nsw = 2a, when a is even and q 6= 0, and
sw =
(
1, 0p−1, . . . , 1, 0p−1︸ ︷︷ ︸
a times
)
, (6.6)
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with Nsw = a, when a is even and q = 0. In these equations we have used the notation
0j = 0, . . . , 0︸ ︷︷ ︸
j times
.
Proof. When a is odd, it follows from (5.15) that Nsw = a. Besides, (5.16) leads to
Hsw ≡ (γ1, . . . , γn+1)
=
((a− 1
2
)
p
,
(a− 3
2
)
p
, . . . , 1p, 0p+q,−1p, . . . ,−
(a− 1
2
)
p
)
,
(6.7)
where we have already ordered the components of Hsw as indicated below (5.17). Using
(5.18), all this leads to (6.4). In a similar way, when a is even, Nsw = 2a, and
Hsw ≡ (γ1, . . . , γn+1) = ((a− 1)p, (a− 3)p, . . . , 1p, 0q,−1p, . . . ,−(a− 1)p) , (6.8)
which proves (6.5) and (6.6). ⊔⊓
Let us indicate that the sw-grade of the element of H[w] that appears on the right-
hand-side of (5.20) for the partition (6.1) is i = (sw)0, i.e., either i = 1 or i = 2 according
to lemma 10; this is the lowest positive sw-grade of the elements of H[w].
So far, we have only analysed the canonical relation (5.20) between the A1 subalgebras
of An and the Heisenberg subalgebras of A
(1)
n . We can conclude that it is only possible
to derive the W-algebras associated to the partitions of the form (6.1) from the second
Poisson bracket algebras constructed in terms of the Heisenberg subalgebras associated to
the same partitions. Nevertheless, as we have already said in the previous section, there
are more general connections between A1 subalgebras and Heisenberg subalgebras that
follow from lemma 8. Let us consider the conjugacy class
[w] = [ n1, . . . , nk, , 1, . . . , 1︸ ︷︷ ︸
q times
] (6.9)
of the Weyl group of An, with nj 6= 1 for j = 1, . . . , k, and the nilpotent element
J+ =
 k∑
j=1
yj
(
b
(p)
lj
)
Anj−1

0
, (6.10)
with 1 ≤ lj < nj for j = 1, . . . , k. In this case, the condition that the element of H[w]
defining the right-hand-side of (6.10) has definite sw-grade is accomplished if
Nsw
n1
l1 =
Nsw
n2
l2 = · · ·
Nsw
nk
lk (6.11)
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which implies that
nj = m lj + rj , j = 1, . . . , k , (6.12)
with m ∈ Z ≥ 1, 0 ≤ rj < lj , and either rj = 0 for all j = 1, . . . , k, or rj 6= 0 and
ri/rj = li/lj for any i, j = 1, . . . , k. Hence, it follows from lemma 8 that the J+ expressed
by (6.10) corresponds to the embedding of A1 associated to the partition
n = (m+ 1) + · · ·+ (m+ 1)︸ ︷︷ ︸∑
k
j=1 rj times
+ m+ · · ·+m︸ ︷︷ ︸∑
k
j=1(lj−rj) times
+ 1 + · · ·+ 1︸ ︷︷ ︸
q times
. (6.13)
Let us impose now the condition (3.8). Our starting point is the observation that,
because of eq.(5.16), the restriction
Hsw
∣∣∣∣
Anj−1
=
Nsw
2nj
(
J
(p)
0
)
Anj−1
, (6.14)
which implies that
k⊕
j=1
nj 6=1
(B−)Anj−1  P = ĝ 0(s) ∩ ĝ <0(sw) , (6.15)
where (B−)Anj−1 is the maximal negative nilpotent subalgebra of Anj−1. Therefore,
lemma 9 can be applied to each factor
(
b
(p)
lj
)
Anj−1
in eq.(6.10), which requires that7
either lj = 1 , or lj = 2 and nj is odd for all j = 1, . . . , k . (6.16)
In general, because the left-hand-side of eq.(6.15) does not equal P , (6.16) is just a nec-
essary condition to ensure that (3.8) is satisfied. Nevertheless, when combined with the
condition that the element of H[w] on the right-hand-side of (6.10) has definite sw-grade, it
implies that all the nj ’s have to be equal; then, according to (5.16), Hsw is proportional to
the J0 of the A1 subalgebra corresponding to J+ in (6.10), and, consequently the condition
(3.8) is indeed satisfied in all these cases, as we have discussed after theorem 2,.
In conclusion, eqs.(6.12), (6.13), and (6.16) specify the only W-algebras that can be
derived as the second Poisson bracket algebra of the integrable hierarchies of [21,22] based
on a constant element Λ ∈ H[w] that satisfies the condition (3.8). This, together with
theorem 2, is the main result of this paper and we summarize it as follows.
7 We thank Laszlo Fehe´r for pointing out this fact to us [44].
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Theorem 3. (i) Graded elements that satisfy condition (3.8) exist only in those Heisenberg
subalgebras of A
(1)
n associated to the special conjugacy classes
[w] = [m, . . . ,m︸ ︷︷ ︸
k times
, 1, . . . , 1︸ ︷︷ ︸
q times
] . (6.17)
These elements are of the form
Λ(1) =
k∑
j=1
yj
(
b
(p)
1
)
Am−1
, (6.18)
for any value of m, and of the form
Λ(2) =
k∑
j=1
yj
(
b
(p)
2
)
Am−1
, (6.19)
when m is odd. If either m is odd or m is even and q = 0, the sw-grade of Λ
(1) equals 1;
otherwise, Λ(1) ∈ ĝ 2(sw). In any case, the sw-grade of Λ
(1) is the lowest positive sw-grade
of the elements of H[w]. The sw-grade of Λ
(2) equals 2.
(ii) Consider now the integrable hierarchies of the KdV type associated to A
(1)
n , H[w], sw,
sh = (1, 0, . . . , 0), and to one of those two elements of H[w]. The algebras defined by
the second Poisson bracket of these integrable hierarchies, restricted to the gauge invariant
functionals of q0(x), are theW algebras associated to the embeddings of A1 into An labelled
by the partitions
n = m+ · · ·+m︸ ︷︷ ︸
k times
+ 1 + · · ·+ 1︸ ︷︷ ︸
q times
≡ k(m) + q(1) , (6.20)
for Λ(1), or
n = (a+ 1) + · · ·+ (a+ 1)︸ ︷︷ ︸
k times
+ a+ · · ·+ a︸ ︷︷ ︸
k times
+ 1 + · · ·+ 1︸ ︷︷ ︸
q times
≡ k(a+ 1) + k(a) + q(1) ,
(6.21)
for Λ(2) when m is odd, m = 2a+ 1. ⊔⊓
Remark. Using proposition 4, one can restrict theorem 3 to the integrable hierarchies of
type I. Then, q has to be either 0 or 1, and ymi 6= y
m
j for any i 6= j = 1, . . . , k.
Notice that the connection expressed by theorem 3 shows that theW-algebras specified
by the partitions n = k(2) + q(1) are shared as second Poisson bracket algebras by the
– 34 –
integrable hierarches associated to the conjugacy classes
[w] = [2, . . . , 2︸ ︷︷ ︸
k times
, 1, . . . , 1︸ ︷︷ ︸
q times
] , with Λ(1) ∈ H[w] , (6.22)
and
[w] = [3, . . . , 3︸ ︷︷ ︸
k times
, 1, . . . , 1︸ ︷︷ ︸
q−k times
] , with Λ(2) ∈ H[w] . (6.23)
Nevertheless, in general, the W-algebras associated to the partitions (6.20) or (6.21) can
be obtained only from integrable hierarchies where Λ has to be of the form Λ(1) or Λ(2),
respectively.
Finally, let us point out that the class of W-algebras covered by theorems 2 and 3
is very restricted even if type II hierarchies are considered; a fact that has been already
anticipated in [19]. In fact, notice that the structure of the second Poisson bracket algebra
of the integrable hierarchies is actually independent of the fact that they are of type I
or of type II as far as (2.6) is satisfied. The first W-algebra that cannot be recovered as
the second Poisson bracket algebra of any of the integrable hierarchies of [21,22], with Λ
restricted by the condition (3.8), corresponds to the partition 6 = 4+2,i.e., to the regular
subalgebra A3 ⊕A1 ⊂ A5.
7. Examples.
7.1 The First Fractional A2 KdV-Hierarchy and W
(2)
3 again.
This paper has been largely motivated by the analysis of this case in [22]; here, we
discuss it again to illustrate some points of the previous sections. Let us consider the KdV
hierarchy corresponding to the principal Heisenberg subalgebra of A
(1)
2 and to the element
Λ with principal grade i = 2,
Λ =
 0 0 1z 0 0
0 z 0
 . (7.1)
Since this Λ is not the element of the principal Heisenberg subalgebra with minimal positive
grade, this integrable hierarchy can be considered just as the result of changing x by the
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first time of the generalized A2 Drinfel’d-Sokolov hierarchy [14,15]. Before gauge fixing,
the potential can be written as
q(x) =
 y1(x) c(x) 0e(x) y2(x) d(x)
a(x) + z b(x) f(x) −(y1(x) + y2(x))
 (7.2)
which, under a gauge transformation, becomes
q(x) 7→ Φ(x)∂xΦ
−1(x) + Φ(x) (Λ + q(x))Φ−1(x)− Λ ,
where
Φ(x) = expS(x) =
 1 0 0A(x) 1 0
B(x) C(x) 1
 . (7.3)
First of all, let us identify the A1 subalgebra of A2 corresponding to this case, whose
generators are
J+ = (Λ)0 =
 0 0 10 0 0
0 0 0
 , J0 =
 1 0 00 0 0
0 0 −1
 , and J− =
 0 0 00 0 0
1 0 0
 . (7.4)
According to Section 5, the form of J0 indicates that it is the A1 subalgebra corresponding
to the partition 3 = 2 + 1. Moreover, the principal gradation is induced precisely by
Hsw = J0 which obviously fulfills the condition (3.8). Now, instead of fixing the gauge as
in [21,22], we choose the gauge slice according to theorem 1. Then,
q(can)(x) = 3φ(x)
 0 0 00 0 0
z 0 0
+
U(x)/2 0 0G+(x) −U(x) 0
T (x) G−(x) U(x)/2
 , (7.5)
which leads to the functional dependence on q0(x) of the components of Ŝ(x) (or equiva-
lently Φ̂(x))
Â = −d , Ĉ = c , B̂ =
1
2
(−cd+ 2y1 + y2) , (7.6)
and of the components of J (x)
φ =
1
3
(b+ c+ d)
U = cd− y2
G+ = −cd2 + e− d (y1 − y2) + d
′
G− = −c2d+ f + c (y1 + 2y2)− c
′ .
(7.7)
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The energy-momentum tensor (4.3) is
T (x) = T +
3
4
U2
= a+ ce+ d f + y21 + y1y2 + y
2
2
+
1
2
(cd′ − dc′)− y′1 −
1
2
y′2 .
(7.8)
One can check that φ, U , G±, and T are exactly equal to the combinations φ, U˜ , G˜±, and
T˜ of [22], respectively. We already knew that, in this case, the restriction of the second
Poisson bracket to the components of q
(can)
0 (x) is a W-algebra; in fact, it is the W-algebra
associated to the A1 subalgebra of A2 labelled by the partition 3 = 2+ 1. This realization
of this W-algebra is an example of the connection expressed by theorem 3, with [w] = [3]
and Λ = Λ(2).
But it also follows from theorem 3 that this W-algebra can also be realized as the
second Poisson bracket of a different integrable hierarchy with [w] = [2, 1] and Λ = Λ(1).
This is the canonical connection expressed by (5.20), (6.1), and (6.3), which leads precisely
to the realization discussed in [22] (see also [17]), with J+ = (Λ
′)0 and
Λ′ = Λ(1) =
 0 0 10 0 0
z 0 0
 ∈ H[2, 1] . (7.9)
Finally, let us recall that Λ and Λ′ are regular elements of the corresponding Heisenberg
subalgebras of A
(1)
2 and, hence, these integrable hierarchies are of type I.
7.2 Other Fractional AN−1 KdV-Hierarchies and W-algebras.
The example analysed in the previous section is just the simplest case of the so called
fractional KdV-hierarchies [16]. Let us now consider the KdV general hierarchy corre-
sponding to the principal Heisenberg subalgebra of A
(1)
N−1, [w] = [N ], and to the element
Λ with principal grade i = 2, i.e.,
Λ = b
(p)
2 =
(
0 I(N−2)×(N−2)
z I2×2 0
)
. (7.10)
According to lemma 8, the embedding of A1 into AN−1 corresponding to J+ =
(
b
(p)
2
)
0
is
labelled by the partition
N =
(
N + 1
2
)
+
(
N − 1
2
)
(7.11)
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when N ≥ 3 is odd, and by the partition
N =
(
N
2
)
+
(
N
2
)
(7.12)
when N ≥ 4 is even. Nevertheless, before claiming any relation between the second Poisson
bracket of this hierarchy andW-algebras, one has to check if the condition (3.8) is satisfied.
Let us start with the case when N is odd. Then, it follows from lemma 9 that indeed
the condition (3.8) holds in this case. Then, the second Poisson bracket algebra of this KdV
hierarchy contains the W-algebra associated to the partition (7.11), which is nothing else
than the fractional W
(2)
N algebra of [45,43]. This case is the straightforward generalization
of the first example that we have analysed in this section, which is recovered when N = 3.
Let us now study the case when N is even. Then, it is easy to check that
θ =
N/2∑
j=1
E2j,2j−1 ∈ P = g0(s) ∩ g<0(sw) (7.13)
belongs to Ker(ad J+) as well; hence, the condition (3.8) is not satisfied in agreement with
lemma 9. Even more, one can check that
[
Λ, θ
]
= 0; therefore, neither (3.8) nor (2.6) are
satisfied, and one cannot construct an integrable hierarchy in the sense of eq.(2.5) in this
case.
Let us now go on to consider the KdV hierarchy corresponding to the element Λ with
principal grade i = 3, i.e.,
Λ = b
(p)
3 =
(
0 I(N−3)×(N−3)
z I3×3 0
)
. (7.14)
The A1 subalgebra of AN with J+ =
(
b
(p)
2
)
0
is labelled by the partition
N =
(
N + 2
3
)
+
(
N − 1
3
)
+
(
N − 1
3
)
(7.15)
when N ∈ 3Z+ 1 ≥ 4, by the partition
N =
(
N + 1
3
)
+
(
N + 1
3
)
+
(
N − 2
3
)
, (7.16)
when N ∈ 3Z+ 2 ≥ 5, and by the partition
N =
(
N
3
)
+
(
N
3
)
+
(
N
3
)
, (7.17)
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when N ∈ 3Z ≥ 6.
It is easy to check that
θ1 =
(N−1)/3∑
j=1
E3j,3j−1 ∈ P (7.18)
belongs to Ker(ad J+) when N ∈ 3Z+ 1 ≥ 4, that
θ2 =
(N+1)/3∑
j=1
E3j−1,3j−2 ∈ P (7.19)
belongs to Ker(ad J+) when N ∈ 3Z+ 2 ≥ 5, and that
θ3 =
N/3∑
j=1
(αE3j,3j−1 + βE3j−1,3j−2 + γE3j,3j−2) ∈ P (7.20)
belongs to Ker(ad J+) when N ∈ 3Z ≥ 6 for arbitrary constants α, β, and γ. Thus, we
conclude that the condition (3.8) is not satisfied in this case, as anticipated by lemma 9.
Nevertheless, one can notice that [Λ, θ3] = 0, but [Λ, θ1] and [Λ, θ2] do not vanish. Hence,
(2.6) holds except when N ∈ 3Z ≥ 6 and one can indeed construct integrable hierarchies
in all the other cases. It is expected that their second Poisson bracket algebras will contain
W-algebras as well, but they are not described by the results of this paper (see [15,18]) .
Finally, let us point out that all these fractional AN−1 hierarchies can be described as
the result of changing x for some of the times tb of the generalized AN−1 Drinfel’d-Sokolov
hierarchy, in the sense of [14,15], only when b ∈ H[w] is regular and the resulting hierarchy
is of type I.
7.3 A Fractional KdV-Hierarchy associated to H[3, 3] ⊂ A
(1)
5 .
The last example is an integrable hierarchy such that q
(can)
>0 (x) has dynamical com-
ponents, i.e., it has some components that are not centres of the second Poisson bracket.
Within the A
(1)
n algebras, the simplest case is associated to the Heisenberg subalgebra of
A
(1)
5 corresponding to the conjugacy class of the Weyl group [w] = [3, 3].
According to (5.15), Nsw = 3, and, using (5.16), one gets (see the appendix),
Hsw = diag
(
3
2 · 3
(2, 0,−2) ∪
3
2 · 3
(2, 0,−2)
)
7→ diag (1, 1, 0, 0,−1,−1) , (7.21)
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and the gradation associated to H[3, 3] is
sw = (1, 0, 1, 0, 1, 0) . (7.22)
Using the basis of simple roots associated to sw, the generators of the Heisenberg subalgebra
are
b3m = z
m diag (1,−1, 1,−1, 1,−1) (7.23)
b
(1)
1+3m = z
m

0
1
0
1
0
z
 b(2)1+3m = zm

1
0
1
0
z
0
 (7.24)
b
(1)
2+3m = z
m

0
1
0
z
0
z
 b(2)2+3m = zm

1
0
z
0
z
0
 , (7.25)
where m ∈ Z and the subscripts are the sw-grades.
Let us consider the type I hierarchy associated to A
(1)
5 , H[3, 3], s[3,3], sh = (1, 0, . . . , 0),
and the regular element
Λ =

1
2
z
2 z
z
2 z
 = b(2)2 + 2 b(1)2 ∈ H[3, 3] , (7.26)
whose grade is i = 2. In block form, the potential is
q(x) =
A(x) B(x) 0C(x) D(x) E(x)
F(x) G(x) H(x)
+ z
 0 0 00 0 0
J(x) 0 0
 ∈ Q , (7.27)
where all the entries are 2 × 2 matrices, and the gauge transformations are generated by
elements of the form
S(x) =
 0 0 0T(x) 0 0
U(x) V(x) 0
 ∈ P ; (7.28)
– 40 –
q(x) has 35 independent components, while S(x) has 12. According to theorem 1, the
gauge slice can be chosen such that
q(can)(x) =

a1 a2 0 0 0 0
2a3 −a4 0 0 0 0
b1 b2 a5 − 2a1 a6 0 0
b3 b4 a7 2a4 − a5 0 0
c1 c2 b5 b6 a1 2a2
c3 c4 b7 b8 a3 −a4

+ z

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
φ B 0 0 0 0
A χ 0 0 0 0
 , (7.29)
i.e., it has 23(= 35− 12) independent components.
It follows from theorem 3, with [w] = [3, 3] and Λ = Λ(2), i.e., with m = 3, k = 2,
and q = 0, that {a1, . . . , a7, b1, . . . , b8, c1, . . . , c4} generate the W-algebra associated to the
embedding of A1 into A5 labelled by the partition 6 = (2)+(2)+(1)+(1). The conformal
structure is defined by
T (x) = c1 + 2c4 + 3(a
2
1 + a
2
4) + a
2
5 − 2(a1 + a4)a5 + 4a2a3 + a6a7 , (7.30)
and the generators {a1, . . . , a7}, {b1, . . . , b8}, and {c1 − 2c4, c2, c3} have conformal spin
1, 3/2, and 2, respectively. Moreover, in analogy with the case of W
(2)
3 , notice that this
W-algebra could also be obtained from another integrable hierarchy associated to the
Heisenberg subalgebra H[2, 2, 1, 1] and to Λ = Λ(1).
In contrast, the second Poisson brackets of the components of q
(can)
1 (x) are not given
by theorems 2 and 3. It is easy to check that φ(x) and χ(x) are the two centres associated
by proposition 1 to b
(1)
1 and b
(2)
1 , and, hence, they are not dynamical quantities. The
brackets involving the other two components, A(x) and B(x), can be calculated with the
help of the computer. The result is that the only non-zero second Poisson bracket is
{A(x) , B(y)}2 =
7
2
δ(x− y) , (7.31)
and we conclude that A(x) and B(x) generate a “b–c” algebra that is decoupled from
the W-algebra generated by the components of q
(can)
0 (x). Therefore, in this case, it is
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actually possible to write down an energy-momentum tensor that generates the conformal
transformation of all the components of q(can)(x)
T̂ (x) = T (x) +
1
7
(
A(x)B′(x)−A′(x)B(x)
)
, (7.32)
which gives conformal spin 12 to A(x) and B(x).
8. Conclusions and discussion.
We have presented a systematic study of the second Hamiltonian structures of the
integrable hierarchies defined in [21,22] in terms of (untwisted) affine Kac-Moody alge-
bras. They are based on a graded element Λ of some Heisenberg subalgebra, and we have
restricted ourselves to the case when Ker(ad (Λ)0) ∩ ĝ <0(sw) = ∅. When (Λ)0 6= 0, the
second Poisson bracket algebra contains one of the (classical) W-algebras defined through
the method of Drinfel’d-Sokolov Hamiltonian reduction in [8,9,10]. We have also general-
ized some of the results of [21,22] for the type II hierarchies, but, even considering both
type I and type II hierarchies, the class of W-algebras that can be obtained in this way
is very limited. The restriction comes both from the condition that Λ is a graded element
and from the condition that it satisfies Ker(ad(Λ)0)∩ ĝ <0(sw) = ∅. It implies that, in the
case of A
(1)
n algebras, only theW-algebras based on the embeddings of A1 into An labelled
by the partitions of the form
n+ 1 = k (m) + q (1) and n+ 1 = k (m+ 1) + k (m) + q (1)
can be defined as the second Poisson bracket algebras of some of these integrable hierar-
chies. A relevant feature is that some of these W-algebras can be recovered from more
than one integrable hierarchy. Notice that there is a well defined “Miura map” within
each integrable hierarchy, an that the Miura map usually leads to the realization of the
W-algebra in terms of free fields [5]. Therefore, there might be more than one possible
realizations suggested by this connection.
Let us point out that our results cover most of the W-algebras that have already been
related to integrable hierarchies of the KdV type in the literature. An example of the
other ones are the W
(2)
4 and W
(3)
4 algebras of [18] and [15], respectively. The problem
is that, in these cases, either the condition (2.6) is not satisfied, or it is not possible to
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restrict the second Poisson bracket algebra to functions that only depend on q0(x). We
think that a further generalization of our results to cover these cases can be achieved by
comparing directly the second Poisson bracket with the Dirac bracket of the Hamiltonian
reduction; this work is already in progress. More recently, a series ofW-algebras associated
to a new generalization of the Gel’fand and Dickey’s pseudo-differential approach has
been constructed in ref.[20]. The relation of these W-algebras to the Drinfel’d-Sokolov
Hamiltonian reduction and, of course, to our approach is unclear yet. It would be very
interesting to understand better this connection not only from the point of view of the
classification of W-algebras, but also in order to have and alternative definition of the
integrable hierarchies of [21,22]. In fact, it has already been shown in [19,25] that some of
them can be defined using a matrix version of the he Gel’fand–Dickey’s pseudo-differential
approach.
Finally, let us comment briefly about the possible applications of our results to the
study of two-dimensional integrable field theories. It has already been said in the intro-
duction that the W-algebras are naturally related to the (conformal) Toda field theories.
Therefore, our results should help to a better understanding of the relationship between
those conformal Toda field theories and the integrable hierarchies of the KdV type. Some
steps in this direction has already been taken in ref.[30]. Even more, it is possible to asso-
ciate a generalization of the Toda equation to the equations of the mKdV type [4,46]. In
some cases, this generalized Toda equation can be understood as the equation of motion
of a massive affine Toda field theory, and all this could clarify the connection between
conformal and massive Toda models. In relation to this, we expect that our detailed dis-
cussion of the A1 subalgebras of a simple Lie algebra and the Heisenberg subalgebras of
its untwisted affinization will be particularly useful [29].
Appendix.
We present the non-equivalent Heisenberg subalgebras of A
(1)
2 and A
(1)
3 (see also [19]
and [40]). We shall realize An in terms of the fundamental representation of sl(n+ 1,C);
then, the basis (5.4) is just
Hi = Ei,i , E(ej−ek) = Ek,j , (A.1)
where Ej,k is the (n + 1) × (n + 1) matrix whose only non-vanishing entry is a 1 at the
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position (j, k). Here, we do not mention neither the principal Heisenberg subalgebra,
associated to [n+1], nor the homogeneous Heisenberg subalgebra, associated to [1, . . . , 1].
A2 :
• [w] = [2, 1] (A1 ⊂ A2): Nsw = 4, and
Hsw = diag
(
4
2 · 2
(1,−1) ∪ (0)
)
7→ diag (1, 0,−1) , (A.2)
where the arrow indicates that we have ordered the components of Hsw ; in this case,
γ1 7→ γ1, γ2 7→ γ3, and γ3 7→ γ2. Then,
sw = (2, 1, 1) , and g0(sw) = u(1)
2 . (A.3)
The generators of the Heisenberg subalgebra are
b4m = z
m
 1 1
−2
 7→ zm
 1 −2
1
 ,
b2+4m = z
m
 0 1z 0
0
 7→ zm
 10
z
 , m ∈ Z , (A.4)
where the arrow indicates the same permutation of components as in (A.2), and the
subscripts are the grades with respect to sw. As we have explained in the main text,
this permutation corresponds to a change of the basis of the simple roots through
conjugation with the Weyl group, to ensure that Hsw indeed induces a Z-gradation.
Notice that the elements of H[w] have block-diagonal form before performing this
permutation.
To illustrate the non-uniqueness of the gradation sw, let us point out that the gen-
erators b4m and b2+4m have definite grade with respect to any gradation of the form
sw
′ = m(s1 + s2, s1, s2) their grades being 2m(s1 + s2) and (1 + 2m)(s1 + s2), respec-
tively.
A3 :
• [w] = [3, 1] (A2 ⊂ A3): Nsw = 3, and
Hsw = diag
(
3
2 · 3
(2, 0,−2) ∪ (0)
)
7→ diag (1, 0, 0,−1) ; (A.5)
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then,
sw = (1, 1, 0, 1) , and g0(sw) = A1 ⊕ u(1)
2 . (A.6)
The generators of the Heisenberg subalgebra are
b3m = z
m

1
1
1
−3
 7→ zm

1
1
−3
1
 ,
b1+3m = z
m

0 1 0
0 0 1
z 0 0
0
 7→ zm

0 1 0 0
0 0 0 1
0 0 0 0
z 0 0 0
 ,
b2+3m = z
m

0 0 1
z 0 0
0 z 0
0
 7→ zm

0 0 0 1
z 0 0 0
0 0 0 0
0 z 0 0
 . (A.7)
• [w] = [2, 2] (A1 ⊕ A1 ⊂ A3): Nsw = 2,
Hsw = diag
(
2
2 · 2
(1,−1) ∪
2
2 · 2
(1,−1)
)
7→ diag (
1
2
,
1
2
,−
1
2
,−
1
2
) , (A.8)
sw = (1, 0, 1, 0) , g0(sw) = A1 ⊕ A1 ⊕ u(1) , (A.9)
and
b2m = z
m

1
1
−1
−1
 7→ zm

1
−1
1
−1
 ,
b
(1)
1+2m = z
m

0 1
z 0
0
0
 7→ zm

0 0 1 0
0 0 0 0
z 0 0 0
0 0 0 0
 ,
b
(2)
1+2m = z
m

0
0
0 1
z 0
 7→ zm

0 0 0 0
0 0 0 1
0 0 0 0
0 z 0 0
 , (A.10)
where the superscripts distinguish the different generators of H[w] having the same
sw-grade.
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• [w] = [2, 1, 1] (A1 ⊂ A3): Nsw = 4,
Hsw = diag
(
4
2 · 2
(1,−1) ∪ (0) ∪ (0)
)
7→ diag (1, 0, 0,−1) , (A.11)
sw = (2, 1, 0, 1) , g0(sw) = A1 ⊕ u(1)
2 , (A.12)
and
b
(1)
4m = z
m

1
1
−2
0
 7→ zm

1
0
−2
1
 ,
b
(2)
4m = z
m

0
0
−1
1
 7→ zm

0
1
−1
0
 ,
b2+4m = z
m

0 1
z 0
0
0
 7→ zm

0 0 0 1
0 0 0 0
0 0 0 0
z 0 0 0
 . (A.13)
For A4 and A5 we just show the gradations sw and the grades of the elements of the
corresponding Heisenberg subalgebras. First, for the conjugacy classes of the Weyl group
of A4,
Conjugacy Gradation sw Grades of H[w]
class [w]
[4, 1] (2, 2, 1, 1, 2) (0, 2, 4, 6) mod 8
[3, 2] (4, 1, 3, 3, 1) (0, 4, 6, 8) mod 12
[3, 1, 1] (1, 1, 0, 0, 1) (0, 0, 1, 2) mod 3
[2, 2, 1] (2, 0, 1, 1, 0) (0, 0, 2, 2) mod 4
[2, 1, 1, 1] (2, 1, 0, 0, 1) (0, 0, 0, 2) mod 4
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and, second, for the Weyl group of A5,
Conjugacy Gradation sw Grades of H[w]
class [w]
[5, 1] (1, 1, 1, 0, 1, 1) (0, 1, 2, 3, 4) mod 5
[4, 2] (2, 1, 1, 2, 1, 1) (0, 2, 4, 4, 6) mod 8
[4, 1, 1] (2, 2, 1, 0, 1, 2) (0, 0, 2, 4, 6) mod 8
[3, 3] (1, 0, 1, 0, 1, 0) (0, 1, 1, 2, 2) mod 3
[3, 2, 1] (4, 1, 3, 0, 3, 1) (0, 0, 4, 6, 8) mod 12
[3, 1, 1, 1] (1, 1, 0, 0, 0, 1) (0, 0, 0, 1, 2) mod 3
[2, 2, 2] (1, 0, 0, 1, 0, 0) (0, 0, 1, 1, 1) mod 2
[2, 2, 1, 1] (2, 0, 1, 0, 1, 0) (0, 0, 0, 2, 2) mod 4
[2, 1, 1, 1, 1, ] (2, 1, 0, 0, 0, 1) (0, 0, 0, 0, 2) mod 4
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