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Abstract— We study the ergodic capacity of a fre-
quency-selective Rayleigh fading channel with corre-
lated scattering, which finds application in the area of
UWB. Under an average power constraint, we consider
a single-user, single-antenna transmission. Coherent
reception is assumed with full CSI at the receiver and
no CSI at the transmitter. We distinguish between
a continuous- and a discrete-time channel, modeled
either as random process or random vector with generic
covariance. As a practically relevant example, we exa-
mine an exponentially attenuated Ornstein-Uhlenbeck
process in detail. Finally, we give numerical results,
discuss the relation between the continuous- and the
discrete-time channel model and show the significant
impact of correlated scattering.
I. Introduction
Due to the increasing role of wireless communication
it is important to determine the maximum achievable in-
formation rates over multipath fading channels. Assuming
an ergodic fading process and sufficiently relaxed decoding
constraints, such that fluctuations of the channel strength
can be averaged out, then the ergodic capacity is a suitable
performance measure. It basically represents the average
over all instantaneous channel capacities [1], [2].
In this paper, we examine the ergodic capacity of a
single-user, single-antenna channel with full channel state
information (CSI) at the receiver. The assumption of
coherent reception is reasonable if the fading is slow in
the sense that the receiver is able to track the channel
variations. The transmitter has no CSI but knows the
statistical properties of the fading. Further, we imply
an average power constraint on the channel input and
Rayleigh-distributed fading.
Under the above constraints, the ergodic capacity was
investigated for the case of flat Rayleigh fading, e.g., in
[3], [4], [5]. The recent interest in ultra-wideband (UWB)
technologies makes it important to examine the capacity
also of frequency-selective fading channels. As related
information-theoretic work, consider for instance [6],[7],
where in [6] a model with two scattered components was
studied. In [7] a multi-antenna system was considered,
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which can be adapted to serve as model for a single-
antenna, frequency-selective fading channel. However, in
either case uncorrelated scattering is assumed, which does
not necessarily apply to UWB channels, as repeatedly
documented in the literature [8], [9], [10]. This is one
basic difference between conventional and UWB channels.
In this paper, we study the ergodic capacity of frequency-
selective fading channels with correlated scattering. To the
best of our knowledge this has not previously been exa-
mined in the literature. We consider models appropriate
to characterize small-scale fading effects, i.e., fading due to
constructive and destructive interference of multiple signal
paths. We assume the small-scale fading to be Rayleigh
distributed, which is not standard in UWB channel mode-
ling [9]. However, detailed statistical evaluation of mea-
surements in [10] support this assumption also for UWB.
Furthermore, in [11] it is shown that the capacity of the
Rayleigh fading channel provides a tight approximation,
even if other fading statistics are employed.
We distinguish between a continuous- and a discrete-
time channel, where the channel impulse response (CIR)
is either modeled as random process or random vector with
generic covariance. Since both models are important, they
are treated in parallel. The former is more general and
more suitable to analysis, whereas the latter is more ade-
quate for computer simulations and parameter estimation
from measured data. Note, with the discrete approach we
model equidistant samples of the CIR rather than variable-
distant physical paths as in [12]. Modeling the sampled
impulse response better describes the effective channel and
is considered more robust since only aggregate physical ef-
fects need to be reflected [10]. This is particularly relevant
where frequency-selective propagation phenomena occur.
For the continuous-time Rayleigh fading channel, we
examine a detailed example with special covariance. We
utilize an exponentially attenuated Ornstein-Uhlenbeck
process being mathematically tractable and capturing
an exponential power decay, which is common in UWB
channel modeling [9], [12]. Additionally, it incorporates
exponentially correlated scattering as measured in [8].
This paper is organized as follows: Section II specifies
the channel models, and in Section III we derive respective
expressions for the ergodic capacity. In Section IV we ana-
lyze the example of an exponentially attenuated Ornstein-
Uhlenbeck process, give numerical results, and discuss the
relations between the continuous- and the discrete-time
model. Section V finally concludes the paper.
The following notation is used. The operator E[·] de-
notes expectation, j is the imaginary unit, and X is the
complex conjugate of X . We use the abbreviations R-
integral for Riemann integral and i.i.d. for independent
and identically distributed. A wide-sense stationary ran-
dom process is referred to as stationary process. We define
the sets ZK :={0, . . . ,K − 1}, K ∈N, and W:=
(
–W2 ,
W
2
)
,
W > 0. Further, X = (Xk), k ∈ZK , represents a column
vector of size K with components Xk. Matrix notation is
equivalent using two indices.
II. Channel models
As general fading multipath channel model we consider
a linear time-varying system with equivalent lowpass im-
pulse response (Hτ,t) being a complex random process in
the time variable t∈R and the delay parameter τ ∈R.
Then a realization h(τ, t) := Hτ,t(ω) is the channel re-
sponse at time t due to an impulse at time t− τ [1], [13].
Next, for fixed τ we assume the channel to be invariant
within coherence intervals of fixed length. Hence, we may
consider the random process (Hτ,n), τ ∈R, in the discrete
time variable n∈Z. Further, we imply (Hτ,n) to be sta-
tionary and independent for fixed τ , which corresponds to
the block fading model. As a consequence of this major
simplification we are able to drop the time index n and
model the channel as random process (Hτ ) in the delay
variable τ ∈R. Another widely-used assumption of uncor-
related scattering, i.e., E[HτHτ ′ ] = 0 for τ, τ
′ ∈R with
τ 6= τ ′, does not necessarily hold [8], [9], [10]. Therefore,
we assume correlated scattering, which is a substantial dif-
ference to previous work.
In addition to fading we assume additive white Gaussian
noise (AWGN) at the receiver. Below, we distinguish bet-
ween a continuous- and a discrete-time channel. Thus the
noise is either modeled as complex white Gaussian process
(Zt), t∈R, with i.i.d. real and imaginary part, each of zero
mean and power spectral density N02 or as complex white
Gaussian process (Zn), n∈Z, with i.i.d. real and imagi-
nary part, each of zero mean and variance N02 .
Next, we will specify stochastic properties of (Hτ ) to
obtain a Rayleigh fading channel model for continuous and
discrete time.
A. Continuous-Time Rayleigh Fading Channel Model
Let (X˜τ ), (Y˜τ ), τ ∈R, be real stationary i.i.d. Gaussian
processes with zero mean and continuous covariance func-
tion R˜. Let g be an R-integrable function, i.e.,
∫∞
−∞ g(τ) dτ
exists as improper R-integral. We define
g(τ) := u(τ)1[0,∞)(τ), τ ∈ R, (1)
with 1A the indicator function being 1 if τ ∈A and 0 oth-
erwise. Then (Xτ ) := (X˜τg(τ)), (Yτ ) := (Y˜τg(τ)), τ ∈R,
are real i.i.d. Gaussian processes with zero mean and co-
variance function
R(τ, τ ′) = R˜(τ − τ ′)g(τ)g(τ ′), τ, τ ′ ∈ R. (2)
The indicator 1A is introduced since only delays τ ≥ 0
are meaningful and u is some suitable function modeling
power decay over τ . Thus, (Xτ ), (Yτ ) are attenuated,
non-stationary versions of (X˜τ ), (Y˜τ ) with Xτ = Yτ =0
for τ < 0. Finally, the continuous-time Rayleigh fading
channel model is defined as (Hτ ) := (Xτ + jYτ ), τ ∈R.
Note, by now nothing is said about band- or time-
limitation of the channel. Combining a stationary process
with a decaying function allows us to take advantage of
well-investigated random processes as described, e.g., in
[14, Ch. 3.5/3.7] while capturing the decaying nature of
measured CIRs. For normalization we will use the constant
c := 2
∫∞
−∞R(τ, τ) dτ , which represents the mean energy
contained in (Hτ ). It is finite if g
2 is R-integrable. This
is obviously a reasonable assumption from a practical
viewpoint. Further conditions of R˜ being continuous and
g being R-integrable we will motivate later.
Uncorrelated scattering can also be included in the con-
tinuous model utilizing a covariance function R˜ in form of
a Dirac delta distribution, i.e., R˜(τ˜ )= c˜δ(τ˜ ) for some c˜ > 0.
However, to rigorously derive the ergodic capacity in this
case we need to extend the mathematical tools applied in
this work, as will be briefly discussed in Section III.
B. Discrete-Time Rayleigh Fading Channel Model
For the discrete-time model we assume the channel to be
band-limited to W. Then (Hτ ) can be sampled at delays
τ = lW , l∈Z, to obtain the complex random process (Hl)
in the discrete delay variable l∈Z. Note, we have infinite
expansion in delay due to band-limitation and Hl=0 for
l < 0 due to Hτ =0 for τ < 0. In the following we will refer
to Hl as the l-th channel tap. Next, we approximate (Hl),
l∈Z, by a random vector H := (H0, . . . , HL−1) of size
L := ⌊WTd⌋+ 1. Here, L models the number of significant
channel taps with Td being the channel delay spread. This
practically feasible approximation is well-founded since
CIRs are sufficiently close to zero for delays τ >Td, which
is mathematically captured by u in (1). Note, for flat
fading we have L=1, for frequency-selective fading we
have L> 1, and for UWB we clearly have L≫ 1. Finally,
we denote the L-dimensional complex random vector H
as H =X+jY , where X,Y are real i.i.d. Gaussian vectors
with zero mean and covariance matrix
Γ := (γik), γik := ̺ikσiσk, i, k ∈ ZL. (3)
Therein, 2σ2l is the mean power of the l-th channel tap
Hl with σ
2
l :=E[X
2
l ] =E[Y
2
l ] =E[|Hl|2]/2. If we define
pre := pim := (σ
2
l ), l∈ZL, then p := pre + pim is the mean
power delay profile, which is related to u in (1). The coef-
ficients ̺ik represent the normalized correlation between
tap Hi and Hk. Uncorrelated scattering is included as a
special case, where the covariance satisfies Γ=diag(p/2).
For normalization we set the mean power of H to 1, i.e.,∑L−1
l=0 σ
2
l =
1
2 . Subsequently, we refer to the above defined
model as the discrete-time Rayleigh fading channel.
III. Calculation of Ergodic Capacity
We now calculate the ergodic capacity for the defined
continuous- and discrete-time Rayleigh fading channel un-
der the general conditions specified in the beginning of
the introduction. Unless stated otherwise, capacity expres-
sions are given in [bits/s] for the continuous model and in
[bits/s/Hz] for the discrete model.
A. Capacity Formulae
In the continuous case the ergodic capacity within the
frequency band W is calculated by [6], [1]
C = E
[ ∫ W/2
−W/2
log2
(
1 + α |Hˆf |2
)
df
]
, (4)
where (Hˆf ) := (
∫∞
−∞ e
−j2pifτHτdτ), f ∈R, is the Fourier
transform of the process (Hτ ) and α :=
P
N0W
defines the
average signal-to-noise ratio (SNR). The type of integral
to calculate C and Hˆf is a stochastic R-integral as defined,
e.g., in [15, Ch. 3.4]. Clearly, its existence is necessary for
these quantities to make sense. Expression (4) is valid
assuming an information carrying complex envelope input
signal band-limited to W with constant power spectral
density PW and mean power constraint P .
For the discrete-time channel model (4) is also appli-
cable if the discrete-time Fourier transform (DTFT), i.e.,
Hˆf :=
∑L−1
l=0 Hle
−j2pifl/W , f ∈W, is used to calculate the
spectrum of the channel vector H . However, with the dis-
crete approach we aim at a numerically easy-to-compute
model, preferably discrete in the frequency domain as well.
Therefore, we approximate the DTFT by anN -point DFT,
i.e., evaluating the spectrum at N points. Thus we calcu-
late Hˆn := Hˆf |f=nW/N , n∈ZN , and obtain the complex
random vector Hˆ := (Hˆ0, . . . , HˆN−1). This actually means
we are dividing the spectrum into N flat, parallel sub-
channels which corresponds to an OFDM-based system ap-
proach with N sub-carriers [2, Ch. 5.3.3/5.4.7]. The er-
godic capacity is then given by
CN = E
[
1
N
N−1∑
n=0
log2(1 + α |Hˆn|2)
]
, (5)
where α again means average SNR, now α := PN0 . Con-
sidering the parallel channels in frequency, the AWGN
process at the receiver translates into a complex zero
mean Gaussian random vector with independent real and
imaginary parts with N independent components each
having variance N02 . The average power constraint of P
on each discrete-time channel input symbol converts to
NP on the set of sub-channels (per OFDM symbol). Note
that WCNN → C as N →∞.
In the following we evaluate (4) and (5).
B. Continuous-Time Rayleigh Fading Channel
Theorem 1: The ergodic capacity (4) of the continuous-
time Rayleigh fading channel is given by
C = 1ln(2)
∫ W/2
−W/2
exp
(
1
2α σˆ2(f)
)
Ei1
(
1
2α σˆ2(f)
)
df, (6)
where
σˆ2(f)=
∫ ∞
0
∫ ∞
0
R(τ, τ ′) cos (2π(τ – τ ′)f) dτ dτ ′, f ∈ R, (7)
with R as defined in (2) and Eim(z) :=
∫∞
1
e−tzt−mdt. In
particular, Ei1(z)= –Ei(–z) with Ei the exponential inte-
gral [16, 5.1]. If R˜ in (2) satisfies R˜(τ˜ )= c˜δ(τ˜ ), we have
uncorrelated scattering and obtain
C = Wln(2) exp
(
1
cα
)
Ei1
(
1
cα
)
, (8)
where c=2c˜
∫∞
−∞ g
2(τ) dτ is the only parameter of the CIR
that has an influence on the capacity. Expression (8) is well
known and was already derived in [6].
Proof: Here we just provide the main parts of the
proof that allow to understand the underlying methods. A
complete proof containing omitted details is given in [17].
Relevant properties of stochastic R-integrals and of mean
square calculus can also be found in [18, Ch. 2.1-2/8.1-2],
[15, Ch. 3.3/3.4/3.6], [19, Ch. 8-4.].
(i) Stochastic R-integral : Let (Uτ ), τ ∈R, be a complex
random process with E[|Uτ |2]<∞. Then it can be shown
that the stochastic R-integral IU :=
∫∞
−∞ Uτ dτ exists if and
only if E[UτU τ ′ ] is R-integrable, i.e.,∫ ∞
−∞
∫ ∞
−∞
E[UτUτ ′ ] dτ dτ
′ (9)
exists as improper R-integral. Then we obtain
E[IU ] =
∫ ∞
−∞
E[Uτ ] dτ. (10)
If we have another complex process (Vτ ), τ ∈R, with
E[|Vτ |2]<∞ for which IV :=
∫∞
−∞ Vτ dτ exists, then it can
further be shown that
E[IU IV ] =
∫ ∞
−∞
∫ ∞
−∞
E[UτV τ ′ ] dτ dτ
′. (11)
(ii) Existence of (Hˆf ): We use (9) to prove that the
Fourier transform (Hˆf )= (
∫∞
−∞ e
−j2pifτHτdτ), f ∈R, of
the CIR (Hτ ), τ ∈R, exists. Thus we set Uτ := e−j2pifτHτ
and obtain (9) with E[UτU τ ′ ] = 2R(τ, τ
′)e−j2pifτ ej2pifτ
′
,
where R is the covariance given in (2). If R in (2) is such
that R˜ is continuous and g is R-integrable then (9) exists
for all f ∈R and hence (Hˆf ). Note, for (Hˆf ) to exist, we
can alternatively require R to be R-integrable.
(iii) Distribution of (Hˆf ): It can be shown that any
linear transformation of a Gaussian process is a Gaussian
process. Thus (Hˆf ) is a complex Gaussian process com-
posed of two real Gaussian processes (Xˆf ) := (Re[Hˆf ]) and
(Yˆf ) := (Im[Hˆf ]). The process (Xˆf ) has zero mean, which
follows from (10) with Uτ :=Re[e
−j2pifτHτ ] and from
E[Hτ ] = 0. We calculate the covariance of (Xˆf ) using (11)
with Uτ as before and Vτ :=Re[e
−j2pif ′τHτ ] resulting in
E[Xˆf Xˆf ′ ]=
∫∞
0
∫∞
0 R(τ, τ
′) cos (2π(τf − τ ′f ′)) dτ dτ ′ for
f, f ′ ∈R and R as in (2). Correspondingly, we show with
Re[·] replaced by Im[·] that the process (Yˆf ) has zero mean
and identical covariance. Again we use (11) with Uτ :=
Re[e−j2pifτHτ ] and Vτ := Im[e−j2pif
′τHτ ] to determine
the cross-covariance between (Xˆf ) and (Yˆf ). We obtain
E[Xˆf Yˆf ′ ] =
∫∞
0
∫∞
0
R(τ, τ ′) sin (2π(τf − τ ′f ′)) dτ dτ ′ for
f, f ′ ∈R and E[Xˆf Yˆf ′ ]=−E[Xˆf ′ Yˆf ]. Thus the processes
(Xˆf ), (Yˆf ) are identically distributed but not independent.
(iv) Distribution of |Hˆf |2: From (iii) it follows for any
f ∈R that Xˆf , Yˆf are i.i.d. Gaussian random variables
having zero mean and variance E[Xˆ2f ] = σˆ
2(f) with σˆ2(f)
as in (7). Thus |Hˆf |2= Xˆ2f + Yˆ 2f is an exponentially dis-
tributed random variable with probability density function
qf (zˆ)= (2σˆ
2(f))−1 exp[(2σˆ2(f))−1zˆ], zˆ ≥ 0.
(v) Existence and calculation of C: The criterion (9) for a
stochastic R-integral to exist and the properties (10), (11)
are also valid for finite integration boundaries. Thus if we
set Uf := log2(1+α |Hˆf |2) then IU :=
∫W/2
−W/2 Uf df exists if
and only if E[UfUf ′ ] is R-integrable over W
2. Due to the
finite integration boundaries it is sufficient to show that
E[UfUf ′ ] is continuous. This is equivalent to E[U
2
f ] being
continuous. The continuity of E[U2f ] can either be shown
directly or equivalently by showing that the process (Uf )
is continuous in mean square. Now we can apply (10) and
obtain C =E[IU ] =
∫W/2
−W/2E[Uf ] df . We calculate E[Uf ] by
evaluating the integral E[Uf ] =
∫∞
0 log2(1 + α zˆ)qf (zˆ) dzˆ
with qf as in (iv). Finally, this yields (6).
(vi) Uncorrelated scattering: The covariance R in (2)
becomes R(τ, τ ′)= c˜δ(τ − τ ′)g(τ)g(τ ′) for R˜(τ˜ )= c˜δ(τ˜ ).
Plugging R into (7) and using the fundamental property
of the Dirac distribution of
∫∞
−∞ h(τ)δ(τ − τ ′) dτ = h(τ ′)
yields σˆ2(f)= c˜
∫∞
−∞ g
2(τ) dτ , independent of f . Then
(6) immediately implies (8). Note, this is only a formal
derivation. The introduced mathematical tools are not
applicable to random processes with Dirac-type covariance
functions, which do not even exist in the classical sense.
A rigorous mathematical treatment involves stochastic
differential equations. 
C. Discrete-Time Rayleigh Fading Channel
Theorem 2: The ergodic capacity (5) of the discrete-
time Rayleigh fading channel is given by
CN =
1
N ln(2)
N−1∑
n=0
exp
(
1
2α σˆ2n
)
Ei1
(
1
2α σˆ2n
)
(12)
where
σˆ2n =
L−1∑
i=0
L−1∑
k=0
γik cos (2π(i− k)n/N), n ∈ ZN , (13)
with γik as in (3). If (3) satisfies Γ=diag(σ
2
0 , . . . , σ
2
L−1), we
have uncorrelated channel taps (uncorrelated scattering)
and obtain
CN =
1
ln(2) exp
(
1
α
)
Ei1
(
1
α
)
=: Cus, (14)
independent of L,N , and the mean power delay profile
(σ20 , . . . , σ
2
L−1). Expression (14) is identical to the capacity
of the flat Rayleigh fading case as derived in [3], [4].
Proof: Theorem 2 is similarly proved as Theorem 1 but
with less effort. We may write the N -point DFT Hˆ of the
channel vector H using matrix notation. Let Φ := (ϕnl)
with ϕnl := e
−j2nl/N , n∈ZN , l∈ZL, then Hˆ =ΦH . The
existence of Hˆ is now evident. Further, transforming a
complex Gaussian vector this way yields a complex Gaus-
sian vector [18, 7.5-2] with Xˆ :=Re[Hˆ ], Yˆ := Im[Hˆ ] being
real Gaussian vectors. We calculate means and covariances
using the linearity of E[·] and the independence of X =
Re[H ] and Y = Im[H ]. We obtain that Xˆ, Yˆ are identically
distributed with zero mean and covariance E[XˆnXˆn′ ] =∑L−1
i=0
∑L−1
k=0 γik cos (2π(in− kn′)/N) for n, n′ ∈ZN and
γik as in (3). The cross-covariance is given by E[XˆnYˆn′ ] =∑L−1
i=0
∑L−1
k=0 γik sin (2π(in− kn′)/N) for n, n′ ∈ZN with
E[XˆnYˆn′ ] =−E[Xˆn′ Yˆn]. It follows for all n∈ZN that Xˆn,
Yˆn are i.i.d. Gaussian random variables with zero mean
and variance E[Xˆ2n] = σˆ
2
n with σˆ
2
n as in (13). Therefore,
|Hˆn|2= Xˆ2n + Yˆ 2n is again an exponentially distributed
random variable with parameter (2σˆ2n)
−1. Now we ex-
change summation and expectation in (5) and evaluate
E[log2(1 + α |Hˆn|2)] to obtain (12). Finally, if we have
uncorrelated scattering, i.e., Γ in (3) is diagonal, then
σˆ2n=
∑L−1
l=0 σ
2
l =
1
2 for n ∈ ZN , and (12) implies (14). 
IV. Example: Exponentially attenuated
Ornstein-Uhlenbeck process
Now, we consider an example for the continuous-time
Rayleigh fading channel with special covariance. We use
an exponentially attenuated Ornstein-Uhlenbeck process
capturing an exponential power decay. This is a common
assumption in UWB channel modeling and was justified
by measurements [9], [12]. In addition, it incorporates ex-
ponentially correlated scattering. Based on UWB channel
measurements, a similar correlation model was used in [8].
Finally, we discuss relations to the discrete-time model.
A. Definition
A stationary Ornstein-Uhlenbeck process is a real Gaus-
sian processes with zero mean and covariance function
R˜(τ − τ ′) := d2ae−a|τ−τ
′| for τ, τ ′ ∈R with parameters
a, d> 0 [14, Ch. 3.7.2/3.7.3]. Using the notation of Sec-
tion II-A we set (X˜τ ), (Y˜τ ) to be normalized Ornstein-
Uhlenbeck processes with d := 2a and specify the attenu-
ation function u in (1) as u(τ) :=
√
bc e−bτ for τ ∈R with
parameters b, c> 0, where c is the constant defined in Sec-
tion II-A. We obtain the attenuated Ornstein-Uhlenbeck
processes (Xτ )= (X˜τg(τ)), (Yτ )= (Y˜τg(τ)), τ ∈R, repre-
senting independent real and imaginary part of (Hτ ), each
with covariance function
R(τ, τ ′) = ce−a|τ−τ
′|be−b(τ+τ
′)
1[0,∞)(τ)1[0,∞)(τ
′), (15)
for τ, τ ′ ∈R.
B. Analytical Calculations
The expressions given in this subsection are derived in
the Appendix in condensed form.
Calculating (7) using (15) we get
σˆ2(f) =
c(a+ b)
(a+ b)2 + (2πf)2
(16)
by elementary integration. One representation of the closed
form solution of (6) is given by
C = Wln(2)
∞∑
n=0
1
n+1
n∑
k=0
1
k+2L
1
2
k (β1W
2/4)L
− 12
n−k(β1β2), (17)
where Lµk is the generalized Laguerre polynomial of order k
[20, 8.970], β1 := 2π
2/(αc(a+b)), and β2 := (a+b)
2/(4π2).
Upper and lower bounds for (17) are given by
Cθ =W log2
(
1 + 2e−θασˆ2(W/2)
)− 4√β2ln(2) arctan
(
W/2√
β2
)
+
4
√
β2+e−θ/β1
ln(2) arctan
(
W/2√
β2+e−θ/β1
)
, (18)
where we have an upper bound for θ=0 and a lower bound
for θ= γ with γ being the Euler constant.
In case the effect of the channel outside the band W
is negligible, i.e., W is sufficiently large (depending on
the parameters a, b, c, α), then (17) can be closely ap-
proximated by integrating (6) with (16) over entire R
yielding
C≈ = piln(2)√β1 exp(β1β2)Γ(
1
2 , β1β2), (19)
where Γ(µ, z) :=
∫∞
z
e−ttµ−1dt is the incomplete gamma
function [20, 8.350.2].
Note, C≈ in (19) is just an approximate expression for
proper parameter ranges but not the capacity for infinite
bandwidth, i.e., not limW→∞ C since α and thus β1 de-
pend on W as well.
C. Numerical Results and Relation to the Discrete-Time
Rayleigh Fading Channel
Here, we give numerical examples for the previously de-
rived expressions and show the connection to the discrete-
time channel. To do so, we first define two constants for
the continuous-time channel. Let εˆ∈ (0, 1) be the portion
of the channel within the frequency band W in terms of
mean energy, i.e., εˆ := 2c
∫W/2
−W/2 σˆ
2(f) df , where c is defined
in Section II-A. If we fix εˆ, then we getW = a+bpi tan(
pi
2 εˆ) by
elementary integration. Further let ε∈ (0, 1) be the portion
of the channel within the time interval [0, Td] in terms of
mean energy, i.e., ε := 2c
∫ Td
0 R(s, s) ds. If we fix ε, then we
get Td=
−1
2b ln(1− ε) by elementary integration.
Consider the continuous-time channel within the fre-
quency bandW. To represent this channel by the discrete-
time model we sample the covariance function R of (15)
over the range [0, Td]× [0, Td] by 1W -spacing to get the
covariance matrix Γ of (3). We normalize Γ to have channel
vectors with unit mean energy as stated in Section II-B.
In addition, we choose ε to be close to 1, i.e., truncation in
time is negligible. Note, this discrete version of the channel
resembles the behavior of the continuous channel in time
domain. However, the spectrum is different due to aliasing
since the Ornstein-Uhlenbeck process is not band-limited
because of (16). This, in turn, is negligible if εˆ is close to 1.
To obtain equality in frequency domain, we have to sample
a lowpass-filtered version of the continuous channel, which
of course has different behavior in time. Since we aim at
equivalence in time, we consider the former approach.
Finally, for the discrete and the continuous model to be
comparable we have to set c :=W/εˆ.
As a numerical example, we set a := b := 12 , and ε :=
0.998 resulting in Td=6.2146, when normalized to sec-
onds. In Example 1 (Fig. 1), we set εˆ := 0.998 leading
to W =101.32, when normalized to [Hz], c=101.52, and
L=630. In Example 2 (Fig. 2), we set εˆ := 0.800 leading
to W =0.9796, c=1.2245, and L=7. Capacity expres-
sions are considered as function of α and are given in
[bits/s/Hz], where normalization to the respective band-
width W is performed if required. The values of C/W
are obtained by numerically evaluating (6) and CN is
computed with N =6300. As reference curves the AWGN
channel capacity Cawgn= log2(1 + α) is plotted. Another
reference is the capacity Cus for uncorrelated channel taps
(14), which is an upper bound for the correlated case due
to Jensen’s inequality.
We observe differences between CN and C/W which are
due to the applied approximations, i.e., truncation in time,
aliasing, and discretization of spectrum. They are prima-
rily minor, particularly in Example 2, but increase with α.
The distance to Cus is considerable in Fig. 1 but small in
Fig. 2. This depends on the concentration of the spectrum
within the considered band, which in turn is controlled
by the degree of correlation (parameter a) and the de-
lay spread (parameter b). The tightness of the bounds is
parameter-dependent. Especially the lower bound in Fig. 2
is very tight for α> 15dB. Finally, C is well approximated
by C≈ in Example 1 for α< 15dB but is inappropriate in
Example 2, since εˆ is not close enough to 1.
V. Conclusion
In this paper, we determined the ergodic capacity of
a frequency-selective Rayleigh fading channel with cor-
related scattering. We considered a continuous- and a
discrete-time channel and examined a detailed exam-
ple incorporating exponential power decay and exponen-
tially correlated scattering. Analytical, approximate, and
bounding expressions as well as numerical results were pre-
sented and the relation between continuous- and discrete-
time models were discussed. The results illustrate sig-
nificant differences between the capacities for correlated
and uncorrelated scattering. Future work includes for
example: considering other stationary processes, assuming
non-perfect CSI, further elaborating (17), analyzing the
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outage capacity, or estimating model parameters from
measured data.
Appendix
A. Derivation of (17):
(i) Using (16) in (6) and Ei1(x)e
x =
∑∞
n=0
1
n+1Ln(x)
[21, 5.11.1.4] we get C= 1ln(2)
∑∞
n=0
1
n+1I1 with I1 :=∫W/2
−W/2 Ln(β1(β2 + f
2)) df by Lebesgue’s theorem.
(ii) Using the substitution s = β1f
2 and Ln(x + y) =∑n
k=0 L
− 12
k (x)L
− 12
n−k(y) [21, 4.4.2.3] then yields I1 =
β
− 12
1
∑n
k=0 L
− 12
n−k(β1β2)I2 with the remaining integral
I2 :=
∫ β1(W/2)2
0
s−
1
2L
− 12
k (s) ds.
(iii) Finally, we evaluate the term I2 using
∫ t
0 s
µLµk(s) ds =
1
k+µ+1 t
µ+1Lµ+1k (t) [21, 1.14.3.4] to get (17).
B. Derivation of (18):
We simply use the inequalities ln(1 + e
−γ
x ) < Ei1(x)e
x
[22, eq. (13)] and Ei1(x)e
x < ln(1 + 1x ) [16, 5.1.20] to re-
place the integrand. Then elementary integration and the
monotony of the integral yields (18).
C. Derivation of (19):
(i) Using (16) and infinite integration boundaries in
(6) we get C≈ = e
β1β2
ln(2)
√
β1
∫∞
0
es√
s
Ei1(s+ β1β2) ds by
again substituting s = β1f
2.
(ii) With
∫∞
0
et
t1−µ Ei1(t+ν) dt =
piν(µ−1)/2e−ν/2
sin(µpi) Wµ−12 ,
µ
2
(ν)
[21, 2.5.3.14] and W− 14 , 14 (y) = y
1
4 e
y
2 Γ(12 , y) [20,
9.236.1, 8.359.3], where Wκ,λ is the Whittaker’s
W-function [20, 9.220], we finally get (19).
Acknowledgment
The authors wish to thank Lothar Partzsch, Department
of Mathematics at Dresden University of Technology, for
valuable comments and discussions.
References
[1] E. Biglieri, J. Proakis, and S. Shamai, “Fading Channels:
Information-Theoretic and Communications Aspects,” IEEE
Trans. Inf. Theory, vol. 44, no. 6, pp. 2619–2692, Oct. 1998.
[2] D. Tse and P. Viswanath, Fundamentals of Wireless Commu-
nication. Cambridge University Press, Apr. 2005.
[3] T. Ericsson, “A Gaussian Channel with Slow Fading,” IEEE
Trans. Inf. Theory, vol. IT-16, pp. 353–356, 1970.
[4] W. C. Y. Lee,“Estimate of Channel Capacity in Rayleigh Fading
Environment,” IEEE Trans. Veh. Technol., vol. 39, no. 3, pp.
187–189, Aug. 1990.
[5] A. J. Goldsmith and P. P. Varaiya, “Capacity of Fading Chan-
nels with Channel Side Information,” IEEE Trans. Inf. Theory,
vol. 43, no. 6, pp. 1986–1992, Nov. 1997.
[6] L. H. Ozarow, S. Shamai, and A. D. Wyner, “Information The-
oretic Considerations for Cellular Mobile Radio,” IEEE Trans.
Veh. Technol., vol. 43, no. 2, pp. 359–378, May 1994.
[7] H. Bo¨lcskei, D. Gesbert, and A. J. Paulraj, “On the Capacity of
OFDM-based Spatial Multiplexing Systems,” IEEE Trans. Inf.
Theory, vol. 50, no. 2, pp. 225–234, Feb. 2002.
[8] S. S. Ghassemzadeh, L. J. Greenstein, T. Sveinsson, A. Kavcic,
and V. Tarokh, “UWB Delay Profile Models for Residential and
Commercial Indoor Environments,” IEEE Trans. Veh. Technol.,
vol. 54, no. 4, pp. 1235–1244, July 2005.
[9] A. F. Molisch, “Ultrawideband Propagation Channels – The-
ory, Measurement, and Modeling,” IEEE Trans. Veh. Technol.,
vol. 54, no. 5, pp. 1528–1545, Sept. 2005.
[10] U. Schuster and H. Bo¨lcskei, “Ultrawideband Channel Modeling
on the Basis of Information-Theoretic Criteria,” IEEE Trans.
Wireless Commun., vol. 6, no. 7, pp. 2464–2475, July 2007.
[11] M. Mittelbach, C. Mu¨ller, and F. Bruder, “Impact of UWB
Channel Modeling on Outage and Ergodic Capacity,” in Proc.
of IEEE ICUWB 2007, Singapore, Sept. 2007.
[12] A. F. Molisch, J. R. Foerster, and M. Pendergrass, “Chan-
nel Models for Ultrawideband Personal Area Networks,” IEEE
Wireless Commun., vol. 10, no. 6, pp. 14–21, Dec. 2003.
[13] J. Proakis, Digital Communications, 4th edition. McGraw-Hill,
Aug. 2000.
[14] M. B. Priestley, Spectral Analysis and Time Series. London:
Academic Press, 1996.
[15] A. H. Jazwinski, Stochastic Processes and Filtering Theory.
New York: Academic Press, 1970.
[16] M. Abramowitz and I. A. Stegun, Handbook of Mathematical
Functions. New York: Dover Publications, 1965.
[17] C. Mu¨ller, M. Mittelbach, and K. Schubert, “Ergodic Capacity
of Frequency-Selective Rayleigh Fading Channels with Corre-
lated Scattering,” 2007, detailed paper in preparation.
[18] D. Middleton, An Introduction to Statistical Communication
Theory. Wiley-IEEE Press, Apr. 1996.
[19] W. B. Davenport, An Introduction to the Theory of Random
Signals and Noise. New York: McGraw-Hill, 1958.
[20] I. S. Gradshteyn, I. M. Ryzhik, and A. Jeffrey, Table of Integrals,
Series, and Products, corr. and enlarged 4th ed. New York:
Academic Press, 1990.
[21] A. P. Prudnikov, J. A. Brychkov, and O. I. Marichev, Integrals
and Series. New York: Gordon and Breach Science Publ., 1992,
vol. 2, Special functions.
[22] O. Oyman, R. U. Nabar, H. Bo¨lcskei, and A. J. Paulraj, “Tight
Lower Bounds on the Ergodic Capacity of Rayleigh Fading
MIMO Channels,” in Proc. IEEE Globecom 2002, Taipei, 2002.
