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Abstract
In this article a double boundary collocation approach based on the meshless radial basis function Hermitian method (symmetric
method) is proposed and compared with the conventional single collocation. In the double boundary collocation approach, at the
boundary collocation points the boundary condition and the governing partial differential equation are required to be satisfied
simultaneously instead of only the boundary condition as required in the single collocation. We are able to carry out this type of
algorithm due to the robustness of the proposed Hermite interpolation scheme, in which the resulting matrix will be non-singular
as long as the partial differential operators applied to each point are linearly independent, even if in a single node we impose two
different differential conditions. The results obtained with this new method are characterized by a higher precision especially for
the prediction of the fluxes at the boundaries. This is due to the higher order of continuity of the approximation at the boundary
points imposed by the double collocation.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The use of a mesh is a basic characteristic of traditional numerical approaches for the solution of partial differential
equations. It is the case for domain methods such as the finite difference, element and volume and also for boundary
methods such as the boundary element method. In the case of domain methods, assumptions are made for the local
approximation, which require internal mesh to support them. On the other hand, in the case on boundary methods, a
boundary mesh is required to obtain a numerical approximation of the resulting boundary integrals.
The construction of a mesh in two or more dimensions is a non-trivial problem. Usually, in practice, only low order
approximations are employed (none Hermitian) resulting in a continuous approximation of the function across the
mesh but not its partial derivatives. The discontinuity of the approximation of the derivative can adversely affect the
stability of the solution. Due to the fact that higher order schemes are necessary for more accurate approximations
of the spatial derivatives they usually involve additional computational cost. To increase the accuracy of low order
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schemes it is required that the computational mesh be refined with a higher density of elements in the regions near the
contours. This, however, is also achieved at the expense of increased computational cost.
During recent years, considerable effort has been given to the development of the so-called mesh-free methods
(meshless approach). The aim of this type of approach is to eliminate at least the structure of the mesh and approximate
the solution entirely using nodes values inside and/or in the boundary quasi-randomly distributed in the domain.
Recently, some significant developments in meshless methods for solving boundary value problems of partial
differential equations have been reported in the literature. For instance, the meshless local Petrov–Galerkin and local
boundary integral methods were given by Atluri and Zhu [1] and [2], respectively. These two methods basically
transform the original problem into a local weak formulation over each subdomain, and the shape functions were
constructed from using the moving least-squares approximation to interpolate the solution.
In this work we used a truly meshless numerical scheme based upon Hermite interpolation property of the radial
basis functions. In recent years the theory of radial basis functions (RBFs) has undergone intensive research and
enjoyed considerable success as a technique for interpolating multivariable data and functions.
Although most work to date on RBFs relates to scattered data approximation and in general to interpolation theory
there has recently been an increased interest in their use for solving PDEs. The approach which approximates the
whole solution of the PDE directly using RBFs is very attractive due to the fact that this is truly a mesh-free technique.
Kansa [3,4] introduced the concept of solving PDEs using RBFs (unsymmetric scheme or Kansa’s method). He
focused upon the multiquadric function and argued that PDEs are intrinsically related to the interpolation scheme
from which PDE solvers are derived.
The Kansa’s method has been applied successfully in several cases (see for example [5–7]). However, no existence
of solution and convergence analysis is available in the literature and for some cases, it has been reported that the
resulting matrix was extremely ill-conditioned and even singular for some distribution of the nodal points (see [8]).
Several techniques have been proposed to improve the conditioning of the coefficient matrix and the solution
accuracy, such as: the use of high order interpolation functions, replacement of global solvers by block partitioning,
LU decomposition schemes, matrix preconditioners, overlapping and non-overlapping domain decomposition etc.
(see [9]). Fedoseyev et al. [10] proposed an extension of the Kansa’s method by using additional collocation points.
A set of nodes at the boundary and beyond the boundary (at the exterior) is applied, where the governing equation is
required to be satisfied. It was found that the suggested approach yields more accurate results than when imposing
only the governing equation at internal nodes. In particular, significant improvement is achieved in the estimation of
the unknown boundary variables.
Although there is no proof of the robustness of the original Kansa’s methods, recently Ling et al. [11] showed
asymptotically feasibility of a generalized variant of this type of approach by using separated trial and test spaces.
Under this condition for a sufficiently dense set of M linearly independent continuous trial functions and a set of n test
points the resulting interpolation matrix has full rank M . Then by properly chosen trial centres the resulting Kansa’s
collocation matrix can be non-singular.
Fasshauer [12] suggested an alternative approach to the unsymmetric scheme based on the Hermite interpolation
property of the radial basis functions, which states that the RBFs not only are able to interpolate a given function but
also its derivatives. The convergence proof for RBF Hermite-Birkhoff interpolation was given by Wu [13] who also
proved the convergence of this approach when solving PDEs (see Wu [14] and Schaback and Franke [15]). Another
advantage of the Hermite-based approach is that the matrix resulting from the scheme is symmetric, as opposed to the
completely unstructured matrix of the same size resulting from unsymmetric schemes.
From a series of simple steady state numerical examples Fasshauer [12] concluded that it seems that the symmetric
method performs slightly better than the unsymmetric one. Jumarhon et al. [16] and Leitao [17] observed similar
improvement when using symmetric algorithms instead of unsymmetric. More recently Power and Barraco [18] found
that the unsymmetric method has some difficulties solving convection–diffusion problems at high Pe´clet number,
which we do not come across using the symmetry approach. Li and Chen [19] pointed out that these inconveniences
that the unsymmetry approach has to predict high Pe´clet can be improved by using higher order radial basis functions
and overlapping domain decomposition technique.
The main objective of this work is to develop and test a RBF Hermitian (symmetric approach) double collocation
scheme at the boundary. The scheme is similar to the one proposed by Fedoseyev et al. [10] for the unsymmetric
approach but with the difference that at each boundary collocation points the boundary condition and the governing
equation are required to be satisfied simultaneously and not using different set of boundary collocation points
1952 A. La Rocca, H. Power / Computers and Mathematics with Applications 55 (2008) 1950–1960
where these conditions (boundary condition and governing equation) are independently imposed as is the case of
the Fedoseyev et al. approach. The requirement of satisfying simultaneously both the boundary condition and the
governing equation results in a higher order of continuity at the boundary points of the approximated solution.
2. Radial basis function meshless approach
In recent years the theory of radial basis functions (RBFs) has undergone intensive research and enjoyed
considerable success as a technique for interpolating multivariable data and functions. A radial basis function,
Ψ
(∥∥x − x j∥∥) depends upon the separation distances of a subset of trial centres, X ⊂ Rn, {x j ∈ X, j = 1, 2, . . . , N}.
Due to the RBFs spherical symmetry about the centres x j , they are called radial. The distances,
∥∥x − x j∥∥, are
usually taken to be the Euclidean metric. The set of points where the function is evaluated in the interpolation are
defined as test points. In a RBFs interpolation it is usual to select the trial and test points as the same set of points;
however this is not necessary in principle.
The most popular RBFs are:
r2m−2 log r (Generalized thin-plate spline),(
r2 + c2
)m/2
m > 0 (Generalized multiquadric),(
r2 + c2
)β
β < 0 (Inverse multiquadric),
exp(−r/c) (Gaussian),
where r = ∥∥x − ξ j∥∥.
The gaussian and the inverse multiquadric functions are positive definite while the thin-plate splines and the
multiquadric functions are conditionally positive definite of order m, which require the addition of a polynomial
term P of order m − 1 together with a given homogeneous constraint condition (see Eq. (3)) in order to obtain an
invertible interpolation matrix. The multiquadric functions with values of m = 1 and c = 0 are often referred to as
conical functions whilst with m = 3 and c = 0 as Duchon cubics.
Let us now consider a boundary value problem defined by:
L[Φ](x) = f (x) (1a)
B[Φ](x) = g(x) (1b)
where the operators L and B are linear partial differential operators on the domainΩ and at the contour Γ respectively.
An unsymmetric RBF collocation method (Kansa’s method), represents the solution of the above boundary value
problem by the interpolation function
Φ(x) =
N∑
j=1
λ jΨ
(∥∥x − x j∥∥)+ Pm−1(x) x ∈ Rn (2)
where Ψ
(∥∥x − x j∥∥) is a conditionally positive definite RBF of order m and P a polynomial term of order m − 1,
along with the constraint condition
N∑
j=1
λ j Pk(x j ) = 0 1 ≤ k ≤ m − 1. (3)
In the collocation scheme of the Kansa’s method, the set of N test points are distributed into a set of n boundary points,
where the boundary condition (1b) is imposed, and N − n interior points, where the governing Eq. (1a) is required to
be satisfied. The trial points are usually chosen to be the same set of test points.
The above expansion for Φ leads to a collocation matrix A of the form:
A =
Bx [Ψ ] Bx
[
Pm−1
]
Lx [Ψ ] Lx
[
Pm−1
]
PTm−1 0
 (4)
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where the partial derivatives in the operators L and B are taken with respect to the variable x .
In Fedoseyev et al. [10] modification of the above unsymmetric approach, the set of n boundary points is divided
into nB and nL points, i.e. n = nB + nL . At the nB boundary points the boundary condition (1b) is imposed, while in
the N − n interior points and the remaining nL boundary points the governing Eq. (1a) is required to be satisfied. The
resulting matrix system is exactly of the same form as the one given by (4) but of larger dimension, with the rows in
terms of the operator Lx also evaluated at the nL boundary points besides the original N − n internal points and the
corresponding new columns of the additional boundary coefficients.
The above unsymmetric approach (Kansa’s method) is very attractive due to its simplicity of implementation;
however, as commented in the introduction, no rigorous proof of existence of solution and convergence of this
approach is available in the literature.
On the other hand, it is also possible to represent the solution Φ of the above boundary value problem in terms of
the following Hermite RBF interpolation (instead of the direct interpolation used in the Kansa’s approach):
Φ(x) =
n∑
k=1
λkBξΨ(‖x − ξk‖)+
N∑
k=n+1
λkLξΨ(‖x − ξk‖)+ Pm−1(x) (5)
with n as the number of nodes on the boundary of Ω and N − n the number of internal nodes. In the above expression
Lξ and Bξ are the differential operators used in (1a) and (1b), but acting on Ψ viewed as a function of the second
argument ξ (see Fasshauer [12]). This expansion for Φ leads to a collocation matrix A, which is of the form
A =
Bx Bξ [Ψ ] Bx Lξ [Ψ ] Bx Pm−1Lx Bξ [Ψ ] Lx Lξ [Ψ ] Lx Pm−1
Bx P
T
m−1 Lx PTm−1 0
 . (6)
The matrix (6) is of the same type as the scattered Hermite interpolation matrices and thus non-singular as long as
Ψ is chosen appropriately (see Wu [14]). A major point in favour of the Hermite-based approach is that the matrix
resulting from the scheme is symmetric, as opposed to the completely unstructured matrix of the same size resulting
from unsymmetric schemes. For further details on the application of the above RBF Hermitian collocation approach
see La Rocca et al. [20].
In our double boundary collocation approach, we represent our solution in terms of the following interpolation
formula:
Φ(x) =
n∑
k=1
λkBξΨ(‖x − ξk‖)+
N∑
k=1
λkLξΨ(‖x − ξk‖)+ Pm−1(x) (7)
which is similar to the one given by (5) but with the second term involving the operator Lξ in terms of a summation
from k = 1 to N instead of from k = n + 1 to N as in (5), i.e. in our case we also consider all the boundary points in
addition to the internal points. As before, the resulting matrix system is identical to the one given by (6) but with the
rows obtained from the evaluation of the operator Lx including all the n boundary points, besides the original internal
points, and not only some of them as in the approach suggested by Fedoseyev et al. [10]. The matrix is completed by
the corresponding new columns of the additional boundary coefficients.
It is important to point out that in a Hermite approach, the resulting matrix will be non-singular as long as the
partial differential operators applied to each point are linearly independent, even if in a single node we impose more
than one different differential conditions (see Wu [13]), as it is in our case for the double boundary collocation, where
at the boundary collocation points the boundary condition and the governing partial differential equation are satisfied
simultaneously. As can be observed, the requirement of satisfying simultaneously both the boundary condition and
the governing equation yields a C2 continuity of the approximation at the boundary points.
In principle the double boundary collocation scheme can be implemented in the unsymmetric approach (Kansa’s
method). However, due to lack of dependence on the differential operators of the used interpolation function, Eq. (2),
this alternative will result in an over-determined system of algebraic equations, with the corresponding additional
computational cost. A possibility of imposing both operators on the boundary of the domain when using the Kansa’s
method, without obtaining an over-determined system, is by the use of two different sets of collocation points at the
boundary in which the differential conditions are required to be satisfied independently, as is the case of the approach
1954 A. La Rocca, H. Power / Computers and Mathematics with Applications 55 (2008) 1950–1960
suggested by Fedoseyev et al. [10]. We are able to impose simultaneously the two differential operators at a single set
of boundary collocation points due to the dependence of the interpolation function on the differential operators of the
Hermite interpolation scheme, see (7).
3. Convection–diffusion problem
The steady state differential equation that will be solved in this work is of the form:
D
d2Φ
dx2j
− u j dΦdx j + kΦ = 0. (8)
The partial differential operators on the matrix representation (6) of the Hermite collocation numerical solution of
Eq. (8), when satisfying boundary conditions of the first and second kind (Dirichlet and Neumann), are defined by the
following expressions:
Lx = D d
2
dx2j
− u j ddx j + k, Lξ = D
d2
dξ2j
− u j ddξ j + k, B
D
x = 1, BNx =
d
dx j
n j (x),
BDξ = 1 BDξ =
d
dξ j
n j (ξ).
(9)
In the above relations the super-index D and N in the operator B represent the type of boundary conditions
implemented, i.e. Dirichlet and Neumann.
In this work we will use the generalized TPS. Furthermore to avoid singularity at r = 0 on the resulting differential
operators of the matrix A, we use in the representation formula (7) the generalized TPS
ψ = r6 log r (10)
together with the corresponding cubic polynomial.
P3(x) = λN+1x31 + λN+2x32 + λN+3x21 x2 + λN+4x1x22 + λN+5x21
+ λN+6x22 + λN+7x1x2 + λN+8x1 + λN+9x2 + λN+10. (11)
4. Numerical examples
In this section, we present the numerical results for different boundary value problems obtained with the above
double boundary collocation mesh-free method. Comparisons between those results with the corresponding analytical
solution and the results obtained by the use of a single collocation approach are given. In all the cases considered, the
double boundary collocation always outperforms the results obtained with the single collocation scheme.
Firstly, we are going to see if the observed improvement by the use of the double boundary collocation approach
(where at the boundary collocation points both boundary conditions as well as the governing partial differential
equation are satisfied simultaneously) is due to the higher number of rows and columns in the resulting matrix system,
i.e. in the double boundary collocation the boundary points can also be seen as an extra set of internal collocation
points. It is our intention to clarify this issue in our first example, by solving the Laplace equation in a rectangular
domain using the double boundary collocation and a single collocation with an increased number of internal points
in such a way that the resulting matrix system of the single approach is of equivalent size to the one obtained by the
double boundary collocation approach. The additional internal points in the single collocation are distributed near the
boundary of the rectangle. Particular attention is paid to the analysis of the solution as the additional points tend to the
boundary, i.e. as the single approach tends to the double boundary collocation approach.
The robustness of the double boundary collocation is verified by solving two additional different
convection–diffusion problems, respectively with constant and variable velocities.
4.1. Laplace’s equation
As our first numerical example, let us consider the potential field in a rectangular domain [1 × 0.5] due to an
external source Φ = log r (Laplace fundamental solution) located at the point (x s1, 0), with x s1 > 1, i.e.
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1Φ = 0 0 ≤ x1 ≤ 1; 0 ≤ x2 ≤ 0.5.
The boundary conditions are defined as follows:
Φ = log
((
x s1
)2 + (x2)2)1/2 x1 = 0; 0 ≤ x2 ≤ 0.5
Φ = log
((
1− x s1
)2 + (x2)2)1/2 x1 = 1; 0 ≤ x2 ≤ 0.5
dΦ
dn
= 0.5((
x1 − x s1
)2 + 0.52) 0 ≤ x1 ≤ 1; x2 = 0.5
dΦ
dn
= 0 0 ≤ x1 ≤ 1; x2 = 0.
For the numerical solution of the above problem, both single and double boundary collocation approaches are used
and the corresponding results are compared with the analytical solution
Φ = log
((
x1 − x s1
)2 + x22)1/2 , 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 0.5.
To prove that it is not the increased matrix size of the double approach which makes the difference between the
results obtained using the two approaches; three different distributions of internal points on the single collocation
approach are used. All the cases considered have the same number of collocation nodes at the boundary (116) and
in the interior (857), uniformly distributed. However an extra set of 116 internal points at a distance X1 from the
boundary is included in the single collocation approach to obtain a matrix of the same size as the one obtained with
the double collocation.
For the single collocation approach, three different distributions of internal points are considered by having the
additional set of internal points at X1 = 0.02 (Mesh 3), X1 = 0.017 (Mesh 2) and X1 = 0.0125 (Mesh 1). These
meshes are constructed in such a way that as X1 tends to zero the additional set of internal points tend to the boundary
points, i.e. in the double boundary collocation approach those extra points coincide with the boundary points. As can
be observed, in this way the matrix system corresponding to each of the cases obtained with the single collocation has
the same dimension as the one obtained with double approach.
The relative error (|(numerical−analytical)/analytical|) of the potential at the horizontal line x2 = 0; 0 ≤ x1 ≤ 1,
for a source point located at x S1 = 2 and x S2 = 0, obtained using the single and the double boundary collocation
methods and the respective distribution of collocation nodes, are compared with the analytical solution and shown in
Fig. 1. As expected the maximum relative error occurs near the distance r = 1 from the source point, i.e. near x1 = 1,
where we have to predict a very small value of the potential. At x1 = 1, we are prescribing the corresponding value
of the potential as a boundary condition. It is interesting to notice that as the extra set of collocation points used in the
single approach gets closer to the boundary points, i.e. X1→ 0, the results of the single approach improve and tend to
the value obtained with the double boundary collocation approach. A small oscillation can be observed in the results
obtained with the double collocation approach around the region of the larger error, i.e. around x1 = 0.8, however the
magnitude of the error is always smaller than those obtained with the single collocation approach.
Similar improvement can be noticed in predicting the normal derivative (flux) at the vertical boundaries. In Fig. 2(a)
and (b) the obtained relative error of the normal derivative evaluated at x = 0, 0 < y < 0.5 and x = 1, 0 < y < 0.5,
respectively, is plotted for the four different distributions of collocation points mentioned above. It is rather interesting
to notice that as the extra set of points become closer to the boundary the relative error decreases substantially, reaching
a minimum in the case of the double boundary collocation. Similarly, the variability of the error along the boundary
points decreases as the extra set of points tends to the boundary, being almost constant for all the boundary points
when using the double collocation approach.
It is interesting to observe that with the double collocation approach the maximum error on the distribution of the
normal derivative is obtained at the corners points, i.e. at y = 0 and y = 0.5. This appears to be a consequence of the
chosen distribution of collocation points near the corners.
Let us now consider a different position for the source, more specifically we move the source very close to the
vertical boundary at x = 1 by locating the source at x s1 = 1.1, x s2 = 0. In this case, we will use the same distributions
of internal and boundary points used before, i.e. the three single collocation meshes with 1049 points and the double
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Fig. 1. Comparison between the relative errors of the potential and the analytical solutions for the single (-- mesh 1, -1- mesh 2 and -×- mesh
3) and double boundary (-•-) collocation approaches, source point located at (2, 0).
Fig. 2. Comparison between the relative errors of the normal derivative for the single (-- mesh 1, -1- mesh 2 and -×- mesh 3) and double (--)
collocation approaches and their analytical values plotted along the domain width, for x1 = 0 (a) and x1 = L (b), source point located at (2, 0).
boundary collocation with 933 points. Similar conclusions to the previous ones can be drawn from the numerical
results of this new case. As before, comparison between the relative errors shows a better prediction as the extra
set of points gets closer to the boundary point (see Fig. 3) and the use of the double boundary collocation approach
significantly improves the solution.
As in the previous case (see Fig. 2), in this case the maximum relative error is obtained in the region near the
distance r = 1 from the source point, where we have to predict a very small value of the potential. In Fig. 3 the
maximum relative error is observed at x = 0.12, which is the closest test point to the point corresponding to r = 1,
i.e. at x = 0.1, where Φ = 0. The large value of the relative error around x = 0.12 has to be attributed to its definition,
|(numerical− analytical)/analytical|, due to the fact that the function analysed tends to zero as r tends to 1.
Fig. 4(a) and (b) shows the resulting values for the predicted normal derivatives (fluxes) at the vertical boundary
when the double and single collocation methods are used. It can be noticed that a sensible decrease in the point-
to-point variability of the relative error as the extra set of point on the single collocation scheme gets closer to
the boundary, reaching a minimum when those points coincide with the boundary points, i.e. double boundary
collocation.
4.2. Convection–diffusion equation (constant velocity)
Let us consider a steady state convection–diffusion problem in a rectangular domain [1 x 0.6]. For simplicity, the
diffusion and convective coefficients are chosen to be constant with the convective tern only in the x1 direction:
D
d2Φ
dx2j
− u dΦ
dx1
= 0.
The boundary value problem is defined in terms of the following boundary condition:
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Fig. 3. Comparison between the relative errors of the potential and the analytical solutions for the single (-- mesh 1, -1- mesh 2 and -×- mesh
3) and double (-•-) collocation approaches, source point located at (1.1, 0).
Fig. 4. Comparison between the relative errors of the normal derivative for the single (-- mesh 1, -1- mesh 2 and -×- mesh 3) and double (--)
collocation approaches and their analytical values plotted along the domain width, for x1 = 0 (a) and x1 = L (b), source point located at (1.1, 0).
Φ = 1 x1 = 0; 0 ≤ x2 ≤ 0.6
Φ = 2 x1 = 1; 0 ≤ x2 ≤ 0.6
dΦ
dx2
= 0 0 ≤ x1 ≤ 1; x2 = 0
dΦ
dx2
= 0 0 ≤ x1 ≤ 1; x2 = 0.6.
The analytical solution of the above problem is given by:
Φ = 2− 1− exp[u(x1 − 1)]
1− exp(−u) .
The Pe´clet number, Pe = uL/D, is the parameter that describes the relative influence of convective and diffusive
components. In this section, we solve the above boundary value problem using both the single and double collocation
approaches, for the case when the value of Pe = 5 (for simplicity L and D are assigned a unitary value). See Power
and Barraco [18], for more details about the numerical results for different values of the Pe´clet number when only the
single collocation approach is used.
For the numerical solution a uniform distribution of 277 collocation point was used. In this example and in the
following examples in the article, the same number of boundary and internal points are used for both schemes (single
and double collocation), i.e. no extra internal points are considered for the single collocation.
A comparison between the relative error of the potential along the centre line of the domain obtained with the two
numerical schemes and the analytical solution is given in Fig. 5. As it can be seen there is a substantial improvement
in the solution when the double boundary collocation method is used.
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Fig. 5. Comparison between the relative errors of the potential and the analytical solutions for the single (--) and double (--) collocation
approaches (Pe´clet number equal to 5).
Fig. 6. Comparison between the relative errors of the normal derivative for the single (--) and double (--) collocation approaches and their
analytical values plotted along the domain width, for x1 = 0 and x1 = L , respectively (a) and (b) (Pe´clet number equal to 5).
In Fig. 6, a comparison of the relative error of the normal derivative at the vertical walls and the analytical solution
is given. It is very interesting to notice that when the double boundary collocation method is used a very small
discrepancy between the analytical solution and the numerical results can be obtained. Moreover the obtained error on
the normal derivative is almost constant along the width of the domain, which does not occur when using the single
collocation method.
4.3. Convection–diffusion with variable velocity
The case study in this section corresponds to the one-dimensional convection–diffusion problem with a variable
velocity field that has been used before as test example of different numerical techniques in the literature (see
Partridge [21]). This example has been chosen due to the resulting strong range of variation of the unknown variable
in the computational domain, which makes its numerical simulation a non-trivial task.
In the problem considered, the convective velocity is given by a linear function of the longitudinal direction and in
the governing equation the constant decay parameter is related to the gradient of the velocity in the following way:
D
∂2Φ
∂x2
− (A + kx)∂Φ
∂x
− kx = 0
where A = [ln(Φ1/Φ0)− k/2]. In our example, we chose D = 1 m2/s and k = 40 s−1.
The problem is solved in a rectangular domain [1 x 0.2] with zero flux at the two horizontal walls and Dirichlet
boundary conditions at the inlet and outlet vertical walls, i.e.
Φ = Φ0 = 300 x1 = 0; 0 ≤ x2 ≤ 0.2
Φ = Φ1 = 200 x1 = 1; 0 ≤ x2 ≤ 0.2
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Fig. 7. (a) Comparison between the obtained longitudinal potential profile and the corresponding analytical solution for the convection–diffusion
problem with variable velocity. (b) Corresponding relative error; single (--) and double (--) collocation approaches.
Fig. 8. Comparison between the relative errors of the normal derivative for the single (--) and double (--) collocation approaches and their
analytical values plotted along the domain width, for x1 = 0 and x1 = L , respectively (a) and (b).
∂Φ
∂n
= 0 0 ≤ x1 ≤ 1; x2 = 0
∂Φ
∂n
= 0 0 ≤ x1 ≤ 1; x2 = 0.2.
In this particular case, a simple analytical solution can be obtained:
Φ = Φ0 exp
[
k
2
x2 +
(
ln
Φ1
Φ0
− k
2
)
x
]
.
A non-uniform mesh of 789 points, with higher density of points near the two vertical walls, was used in the numerical
solutions. Fig. 7(a) shows the obtained longitudinal distribution of potential along the centre line of the domain using
the two approaches. The corresponding relative errors are given in Fig. 7(b). As can be observed, the result obtained
with the double collocation is significantly better than the one obtained with the single collocation approach. The
larger values of the relative error are obtained at the central part of the computational domain, where the function
to be predicted has a value almost equal to zero. As before this large magnitude of the relative error is due to its
definition, |(numerical− analytical)/analytical|.
The precision in the evaluation of the normal derivative at the vertical boundaries is impressive, where the double
collocation method is able to predict the derivative with an accuracy of almost two orders of magnitude higher than
the single approach, see Fig. 8.
1960 A. La Rocca, H. Power / Computers and Mathematics with Applications 55 (2008) 1950–1960
5. Conclusions
The meshless radial basis function collocation method based on the Hermite interpolation scheme is known to be
a robust technique to solve convection–diffusion problems with variable coefficients. Moreover, the robustness of the
Hermite scheme allows us to implement a double boundary collocation scheme, where at the boundary collocation
points the boundary condition and the governing partial differential equation are required to be satisfied simultaneously
instead of only the boundary condition as required in the single collocation.
The proposed double boundary collocation approach results are more accurate than the single collocation on the
prediction of the unknown variable. In particular it is notorious the high precision obtained on the evaluation of the
boundary fluxes, which results in one order, or higher, of magnitude more accurate than the ones predicted by the
single collocation approach.
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