Two-dimensional gyrokinetics is a simple paradigm for the study of kinetic magnetised plasma turbulence. In this paper, we present a comprehensive theoretical framework for this turbulence. We study both the inverse and direct cascades (the 'dual cascade'), driven by a homogeneous and isotropic random forcing. The key characteristic length of gyrokinetics, the Larmor radius, divides scales into two physically distinct ranges. For scales larger than the Larmor radius, we derive the familiar Charney-Hasegawa-Mima (CHM) equation from the gyrokinetic system, and explain its relationship to gyrokinetics. At scales smaller than the Larmor radius, a dual cascade occurs in phase space (two dimensions in position space plus one dimension in velocity space) via a nonlinear phasemixing process. We show that at these sub-Larmor scales, the turbulence is self-similar and exhibits power law spectra in position and velocity space. We propose a Hankeltransform formalism to characterise velocity-space spectra. We derive the exact relations for third-order structure functions, analogous to Kolmogorov's four-fifths and Yaglom's four-thirds laws and valid at both long and short wavelengths. We show how the general gyrokinetic invariants are related to the particular invariants that control the dual cascade in the long-and short-wavelength limits. We describe the full range of cascades from the fluid to the fully kinetic range.
1. Introduction 1.1. Background A fluid is conventionally described by macroscopic state variables such as bulk flow velocity, density, pressure, etc., which vary over three-dimensional space. This description is appropriate when collisions between the constituent particles establish local thermodynamic equilibrium (Maxwellian velocity distribution) more rapidly than any dynamical processes can disturb this equilibrium. When this condition is not met, a kinetic description is needed to capture the evolution of a distribution function in six-dimensional phase space (positions and velocities).
Weakly collisional plasmas require a kinetic description to capture a wealth of dynamical phenomena that are wrapped up in the velocity distribution of particles. From the perspective of a turbulence theorist, the following questions are particularly interesting: What are the dynamical invariants? How do they travel through the phase space? How do the velocity dimensions participate in the fully developed state of the turbulence? Can one define an "inertial range" for the phase space in kinetic turbulence? How can one, in general, adapt the phenomenology of fluid turbulence -an energy cascade by local interactions, universal self-similar scaling, dissipation scale, and so forth?
In this paper we address these questions for a simple kinetic system: the two-dimensional electrostatic 1 gyrokinetic system driven by a statistically homogeneous and isotropic source. The gyrokinetic system of equations (Taylor & Hastie 1968; Rutherford & Frieman 1968; Catto & Tsang 1977; Antonsen & Lane 1980; Frieman & Chen 1982; Brizard & Hahm 2007 ) is used to describe magnetised plasma dynamics on time scales much larger than the ion Larmor period.
2 In this limit, the presence of a strong, constant magnetic "guide" field causes the charged particles to rapidly trace nearly circular Larmor orbits so that the electrostatic fluctuations affect the motion adiabatically. This causes slow drift motion perpendicular to the guide field. Thus, what we are considering is essentially a kinetic theory of charged "rings."
We assume that the distribution function for the particles is a Maxwellian distribution plus a perturbation. As a result, the intrinsic velocity scale in this problem is the thermal velocity, v th . Because of the magnetic guide field, this velocity scale gives rise to an associated intrinsic spatial scale which is ρ, the thermal Larmor radius ρ = v th /Ω, where Ω is the Larmor frequency. Physically, the kinetic phenomenon on which we will be focusing arises as follows. For electrostatic fluctuations on scales much larger than the Larmor radius, all particles move together with the same E × B drift and a fluid description is correct. At the Larmor-radius scale and smaller, particles of distinct velocities have different effective E × B drifts (as they sample different regions of the electric field during their rapid Larmor motion) and a kinetic description is required. At such scales, gyrokinetic turbulence exhibits a distinctive kinetic behaviour in phase space due to the presence of so-called "nonlinear phase-mixing" (Dorland & Hammett 1993; Schekochihin et al. 2008; Tatsuno et al. 2009 ). Fluctuations in the distribution function nonlinearly cascade to create fine-scale structure in velocity space in addition to the two real-space dimensions -thus, we may think of velocity space as an additional dimension to be treated on equal footing with position space.
3
To address the problem of gyrokinetic turbulence, we borrow traditional methods from fluid turbulence. This is possible because the gyrokinetic system bears some resemblance to equations of incompressible fluid turbulence. The nonlinearity is convective, with a divergence-free velocity (the E × B drift velocity due to fluctuating electrostatic fields), while dissipation occurs via a collision operator that acts by second-order derivatives (see Catto & Tsang 1977; Abel et al. 2008) in phase space and, therefore, acts on fine scales in analogy to viscosity in fluid turbulence. In the long-wavelength cold-ion limit (see section 4), the electrostatic gyrokinetic system can be reduced to the Charney-Hasegawa-1 The electrostatic limit in this context means that there are no magnetic fluctuations, although there is a strong mean magnetic field, constant in both space and time.
2 Gyrokinetics has been developed by the magnetic fusion community to describe plasma turbulence that causes the transport of heat and particles in fusion devices. A review of the theoretical framework of turbulence in magnetised plasmas is given by Krommes (2002) . As demonstrated in the series of recent works by Howes et al. (2006 Howes et al. ( , 2008 ; Schekochihin et al. (2009) , gyrokinetics is also appropriate for a wide range of astrophysical plasmas.
3 Note that the nonlinear phase-mixing studied in this work depends critically on the assumption that the plasma is magnetised. One should not necessarily expect the type of phase-space cascade considered here to appear in all types of kinetic turbulence. (Charney 1971; Hasegawa & Mima 1978) or, with additional assumptions, to the inviscid vorticity equation that describes two-dimensional Euler turbulence (Kraichnan 1967; Batchelor 1969) .
Mima (CHM) equation
4 Thus, from a fluid turbulence perspective, two-dimensional electrostatic gyrokinetics can be seen as a simple kinetic extension of extensively-studied fluid equations.
Outline
The progression of the paper is as follows. We begin in section 2 by discussing the gyrokinetic system, its applicability and the specific assumptions and approximations we will be using. In section 3, we introduce and discuss the dynamical collisionless invariants of the gyrokinetic system. It is shown that there are two such invariants. One invariant is related to the perturbed free energy (or perturbed entropy) of the system. We argue that this invariant must cascade forward to fine scales in phase space, where the collision operator ultimately dissipates it. The other invariant is special to the two-dimensional electrostatic system and is not conserved in three-dimensional gyrokinetics. We argue that this "electrostatic" invariant will cascade inversely to larger scales -as does energy in two-dimensional fluid turbulence.
In section 4, we study the long wavelength regime (kρ 1) and explore the relationship between gyrokinetic and CHM/Euler turbulence. We derive the inviscid CHM/Euler equations as asymptotic limits of the gyrokinetic system. We also discuss the two invariants of the CHM/Euler equation and how they relate to the gyrokinetic collisionless invariants. We find that our electrostatic invariant in this limit becomes the inversely cascading CHM/Euler invariant ('energy'). The forward cascading quantity from CHM/Euler turbulence ('enstrophy') is found to be only one part of the gyrokinetic quantity which cascades forward; the other essentially kinetic part corresponds to a passive scalar field.
In section 5, we derive several scaling results by phenomenological arguments. This section gives a simplified physical perspective, which may serve as a guide for the analysis in the remaining sections of the paper. We begin with a standard treatment of the longwavelength fluid regimes. We then shift attention to the short-wavelength (kρ 1) nonlinear phase-mixing regime, where the turbulence has a strongly kinetic characterthis regime is the chief focus of the remainder of the paper. We describe the physical mechanism of nonlinear phase-mixing and present a phenomenological analysis of the turbulence cascade based on the work by Schekochihin et al. (2008 Schekochihin et al. ( , 2009 . In section 5.4, we tie together the results by presenting two scenarios -injection at a long-wavelength scale and injection at a short-wavelength scale -and describing the dual cascade through various scale ranges.
In section 6 we begin a more formal analysis of the gyrokinetic system. We first introduce the statistical tools and notation that will be needed, followed by a discussion of symmetries. Symmetries play an important role in turbulence theory, and in subsequent arguments we appeal to the principle of restored symmetry in the fully developed state. In sections 6.3 and 6.4, we derive the third-order statistical laws following from the gyrokinetic equation, in the style of Kolmogorov (1941) and Yaglom (1949) . These are exact results, valid uniformly for all wavenumbers, i.e. both in the long-and short-wavelength limits.
In section 8 we derive scaling laws for the phase-space spectra. Scales in real space are treated in the conventional way by using a Fourier transform while for scales in velocity space, we use the zeroth-order Hankel transform, which is inspired by the mathematical structure of gyrokinetics. Using this formalism, we derive approximate spectral scaling laws, both for the forward and inverse cascades, in the limit of spatial scales much smaller than the Larmor radius and velocity scales much smaller than the thermal velocity.
Structure of paper
To help the reader navigate the paper, we have provided a diagram in figure 1 that describes its overall structure. Although the paper is arranged to be read from start to finish, the reader may choose to narrow his/her attention by following only one of the three suggested paths in the diagram. These paths are sufficiently independent to be read separately, but are strongly related. The left path in the diagram focuses on the familiar CHM and Euler fluid limits in the context of gyrokinetic theory. In the center path, many of the short-wavelength kinetic results are derived by simple phenomenological arguments. The right path focuses on derivation of the results using exact methods and a novel spectral treatment of velocity space. There is a significant amount of material in sections 6, 7 and 8 which is not covered in the phenomenological section 5, but the derivations are more technical and the central path should provide a good introduction to the important ideas.
Equations
What follows is a brief discussion of the gyrokinetic equations, their normalisation and applicability. A central point that emerges from this discussion is that the system studied in this paper will have wide-ranging applicability, subject to specific interpretation of the fluctuating fields and normalisation. Readers wishing to skip these details are advised to take equations 2.5 and 2.6 with definitions 2.3, 2.4 and 2.7 as the equations we will study in this paper.
In kinetic plasma theory, each species s (electrons or ions) of a plasma is described by a distribution function f , which is a function of space, time and velocity. As is customary with so-called δf gyrokinetics, the full distribution function is split into an equilibrium part and fluctuating parts: space, we use the zeroth-order Hankel transform, which is inspired by the mathematical structure of gyrokinetics. Using this formalism, we derive approximate spectral scaling laws, both for the forward and inverse cascades, in the limit of spatial scales much smaller than the Larmor radius and velocity scales much smaller than the thermal velocity.
Structure of paper
Equations
In kinetic plasma theory, each species s (electrons or ions) of a plasma is described by a distribution function f , which is a function of space, time and velocity. As is customary with so-called δf gyrokinetics, the full distribution function is split into an equilibrium part and fluctuating parts:
where ϕ is the electrostatic potential and = ρ/L is the fundamental gyrokinetic expansion parameter, the ratio of the Larmor radius to the system scale. The equilibrium distribution
2 /2 is a Maxwellian distribution in velocity space. The second term in equation 2.1 is the so-called Boltzmann part of the distribution. The final term is the gyro-centre distribution function, h, which depends on coordinates that are defined relative to the mean magnetic field, B 0 =ẑB 0 : the perpendicular velocity v ⊥ (magnitude of the velocity perpendicular to B 0 ), the parallel velocity v (velocity parallel to B 0 ) and the gyro-centre position R. The particle position and gyro-centre position are related by the transformation r = R + ρ where the Larmor radius vector is ρ(ϑ) =ẑ × v = v ⊥ (ŷ cos ϑ −x sin ϑ) and ϑ is the gyro-angle. Velocities are normalised to the thermal speed v th , while spatial scales are normalised to the Larmor radius ρ = v th /Ω. The normalisations are given in full in the appendix A.
It can be shown by rigourous asymptotic expansion (e.g., see Howes et al. 2006 ) that the gyro-centre distribution function h satisfies the nonlinear gyrokinetic equation. The electrostatic gyrokinetic equation for a homogeneous equilibrium (i.e., assuming no variation in the background magnetic field, density or temperature) is
where ∇ = ∂/∂R. The term C[h] R represents the gyrokinetic collision operator, and F is a general kinetic source term (i.e. external drive), which will be left unspecified at this stage. The gyro-average . R is an average over the gyro-angle, with gyro-centre position R held fixed: for an arbitrary function of position A(r),
Note that, even if A(r) has no velocity dependence, its gyro-average A(r) R does. The gyro-averaged E × B velocity, a function of gyro-centre position R and velocity v ⊥ , is defined
In our two-dimensional theory, we neglect the parallel ion inertia term v ∂h/∂z in equation 2.2 (see section 9.4 for a discussion of this). The v dependence of h is therefore no longer important (except for its appearance in the collisional operator 5 ). Thus, it will be concealed when possible in the remainder of this paper. It should be assumed that wherever velocity integration is present, integration over v is implied. Henceforth, we use v as shorthand for the perpendicular velocity v ⊥ .
We can rewrite the gyrokinetic equation 2.2 compactly in terms of a new distribution function g = h − ϕ R F 0 . This is two-dimensional gyrokinetic equation that we will use in the rest of this paper:
5 When written explicitly, the full collisional operator is the gyro-averaged linearised Landau operator (see the appendix of Schekochihin et al. 2009 ), an integro-differential operator with non-trivial dependence on v space. However, a simplified operator, such as the one given by Abel et al. (2008) , is a good example to keep in mind for the discussions of this paper.
The full plasma dynamics are described by the gyrokinetic equations for each species, with the additional constraint that charge neutrality must be maintained ("quasi-neutrality"). We make a common simplification in solving the gyrokinetic equation for only one of the species. This is justified by the disparity between the ion and electron Larmor radii, which leads to the Boltzmann (or 'adiabatic') response for the other species (see appendix B for a discussion). Under these assumptions, quasi-neutrality takes the form
The constant τ depends on the choice of kinetic species (or scale of interest) and response model for the non-kinetic species (see appendix B). Note that the velocity integration at constant real-space coordinate r requires a change of variables (from gyro-center coordinate R). This gives rise to the angle average . r , which is an average over gyro-angle ϑ with real-space coordinate r held fixed:
The operator Γ 0 is defined
This operator is multiplicative in Fourier space -it is simplŷ
where I 0 is the zeroth-order modified Bessel function. Note that the gyro-average in Fourier space reduces to multiplication by the Bessel function J 0 (kv). So, equation 2.4 iŝ
whereφ denotes the Fourier transform of ϕ. Quasi-neutrality, equation 2.6, in Fourier space becomesφ
where
Equations 2.5 and 2.6 are the starting point for all further investigations of this paper. This two-dimensional gyrokinetic system is the simplest paradigm for kinetic turbulence of magnetised plasmas.
Collisionless invariants
We focus on two quadratic invariants of the two-dimensional gyrokinetic system. To derive the first, let us start by noting that the average of g 2 is collisionlessly conserved for each individual value of v. That is, the volume-averaged g 2 , as a function of velocity, must remain unchanged in the absence of collisions or forcing. Dividing g 2 by an arbitrary function of velocity, κ(v), and integrating over v, a class of invariants is formed, which we will refer to as the "generalized free energy" (after this section, we use the abbreviation "free energy"):
where V is the system volume. A scaling theory for two-dimensional gyrokinetic turbulence may be developed, while allowing for arbitrary κ(v) -under the constraint that κ(v) varies only on the thermal velocity scale v th = 1 and so does not introduce additional velocity-space scales into the problem. Two functions, κ = 1 and κ = F 0 , are particularly useful, so we introduce the following notation:
The second invariant of the gyrokinetic system, equations 2.5 and 2.6, is particular to the electrostatic two-dimensional case:
We refer to this quantity as the "electrostatic invariant." Note that the operator Γ 0 renders the second term negligible at large k (because in Fourier spaceΓ 0 ∼ k −1 ; see equation 2.9). For this and other reasons, it is convenient to define the quantity E ϕ (which is not in general an invariant):
We now demonstrate the conservation of W g and E by deriving the "global budget" equations from the gyrokinetic system. Multiplying the gyrokinetic equation 2.5 by g/κ, averaging over gyro-centre position R and integrating over velocity, we get
where the injection rate of free energy is
Multiplying the gyrokinetic equation 2.5 by ϕ R and integrating over real-space coordinate r and velocity v, we obtain the global budget equation for the electrostatic invariant:
where the injection rate of the electrostatic invariant is
It is useful to compare these results with what is known for three-dimensional gyrokinetics. Note that the electrostatic invariant is not conserved by the three-dimensional gyrokinetic equation 2.2, because of the particle streaming term v ∂h/∂z that must be retained (just as the three-dimensional Navier-Stokes equation does not conserve enstrophy, while in two dimensions it does). Three-dimensional gyrokinetics does have an invariant that plays the role of the Navier-Stokes energy. The invariant is the perturbed free energy, W (see Krommes & Hu 1994; Sugama et al. 1996; Howes et al. 2006; Schekochihin et al. 2008 Schekochihin et al. , 2009 ). Its conservation is demonstrated by multiplying the gyrokinetic equation 2.2 by h/F 0 and integrating over velocity and position r. In our notation, W is
(3.9)
For scales much smaller than the Larmor radius, we will see that the electrostatic invariant contributes negligibly to W and it is therefore justified to refer to either W or W g0 as the free energy.
Charney-Hasegawa-Mima and Euler equations
The CHM and Euler equations are popular paradigms for two-dimensional fluid turbulence. They can be derived as rigourous (and physical) asymptotic limits of the gyrokinetic equation, as we now demonstrate.
We begin with the gyrokinetic system 2.5 and 2.6, and take the long-wavelength limit, k 1, and the small temperature ratio limit τ 1. 6 Formally, we assume k 2 ∼ τ and
The gyro-average in equation 2.5 acts as unity, while we must keep Γ 0 to order k 2 in equation 2.6 (the zeroth-order part cancels), so Γ 0 ≈ 1 + ∇ 2 . The gyrokinetic system in this limit is
where v E0 =ẑ×∇ϕ is the E×B velocity (without the gyro-average). Now, by integrating equation 4.1a over velocity space (noting that the integral of the collision operator is zero by particle conservation) and using quasi-neutrality, equation 4.1b, we obtain a single equation for the electrostatic potential:
where F CHM = 2π vdvF. This is the inviscid CHM equation. The scale given by τ These are referred to as energy and enstrophy, although their physical interpretation depends on the specific scale of interest. They are found by multiplying equation 4.2 by ϕ and ∇ 2 ϕ, respectively, and integrating over the system volume:
We now show that there is an additional invariant associated with the gyrokinetic description (given by equation 4.1). Without loss of generality, we introduce the following ansatz for g:
Quasi-neutrality (equation 4.1b) implies thatg does not contribute to particle density:
Now, multiplying the CHM equation 4.2 by F 0 and subtracting it from equation 4.1a, we obtain a separate equation forg:
Thus,g behaves as a passive scalar in the CHM/Euler limit, advected by the E × B flow determined by equation 4.2. From equation 4.6, it follows that there is another collisionless invariant:
where κ(v) is an arbitrary function of velocity. The free energy invariant W g0 (equation 3.2b) can now be written in terms of the three gyrokinetic-CHM invariants:
where we define Wg 0 = Wg[F 0 ]. As we have shown, each term here is conserved individually in the CHM/Euler limit. To complete our account of how the gyrokinetic invariants reduce to the CHM/Euler invariants in the long-wavelength limit, we note that the (gyrokinetic) electrostatic invariant E reduces to the energy invariant E CHM . From equation 3.3, taking Γ 0 ≈ 1 + ∇ 2 , we have
(4.9)
As a final comment in this section, note that viscosity did not appear in the fluid limit derived above. To recover the viscous CHM and the two-dimensional Navier-Stokes equation, one must raise the ordering of the collisional operator. Specifically, the viscous term can be obtained by ordering
Phenomenology
In sections 6, 7 and 8, we will formally derive properties of fully developed gyrokinetic turbulence. In this section, we give a simpler derivation of some of the scaling results via a set of phenomenological arguments in the style of Obukhov (1941a,b) . We first sketch the phenomenology for stationary, driven CHM turbulence, and then outline how these arguments can be adapted for the essentially kinetic short-wavelength regime.
CHM range, k 1
Inspection of equation 4.3 reveals that the two invariants of the CHM and Euler equations have spectra that are constrained to satisfy
By the argument due to Fjørtoft (1953) , this implies that a dual cascade will occur. That is, injection at a scale k i will give rise to two cascades: an inverse cascade of energy to k < k i and a forward cascade of enstrophy to k > k i .
Using the assumptions of isotropy and local (in scale) interactions, the CHM equation 4.2 is translated into phenomenological language as follows:
where ω NL is the nonlinear decorrelation rate and ϕ is the characteristic amplitude of ϕ at scale ∼ k −1 . The essential assumption that leads to a scaling theory is that the flux of enstrophy is constant for k > k i , while the flux of energy is constant for k < k i . Multiplying the right hand side of equation 5.1 by −2 ϕ gives the nonlinear flux of enstrophy, which must be equal to the total rate of enstrophy injection. This flux must be independent of scale in the stationary state:
and the spectrum of potential fluctuations 7 is E ϕ (k) ∼ k −5 . To find the scaling law for the inverse-cascade range, k < k i , we multiply the righthand side of equation 5.1 by ϕ 2 to get the energy flux, and set this equal to the energy injection:
and, therefore, E ϕ (k) ∼ k −11/3 . Finally, the cascade of Wg (equation 4.7) is passive and directed forward. Constancy of nonlinear flux of this invariant implies
Therefore, the spectrum of fluctuations ofg scales as Wg(k) ∼ k −1 , the usual Batchelor (1959) scaling for a passive scalar (also, see Lesieur & Herring 1985 , for the twodimensional case).
7 The spectra ECHM(k) and ZCHM(k) have different scaling laws depending on the relative sizes of k 2 and τ . Thus, it is more convenient to speak about the spectrum Eϕ(k) (defined by equation 3.4), which has a single scaling law.
8 Note that the passive cascade at k > ki is marginally non-local because the decorrelation rate scales as ωNL ∼ ϕ −2 , which, by equation 5.2, implies that all scales in the forward-cascade range contribute similarly to the time evolution ofg. et al. (2008, 2009 ) proposed a phenomenological description of the largek forward cascade in gyrokinetic turbulence. We reproduce their arguments here, in a slightly different form, and also propose a phenomenology to describe the inverse cascade. This will motivate the formal derivations of sections 6 and 8 and highlight the salient physical processes. In gyrokinetics, the drift motion of particles is determined by fluctuating fields averaged along the particle Larmor orbits. Two particles sharing the same gyro-centre but having different velocities perpendicular to the equilibrium magnetic field are subject to a different averaged electrostatic potential and thus have distinct E × B drifts. This is illustrated in figure 2 . One can see from this cartoon that if the E × B flow has a correlation length , then the particle motion must be decorrelated over the velocity-space scale v such that v ∼ . Now let g (v) be the characteristic amplitude of the distribution function g at scale . In view of the above argument, we assume this quantity to have random structure in velocity space on the scale v ∼ . From quasi-neutrality (equation 2.6) we can estimate the scaling of ϕ in terms of g . We make the substitution k −1 → in the Fourier-space expression 2.11 and take k 1 (so that β(k) is a constant). The relationship between ϕ and g is then derived as follows: This immediately implies that there is a possibility of a dual cascade for the two invariants W g and E. Indeed, if 5.6 holds, the spectra W g (k) and E(k) must satisfy
. By the argument of Fjørtoft (1953) , this constraint leads to a dual cascade where E is transferred to larger scales and W g is transferred to smaller scales. Thus, if the injection scale is k i 1, we predict the existence of two cascades: a forward cascade of W g to k > k i and an inverse cascade of E to k < k i .
From the gyrokinetic equation 2.5, we estimate the nonlinear decorrelation rate from the nonlinear term by substituting
, where the Bessel function comes from the gyro-average in equation 2.10. Then the nonlinear decorrelation rate is
where we have used the large argument approximation for J 0 (v/ ) to estimate that the gyro-averaging introduces a factor of 1/2 . To determine scalings in the forward-cascade range, we assume locality of interactions and constancy of the flux of free energy (see section 6, equation 6.11 for the exact statement of constancy of flux). This gives
Using equation 5.6, we have g 3 −1/2 ∼ ε W and, therefore,
The resulting spectra are W g (k) ∝ k −4/3 and E(k) ∝ k −10/3 (in section 8.2 these are derived more formally). These spectra have been confirmed numerically by Tatsuno et al. (2009 Tatsuno et al. ( , 2010b .
The analysis of the inverse-cascade range, k < k i , follows as in section 5.1. Assuming constancy of the flux of the electrostatic invariant E in the inverse-cascade range (see section 6.4, equation 6.18), we have, using equation 5.7,
The corresponding spectrum is E(k) ∼ E ϕ (k) ∼ k −2 . If we assume that the relationship 5.6 also holds in the inverse-cascade range, equation 5.12 implies
and so the free-energy spectrum in this range is W g (k) ∼ k 0 . See section 8.4 for a more formal derivation of these scalings.
We note that the numerical experiments of Tatsuno et al. (2010a) have confirmed that the locality of the cascade is a good assumption and that the relationship v ∼ is well satisfied for both the forward and inverse cascades.
Dissipation scale
Having derived the inertial-range scalings for the forward cascade, it is easy to estimate the collisional cutoff scale that marks the end of the inertial range. For this purpose, we notice that the collision operator acts by second derivatives in phase space, and so assuming v ∼ , we may take the collisional damping rate at scale to be ω coll ∼ ν −2 , where ν is the collision frequency. At the collisional cutoff scale c , the nonlinear and dissipation rates must balance: ω NL ( c ) ∼ ω coll ( c ). Using equations 5.7 and 5.10, we obtain 
Gyrokinetic cascade through multiple scales
Using the phenomenological scalings derived above, we now give a sketch of the fullydeveloped cascade from the low-k CHM/Euler limit to the high-k nonlinear phase-mixing limit. Note that the kinetic invariants W g and E are exact invariants for both the high-k and low-k regimes, so they cascade through this entire range, including k ∼ 1 (there is no dissipation at the Larmor scale). We may use what we have learned about the relationship between the CHM/Euler equations and our two-dimensional gyrokinetic system to describe this cascade in detail. In particular, equation 4.8 states that the gyrokinetic invariant W g is composed of three separately conserved quantities in the CHM limit. In spectral form, the equation is
For the electrostatic invariant, equation 4.9 gives
The cascades traverse two special physical scales, the ion Larmor radius (k = 1) and the ion sound radius (k = τ 1/2 ). While nothing is dissipated at these scales, the physics of the turbulent fluctuations changes, giving rise to different scaling regimes.
The range k τ 1/2 is referred to as the 'potential limit' of the CHM equation, because the spectrum of E CHM becomes proportional to the potential fluctuation spectrum, E ϕ (k). The range τ 1/2 k 1 is called the 'kinetic limit' of the CHM equation because E CHM may be interpreted as the kinetic energy density of the flow. The range 1 k k c (where k c is the dissipation scale; see section 5.
3) defines what we have been referring to as the nonlinear phase-mixing regime.
We have assumed that there is localised injection of free energy at a single wavenumber k i . We now examine two possible scenarios: k i τ 1/2 (injection at large scales) and k i 1 (injection at small scales), depicted in figures 3 and 4, respectively.
Injection at large scales
In figure 3 , the injection is at large scales, in the potential limit of the CHM equation, where k i τ 1/2 . In this limit, the electrostatic invariant E reduces to E ≈ τ E ϕ . An inverse cascade of the electrostatic invariant occurs at k k i , with the scaling derived in the section 5.1 (equation 5.3):
, a forward cascade of the free energy occurs, which takes the form of the cascade of enstrophy Z and the passive cascade of Wg (the invariant due to the zero-density part of g, equation 4.4). The spectrum of the potential fluctuations is E ϕ (k) ∼ k −5 (equation 5.2). To determine the scaling of W g (k), we must assume something about the strength at which Wg is driven. Let us suppose that the forcing drives Wg weakly enough, such that we may neglect Wg(k) in equation 5.15. Then, for k τ 1/2 , we have
The forward cascades of Z CHM and Wg will combine around Larmor radius scale k ∼ 1, to drive the cascade of W g in the nonlinear phasemixing regime k 1, giving W g (k) ∼ k −4/3 and E(k) ∼ E ϕ (k) ∼ k −10/3 (see section 5.2, equations 5.9 and 5.10). These scalings are summarised in figure 3.
Injection at small scales
In figure 4 , the injection is at small scales, in the nonlinear phase-mixing range, k 1. The free energy W g cascades forward to the collisional cutoff scale, k c (equation 5.14), whereas the electrostatic invariant E cascades inversely. For 1 k k i , the scaling of E(k) and W g (k) are taken directly from the phenomenology (section 5.2, equations 5.12 and 5.13): E(k) ∼ k −2 and W g (k) ∼ k 0 . Again, the identity of W g changes in the long wavelength limit, k 1. All fluctuations at these scales are due to the inverse cascade of E, so W g (k) is determined from E ϕ (k) by via equation 5.15. The inverse cascade is characterised by the scaling E ϕ (k) ∼ k −11/3 (equation 5.3). We argue that there is no transfer of Wg from small scales becauseg is passive. Thus Wg(k) is absent in equation 5.15. In the kinetic limit of the CHM equation, τ k
. These scalings are summarised in figure 4. As we have shown in this section, much about the gyrokinetic turbulence can be understood by simple heuristic arguments. Yet it is important to put these results onto firm foundation by making more precise, quantitative derivations. We also would like to develop a more detailed theory of the phase-space structure of turbulent fluctuations. This is done in sections 6, 7 and 8. 
Statistical theory
In this section, we will analyse the gyrokinetic system, equations 2.5 and 2.6, using familiar statistical methods from fluid turbulence theory. In sections 6.1 and 6.2, we discuss symmetries of gyrokinetic system and the related statistical assumptions. Sections 6.3 and 6.4 will be devoted to deriving exact statistical scaling laws in analogy to Kolmogorov's 'four-fifths' law (or the 'three-halves' law for two-dimensional NS turbulence). There will be two scaling laws: one for the forward cascade of the free energy W g and one for the inverse cascade of the electrostatic invariant E. Note that the exact laws constitute a precise statement of the constancy of nonlinear flux, which was used in the phenomenology of section 5.2.
Symmetries of the gyrokinetic system
Statistical arguments in turbulence theory are anchored to the underlying symmetries of the dynamical equations of interest (see Frisch 1995) . Although specific boundary conditions, initial conditions and forcing mechanisms break these symmetries at large scales, a guiding principle of turbulence theory is that at sufficiently small scales, far from boundaries, a fully developed state will emerge where the symmetries of the dynamical equations are restored in a statistical sense. We will appeal to this principle in the arguments of this paper.
As in fluid turbulence, one uses the translational invariance in time and position space for arguing statistical homogeneity and stationarity respectively; likewise, statistical isotropy originates from the rotation and reflection symmetries. For gyrokinetics, the scaling symmetry is also particularly interesting. In the collisionless limit, and for k 1, the gyrokinetic system is invariant under the transformation 
where µ is a scaling factor. We will argue that this symmetry implies a dual-scaling in velocity and position space (see section 8.1).
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The ensemble average
We denote the ensemble average with an over-bar and define the correlation function of g between two points in phase space, (R, v) and (R , v ), as
It is also useful to define the second order structure function:
where δg = g(R , v )−g(R, v). Homogeneity in position space (gyro-centre space) implies that G and S 2 are functions only of the increment = R − R. In contrast, velocity space is fundamentally inhomogeneous, as there is no translational invariance in it.
11
However, we expect approximate "local homogeneity" in velocity space for sufficiently 10 This symmetry also provides a formal basis for the phenomenological argument v ∼ . See section 5.2, figure 2.
11 Velocity dependence in the Maxwellian and the gyro-average both break translational invariance.
small velocity increments v = v − v. Specifically, the two-point statistical quantities, such as structure and correlation functions, should vary strongly with the increment v but weakly (smoothly) with the centred velocityv = (v + v)/2.
Third-order Kolmogorov relation for free energy
We first derive the budget equation at scales and v . We take the gyrokinetic equation 2.5 for g and g and multiply by g and g, respectively, then add the two resulting equations to obtain (6.4) where the third-order structure function is defined
and δv E = v E − v E . To get equation 6.4, we have used incompressibility of v E (∇ · v E = 0) and statistical homogeneity to manipulate the nonlinear flux to obtain −g v E · ∇g + gv E · ∇ g = ∇ · δv E δg 2 /2. Now if we take = 0, v = 0, the nonlinear term in equation 6.4 is zero by homogeneity. The result is the kinetic 'global budget' equation:
Assuming stationarity, the left-hand side of the equation is zero and we have the steady state balance between forcing and dissipation
where we have defined the kinetic free energy injection rate ε W (v). We now assume that the forcing is restricted to a narrow range around an injection scale which we denote i . For i , v i and v 1, the forcing term in the budget equation 6.4 reduces to
(6.8)
Now we take the limit of small collisionality: the collision operator is proportional to ν, the collision frequency, which we take to be small so that, for fixed and v , the collisional term is negligible in the budget equation 6.4. 12 Thus, by assuming small collisionality, statistical stationarity, v 1 and i we have from equation 6.4
Note that although homogeneity and stationarity have been assumed, we have not yet assumed isotropy. Assuming it now, we may write S To derive the scale-by-scale budget equation for the electrostatic invariant E we proceed similarly to the analysis of section 6.3. However, in this case, we are dealing with functions of real-space variable r and its increment r = r − r. Also, velocity will appear only as a variable of integration, so it will simplify our notation to refer to a single variable v in what follows -i.e. R = r − ρ(v), R = r − ρ(v) and g = g(R , v), etc., from which it follows that = r and we will refer to a single increment in position space, . We take the gyrokinetic equation 2.5 for g and g and multiply by ϕ and ϕ respectively, then ensemble-average and integrate over velocity v. The result is
where we have defined the correlation function Φ = ϕϕ and introduced the third-order structure function operates in -space. Lastly, we have defined the electrostatic forcing F E = 2π vdv F r .
We can express the first term on the right side of equation 6.12 in terms of the rate of change of the invariant E and structure functions involving ϕ. Using homogeneity, we find the following relation
14) where δ(Γ 0 ϕ) = Γ 0 ϕ − Γ 0 ϕ. In the theory of fluid turbulence, it is standard at this stage to neglect the time derivatives of structure functions in the stationary limit (e.g. Kolmogorov 1941), assuming essentially that a self-similar regime is attained. We follow this practice and substitute (1 + τ − Γ 0 )∂ t Φ ≈ 2∂ t E into equation 6.12. Taking the limit of small collisionality, equation 6.12 becomes
(6.15) For = 0, we have the global balance of E, which describes the continual accumulation due to forcing:
where ε E is the injection rate of the electrostatic invariant E. Recall that the forcing is assumed to be restricted to a scale i as explained in the section 6.3. For the inverse cascade, we are considering an inertial range such that i . In this limit, the forcing term in equation 6.15 is zero and we find the following exact (anisotropic) result:
(6.17)
Assuming isotropy, we have S
3 ( ) and so equation 6.17 gives
Note that in the CHM/Euler limit ( 1), equation 6.17 may be manipulated to coincide with the result of Boffetta et al. (2002) for CHM turbulence and the result of Bernard (1999) for two-dimensional NS turbulence: ∇ · δu|δu| 2 = 4ε E , where u ≡ v E0 =ẑ × ∇ϕ.
The two exact laws derived in this section, equations 6.11 and equation 6.18, hold for arbitrary spatial scales, i.e., they hold above, below and at the Larmor radius scale. (Note, however, that for equation 6.11, we have assumed that the velocity scale satisfies v 1.) In the sections that follow, we will consider the limit , v 1. This is the essentially kinetic limit (see section 5.2 for phenomenology) where nonlinear phase-mixing is dominant and the turbulent cascade involves both velocity and position space.
Spectral formalism
In this section we introduce a way of characterising velocity scales using a zeroth-order Hankel transform. This produces an elegant spectral representation of gyrokinetics, where the electrostatic potential and electrostatic invariant are compactly expressed in terms of the Hankel transform of the distribution function. In section 8 we will use this formalism to develop a spectral scaling theory for the inertial ranges in phase-space.
Hankel transform
The Hankel transform of a function g(v) iŝ
The Hankel transform is its own inverse. This is easily proved using the orthogonality of the zeroth-order Bessel functions:
Using this identity, the Plancherel theorem for two functions f and g is
3)
The following integral involving three Bessel functions will be useful in deriving the mode coupling due to the nonlinearity:
where if p 1 , p 2 and p 3 do not form the sides of a triangle, then K = 0; if they do, then K = 1/(2π∆), where ∆ is the area of that triangle.
Spectral gyrokinetic equation
With the help of the above identities, we may now rewrite the gyrokinetic system as a single equation in Hankel-Fourier space. The Hankel-Fourier transform of the distribution function g(R, v) isĝ
Quasi-neutrality, equation 2.11, can now be expressed simply aŝ
Neglecting collisions and applying the Hankel-Fourier transform to the gyrokinetic equation 2.5, we find the spectral form of the gyrokinetic system
where β is defined in equation 2.12 and K is given in equation 7.4.
Free energy spectrum
Let us apply this formalism to define the spectral density of free energy. First, we use homogeneity and isotropy to express the conserved quantity g 2 in terms of the correlation function G( , v , v):
where we have used equation 7.2 and the identity d 2 ke ık·r = (2π) 2 δ(r). Note that isotropy has been used to reduce the Fourier transform in vector position increment to a Hankel transform in scalar increment . For simplicity, we consider generalised free energy corresponding to κ = 1 (see equation 3.2a):
However, we stress that the spectral scaling results derived below will hold for general κ(v) as long as this function has weak dependence on velocity (i.e. for κ(v) with v ∼ 1). Thus, scaling results will be reported in terms of W g (k, p), although W g1 will be used during intermediate steps, for the sake of consistent notation. From equation 7.8 it follows that
W g1 (k, p) can be re-expressed in more convenient velocity variables: the increment variable v = v − v and the centred velocityv = (v + v )/2. Then equation 7.11 becomes
Note that equation 7.11 is not invertible, unlike the case of the Wiener-Khinchin formula in fluid turbulence -i.e., the correlation function G( , v , v) cannot be recovered from W g (k, p). Because of the lack of homogeneity in v, we have integrated over v and v to define scales in velocity space via a single velocity-space "wavenumber" p.
The spectral density can also be expressed in terms of the Hankel-Fourier transform of the distribution function (using equations 7.3 and 7.5):
(7.13)
Spectrum of the electrostatic invariant
Using equations 3.3 and 7.6, the spectral density of the electrostatic invariant can now be expressed
14)
which also implies that
We can also write S 2E = |δv E | 2 in terms of the spectral free energy density W g1 (k, p). Using equation 7.6, we find
Spectral scaling theory
In section 7, we did not make any assumption about the size of k or p and the equations presented were exact. In this section, we will derive some approximate spectral scaling results at the sub-Larmor scales, k 1 and p 1. In section 8.1 we introduce a similarity hypothesis for phase space that will allow us to infer spectral scalings from the exact laws of section 6. In section 8.2, we derive general relationships between the scaling of the structure function, S 2 , and spectral densities W g (k) and E(k). Then, in section 8.3, we derive specific scaling laws for the forward-cascade range and, in section 8.4, for the inverse-cascade range.
Self-similarity hypothesis and scaling in velocity space
In the theory of fluid turbulence, Kolmolgorov's four-fifths law can be used to infer the scaling index for the velocity field under the assumption of self-similarity. This allows derivation of the (approximate) energy spectrum directly from the exact result for the third-order structure function. We will follow an analogous approach for gyrokinetics in the following sections. In our case, however, we would like to determine scaling with respect to the increment v in addition to (and corresponding phase-space spectral scaling laws). To accomplish this, we supplement the exact laws, equations 6.11 and 6.18, with the following dual self-similarity hypothesis: given fixed scales and v , such that v , 1, the increment δg obeys
The notation . = is meant to echo the "equality in law" of Frisch (1995) . This means that δg exhibits this scaling statistically, i.e. whenever it appears inside an ensemble average. For instance, it implies S 2 (λ , λ v )/S 2 ( , v ) = λ 2hg . We argue that equation 8.1 is true on symmetry grounds. In particular, since the collisionless gyrokinetic system is invariant to simultaneous scaling of R and v by the same factor (this is the symmetry 6.1), the statistics of the stationary state should obey this symmetry.
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As we prove below (see equations 8.7 and 8.8), the dual self-similarity hypothesis for δg implies self-similarity for the gyro-averaged E × B velocity difference δv E :
8.2. Spectral scaling in the inertial ranges Consider equation 7.12. To begin, we take pv 1 so that we can use the large-argument approximation of the Bessel functions in Q (p, v ,v) . Also, we assume that the correlation function G( , v ,v) is peaked at small v , so the integral is dominated by v v. Since the integral is dominated by small v , the bounds of the integration over v are unimportant. In this limit,
Substituting this expression into equation 7.12, we see that the term proportional to sin(2pv) oscillates rapidly inv -while other quantities in the integrand depend only weakly onv -so this term is negligible. 14 Then, using G = [g 2 + (g ) 2 − S 2 ]/2, we can express W g (k, p) in terms of S 2 = δg 2 , for non-zero k or p:
Then, dual self-similarity of δg (equation 8.1) implies that W g1 (k, p), and, therefore, W g (k, p), must satisfy the scaling We will now determine the relationship between the scaling indices ν and h E (defined in equation 8.2). Expanding equation 7.15 in the limit kv 1 and v v, as done for Q above, we get
Using equations 8.7 and 8.5, we find:
13 Note that, although δg must depend on the centred velocityv, its dependence is weak, and thus we argue that the scaling symmetry is only in and v . The sensitive dependence in v is due to the fact that the fluctuations must decorrelate in velocity space on the scale v ∼ , as argued by Schekochihin et al. (2008) and reiterated in section 5.2 with illustration in figure 2 . One can think of this as "local homogeneity," though it is clearly different from homogeneity in the sense of neutral fluid turbulence.
14 This statement can be confirmed a posteriori by considering the scaling results given by equation 8.11. For instance, if we consider = 0, we then have S2 ∼ | v | 1/3 and the term we have neglected is indeed smaller by a factor of p −2 . (8.8) 8.3. Spectral scaling in the forward-cascade range
As a consequence of the dual self-similarity hypothesis and the exact third-order law, equation 6.11, we have the following scaling law for S (W ) 3 :
Thus, the scaling indices for δg and δv E must satisfy the following relation in the forwardcascade range: (8.10) Combining this with equations 8.6 and 8.8, we have
And, therefore, taking p = k, we have the power law (8.12) This implies (see equation 7.14) that in the large-k limit, (8.13) This agrees with the E ϕ (k) scaling derived phenomenologically in section 5.2 (equation 5.10; also, see Schekochihin et al. 2008 Schekochihin et al. , 2009 , and has been confirmed numerically by Tatsuno et al. (2009 Tatsuno et al. ( , 2010b .
We have found that the phase-space spectrum W g (k, p) obeys the scaling law given by equation 8.5, with ν = −7/3. To obtain this result, we have assumed k 1 and p 1, but have assumed nothing about the relative size of k and p. In the subsidiary limits k p and k p, we can show that the spectrum W g (k, p) has power law scalings separately in k and p. These scalings, obtained in appendix C, are
The one-dimensional spectra W g (k) and W g (p) (i.e., W g (k, p) integrated over p and k, respectively) are also derived in appendix C. We find the following power laws: 15) confirming the arguments of section 5.2 (equation 5.9), and
The power law for W g (k) agrees with the prediction by Schekochihin et al. (2008 Schekochihin et al. ( , 2009 , while the power law for W g (p) is a new prediction. Both scaling laws have been confirmed numerically by Tatsuno et al. (2009 Tatsuno et al. ( , 2010b . As a consistency check one may integrate the asymptotic forms from equation 8.14 directly, to obtain roughly
and similarly for W g (k).
Spectral scaling in the inverse-cascade range
We now turn to the scaling of the spectra for the high-k inverse-cascade range, 1 k k i . As in section 8.3, we will combine the dual self-similarity hypothesis with an exact law; in this case, the exact law is equation 6.18, the scaling law for S (E) 3 . However, there is now a complication arising from the velocity integration in the definition of S (E) 3 , equation 6.13. As we have argued in section 5.2, integration of the distribution function effectively averages over the random velocity dependence and, thus, acts as a partial average, which we cannot assume commutes with the formal ensemble average.
From the random-walk argument of section 5.2, we expect that the velocity integration of δg should, roughly speaking, introduce a factor of 1/2 . This 'rule of thumb' has been validated in the forward-cascade range by the numerical results of Tatsuno et al. (2009 Tatsuno et al. ( , 2010b ; furthermore, it agrees with the results obtained using the Hankel transform treatment. To formalise this, we introduce the scaling hypothesis Combing this with equations 8.6 and 8.8, we get 
Now, if the free energy spectrum is a power law in k-p space as we have assumed in the forward cascade range (see equation 8.14), then we find 
Conclusion
Summary
In this paper, we have considered forced two-dimensional gyrokinetics as a simple paradigm for magnetised plasma turbulence. We have explored how the nonlinear phase-mixing mechanism gives rise to a phase-space cascade of free energy to scales much smaller than the Larmor radius. We have investigated the relationship between the inertial-range cascades in fluid theories (i.e. the CHM and two-dimensional Euler equations) and gyrokinetics, and found a simple relationship between the fluid invariants and the kinetic invariants, given by equation 4.8. The gyrokinetic free energy invariant W g (equation 3.1) is cascaded to fine scales and is ultimately dissipated by collisions. We predict that, concurrently, the gyrokinetic electrostatic invariant E (equation 3.3) cascades inversely from very fine scales (e.g., the electron Larmor radius) to long wavelengths -possibly even to wavelengths of the CHM/Euler limits, much larger than the ion Larmor radius.
In addition to a phenomenological derivation of spectral scaling laws, summarised in section 5.4, we have given derivations of exact third-order laws for the forward-cascade range and for the inverse-cascade range (equations 6.11 and 6.18). These derivations are based upon general considerations of symmetries of the gyrokinetic equation, and the outcome is valid uniformly at all scales, above and below the Larmor radius.
Combining the exact third-order results with the dual self-similarity hypothesis (equation 8.1), we have been able to reproduce the phenomenological scaling laws for both the forward-cascade range and the inverse-cascade range (section 8). The dual self-similarity hypothesis is also used to predict scaling laws for the phase-space spectrum of free energy. To describe the velocity-space structure, we have introduced a spectral formalism based on the zeroth-order Hankel transformation (section 7). This novel spectral treatment of perpendicular velocity space may in general prove useful for theoretical and numerical applications in gyrokinetics. The works Tatsuno et al. (2009 Tatsuno et al. ( , 2010b give strong numerical evidence of the k-space scalings, first predicted by Schekochihin et al. (2008 Schekochihin et al. ( , 2009 , and our new predictions for the phase-space Fourier-Hankel spectrum W g (k, p) in the forward-cascade range. Numerical investigation of other novel predictions of this paper, including the exact laws and the spectral scalings for the inverse cascade, is left for the future.
Forcing and universality
This paper explores the fundamental nonlinear processes that govern the turbulent evolution of a magnetised plasma. For the sake of both simplicity and generality, we do not fix the particular mechanism that drives this turbulence. It may, for instance, be driven by linear instabilities that are induced by large-scale (equilibrium-scale) gradients (e.g., see Krommes 2002) . In this case, additional (linear) terms in the gyrokinetic equation must be included to account for the variation in the background equilibrium; simple phenomenological arguments indicate that the additional terms do not invalidate the inertial range assumption at fine scales. The details of these arguments are left for future work.
We think that the sub-Larmor scalings derived in this paper are likely to turn out to be universal properties of gyrokinetic turbulence. We are encouraged in this view by the spectra of potential fluctuations rather similar to ours having been reported by Görler & Jenko (2008) in their three-dimensional simulations of tokamak turbulence.
Fusion
It is often noted that the macroscopic properties of a fusion plasma (i.e. transport of heat and particles) are most directly influenced by scales of the energy injection or larger (the Larmor scale in fusion plasmas). This has meant that inertial-range (sub-Larmorscale) theory is not a focus of present-day magnetically-confined fusion research. Yet, understanding the phase-space cascade is central to understanding the kinetic nature of nonlinear interactions. Furthermore, it is a robust mechanism for dissipation in gyrokinetics. Indeed, the limit of weak collisionality will be increasingly relevant in the scaling to larger machines. In this limit, the dissipation scale (equation 5.14) decreases, while the nonlinear phase-space cascade ensures that fluctuations access this scale (in the limit of small collisionality, the (free energy) dissipation rate approaches a non-zero constant, as demonstrated numerically by Tatsuno et al. 2009 ). The "practical" application of inertial-range studies may, like in fluid turbulence, be in the development of subgrid-scale models for large-eddy simulation and the testing of nonlinear simulation codes.
Future work
There are some issues not addressed by this work that should be given high priority. A more complete investigation of the gyrokinetic turbulence cascade would include more physical content, such as electromagnetic affects and the correct linear instability drives alluded to above. Electromagnetism introduces a fluctuating magnetic field into the nonlinearity, which couples to the distribution function through Ampère's law and will enrich the problem substantially, e.g., populating the sub-Larmor range with kinetic Alfvén waves ).
Effects of the third spatial dimension must be investigated. For instance, the assumption that the parallel streaming term (see equation 2.2) may be neglected requires careful justification. In the context of tokamak turbulence, a conventional assumption is that one may take the size of k to correspond to the distance along a field line from the stable side to the unstable side of the toroidal magnetic surface. If this assumption holds, the nonlinearity will dominate over the parallel streaming term for sufficiently small (perpendicular) scales. In a more general context (i.e. not specific to fusion), the term is believed to play a special role in the Alfvén wave cascade -which can be treated within gyrokinetic theory. In this case, it is believed that a critical balance condition is satisfied where the generation of finer scales in k ensures that the parallel term must be included (at dominant order) at all scales in the cascade forward ).
The linear phase-mixing process, due to the parallel streaming term, generates fine scales in the parallel-velocity (v ) dependence of the distribution function. The nonlinear simulations and theoretical work of Watanabe & Sugama (2004) demonstrate how this parallel phase-mixing, taken in isolation from nonlinear phase mixing, plays a role in the turbulent steady state. However, the question of how exactly the two phase mixing processes coexist is open. It has been heuristically argued by Schekochihin et al. (2008) that the linear phase-mixing process is much weaker than nonlinear phase-mixing at small scales. If that is true, the scaling theory developed in this paper should still hold for the inertial range of the forward cascade in three-dimensional gyrokinetics.
In general, the present capabilities of numerical simulations allow a fully resolved investigation of (perpendicular) nonlinear phase-mixing or (parallel) linear phase-mixing, but not both. Thus, there is currently an opportunity for theoretical investigation of the full five-dimensional theory (that is, three position dimensions and two velocity dimensions) to pave the way to the full understanding of the turbulent steady state in magnetised plasma turbulence.
For the case of electron-scale turbulence (at the electron-Larmor-radius scale and smaller), the appropriate ion response model is again the Boltzmann response (normalised to electron units):
The choice of response model determines the parameter τ in the quasi-neutrality constraint, (equation 2.6): kinetic electrons, Boltzmann ions.
(B 3)
Note that although it may be useful to think of the ion-scale turbulence (e.g., for comparison with the Hasegawa-Mima turbulence), our results are more robust for electronscale turbulence, as the ion Boltzmann response becomes more exact at high wavenumbers whereas the Boltzmann-electron approximation will be broken for high wavenumbers, approaching kρ e ∼ 1.
Integrating equation 8.4 over k, we obtain
The scaling of S 2 for zero gyro-centre increment = 0 can be obtained from equation C 2. The scaling of S 2 for zero velocity increment v is obtained analogously. These expressions imply equations 8.15 and 8.16.
