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a b s t r a c t
In this paper we study the 0–1 inverse maximum stable set problem, denoted by IS{0,1}.
Given a graph and a fixed stable set, it is to delete the minimum number of vertices to
make this stable set maximum in the new graph. We also consider IS{0,1} against a specific
algorithm such as Greedy and 2opt, aiming to delete the minimum number of vertices
so that the algorithm selects the given stable set in the new graph; we denote them by
IS{0,1},greedy and IS{0,1},2opt , respectively. Firstly, we show that they are NP-hard, even if the
fixed stable set contains only one vertex. Secondly, we achieve an approximation ratio
of 2 − Θ( 1√
log∆
) for IS{0,1},2opt . Thirdly, we study the tractability of IS{0,1} for some classes
of perfect graphs such as comparability, co-comparability and chordal graphs. Finally, we
compare the hardness of IS{0,1} and IS{0,1},2opt for some other classes of graphs.
© 2008 Published by Elsevier B.V.
1. Introduction
Inverse combinatorial optimization problems have been extensively studied during the last decade [1,16,21]. Given a
feasible solution for a particular combinatorial optimization problem, the usual inverse version is to modify as little as
possible (with respect to a fixed norm) some parameter values of the original problem to make the given solution optimal.
The weight system associated with the objective function is often used as the set of parameters and constitutes the set of
variables of the inverse problem.
Let us consider a constrained version of inverse problems defined in [6]: we are given a combinatorial optimization
problem PW , an instance of which is expressed as follows:
PW(fw, C) :
{
opt fw(x)
s.t. x ∈ C,
where opt ∈ {min;max}, fw is the objective function associated with w ∈ W,W ⊂ Rn is the set of admissible weight systems
and C is the set of feasible solutions.
Then, given a feasible solution x0 of PW(fw, C), the related instance IPW(fw, C, x0) of the inverse problem IPW is defined by:
IPW(fw, C, x0)

Min
∥∥w− w′∥∥
s.t. fw′(x0) = optx∈C fw′(x)
w′ ∈ W,
where ‖ ·‖ represents a norm. In this work, we only consider the L1 norm.Within this framework, the usual inverse problem
IP, called continuous inverse problem, is exactly IPR.
We are particularly interested in the boolean case where W = {0, 1}, which often allows us to define inverse problems
where the structure of the instance is modified rather than some parameter values.
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1.1. The handled problems
Recall that a stable set in a graph is a vertex set every two vertices of which are not adjacent. Given a weighted graph
(G,w)where w is the system of vertex-weights, the maximumweight stable set problem, denoted byWS, is to find a stable
set ofmaximumweight. The (unweighted)maximum stable set problem, denoted by S, is the casewhere theweight of every
vertex is equal to 1. Both problems are known to be NP-hard [11].
We study the 0–1 inversemaximum stable set problem, denoted by IS{0,1}, where theweight system is boolean (W = {0, 1}).
In this case, the initial weight of every vertex is 1 and the inverse problem consists in changing some weights to 0, which
corresponds to deleting the related vertices.We assume that it is not possible to delete the vertices of the fixed solution, that
is, theweight of any vertex in the fixed solution cannot be changed. To simplify the notations this constraintwill be implicitly
encompassed inW. So, given a graph G = (V, E) and a fixed stable set S0 ⊂ V , IS{0,1} consists in deleting theminimumnumber
of vertices of V \S0 so that S0 becomes amaximum stable set in the new graph. The quantity ‖w−w′‖1, wherew = 1|V| (every
original weight is 1) and w′ ∈ {0, 1}|V|, is exactly equal to the number of deleted vertices. To our knowledge, this is the first
time – with the exception of some results in [6] – that a combinatorial problem has been considered under this framework.
Let us consider an “adversary” optimally solving the original problem (S in our case); then, the related inverse problem
can be seen as to force him/her to select the fixed solution. If we know the optimal algorithm used by the adversary, then it
is natural to exploit this information in the inverse problem. Furthermore, if the original problem is NP-hard, then we can
suppose that the adversary uses not only a fixed optimal algorithm but also a fixed approximation algorithm. This is why
we introduce the notion of IS{0,1} against a specific algorithm A. We denote this problem by IS{0,1},A. Given a graph G = (V, E),
a stable set S0 and a specific algorithm A, IS{0,1},A is to delete the minimum number of vertices of V \ S0 in order that S0 can
be returned by A in the new instance. IS{0,1}, that we defined previously, can be seen as the 0–1 inverse maximum stable set
problem against every optimal algorithm. So, to make notations compatible, we set “A = ∅” for this case.
Algorithms Greedy and 2opt are both very natural and practical for approximating the maximum stable set problem. The
former repeatedly selects a vertex of minimum degree and removes it from the graph together with all of its neighbors.
The latter is a local search algorithm. Given a graph G = (V, E), a stable set V ′ ⊂ V is said to admit a 1-improvement if
there exists v ∈ V \ V ′ such that V ′ ∪ {v} is a stable set and it is said to admit a 2-improvement if there exist three vertices
u ∈ V ′ and v,w ∈ V \ V ′ such that (V ′ \ {u}) ∪ {v,w} is a stable set. The algorithm 2opt computes a stable set admitting
neither 1-improvement nor 2-improvement (such a stable set is called 2-optimal). In this work, we study IS{0,1}, IS{0,1},greedy
and IS{0,1},2opt .
Similarly, we define the strict variant of IS{0,1},A, denoted by ÎS{0,1},A, which is to modify the structure of a given instance
in such a way that S0 is necessarily selected by A (regardless of how A is implemented). Considering the algorithm 2opt, a
set of vertices constitutes a feasible solution of the problem IS{0,1},2opt (ÎS{0,1},2opt , respectively) if the fixed stable set S0 is
2-optimal (the unique 2-optimal solution, respectively) in the graph obtained by deletion of these vertices.
Another natural distinction may arise in the inverse framework whether one aims for a fixed solution (as stated
previously) or only for the optimal value in the new instance. Consider for instance the case of the maximum stable set
problem. Given a graph G and a fixed value k, suppose that one wants to remove the smallest possible number of vertices
in such a way that the new graph has a stability number not greater than k. We denote this problem by ISv{0,1} and call it the
0–1 inverse stability number problem.
Remark 1. In the framework of inverse optimization, there are two natural weighted versions of an inverse problem; let us
consider for instance the case of inverse stable set:
(1) Given a weighted graph (G,w) and a constant k, the inverse weighted stability number problem, denoted by IWSvW0 ,
consists in minimizing the total weight of vertices to delete in order that the graph induced by the remaining vertices
has a weighted stability number not greater than k. In this case, the set of admissible weight systems W0 is defined as
follows: the weight of every vertex is either its original weight or 0.
(2) Given (G,w) and k, we may also want to minimize the weight of vertices to delete so that the (unweighted) stability
number of the remaining graph is atmost k. This is, in fact, the natural weighted version of ISv{0,1}; we denote it byWISv{0,1}.
WIS{0,1} is defined in a similar way.
1.2. Aims and motivations
This work can be seen as a first attempt to study and solve discrete models (IP{0,1}) and some diverse variants in inverse
combinatorial optimization.
In the framework of usual inverse combinatorial problems (continuous case W = R in our terminology), some works
(see [1,16,21]) aim to study the computational complexity of an inverse problem IPW in comparison with the complexity
status of the original problem PW . Our objective is to carry on with these works by considering new versions of inverse
problems as well as by handling NP-hard original problems. To this purpose, we study for several classes of graphs the
computational complexity of the 0–1 inversemaximumstable set problemagainst every optimal algorithmaswell as against
2opt and Greedy. We also propose approximation results for some hard cases. Furthermore, we compare the complexity
of the inverse problem against every optimal algorithm with the complexity of the inverse problem against a specific
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approximation algorithm. Roughly speaking, we try to answer the following question: Is the inverse problem easier if the
adversary does not use an optimal algorithm but a specified approximation algorithm?
Even though our main motivation in this work is theoretical, let us consider the following model involving the problems
we handle.
We consider a 3-level economic system. At the first level we have some consumers/economic agents with requests for
a given service. At the second level, we have a firm/institution that can satisfy consumers’ requests using some resources.
We are given some pairwise incompatibilities between requests, representing the case where two requests need the same
resource. Two incompatible requests cannot be simultaneously satisfied, which can be represented by an incompatibility
graph; requests correspond to vertices and two vertices are linked by an edge if the related requests are incompatible.
Consequently, for a given time unit, all the requests satisfied by the firm constitute a stable set in the incompatibility graph.
This framework is the most usual one to motivate the maximum stable set problem: a natural economic criterion for the
firm is to maximize the number of requests to satisfy in order to maximize its profit. Nevertheless, one can imagine many
other choice criteria. In particular, if all requests do not generate the same profit, then it is interesting to choose a stable set
of maximum weight, which does not necessarily maximize the number of satisfied requests.
Suppose now that the related economic environment is drastically controlled by an official supervisor (third level), due
to the fact that this economic sector is highly strategic (security, public health, public services, . . . ). The supervisor imposes
the rule that the firm has to maximize the number of requests to satisfy (independently of the profit it generates) in order
to maximize the public good provision. Suppose that the firm would like to choose a solution that does not satisfy this
mandatory rule (best profit, favored costumers, . . . ). To circumvent this, it has to eliminate some requests by proposing
an alternate solution (direct financial agreement, negotiated prize with a subcontractor, . . . ). Then its own objective is to
minimize the number of requests to eliminate so that its best choice satisfies the rule imposed by the supervisor. This is
exactly the problem IS{0,1}. Whenever eliminating different requests induces different costs, the most natural weighted case
in this context is the problemWIS{0,1} (see Remark 1). It is also natural to consider that the solution imposed by the supervisor
is not amaximum stable set, but any stable set found by a fixed algorithm (other preference system, computational hardness
limiting the possibilities of calculus, . . . ); then, the related problem becomes an inverse problem against a specific algorithm.
Note that if such a strategy is considered as illicit, then, the inverse problem is of high interest from the supervisor’s point
of view trying to detect corruption: the inverse solution indicates the set of transactions to watch over. Note also that in
such a model, the incompatibility graph may be any graph, which justifies to investigate this problem in general graphs.
Nevertheless, the case of particular classes of graphs may be also very natural: suppose for instance that requests are time
windows and that incompatibilities correspond to overlapping; then, the problem is stated in interval graphs.
1.3. Main results and organization of the paper
In Section 3, we give some hardness results. We first note (Section 3.1) the close link between the computational
complexity of the optimality test associated with the original problem and the complexity of the related inverse problem
against every optimal algorithm. We show that it is hard to decide whether a fixed stable set is optimal (called optimality
test) even in bounded (vertex) degree graphs. This leads to a hardness result for IS{0,1} in bounded degree graphs. In
Section 3.2, we deal with the decision version ISD{0,1} of the inverse problem IS{0,1} to discuss whether it belongs to NP or to
co-NP. We point out that for general graphs, (IS{0,1})D is neither in NP nor in co-NP, unless NP = co-NP. It illustrates some
situations that may occur for many other inverse problems. In Section 3.3, we show that IS{0,1}, IS{0,1},greedy and IS{0,1},2opt are
NP-hard even in the case where the given stable set has a bounded size (for this case, the optimality test is easy).
Then, in Sections 4 and 5, we investigate the possibilities of efficiently solving IS{0,1} and IS{0,1},2opt: we give some
approximation results and someeasy cases. Section 4 is devoted to IS{0,1},2opt . By using an approximationpreserving reduction
to the minimum vertex cover problem, we show that the approximation ratio 2−Θ( 1√
log∆
) is guaranteed for IS{0,1},2opt (∆ is
the maximum vertex degree of the graph instance). We also deduce two polynomial cases, namely, for triangle-free graphs
and degree-bounded graphs.
Section 5 deals with IS{0,1}. We first point out (Section 5.1) drastic limits for the study of its approximation behavior.
This justifies that we restrict ourself (Section 5.2) to some classes of perfect graphs in order to bring to the fore some easy
cases. We show that for perfect graphs, IS{0,1} is equivalent (under polynomial reductions) to the maximum k-colorable
subgraph problem. It allows us to show that IS{0,1} is easy for comparability and co-comparability graphs and in particular
for permutation and interval graphs. We also consider chordal graphs for which the problem remains easy if the size of the
fixed solution, |S0|, is bounded by a constant and becomes hard in the opposite case.
For some classes of graphs we will see that both IS{0,1} and IS{0,1},2opt have the same complexity (either polynomial or
NP-hard). We also point out some cases for which the former is hard while the latter is polynomial. In Section 6, we propose
a class of graphs for which IS{0,1} is polynomial while IS{0,1},2opt is NP-hard. This result gives a negative answer to our question
about the relative complexity of these problems.
2. Main notations and definitions
In this section we give the main notations and recall some definitions used in the paper. For graph theoretical terms not
defined here, the reader is referred to [4]. For complexity theoretical terms, he/she is referred to [11].
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Combinatorial problem notations/definitions
PD: the decision problem associated with the combinatorial optimization problem P. An instance of PD is defined by an
instance P(f , C) of P:
P(f , C) :
{
opt f (x)
s.t. x ∈ C
and a constant B. The related question is whether there exists x0 ∈ C such that f (x0)θBwhere θ is≥ if opt = max and θ is≤ if
opt = min. PD Turing-reduces to P in polynomial time and consequently, if PD is NP-complete, co-NP-complete or NP-hard,
then P is NP-hard. Recall that Turing-reductions compose and that a problem P is NP-hard if there exists a NP-complete (or
equivalently co-NP-complete) problem P′ that Turing-reduces to P in polynomial time [11].
α(G): the stability number of a graph G: the maximum cardinality of a stable set in G.
ω(G): the clique number of G: the maximum cardinality of a clique in G.
χ(G): the chromatic number of G: the minimum number of stable sets needed to cover the vertices of G.
κ(G): the clique cover number of G: the minimum number of cliques needed to cover the vertices of G.
S: the maximum stable set problem.
VC: the minimum vertex cover problem.
Sk: the maximum k-colorable subgraph problem: an instance is a graph G and an integer k and the problem is to find a
maximum size k-colorable subgraph of G. Note that although the notation includes “k”, the value of k is part of the instance,
the sub-case where k is fixed will be called “Sk for a fixed k”. We adopt this notation in order to be compatible with the
literature on this subject. αk(G, k) is the optimal value of the problem Sk for instance (G, k).
PWSk: the maximumweight k-colorable subgraph problemwith polynomially bounded weights (an instance is a vertex-
weighted graph (G,w) and kwhere G = (V, E), |V| = n andw satisfies: ∀v ∈ V,w(v) ≤ p(n)where p is a polynomial function).
In fact, we are given a family of problems indexed by p; PWSk denotes any problem of this family. αw,k(G,w, k) is the optimal
value of the problem PWSk for instance (G,w, k).
SExtk : given a graph G = (V, E) and V0 ⊂ V , the problem of finding a maximum k-colorable subgraph containing V0, for
k = |V0|. We adopt this notation to suggest a close link with the problem Sk. αExtk (G, V0) is the optimal value of the problem
SExtk for instance (G, V0).
Inverse problem notations/definitions
IPW,A: the inverse problemassociatedwith P against a specific (optimal or not) algorithmAwhereW is the set of admissible
weight systems.
ÎPW,A: the strict variant of IPW,A (see Section 1.1).
Approximation and complexity theory notations/definitions
Let us denote by I an instance of a problem P. Let A be a polynomial time algorithm for P computing a feasible solution
for every instance.
λP,A(I): the value of the approximated solution computed by A for instance I.
βP(I): the optimal value of I, an instance of P.
ρP,A(I): the approximation ratio of A for instance I of P. If βP(I) 6= 0, ρP,A(I) = λP,A(I)/βP(I).
ρ(I): a polynomial time algorithm for an NP-hard problem is said to guarantee an approximation ratio of ρ(I) if we have
for every instance IρP,A(I) ≤ ρ(I) whenever P is a minimization problem and ρP,A(I) ≥ ρ(I) whenever P is a maximization
problem. If such a polynomial-time approximation algorithm exists, then the problem is said to be ρ-approximated.
P1 ∝ P2: a polynomial time (Karp) reduction from P1 to P2 (P1 and P2 are decision problems); we say that P1 polynomially
reduces to P2, or reduces to P2 in polynomial time.
P1∝T P2: a polynomial Turing-reduction from P1 to P2 (search problems); we say that P1 polynomially Turing-reduces to
P2.
Graph theory notations/definitions
G: the complement of a graph G.
G[V ′]: the subgraph of G, induced by V ′ ⊂ V .
Γ(v): the set of the adjacent vertices (neighbors) of a vertex v.
∆(G): the maximum vertex degree of the graph G.
G1⊕G2: the join [12] of two graphs G1 = (V1, E1) and G2 = (V2, E2), with complete links: G1⊕G2 = (V1∪V2, E1∪E2∪E1,2)
where E1,2 = {x1x2|x1 ∈ V1, x2 ∈ V2}. We will essentially use it for a graph and a stable set.⋃k
i=1 Gi: the union of k disjoint graphs Gi = (Vi, Ei), i ∈ {1, . . . , k} (Vi ∩ Vj = ∅ for all i 6= j).
⋃k
i=1 Gi is the graph G = (V, E)
where V = ⋃ki=1 Vi and E = ⋃ki=1 Ei.
Gw: the (non-weighted) graph obtained from a weighted graph (G,w) (weights are assumed to be integers) by the so-
calledmultiplication of vertices [12]. One replaces each vertex xi of weight wi by a stable set of wi vertices x1i , x2i , . . . , x
wi
i and
one joins xsi with xtj if and only if xi and xj are adjacent in G.
Gw: the (non-weighted) graph obtained from (G,w) by the co-multiplication of vertices. It is to replace each vertex xi of
weight wi by a wi-clique (a clique of size wi). Edges outside the wi-cliques are defined exactly as in the multiplication of
vertices. Note that Gw = (G)w and Gw = (G)w.
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Recall that a graph G is called perfect if G satisfies the following properties [12]:
α(G[V ′]) = κ(G[V ′]) and ω(G[V ′]) = χ(G[V ′]), for all V ′ ⊆ V.
Note that the class of perfect graphs is closed under co-multiplication of vertices as well as under multiplication of
vertices [12], and that the join of two perfect graphs is also perfect.
3. Hardness results
For the continuous case (IPR), it is shown in [1] that for a large class of combinatorial problems if PR is polynomial, then
IPR is also polynomial. Roughly speaking, these problems can be expressed by a linear objective function, and the result
follows from the equivalence between optimization and separation. Nevertheless, the inverse problem associated with a
polynomially solvable problem is not necessarily solvable in polynomial time. In [21], an example of a polynomial problem
admitting aNP-hard inverse version is given. So, easy problems do not necessarily have an easy inverse version. This remains
true for the boolean case (IP{0,1}). For instance, as mentioned in [6], IS{0,1} can be shown to be hard in line graphs even
though S is polynomially solvable in line graphs (maximum matching). Note that IS{0,1} in line graphs is equivalent to the
0–1 inverse maximum matching problem where one wants to remove as few edges as possible to make a fixed matching
optimal. Following the abovementionedworks, we aim to study the complexity behavior of 0–1 inverse problems, based on
the example of the maximum stable set problem. Several results in Sections 3.1 and 3.2 illustrate situations that may arise
for inverse versions of many other hard problems. Section 3.3 is specifically devoted to the inverse versions of themaximum
stable set problem.
3.1. When the optimality test is hard
In most cases, if PW is NP-hard, then the related inverse version is also NP-hard. Indeed, if w ∈ W and x0 is the fixed
feasible solution, then the optimal value of the related inverse instance is 0 if and only if x0 is already an optimal solution for
the initial weight system w. This leads to a Turing-reduction from the optimality test associated with PW (that is to decide if
a given solution is optimal) to IPW .
We have:
Lemma 2. If the optimality test associated with PW is co-NP complete, then IPW is NP-hard.
Let us focus on the case of the maximum stable set problem, S. The optimality test associated with S clearly belongs to
co-NP. Besides, its co-NP-completeness for general graphs can be proved by a simple reduction from the decision problem
SD. Let (G = (V, E), B) be an instance of SD, we construct an instance (G˜ = (V˜, E˜), S0) of the optimality test associated with S
by adding a stable set S0 of size B − 1, completely connected to G: G˜ = S0 ⊕ G. Then, it is clear that α(G) ≥ B if and only if
S0 is not optimal in G˜: we have a positive instance of the decision problem if and only if the instance of the optimality test
is negative. Hence, the optimality test associated with the maximum stable set problem is co-NP-complete. So, Lemma 2
leads to the following proposition:
Proposition 3. IS{0,1} is NP-hard in general graphs.
However, this reduction does not allow us to prove the hardness of the optimality test in degree-bounded graphs since
the maximum degree of G˜ = S0 ⊕ G is at least |V|. Nevertheless, we state the following result:
Theorem 4. (1) The optimality test associated with the maximum stable set problem is co-NP-complete in degree-bounded
graphs even if the maximum degree is 4.
(2) IS{0,1} is NP-hard even in graphs of maximum degree 4.
For the legibility of this paper, the proof of (1) is given in Appendix; then, (2) immediately follows from Lemma 2.
On the other hand, in some cases, the optimality test is polynomial while the inverse problem remains hard. Considering
once more the case of the maximum stable set problem, if we restrict ourselves to instances such that the size of S0 is
bounded by a universal constant, then testing whether S0 is optimal becomes polynomial. Nevertheless, we will show in
Section 3.3 that IS{0,1} remains NP-hard even if |S0| is any constant greater than or equal to 1.
3.2. Decision versions and 0–1 inverse stability number
Whenever an inverse problem IPW is shown to be NP-hard, a natural question is whether the related decision problem is
NP-complete or co-NP-complete. However, there is no evidence that (IPW)D is in NP or in co-NP.
First of all, it is straightforward to verify that:
Lemma 5. If the optimality test is polynomial and if it can be checked in polynomial time whether a given w is inW, then (IPW)D
is in NP.
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Very similarly, we also have:
Lemma 6. Given a fixed algorithm A, if it can be decided in polynomial time whether a fixed solution may be chosen by A and
whether a given w is inW, then (IPW,A)D is in NP.
Consider the decision problem (IS{0,1})D associated with IS{0,1}. Recall that an instance of (IS{0,1})D is given by a graph
G = (V, E), a stable set S0 and a threshold B. The related question is whether it is possible to find V ′ ⊂ (V \ S0) such that
|V ′| ≤ B and S0 is a maximum stable set in G[V \ V ′].
Proposition 7. If NP 6= co-NP, then (IS{0,1})D is neither in NP nor in co-NP.
Proof. Let us first suppose that (IS{0,1})D is in NP. Note that the optimality test associated with the maximum stable set
problem is a particular case of (IS{0,1})D where B = 0; the optimality test associated with S is also in NP. The co-NP-
completeness of this test implies that NP ∩ co-NP− complete 6= ∅, inducing NP = co-NP [11]. (In fact, the same argument
holds for every other problem P having a hard optimality test.)
Suppose now that (IS{0,1})D is in co-NP. Then, its restriction to the case where |S0| = 1 is necessarily in co-NP.
In addition, we will show in the next section that this restriction of (IS{0,1})D is NP-complete. So it would imply that
NP-complete ∩ co-NP 6= ∅, inducing NP = co-NP. So, (IS{0,1})D is neither in NP nor in co-NP, unless NP = co-NP. 
One can askwhether the same results hold for the 0–1 inverse stability number problem, ISv{0,1}. The following proposition
states that IS{0,1} and ISv{0,1} are equivalent and consequently, not only the last proposition but also all the other complexity
results (except the approximation ones) hold for this version. (ISv{0,1})D denotes the decision problem associated with ISv{0,1}.
Proposition 8. (1) (ISv{0,1})D ∝ (IS{0,1})D for every class of graphs closed under join with a stable set.
(2) (IS{0,1})D ∝ (ISv{0,1})D for every class of graphs closed under co-multiplication of vertices.
Proof. (1): Let us consider an instance (G, k, B) of (ISv{0,1})D where G is a graph and k and B are fixed integers. The related
question is: is it possible to remove B or less vertices so that the new graph has a stability number not greater than k? To construct
an instance of (IS{0,1})D, we add toG a stable set S0 of size k completely connected toG; let G˜ = S0⊕G, then (G˜, S0, B) constitutes
an instance of (IS{0,1})D. By construction, this instance is positive if and only if the original instance is positive.
(2): Let us now consider an instance (G, S0, B) of (IS{0,1})D, defined by a graph G = (V, E), a stable set S0 and a constant B.
Without loss of generality we can assume that B ≤ |V|. We consider the graph G˜ defined by co-multiplication of vertices (see
Section 2); G˜ = Gw where w is a weight system defined by: w(x) = (1+ |V|) for every vertex x ∈ S0 and w(x) = 1 for x 6∈ S0.
G˜ is obtained from G by replacing vertices in S0 by (1 + |V|)-cliques. We then consider the instance (G˜, |S0|, B) of (ISv{0,1})D.
Clearly it is never interesting to remove vertices of the (1 + |V|)-cliques. Consequently, this instance (ISv{0,1})D(G˜, |S0|, B) is
positive if and only if the instance (IS{0,1})D(G, S0, B) is positive. 
Note that the class of perfect graphs is closed both under join with a stable set and under co-multiplication of vertices.
This is also the case with the class of permutation graphs. So, we obtain the following corollary:
Corollary 9. (ISv{0,1})D and (IS{0,1})D are polynomially equivalent in general graphs, in perfect graphs and in permutation graphs.
Let us conclude this section by a remark on the problem IWSvW0 . It is NP-hard even if the graph instance is a stable
set. Indeed, the Partition problem ([11]) reduces in polynomial time to (IWSvW0)
D. Given an instance of Partition: n numbers
a1, . . . , an, we construct a weighted graph (G = (V, E),w) which has n vertices and no edge (E = ∅): (G,w) is a weighted
stable set. The weight function w is defined by w(vi) = ai for vi ∈ V , i ∈ I = {1, . . . , n} and we set B = 12
∑
i∈I ai. We consider
the instance ((G,w), k = B, B) of (IWSvW0)D; it is to decide if it is possible to remove a set of vertices having a total weight at
most B such that the total weight of the remaining vertices does not exceed B. Clearly, this instance is positive if and only
if there exists a partition for the original instance. So, (IWSvW0)
D and IWSvW0 are NP-hard (the decision version is not NP for
general graphs).
On the other hand, Proposition 8 also holds for this weighted case: (IWSvW0)
D and (IWSW0)
D mutually reduce in polynomial
time one to the other. Since a join of two stable sets (G⊕S0 in our case) corresponds to a complete bipartite graph, we deduce
that IWSW0 is NP-hard even in complete bipartite graphs.
3.3. IS{0,1},A with bounded fixed solution
Most of previous analyses fail if the fixed solution S0 has a bounded size. In particular, the related optimality test becomes
polynomial by a simple exhaustive search. In this section, we consider IS{0,1},2opt and IS{0,1},Greedy as well as IS{0,1} for this
particular case.
Theorem 10. (1) IS{0,1}, IS{0,1},greedy and IS{0,1},2opt are NP-hard even if |S0| is bounded by a fixed constant k ≥ 1.
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Fig. 1. Construction of G˜ from G.
(2) (IS{0,1},2opt)D is NP-complete (for the general case and also for the case where |S0| ≤ k, k ≥ 1) and if |S0| ≤ k, k ≥ 1, then
(IS{0,1})D and (IS{0,1},greedy)D are NP-complete.
(3) The strict variants ÎS{0,1}, ÎS{0,1},greedy and ÎS{0,1},2opt are NP-hard even for the case where |S0| ≤ k, k being a fixed constant such
that k ≥ 2, and their decision versions are NP-complete if |S0| ≤ k, k ≥ 2.
Proof. 1: We reduce VCD, the decision problem associated with the minimum vertex cover problem VC, to (IS{0,1},A)D for
A ∈ {∅, greedy, 2opt}. Let VCD(G, B) be an instance of VCD where G = (V, E) is a graph of order |V| = n and B is an integer. We
construct an instance (IS{0,1},A)D(G˜, S0, B) of (IS{0,1},A)D as follows (see Fig. 1):
S0 = {s1},
G˜ = (V˜, E˜) = {s1} ⊕ G.
Let us first point out:
Lemma 11. V ′ ⊂ V is a feasible solution of IS{0,1},A(G˜, {s1}) for A ∈ {∅, greedy, 2opt} if and only if V ′ is a vertex cover in G.
Proof. Note first that V ′ is a vertex cover in G if and only if G[V \ V ′] is a clique. Moreover, by construction of the graph G˜,
G[V \V ′] is a clique if and only if G˜[V˜ \V ′] is a clique. So it remains to justify that V ′ ⊂ V is a feasible solution of IS{0,1},A(G˜, {s1})
for A ∈ {∅, greedy, 2opt} if and only if G˜[V˜ \ V ′] is a clique.
Algorithm Greedy: Since Greedy selects a vertex of minimum degree and deletes all of its neighbors, it may return {s1} in
G˜[V˜ \ V ′] if and only if every vertex in G˜[V˜ \ V ′] has at least the same degree as s1, which means that G˜[V˜ \ V ′] is a clique, since
s1 is connected to every vertex in V .
Algorithm 2opt and every optimal algorithm: Since every two non-adjacent vertices in G˜[V˜ \V ′] induce a 2-improvement,
S0 = {s1} is optimal or 2-optimal in G˜[V˜ \ V ′] if and only if G˜[V˜ \ V ′] is a clique, which concludes the proof of the lemma. 
So, G contains a vertex cover of size B if and only if one has to remove at least B vertices of V to make G˜[V˜ \ V ′] a clique. It
concludes the proof of statement 1 for the case k = 1.
For the case k ≥ 2, we construct a graph G˘ by adding to G˜ a set of k − 1 isolated vertices {s2, . . . , sk} and we set
S˘0 = {s1, . . . , sk}. Since all the vertices in {s2, . . . , sk} necessarily belong to every maximal stable set in G˘ and since 2opt
and Greedy as well as any optimal algorithm compute a maximal stable set, they may return S˘0 in G˘[(V˜ ∪ {s2, . . . , sk}) \ V ′],
with V ′ ⊂ V , if and only if they may return {s1} in G˜[V˜ \ V ′]. In other words, IS{0,1},A(G˜, {s1}) and IS{0,1},A(G˘, {s1, . . . sk}) are
equivalent for A ∈ {∅, greedy, 2opt}.
2: Due to the above proof, it suffices to show that the decision versions of the considered problems are in NP. On the one
hand, it is always possible to decide in polynomial time whether S0 is 2-optimal. On the other hand, if |S0| is bounded by a
constant, then it can also be decided in polynomial time by an exhaustive search whether S0 is optimal and whether it can
be chosen by Greedy. By using Lemmas 5 and 6, we show that the related inverse problems are in NP.
3: It is easy to verify that the strict problems ÎS{0,1}, ÎS{0,1},greedy and ÎS{0,1},2opt are trivially solved in polynomial time
for |S0| = 1: one has to delete every vertex outside S0. However, these problems are NP-hard for |S0| ≥ 2. For k = 2
and A ∈ {∅, greedy, 2opt}, we construct an instance ÎS{0,1},A(Gˇ, S0) by setting S0 = {s1, s2} and Gˇ = S0 ⊕ G to show that
VCD ∝ (ÎS{0,1},A)D. Then, by a simple addition of isolated vertices, it can be shown that the case |S0| = 2 reduces to the case
|S0| = k > 2. 
We conclude this section by making some first remarks on the approximation behavior of these hard problems. This
question will then be more closely studied in the next sections. According to the above proof, VC(G) is equivalent to
IS{0,1},A(G˜, S0) for A ∈ {∅, greedy, 2opt}. So we have VC∝T IS{0,1},A and it is straightforward to verify that this reduction
preserves the approximation ratio. So we have:
Proposition 12. Let n be the order of an instance of IS{0,1},A. If IS{0,1}, IS{0,1},greedy or IS{0,1},2opt is ρ(n)-approximated, then VC is
ρ(n+ 1)-approximated.
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Fig. 2. Construction of H (case |S0| = 2).
Consequently, every hardness result for VC also holds for all of these problems; in particular, by using a result of [7] we
deduce that they are not approximated in polynomial time within 1,36, unless P = NP. In Sections 4 and 5.1, we studymore
closely the approximation behavior of IS{0,1},2opt and IS{0,1}.
4. I S{0,1},2opt : Approximation and some polynomial cases
In the previous section, we pointed out that VC∝T IS{0,1},2opt . In what follows, we show that IS{0,1},2opt ∝T VC and that it
gives an approximation preserving reduction. It allows us to devise an approximation result for the general case as well as
to point out some polynomial cases.
Proposition 13. If there exists a ρ(n)-approximation algorithm for VC, then there exists a ρ(∆)-approximation algorithm for
IS{0,1},2opt .
Proof. Let G = (V, E) and S0 = {s1, . . . , sk} ⊂ V be an instance of IS{0,1},2opt and let∆ = ∆(G) be the maximum vertex degree
of G. Without loss of generality, we can assume that S0 is maximal (i.e. V \ S0 = ⋃ki=1 Γ(si)). In the opposite case, every
solution of IS{0,1},2opt contains (V \ S0) \⋃ki=1 Γ(si)with a better worse-case approximation ratio as for the restricted instance
G[S0 ∪⋃ki=1 Γ(si)]. We consider an instance H = (VH, EH) of VC as follows (see Fig. 2):
k = |S0|,
∀i ∈ {1, . . . , k}, let V iH = {u ∈ (V \ S0) | Γ(u) ∩ S0 = {si}}
(Note that V iH ∩ V jH = ∅, ∀i 6= j),
∀i ∈ {1, . . . , k}, let EiH = {uv ∈ V iH × V iH | uv 6∈ E},
VH =
k⋃
i=1
V iH, EH =
k⋃
i=1
EiH, and H = (VH, EH) = G[V1H] ∪ · · · ∪ G[VkH].
Let us consider V ′ = V ′1 ∪ . . . ∪ V ′k where V ′i ⊂ V iH for i ∈ {1, . . . k}. V ′ is a vertex cover of H if and only if for every
i ∈ {1, . . . k}, V ′i is a vertex cover of G[V iH], that is, G[V iH \ V ′i ] is a clique. Furthermore, S0 ⊂ U is 2-optimal in G[U] if and
only if for every i ∈ {1, . . . k}, G[U ∩ V iH] is a clique. It follows that a minimum vertex cover of H is a minimum vertex
set to delete from G to make S0 2-optimal, and conversely. Hence, we have βIS{0,1},2opt (G, S0)=βVC(H). On the other hand, by
applying an approximation algorithm for vertex-covering to each subgraph G[V iH], i ∈ {1, . . . , k} of H, we can obtain an
approximated solution of IS{0,1},2opt . So, λIS{0,1},2opt (G, S0) = λVC(H). Consequently, we obtain ρIS{0,1},2opt (G, S0) = ρVC(H). Finally,
since |V iH| ≤ ∆(G), the proposition holds. 
Recently, Karakostas [17] improved the approximation ratio for the minimum vertex cover problem to 2− Θ( 1√
logn
)where
n is the number of vertices. So we have:
Corollary 14. IS{0,1},2opt can be approximated within ratio 2 − Θ( 1√log∆ ) where ∆ is the maximum vertex degree of the graph
instance.
So, IS{0,1},2opt ∈ APX, the set of constant approximated problems. By using Proposition 12 and the fact that VC is APX-
complete [18], we can deduce:
Corollary 15. IS{0,1},2opt is APX-complete.
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The construction of H, seen in the proof of Proposition 13 leads to the following results.
Proposition 16. IS{0,1},2opt is solvable in polynomial time for graphs in any hereditary class forwhich themaximumclique problem
is polynomially solvable.
It is known [15] that the maximum clique problem is solved in polynomial time in perfect graphs. So, we have:
Corollary 17. IS{0,1},2opt is polynomially solved in perfect graphs.
Proposition 18. IS{0,1},2opt is polynomially solved in triangle-free graphs and degree-bounded graphs.
Proof. Let G[V iH] be a subgraph of G, defined in the proof of Proposition 13. If G is triangle-free (in this case G[V iH] is a stable
set, otherwise G contains necessarily triangles), then G[V iH] is a clique. It is trivial to find a minimum vertex cover in a clique.
If G is degree-bounded, each subgraph G[V iH] of H contains a bounded number of vertices. Thus, we can find exhaustively
a minimum vertex cover of each subgraph G[V iH]. 
5. I S{0,1}: Hardness of approximation and some polynomial cases
5.1. Hardness of approximation
In this section, we point out some difficulties that arise when we want to study the approximation behavior of IS{0,1}.
Note first that the optimality test associated with the maximum stable set problem polynomially reduces to the feasibility
test associated with IS{0,1} which is to check whether a given set of vertices (the vertices to be removed) is feasible for IS{0,1}.
More precisely, deciding whether S0 is an optimal stable set is equivalent to deciding whether the empty set is feasible for
IS{0,1}. Conversely, deciding whether a set V ′ ⊂ (V \ S0) is feasible for instance IS{0,1}(G, S0) is equivalent to deciding whether
S0 is optimal in G[V \ V ′]. Consequently, the feasibility test associated with IS{0,1} is co-NP-complete. This implies that IS{0,1}
does not belong to the class NPO of NP-optimization problems that is the natural framework of approximation theory [2].
Indeed, every problem in NPO has a polynomial feasibility test.
Ignoring it, we could define an alternative notion of polynomial approximation algorithm for IS{0,1} by requiring that
the fixed solution is optimal in the final graph (even if it cannot be verified in polynomial time). Then, given an instance
(G = (V, E), S0), an approximation algorithm A guaranteeing a ratio of ρ > 1 is supposed to compute V ′ ⊂ V such that:
(1) V ′ ∩ S0 = ∅.
(2) α(G[V \ V ′]) = |S0| (even if it cannot be verified in polynomial time).
(3) |V ′| ≤ ρ|V∗| (V∗ denotes an optimal solution).
The seconddifficulty is due to the fact that the set of instances forwhich V∗ = ∅ (if S0 is already optimal) cannot be recognized
in polynomial time. It immediately follows that no approximation ratio can be guaranteed with the conditions 1, 2 and 3.
To overcome this difficulty we propose to replace the third condition by:
3′. |V ′| ≤ ρ(1+ |V∗|).
Then, we point out a strong hardness approximation result limiting the possibilities in this direction. This result can be
immediately deduced from usual techniques to devise hardness approximation results for themaximum stable set problem.
It is worth noting that most of hardness approximation results for the maximum stable set problem are obtained by
establishing theNP-hardness of the so called Gap-stability-numberc,s problem [3]. c and s denote two functions on n satisfying
c(n) < s(n) < n; an instance is a graph G of order n forwhichwe have the information that: either α(G) ≤ c(n) or α(G) > s(n);
the problem is then to decide whether α(G) ≤ c(n) or α(G) > s(n). Note that in general, an instance of Gap-stability-numberc,s
cannot be recognized in polynomial time.
Proposition 19. If Gap-stability-numberc,s is NP-hard, then the problem of approximating IS{0,1} in polynomial time within ratio
ρ(n) < s(n)− c(n) (with conditions 1, 2 and 3′) is NP-hard.
Proof. We Turing-reduce Gap-stability-numberc,s to IS{0,1} by transforming a ρ(n) < s(n)− c(n) approximation algorithm for
the latter to an (exact) algorithm for the former. Let us consider an instance G = (V, E) (|V| = n) of Gap-stability-numberc,s.
Then, we construct an instance (G˜, S0) of IS{0,1}: S0 is a stable set having size |S0| = c(n) and G˜ = S0 ⊕ G. If α(G) ≤ c(n),
then an optimal solution of IS{0,1}(G˜, S0) is V∗ = ∅ and consequently, by applying a polynomial-time algorithm guaranteeing
ρ(n), we get, by using condition 3′, a solution of value at most ρ(n) < s(n) − c(n). If α(G) > c(n), then by definition of
Gap-stability-numberc,s, we have α(G) > s(n) and consequently, one has to remove at least |s(n) − c(n)| from V to make S0
optimal in G˜ (recall |S0| = c(n)). So by checking if the number of vertices deleted by the algorithm is greater than |s(n)−c(n)|,
we can decide whether α(G) ≤ c(n) or α(G) > s(n), which solves the instance of Gap-stability-numberc,s. 
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Usually, one derives from any hardness result involving Gap-stability-numberc,s a hardness approximation result at the
approximation level s(n)/c(n) for the maximum stable set problem. Here a stronger hardness result at level s(n) − c(n) is
immediately deduced for the inverse problem. A result of [8] (see also [9]) establishes that there are some constants f , c1
and s1 (c1 < s1) such that Gap-stability-numberc,s is hard, with c(n) = c1n1−1/(f+log n) and s(n) = s1n1−1/(f+log n), unless P = NP.
We immediately deduce:
Corollary 20. IS{0,1} is not approximable within O(n1−1/ log n), unless P = NP.
5.2. IS{0,1} for some classes of perfect graphs
The results obtained in the previous section drastically limit the possibilities of establishing approximation results for
IS{0,1}. In this section, we consider some particular polynomial cases. Section 3.1 suggests indeed that NP-hardness of the
maximum stable set problem leads to NP-hardness of the 0–1 inverse maximum stable set problem against every optimal
algorithm. So, in order to identify classes of graphs for which IS{0,1} is solvable in polynomial time, one has to consider classes
of graphs for which the maximum stable set problem is polynomial. The class of perfect graphs is then a natural example of
such a class [15]. In this case, (IS{0,1})D is in NP (Lemma 5) and so is (ISv{0,1})D (Corollary 9).
Recall that for a graph1 G and a constant k, ISv{0,1}(G, k) aims to delete the minimum number of vertices V ′ such that the
graph G[V \ V ′] has a stability number not greater than k, which is formulated by:
ISv{0,1}(G, k)where G is any graph :
{
Min |V ′|
α(G[V \ V ′]) ≤ k.
Moreover, if the graph is perfect, then α(G[V \ V ′]) ≤ k ⇔ χ(G[V \ V ′]) ≤ k and consequently, ISv{0,1}(G, k) is equivalently
formulated by:
ISv{0,1}(G, k)where G is a perfect graph :
{
Max |V \ V ′|
χ(G[V \ V ′]) ≤ k.
This is exactly the problem of finding in G amaximum k-colorable subgraph. So, ISv{0,1}(G, k) is equivalent to Sk(G, k), meaning
that (ISv{0,1})D ∝ (Sk)D on the class of perfect graphs.Moreover, it also shows that the instance (Sk)D(H, k, B) is equivalent to the
instance (ISv{0,1})D(H, k, B) and consequently that (Sk)D ∝ (ISv{0,1})D for perfect graphs. Since the problem (Sk)D isNP-complete
on the class of perfect graphs [20], so is (ISv{0,1})D. By using Corollary 9, we obtain:
Proposition 21. (IS{0,1})D and (ISv{0,1})D are NP-complete in perfect graphs.
Let us now consider the optimization problem IS{0,1}: given a graph G = (V, E) and a stable set S0, IS{0,1}(G, S0) can be
formulated by:
IS{0,1}(G, S0)where G is any graph :

Min |V ′|
s.t. V ′ ⊆ (V \ S0)
|S0| = α(G[V \ V ′]).
If G is perfect, it is equivalent to:
IS{0,1}(G, S0)where G is a perfect graph :

Max |V \ V ′|
s.t. S0 ⊆ V \ V ′
|S0| = χ(G[V \ V ′]).
Consequently, given a perfect graph G and a stable set S0, the instance IS{0,1}(G, S0) is equivalent to the problem of finding in
G amaximum subgraph containing S0, the chromatic number of which is equal to |S0|. Since S0 is a clique in G, it is equivalent
to finding in G a maximum |S0|-colorable subgraph containing S0. This is exactly SExtk (G, S0) (see Section 2).
Revisiting Proposition 8 and Corollary 9, we note that the equivalence between (ISv{0,1})D and (IS{0,1})D is in fact an
equivalence under Turing-reductions between ISv{0,1} and IS{0,1}. Then, the above discussion leads to an equivalence under
Turing-reductions between SExtk and Sk. The following proposition precises all these reductions; in each case, the reduction
holds for the class of perfect graphs and sometimes also for general graphs; this is indicated under brackets. The equivalence
between instances allows us to state the reductions for other classes of graphs.
Proposition 22. G = (V, E) denotes a graph and k is an integer.
(1) Given G and k, ISv{0,1}(G, k) is equivalent to IS{0,1}(G˜, S0) where S0 is a stable set having size |S0| = k and G˜ = S0 ⊕ G.
So, ISv{0,1}∝T IS{0,1} (for general graphs and for perfect graphs).
1 In this section, we will denote by IS{0,1}(G, S0) and ISv{0,1}(G, k) a general instance of IS{0,1} and ISv{0,1} , respectively. Hence, a general graph will be
denoted by H.
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(2) Given G and a stable set S0, IS{0,1}(G, S0) is equivalent to ISv{0,1}(Gw, |S0|) where w(v) = (1 + |V|) if v ∈ S0 and w(v) = 1 if
v 6∈ S0.
So, IS{0,1}∝T ISv{0,1} (for general graphs and for perfect graphs).
(3) ISv{0,1}(G, k) is equivalent to Sk(G, k).
So, ISv{0,1}∝T Sk and Sk ∝T ISv{0,1} (for perfect graphs).
(4) IS{0,1}(G, S0) is equivalent to SExtk (G, S0).
So, IS{0,1}∝T SExtk and SExtk ∝T IS{0,1} (for perfect graphs).
(5) Sk(H, k) is equivalent to SExtk (H˜, V0) where V0 is a clique verifying |V0| = k and H˜ = V0 ∪ H.
So, Sk ∝T SExtk (for general graphs and for perfect graphs).
(6) SExtk (H, V0) is equivalent to Sk(Hw, |V0|) where w(v) = (1+ |V|) if v ∈ V0 and w(v) = 1 if v 6∈ V0.
So, SExtk ∝T Sk (for general graphs and for perfect graphs).
Proof. The statements 1, 2, 3 and 4 have been previously discussed. The statement 5 follows from the statements 1, 3 and
4. If V0 is a clique, the statement 6 can be similarly deduced from the statements 2, 3 and 4. 
Theorem 23. For every class of perfect graphs X closed under complementation, under multiplication of vertices and under a join
with a single vertex, we have: IS{0,1}, ISv{0,1}, S
Ext
k and Sk mutually Turing-reduce in polynomial time.
Proof. Owing to the reductions mentioned in Proposition 22, one just has to note that whenever X is closed under
multiplication of vertices and under complementation, it is also closed under co-multiplication of vertices since Hw = (H)w.
Moreover, since it is also closed under a join with a single set, it is closed under a join with a stable set and under a union
with a clique. 
Recall that a comparability graph is a non-directed graph G = (V, E) admitting a transitive orientation F, which is a binary
relation on the vertices satisfying [12]: F ∩ F−1 = φ, F ∪ F−1 = E and F2 = {ac | ab, bc ∈ F,∀ b ∈ V} ⊆ F. We have:
Proposition 24. IS{0,1} is polynomially solvable for comparability graphs and co-comparability graphs.
Proof. The class of comparability graphs is closed under both multiplication and co-multiplication of vertices. Let (H,w) be
a weighted comparability graph and F be its associated transitive orientation. We define an orientation Fw of Hw (the graph
obtained from (H,w) by multiplication of vertices) as follows:
∀s ∈ {1, . . . ,wi},∀t ∈ {1, . . . ,wj}, xsi xtj ∈ Fw if and only if xixj ∈ F.
Due to the transitivity of F, xsi xtj ∈ Fw and xtjxuk ∈ Fw imply xsi xuk ∈ Fw, i.e. Fw is transitive and Hw is a comparability graph.
For the graph Hw, obtained from (H,w) by co-multiplication of vertices, we define the following orientation Fw: we first
assign a transitive orientation to every wi-clique (associated with the vertex xi of weight wi in (H,w)) and we complete it
by Fw on the edges of Hw. By construction of Hw, if we have xsi xs
′
i ∈ Fw and xs′i xtj ∈ Fw, then we also have xsi xtj ∈ Fw. So, Fw is
transitive and thus Hw is a comparability graph.
It is also straightforward to verify that the class of comparability graphs is closed under both a join and an union with a
single vertex.
In addition, since Hw = (H)w and Hw = (H)w, the class of co-comparability graphs is closed under the same
transformations. Finally, the union of the class of comparability graphs and the class of co-comparability graphs is closed
under complementation. So, Theorem 23 applies to this class. To conclude the proof, note that Frank, Greene and Kleitman
proved the tractability of the maximum k-colorable subgraph problem in comparability graphs and their complements [10,
13,14]. 
Recall that a permutation graph and an interval graph are both co-comparability graphs [12]. So, we have the following
corollary:
Corollary 25. IS{0,1} is polynomially solvable for permutation graphs and interval graphs.
A non-directed graph G is called chordal (or triangulated) if every cycle of length strictly greater than 3 has a chord. A
graph is called (1, 2)-colorable if its vertex set can be covered by one clique and two stable sets. The problem of deciding
whether a given graph is (1, 2)-colorable is known to be polynomial [5].
Proposition 26. (1) If k = |S0| is fixed, IS{0,1} is polynomially solvable for chordal and co-chordal graphs.
(2) If k = |S0| is not fixed, (IS{0,1})D is NP-complete for (1, 2)-colorable co-chordal graphs.
Proof. 1: Since the class of chordal graphs is not closed under multiplication of vertices, we cannot immediately apply
Theorem 23 for this case. However, since a chordal graph is perfect, any instance IS{0,1}(G, S0) of IS{0,1} where G is chordal, is
equivalent to the instance SExtk (G, S0). To solve the latter problem, we reduce it to themaximumweight k-colorable subgraph
problem PWSk which is known to be polynomial for a fixed k in chordal graphs and their complements (see [20]). Given an
instance SExtk (G, S0), we assign to vertices of S0 the weight (1 + |V|) and to the other vertices the weight 1. Then in G, every
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|S0|-colorable subgraph of maximum weight contains necessarily S0. Consequently, the instance SExtk (G, S0) is equivalent to
the instance PWSk(G,w, |S0|)where w is the specified weight system. It concludes the proof of 1.
2: It is also proved in [20] that if k is unbounded, then Sk is NP-hard in split graphs, hence also in chordal and co-chordal
graphs. To deduce a hardness result for IS{0,1}, we have to take care of the reduction from Sk to IS{0,1} (see Proposition 22).
Let us consider a split graph G and an integer k; the instance Sk(G, k) of Sk is equivalent to the instance ISv{0,1}(G, k), which is
equivalent to IS{0,1}(G˜, S0) where S0 is a stable set, |S0| = k and G˜ = S0 ⊕ G. Note that G˜ is co-chordal and (1, 2)-colorable,
which concludes the proof. 
A well-known reduction using multiplication of vertices allows to reduce the maximumweight stable set problem with
polynomially bounded weights to the maximum stable set problem (see [19]). This reduction also holds for the maximum
k-colorable subgraph problem:
Proposition 27. PWSk(H,w, k) is equivalent to Sk(Hw, k), and consequently PWSk ∝T Sk and Sk ∝T PWSk. Moreover, this
equivalence also holds for their restriction to every class of graphs closed under multiplication of vertices.
Proof. We have αw,k((H,w), k) = αk(Hw, k): there is a one-to-one correspondence between maximal (for inclusion) k-
colorable subgraphs having sizeW in Hw and maximal k-colorable subgraphs the weight of which isW in (H,w). 
Consider now the weighted version PWIS{0,1} of IS{0,1} (see Remark 1): an instance is a weighted graph (G,w) and a stable
set S0;weights are bounded by p(n)where p is a fixed polynomial function and ndenotes the order of the graph instance.2 The
problem is to remove a set of vertices of minimumweight so that S0 is a maximum (unweighted) stable set in the remaining
graph. Revisiting the reduction from IS{0,1} to SExtk (see Proposition 22), we can show that the instance PWIS{0,1}(G,w, S0) is
equivalent to the instance PWSExtk (G,w, |S0|). Then, by assigning to vertices s ∈ S0 the weight w˜(s) = 1+
∑
v∈V\S0 w(v) and to
vertices v ∈ V \S0 theweight w˜(v) = w(v), we obtain the instance PWSk(G, w˜, |S0|)which is is equivalent to PWSExtk (G,w, |S0|).
So we have the following proposition:
Proposition 28. PWIS{0,1}∝T PWSk for every class of perfect graphs closed under complementation.
We then deduce from Propositions 24, 26 and 27:
Corollary 29. PWIS{0,1} is polynomial for comparability and co-comparability graphs.
If k = |S0| is fixed, then PWIS{0,1} is polynomial for chordal and co-chordal graphs.
6. Comparing I S{0,1} and I S{0,1},2opt
The hardness of IS{0,1} and IS{0,1},2opt depends on the nature of the graph instance. It is interesting to identify classes of
graphs for which IS{0,1} and IS{0,1},2opt are both polynomially solvable or both NP-hard and classes of graphs for which one of
these problems is polynomial while the other is NP-hard.
For several classes of perfect graphs alreadymentioned in Section 5.2, both IS{0,1},2opt and IS{0,1} canbe solved in polynomial
time. On the other hand, IS{0,1} is NP-hard in every graph class for which the optimality test associated with the maximum
stable set problem is co-NP-complete. In particular, IS{0,1} is NP-hard in degree-bounded graphs (see Theorem 4) and in
triangle-free graphs. In fact, the usual reduction from the maximum stable set problem to its own restriction on triangle-
free graphs [12] also holds for the related optimality test. On the contrary, we have shown in Section 4 that IS{0,1},2opt is
polynomial for both classes of graphs. In what follows, we point out that it is not true for every class of graphs that IS{0,1} is
more difficult than IS{0,1},2opt . We devise a class G of graphs for which IS{0,1} is polynomial and IS{0,1},2opt is NP-hard. From an
arbitrary graph G = (V, E), we construct a graph G˜ = (V˜, E˜) ∈ G as follows (see Fig. 3):
V˜ = V ∪ {s1, s2} ∪ C1 ∪ C2, |Ci| > |V| ∀i ∈ {1, 2},
E˜ = E ∪ {s1v|v ∈ V ∪ C1 ∪ C2} ∪ {s2v|v ∈ C1 ∪ C2} ∪ {uivi|(ui, vi) ∈ Ci × Ci, i ∈ {1, 2}}.
G is the class of all graphs constructed in this way. Given a graph, it can be decided in polynomial time whether it is in G.
Indeed, it suffices to verify if the neighborhood of a vertex s2 of S0 is the union of two cliques C1 and C2, if the other vertex
s1 of S0 is linked to every vertex except s2, and if |Ci| ≥ |V|, i ∈ {1, 2}. Consequently, without loss of generality, we can
consider that a graph in this class is given together with its decomposition: we denote G˜ = (G, {s1, s2}, C1, C2) to explicit its
decomposition.
Proposition 30. (IS{0,1},2opt)D is NP-complete for the instance set of the form (G˜, S0) where G˜ = (G, {s1, s2}, C1, C2) ∈ G and
S0 = {s1, s2}. On the other hand, IS{0,1} is trivial on the same instance set.
2 PWIS{0,1} denotes in fact a family of problems indexed by p (see Section 2).
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Fig. 3. Instance G.
Proof. Recall that IS{0,1},2opt is in NP by Lemma 6. Let us consider an instance (G, B) where G = (V, E), of VCD, the decision
version of the minimum vertex cover problem. This instance is positive if and only if there is a vertex cover V ′ ⊂ V such that
|V ′| ≤ B. Let us then consider an instance ((G˜, {s1, s2}), B) of (IS{0,1},2opt)D where G˜ = (G, {s1, s2}, C1, C2) ∈ G. Since every vertex
of C1 and C2 is totally connected to S0, the existence of C1 and C2 does not affect the 2-optimality of S0. So, every minimal
solution for IS{0,1},2opt contains only vertices in V , and constitutes a vertex cover of G. Conversely, every vertex cover of G is
a feasible solution for IS{0,1},2opt . Consequently, the instance (IS{0,1},2opt)D(G˜, {s1, s2}, B) is positive if and only if the instance
VCD(G, B) is positive, which concludes the NP-completeness of (IS{0,1},2opt)D restricted to the class G.
On the other hand, every three vertices (u1, u2, v) ∈ C1 × C2 × V constitute a stable set in G˜. If one removes less than |V|
vertices of V , then S0 = {s1, s2} cannot be a maximum stable set. Thus, since |Ci| > |V| ∀i ∈ {1, 2}, the set V constitutes an
optimal solution of IS{0,1} in (G˜, S0). 
7. Concluding remarks
We have considered several versions of the 0–1 inverse maximum stable set problem against 2opt and greedy as well as
against every optimal algorithm. We have also introduced the 0–1 inverse stability number problem. These generalizations
of the usual framework of combinatorial inverse optimization can be considered for many other problems.
We have pointed out some properties of IS{0,1} that differentiate it from the most usual framework for optimization
problems (in particular IS{0,1} does not belong to NPO, unless P = NP); we can expect very similar behaviors from other
inverse versions of hard problems.
If we restrict ourselves to some classes of graphs on which the maximum stable set problem is polynomial, then IS{0,1}
is in NPO and can be considered as a “usual” optimization problem; we have seen that it is NP-hard on perfect graphs but
becomes polynomial for some classes of perfect graphs.
Inverse problems against a specific algorithm seem to be an exciting area that can be studied for every inverse
combinatorial problem. IS{0,1},2opt belongs to NPO, more precisely we have shown that it is equivalent (in approximation) to
the minimum vertex cover problem. The 0–1 inverse maximum stable set problem against greedy seems more difficult to
study. In particular it would be interesting to find non-trivial classes of graphs for which the feasibility test associated with
IS{0,1},greedy is easy.
Finally, we point out that there is no simple relation between the hardness of the inverse problem against every optimal
algorithm and the hardness of the inverse problem against an approximation algorithm. In particular, we cannot say that
the former is at least as difficult as the latter.
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Appendix
Given a graph and a stable set of size k, the optimality test associated with the stable set problem consists in deciding if
there exists another stable set of size strictly larger than k. The aim of this Appendix is to prove:
Theorem 4. (1) The optimality test associated with the maximum stable set problem is co-NP-complete in degree-bounded
graphs, even if the maximum degree is 4.
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Fig. 4. 3COL instance, G = (V, E), resulting from 3SAT instance when X = {x1, x2, x3, x4}, C = {{x2, x3, x4}, {x1, x2, x3}}.
Fig. 5. (a) The graph H3 and (b) vertex substitute H5 .
Proof. The discussion performed in Section 3.2 allows us to show that the problem is in co-NP. The proof is then
accomplished by a reduction from 3SAT. We are given an instance of 3SAT (a set of variables X = {x1, . . . , xn} and a set
of clauses {c1, . . . , cm}). For each clause cj ∈ C, we denote the three literals in cj by cj1, cj2 and cj3. Without loss of generality, we
can assume that if we assign to each variable the truth value “True”, then the first clauses, say c1, . . . , cj0 are satisfied while
cj0+1, . . . , cm are not satisfied. Moreover, we also can assume that 1 ≤ j0 ≤ n − 1, representing the fact that the instance is
not trivial. Let us now recall a very classical reduction from 3SAT to 3COL. We construct a graph G = (V, E), instance of 3COL,
as follows (see Fig. 4):
∀i ∈ {1, . . . , n}, let Vi = {xi, xi},
∀j ∈ {1, . . . ,m}, let V ′j = {uj1, . . . , uj5},
let R and T be two additional vertices,
∀i ∈ {1, . . . , n}, let Ei = {xixi} ∪ {Rxi, Rxi},
∀j ∈ {1, . . . ,m}, let E′j = {uj1uj5, uj2uj3, uj2uj4, uj3uj4, uj4uj5} ∪ {Tuj1, Tuj5},
∀j ∈ {1, . . . ,m}, let E′′j = {uj1cj1, uj2cj2, uj3cj3}.
The construction is completed by setting G = (V, E)where
V = {R, T} ∪
(
n⋃
i=1
Vi
)
∪
(
m⋃
j=1
V ′j
)
, E = {RT} ∪
(
n⋃
i=1
Ei
)
∪
(
m⋃
j=1
E′j
)
∪
(
m⋃
j=1
E′′j
)
.
Note that the vertex degree of the graph G may be arbitrarily large. In particular, deg(R) = 2n + 1, deg(T) = 2m + 1 and
deg(xi) = ki + 2 (deg(xi) = k′i + 2) for i ∈ {1, . . . , n} where ki (and k′i) is the number of clauses to which xi (xi, respectively)
belongs. In order to make G degree-bounded, we use the classical vertex substitute Hk (formed from k − 2 copies of H3),
introduced in [11]. In what follows, Hvk will denote a vertex substitute associated with the vertex v and isomorph to Hk (see
Fig. 5).
Let us replace the vertex R by HRn+2, and T by HTm+2. We denote the outlets of HRn+2 and HTm+2 by {R0, . . . , Rn+1} and
{T0, . . . , Tm+1}, respectively. For i ∈ {1, . . . , n}, we replace the vertex xi by Hxiki+2, and xi by Hxik′i+2. Their outlets are denoted by{xi(0), . . . , xi(ki+1)} and {xi(0), . . . , xi(k′i+1)}, respectively. The edge Rxi (Rxi), i ∈ {1, . . . , n}, is replaced by an edge between
the outlet Ri and one of the outlets of H
xi
ki+2 (H
xi
k′i+2), respectively. Likewise, we replace the edges Tu
j
1 and Tu
j
5, j ∈ {1, . . . ,m}
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Fig. 6. The degree-bounded graph G′ (∆(G′) = 4).
Fig. 7. An example of the construction of 3G (b) from G (a).
by Tju
j
1 and Tju
j
5, respectively. Finally, the edges of E′′j are replaced in a similar way. Then, we obtain a graph of maximum
degree 4, denoted by G′ (see Fig. 6), which is 3-colorable if and only if G is 3-colorable.
Notice that it is always possible to color with 3 colors all vertices of G′ except one. Let us consider the following color
assignment c:
c(Y) =

T if Y = xi(l) for i ∈ {1, . . . , n}, l ∈ {0, 1, . . . , ki + 1}
F if Y = xi(l) for i ∈ {1, . . . , n}, l ∈ {0, 1, . . . , k′i + 1}
T if Y = Ti for i ∈ {0, 1, . . . , j0}
F if Y = Ti for i ∈ {j0 + 1, . . . ,m+ 1}
R if Y = Ri for i ∈ {0, 1, . . . , n+ 1}.
Since Hk is 3-colorable with k outlets of same color [11], the above color assignment allows to color with 3 colors all vertices
of each vertex substitute of G′ except one vertex, denoted by B. B is the common outlet of the j0-th and the (j0 + 1)-th H3
constituting HTm+2. Since Tj0 and Tj0+1 have different outlet colors, B cannot be colored with any of the three colors already
used. So we need the fourth color for this vertex. For the rest of the graph, the color assignment c can be completed by using
colors T, F and R thanks to the properties of vertex substitute Hk and of the satisfaction testing components (the subgraphs
G′[V ′j ] of G′), associated with clauses.
To complete the reduction, we construct from G′ = (V ′, E′) a graph 3G′ = (3V ′, 3E′) as follows (see Fig. 7):
let G′′ = (V ′′, E′′) and G′′′ = (V ′′′, E′′′) be the two copies of G′
3V ′ = V ′ ∪ V ′′ ∪ V ′′′
3E′ = E′∪E′′∪E′′′∪Cwhere C contains the edges of the union of |V ′| triangles, formed from each vertex of V ′ and its copies
in V ′′ and V ′′′
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This construction is a classical reduction from 3COL to the maximum stable set problem. It allows us to show that
α(3G′) = αk(G′, 3) (the maximum size of a 3-colorable subgraph of G′) and in particular, α(3G′) = |V ′| if and only if G′ is
3-colorable. Since all vertices of G′ except one can be colored with 3 colors, the graph 3G′ contains a stable set S′ satisfying
|S′| = |V ′|−1.We then consider the instance (3G′, S′) of the optimality test associatedwith themaximum stable set problem.
This construction can be performed in polynomial time. S′ is not optimal in (3G′, S′) if and only if G′ is 3-colorable and thus
if and only if the original 3SAT instance is satisfiable, which concludes the proof. 
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