Coupled Markovian Langevin equations in the conventional reactor noise theory are cast into a time series model with the aid of contraction of information, coarse graining in time, and the concept of innovation. This makes it possible to physically interpret time series data and to apply them to reactor diagnosis. An evolution equation for the variance of the innovation is found and discussed in connection with the Riccati equation used in prediction theory. The relation with the Markovian representation well-known in control theory is also discussed. A simple example is treated to demonstrate that the time series model has less information than Langevin equations.
INTRODUCTION
The method of time series analysis(1) is of growing interest to reactor noise analysis. Two time series models are widely used; they are expressed by non-Markovian linear difference equations. Namely, one is the autoregressive (AR) model (1) where Ai are matrices of AR parameters, e(n) is a vector of the residual with white power spectrum, and y(n) is an m-dimensional state vector, y(n)=(yi(n), y2(n),..ym(n))T, the superscript T denoting the transpose. The other is an improved AR model called the autoregressive moving average (AR-MA) model, reactor.
The values of M and L are determined by a suitable information criterion such as FPE (final predition error), AIC (Akaike's information criterion) and MEM (maximum entropy method). Once the system is identified in this way from the observed data, the dynamics of the reactor is described by the difference equation like Eqs. (1) and (2) .
Note that this time series approach treats the system as a black box. The parameters in the model are determined numerically, and do not correspond directly to physical phenomena occurring in the reactor. In contrast to this approach, the established methods(2)~(5) in reactor noise theory such as the probability distribution method and the Langevin method, treat the system as a "white box", since they are based on fundamental physical processes.
These methods have successfully been applied to zero power reactors(5)(6) on the assumptions of Markovianity, linearity and stationarity. In the case of power reactors the white box approach seems difficult because of the complexity of the noise phenomena.
In modeling power reactor noise there is a possibility of having ignored some unknown variables.
The time series analysis, on the other hand, is useful for mathematical identification and control of a power reactor. The defect in the time series analysis is, of course, that the physical processes are not clarified. The knowledge of physical processes in reactors is essential for establishing a white box theory of power reactors and for making a reliable diagnosis possible.
The purpose of the present paper is to bridge the conventional reactor noise theory (i.e. the white box theory) and the time series analysis (the black box analysis) in order that physical information may be obtained from the AR and AR-MA models. Namely, we will propose a "gray box analysis". It should be noted here that the present study is similar to, but essentially different from, the study of minimal realization problem in control theory, where system equations are deduced from a black box analysis.
In the case of the AR-MA model, Eq. (2), Akaike(7) obtained
y(n)=Hx(n), (4) which is a Markovian representation equivalent to Eq. (2), giving the same result for y(n) and its correlation matrix.
Here,
Equation (3) does not correspond to physical Langevin equations used in reactor noise theory. It will be shown in the present paper that Eq. (3) has less information than the physical Langevin equations.
This becomes crucial if we apply the time series analysis to reactor diagnosis.
In Chap. II we will derive an AR-MA model from physical Markovian Langevin equations.
The non-Markovianity and the discreteness in the AR-MA model are introduced by the contraction of information and coarse graining in time, respectively. The use of an innovation is a key point of the derivation.
In Chap. III an evolution equation for the variance of the innovation is discussed.
The Markovian representation in control theory is also discussed. In Chap. IV a simple example is treated. The final chapter 17-is added for concluding remarks .
II. NON-MARKOVIAN LANGEVIN EQUATION
AND AR-MA MODEL Consider a system described by a linear Markovian Langevin equation
<x(0)RT(t)> =0 , (t>0) , <R(0)RT(t)>=Dd(t) , ( 7 ) where x(t) is an n-dimensional dynamical variables with zero mean, <x(t)>-=-0, K a regression matrix, R(t) a Gaussian white noise and D a diffusion matrix. Equation (6) involves the assumption that the system is "normal" as has been discussed in Refs. (8)~ (10).
The non-Markovianity of AR-MA model can be accounted for by some hidden variables(11) inherent in our observations.
Let us therefore contract the description from x(t) to y(t)=Hx(t) , (8) where y(t) is an m-dimensional observable variable (m<n). It is further necessary in accordance with the difference equation (2) to make a coarse graining in time. Integration of Eq. (6) from (n-1)Dt to nDt gives
where p=exp KDt and the coarse grained variables are defined by
<f(n)>=0, <f(n)fT(m)>=Vdnm . (12) Here, dnm is the Kronecker's symbol and
It is convenient to introduce a time displacement operator Z so that our basic equations
Let us find an equation for y(n). To avoid unnecessary complications we shall hereafter consider a two-dimensional case, i.e.
where y(n)=x1(n) is an observable and x2(n) a hidden variable . It is straightforward to obtained from Eq. (14) z2y
Consequently, in this contracted description we have (18) Although Eq. (18) is quite similar to the AR-MA model Eq. (2), with orders M=2 and L=1, the noise term in Eq. (18) differs from that in Eq. (2) . That is, the noise term in Eq. (18) consists of two components f1 and f2, while that in Eq. (2) is given by only one component in the case of a single observable component y. We now show that f1 and f2 in Eq. (18) can be given only in terms of the innovation of y, which is defined by r(n)=y(n)-y(n|n-1) ,
where y(n|n-1) is the least square estimator under the condition that Y(n-1)=(y(n-1), y(n-2),..)T is given. As the system is normal, we can adopt the Gaussian process for the state variable.
Then y can be evaluated by the Gaussian conditional mean value. As seen in Appendix, we have
This implies the projection of a variable y(n) on the linear manifold Y(n-1):
where ?? n-1 is the projection operator defined by
The projection of y(n) on Y(n-1) is shown by Fig. 1 .
As each random force fi(m) (i=1,2) is a white noise, we have the relations
If we operate the projection ?? n+1 on both sides of Eq. (18), we obtain
From Eqs. (18), (19) and (24), it follows that
We now show that fl and f2 in Eq. (25) can be represented by r. We rewrite f1 in the following way. From the definition of projection and Eq. (A2), we obtain
where From Eq. (18) and the whiteness of the random force f1, we have 
with Here, we have used the whiteness of the random forces fi(n) and also the fact that r(n) and r(n+1) are not correlated, <r(n)r(n+1)>=0, according to the definition of the innovation.
The time evolution of srr(n) is shown in Fig. 2 . Because A>=0, B>=0 and B-2rA>=0 are easily proved from the definitions of A and B, two real roots satisfy Eq. (34). Figure 2 shows that one solution s+gg is stable and the other s-gg is unstable.
Namely, the steady value of s-gg is not stable for small perturbation. Consequently, the steady value of sgg(oo) is s+gg in an aged system in which the dependence of initial value srr(1) is ignored. Finally, the equation of AR-MA type in a steady system with two degrees of freedom is (35) Next, let us show that Eq. (34) derived from the equation of AR-MA type is closely related to the Riccati equation in a state space representation, without observation noise, of prediction theory. In the remainder of this section, we will make clear the relation between them.
By introducing the least square estimator we obtain the Riccati equation in the case of Eqs. (14) and (15) (36) where Since srr(n) is equal to HP(n)HT (=p11(n)) from the definitions of e(n) and r(n), Eq. (34) should be deduced from Eq. (36). After a straightforward calculation, we can rewrite Eq. (36) as P(n)=q(n-1)P+V,
where This equation means that the time evolution of matrix P(n) is induced by that of one variable q(n). The coupled equations (37) are easily solved as follows: Equation (37) is transformed, with elimination of P12(n) and P22(n), into
Then, we obtain the evolution equation for P11(n):
This is the equation identical to Eq. (34).
Markovian Representation
We have seen that the Markovian Langevin equation (6) or (9) we have coupled equations (40) with a1=-tr(p), a2=det(p)
After a little manipulation we find, by using Eq. (19). (41) which is the Markovian representation equivalent to the AR-MA model, as is well known in the minimal realization problem of control theory.
Let us compare Eq. (41) with Eq. (9). They give the same result as far as the time series y(n) and its power spectrum are concerned. The usefulness of Eq. (9) lies in the fact that it gives the correspondence between time series data and the underlying physical processes. The present formalism therefore makes it possible to physically interpret the time series data and to apply them to reactor diagnosis.
Finally, a summary of the present formalism is shown in Fig. 3 . 
and the equivalent Markovian representation (41) is (44) where which shows the relation of the AR-MA parameters with the physical parameters involved in Eq. (42). Note that there is no one-to-one correspondence between the AR-MA parameters and physical ones. We can estimate no more than four parameters A, B, C and srr(oo) from the time series analysis, while our system is characterized physically by seven parameters in K and D. It can be concluded that the AR-MA model involves less information than the physical Langevin equation.
V. CONCLUDING REMARKS
(1) As mentioned in INTRODUCTION, the analysis of time series is suitable for identification and control of a black box. In the application of time series data to reactor diagnosis, it is important to investigate physical phenomena occurring in a reactor, i.e. to "whitenize" a black box. For this purpose we have in the present paper attempted to incorporate the knowledge obtained in reactor physics and control * In this case the assumption of Eq. (42) is valid. Zero-power reactors in a steady normal state are therefore represented by an AR-MA model with orders M=2 and L=1.
theory into the time series analysis. From this standpoint, our formalism differs from the minimal realization theory of the time series analysis, and may be called a "gray" box analysis. (2) In the previous paper(11), we have studied a non-Markovian effect due to hidden variables, i.e. due to incompleteness in our knowledge of all the state variables.
In the present paper, we have introduced another type of contraction of information as seen in Eqs. (9)~(18). The reason for this is that the initial value of the hidden variables involved in Eq. (6) of Ref. (11) is not contained in the AR and/or AR-MA model. (3) In the present paper, the case with a single observable variable has been discussed for simplicity but a multivariate case must be handled to describe a power reactor. If a system has controllability and observability, the present formalism can be generalized so as to be applicable to a multivariate system by the use of the canonical form of Luenberger (12) . This will be the subject of a forthcoming paper.
[APPENDIX]
Suppose X has an n-dimensional multivariate Gaussian distribution with zero mean and the covariance S=<XXT>, and is split by 
The relations (A2) and (A3) are easily verified by using the property of SS-1=I (unit matrix).
