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Abstract
We extend results on square integrable representations of a locally compact group to subrepresentations
of a representations induced from a character of a closed subgroup. We do so working in the framework of
quotient representations of ∗-algebras.
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1. Introduction
This paper grew out of an attempt to understand three classical results about the left regular
representation L of a locally compact group G and the relations among them:
(I) That any square integrable representation is contained in the left regular representation of
G on L2(G).
(II) Schur’s orthogonality relations for matrix-elements of square integrable representations.
(III) Godement’s theorem saying that any continuous and positive definite function f ∈ L2(G)
on G has a positive convolution square root, i.e. may be written in the form f = f0 ∗ f0,
where f0 ∈ L2(G) is of positive type.
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2 H. Stetkær / Journal of Functional Analysis 252 (2007) 1–33The left regular representation on L2(G) can be characterized as the one induced from the
trivial subgroup. We extend (I) and (II) to the representation Uχ induced from a character χ
on a closed subgroup H of a unimodular group G, instead of just the special case of H being
the trivial subgroup. We get an extension of Godement’s theorem, that applies not just to square
integrable functions on G, but to functions in the representation space of such a representation.
Our results are valid for locally compact groups, and we do not need any structure theory
for semi-simple Lie groups and the like. We do not discuss results for particular groups like
G = Rn where special results are available on, say, convolution roots (see [7]). To accomplish
our program we apply functional analytic methods to matrix-elements of the representations in
question. These representations are often just cyclic, not necessarily irreducible.
Rieffel [13] and Phillips [11,12] generalized to Hilbert algebras the theory of square integrable
representations of locally compact groups. A Hilbert algebra sits as a dense subspace inside its
Hilbert space completion. The present paper treats a new direction by detaching the algebra from
the Hilbert space: Our setup (see Section 3) is that of a quotient representation of a ∗-algebra
A the elements of which need not belong to the Hilbert space. A typical example of A is the
convolution algebra Cc(G) of a locally compact group G. In the papers mentioned above the
self-adjoint idempotents of the Hilbert algebra play an important role. They play no role in our
treatment. Indeed, they cannot, because our framework is so general that our algebra A need not
contain any non-zero self-adjoint idempotents.
Working in the framework of quotient representations we get a transparent treatment of vari-
ous aspects of subrepresentations of a representation induced from a character χ on a subgroup
H of the given group G. A novel feature seems to be the observation of the role of the spher-
ical vectors for subrepresentations of the induced representation Uχ and for the orthogonality
relations. Let σ be a representation of G on a Hilbert space H′. We say that a vector x′0 ∈H′ is
spherical, if σ(h)x′0 = χ(h)x′0 for all h ∈ H , and if there is a non-zero spherical vector we say
that σ is a spherical representation. All vectors are spherical if H = {e}.
Assuming that G/H has a non-zero G-invariant measure μG/H , we prove that any represen-
tation σ of G with a cyclic and spherical vector x′0 such that |〈x′0, σ (·)x′0〉| ∈ L2(G/H,μG/H )
is a subrepresentation of Uχ (Theorem 7.10 combined with Remark 7.4). A partial converse is
also true if G is unimodular and H = 〈K,A〉 is generated by a compact subgroup K of G and a
closed central subgroup A of G: More precisely, any irreducible subrepresentation σ of Uχ with
a spherical vector x′0 satisfies that |〈x′0, σ (·)x′0〉| ∈ L2(G/H,μG/H ) (Theorem 9.4).
For H = 〈K,A〉 of the form above we prove a version of Schur’s orthogonality relations for
matrix-elements 〈x′, σ (·)x′0〉 of an irreducible representation σ , where x′ is arbitrary while x′0
ranges over the spherical vectors (Theorem 9.6).
The irreducible subrepresentations of the left regular representation L of G, i.e. the case of
H = {e}, are known to be the same as the square integrable representations, also called the
discrete series of G. This is an active field with a long history (see for example Dixmier [4],
Carey [2], Duflo and Moore [5] and Rieffel [14]). The investigations are continued in the present
paper in the case of H = {e}, mainly for G unimodular, although some of our results (for example
Theorems 5.1 and 7.10) also hold for non-unimodular groups.
There are already some investigations of what happens when H = {e}:
(i) Representations that are square integrable modulo the center Z(G) of G, were studied by
A. Borel [1, §5.13]. They fit perfectly into our framework (see Section 9.4): Such a repre-
sentation σ is a subrepresentation of Uχ , where χ is the character given by the restriction of
σ to the center H = Z(G).
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tion Uτ , where τ is a representation of a subgroup H of G, in terms of admissible maps
modulo (H, τ) (defined in [3, Definition 3.1]). We relate this to our paper by producing such
admissible maps modulo (H,χ), when σ is a spherical representation, which is irreducible
or just cyclic and has a square integrable matrix-coefficient (see Remark 7.12 for details).
Any square integrable representation σ of G is a subrepresentation of the left regular rep-
resentation of G on L2(G). Carey [2] and Dixmier [4] used Godement’s classical theorem to
construct the orthogonal projection onto a subspace of L2(G) on which σ is realized. We obtain
such a projection directly from Theorem 4.4 (see Corollary 4.6).
Theorem 4.4 also provides us with an extension of Godement’s theorem, that applies not
just to square integrable functions on G, but even to functions in the representation space of a
representation induced from a character of a subgroup of G (Section 5). Godement’s theorem has
been extended to Hilbert algebras by Rieffel [13] and Phillips [11,12]. However, our extension
of Godement’s theorem is quite different from theirs.
In [9] Kunze considered a representation of a unimodular group. Assuming that all its matrix-
coefficients are square integrable he concluded [9, Corollary] that it is discretely decomposable,
i.e. it can be written as an orthogonal sum of irreducible subrepresentations. In Section 6 we
extend Kunze’s result to our setting of a quotient representation.
The paper is organized in the following way:
The notation (which is standard) and the general setup are fixed in Sections 2 and 3.
The technical key to our work, Theorem 4.4, is the main content of Section 4.
Section 5 presents a necessary and sufficient condition for an element to have a convolution
square root. Godement’s classical theorem is derived as a corollary.
Section 6 extends the results of [9] about decomposition theory. The remaining sections do
not depend on it.
In Section 7 we compute in details what the operators in the general setup of Section 3 amount
to for a representation which is induced from a character of a subgroup of G. We state a suffi-
cient condition for certain spherical, cyclic representations of G to be contained in the induced
representation (Theorem 7.10).
Section 8 discusses in a general framework (i) the necessity of the condition from Theo-
rem 7.10 and (ii) Schur’s orthogonality relations.
Section 9 applies the results of Section 8 to a representation induced from a character of a
subgroup of the form 〈K,A〉, where K is a compact subgroup of G, and A is a closed central
subgroup of G.
2. Notation and terminology
All vector spaces are taken over the field C of complex numbers. For Hilbert spaces and
operators between them we use the standard notation as found in [6]. The commutator algebra of
M⊆ B(H′) will be denotedM′. For the polar decomposition of a closed operator between two
Hilbert spaces we refer to [10, Section XII.7] or [6, Section XII.7], from where we also borrow
the terminology initial domain for a partial isometry.
In the present paper an algebra need not possess a unit. By a ∗-representation of a ∗-algebra
A on a Hilbert space H′ we mean a ∗-homomorphism σ :A→ B(H′). A vector x′ ∈H′ is said
to be cyclic for the representation σ , if span{σ(a)x′ | a ∈ A} =H′. The representation σ is said
to be irreducible, if each non-zero vector in H′ is cyclic for σ .
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measure ds on G. We include the Hausdorff property in the definition of locally compact. We
will assume that G is second countable, although we shall first need this from Section 7 on.
The modular function on G will be denoted ΔG. If F is a complex-valued function on G then
we let F˜ denote the function F˜ (s) = F(s−1), s ∈ G. We let L be the left regular representa-
tion of G on the complex vector space of all complex-valued functions on G, and depending on
the context also of its restriction to subspaces like the square integrable functions. The Hilbert
space L2(G) = L2(G,ds) is equipped with its usual inner product 〈f,g〉 = ∫
G
f (s)g(s) ds,
f,g ∈ L2(G).
C(G) denotes the vector space of all continuous, complex-valued functions on G. The convo-
lution ∗-algebra of compactly supported functions in C(G) is denoted Cc(G). The group G acts
by ∗-automorphisms as a transformation group on Cc(G) according to the prescription
(s · f )(t) = ΔG(s)f
(
s−1ts
)
, f ∈ Cc(G), s, t ∈ G. (2.1)
If H is a closed subgroup of G we equip G/H with the quotient topology and identify
C(G/H) with the functions in C(G) that are constant on the left cosets sH , s ∈ G. It is a
standard fact that G/H has a non-zero G-invariant measure if and only if ρ := ΔH/ΔG = 1
on H . Such a measure is unique up to a positive scalar. We denote it by μG/H . We fix a left Haar
measure dh on H .
By a representation of a group G we mean a strongly continuous unitary representation. This
also applies to characters of subgroups. If σ is a representation of G we introduce the correspond-
ing ∗-representation of Cc(G), again denoted σ , by σ(f ) =
∫
G
f (s)σ (s) ds for f ∈ Cc(G).
An irreducible representation σ of G on a Hilbert space H is square integrable if there exist
x, y ∈H \ {0} such that 〈x,σ (·)y〉 ∈ L2(G).
A function f ∈ L1loc(G) is said to be of positive type, if∫
G
(
φ∗ ∗ φ)(s)f (s) ds  0 for all φ ∈ Cc(G).
We shall use that f = f˜ locally almost everywhere if f is of positive type [4, 13.7.7], and that
a continuous function on G is of positive type if and only if it is positive definite [4, Proposi-
tion 13.4.4].
3. Setup
Throughout this paper A denotes a ∗-algebra and H a Hilbert space. They are related by a
linear map i :A→H and a ∗-representation π of A on H, such that
(A) i(A) is dense in H, and
(B) π(a)i(b) = i(ab) for all a, b ∈A.
Remark. We do not assume that:
(a) i :A→H is injective. See Remark 7.1 for an example where it is not injective. It is injective
for Hilbert algebras (Example 3.5 below),
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assume that ‖i(a∗)‖ = ‖i(a)‖ for all a ∈ A. In our studies of spherical vectors for induced
representations we get by with the weaker condition ‖i(a∗0)‖ = ‖i(a0)‖, a0 ∈ A0, where A0
is a certain sub-∗-algebra of A (Section 8),
(c) A comes equipped with a topology.
Let σ be a ∗-representation of A on a Hilbert space H′ and let x′0, x′1 ∈H′ be given. We shall
so often impose the following condition on σ and x′0, x′1, that it almost becomes part of the setup:
There exists a constant C(x′0, x′1) such that∣∣〈σ(a)x′0, x′1〉∣∣ C(x′0, x′1)∥∥i(a)∥∥ for all a ∈A. (3.1)
The inequality (3.1) means that the map i(a) → 〈σ(a)x′0, x′1〉 defines a continuous linear func-
tional on the dense subspace i(A) of H, and thus that there exists exactly one element x1 ∈H
such that 〈
σ(a)x′0, x′1
〉= 〈i(a), x1〉 for all a ∈A.
A frequent use will be made of a standard Uniform Boundedness Principle argument typified
by the statement that if an inequality of the form (3.1) is assumed to hold for all x, y in closed
subspaces (not necessarily the same subspace for both x and y) and with a constant C ostensibly
allowed to depend on x and y, then there exists a constant M > 0 such that |〈σ(a)x, y〉| 
M‖i(a)‖‖x‖‖y‖ for all x, y in the given subspaces.
Definition 3.1. An element x ∈H is said to be positive, if 〈i(a∗a), x〉 0 for all a ∈A.
Definition 3.2. An element y ∈ H is said to be a convolution square root of x ∈ H, if
〈π(a)y, y〉 = 〈i(a), x〉 for all a ∈A.
It is immediate that x ∈H is positive if it has a convolution square root. We do not require that
convolution square roots are positive. However, as we shall see later, if x ∈H has a convolution
square root then it also has a positive one (Theorem 5.1(b)).
The terminology in Definitions 3.1 and 3.2 is justified and explained in the following motivat-
ing Example 3.3.
Example 3.3. If G is a locally compact group, then the setup described in the beginning of
this Section 3 holds with A = Cc(G), H = L2(G), i :Cc(G) → L2(G) the inclusion map, and
π :A→ B(H) given by π(a)f = a ∗ f for a ∈ Cc(G) and f ∈ L2(G).
That f ∈ L2(G) is positive means here that ∫
G
(a∗ ∗ a)(s)f (s) ds  0 for all a ∈ Cc(G),
i.e. that f is of positive type.
Let f0 ∈ L2(G). From the formula 〈π(a)f0, f0〉 =
∫
G
a(s)〈f0,L(s)f0〉ds we see that f0 is a
convolution square root of f ∈ L2(G), if and only if f (s) = 〈f0,L(s)f0〉 for almost all s ∈ G
or equivalently f = f0 ∗ f˜0 almost everywhere. If f0 is a positive convolution square root of f ,
then f = f0 ∗ f˜0 = f0 ∗ f0, which gives a justification for the terminology square root.
The condition (3.1) is satisfied for a representation σ of G on a Hilbert spaceH′ if and only if
the matrix-element s → 〈x′1, σ (s)x′0〉 is square integrable over G. (A detailed argument for this
can be found for the more general case of induced representations in the proof of Lemma 7.7.)
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tion of G which is a very special case of a representation induced from a character of a subgroup
of G. The more general situation of representations induced from characters also fits into our
setup and will be discussed in Section 7.1.
Example 3.5. Let A be a Hilbert algebra and H the Hilbert space completion of A. Our setup
holds with i :A→H as the inclusion map and π(a) = Ua for a ∈A, where we use the notation
of [13].
Remark 3.6. We have right after Definition 3.2 noted that a necessary condition for an element
inH to possess a convolution square root is that the element is positive. However, it is in general
not true that positive elements have convolution square roots, so the condition is not sufficient:
Take in Example 3.3 the group G = R. The Fourier transform fˆ of the function
f (t) = 1
1 + |t | , t ∈ R,
is a square integrable function of positive type, because f is square integrable and f (t)  0
for all t ∈ R. We obtain a contradiction, if we assume that fˆ possesses a convolution square root
f0 ∈ L2(R). Indeed, applying the inverse Fourier transform to fˆ = f0 ∗f ∗0 we get that f = |fˇ0|2.
Thus
|fˇ0| = 1√1 + |t | , t ∈ R.
But then fˇ0 /∈ L2(R), and so we obtain the contradiction f0 /∈ L2(R).
4. Two key operators
Let σ be a ∗-representation of A on a Hilbert space H′ and let x′0 ∈H′. In this section we
associate to σ and x′0 two unbounded linear operators Rx′0 and Tx′0 and list a number of their
pertinent properties (Theorem 4.4).
First, however, we recall the standard facts collected in the following lemma.
Lemma 4.1. Let σ be a ∗-representation of A on a Hilbert space H′ and let x′0 ∈H′. Let PK
denote the orthogonal projection of H′ onto the closure K of σ(A)x′0 in H′. Then
(a) K is a σ -invariant closed subspace of H′.
(b) PKσ(a) = σ(a)PK for all a ∈A.
(c) Let x′1 ∈H′. Then PKx′1 is a cyclic vector for σ |K, if x′1 is cyclic, or if x′1 = x′0.
Definition 4.2. Let σ be a representation of A on a Hilbert space H′. For any x′ ∈H′ such that
a ∈A, i(a) = 0 ⇒ σ(a)x′ = 0 (4.1)
we unambiguously define a linear operator Rx′ : i(A) →H′ by Rx′(i(a)) = σ(a)x′ for a ∈A.
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of i is not part of our setup.
If we take σ = π in Example 3.3 then the operator Rx′ becomes convolution by the function
x′ ∈ L2(G) from the right (that is our reason for choosing the notation Rx′ ), i.e. Rx′a = a ∗ x′
for a ∈ Cc(G). In the Hilbert algebra case (Example 3.5) we have in the notation of [13] that
Rx′ = Vx′ .
The observation right after (3.1) is the basis for the next definition:
Definition 4.3. Let σ be a representation of A on a Hilbert spaceH′ and fix x′0 ∈H′. Let D(Tx′0)
denote the subspace of H′ consisting of those x′1 ∈H′ for which the inequality (3.1) holds. For
x′ ∈D(Tx′0) define Tx′0x′ ∈H by〈
σ(a)x′0, x′
〉= 〈i(a), Tx′0x′〉 for all a ∈A. (4.2)
The following technical Theorem 4.4 lists a number of properties of the operators Rx′0 and Tx′0
and of their relations to the polar decomposition of Tx′0 . The theorem is the foundation for our
further work.
By (c) of the theorem (Rx′0)
∗ = Tx′0 , so it is a matter of convenience whether to work with Tx′0
or Rx′0 . We have chosen to mainly work with Tx′0 .
Theorem 4.4 may be seen as a generalization of classical results on square integrable repre-
sentations: In Example 3.3 the elements Tx′0x
′ ∈H, x′ ∈H′, are matrix-elements, some of which
are in L2(G), when σ is square integrable. The characterization of Tx′0x
′ as a matrix-element
extends to representations induced from a character (See Proposition 7.8).
Theorem 4.4. Let σ be a ∗-representation of A on a Hilbert space H′ and fix x′0, x′1 ∈H′. Let P
denote the orthogonal projection of H′ onto σ(A)x′0, and Tx′0 = W |T | the polar decomposition
of Tx′0 .
We assume that (3.1) holds and that Px′1 is cyclic for the restriction of σ to σ(A)x′0. Then
(a) Rx′0 is a well-defined, closable, densely defined linear operator from H to H′.
(b) Tx′0 is a closed, densely defined linear operator from H′ to H. Furthermore π(a)Tx′0 ⊆
Tx′0σ(a) and σ(a)|T | ⊆ |T |σ(a) for all a ∈A.(c) (Rx′0)∗ = Tx′0 .
(d) π(a)W = Wσ(a) for all a ∈A. The initial domain of W is σ(A)x′0, and its range is π(A)y0
where y0 := Wx′0 ∈H.
(e) Ry0 is a well-defined operator from H to H. It is positive and essentially self-adjoint: In-
deed, W |T |W ∗ is self-adjoint, and Ry0 = W |T |W ∗. Furthermore π(a)Ry0 ⊆ Ry0π(a) for
all a ∈A. Finally, y0 is positive.
(f) If x′0 ∈D(Tx′0), then Tx′0x′0 ∈H has a positive convolution square root, viz. y0.
(g) If x′0 is cyclic, then Tx′0 is injective, and W is an isometry of H′ into H. In this case σ is a
subrepresentation of π , with W as an intertwining isometry from σ to π .
Proof. A couple of times during the proof we use without explicit mentioning that (BA)∗ =
A∗B∗, when A is a densely defined linear operator and B a bounded, everywhere defined linear
operator.
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(a) We start by showing that Rx′0 is well defined, i.e. that i(a) = 0 implies σ(a)x′0 = 0. For
any b ∈A we find that∣∣〈σ(a)x′0, σ (b)Px′1〉∣∣= ∣∣〈σ (b∗a)x′0,P x′1〉∣∣= ∣∣〈σ (b∗a)x′0, x′1〉∣∣
 C
∥∥i(b∗a)∥∥= C∥∥π(b∗)i(a)∥∥= C∥∥π(b∗)0∥∥= 0,
so 〈σ(a)x′0, σ (b)Px′1〉 = 0. But Px′1 is by assumption a cyclic vector for σ on span{σ(b)x′0 |
b ∈A}, and b ∈A is arbitrary, so σ(a)x′0 = 0.
We next establish that Rx′0 is closable. Let a1, a2, . . . be a sequence from A and let x
′ ∈H′.
We shall show that if i(an) → 0 and Rx′0(i(an)) = σ(an)x′0 → x′ for n → ∞, then x′ = 0. For
any a ∈A we get on the one hand that 〈σ(an)x′0, σ (a)x′1〉 → 〈x′, σ (a)x′1〉, and on the other hand
that ∣∣〈σ(an)x′0, σ (a)x′1〉∣∣= ∣∣〈σ (a∗an)x′0, x′1〉∣∣
 C
∥∥i(a∗an)∥∥= C∥∥π(a∗)i(an)∥∥→ 0,
so 〈x′, σ (a)x′1〉 = 0. Since x′ = limn σ (an)x′0 ∈ span{σ(a)x′0 | a ∈ A} we have Px′ = x′. Now
0 = 〈x′, σ (a)x′1〉 = 〈Px′, σ (a)x′1〉 = 〈x′, σ (a)Px′1〉. But Px′1 is cyclic for the restriction of σ to
span{σ(a)x′0 | a ∈A}, so x′ = 0.
(c) Let x′ ∈ D(T ). Then 〈i(a), T x′〉 = 〈σ(a)x′0, x′〉 = 〈Rx′0 i(a), x′〉 for all a ∈ A, so
x′ ∈ D((Rx′0)∗) and (Rx′0)∗x′ = T x′. This means that T ⊆ (Rx′0)∗. It is thus left to show thatD((Rx′0)∗) ⊆D(T ).
If x′ ∈ D((Rx′0)∗) we get for all a ∈ A that 〈i(a), (Rx′0)∗x′〉 = 〈Rx′0 i(a), x′〉 = 〈σ(a)x′0, x′〉,
which shows that x′ ∈D(T ).
(b) The first statement follows from general functional analysis [6, Lemma XII.7], T being the
adjoint of the closed, densely defined linear operator Rx′0 as just shown. The first commutation
property is an easy consequence of Definition 4.3, and the second one follows from the first one
by standard arguments (see [10, Chapter IV, §21]).
(d) We find for any x′ ∈D(|T |) =D(T ), that
π(a)W |T |x′ = π(a)T x′ = T σ(a)x′ = W |T |σ(a)x′ = Wσ(a)|T |x′.
Thus the two bounded operators π(a)W and Wσ(a) coincide on the range R(|T |) of |T |, and
hence also on its closure R(|T |) = (ker |T |)⊥ = (kerT )⊥. It is left to show that they also coincide
on kerT . The initial domain of W is (kerT )⊥, so by its very definition W = 0 on its orthogonal
complement, i.e. on kerT . Thus π(a)W = 0 on kerT . If x′ ∈ kerT , then we get by (b) that
T σ(a)x′ = π(a)T x′ = 0, so σ(a)(kerT ) ⊆ kerT . Finally, Wσ(a)(kerT ) ⊆ W(kerT ) = {0}.
The equality kerT = (σ (A)x′0)⊥ follows quickly from the definition of T .
Using that W is a partial isometry we find that its range is Wσ(A)x′0 = Wσ(A)x′0 =
π(A)Wx′0 = π(A)y0.
(e) The operator W |T |W ∗ = WT ∗ is densely defined since so is T and hence also T ∗
[6, Lemma XII.7]. Now, (W |T |W ∗)∗ = (WT ∗)∗ = (T ∗)∗W ∗ = TW ∗ = W |T |W ∗ shows that
W |T |W ∗ is self-adjoint. It is clearly a positive operator. The computation
H. Stetkær / Journal of Functional Analysis 252 (2007) 1–33 9π(a)W |T |W ∗ = π(a)TW ∗ ⊆ T σ(a)W ∗ = T (Wσ (a∗))∗
= T (π(a∗)W )∗ = TW ∗π(a) = W |T |W ∗π(a)
shows that π(a) and W |T |W ∗ commute.
If i(a) = 0, then 0 = Rx′0 i(a) = σ(a)x′0, because Rx′0 is well defined by (a). Applying W to
this we get 0 = Wσ(a)x′0 = π(a)Wx′0 = π(a)y0, which proves that Ry0 is well defined.
We next prove that Ry0 is closable, i.e. that if i(an) → 0 and Ry0 i(an) = π(an)y0 → x0 then
x0 = 0. Combining π(an)y0 = Wσ(an)x′0 with the fact that W is an isometry on its initial domain
σ(A)x′0 we see that {σ(an)x′0} is a Cauchy sequence in H′. Hence there exists an x′ ∈H′ such
that σ(an)x′0 → x′. This means that Rx′0 i(an) → x′, and so x′ = 0, Rx′0 being closable. Thus
σ(an)x
′
0 → 0. Applying W to this we get that π(an)y0 → 0. But π(an)y0 → x0, so x0 = 0.
The computation Ry0 i(a) = π(a)y0 = π(a)Wx′0 = Wσ(a)x′0 = WRx′0 i(a) which is valid for
any a ∈A, shows that Ry0 = WRx′0 , from which it follows that Ry0 = WRx′0 .
We get from the formula (Rx′0)
∗ = T that
Ry0 = WRx′0 = W(Rx′0)∗∗ = WT ∗ = W
(
W |T |)∗ = W |T |W ∗.
We now establish that y0 is positive from the fact that Ry0 ⊆ W |T |W ∗ so that Ry0 is a positive
operator: For any a ∈A we find that〈
i
(
a∗a
)
, y0
〉= 〈π(a)∗i(a), y0〉= 〈i(a),π(a)y0〉= 〈i(a),Ry0 i(a)〉 0.
(f) Note that P is the orthogonal projection of H′ onto the initial domain for W . Using that
W is an isometry on its initial domain and is 0 on its orthogonal complement so that WP = W
we find that
〈
π(a)y0, y0
〉= 〈π(a)Wx′0,Wx′0〉= 〈Wσ(a)x′0,WPx′0〉
= 〈σ(a)x′0,P x′0〉= 〈Pσ(a)x′0, x′0〉= 〈σ(a)x′0, x′0〉.
From this formula we get for any a ∈A that
〈
i(a), T x′0
〉= 〈σ(a)x′0, x′0〉= 〈π(a)y0, y0〉,
which shows that y0 is a convolution square root of T x′0. Its positivity was established under (e).
(g) During the proof of (d) we saw that kerT = (σ (A)x′0)⊥, which proves the statement
about injectivity. We also saw that the initial domain of W is (kerT )⊥, so here we get that it
is (kerT )⊥ = σ(A)x′0 =H′. 
By [13, Theorem 4.6] a representation σ of G with a cyclic vector x′0 such that 〈x′0, σ (·)x′0〉 ∈
L2(G) is a subrepresentation of the left regular representation. Corollary 4.5 contains that fact. It
even allows two cyclic vectors that need not coincide. The corollary also entails a more general
result about representations induced from a character (Theorem 7.10).
10 H. Stetkær / Journal of Functional Analysis 252 (2007) 1–33Corollary 4.5. Let σ be a ∗-representation of A on a Hilbert space H′. Assume that there exist
cyclic vectors x′0, x′1 ∈H′ and a constant C such that the inequality (3.1) holds.
Then σ is a subrepresentation of π .
In Corollary 4.6 we examine what happens if σ is irreducible and not just cyclic. Theorem 7.11
is an application of it to representations induced from a character. A partial converse of Corol-
lary 4.6 will be discussed in Theorem 8.4.
Corollary 4.6. Let σ be an irreducible ∗-representation of A on a Hilbert spaceH′. Assume that
there exist non-zero vectors x′0, x′1 ∈H′ and a constant C such that the inequality (3.1) holds.
Then
(a) There exists an isometry W :H′ →H, that intertwines σ and π , so that σ is a subrepresen-
tation of π .
(b) There exists a constant c > 0 such that〈
σ(a)x′0, x′
〉= c〈i(a),Wx′〉, a ∈A, x′ ∈H′.
(c) y0 := Wx′0 ∈H is a positive convolution square root of cy0.
(d) Ry0 is a well-defined, closable operator, and c−1Ry0 is the orthogonal projection of H onto
the subspace W(H′).
(e) If z0 ∈ H is any positive convolution square root of cy0, then Rz0 is well defined and
Rz0 = Ry0 .
Proof. The points (a)–(d) are easy from Theorem 4.4 combined with Schur’s lemma. Under (e)
we assume for simplicity c = 1: When z0 ∈H is a convolution square root of Tx′0x′0, then〈
π(a)z0, z0
〉= 〈i(a), Tx′0x′0〉= 〈σ(a)x′0, x′0〉 for all a ∈A,
which implies that Uσ(a)x′0 := π(a)z0, a ∈ A, defines a linear isometry U :σ(A)x′0 →H. This
extends uniquely to an isometry, again denoted U , of σ(A)x′0 =H′ into H.
If i(a) = 0, then π(a)z0 = Uσ(a)x′0 = URx′0 i(a) = 0, which means that Rz0 is well defined
(Definition 4.2). The definition of U says that Rz0 = URx′0 , which implies that Rz0 is closable
and that Rz0 = URx′0 . Now,
(Rz0)
∗Rz0 = (URx′0)∗URx′0 = (Rx′0)∗U∗URx′0 = (Rx′0)∗Rx′0,
and similarly (Ry0)∗Ry0 = (Rx′0)∗Rx′0 . Since Ry0 is self-adjoint (Theorem 4.4(e)), we see that
(Rz0)
∗Rz0 = (Ry0)2. (4.3)
By (b) the operator Tx′0 is bounded. Hence so is Rx′0 = T ∗x′0 , and then also Rz0 = URx′0 . Fur-
thermore, z0 ∈ H being positive implies that Rz0 is positive, so Rz0 is a positive self-adjoint
operator. Due to the uniqueness of the positive square root of an operator we see from (4.3) that
Rz0 = Ry0 . Restricting this to i(A) we get that Rz0 = Ry0 . 
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theorem Carey [2, p. 5], following Dixmier [4, p. 268], found a positive convolution square root
f0 of the matrix-element s → 〈x′0, σ (s)x′0〉. Both of them then worked with the operator Rf0 . We
have included (e) of Corollary 4.6 to point out that Rf0 is independent of the choice of positive
convolution square root f0, even in our more general setting.
In the papers mentioned above Dixmier and Carey continued by choosing the Friedrichs exten-
sion of Rf0 to get a self-adjoint extension of it. Actually Rf0 is essentially self-adjoint according
to Theorem 4.4(e), so W |T |W ∗ is the only self-adjoint extension of Rf0 .
5. Godement’s theorem on convolution square roots
Theorem 5.1(a) is our generalization of Godement’s theorem in the setup of Section 3. Its
proof is based on Theorem 4.4 and hence on considerations from functional analysis.
Theorem 5.1. Let x0 ∈H.
(a) x0 has a positive convolution square root if and only if there exist a ∗-representation σ of
A on a Hilbert space H′ and a vector x′0 ∈H′, such that 〈σ(a)x′0, x′0〉 = 〈i(a), x0〉 for all
a ∈A.
(b) If x0 has a convolution square root, then it has a positive convolution square root.
Proof. (a) The condition is satisfied by definition if x0 has a convolution square root. To prove
the other direction we refer to Theorem 4.4(f). The theorem applies, because x′1 = x′0 here.
(b) Let y ∈H be a convolution square root of x0. This means that 〈π(a)y, y〉 = 〈i(a), x0〉 for
all a ∈A, so (b) is an immediate consequence of (a). 
Remark 5.2. If x ∈H has a convolution square root then x is integrable (see [13, Definition 3.5]
and [11, Definition 1.4]) in the sense that
sup
{〈
i(e), x
〉 ∣∣ e = e∗ = e2 ∈A}< ∞.
Indeed, let y ∈H be a convolution square root of x and let e = e∗ = e2 ∈A. Noting that π(e) is
an orthogonal projection we find that 〈i(e), x〉 = 〈π(e)y, y〉 = ‖π(e)y‖2  ‖y‖2.
Phillips proved in [11, Theorem 1.10] that the converse is true if A is an achieved left Hilbert
algebra, generalizing the corresponding result by Rieffel [13, Theorem 3.14] on Hilbert algebras.
In the present generality there is no hope for such a converse result, since A need not contain any
non-zero self-adjoint idempotents.
In the remainder of this section we assume we are given a Hilbert spaceH which is a subspace
of L1loc(G) (in which functions agreeing locally almost everywhere are identified). We assume
given a linear map i : Cc(G) →H such that 〈i(a), f 〉 =
∫
G
a(s)f (s) ds for all a ∈ Cc(G) and
f ∈ H, and a representation π of G on H such that π(s)i(a) = i(L(s)a) for all s ∈ G and
a ∈ Cc(G). The setup of Section 3 then holds.
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which by our assumption here becomes∫
G
(
a∗ ∗ a)(s)f (s) ds  0 for all a ∈ Cc(G).
In other words, f ∈H positive means f is of positive type.
Similarly we find that f0 ∈H is a convolution square root of f ∈ H if and only if f (s) =
〈f0,π(s)f0〉H for locally almost all s ∈ G. In particular a necessary condition for f to possess
a convolution square root is that f is continuous and positive definite. The condition is also
sufficient, as shown by the following slight extension of Godement’s classical theorem.
Theorem 5.3. Let the assumptions be as above. Let f ∈ C(G) be a positive definite function
on G. If f ∈H, then there exists a function f0 ∈H of positive type such that f (s) = 〈f0,π(s)f0〉
for all s ∈ G.
Proof. Any continuous, positive definite function f on G can be written in the form f (s) =
〈x′0, σ (s)x′0〉, s ∈ G, where σ is a representation of G on a Hilbert space H′ and x′0 ∈ H′
[4, Théorème 13.4.5]. For any a ∈ Cc(G) we find that
〈
i(a), f
〉= ∫
G
a(s)f (s) ds =
∫
G
a(s)
〈
x′0, σ (s)x′0
〉
ds
=
∫
G
a(s)
〈
σ(s)x′0, x′0
〉
ds = 〈σ(a)x′0, x′0〉,
so we conclude from Theorem 5.1 that f has a positive convolution square root f0 ∈H, i.e. that
〈i(a), f 〉 = 〈π(a)f0, f0〉 for all a ∈ Cc(G). Thus∫
G
a(s)f (s) ds =
∫
G
a(s)
〈
π(s)f0, f0
〉
ds for all a ∈ Cc(G),
which implies that f (s) = 〈f0,π(s)f0〉 for locally almost all s ∈ G. Since both sides are contin-
uous, they agree everywhere. 
We get Godement’s theorem by taking H = L2(G) in Theorem 5.3. We have thus derived
Godement’s theorem by other methods than those of [8, Théorème 17], [11] and [13]. Theorem
5.3 applies more generally to representations induced from a character χ of a closed subgroup
H of G; here H=Hχ and π = L (see Section 7.1). These representations include the classical
case of H= L2(G) as H = {e}.
6. Decomposition theory
In [9] Kunze considered a representation of a unimodular group. Assuming that all its matrix-
coefficients are square integrable he concluded [9, Corollary] that it is discretely decomposable.
In this section we derive Theorem 6.1 which has the result corresponding to Kunze’s, but in
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superfluous.
Theorem 6.1. Let σ be a cyclic ∗-representation of A on a Hilbert space H′ with cyclic vector
x′0 ∈H′, and let H′0 = σ(A)′x′0. Assume that for each x′ ∈H′0 and y′ ∈H′ there is a constant
C(x′, y′) 0 such that ∣∣〈σ(a)x′, y′〉∣∣ (x′, y′)∥∥i(a)∥∥ for all a ∈A. (6.1)
Then σ is discretely decomposable.
Theorem 6.1 applies not just to square integrable representations, but even to the more general
case of representations induced from a character (Corollary 7.13). We pause for a moment to
present two other corollaries of Theorem 6.1 before embarking on the proof of it.
Corollary 6.2. Let σ be a ∗-representation of A on a Hilbert space H′. Assume that for each
x′, y′ ∈H′ there is a constant C(x′, y′) 0 such that∣∣〈σ(a)x′, y′〉∣∣ C(x′, y′)∥∥i(a)∥∥ for all a ∈A. (6.2)
Then σ is discretely decomposable.
Proof. By help of Zorn’s lemma we write σ as a direct orthogonal sum of cyclic subrepresenta-
tions, and then we apply Theorem 6.1 to each of these subrepresentations. 
A ∗-algebra A is called a left H ∗-algebra if A is a Hilbert space such that
‖a · b‖ const‖a‖‖b‖ for all a, b ∈A, and
〈a · b, c〉 = 〈b, a∗ · c〉 for all a, b, c ∈A.
Corollary 6.3. Any left H ∗-algebra is an orthogonal direct sum of irreducible (minimal) closed
left ideals.
Proof. Let A be an arbitrary left H ∗-algebra. We apply Corollary 6.2 with H′ = A and σ the
left regular representation of A, i.e. σ(a)b = a · b for a ∈A and b ∈H′. 
Proof of Theorem 6.1. We note that there exists a constant C  0 such that∣∣〈σ(a)x′, y′〉∣∣ C∥∥i(a)∥∥‖x′‖‖y′‖ for all a ∈A, x′ ∈H′0 and y′ ∈H′. (6.3)
We see from the inequality (6.3) that the operator Tx′ from Definition 4.3 for each x′ ∈H′0 is
everywhere defined and bounded, i.e. Tx′ ∈ B(H), and that ‖Tx′ ‖ C‖x′‖. This holds in particu-
lar for x′ = x′0, because x′0 ∈H′0. As in Theorem 4.4 we shall work with the polar decomposition
Tx′0 = Wx′0 |Tx′0 | of Tx′0 ∈ B(H). However, here we do not encounter problems with domains of
definitions because the operators all are everywhere defined. From Theorem 4.4 we know that
S := |Tx′0 | is injective and that S ∈ σ(A)′. Observe also for use below that T ∗x′Wx′0 ∈ σ(A)′ for all
x′ ∈H′ .0
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x′ · y′ := T ∗x′Wx′0y′, x′ ∈H′0, y′ ∈H′,
and we start by noting some of its properties.
(a) The bilinear map (x′, y′) → x′ · y′ of H′0 × H′ into H′ is continuous, since ‖x′ · y′‖ 
C‖x′‖‖y′‖ for all x′ ∈H′0, y′ ∈H′.
(b) (Ax′) ·y′ = A(x′ ·y′) for all A ∈ σ(A)′, x′ ∈H′0 and y′ ∈H′. In particular (Ax′0) ·y′ = ASy′
for all A ∈ σ(A)′ and y′ ∈H′, because x′0 · y′ = Sy′ for all y′ ∈H′.
(c) x′1, x′2 ∈H′0 ⇒ x′1 · x′2 ∈H′0.
(d) The product is associative in the sense that(
x′1 · x′2
) · y′ = x′1 · (x′2 · y′) for all x′1, x′2 ∈H′0 and y′ ∈H′.
We put (x′)n := x′ · x′ · · ·x′ (n factors) for x′ ∈H′0.
(e) Let P ∈ B(H′) be an orthogonal projection such that P ∈ σ(A)′ and PS = SP . Let
K= P(H′). Then Px′0 ∈H′0, and we have for each n = 1,2, . . . that
(i) Snz = (Px′0)n · z for all z ∈K,
(ii) ‖(S|K)n‖ C ‖(Px′0)n‖.
(f) If P ∈ B(H′) is a non-zero orthogonal projection such that P ∈ σ(A)′ and PS = SP , then
the subspace P(H′) of H′ contains an eigenvector for S. In particular S has an eigenvalue.
Proof of the properties. (a) The bilinearity of the product is immediate from its very definition.
For any x′ ∈H′0 and y′ ∈H′ we get
‖x′ · y′‖ = ∥∥T ∗x′Wx′0y′∥∥ ∥∥T ∗x′∥∥‖Wx′0‖‖y′‖ = ‖Tx′ ‖‖y′‖ C‖x′‖‖y′‖.
(b) For any x′ ∈H′0, y′ ∈H′ and A ∈ σ(A)′ we get that〈
i(a), TAx′y
′〉= 〈σ(a)Ax′, y′〉= 〈Aσ(a)x′, y′〉
= 〈σ(a)x′,A∗y′〉= 〈i(a), Tx′A∗y′〉,
which shows that TAx′ = Tx′A∗, and hence that T ∗Ax′ = AT ∗x′ . Finally, (Ax′) · y′ = T ∗Ax′Wx′0y′ =
AT ∗
x′Wx′0y
′ = A(x′ · y′).
(c) If x′1 has the special form x′1 = Ax′0 where A ∈ σ(A)′, and x′2 ∈H′0 then we get from (b)
that
x′1 · x′2 =
(
Ax′0
) · x′2 = A(x′0 · x′2)= ASx′2 ∈H′0,
because AS ∈ σ(A)′. The case of a general x′1 ∈ H′0 now follows from the continuity of the
product.
(d) If x′1 has the special form x′1 = Ax′0 where A ∈ σ(A)′, then we find from (a) that(
x′1 · x′2
) · y′ = (Ax′0 · x′2) · y′ = (ASx′2) · y′ = AS(x′2 · y′), and
x′1 ·
(
x′2 · y′
)= (Ax′0) · (x′2 · y′)= AS(x′2 · y′),
so the associativity holds in this case. The general case follows from the continuity of the product.
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P(x′0 ·z) = (Px′0) ·z, which shows that S|K :K→K is multiplication from the left by Px′0 ∈H′0.
Thus Snz = (Px′0)n · z, so that ‖Snz‖ = ‖(Px′0)n · z‖C‖(Px′0)n‖‖z‖.
(f) The operator SP := S|P(H′) is a positive self-adjoint operator on P(H′). It is non-zero
because S is injective, so Λ := ‖SP ‖ > 0. Let SP =
∫
[0,Λ] λE(dλ) be the spectral decomposition
of SP . From property (e) we get the estimate ‖SnP ‖ C‖(Px′0)n‖, and that (Px′0)n+1 = SnPPx′0,
which we use in the following computation:
1 = ‖SP ‖n+1/Λn+1 =
∥∥Sn+1P ∥∥/Λn+1 C∥∥(Px′0)n+1∥∥/Λn+1
= C∥∥SnPPx′0∥∥/Λn+1 = C∥∥∥∥ ∫
[0,Λ]
λnE(dλ)Px′0
∥∥∥∥/Λn+1
= C
Λ
∥∥∥∥ ∫
[0,Λ]
(
λ
Λ
)n
E(dλ)Px′0
∥∥∥∥→ CΛ∥∥E({Λ})Px′0∥∥ as n → ∞.
It follows that the vector E({Λ})Px′0 is non-zero, thus it is an eigenvector for SP , and hence
for S, in P(H′). 
Let {Kλ} be the family of all eigenspaces of S. Their direct sum ⊕Kλ is invariant under S
and σ(A), so this is also true for its orthogonal complement. It follows from Zorn’s lemma and
the claim that H′ =⊕Kλ.
Claim. If K is an eigenspace for S, then σ |K is a finite orthogonal sum of irreducible subrepre-
sentations.
Proof. Let K= {x′ ∈H′ | Sx′ = λx′}. Here λ > 0, because S is positive and injective. If σ |K is
irreducible we are done. If not, then we can write K=K1 ⊕K2, where K1 and K2 are closed, σ -
invariant, non-zero subspaces of K. If K1 and K2 are irreducible we are done. If not we continue
decomposing K into subrepresentations, so in the nth step we write K = K1 ⊕K2 ⊕ · · · ⊕Kn,
where K1,K2, . . . ,Kn are closed, σ -invariant, non-zero subspaces of K. However, this process
stops and so we are done, because there is a bound on n, viz. n  (C/λ)2‖x′0‖2. This bound is
established by a classical trick:
The orthogonal projections P1,P2, . . . ,Pn of H′ onto K1,K2, . . . ,Kn, respectively, belong
to σ(A)′. They commute with S, because SPj = λPj . Each ej := Pjx′0 = 0, because Kj = {0}
and x′0 is cyclic. From property (a) we find for any j = 1,2, . . . , n that ej · ej = (Pjx′0) · ej =
PjSej = λPjej = λej , and so λ‖ej‖ = ‖ej · ej‖  C‖ej‖2, implying that ‖ej‖  λ/C. Now,
Px′0 = e1 + e2 + · · · + en where P denotes the orthogonal projection of H′ onto K, so
∥∥x′0∥∥2  ∥∥Px′0∥∥2 = n∑
j=1
‖ej‖2 
n∑
j=1
(λ/C)2 = n(λ/C)2,
from which the asserted bound on n follows. 
We get Theorem 6.1 by combining the just established claim with the fact that H′ =⊕Kλ. 
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7.1. Induced representations and our setup
Given a closed subgroup H of G and a group character χ :H → T we shall construct the
corresponding induced representation Uχ of G. The character χ will be kept fixed in the sequel
and will be implicitly understood whenever we work in the context of induced representations.
For any φ ∈ Cc(G) we define the function φχ ∈ C(G) by
φχ(s) :=
∫
H
φ(sh)ρ(h)−1/2χ(h)dh, s ∈ G. (7.1)
It is well known that the prescription
〈
φχ ,ψχ
〉 := ∫
G
φ(s)ψχ(s) ds =
∫
G
φχ(s)ψ(s) ds, φ,ψ ∈ Cc(G), (7.2)
defines an inner product on the subspace {φχ | φ ∈ Cc(G)} of C(G). We let Hχ denote the
Hilbert space completion of {φχ | φ ∈ Cc(G)} with respect to the inner product (7.2).
The above fits into our general setup from Section 3, i.e. the conditions (A) and (B) hold,
when we take
(i) H=Hχ .
(ii) A as the convolution ∗-algebra Cc(G).
(iii) i(φ) = φχ for φ ∈ Cc(G).
(iv) π as the ∗-representation of Cc(G) on Hχ given by π(a)φχ = a ∗ φχ for a ∈ A and
φ ∈ Cc(G).
Remark 7.1. The linear map i : φ → φχ is in general not injective. To take a simple example let
G = {z ∈ C | |z| = 1}, H = {±1} and χ = 1, so that
φχ(z) = 1
2
(
φ(z) + φ(−z)), z ∈ G.
The function φ defined by φ(eiθ ) = eiθ − e−iθ has φ(−eiθ ) = −φ(eiθ ), so that φχ = 0, even
though φ = 0.
To proceed further we need to realize the completionHχ as a space of functions on G. We re-
call the construction in [3] ofHχ and the representation Uχ of G onHχ induced from χ :H → T
(Lemma 7.2 and Theorem 7.3 below. Proofs can be found in [3]). In the vector space of complex-
valued functions on G we shall as usual identify functions that are equal almost everywhere, and
we identify a continuous function with its equivalence class.
Lemma 7.2. There is a continuous function θ :G → [0,+∞[ such that, for all s ∈ G,∫
H
θ(sh)dh = 1, and, for any compact subset C of G, CH ∩ supp θ is compact.
Hχ is the subspace of the vector space of complex-valued functions f on G such that
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(II) given h ∈ H , for almost all s ∈ G, f (sh) = ρ(h)1/2χ(h)f (s);
(III) ∫
G
|f (s)|2θ(s) ds < ∞.
Theorem 7.3. Hχ is a closed subspace of L2(G, θ ds) and a Hilbert space with respect to the
inner product 〈·,·〉Hχ inherited from L2(G, θ ds). Neither Hχ nor its inherited inner product
〈·,·〉Hχ depend on the choice of θ . Each f ∈Hχ is locally integrable over G.
If φ ∈ Cc(G) then φχ , defined by (7.1), is a continuous function in Hχ . Furthermore, for all
φ ∈ Cc(G) and f ∈Hχ : 〈
i(φ), f
〉
Hχ =
〈
φχ,f
〉
Hχ =
∫
G
φ(s)f (s) ds. (7.3)
The left regular representation of G restricts to a representation Uχ of G on Hχ .
Example 3.3 is the special case of H = {e}.
Remark 7.4. Assume that ρ = 1, or equivalently that G/H has a non-zero, G-invariant measure
μG/H . If f :H → C satisfies (I) and (II), then |f | is a function on G/H , and condition (III) is
satisfied if and only if |f | is square integrable over G/H . Indeed,∫
G
∣∣f (s)∣∣2θ(s) ds = ∫
G/H
{∫
H
∣∣f (sh)∣∣2θ(sh)dh}dμG/H (sH)
=
∫
G/H
{∣∣f (sH)∣∣2 ∫
H
θ(sh)dh
}
dμG/H (sH) =
∫
G/H
∣∣f (sH)∣∣2 dμG/H (sH).
By the remarks just prior to Theorem 5.3 we see that f ∈Hχ is positive if and only if f is of
positive type.
Definition 7.5. Suppose that ρ = 1. A spherical function or spherical vector in Hχ is a function
f ∈Hχ for which Uχ(h)f = χ(h)f for all h ∈ H . Equivalently ∀h ∈ H : f (hsh−1) = f (s) for
almost all s ∈ G.
Lemma 7.6. If there is a positive element f ∈Hχ \ {0}, then ρ = 1, and any positive element in
Hχ is spherical.
Proof. Since f is positive, it is of positive type, and so f = f˜ almost everywhere. Fix h0 ∈ H .
Computing modulo null-sets we find that{
Uχ(h0)f
}
(s) = f (h−10 s)= f˜ (h−10 s)= f (s−1h0)= ρ(h0)1/2χ(h0)f (s−1)
= ρ(h0)1/2χ(h0)f˜ (s) = ρ(h0)1/2χ(h0)f (s), (7.4)
so Uχ(h0)f = ρ(h0)1/2χ(h0)f . But Uχ is a representation, so the coefficient of f on right-
hand side of (7.4) must have absolute value 1. Hence ρ(h0) = 1. The computation (7.4) then also
proves the second statement of the lemma. 
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We described in Section 7.1 how the induced representation Uχ fits into the setup of Section 3.
Keeping that setup we shall in this Section 7.2 derive explicit formulas for the operators Rf0 and
Tx′0 from Section 4 in terms of matrix-elements, and apply this to find subrepresentations of U
χ
.
We start by interpreting the condition (3.1) in the present context of induced representations.
Lemma 7.7. Let σ be a representation of G on a Hilbert space H′, and let x′0, y′ ∈ H′. Thefollowing two statements are equivalent:
(a) There exists a constant C such that |〈σ(φ)x′0, y′〉| C ‖i(φ)‖Hχ for all φ ∈ Cc(G), i.e. the
inequality (3.1) holds.
(b) The matrix-element s → 〈y′, σ (s)x′0〉 is in Hχ .
Proof. We skip the proof. The essential ingredient is formula (7.3). 
Proposition 7.8. Let σ be a representation of G on a Hilbert space H′ and fix x′0 ∈H′. Using
the notation of Definition 4.3 we have
(a)
D(Tx′0) =
{
x′ ∈H′ ∣∣ 〈x′, σ (·)x′0〉 ∈Hχ}, and (7.5)
Tx′0x
′ = 〈x′, σ (·)x′0〉 for x′ ∈D(Tx′0). (7.6)
(b) Assume furthermore that x′0 ∈H′ is cyclic and that the estimate (3.1) holds for some cyclic
vector x′1 ∈H′. Then f0 = Wx′0 ∈Hχ from Theorem 4.4 is a function of positive type. The
operator Rf0 : i(Cc(G)) →Hχ given by
Rf0
(
i(φ)
)= Uχ(φ)f0 = φ ∗ f0 for φ ∈ Cc(G),
is well defined. It is a positive, essentially self-adjoint operator, and
D(Rf0) =
{
f ∈Hχ ∣∣ 〈f,L(·)f0〉Hχ ∈Hχ}, and (7.7)
Rf0f =
〈
f,L(·)f0
〉
Hχ for f ∈D(Rf0). (7.8)
Proof. Let for brevity T = Tx′0 .
(a) That x′ ∈D(T ) means by Definition 4.3 that the inequality (3.1) holds, so (7.5) is a corol-
lary of Lemma 7.7.
Let x′ ∈D(T ). Then 〈σ(φ)x′0, x′〉 = 〈i(φ), T x′〉Hχ for all φ ∈ Cc(G), which by the formula
(7.3) means that∫
G
φ(s)
〈
σ(s)x′0, x′
〉
ds =
∫
G
φ(s)T x′(s) ds for all φ ∈ Cc(G).
Thus T x′(s) = 〈x′, σ (s)x′ 〉 for almost all s ∈ G, which is the formula (7.6).0
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type, and that Rf0 is well defined. Using this and (7.3) we find for any φ ∈ Cc(G) that
(φ ∗ f0)(s) =
∫
G
φ(t)f0
(
t−1s
)
dt =
∫
G
φ(t)f0
(
s−1t
)
dt
=
∫
G
φ(t)
(
Uχ(s)f0
)
(t) dt = 〈i(φ),Uχ(s)f0〉Hχ ,
so Rf0(i(φ)) = φ ∗ f0 = 〈i(φ),Uχ(·)f0〉Hχ .
By Theorem 4.4(e) the operator Rf0 : i(Cc(G)) →Hχ is essentially self-adjoint and positive,
and Rf0 = W |T |W ∗ = TW ∗, so that
D(Rf0) =D
(
TW ∗
)= {f ∈Hχ ∣∣W ∗f ∈D(T )}
= {f ∈Hχ ∣∣ (W ∗f,σ (·)x′0) ∈Hχ}= {f ∈Hχ ∣∣ 〈f,Wσ(·)x′0〉Hχ ∈Hχ}
= {f ∈Hχ ∣∣ 〈f,L(·)f0〉Hχ ∈Hχ}, i.e. (7.7).
To prove (7.8) we let f ∈ D(Rf0) ⊆Hχ . This means that there exists a sequence {φn} from
Cc(G) such that i(φn) = φχn → f and Rf0(i(φn)) → Rf0f in Hχ . For any s ∈ G we find that
Rf0(i(φn))(s) = 〈φχn ,L(s)f0〉Hχ → 〈f,L(s)f0〉Hχ with bounded convergence with respect to
s ∈ G because∣∣Rf0(i(φn))(s)∣∣= ∣∣〈φχn ,L(s)f0〉Hχ ∣∣ ∥∥φχn ∥∥Hχ∥∥L(s)f0∥∥Hχ = ∥∥φχn ∥∥Hχ ‖f0‖Hχ ,
so by the dominated convergence theorem we get for any φ ∈ Cc(G) that
〈
i(φ),Rf0
(
i(φn)
)〉
Hχ =
∫
G
φ(s)Rf0
(
i(φn)
)
(s) ds →
∫
G
φ(s)
〈
f,L(s)f0)
〉
Hχ ds.
On the other hand,
〈
i(φ),Rf0
(
i(φn)
)〉
Hχ →
〈
i(φ),Rf0f
〉
Hχ =
∫
G
φ(s)(Rf0f )(s) ds.
Since this holds for all φ ∈ Cc(G) we infer that 〈f,L(s)f0〉Hχ = (Rf0f )(s) for almost all s ∈ G,
so that Rf0f = 〈f,L(·)f0〉Hχ , which is (7.8). 
Definition 7.9. Let σ be a representation of G on a Hilbert spaceH′. We say that a vector x′0 ∈H′
is spherical, if σ(h)x′0 = χ(h)x′0 for all h ∈ H .
All vectors in H′ are spherical, if H = {e}.
The character χ is implicit in the word spherical. The terminology agrees when ρ = 1 with
the one of Definition 7.5 in which σ = Uχ .
We shall apply Theorem 4.4 to the induced representation Uχ :
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vectors with x′0 spherical. Assume furthermore that
∫
G
|〈x′1, σ (s)x′0〉|2Θ(s)ds < ∞. Then σ is a
subrepresentation of Uχ .
Proof. By Lemma 7.7 there exists a constant C such that the inequality (3.1) is true, so the result
follows from Corollary 4.5. 
Theorem 7.10 generalizes the result [13, Theorem 4.6] that a representation σ with a cyclic
vector x′0 such that 〈x′0, σ (·)x′0〉 ∈ L2(G) is a subrepresentation of the left regular representation
(the case of H = {e}).
Theorem 7.11 provides further information when σ is irreducible and not just cyclic, by giving
formulas for how σ is realized as a subrepresentation of Uχ . A partial converse of it can be found
as Theorem 9.4.
Theorem 7.11. Let σ be an irreducible representation of G on a Hilbert spaceH′. Let x′0 ∈H′ be
a non-zero spherical vector. Assume furthermore that ∫
G
|〈x′1, σ (s)x′0〉|2Θ(s)ds < ∞ for some
non-zero vector x′1 ∈H′. Then
(a) 〈x′, σ (·)x′0〉 ∈Hχ for all x′ ∈H′.
(b) c := ‖x′0‖−1‖〈x′0, σ (·)x′0〉‖Hχ > 0.
(c) The map W :x′ → c−1〈x′, σ (·)x′0〉 is an isometry of H′ into Hχ , intertwining σ and Uχ , so
σ is a subrepresentation of Uχ .
(d) W(H′) consists of continuous functions.
(e) f0 := Wx′0 is a non-zero, continuous, positive definite and spherical function, and f0 =
c−1〈f0,L(·)f0〉Hχ .
(f) The orthogonal projection P of Hχ onto W(H′) is given by Pf = c−1〈f,L(·)f0〉Hχ .
Proof. Due to Lemma 7.7 there is a constant such that the inequality (3.1) is true, which means
that the hypotheses of Theorem 4.4 hold. We shall apply the notation and the results of Theo-
rem 4.4 and Corollary 4.6.
(a) Since σ is irreducible we know thatD(Tx′0) =H′ (Corollary 4.6(b)). This means by Propo-
sition 7.8(a) that (a) holds.
(b) This follows from Proposition 7.8(a) and Corollary 4.6(b).
(c) This is Theorem 4.4(g) combined with the fact from Corollary 4.6(b) that Tx′0 = cW .(f) This is immediate from the formula for W in (c).
(f) Combining Corollary 4.6(d) with Proposition 7.8(b) we have
Pf = 1
c
Rf0f =
1
c
〈
f,L(·)f0
〉
Hχ .
(e) f0 = Wx′0 is non-zero, because x′0 = 0 and W is an isometry. The continuity of f0 = Wx′0
was established under (d). From the general theory (Theorem 4.4(e)) we know that f0 = Wx′0 is
positive, which here by the discussion in Section 5 means that it is of positive type. Being also
continuous, f0 is positive definite. By assumption x′0 is spherical. It follows that so is f0 = Wx′0,
because W intertwines σ and π = Uχ by Theorem 4.4(d). Finally, f0 = Pf0, since f0 = Wx′0 ∈
W(H′), so the formula for P (derived in (f) earlier in the proof) provides the last statement. 
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conditions was a subrepresentation of Uχ .
Subrepresentations σ of an induced representation Uτ , where τ is a representation of H , were
described by Cassinelli and De Vito [3] in terms of admissible maps modulo (H, τ) (defined in
[3, Definition 3.1]).
Using our results we will now relate [3] to our work by finding admissible maps modulo
(H,χ) for the representations that we consider. We let as usual σ be a representation of G on
a Hilbert space H′ with a spherical, cyclic vector x′0 ∈H′ \ {0}. We assume that there exists a
cyclic vector x′1 ∈H′ such that
∫
G
|〈x′1, σ (s)x′0〉|2Θ(s)ds < ∞.
For S ∈ σ(G)′ we consider the bounded linear map A :H′ → C defined by Ax′ = 〈Sx′, x′0〉,
x′ ∈ H′. It satisfies the condition [3, (5)]. The corresponding wavelet map s → Aσ(s−1)x′ =
(WAx
′)(s) from [3] is the matrix-coefficient (WAx′)(s) = 〈Sx′, σ (s)x′0〉. Comparing with Propo-
sition 7.8(a) we see that WAx′ = Tx′0Sx′, if Sx′ ∈D(Tx′0).
The condition [3, (6)] is that there exists a constant β such that
∫
G
∣∣Aσ (s−1)x′∣∣2Θ(s)ds  β ‖x′‖2 for all x′ ∈Dσ , i.e. that
∫
G
∣∣〈Sx′, σ (s)x′0〉∣∣2Θ(s)ds  β ‖x′‖2 for all x′ ∈Dσ , (7.9)
where Dσ denotes the Gårding domain of σ . (7.9) means according to Proposition 7.8(a) that the
operator Tx′0S is bounded. When [3, (5) and (6)] are satisfied, then A is in the terminology of [3]
an admissible map for σ modulo (H,χ).
If σ is irreducible we may take S = I . We get by Theorem 7.11 that∫
G
∣∣〈x′, σ (s)x′0〉∣∣2Θ(s)ds = c2‖x′‖2.
This implies that the conditions [3, (5) and (6)] hold, so that A is an admissible map for σ modulo
(H,χ). By [3, Corollary 1] we even get that σ is square integrable modulo (H,χ), i.e. it is a
subrepresentation of Uχ . This result is, however, already contained in Theorem 7.11.
If σ is only cyclic we must be a bit more careful in our choice of admissible map for σ
modulo (H,χ). We choose S = (I + |Tx′0 |)−1. Since Tx′0(I + |Tx′0 |)−1 is bounded we know from
the discussion above that the conditions [3, (5) and (6)] hold. Noting that WA is injective, because
x′0 is cyclic, we read from [3, Comment on p. 1453] that σ is a subrepresentation of Uχ . This
conclusion is also stated in Theorem 7.10.
We finish this subsection by extending Kunze’s result on discrete decomposition of a repre-
sentation with square integrable matrix-coefficients (stated in Section 6 above) to the induced
representation Uχ .
Corollary 7.13. Let σ be a representation of G on a Hilbert space H′. Assume that there exists
a vector x′ ∈H′ which is both spherical and cyclic.0
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G
|〈y′, σ (s)x′〉|2Θ(s)ds < ∞ for all x′ ∈ σ(Cc(G))′x′0 and y′ ∈H′, then σ is discretely
decomposable into irreducible subrepresentations, each of which has a non-zero spherical
vector.
(b) In particular, if ∫
G
|〈y′, σ (s)x′〉|2Θ(s)ds < ∞ for all x′, y′ ∈H′ for which x′ is spherical,
then σ is discretely decomposable into irreducible subrepresentations, each of which has a
non-zero spherical vector.
Proof. Theorem 6.1 combined with Lemma 7.7 gives us that we can write H′ =⊕αH′α , where
each H′α is a σ -invariant, non-zero, irreducible subspace of H′. If Pα denotes the orthogonal
projection of H′ onto H′α then Pαx′0 is a spherical non-zero vector in H′α . (If Pαx′0 = 0 then x′0
cannot be cyclic.) 
8. On the condition ‖i(a∗)‖ = ‖i(a)‖
We shall in this section discuss
• a kind of converse to Corollary 4.6(a), and
• Schur’s orthogonality relations,
in the general setup of Section 3. The topic of induced representations will be taken up again in
Section 9 and discussed by help of the results in this section.
8.1. General considerations
We have not imposed the seemingly natural condition ‖i(a∗)‖ = ‖i(a)‖, a ∈ A, as a stan-
dard rule, simply because it is not satisfied in various interesting examples. What we will do is
to replace it by the weaker requirement that ‖i(a∗0)‖ = ‖i(a0)‖ for all a0 ∈ A0, where A0 is a
self-adjoint sub-algebra of A. This procedure works for Schur’s orthogonality relations and sub-
representations of induced representations. A price to pay for dealing with A0 instead of with
all of A is that we cannot derive the orthogonality relations for all vectors of H′, but only for
spherical vectors.
To get an example of such an A0 let H be a closed subgroup of G. We may as sub-∗-algebra
A0 of the convolution algebra A= Cc(G) choose
A0 =
{
φ ∈ Cc(G)
∣∣ φ(hsh−1)= ΔG(h)φ(s), ∀s ∈ G and ∀h ∈ H}. (8.1)
The condition ‖i(a∗)‖ = ‖i(a)‖, a ∈ A, is satisfied for any Hilbert-algebra [13, Proposi-
tion 1.2]. In Example 3.3 it holds if and only if G is unimodular. For induced representations
the situation is more complicated. See Lemma 9.1 for a positive result.
Standard considerations based on the polarization identity prove the following lemma.
Lemma 8.1. Let A0 be a sub-∗-algebra of A such that ‖i(a∗0 )‖ = ‖i(a0)‖ for all a0 ∈A0. Then
(a) There exists exactly one conjugate-linear isometry x → x∗ of the closed subspace i(A0) of
H onto itself, such that i(a0)∗ = i(a∗0) for all a0 ∈A0.
(b) The isometry from (a) satisfies that 〈x∗, y∗〉 = 〈y, x〉 for all x, y ∈ i(A0).
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P :A→A0 such that〈
i
(
P(a)
)
, i(a0)
〉= 〈i(a), i(a0)〉 for all a ∈A and all a0 ∈A0. (8.2)
P may be thought of as a kind of projection map. An example of such a map P will be studied
in Section 9.1 (see the formula (9.1)).
As is easy to see, (8.2) forces P to have certain algebraic and topological properties, for
example:
Lemma 8.2. Let P :A→A0 be a map such that (8.2) holds. Then
i
(
P(a0a)
)= i(a0Pa) for all a0 ∈A0 and a ∈A, and (8.3)∥∥i(P a)∥∥ ∥∥i(a)∥∥ for all a ∈A. (8.4)
Another property of P that we shall need to impose, is the following:
i
(
P(aa0)
)= i(P(a)a0) for all a ∈A and all a0 ∈A0. (8.5)
The formula (8.5) is the same as (8.3), except that the order of a and a0 is reversed. Of course
both (8.2) and (8.5) are satisfied if A=A0, so that P can be taken as the identity map.
Lemma 8.3. Let A0 be a sub-∗-algebra of A and P :A→ A0 a map such that (8.2) and (8.5)
hold. Then 〈
π(Pa)x0, y0
〉= 〈π(a)x0, y0〉 for all a ∈A, x0, y0 ∈ i(A0). (8.6)
8.2. Irreducible subrepresentations of π
In this subsection we look for a converse to Corollary 4.6, so we want to deduce that the in-
equality (3.1) holds when σ is the restriction of π to an irreducible, invariant, closed subspace
of H, π being the representation from the general setup of Section 3. For a unimodular group
G Theorem 8.4 reduces to the well-known fact that any irreducible subrepresentation of the left
regular representation on L2(G) is square integrable, but Theorem 9.4, that applies it to rep-
resentations induced from a character, seems to be new. Theorem 8.4 works in a more general
setting than [13] and [12]. However, it deals with irreducible representations where [13, Theo-
rem 4.6] manages with cyclic ones, and (at least in examples) with unimodular groups which is
not necessary in [12, Theorem 1.2].
Theorem 8.4. Let A0 be a sub-∗-algebra of A and P :A→ A0 a map such that (8.2) and (8.5)
hold. Assume furthermore that ‖i(a∗0)‖ = ‖i(a0)‖ for all a0 ∈A0.
If H′ is an irreducible, π -invariant, closed subspace of H, then there exists a constant
C ∈ [0,∞[ such that ∣∣〈π(a)x′0, x〉∣∣ C∥∥i(a)∥∥∥∥x′0∥∥‖x‖ (8.7)
for all a ∈A, x′ ∈H′ ∩ i(A0) and x ∈H.0
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ical vectors in H′.
Proof. By the uniform boundedness principle it suffices to prove that to any given x′0 ∈
H′ ∩ i(A0) there exists a constant C(x′0) ∈ [0,∞[ such that∣∣〈π(a)x′0, x〉∣∣ C(x′0)∥∥i(a)∥∥‖x‖ for all a ∈A and x ∈H. (8.8)
Let P ′ denote the orthogonal projection of H onto H′ ∩ i(A0). Note that π(a0) leaves
H′ ∩ i(A0) invariant for any a0 ∈ A0, so that π(a0) commutes with P ′. The estimate (8.8) is
trivially true if x′0 = 0, so we may assume that x′0 = 0. In that caseH′ ∩ i(A0) = {0}, and so there
exists an a0 ∈A0 such that P ′(i(a0)) = 0.
Now for any a ∈A we get by Lemma 8.3 that
〈
π(a)x′0,P ′
(
i(a0)
)〉= 〈π(Pa)x′0,P ′(i(a0))〉= 〈P ′π(Pa)x′0, i(a0)〉
= 〈π(Pa)x′0, i(a0)〉= 〈x′0,π(Pa)∗i(a0)〉= 〈x′0, i((Pa)∗a0)〉.
Using Lemma 8.1 we continue as follows
= 〈i(a∗0Pa), (x′0)∗〉= 〈π(a∗0)i(P a), (x′0)∗〉= 〈i(P a),π(a0)((x′0)∗)〉,
from which we derive the inequality∣∣〈π(a)x′0,P ′(i(a0))〉∣∣= ∣∣〈i(P a),π(a0)((x′0)∗)〉∣∣

∥∥π(a0)((x′0)∗)∥∥∥∥i(P a)∥∥ ∥∥π(a0)((x′0)∗)∥∥∥∥i(a)∥∥,
where the last inequality sign is justified by (8.4).
Using the assumption of irreducibility of H′ we get from Corollary 4.6 that the operator Tx′0
from H′ to H is everywhere defined, which means that for each x′ ∈H′ there exists a constant
C(x′) such that ∣∣〈π(a)x′0, x′〉∣∣ C(x′)∥∥i(a)∥∥ for all a ∈A.
We get the same estimate for an arbitrary x ∈H by decomposing x as x = x′ +x⊥, where x′ ∈H′
and x⊥ ∈ (H′)⊥. 
8.3. The orthogonality relations for spherical vectors
The key to the proof of the orthogonality relations for spherical vectors (Theorem 8.5) is
Schur’s lemma, just like it is for the classical orthogonality relations for matrix-elements of a
square integrable representation.
In this subsection we do not need to specify what the set S ′ of spherical vectors is, except that
it must satisfy the identity (8.9) below. S ′ will be specified later in special cases.
In Theorem 8.5 and its proof we use the notation from Definition 4.3.
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Let σ be an irreducible ∗-representation of A on a Hilbert spaceH′. Let S ′ be a subset ofH′
such that 〈
σ
(
P(a)
)
x′, y′
〉= 〈σ(a)x′, y′〉 for all a ∈A, x′, y′ ∈ S ′. (8.9)
Assume finally that there exist non-zero vectors x′1 ∈ S ′, x′2 ∈H′ and a constant C such that|〈σ(a)x′1, x′2〉| C‖i(a)‖ for all a ∈A. Then:
(a) Tx′0 ∈ B(H′,H) and Tx′0S ′ ⊆ i(A0) for any x′0 ∈ S ′.(b) There exists a constant c > 0 such that〈
Tx′0x
′, Ty′0y
′〉= c〈x′, y′〉〈x′0, y′0〉 (8.10)
for all x′0, y′0 ∈ S ′ and x′, y′ ∈H′.
(c) c = ‖Tz′0z′0‖2/‖z′0‖4, where z′0 is any non-zero vector in S ′.
Proof. (a) Let x′0 ∈ S ′. Since Tx′1 ∈ B(H′,H) we get from (8.9) for any a ∈A that〈
σ(a)x′0, x′1
〉= 〈σ(Pa)x′0, x′1〉= 〈σ ((Pa)∗)x′1, x′0〉= 〈i((Pa)∗), Tx′1x′0〉.
Since Pa ∈A0, we get, using (8.4) for the last inequality sign, that∣∣〈σ(a)x′0, x′1〉∣∣ ∥∥Tx′1x′0∥∥∥∥i((Pa)∗)∥∥= ∥∥Tx′1x′0∥∥∥∥i(P a)∥∥ ∥∥Tx′1x′0∥∥∥∥i(a)∥∥,
which implies that Tx′0 ∈ B(H′,H).
Let x′ ∈ S ′. From the formula〈
σ(a)x′0, x′
〉= 〈i(a), Tx′0x′〉, valid for all a ∈A, (8.11)
it follows that the map i(a0) → 〈σ(a0)x′0, x′〉 is a continuous linear functional on i(A0) ⊆H.
Thus there exists a vector y ∈ i(A0) such that〈
σ(a0)x
′
0, x
′〉= 〈i(a0), y〉 for all a0 ∈A0.
Now, by the assumption (8.9) we get for all a ∈A that〈
σ(a)x′0, x′
〉= 〈σ(Pa)x′0, x′〉= 〈i(P a), y〉= 〈i(a), y〉,
where the last equality sign comes from the assumption (8.2) that can be used because y ∈ i(A0).
Comparing with the formula (8.11) we see that Tx′0x
′ = y ∈ i(A0).
(b) Let x′0, y′0 ∈ S ′. We shall below need the formula
Tx′ y
′
0 =
(
Ty′ x
′
0
)∗
, (8.12)
0 0
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sense because Ty′0x
′
0 ∈ i(A0) by (a), is a consequence of the following computation which is
valid for any a0 ∈A:〈
i(a0), Tx′0y
′
0
〉= 〈σ(a0)x′0, y′0〉= 〈σ (a∗0)y′0, x′0〉= 〈i(a∗0), Ty′0x′0〉
= 〈Ty′0x′0, i(a∗0)〉= 〈i(a0), (Ty′0x′0)∗〉.
The operator T ∗
y′0
Tx′0 ∈ B(H′) is an intertwining operator for the irreducible representation σ
(Theorem 4.4(b)), so there exists by Schur’s lemma a constant k(y′0, x′0) ∈ C such that T ∗y′0Tx′0 =
k(y′0, x′0)I . Thus〈
Tx′0x
′, Ty′0y
′〉= 〈T ∗
y′0
Tx′0x
′, y′
〉= k(y′0, x′0)〈x′, y′〉 for all x′, y′ ∈H′. (8.13)
We continue by determining k(y′0, x′0). Using (8.12) we find
k
(
y′0, x′0
)〈
x′1, x′1
〉= 〈Tx′0x′1, Ty′0x′1〉= 〈(Ty′0x′1)∗, (Tx′0x′1)∗〉
= 〈Tx′1y′0, Tx′1x′0〉= k(x′1, x′1)〈y′0, x′0〉,
so that k(y′0, x′0) = c〈y′0, x′0〉, where c = k(x′1, x′1)/‖x′1‖2. Substituting this into (8.13) we get
(8.10), except for the claim that c > 0. To establish the claim we put x′0 = y′0 = x′ = y′ = x′1 in
(8.10) and get that 〈Tx′1x′1, Tx′1x′1〉 = c 〈x′1, x′1〉 〈x′1, x′1〉, which shows us that
c = ‖Tx
′
1
x′1‖2
‖x′1‖4
 0.
Since Tx′1 is injective (Theorem 4.4(g)) we conclude that c > 0.(c) follows trivially from (8.10). 
8.4. Invariance under a group H
This subsection constitutes an intermediary between the general theory and the special case of
induced representations. We introduce an action by a group H on the ∗-algebra A, let A0 be the
set of fixed points in A and describe certain circumstances under which the conditions (8.2) and
(8.5) hold. For induced representations A will be the convolution algebra Cc(G) of the group G
and H will be the subgroup of G, from which we induce the character χ .
Let H be a group acting by ∗-automorphisms ofA, with the action by h ∈ H on a ∈A denoted
h · a. Then A0 := {a ∈A | h · a = a for all h ∈ H } is a sub-∗-algebra of A.
We assume furthermore that i :A→H and the action by the group H on A are tied together
by a representation π1 of H on H such that
i(h · a) = π1(h)
(
i(a)
)
for all h ∈ H and a ∈A. (8.14)
π1 is uniquely determined by (8.14), i(A) being dense in H.
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S = {x ∈H ∣∣ π1(h)x = x for all h ∈ H}. (8.15)
It is a closed subspace of H. All vectors are spherical if H = {e}.
In the next lemma we relate π1 and π . We skip the proof.
Lemma 8.6.
(a) π(h · a) = π1(h)π(a)π1(h)−1 for all h ∈ H and a ∈A.
(b) i(A0) ⊆ S .
We assume throughout the rest of Section 8.4 that H is a subgroup of G which is generated by
a compact subgroup K of G and a closed central subgroup A of G, where A acts trivially on A.
The subgroup A will play a minor role, because its action is trivial. We need the compactness
of K to be able to average over K’s action. We skip the details of the proof of the next lemma,
because they are straightforward.
Lemma 8.7. Let H = 〈K,A〉 where K is a compact subgroup of G and A a closed central
subgroup of G.
(a) H is a closed subgroup of G.
(b) H is unimodular with Haar integral f → ∫
K
∫
A
f (ka)da dk, f ∈ Cc(H), where da is a
Haar measure on A and dk as usual denotes the normalized Haar measure on K .
(c) ΔG(h) = ΔH(h) = 1 for all h ∈ H .
(d) Under the action of G on Cc(G) given by (2.1), A acts trivially.
(e) The map Φ :K/(K ∩A)×A/(K ∩A) → H/(K ∩A), given by
Φ
(
k(K ∩A),a(K ∩A))= ka(K ∩A), k ∈ K, a ∈ A,
is a topological isomorphism. In other words, H/(K ∩ A) is the direct topological product
of its subgroups K/(K ∩A) and A/(K ∩A).
(f) Let f ∈ C(K/(K ∩A)) and g ∈ C(A/(K ∩A)). Then
F(ka) = f (k)g(a), k ∈ K, a ∈ A,
is a well-defined function in C(H/(K ∩A)).
Lemma 8.7(d) shows that the assumption that A acts trivially on A is automatically satisfied
for the standard action by G on A = Cc(G). This will then be the case for all our examples of
group representations.
We next discuss existence of a projection map P :A→ A0. We would like to define Pa for
a ∈ A as the mean value Pa := ∫
K
k · a dk of the vector-valued function k → k · a. However,
A does not come equipped with any topology, so the integral makes no sense in general. And
even if it does make sense, we shall still need some kind of continuity of i :A→H to ensure that
the formulas (8.16) and (8.17) below hold. To proceed further in this subsection we assume that
there exists a linear map P :A→A0 such that
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i(P a), x
〉= ∫
K
〈
i(k · a), x〉dk for all a ∈A and x ∈H, and (8.16)
〈
π(Pa)x, y
〉= ∫
K
〈
π(k · a)x, y〉dk for all a ∈A and x, y ∈H. (8.17)
Remark 8.8. (1) Noting that the map k → i(k · a) = π1(k)(i(a)) is continuous from K to H
for each fixed a ∈ A (because we have built strong continuity into the definition of a group
representation, in particular of π1), the integral on the right-hand side of (8.16) makes sense.
(2) Noting that the map k → 〈π(k · a)x, y〉 is continuous (use Lemma 8.6(a)) the integral on
the right-hand side of (8.17) makes sense.
Proposition 8.9. If the linear map P :A→A0 exists and satisfies (8.16) and (8.17), then
(a) (8.2) and (8.5) hold;
(b) S = i(A0).
Proof. We skip the proof of (a).
(b) In Lemma 8.6 we proved that i(A0) ⊆ S . To prove the converse we let x0 ∈ S and y ∈H
be arbitrary. The identity 〈i(P a) − x0, y〉 =
∫
K
〈π1(k)[i(a) − x0], y〉dk implies that∣∣〈i(P a) − x0, y〉∣∣ ∫
K
∣∣〈π1(k)[i(a) − x0], y〉∣∣dk  ∥∥i(a) − x0∥∥‖y‖,
and so ‖i(P a) − x0‖  ‖i(a) − x0‖ for any a ∈ A, y ∈H being arbitrary. Since i(A) is dense
in H, we get that x0 ∈ i(A0). 
9. Subrepresentations of induced representations
9.1. More on induced representations
In this subsection we continue the discussion of induced representations from Section 7.1 by
deriving some formulas that we shall need soon, and by relating the induced representations to
the discussion in Section 8.4.
As in Section 7.1 we let H be a closed subgroup of the locally compact Hausdorff group G
and χ a fixed character of H . We recall that G, and hence also H , acts by ∗-automorphisms as a
transformation group on the convolution algebra A= Cc(G) according to the prescription (2.1),
that i(φ) = φχ , that π = L and that A0 = {φ ∈ Cc(G) | h · φ = φ for all h ∈ H } = {φ ∈ Cc(G) |
ΔG(h)φ(h
−1th) = φ(t) for all h ∈ H and t ∈ G}.
Lemma 9.1.
(a) We have for any h ∈ H that
i(h · φ) = χ(h)ρ(h)1/2π(h)(i(φ)) for all φ ∈ Cc(G).
(b) If G is unimodular, then ‖i(φ∗0 )‖Hχ = ‖i(φ0)‖Hχ for all φ0 ∈A0.
Proof. We skip the computations. They are straightforward. 
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Section 8.4 hold. We do so under our earlier assumption that H = 〈K,A〉, where K is a compact
subgroup of G and A is a closed central subgroup of G. From Lemma 8.7 we see that then ρ = 1
and A0 = {φ ∈ Cc(G) | φ(hsh−1) = φ(s) for all h ∈ H and s ∈ G}.
We define the map P :A→A0 by
(Pφ)(s) =
∫
K
φ
(
k−1sk
)
dk, s ∈ G, φ ∈A. (9.1)
The definition of Pφ, φ ∈A, makes sense for each s ∈ G, because the map k → φ(k−1sk) is
a continuous function on the compact set K and hence integrable. We skip the proof (easy) that
P is a linear map of A onto A0, satisfying (8.16) and (8.17).
Lemma 9.2.
(a) The conditions (8.2) and (8.5) hold.
(b) S = {x ∈Hχ | π(h)x = χ(h)x for all h ∈ H } = i(A0).
Proof. (a) This is Proposition 8.9(a).
(b) Comparing definition (8.14) with Lemma 9.1(a) we see that π1(h) = χ(h)π(h) for
all h ∈ H , so that the set S of spherical vectors defined by (8.15) becomes S = {x ∈ Hχ |
π(h)x = χ(h)x for all h ∈ H }. This is the first identity of (b). The other comes from Propo-
sition 8.9(b). 
The formula for S in Lemma 9.2(b) shows that our general definition of spherical vectors
agrees with the one in Definition 7.5.
Remark 9.3. We will in this remark show that there are non-zero spherical vectors in Hχ , if H
has the form H = 〈K,A〉 where K is a compact subgroup of G and A a closed central subgroup
of G, and if furthermore χ = 1 on K ∩A.
We note that χ is a function in C(H/(K ∩ A)) and choose a function ψA ∈ Cc(A/(K ∩ A))
such that ∫
A/K∩A
ψA(a˙)χ(a˙) da˙ = 1.
Here da˙ denotes a Haar measure on A/(K ∩A). Such a function ψA can be found: If the integral
vanishes for all ψA ∈ Cc(A/(K ∩ A)) then χ(a˙) = 0 for all a˙ ∈ A/K ∩ A in contradiction with
|χ | = 1. It follows that ∫
A
ψA(a)χ(a) da = 1.
It follows from Lemma 8.7(f) that the prescription ψ(ka) = χ(k)ψA(a), k ∈ K , a ∈ A, gives
a well-defined function in Cc(H/(K ∩A)) ⊆ Cc(G).
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Since G is second countable we can apply Tietze’s extension theorem to find a function β ∈ C(G)
such that β = ψ on H . Then φ := αβ ∈ Cc(G) and φ = ψ on H . Finally we introduce φ0 :=∫
K
k · φ dk ∈A0. Now
i(φ0)(e) = φχ(e) =
∫
H
φ0(h)χ(h) dh =
∫
H
∫
K
φ
(
k−1hk
)
dkχ(h)dh
=
∫
K
∫
H
φ
(
k−1hk
)
χ(h) dhdk
=
∫
K
ΔH
(
k−1
)∫
H
φ(h)χ
(
khk−1
)
dhdk
=
∫
K
∫
H
φ(h)χ
(
khk−1
)
dhdk
=
∫
K
∫
H
φ(h)χ(k)χ(h)χ
(
k−1
)
dhdk
=
∫
K
∫
H
φ(h)χ(h) dhdk =
∫
H
φ(h)χ(h) dh.
We now use the description of the Haar measure on H from Lemma 8.7(b) and find
i(φ0)(e) =
∫
K
∫
A
χ(k)ψA(a)χ(k)χ(a) da dk =
∫
A
ψA(a)χ(a) da = 1.
Thus i(φ0) = 0, so i(φ0) is a non-zero spherical vector in Hχ .
9.2. On spherical subrepresentations of an induced representation
Throughout this subsection we assume that H is a closed subgroup of G. As earlier we fix a
character χ of H and let Uχ denote the corresponding induced representation.
We recall that the set of spherical vectors for a representation σ of G on a Hilbert spaceH′ is
S ′ = {x′ ∈H′ | σ(h)x′ = χ(h)x′ for all h ∈ H } (Definition 7.9).
When ρ = 1 we have in Theorem 7.11(c) seen that any irreducible representation σ of G such
that
(a) σ has a non-zero spherical vector x′0, and
(b) |〈x′1, σ (·)x′0〉| ∈ L2(G/H,μG/H ) for some non-zero vector x′1,
is a subrepresentation of Uχ (Remark 7.4 describes how the measure μG/H enters). We shall now
address ourselves to the converse question. More precisely whether any irreducible subrepresen-
tation of Uχ with a non-zero spherical vector occurs in this way, i.e. whether it automatically
satisfies (b). The following Theorem 9.4 claims that so is the case when G is unimodular and
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classical case of square integrable representations of a unimodular group is covered by the spe-
cial case of H = {e}. The theorem also covers the case of a Riemannian symmetric pair (G,H),
in which G is a semi-simple Lie group and H is a compact subgroup of G. For the corresponding
result for square integrable representations of groups, that need not be unimodular, see [2, p. 4]
and [5, Theorem 2].
Theorem 9.4. Assume that G is unimodular, and that H = 〈A,K〉, where A is a closed, central
subgroup of G, and where K is a compact subgroup of G. Let σ be an irreducible subrepresen-
tation of Uχ on a subspace H′ of Hχ having a spherical vector f ′0 ∈H′.
Then 〈f ′, σ (·)f ′0〉Hχ ∈Hχ for all f ′ ∈H′, so in particular∣∣〈f ′, σ (·)f ′0〉Hχ ∣∣ ∈ L2(G/H,μG/H ) for all f ′ ∈H′. (9.2)
Proof. A0 = {a ∈ Cc(G) | h · a = a for all h ∈ H } is a sub-∗-algebra of A = Cc(G). Formula
(9.1) defines according to Lemma 9.2(a) a linear map P :A→ A0 such that the identities (8.2)
and (8.5) hold.
That ‖i(a∗0)‖Hχ = ‖i(a0)‖Hχ for all a0 ∈ A0, was derived in Lemma 9.1(b). The theorem is
thus a corollary of Theorem 8.4. 
Example 9.5. Let H be a central, closed subgroup of a unimodular group G. If σ ∈ Ĝ is an
irreducible representation of G on a Hilbert space H′, then σ |H is by Schur’s lemma a character
of H , say σ(h) = χ(h)I , h ∈ H . Let π = Uχ . By definition of χ any vector inH′ is χ -spherical.
If |〈y′0, σ (·)x′0〉| ∈ L2(G/H) for some non-zero vectors y′0, x′0 ∈H′, then σ is a subrepresentation
of π , and 〈y′, σ (·)x′〉 ∈Hχ for all y′, x′ ∈H′.
A particular example is the Heisenberg group
G =
{
(x, y, z) =
(1 x z
0 1 y
0 0 1
) ∣∣∣ x, y, z ∈ R},
with H as its center H = {(0,0, z) | z ∈ R}.
The Schrödinger representation σ of G on L2(R), given by[
σ(x, y, z)f
]
(t) = e2πize2πiytf (t + x) for f ∈ L2(R), (x, y, z) ∈ G, t ∈ R,
is irreducible. σ reduces on H to the character χ given by χ(0,0, z) = exp(2πiz) for z ∈ R.
Taking f0 ∈ S(R) and using that the Fourier transformation is unitary on L2(R) we find that
|〈f0, σ (·)f0〉| ∈ L2(G/H) = L2(R2). It follows that σ is contained in Uχ and that each matrix-
coefficient 〈f1, σ (·)f2〉 of σ is in Hχ .
9.3. The orthogonality relations
We get Schur’s classical orthogonality relations for a unimodular group G by taking H = {e}
in the following Theorem 9.6, and the more general case of square integrability modulo a com-
pact subgroup K of G by taking H = K and χ = 1 there. Square integrability modulo the center
is discussed in Section 9.4.
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group of G, and where K is a compact subgroup of G. Let σ be an irreducible representation
of G on a Hilbert space H′. Assume that there exist non-zero vectors x′1, x′0 ∈ H′ such that〈x′1, σ (·)x′0〉 ∈Hχ . Then
(a) 〈x′, σ (·)y′0〉 ∈Hχ for all x′, y′0 ∈H′ such that y′0 is χ -spherical.
(b) There exists a constant c > 0, such that for all x′, y′, x′0, y′0 ∈H′ with x′0 and y′0 χ -spherical
we have 〈〈
x′, σ (·)x′0
〉
,
〈
y′, σ (·)y′0
〉〉
Hχ
=
∫
G/H
〈
x′, σ (s)x′0
〉〈
y′, σ (s)y′0
〉
dμG/H (sH)
= c〈x′, y′〉〈y′0, x′0〉. (9.3)
Proof. We derive Theorem 9.6 as a corollary of Theorem 8.5:
A0 = {a ∈ Cc(G) | h · a = a for all h ∈ H } is a sub-∗-algebra of A = Cc(G). That
‖i(a∗0)‖Hχ = ‖i(a0)‖Hχ for all a0 ∈ A0 was stated in Lemma 9.1(b). Formula (9.1) defines
according to Lemma 9.2 a linear map P :A→A0 such that the identities (8.2) and (8.5) hold. It
also says that S = i(A0).
Let us reintroduce the isometry W :H′ →Hχ in the polar decomposition of the operator Tx′0
from Theorem 4.4. W intertwines σ and π = L, so WS ′ ⊆ S . Via Lemma 8.3 we get for any
spherical vectors x′, y′ ∈H′ and a ∈A that〈
σ(Pa)x′, y′
〉= 〈Wσ(Pa)x′,Wy′〉= 〈π(Pa)Wx′,Wy′〉
= 〈π(a)Wx′,Wy′〉= 〈Wσ(a)x′,Wy′〉= 〈σ(a)x′, y′〉,
which means that the hypothesis (8.9) of Theorem 8.5 holds.
The assumption 〈x′1, σ (·)x′0〉 ∈ Hχ of Theorem 9.6 implies that x′0 ∈ S ′. Indeed, using the
transformation property (II) for elements of Hχ we find for all s ∈ G and h ∈ H that〈
σ(s)x′1, σ (h)x′0
〉= 〈x′1, σ (s−1h)x′0〉= χ(h)〈x′1, σ (s−1)x′0〉= 〈σ(s)x′1, χ(h)x′0〉,
from which we infer that σ(h)x′0 = χ(h)x′0, x′1 being cyclic.
Lemma 7.7 says that there is a constant C such that |〈σ(a)x′0, x′1〉|  C‖i(a)‖ for all
a ∈ Cc(G), which is the last assumption of Theorem 8.5.
Finally Ty′x′ = 〈x′, σ (·)y′〉 for all x′, y′ ∈H′ by Proposition 7.8. 
9.4. On representations that are square integrable modulo the center
Let σ be an irreducible representation of G on a Hilbert space H′. By Schur’s lemma the re-
striction of σ to the center Z(G) of G is a character χ of Z(G), so σ(z) = χ(z)I for all z ∈ Z(G).
It follows that 〈x′1, σ (·)y′1〉〈x′2, σ (·)y′2〉 is a function on G/Z(G) for any x′1, y′1, x′2, y′2 ∈H′. In
particular that the absolute value |〈x′, σ (·)y′〉| of any matrix-element 〈x′, σ (·)y′〉 is a continuous
function on G/Z(G) for any x′, y′ ∈H′.
Assuming G unimodular and that |〈x′, σ (·)y′〉| ∈ L2(G/Z(G)) for all x′, y′ ∈H′, A. Borel
[1, §5.13] proved that σ is a subrepresentation of Uχ , and that the following version of Schur’s
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constant dσ > 0 such that∫
G/Z(G)
〈
x′1, σ (s)y′1
〉〈
x′2, σ (s)y′2
〉
ds˙ = d−1σ
〈
x′1, y′1
〉〈
x′2, y′2
〉 (9.4)
for all x′1, y′1, x′2, y′2 ∈H′.
Borel’s results fit with our results on induced representations: As our subgroup H = 〈A,K〉
we take H = Z(G) = 〈Z(G), {e}〉. Then all vectors in H′ are spherical. We get from Theo-
rem 7.11(c) that σ is a subrepresentation of Uχ . For this we do not require G to be unimodular.
To get (9.4) we put A = Z(G) in Theorem 9.6(b); here G is assumed unimodular.
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