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Abstract
Rucio is the next-generation of Distributed Data Management (DDM) system beneﬁting from recent advances in
cloud and ”Big Data” computing to address HEP experiments scaling requirements. Rucio is an evolution of the
ATLAS DDM system Don Quixote 2 (DQ2), which has demonstrated very large scale data management capabilities
with more than 160 petabytes spread worldwide across 130 sites, and accesses from 1,000 active users. However,
DQ2 is reaching its limits in terms of scalability, requiring a large number of support staﬀ to operate and being hard
to extend with new technologies. Rucio addresses these issues by relying on new technologies to ensure system
scalability, cover new user requirements and employ new automation framework to reduce operational overheads.
This paper shows the key concepts of Rucio, details the Rucio design, and the technology it employs, the tests that
were conducted to validate it and ﬁnally describes the migration steps that were conducted to move from DQ2 to
Rucio.
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1. Introduction
For eight years, ATLAS has been using a Distributed
Data Management system called DQ2 [1] named after
Cervantes’ character Don Quixote [2]. DQ2 has demon-
strated very large scale data management capabilities
with more 500 million ﬁles representing 160 petabytes
spread worldwide across 130 sites, and accesses from
1000 active users during the whole Run 1 of LHC. But
these good results have been obtained thanks to a high
operational burden. For LHC Run 2 the system won’t
scale and therefore has to be completely redesigned to
be more reliable and automated. Moreover with the time
new use cases not covered by DQ2 have appeared. For
all these reasons a new Distributed Data Management
system called Rucio1 [3] has been developed and is pre-
sented in this paper. In section 2 the main concepts
and features of Rucio are described and compared to
1Rucio is the name of the donkey of Sancho Panza (Don Quixote’s
servant).
DQ2. Section 3 describes the architecture and the dif-
ferent components of Rucio. In section 4, the various
tests conducted to validate Rucio are presented. Finally
in section 5 the process to migrate from DQ2 to Rucio
is detailed.
2. Rucio concepts and features
Rucio introduces many new concepts and features
that are not available in DQ2. The most important are
detailed hereafter and summarized in table 1.
• In DQ2 a user is associated to his/her Distin-
guished Name extracted from the certiﬁcate or
proxy certiﬁcate that (s)he uses to access DQ2.
In Rucio a user can choose between diﬀerent ac-
counts representing either a user (e.g. jdoe), a
group (e.g. phys-higgs) or an activity (e.g. tier0).
Each of these accounts has diﬀerent privileges and
quotas. To connect to a speciﬁc account a user
can use diﬀerent ”identities” : a certiﬁcate or a
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proxy certiﬁcate, a valid kerberos token, or even
a user/password.
• Rucio as well as DQ2 supports diﬀerent types of
data structures that are called Data Identiﬁers :
Files, datasets (which are aggregations of ﬁles) and
containers (aggregations of datasets) but if DQ2 al-
lows only one level of hierarchy for containers, Ru-
cio allows multiple level. Rucio also permits to set
metadata on ﬁles (e.g. number of events) which is
not possible in DQ2 which only supports datasets
and containers metadata.
• In Rucio, the namespace is partitioned by scope,
which is a 30 characters identiﬁer (e.g. user.jdoe,
group.phys-higgs, data12 8TeV). A Data Identi-
ﬁer is unique within a scope but can be used
in diﬀerent scopes (e.g. user.jdoe:myﬁle.root,
user.janedoe:myﬁle.root). In DQ2, where the
namespace is not partitioned, Data Identiﬁers are
unique globally. Moreover in Rucio the scopes
are protected and are only writable by some ac-
counts, for instance user jdoe can only write to the
user.jdoe scope.
• In Rucio the physical paths of the ﬁles can be ob-
tained via a deterministic function of the scope and
name of the ﬁle [4] whereas in DQ2 the path was
built using the dataset name, which means that a
ﬁle belonging to diﬀerent datasets could end up in
diﬀerent places. Thanks to this new path conven-
tion, all the ﬁles in Rucio can be located if one
knows the scope and name, which makes it eas-
ier to federate the data storage (for instance via the
FAX federation [5]). The function has also been
chosen to have a well balanced distribution on the
number of ﬁles per directories.
• Another big diﬀerence is that Rucio, on the con-
trary to DQ2, doesn’t rely on an external ﬁle cat-
alog as the LCG File Catalog (LFC). In DQ2 all
the ﬁle replicas were registered in one of the three
LFCs : one at CERN for the replicas in non-US
sites, and two at BNL (one for the replicas in BNL
and one for the replicas in US T2s). In Rucio, the
list of replicas is directly stored in the Rucio cat-
alog which makes the lookups easier. Moreover,
due to the new path convention, there is no need to
store the full paths in Rucio : for a replica the only
information needed is the scope and name of the
ﬁle and the site. Because of this, the space used by
the replicas tables in Rucio is much smaller than in
LFC (around 700 GB for the LFC at CERN versus
300 GB for the Rucio replica table).
• On the contrary to DQ2 which only supports the
SRM protocol, Rucio supports multiple protocols
to interact with the Storage Elements; in particular
WebDAV, or Amazon S3 which are widely used
outside the HEP community. Rucio also provides
a central HTTP redirector that allows to federate
all Storage Elements which simpliﬁes the accesses
to ﬁles and datasets by end-users.
• The logical abstraction of a storage end-point
in Rucio is called a Rucio Storage Element
(RSE). The Rucio Storage Elements can be tagged
with key/values pairs (e.g. tier=1, cloud=DE,
istape=1). Diﬀerent tags can be used together to
build a RSE expression (e.g. : tier=1&cloud=DE)
and Rucio can extract the list of sites covered by
this RSE expression.
• Replica management : In DQ2, the replica man-
agement is done outside DQ2 by some cron jobs
and scripts whereas it is natively supported in Ru-
cio. One of the most important features in Ru-
cio is the concept of replication rules and sub-
scriptions [6]. A replication rule describes how a
Data Identiﬁer must be replicated on a list of Ru-
cio Storage Elements (e.g. : Make two replicas of
dataset data12 8TeV:mydatasetname on the RSEs
covered by the RSE expression ”tier=1&disk=1”).
Rucio will create the minimum number of repli-
cas that satisfy the rule to optimise the storage
space, minimise the number of transfers and auto-
mate data distribution. A subscription is a replica-
tion policy based on metadata for Data Identiﬁers
that will be produced in the future (e.g. Make two
replicas of datasets with scope=data12 8TeV and
datatype=AOD on the RSEs covered by the RSE
expression ”tier=1&disk=1”). When a Data Iden-
tiﬁer that matches the parameters of the subscrip-
tion is produced, Rucio will generate a rule for it
and will create the replicas that satisfy the rule.
3. Rucio architecture
Rucio is written in python. It is based on a distributed
architecture and can be decomposed into diﬀerent com-
ponents as shown on Figure 1.
The main part is the core. It is composed of a set
of frontend servers that interact with a Database back-
end. There are two kind of servers : the Rucio au-
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Figure 1: Schema of the Rucio architecture.
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DQ2 Rucio
Authentication 1:1 mapping N:M mapping
x509 based x509, kerberos...
Namespace Global Scoped
Metadata On containers, On containers,
datasets datasets, ﬁles
Protocols SRM SRM, GSIFTP,
supported WebDAV,
XrootD...
External Yes (LFC) No
catalog
Replica External Internal (rules,
management (scripts, crons) subscriptions)
Multiple replica No Yes
ownership
Quota support No Yes
Table 1: Table showing the main diﬀerences between DQ2 and Rucio.
thentication nodes that get the user credentials and gen-
erate tokens and the Rucio servers that allow to cre-
ate/list/modify Data Identiﬁers, rules, replicas, meta-
data, subscriptions... The interface to the Database is
done through the use of an ORM2 layer (sqlalchemy)
that allows to support multiple Database type (Oracle,
MySQL, PostgreSQL). The Database backend used in
ATLAS is Oracle (11.2.0.4).
To interact with the servers, Rucio provides a REST-
ful [7] interface that can be used by every HTTP client.
In addition to this REST interface, python clients are
also available. When a user wants to interact with Ru-
cio, the client ﬁrst contacts the authentication servers to
get a token. The token can then be used to access the
Rucio servers.
The daemons are a set of lightweight agents dedicated
to very speciﬁc tasks like evaluating a rule or subscrip-
tion, transferring or deleting ﬁles, recovering corrupted
or lost ﬁles. They interact directly with the core part
of Rucio, with the Rucio Storage Elements or some ex-
ternal service as the File Transfer Service (FTS). Each
daemon is under the control of a supervisor process [8]
that allows to switch it on/oﬀ and restart it automatically
in case of crash. Sharding is used to distribute the load
between diﬀerent workers, which allows to scale hori-
zontally.
A Nagios [9] server is used to monitor the system
and to synchronize it with external services like VOMS,
AGIS3. Moreover the servers and daemons also gener-
2Object-Relational Mapping
3ATLAS Grid Information System
Figure 2: Schema of the emulation framework used to validate Rucio.
ate time series that are sent to a graphite server [10]
which allows to have a good overview of the perfor-
mances of the system.
Finally Rucio includes an analytic part based on
Hadoop [11]. All the log ﬁles of the system are daily
moved on a Hadoop Distributed File System (HDFS)
and can be analysed via map/reduce jobs. This analytic
part is also used to provide extra information like the list
of ﬁle replicas on a site.
4. Tests and validation
To validate the concepts and the implementation of
Rucio, diﬀerent kind of tests have been conducted dur-
ing the whole development phase.
First of all, during the development every new patch
submitted is required to be covered by a unit test. If the
test fails, the patch is rejected. In addition every change
is submitted to the review of the other developers and
must be approved before being merged [12].
To further validate the functionalities and perfor-
mances a testbed instance of Rucio has been deployed.
It contains all the data registered in DQ2 (from a snap-
shot of last year). Test instances of the daemons run
against this testbed. Moreover to reproduce the activi-
ties coming from external services, an emulation frame-
work has been developed [13] that allows to simulate the
various workﬂows from ATLAS distributed computing.
The use cases covered by the emulator are Data export
from Tier0, wildcard/metadata searches, dataset down-
load, production and group/user analysis. Figure 2 de-
tails the components of this framework.
The testbed/emulation framework is running continu-
ously for more than one year now and is used to validate
the new changes (e.g. Database schema changes) before
going into production. It is also used to evaluate the ca-
pabilities of the system, and to check to which point it
C. Serfon et al. / Nuclear and Particle Physics Proceedings 273–275 (2016) 969–975972
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Figure 3: Number of ﬁles transfered per hour as a function of time
during 48 hours during August 22nd-23rd 2014 split by destination
clouds. The step represent an increase of the number of ﬁles and
datasets injected in the system. The target of the test is 1 million
ﬁles/day (i.e. 42000 ﬁles/hour.)
scales. Rucio was successfully tested up to 4 times AT-
LAS nominal load of LHC Run 1.
But the emulation framework actually only produces
fake data on fake endpoints and doesn’t reproduce some
problems from the real life (for example a site that goes
into downtime, a degradation of the connectivity be-
tween two sites). It also doesn’t allow to test in real
situation the interaction with external components like
the File Transfer Service (FTS). That’s the reason why
a real test running on the production instance of Rucio
is being conducted since June 2014. This test is running
on real sites and is using real production services (e.g.
FTS). Its goal is to test the full chain of data transfer
: production of datasets at CERN, export to the tier1s
then to the tier2s, then deletion of the ﬁles after a cer-
tain time. The target was to reach one million ﬁles trans-
fers/day and about the same volume for deletion. Figure
3 shows the number of ﬁles transfered during this test
over a period of 48 hours, whereas Figure 4 shows the
deletion rate on a period of 72 hours. The test ran suc-
cessfully (the target was reached in August 2014) and
it allowed to gain some experience on the system under
real conditions.
5. Migration to Rucio
The migration to the new system is a complex proce-
dure due to the high number of ﬁles and datasets as well
as the number of sites aﬀected. Moreover, due to the
fact that the ATLAS computing activities are still going
on, even during a shutdown period, this migration must
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Figure 4: Number of ﬁles deleted per hour as a function of time during
48 hours between September 21st and September 23rd 2014 split by
destination cloud. The increase of the number of ﬁles deleted in the
UK cloud is due to an increase of the number of deletion workers to
evaluate the limits of the deletion on a single site.
be transparent. To achieve this goal, a procedure in three
steps has been deﬁned :
• The DQ2 clients that are used to interact with the
DQ2 server have been modiﬁed to write the new
ﬁles according to the new path convention. Af-
ter this, the paths of the old ﬁles that are located
on the sites must be changed to accommodate the
new path convention. The latter includes both the
change at the site and on the LFC. To realize this
a dedicated infrastructure was developed [4]. It al-
lowed to make the operation fully transparent and
to minimize the work needed by the sites. This
step was run between January 2013 to February
2014 and around 300 millions ﬁles were success-
fully processed.
• Moving the list of replicas from the LFC to Rucio.
This operation was done from February to June
2014 and was realized by importing gradually the
replicas from LFC to Rucio with purely database
procedures. The imports were incremental as it can
be seen on ﬁgure 5 and did not need any downtime
of the system. 600 millions ﬁles were moved dur-
ing this migration. Figure 6 shows the evolution of
the I/O on one of the 3 LFCs (the CERN one) that
were used by DQ2 and on the Rucio server dur-
ing this migration. After this step the 3 LFCs used
by ATLAS (the one at CERN and the two at BNL)
were decommissioned.
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Figure 5: Plot showing the number of ﬁles in million (in blue) as well as the volume in PetaBytes (in red) registered in the Rucio ﬁle catalog versus
time. The migration of the diﬀerent sites and clouds is indicated.
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Figure 6: Network utilization versus time for the LFC servers of the
CERN LFC (upper plot) and for the Rucio servers (lower plot). The
opposite evolution between the LFC and the Rucio servers seen from
February to June is due to the LFC to Rucio migration.
• Moving all the datasets, containers and other DQ2
entities from DQ2 to Rucio. As of today (Septem-
ber 2014), this operation has not started yet, but it
will be conducted in October/November 2014 and
it’s expected to ﬁnish by the end of 2014. As for
the migration from LFC to Rucio this operation
will be realized at the Database level. Test imports
have been already exercised on the testbed instance
and have shown that the migration can be done in
only a few days.
To allow a smooth transition for the end-users, the DQ2
clients (that allow to interact with the DQ2 backend)
have been extended to be able to interact also with the
Rucio backend. This client automatically chooses the
appropriate backend (either DQ2 or Rucio) where the
ﬁles/datasets are registered. But most of the Rucio new
functionalities cannot be covered by these clients, so the
end-users will be asked to move to the native clients
when the migration will be completely done and the
DQ2 clients will be phased out after a few months.
6. Conclusion
Rucio is the new Distributed Data Management sys-
tem of ATLAS. It has been designed to minimize the op-
erational burden, and to allow to support new use cases
and workﬂow. It has been extensively tested and vali-
dated. A procedure to migrate from the old Data Man-
agement System (DQ2) has been put in place and has al-
lowed to transparently and gradually enable Rucio. As
of today (September 2014), the ﬁrst two steps of the
migration have been successfully done without any dis-
ruption of the computing activities of ATLAS. The last
step is starting now and is expected to ﬁnish by the end
of 2014. At this date Rucio will be fully operational.
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