Abstract. The concept of doubling, which was introduced around 1840 by Graves and Hamilton, associates with any quadratic algebra A over a field k of characteristic not 2 its double V(A) = A × A with multiplication (w, x)(y, z) = (wy − zx, xy + zw). This yields an endofunctor on the category of all quadratic k-algebras which is faithful but not full. We study in which respect the division property of a quadratic k-algebra is preserved under doubling and, provided this is the case, whether the doubles of two non-isomorphic quadratic division algebras are again non-isomorphic.
1. Introduction. Let k be a field. An algebra over k is a vector space endowed with a k-bilinear multiplication A × A → A, (x, y) → xy. A division algebra over k is an algebra such that 0 < dim A < ∞ and xy = 0 only if x = 0 or y = 0. The latter condition, requiring the absence of zero divisors, is equivalent to the requirement that the k-linear endomorphisms a? : A → A, x → ax, and ?a : A → A, x → xa, are bijective for all a ∈ A \ {0}. A morphism between two algebras A and B over k is a k-linear map σ : A → B satisfying σ(xy) = σ(x)σ(y). When facing the problem of describing-completely and explicitly-the category D(k) of all division algebras over k, for any given ground field k, one ends up with four subproblems. The present article will contribute to the first problem and will improve the existing classifying list for the 8-dimensional real quadratic division algebras.
If k is algebraically closed , then the solution to these problems is trivial: D(k) = {1}, L 1 (k) = {k} and Aut(k) = {I k } (see e.g. [13, Proposition 1.1]). For a general ground field k, the solution seems to be highly non-trivial and very heavily dependent on k. So far, none of the problems (i)-(iv) has been solved for general k, beyond the trivial information that 1 ∈ D(k), L 1 (k) = {k} and Aut(k) = {I k }, and beyond the information on the associative division k-algebras which is stored in the Brauer group Br(k). Even in prominent cases the solution to the four problems is yet to be found. In the case of k = R, which will be the target of this article, a famous theorem of Bott and Milnor [4] and Kervaire [21] (1958) states that D(R) = {1, 2, 4, 8}. Classifying lists L 2 (R) have been determined by Burdujan (1985) , Gottschling [17] (1998), and Hübner and Petersson [20] (2004). On the other hand, determining L 4 (R) and L 8 (R) remains an open problem. Nowadays there seems to be three main strategies to tackle these challenging problems.
(1) An algebra A is called flexible if (xy)x = x(yx) for all x, y ∈ A. The classification of all real flexible division algebras is almost accomplished (Benkart, Britten and Osborn [1] 1982; Cuenca Mira et al. [5] 1999; Darpö [6] 2004).
(2) The real Lie algebras which arise as the derivation algebras of real division algebras are classified by the eight Lie algebras R 0 , R 1 , R 2 (abelian), su 2 , su 2 × R, su 2 × su 2 , su 3 , g 2 (Benkart and Osborn 1981 [2] ). Moreover, there are partial results towards the classification of all real division algebras having a fixed derivation algebra type (Benkart and Osborn [3] 1981; Rochdi [23] 1995; Doković and Zhao [14] 2003).
(3) An algebra A is called quadratic if A = ∅, there exists an identity element 1 ∈ A and 1, x, x 2 are linearly dependent for all x ∈ A. A classification of all real quadratic division algebras is accomplished in dimension 4 (Osborn [22] 1962; Hefendehl-Hebecker [18] 1980; Dieterich [7] 1998).
In the present article we will contribute to the latter of these three approaches. For any algebra A over a field k with identity element 1 ∈ A we call an element x ∈ A purely imaginary if x ∈ k1 \ {0} but x 2 ∈ k1. Proposition 1.1 (Frobenius Lemma [15] ). Let A be a quadratic algebra over a field k of characteristic not two. Then the set V of all purely imaginary elements in A is a linear subspace in A such that A = k1 ⊕ V .
Henceforth the ground field k is assumed to have characteristic not two. For any quadratic k-algebra A, the decomposition A = k1 ⊕ V given by the Frobenius lemma and henceforth referred to as the Frobenius decomposition determines a linear form λ : A → k and a linear map ι : A → V such that x = λ(x)1 + ι(x) for all x ∈ A. These in turn give rise to a symmetric k-bilinear form , : A × A → k, x, y = − 1 2 λ(xy + yx), and a quadratic form q :
. We call q anisotropic if q −1 (0) = {0}, and we say that the quadratic algebra A is anisotropic if its quadratic form q : A → k is anisotropic. We define the conjugate of x ∈ A to be x = λ(x)1 A − ι(x). Finally, we define a morphism between two quadratic algebras A and B to be a linear map σ : A → B such that σ(1 A ) = 1 B and σ(xy) = σ(x)σ(y) for all x, y ∈ A. Note that the definition of an algebra morphism, given earlier, does not require that σ(1 A ) = 1 B . It might seem like we lose many morphisms by this additional condition, but this is not the case. Our goal is to classify the quadratic division algebras and this additional condition will not affect the isomorphisms between division algebras since if σ : A → B is a morphism between two quadratic division algebras over k,
Hence, since B has no zero divisors, we see that either σ = 0 or σ(1 A ) = 1 B . So for quadratic division algebras, the morphisms of quadratic algebras coincide with the non-zero algebra morphisms. Hence, the additional condition will not affect the isoclasses of quadratic division algebras. 
Proof. We have
Then we get
and since q is anisotropic it follows that x = 0, hence σ is injective. For all v ∈ V we get Recall that a field is called square-ordered if it is ordered and every positive element is a square [13] . Square-ordered fields are also known as Hilbert fields of type A [16] .
We will now briefly describe the set-up of this article. In the next section, we will introduce the doubling as an endofunctor on the category of all quadratic algebras over k and state and prove some properties of the functor. In Section 3 we will restrict ourselves to a subcategory to be able to get a more explicit description of the doubling functor. Section 4 will connect this to the theory of division algebras over square-ordered fields, and from Section 5 and on we will apply this in the case of k = R and hence make a contribution to the classification of the real quadratic division algebras. If an algebra B ∈ Q(k) is isomorphic to V(A) for some A ∈ Q(k), then B is called doubled. We begin with some properties of the doubling functor.
Recall the classical examples (R, V(R), V 2 (R), V 3 (R)) = (R, C, H, O), which are known to have automorphism groups Aut(R) C 1 , Aut(C) C 2 , Aut(H) SO 3 (a real Lie group of dimension 3) and Aut(O) G 2 (a real Lie group of dimension 14). These examples give an easy proof of the fact that the doubling functor is not full in general; however, the next proposition will show that the doubling functor fails to be full "everywhere".
Proof. The property of being faithful follows directly from the definition of V. The morphism map is not surjective
Another interesting property of the doubling functor concerns the way the quadratic form
. In fact, an easy verification shows the following.
Proposition 2.2. Let k be a field and let A be a quadratic k-algebra with quadratic form
It follows that the quadratic form q d : V(A) → k is not necessarily anisotropic even if q : A → k is. Sometimes anisotropy of the quadratic form is preserved and sometimes it is not, as the following examples show. 2 and is clearly anisotropic.
When will the property of q being anisotropic be preserved under the doubling functor? A sufficient (but, as seen in the example, not necessary) condition is that the ground field k be square-ordered. This can be summarized in the following proposition.
Proposition 2.4. Let A denote a quadratic algebra over a squareordered field k. If A is anisotropic, then so is V(A).
Proof. If k is square-ordered then it is easy to see that q : 
Proof. By Lemma 2.5 we see that σ is an algebra morphism if and only if the system (2.1)-(2.10) is satisfied. Now, Corollary 1.3 asserts that, in the given situation, every algebra morphism is an isomorphism and decomposes as σ = id ⊕ σ. Using this fact we get the additional equations (2.11) and (2.12).
3. Strongly anisotropic quadruples. Let V be a vector space over k.
The class E(k) of all strongly anisotropic k-quadruples is endowed with the structure of a category by declaring morphisms σ :
and on morphisms by I(σ) = σ, where σ = id ⊕ σ.
Let E a (k) denote the full subcategory of E(k) formed by all strongly anisotropic quadruples (V, q, ξ, η) such that V(H(V, q, ξ, η)) is an anisotropic quadratic algebra. Then the composed functor of full subcategories VH :
where the hookarrows denote inclusion functors of full subcategories. Calculation shows that J admits the following explicit description.
and on morphisms by
Dissident quadruples and quadratic division algebras.
We begin by explaining the notions appearing in the headline of this section. Let k be any field. A division algebra A over k is understood to be an algebra A over k satisfying 0 < dim A < ∞ and having no zero divisors (i.e. xy = 0 only if x = 0 or y = 0). We denote by Q d (k) the full subcategory of Q(k) formed by all division algebras A ∈ Q(k). Let V be a finite-dimensional vector space over k. A linear map η : V ∧ V → V is said to be dissident if v, w, η(v ∧ w) are linearly independent whenever v and w are.
The motivation for this section is the following fundamental result of Osborn.
Proposition 4.1 (Osborn's theorem [22] ). Let k be a field of characteristic not two and let A be a finite-dimensional quadratic algebra over k. Then A is a division algebra if and only if A is anisotropic and η :
A famous theorem of Bott, Milnor [4] and Kervaire [21] asserts that every real division algebra has dimension 1, 2, 4 or 8.
is not a division algebra. The question whether this fact generalizes from R to arbitrary fields seems to be open. We can, however, prove an affirmative result in this direction.
is not a division algebra by Osborn's theorem. Assume that V(A) is anisotropic. We may assume that 
Then X and Y are non-proportional. The dissident map η :
is not a division algebra. From now on we will assume that the ground field k is square-ordered. We begin by noticing that every strongly anisotropic quadratic form q on a vector space V over k is positive definite. We denote by 
Accordingly, each (V, q, ξ, η) ∈ D(k) becomes a dissident triple (V, ξ, η).
Preparatory to the next proposition we need a lemma describing the vector products on a 3-dimensional inner product space over k. Recall that a linear map π : V ∧ V → V on a finite-dimensional inner product space V is called a vector product if it satisfies the following conditions:
Furthermore, each linear endomorphism ε : V → V of a finite-dimensional inner product space V = (V, ) over k determines a quadratic form q ε (v) = v, ε(v) . The endomorphism ε is called positive definite (resp. negative definite) if q ε is positive definite (resp. negative definite). We call ε definite in case ε is either positive definite or negative definite. (
ii) If η : V ∧ V → V is a dissident map then there exists a unique definite linear endomorphism
Proof. For proof of (i)-(iii) we refer to [13, Lemmas 2.1 and 2
.2]. (iv) is an easy consequence of (i).
The following proposition is a generalization of [9, Corollary 6] from k = R to the case of an arbitrary square-ordered field k. 
, 3}. By the equivalence I(A) = (V, q, ξ, η) and from Proposition 3.2 we know that
Hence we get the system of equations
From (4.1) and (4.3) we get the equations
which, added up, become
Accordingly ε definite implies One may wonder why we excluded the case dim A = 3 from the previous proposition. In fact, there is no quadratic division algebra of dimension three (cf. [13] ).
Denote by Q d n (k) the full subcategory of Q d (k) which is formed by all objects of dimension n. Similarly, D n−1 (k) denotes the full subcategory of D(k) formed by all objects of dimension n − 1.
Corollary 4.6. Let k be a square-ordered field. For all n ∈ {1, 2, 4} the doubling functor V : Q(k) → Q(k) induces a functor between full subcategories
V : Q d n (k) → Q d 2n (k) and
the doubling functor J : E(k) → E(k) induces a functor between full subcategories
J : D n−1 (k) → D 2n−1 (k).
Doubling of real quadratic division algebras. Henceforth we assume that k = R. We use the shorthands
Accordingly, by a division algebra we mean a real division algebra.
By Lemma 4.4(ii), every dissident map η on a 3-dimensional Euclidean space V admits a factorization η = επ into a vector product π on V and a definite linear endomorphism ε of V . This fact not only leads to a complete and irredundant classification of all dissident maps on R 3 , but also to a complete and irredundant classification of all 3-dimensional dissident triples. In view of Proposition 4.3 it also leads to a complete and irredundant classification of Q d 4 [7] , [13] . To be able to state this assertion more precisely, we need to recall the category K of configurations in R 3 , which can be found e.g. in [8] , [10] , [13] . We set
We can interpret K geometrically by identifying the objects (x, y, d) ∈ K with those configurations in R 3 which consist of a pair of points (x, y) and With any given configuration κ = (x, y, d) ∈ K we associate the dissident triple
is the vector product described in Lemma 4.4 with respect to the standard basis in R 3 and
for all z ∈ R 3 . By Lemma 4.4(iii), η yd is a dissident map on R 3 , and hence G(κ) is a dissident triple. Moreover, the construction G : K → D is functorial, acting on morphisms identically. A cross-section C for K/ was first given in [7, pp. 17-18] , thus solving the problem of classifying D 3 , hence classifying Q d 4 . Hence, by applying the doubling functor, we get all doubled 8-dimensional quadratic division
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algebras as the following commutative diagram shows.
The doubling functor V is faithful but not full, according to Proposition 2.1. Hence, the cross-section C for K/ gives rise to a complete, but maybe redundant, list of doubled 8-dimensional quadratic division algebras. Despite this, we have strong indications that the list is in fact irredundant and in the last section we will prove partial results supporting the following conjecture. 
Separating isomorphism classes of doubled 8-dimensional real quadratic division algebras.
From the standard basis e = (e 1 , e 2 , e 3 | e 4 | e 5 , e 6 , e 7 ) in R 7 we construct the subset {±e i ∧ e j | 1 ≤ i < j ≤ 7} of R 7 ∧ R 7 , which after any choice of signs and total order becomes a basis in R 7 ∧ R 7 , denoted by e ∧ e. Using the shorthands e ij = e i ∧ e j , we fix our choice so that e ∧ e = (e 23 65 ). Given a matrix Y ∈ R 7×21 , we denote by Y : R 7 ∧ R 7 → R 7 the linear map represented by the matrix Y in the bases e ∧ e and e. Similarly, the notation X : R 7 ∧ R 7 → R stands for the linear map defined by X (v ∧ w) = v t X w, represented by the matrix X ∈ R 7×7 . By a doubled dissident triple we mean a dissident triple (V, ξ, η) such that H(V, η, ξ) is a doubled division algebra. Furthermore, a dissident map η : V ∧ V → V is called doubled if it occurs as the third component in a doubled dissident triple (V, ξ, η) .
We now proceed to build up an exhaustive family of doubled division algebras on R 7 by constructing an exhaustive family of doubled dissident triples. We set
and using the chain of functors
Here, X (κ) and Y(κ) can be viewed as functions of κ and henceforth we will look at them as maps from K to Hom R (R 7 , R 7 ) and Hom R (R 7 ∧R 7 , R 7 ) respectively. Accordingly, we will write X (κ) = X (κ) and Y(κ) = Y(κ). 
With any dissident map on a Euclidean space V , we associate the sub- [11] . Note that by Proposition 3.2 for all κ ∈ K we have
Accordingly, the linear endomorphism Y(κ)(e 4 ∧ ?) :
Y(κ) of R 7 proves to be useful in our attempt to prove Conjecture 5.2. We proceed by constructing a complete and explicit description of the subspaces R 7 Y(κ) of R 7 , for all κ ∈ K. Before stating this description we need to partition the category K into the pairwise disjoint subsets
We also introduce the linear injections ι <4 : R 3 → R 7 given by ι <4 (x) = x 1 e 1 + x 2 e 2 + x 3 e 3 and ι >4 : R 3 → R 7 given by ι >4 (x) = x 1 e 5 + x 2 e 6 + x 3 e 7 , identifying R 3 with the first respectively the last factor of
We can now recall the following two lemmas from [12] . We introduce the map δ :
. Using the previous two lemmas we get the following proposition. By restricting K to K 1 , K 3 and K 7 respectively, the last proposition decomposes the problem of proving Conjecture 5.2 into three separate subproblems. By using results from [11] , we will now decompose these subproblems even further.
As in the previous decomposition of the problem we will use the properties of the dissident map η : R 7 ∧ R 7 → R 7 . This refined decomposition builds upon the theory of liftings of dissident maps [11] . Note that [11] does not restrict the dimension of the vector space, V , where η : V ∧ V → V , to be 7, nor does it require that η is a doubled dissident map. In the present article we will restrict ourselves to the single case of dim V = 7. For proofs and further details we refer the reader to [11] . We begin by recalling what a lifting of a dissident map on R 7 is.
Let (R 7 , ξ, η) be a doubled dissident triple. Then η induces a selfmap η P : We define a lifting of a dissident map on the seven-dimensional Euclidean space to be a map Φ : This proposition states all we need for a refined decomposition of K; by (i) every dissident triple (R 7 , ξ, η) gives rise to a lifting Φ of η P , and by (iii), deg Φ is preserved under isomorphisms. Without delving into details on how to calculate the liftings, and hence the degree, we state the following result. Here r ∈ R and t ∈ T are uniquely determined by the given data κ ∈ K and
