The number of satisfying assignments of k-CNF formulas is computed using the inclusion-exclusion formula for sets of clauses. Recently, it was shown that the information on the sets of clauses of size ≤ log k + 2 already uniquely determines the number of satisfying assignments of k-CNF formulas [1]. The proof was, however, only existential and no explicit procedure was presented. In this paper, we show that such a procedure exists.
Introduction
The problem of counting the number of satisfying assignments of k-CNF formulas is known as #k-SAT. L. Valiant proved that #k-SAT is #P-complete for k ≥ 2 [4] . Thus, it is generally believed that there is no polynomial-time algorithm to solve this problem. However, there is a naive way for counting the number of unsatisfying assignments using the so-called the inclusion-exclusion formula. Namely, suppose that a k-CNF formula has m clauses and A i is the set of truth assignments that unsatisfy (falsify) the ith clause. Then, the total number of unsatisfying assignments for the k-CNF formula is computed as follows:
where |A i | is the number of unsatisfying assignments for the ith clause. Since there are 2 m − 1 terms in the formula, the direct computation can take exponential time. Remarkably, however, Kahn et al. showed [2] that the information over all sets of clauses S such that |S | ≤ log n + 1 uniquely determines the number of unsatisfying assignments of CNF formulas with n variables. Though the original result was only existential, a procedure for computing the left-hand side of (1), i.e., | m i=1 A i |, from the numbers | i∈S A i |'s for |S | ≤ log n + 1 was later shown by Melkman et al. [3] . The problem was then extended to k-CNF formulas for k ≥ 2 [1] A i | is uniquely determined from the numbers | i∈S A i |'s for all S such that |S | ≤ log k + 2. The proof was, however, again existential. In this paper, we extend the procedure for CNF formulas to the one for k-CNF formulas and achieve tight bounds for approximating the inclusion-exclusion formula for k-CNF formulas.
Previous Results
First, we give some definitions and fundamental facts. Using these lemmas, we may consider | i∈S c i |'s and | i∈S c i |'s instead of | i∈S A i |'s to compute the inclusionexclusion formula (1) . 
Then, we want to know the possible discrepancy between
Melkman and Shimony made sharp evaluation of this discrepancy as follows [3] .
where Since N ≤ n, l > log n + 1 is sufficient for this purpose.
Main Results
In this section, we consider the case of k-CNF formulas which satisfy Condition (2). Since any l clauses contain at most kl variables, N ≤ kl holds for N in Sect. 2. Combining this inequality with (3), we can conclude that kl/2 l−1 < 1 is sufficient for uniquely determining | l i=1 c i |. However, this does not achieve the tight bound, i.e., l > log k + 2. So, Theorem 1 is not applicable straightforwardly to k-CNF formulas. Accordingly, we turn to consider the bounds for
c i | and then obtain the following theorem.
Similarly to the case of CNF formulas, Theorem 2 leads to the condition for uniquely determining the number of solutions of k-CNF formulas as follows. Let l = log k +3. Then, the right-hand side of (4) 
Proof of Theorem 2:
The proof consists of two parts: the first part is to provide a procedure for computing the upper and lower bounds of | l i=1 c i | which achieve the upper bound of (4), and the second part is to show a pair of clauses
which achieves the right-hand side of (4). The procedure for the upper and lower bounds of | l i=1 c i | is quite similar to the one used to prove Theorem 1 [3] . In the analysis, however, we must be careful that |c i |'s are restricted to constant k and how the values of | i∈S c i | and | i∈S c i | change is different from the case of CNF formulas.
The upper bound
Suppose that l ≥ 2. Let N = min {kl, n}. Note that | i∈S c i | ≤ N. We divide into two cases according to the size of c l .
Therefore, we may consider
to compute the bounds. Since
In both cases, we make the similar discussion in the next recursive step for clause-sets 
In the next step, we consider the set of clauses
whose union has size at most k/2 . Then, two subcases are again considered according to the size of c l−2,2 , where
The pseudo-code of the whole computation is written in Fig. 1 . bounds({c i } 
is generated. Finally, we obtain the upper and lower bounds of
. Then, (5) and (6) imply that the difference between the upper and lower bounds of |c 1,l−2 ∩c 1,l−2 | is exactly the difference of the upper and lower bounds of | l i=1 c i |, i.e., what we want to know. Using the inequality |c 1,l−2 ∪ c 2,l−2 | ≤ k/2 l−3 obtained similarly to Cases 1 and 2, |c 1,l−2 ∩ c 2,l−2 | is bounded from both sides as follows.
Here we used the equations for l = 2 in Fig. 1 and set N k/2 l−3 . Therefore, the difference of the upper and lower bounds is at most k/2 l−2 and we obtained
for l ≥ 2 and for any pair c i 's and d i 's satisfying Condition (2) .
The lower bound
When l = 2, the pair of k-CNF formulas
is the example that achieves the lower bound. Suppose that l ≥ 3. In [1] , the authors constructed a pair of k-CNF formulas φ = c 1 c 2 · · · c l and
Essentially, each variable appears in the formulas as a positive literal. We extend these formulas to prove the lower bound for any k.
Let l be any integer such that 3 ≤ l ≤ log k + 2. For k = 2 l−2 , let φ and ψ be the pair of k -CNF formulas introduced in the previous paragraph. For each variable x in φ and ψ, we generate k/2 
They also satisfy | i∈S C i | = | i∈S D i | for all S ⊆ [l] such that |S | ≤ l − 1,
Therefore, Φ and Ψ achieve the lower bound of Theorem 2 and the proof is completed.
Conclusions
In this paper, we presented a procedure for approximating the inclusion-exclusion formula for k-CNF formulas. The extension of the procedure for CNF formulas and a pair of k-CNF formulas achieving the lower bound are carefully designed. The main benefit of this paper would be that it provides a new way for computing all the terms of the inclusion-exclusion formula for k-CNF formulas from polynomial size data. From a computational viewpoint, we will need some new idea to develop an efficient algorithm for #k-SAT.
