Abstract: Accurate identification of the spatiotemporal distribution of forest/grassland and cropland is necessary for studying hydro-ecological effects of vegetation change in the Loess Plateau, China. Currently, the accuracy of change detection of land cover using Landsat data in the loess hill and gully areas is seriously affected by insufficient temporal information from observations and irregular fluctuations in vegetation greenness caused by precipitation and human activities. In this study, we propose a method for continuous change detection for two types of land cover, mosaic forest/grassland and cropland, using all available Landsat data. The period with vegetation coverage is firstly identified using normalized difference vegetation index (NDVI) time series. The intra-annual NDVI time series is then developed at a 1-day resolution based on linear interpolation and S-G filtering using all available NDVI data during the period when vegetation types are stable. Vegetation type change is initially detected by comparing the NDVI of intra-annual composites and the newly observed NDVI. Finally, the time of change and classification for vegetation types are determined using decision tree rules developed using a combination of inter-annual and intra-annual NDVI temporal metrics. Validation results showed that the change detection was accurate, with an overall accuracy of 88.9% ± 1.0%, and a kappa coefficient of 0.86, and the time of change was successfully retrieved, with 85.2% of the change pixels attributed to within a 2-year deviation. Consequently, the accuracy of change detection was improved by reducing temporal false detection and enhancing spatial classification accuracy.
Introduction
Along with the rapid development of China's economy over the past few decades, China is facing a variety of environmental issues related to desertification, sandstorms, water and soil erosion, and land degradation [1] . Since 1978, the Chinese government has launched a series of ecological restoration programs to mitigate these increasingly devastating environment problems, including the 'Three North' Shelterbelt Development Program (TNSDP) [2] , the Beijing-Tianjin Sand Source Control Program (BSSCP) [3] , the Nature Forest Conservation Program (NFCP) [4] , and the Grain to 
Dense Landsat Time-Series Imagery

Data Collection
A total of 87 satellite images (Path127/Row34) were acquired by the Landsat 5 Thematic Mapper, Landsat 7 Enhanced Thematic Mapper Plus, and Landsat 8 Operational Land Imager during 1986-2016, and all images are terrain corrected (L1T) products. Satellite images were acquired in the months ranging from April to December, and the acquisition times for all Landsat imagery are displayed in Figure 2 . All Landsat data were collected from the United States Geological Survey (https://earthexplorer.usgs.gov). 
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Data Collection
A total of 87 satellite images (Path127/Row34) were acquired by the Landsat 5 Thematic Mapper, Landsat 7 Enhanced Thematic Mapper Plus, and Landsat 8 Operational Land Imager during 1986-2016, and all images are terrain corrected (L1T) products. Satellite images were acquired in the months ranging from April to December, and the acquisition times for all Landsat imagery are displayed in Figure 2 . All Landsat data were collected from the United States Geological Survey (https://earthexplorer.usgs.gov). The DN values (0-255) for satellite image data were converted to the top-of-atmosphere radiance (W/m 2 × µm × sr) using the calibration coefficient provided in satellite image metadata.
• Cloud and cloud shadow detection Cloud and cloud shadow detection for each Landsat image was performed using an F-mask algorithm [33] based on top-of-atmosphere radiance. Pixels without clouds and cloud shadows were considered clear observations. A minimum of 73 clear observations during 1986-2016 were acquired at the Landsat pixel scale in the study area, as illustrated in the Figure 2 .
• Atmosphere correction
The surface reflectance of Landsat images during 2000-2016 was obtained using MODIS atmospheric products (MOD04, MOD05, and MOD06) and 6S radiation transfer model [34] . The FLAASH model from ENVI software was used to calculate surface reflectance for Landsat images acquired before 2000, and the aerosol and water vapor correction modules were set empirically [35] .
• Topographic correction
Terrain illumination correction was applied to all Landsat images using a C-correction method [36] and ASTER DEM (30-m) data, processed with software developed by Commonwealth Scientific and Industrial Research Organisation (CSIRO) [24] .
Training and Validation Data
Sample Selection
Field surveys were conducted at 118 sites in May 2017 ( Figure 1 ). The geographical coordinates of each survey site were recorded using GPS, meanwhile land cover type was photographed and recorded, as illustrated in the Figure 3 . 91 sites are forest/grassland type, and 27 sites are cropland type. Thirty-nine sites that had been converted from cropland to forest/grassland were identified by consulting with local farmers and staff and using forest inventory data collected during 1999-2005 from the Hengshan forestry bureau. Multi-temporal high resolution satellite images were also acquired, including SPOT-5 imagery (3 m) from September 2004, Gaofen-1 (GF-1) imagery (2 m) from July 2013, and Google Earth (GE) imagery (0.5 m).
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Training and Validation Data
Sample Selection
Field surveys were conducted at 118 sites in May 2017 (Figure 1 ). The geographical coordinates of each survey site were recorded using GPS, meanwhile land cover type was photographed and recorded, as illustrated in the Figure 3 . 91 sites are forest/grassland type, and 27 sites are cropland type. Thirty-nine sites that had been converted from cropland to forest/grassland were identified by consulting with local farmers and staff and using forest inventory data collected during 1999-2005 from the Hengshan forestry bureau. Multi-temporal high resolution satellite images were also acquired, including SPOT-5 imagery (3 m) from September 2004, Gaofen-1 (GF-1) imagery (2 m) from July 2013, and Google Earth (GE) imagery (0.5 m). Due to the absence of historical high-resolution imagery and inventory data of land cover changes before the GFGP was initiated in 1999, it was difficult to obtain land cover type and change information before 2004. Therefore, Landsat satellite data was also used as reference data in this study. Pixels with obvious NDVI variation characteristics for identifying land cover types and change time were selected as samples for developing land cover classification and change detection algorithms [32] .
A total of 9798 pixels were finally selected as samples based on the field survey data, multi-temporal high-resolution imagery, and Landsat NDVI time-series. The stable land cover types included: forest/grassland (FG), cropland (C), and non-vegetated land (NV). The types of land cover change included: forest/grassland to cropland (FG-C), forest/grassland to non-vegetated land (FG-NV), cropland to forest/grassland (C-FG), cropland to non-vegetated land (C-NV), non-vegetated land to forest/grassland (NV-FG), and non-vegetated land to cropland (NV-C). Samples for each type were randomly divided into training and validation datasets with a fixed ratio of 6:4 ( Table 1 ). The time of the land cover change was obtained for 489 pixels. -NV  342  228  570  53  Infrastructure construction  FG-C  222  148  370  32  Land near riparian areas where saplings are replaced by crops  FG-NV  302  201  503  96  Infrastructure construction  NV-C  92  61  153  84  Gully or check-dam-induced land  NV-FG  620  413  1033  115  Afforestation and grazing prohibition  Total  5879  3919  9798  489 
Auxiliary Data for Validation
The third-generation NDVI from the Global Inventory Modeling and Mapping Studies (GIMMS) dataset provides the oldest global NDVI time-series product (https://nex.nasa.gov/nex/projects/ 1349/) [37] . Each epoch in the dataset is a bi-monthly composite, and has an 8-km spatial resolution. The Global Land Surface Satellite (GLASS) Leaf Area Index (LAI) product was generated and released by the Beijing Normal University, with an 8-day temporal resolution and 1-km spatial resolution (http://www.bnu-datacenter.com/en), and it is also one of the oldest LAI products available [38] .
GlobalLand30 is produced by the National Geomatics Center of China (http://www. globallandcover.com/home/Enbackground.aspx), and is currently the highest spatial resolution global land cover product (30 m) available for 2000 and 2010 [39] .
Continuous Change Detection Algorithm for Forest/Grassland and Cropland
The NDVI captures vegetation greenness and growth information [40] and can be calculated using Equation (1):
where NIR is surface reflectance in the near-infrared band, and R is the surface reflectance in the red band. A flowchart of the forest/grassland and cropland dynamic detection algorithm is provided in Figure 4 . The algorithm determines the period (T 1 -T 2 ) of vegetation coverage followed by a determination of whether vegetation type change occurred during T 1 -T 2 , and the year of vegetation type change (T 3 ) is also determined. Finally, forest/grassland and cropland were classified for each year during the study period.
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A flowchart of the forest/grassland and cropland dynamic detection algorithm is provided in Figure 4 . The algorithm determines the period (T1-T2) of vegetation coverage followed by a determination of whether vegetation type change occurred during T1-T2, and the year of vegetation type change (T3) is also determined. Finally, forest/grassland and cropland were classified for each year during the study period. 
Determination of the Period of Vegetation Coverage
By comparing the histograms of NDVI for vegetation and non-vegetation samples, it was found that the threshold value of 0.21 was optimum for separating these two classes [41, 42] . The pixels with an NDVI value above 0.21 were assigned as vegetation. For each pixel, NDVI time series from 1986-2016 were assessed based on the rules, as follows: The NDVI time-series dynamics for a sample pixel is shown in Figure 5 . The year of vegetation destruction detected using NDVI time series is 2013, which is consistent with the vegetation change interpreted from multi-temporal Landsat images. Therefore, the period (1986-2011) with vegetation coverage was accurately extracted by the proposed algorithm. 
By comparing the histograms of NDVI for vegetation and non-vegetation samples, it was found that the threshold value of 0.21 was optimum for separating these two classes [41, 42] . The pixels with an NDVI value above 0.21 were assigned as vegetation. For each pixel, NDVI time series from 1986-2016 were assessed based on the rules, as follows: The NDVI time-series dynamics for a sample pixel is shown in Figure 5 . The year of vegetation destruction detected using NDVI time series is 2013, which is consistent with the vegetation change interpreted from multi-temporal Landsat images. Therefore, the period (1986-2011) with vegetation coverage was accurately extracted by the proposed algorithm. If T1 < 1996 and T2 > 1997, the time of the land cover change for forest/grassland and cropland was determined using the detection algorithm in Section 2.4.2. However, if T1 ≥ 1996 or T2 ≤ 1997, the land cover type was identified directly using the decision tree classification algorithm proposed in Section 2.4.3.
Detection of the Potential Change Year of Vegetation Types
(1) The reconstruction of an intra-annual time series using NDVI data available during T1-1996. It was hypothesized that no vegetation type change had occurred in the study area before 1996 according to the long-term remote sensing observations and prior knowledge of the study area. A more detailed explanation of this hypothesis will be discussed in Section 4.1. The original NDVI time series for T1-1996 was reconstructed into a continuous intra-annual time series based on this hypothesis following the procedure below:
(a) An intra-annual time series was first reconstructed according to the acquisition time (month/day) of the original NDVI time-series, followed by linear interpolation to construct a continuous intraannual time-series with a 1-day temporal resolution. (b) Savitzky-Golay (S-G) filtering was used to smooth the time series to highlight the phenological characteristics of different vegetation types. Because the window size (m) and degree of smoothness (d) are two key parameters for S-G filtering [43] , the range of m was set to 38-45 and d was set to 2-3 based on repeated experiments in this study, and optimal fitting parameters (m, d) were determined according to a minimum fitting root mean square error (RMSE) calculated using Equation (2) with all combinations of m and d. The RMSE is given as:
where Oi and Si are the observed and fitted values of the time series, respectively, and n is the number of observed values. Figure 6 shows that the intra-annual NDVI time series reconstructed from the original NDVI time series for the irrigated cropland pixel. Phenological characteristics could not be observed in the original NDVI time series (Figure 6a) , however, an obvious phenological characteristic was present after reconstructing the intra-annual NDVI time series, which was significant for characterizing different vegetation types (Figure 6b ). If T 1 < 1996 and T 2 > 1997, the time of the land cover change for forest/grassland and cropland was determined using the detection algorithm in Section 2.4.2. However, if T 1 ≥ 1996 or T 2 ≤ 1997, the land cover type was identified directly using the decision tree classification algorithm proposed in Section 2.4.3.
(1) The reconstruction of an intra-annual time series using NDVI data available during T 1 -1996. It was hypothesized that no vegetation type change had occurred in the study area before 1996 according to the long-term remote sensing observations and prior knowledge of the study area. A more detailed explanation of this hypothesis will be discussed in Section 4.1. The original NDVI time series for T 1 -1996 was reconstructed into a continuous intra-annual time series based on this hypothesis following the procedure below:
(a) An intra-annual time series was first reconstructed according to the acquisition time (month/day) of the original NDVI time-series, followed by linear interpolation to construct a continuous intra-annual time-series with a 1-day temporal resolution. (b) Savitzky-Golay (S-G) filtering was used to smooth the time series to highlight the phenological characteristics of different vegetation types. Because the window size (m) and degree of smoothness (d) are two key parameters for S-G filtering [43] , the range of m was set to 38-45 and d was set to 2-3 based on repeated experiments in this study, and optimal fitting parameters (m, d) were determined according to a minimum fitting root mean square error (RMSE) calculated using Equation (2) with all combinations of m and d. The RMSE is given as:
where O i and S i are the observed and fitted values of the time series, respectively, and n is the number of observed values. (2) The rules for detecting the potential change year of vegetation type.
To detect whether the vegetation type had changed, a set of rules were developed based on analysis of samples and previous studies [32] , as below:
(a) The ith observed NDVI value in the 1997-T2 time series was compared with the simulated NDVI corresponding to the month and date of the observed NDVI in the intra-annual time series. The NDVI in this epoch was considered an anomaly flag if the difference between the observed and fitted values was more than three times the RMSE. Conversely, the intra-annual composite was updated dynamically with newly acquired NDVI observations using the method described in section (1). (b) Vegetation type change occurred for a given pixel if the change direction of the first anomaly flag was consistent with the other anomaly flags within three years, and there were at least three anomalies for different years within a six-year period. The year in which the first anomaly occurred was the potential year (T3) of vegetation type change. (c) The iterative detection process was terminated if the rules for (a) and (b) were satisfied.
Conversely, the (i + 1)th NDVI in the time series was analyzed continuously based on the previous rules. It was believed that vegetation type change had not occurred during the study period if no anomaly flag was revealed in the detection process.
Figure 7a-f displays the detection process for a sample pixel with a conversion from cropland to forest/grassland in 1997. Three anomalies were detected in three different years (1997, 1999, and 2002) , and the year of the first anomaly (1997) was defined as the potential year of change of vegetation type. (2) The rules for detecting the potential change year of vegetation type. To detect whether the vegetation type had changed, a set of rules were developed based on analysis of samples and previous studies [32] , as below:
(a) The ith observed NDVI value in the 1997-T 2 time series was compared with the simulated NDVI corresponding to the month and date of the observed NDVI in the intra-annual time series. The NDVI in this epoch was considered an anomaly flag if the difference between the observed and fitted values was more than three times the RMSE. Conversely, the intra-annual composite was updated dynamically with newly acquired NDVI observations using the method described in section (1). (b) Vegetation type change occurred for a given pixel if the change direction of the first anomaly flag was consistent with the other anomaly flags within three years, and there were at least three anomalies for different years within a six-year period. The year in which the first anomaly occurred was the potential year (T 3 ) of vegetation type change. (c) The iterative detection process was terminated if the rules for (a) and (b) were satisfied.
Figure 7a-f displays the detection process for a sample pixel with a conversion from cropland to forest/grassland in 1997. Three anomalies were detected in three different years (1997, 1999, and 2002) , and the year of the first anomaly (1997) was defined as the potential year of change of vegetation type. Remote Sens. 2018, 10, x FOR PEER REVIEW 10 of 23 
Determination of Change Year and Change Direction for Forest/Grassland and Cropland
In this study, decision tree rules were developed to classify forest/grassland and cropland using NDVI time series from 1986 to 2016, as shown in Figure 8 . The metrics and corresponding thresholds used in the decision tree were determined by analyzing a NDVI histogram of samples and repeated classification trails. It should be noted that the inter-annual change trend of time series is characterized by the significance level derived from the Mann-Kendall test [44] in this study.
If the year of vegetation type change is detected by the algorithm in Section 2.4.2, then the decision tree classification can be conducted separately for the NDVI time series in the periods before 
If the year of vegetation type change is detected by the algorithm in Section 2.4.2, then the decision tree classification can be conducted separately for the NDVI time series in the periods before and after change has occurred. The year of vegetation type change is considered erroneous if the classified land cover remains the same, otherwise, the year of change is determined to be accurate. Figure 9 displays the detection process for a pixel sample converted from cropland into forest/grassland in 2005, which was captured by multi-temporal high spatial resolution imagery (SPOT-5, GF-1, GE) (Figure 9a ). The year of land cover change was detected using the detection algorithm in Section 2.4.2. (Figure 9b) . Vegetation type was then classified in the two periods before and after the year of change, based on the decision tree rules in Section 2.4.3. as illustrated in Figure 9c -f. The year of change was determined to be 2005, which agrees with the change year identified by field survey data.
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Accuracy Assessment of Contiuous Change Detection Algorithm
In this study, the spatial detection accuracy from 1986 to 2016 was evaluated by constructing an error matrix [45] of unchanged (FG, C, and NV) and changed land cover types (C-FG, C-NV, FG-C, FG-NV, NV-C, and NV-FG) based on 3919 validation samples (Table 1) , and overall accuracy, kappa coefficient, user accuracy and producer accuracy were calculated for different change types. Additionally, an error tolerance of overall accuracy at a confidence level of 95% was calculated using the method proposed by Baraldi et al. [46] to illustrate the statistical significance of accuracy assessment. The temporal detection accuracy was evaluated based on the 489 pixel samples with real change time in Table 1 . The temporal accuracy is characterized by the proportion of pixels that had different time deviations between the detection results and reference data [32] .
In addition, two long-term time series were generated using annual maximum NDVI of GIMMS, and annual maximum LAI of GLASS during 1982-2013 for assessing the temporal accuracy of vegetation anomaly detected by the proposed method at large scale. Globland30 product was also compared with change detection results to illustrate the advantages of temporal and spatial accuracy of the proposed method at 30-m scale.
Results
Continuous Land Cover Detection Result from 1986 to 2016
In the study, continuous land cover classifications were generated for three land cover types (forest/grassland, cropland, and non-vegetated areas) from 1986 to 2016 using the proposed method. 
Accuracy Assessment of Contiuous Change Detection Algorithm
Results
Continuous Land Cover Detection Result from 1986 to 2016
In the study, continuous land cover classifications were generated for three land cover types (forest/grassland, cropland, and non-vegetated areas) from 1986 to 2016 using the proposed method. The land cover classification for 1986 and 2014, as well as the year of land cover change, are displayed Figure 10 . It was revealed that most of the sandy land in the Mu Us desert has been converted into forest/grassland, and most cropland in the loess hill and gully area was converted into forest/grassland. Figure 11 displays a sub-region classification map for areas with a typical conversion from cropland into forest/grassland. The land cover in 1986 and 2014 cannot be identified only using bi-temporal images (Figure 11a,c) , however, different land cover types for 1986 and 2014 and the year of land cover change were successfully detected using NDVI time series (Figure 11b,d,e) .
A statistical analysis of area percentages for land cover types in each year is shown in Figure 12 . The forest/grassland areas covered 30.5% of the total study area during 1986-1996, consequently, the area increased to 37.7% in 1997, and then 69.4% in 2002. Forest/grassland areas remained stable after 2002, and accounted for 71.6% of the study area in 2016. However, the percentage of cropland and non-vegetated areas in the study area was observed to decline during the study period.
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Accuracy Validation of Continuous Change Detection Results
Direct Validation
The spatial accuracy of change detection during 1986-2016 is provided in Table 2 . The overall accuracy was 94.0% ± 0.0%, with a kappa coefficient of 0.88, for two types of unchanged and changed land cover, respectively. The producer's and user's accuracy for both types was greater than 94%. The overall accuracy was 88.9% ± 1.0%, with a kappa coefficient of 0.86, for all nine types of unchanged and changed land cover. These results suggest that the accuracy of the proposed algorithm was satisfactory for detecting land cover change. 
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Direct Validation
The spatial accuracy of change detection during 1986-2016 is provided in Table 2 . The overall accuracy was 94.0% ± 0.0%, with a kappa coefficient of 0.88, for two types of unchanged and changed land cover, respectively. The producer's and user's accuracy for both types was greater than 94%. The overall accuracy was 88.9% ± 1.0%, with a kappa coefficient of 0.86, for all nine types of unchanged and changed land cover. These results suggest that the accuracy of the proposed algorithm was satisfactory for detecting land cover change.
Non-vegetated areas had the highest producers' and user's accuracy (>99%) among the unchanged land cover types. The classification accuracies for forest/grassland and cropland were above 78%. Among the changed land cover types, the C-FG type was the most prominent type of land cover change in the study area. Both the producer's accuracy and user's accuracy for this type was above 90%. Conversely, the FG-C type had the lowest producer's (59.0%) and user's accuracy (64.2%). Both the C-NV and NV-FG conversion types had a high producer's accuracy with 88.2% and 97.1%, respectively. Conversely, the FG-NV and NV-C types featured a lower producer's accuracy with 82.1% and 85.2%, respectively.
The temporal accuracy of change detection was assessed using the 454 pixels with correct detection of change direction selected from samples with real change time, as illustrated in Table 3 . The proportion of pixels that had the same year of change for the algorithm results and reference data was 9.4%. The proportion of pixels that had a 1-year, 2-year, and 3-year deviation between the algorithm results and reference data were 36.3%, 39.5%, and 14.8%, respectively. These results suggest that the year of land cover change was successfully retrieved using the proposed algorithm, with 85.2% of the change pixels having a discrepancy of less than 2 years. Table 2 . Accuracy assessment of change detection result. 
Unchanged
Indirect Validation
It was shown that vegetation degradation in 1997 (Figure 13a ) was captured by the long-term time series of GIMMS NDVI and GLASS LAI, while the dynamics of annual precipitation (Figure 13b ) revealed that no abrupt changes of annual precipitation were observed during 1996-1997. Thus, the sudden vegetation degradation in 1997 can be attributed to vegetation change caused by intensive human activities rather than climate change. This proves that the change event for vegetation in 1997 (Figure 12 ) detected using the proposed algorithm, was indeed caused by land cover change, which lends some credibility to the overall temporal detection accuracy of vegetation type change at the large scale. Additionally, this historical vegetation change supports the hypothesis of the proposed algorithm, namely, that no significant change occurred in vegetation during 1986-1996. Non-vegetated areas had the highest producers' and user's accuracy (>99%) among the unchanged land cover types. The classification accuracies for forest/grassland and cropland were above 78%. Among the changed land cover types, the C-FG type was the most prominent type of land cover change in the study area. Both the producer's accuracy and user's accuracy for this type was above 90%. Conversely, the FG-C type had the lowest producer's (59.0%) and user's accuracy (64.2%). Both the C-NV and NV-FG conversion types had a high producer's accuracy with 88.2% and 97.1%, respectively. Conversely, the FG-NV and NV-C types featured a lower producer's accuracy with 82.1% and 85.2%, respectively.
The temporal accuracy of change detection was assessed using the 454 pixels with correct detection of change direction selected from samples with real change time, as illustrated in Table 3 . The proportion of pixels that had the same year of change for the algorithm results and reference data was 9.4%. The proportion of pixels that had a 1-year, 2-year, and 3-year deviation between the algorithm results and reference data were 36.3%, 39.5%, and 14.8%, respectively. These results suggest that the year of land cover change was successfully retrieved using the proposed algorithm, with 85.2% of the change pixels having a discrepancy of less than 2 years. (Figure 13a ) was captured by the long-term time series of GIMMS NDVI and GLASS LAI, while the dynamics of annual precipitation ( Figure  13b ) revealed that no abrupt changes of annual precipitation were observed during 1996-1997. Thus, the sudden vegetation degradation in 1997 can be attributed to vegetation change caused by intensive human activities rather than climate change. This proves that the change event for vegetation in 1997 ( Figure 12 ) detected using the proposed algorithm, was indeed caused by land cover change, which lends some credibility to the overall temporal detection accuracy of vegetation type change at the large scale. Additionally, this historical vegetation change supports the hypothesis of the proposed algorithm, namely, that no significant change occurred in vegetation during 1986-1996. Land cover change between 2000 and 2010 derived from Globeland30 and classifications by the proposed algorithm were compared, as shown in Table 4 . Results revealed that land cover was almost stable during 2000-2010 according to Globeland30, whereas the proposed algorithm better reflected actual changes of land cover in the context of the GFGP in the Loess Plateau. In the spatial domain, a high-resolution GE image (0.5 m) from May 2013 was used to evaluate the classification accuracy of cropland from Globeland30 and results from the proposed algorithm in 2010. Results indicated that GlobeLand30 mistakenly classified large areas of forest/grassland as cropland, and omitted some cropland areas, whereas the proposed algorithm was able to accurately identify croplands, especially in long, narrow terraced fields (Figure 14) . Thus, the proposed algorithm provided a high level of spatial and temporal accuracy for identifying forest/grassland and cropland. Land cover change between 2000 and 2010 derived from Globeland30 and classifications by the proposed algorithm were compared, as shown in Table 4 . Results revealed that land cover was almost stable during 2000-2010 according to Globeland30, whereas the proposed algorithm better reflected actual changes of land cover in the context of the GFGP in the Loess Plateau. In the spatial domain, a high-resolution GE image (0.5 m) from May 2013 was used to evaluate the classification accuracy of cropland from Globeland30 and results from the proposed algorithm in 2010. Results indicated that GlobeLand30 mistakenly classified large areas of forest/grassland as cropland, and omitted some cropland areas, whereas the proposed algorithm was able to accurately identify croplands, especially in long, narrow terraced fields (Figure 14) . Thus, the proposed algorithm provided a high level of spatial and temporal accuracy for identifying forest/grassland and cropland. overlaid on high-resolution GE imagery; (d) sub-regional map of (a); (e) sub-regional map of (c).
The Effect of Full Temporal Information on Spatial Detection Accuracy
To illustrate the effect of full temporal information on vegetation type identification, the classification accuracies of four decision tree classifiers with different temporal information were compared, as below:
(a) Decision tree using significance of change trend of annual maximum NDVI from multiple years; (b) Decision tree using multi-month NDVI from single year; (c) Decision tree using a combination of decision tree (a) and (b); and (d) Decision tree using a combination of decision tree (a) and multi-month NDVI from multiple years. ) classified cropland generated by the proposed algorithm in 2010 overlaid on high-resolution GE imagery; (d) sub-regional map of (a); (e) sub-regional map of (c).
(a) Decision tree using significance of change trend of annual maximum NDVI from multiple years; (b) Decision tree using multi-month NDVI from single year; (c) Decision tree using a combination of decision tree (a) and (b); and (d) Decision tree using a combination of decision tree (a) and multi-month NDVI from multiple years. Figure 15 shows the first three decision trees which were derived from the optimal decision tree (decision tree (d)) presented in Section 2.4.3. Because there were no significant vegetation types changes since 2006, the multi-month NDVI from multiple years and inter-annual change trend were derived using NDVI time series from 2006-2016. Due to the discontinuity of Landsat observations, an intra-annual time series composite from 2013-2016 was able to provide complete multi-month NDVI in one year. 500 samples (1:1 for cropland and forest/grassland) were randomly generated from training samples with stable land cover after 2006, and were used for assessing the performances of four decision tree classifiers. The overall accuracy of the decision tree using multi-month data (73.3%) was superior to the inter-annual change trend (61.9%). The integrated temporal information also produced a better performance (80.5%). However, the decision tree using full temporal information (multi-month NDVI from multiple years) produced the highest overall accuracy (87.4%). A comparison of accuracies for the four decision tree classifiers suggests that rich temporal information is necessary for improving classification accuracy in the Loess Plateau.
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The Effect of Removing False Detection on Temporal Detection Accuracy
In the proposed algorithm, it was considered to be a false detection if the change direction of the anomaly was not consistent with subsequent anomalies within a three year period. This effectively removes the false anomalies caused by factors such as clouds, cloud shadows, or fallowing. Additionally, if there were less than three anomalies in different years within a six-year period, these anomalies represented a transient change caused by an accidental event of rainfall or human activity instead of continuous change caused by actual land cover change.
The detection of false anomalies for a stable cropland sample is displayed in Figure 16 . The anomalies occurred in many years, as illustrated in Figure 16b ,c. However, these false NDVI anomalies were detected based on the detection rules of the proposed algorithm. This is very helpful to reduce the influence of various factors on vegetation types change detection for the Loess Plateau, including clouds, cloud shadows, precipitation and human activity.
However, the algorithm still produces some false detection when using complex and diverse NDVI time series in practical application. False detections can be reduced further by analyzing classified land cover before and after change. Figure 17 shows that a pixel sample of stable cropland had a potential change in 2004 according to the detection results (Figure 17b) . However, the same vegetation type was identified before and after the change, suggesting that the potential change year was false detection and the land cover was stable (Figure 17c-f) , which was validated by multitemporal high resolution imagery (Figure 17a ). 
However, the algorithm still produces some false detection when using complex and diverse NDVI time series in practical application. False detections can be reduced further by analyzing classified land cover before and after change. Figure 17 shows that a pixel sample of stable cropland had a potential change in 2004 according to the detection results (Figure 17b) . However, the same vegetation type was identified before and after the change, suggesting that the potential change year was false detection and the land cover was stable (Figure 17c-f) , which was validated by multi-temporal high resolution imagery (Figure 17a 
Discussion
Application of Intra-Annual NDVI Time Series Composite Method
In this study, an intra-annual NDVI time series composite method was proposed based on the hypothesis that no obvious change in forest/grassland and cropland had occurred in the study area during a period of time. Because changes in phenological characteristics for a specific vegetation type is generally slight over time, all available Landsat observations during this period of time can be employed to reconstruct a complete and continuous intra-annual NDVI time series, as illustrated in Figure 6 . An obvious phenological characteristic is present after reconstructing the intra-annual NDVI time series, which is helpful for characterizing vegetation types.
Although this composite method can overcome the disadvantages of temporal resolution of Landsat acquisitions to detect vegetation type change, practical application is still subject to the duration of stable periods of land cover and the number of available Landsat images. A longer period of stable land cover type suggests a higher likelihood of acquiring sufficient satellite observations, and vice versa. The duration of the period can be shortened when satellite observations are appropriate. A shorter stable period and insufficient satellite observations can make it difficult for this method to function effectively. Therefore, the proposed intra-annual NDVI time series composite method can be applied to arid and semi-arid areas with enough Landsat observations and a historical period when land cover was almost stable, which suggests that it is suitable for application in northwest China, especially for the Loess Plateau. 
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Underlying Mechanism of Determining Classification Metrics and Thresholds
In the Loess Plateau, crops are sowed in April-May and are harvested before November, hence the greenness of cropland is definitely low in April, May, November, and December, which suggests that the vegetation with a high level of greenness in these months must be forest/grassland. Therefore, a threshold (0.25) of NDVI in any of these months was determined to identify forest/grassland. Cropland greenness is typically characterized by relatively high seasonal variation, thus a combination of NDVI thresholds from different seasons, namely that a high (>0.5) annual maximum NDVI and a low NDVI (<0.25) in April and May was used to identify cropland. However, these rules are not effective for the vegetated pixels that have similar intra-annual NDVI characteristics. To solve this problem, we used the inter-annual change trend of annual maximum NDVI to classify the remaining pixels on the basis that vegetation greenness has an obvious increasing trend after GFGP implementation for most forest/grassland, whereas cropland greenness is relatively stable. Consequently, forest/grassland with insignificant inter-annual change was extracted from cropland using an NDVI threshold (0.3) of annual maximum, and cropland with significant inter-annual change was extracted from forest/grassland using an NDVI threshold (0.21) in April and May. Additionally, multi-year criterion in the decision tree is helpful to guarantee that satisfying the rules is not an accidental event caused by rainfall or anthropogenic factors, thus improving the final classification accuracy.
In practice, there is no universally applicable threshold in all regions of the world for any algorithm, and the thresholds of detection algorithms are always trained by available samples within the targeted study area. Therefore, the thresholds determined in this study might be different when using more samples from the whole Loess Plateau, however, they still have important reference value for the areas without sufficient samples.
Source of Detection Error
In this study, the change time of land cover detected by the proposed algorithm is earlier or later than the real change year. Some of the reasons for the time discrepancy were consistent with the conclusion drawn by Zhu et al. [32] . It should be noted that vegetation change resulting from precipitation and human activity (e.g., rainstorm, fallowing and grazing) is also an important reason leading to the earlier discrepancy in detected change time. The assessment of change types (Table 2) revealed that the proposed algorithm performed more accurately in identifying cropland than forest/grassland in the period before land cover change, whereas a contrary situation was observed in later change periods. This primarily occurred because vegetation was influenced by intense human activity (such as grazing and reclamation) in the period before the GFGP. Forest/grassland vegetation coverage remained at low levels, which led to less obvious inter-annual and intra-annual NDVI variation characteristics. However, the phenological characteristics for crops were more likely to be captured by satellite observations. This explains why cropland vegetation had a lower omission error during this period. Forest/grassland coverage exhibited a significant increase in the later stages after the GFGP was implemented. As a result, the inter-annual and intra-annual NDVI variation characteristics for forest/grassland were more likely to be captured by satellite observations, which resulted in forest/grassland having a lower omission error during later periods. However, because C-FG conversion is the dominant type of land cover change in the Loess Plateau, the different performances of the proposed algorithm for different periods only had a slight effect on the accuracy of the change detection application in the Loess Plateau.
Conclusions
Continuous detection of the change in land cover in the Loess Plateau has proved to be difficult using medium-resolution remote sensing imagery. A new algorithm for detecting the continuous dynamics of forest/grassland and cropland was developed in this study. An intra-annual NDVI time series composite method was proposed to fully utilize available Landsat data. Additionally, continuous change detection rules and classification rules for forest/grassland and cropland were developed to achieve land cover classification maps for each year. Results revealed that the proposed algorithm was accurate in identifying land cover change, with an overall accuracy of 88.9% and a kappa coefficient of 0.86. The time of the land cover change was also successfully retrieved, with 85.2% of the change pixels having a discrepancy of less than two years.
For this algorithm, the change detection rules considering the persistent effect of vegetation type change to vegetation greenness and the classification metrics involving inter-annual and intra-annual temporal information are very critical for improving the temporal and spatial accuracy of change detection results. The framework of the proposed algorithm has a significant application in developing a continuous change detection algorithm of vegetation dynamics in arid and semi-arid areas where vegetation growth is sensitive to climate and anthropogenic factors, especially for the Loess Plateau.
The present study requires further investigation due to various reasons. Firstly, the sample data obtained in this study did not have adequate spatial representation, especially for the timing of land cover change. Therefore, a comprehensive sample database should be constructed in future studies. Additionally, only three land cover types (e.g., forest/grassland, cropland, and non-vegetated areas) were involved in this study. Other land cover types should be taken into consideration in future studies in order to implement continuous change detection for more diversified types of land cover. Lastly, multi-sensor data, including Landsat-8, Sentinel-2, and HJ-1 should be integrated to increase the temporal information gathered from time-series observations acquired by different satellites. Such data can improve the continuous dynamic change monitoring accuracy for land cover.
