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The LHC is a high field, high luminosity hadron collider. The desire
to exploit the existing LEP tunnel and infrastructure in the most cost
effective way while reaching the highest possible energy led to the
choice of a high field superconducting technology, using NbTi
conductors in superfluid helium. This has important consequences for
the design and performance of the machine. On the one hand it helps
reach the desired large value of the luminosity with the minimum
number of circulating particles. On the other hand it makes the
machine very sensitive to particle losses and other beam effects. The
unavoidable magnetic field errors of superconducting magnets have
also a strong influence on the machine performance and must be
carefully compensated.
1 INTRODUCTION
The vast majority of large hadron colliders proposed or designed in the last two decades
use superconducting magnets. The obvious reason is that of cost. It has been shown that the
price per Tm of superconducting magnets is much lower than that of classical ones. In
addition, the power bill during operation is reduced, and if one considers the problems linked
to the size of the site and of the infrastructure, the reasons to choose a superconducting system
are compelling. In the case of the Large Hadron Collider (LHC) the tunnel and the general
infrastructure exist already. A strong incentive to reach the highest possible energy on the
available CERN site led the designers to use even higher fields than in other projects, thus
pushing the technology to its limit. The two-in-one design, in which the superconducting coils
around the two beam channels are embedded in the same iron yoke and cryostat, was adopted
because it is particularly well-suited to a proton–proton collider in this high-field regime. It
reduces significantly the material cost, the tunnel occupancy, and the installation cost.
The only cost-effective way of reaching magnetic fields in the 9 T range is to use the
well-proven NbTi conductors but cooled at superfluid helium temperatures. The choice of this
high-field superconducting technology for the LHC has consequences of overwhelming
importance for many aspects of the design and for the performance of the machine. Some of
these consequences follow directly from the properties of the superconductors and from the
way the magnets are built. This is the case of the magnetic errors which are much larger in a
superconducting machine than in a classical one. Others come indirectly, for example through
the very low temperature of the beam enclosure.
On the one hand, the high-field technology helps reach the high luminosity required for
physics in the TeV energy range by allowing strong focusing of the beams in the experimental
insertions, by reducing the amount of particles necessary, and by making the beams less prone
to collective instabilities. On the other hand, it makes the machine extremely sensitive to
beam losses and to synchrotron radiation.
After recalling the general parameters of the LHC, we shall consider two very important
properties of very high energy hadron colliders, namely luminosity and beam stability, study
their scaling with energy and the machine size, and examine the impact of the high-field
technology on these properties. Then we shall discuss particular problems directly or
indirectly linked to the choice of superconducting magnets, and the solutions proposed in the
LHC design to alleviate them. This concerns vacuum, protection against synchrotron
radiation, and beam losses. The most important part of the report concerns the effect of
magnetic errors which are inherent to superconducting magnets, and the ways to minimize
their effects. Finally, we shall briefly discuss the interest of a superconducting RF system in
the LHC.
2 LHC PARAMETERS
The LHC is a high-field, high-luminosity proton–proton collider [1], which will also be
able to collide heavy ions, for instance lead against lead. At a later stage it will be possible to
arrange collisions of protons in LHC against electrons in LEP. In this report we restrict our
considerations to the LHC as a high-luminosity proton–proton collider, which is by far the
most demanding case.
In our desire to use the highest possible magnetic field, an ambitious goal was set at the
beginning of the Research and Development programme, aiming at a maximum field of the
order of 10 T. In fact, 10.5 T were reached in 1-m long magnet models, but the programme
showed that difficulties and cost increased considerably above say 9.5 T. The LHC design is
now based on a maximum ‘short-sample limit’ field of 9.5 T, with an operating field of 8.4 T.
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LHC DIPOLE: STANDARD CROSS–SECTION
Fig. 1 Dipole magnet cross-section
The luminosity is limited by combined long-range and head-on beam–beam effects to
about 1034 cm–2 s–1 for two experiments operating simultaneously. The beam current is about
0.5 A distributed among 2835 bunches of 1011 protons each.
Tables 1 and 2 display the main parameters of the machine, while Fig. 2 shows the
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LHC parameters related to RF
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Fig. 2 Schematic layout of LHC
3 SCALING LUMINOSITY WITH ENERGY
Cross-sections for hard processes decrease like g –2 when the energy is increased and











β* ,  (1)
where N is the number of particles per bunch, k the number of bunches, e n the invariant
transverse emittance, b * the value of the betatron function at the collision point, g  the energy
of the particles divided by their rest energy and f the revolution frequency. The quantity in the
first bracket is proportional to the head-on beam–beam coefficient, and it has a fixed
maximum value. The quantity in the second bracket is proportional to the beam current.
Suppose that we want to build a proton–proton collider with an energy about 10 times
higher than previously available, and that we want to compare a classical machine to a high-
field superconducting one. The ratio of the bending fields in the two cases, taking as examples
the LHC and the SPS, is 8.4/1.8 that is about 5. This means that a classical machine of the
same energy would be roughly 5 times larger than the LHC, and would require 5 times more
protons to provide the same beam current. This is much more demanding for the beam
injection and dumping systems.
In addition, with a classical technology the value of b * cannot be preserved when g  is
increased. For this to happen the gradient of the final-focus quadrupoles would have to scale
like g . But since the maximum field at the pole tip is fixed, the gradient can only scale at best
like g 1/2 since the beam dimensions, and hence the required quadrupole aperture, scale like
g
–1/2
. On the contrary, the high-field technology allows us to preserve the same value of b *
while increasing the energy. As an illustration, b * in the LHC at 7 TeV is the same as in the
SPS at 315 GeV. Formula (1) shows that it is not easy to increase luminosity like g 2 as is
required by physics, but the above considerations show that it is even more difficult to do so
in a classical machine than in a high-field superconducting one.
4 THE RESISTIVE-WALL INSTABILITY
We have seen that in order to reach large luminosities in high-energy colliders one is
bound to increase the beam current. This can be limited by many effects like collective beam
instabilities, heating of the beam enclosure by induced wall currents or synchrotron radiation,
or quenching the magnet system through losses of a tiny fraction of the beam particles. In
addition the difficulty of disposing safely of the beam at the end of operation or in case of
malfunction increases with the number of particles in the beam. In this section we are going to
examine the impact of the choice of superconducting technology on one of the beam
collective effects, the resistive-wall instability.
In large machines the transverse resistive-wall instability is dominant and has to be
damped by active feedback. This is manageable if the growth rate of the instability is small
enough so that the damper can act over several turns. The relevant parameter is thus the







where E/e is the energy in electronvolts, I the total beam current and b  the betatron function.






  Rω , (3)
where c is the speed of light, b the beam chamber half-height, r  the resistivity of the chamber
material and d  the skin depth at the lowest betatron frequency w , and R the average machine
radius. Since r/d  scales like r 1/2 R–1/2, ZT scales like r 1/2 R1.5/b3. In addition, comparison of
existing machine designs shows that b  has a tendency to increase like R1/2, so that t /T scales
like b3/r 1/2 R2.
This reveals the problem of resistive-wall instability in high-energy colliders: since the
beam shrinks at high energy, one is tempted to decrease b in order to reduce cost. This can be
compensated only by limiting the machine radius R, which is possible with high-field
technology, and reducing r  by coating the beam chamber with a pure metal like copper and
cooling it at cryogenic temperatures, which comes naturally in a superconducting machine.
As an illustration the value of t /T is about 300 in the LHC with a copper-coated beam
screen cooled at 20 K, and this gives ample time for the damper to suppress any disturbance
before it grows as a result of the instability. With a copper tube of 2 mm thickness at room
temperature, t /T would decrease to about 100 and with a stainless-steel tube it would decrease
down to 3. In this condition the LHC would not work at the required high luminosity.
The above considerations show that a classical collider of the same energy as the LHC
would have difficulty in delivering the same luminosity: applying the scaling derived above
one sees that t /T is down to about 5 in this case due to the increased radius, even using a thick
copper vacuum chamber at room temperature.
5 VACUUM
We have already alluded to the fact that high-energy colliders are bound to have beam
pipes of smaller and smaller diameter. Evacuating these pipes down to the very low pressures
needed for a proton collider requires a powerful distributed pumping system. In a
superconducting machine this is again achieved naturally through cryopumping on the cold
pipe.
However, in the LHC, and for the first time, a considerable complication arises due to





γ 4 kNf , (4)
where Z0 is the impedance of free space and r  is here the bending radius. It amounts to
3.7 kW in the LHC. We see that a superconducting machine is not an advantage in this
respect since the bending radius appears in the denominator.
A flux of about 1017 photons per second per metre impinges on the beam pipe, with a
characteristic energy of 46 eV. These photons desorb molecules trapped in the bulk of the
material. These molecules are subsequently cryosorbed to the wall surface where they are
continuously bombarded by photons and ions accelerated by the beam potential. When the
surface coverage increases, the equilibrium pressure in the beam pipe runs away, as can be
seen on Fig. 3. It is proposed to solve this problem in the LHC by separating the functions
between a beam screen surrounding the beam and taking the bulk of the synchrotron radiation
and an outside vacuum chamber at 1.9 K playing the role of the cryopump and protected from
the beam effects. The beam screen has a large number of small holes to let the molecules
released by synchrotron radiation escape to the annular space where they will be definitely




































Fig. 4 Beam screen and vacuum chamber
This is a costly and delicate system, but it has the additional advantage of reducing the
impact of the cryogenic load due to synchrotron radiation and to the heating produced by
beam-induced wall currents. It is sufficient to cool the beam screen at temperatures of the
order of 20 K to provide the small coupling impedance which is required for beam stability,
and taking the cryogenic load at 20 K is much less costly than at 1.9 K.
6 EFFECT OF BEAM LOSSES
In any collider one tries to minimize the sources of particle loss other than the collisions
themselves, in order to maximize beam lifetime and reduce spurious counts in the detectors.
In superconducting colliders, one must in addition avoid quenching the magnets. This is not
so difficult in the Tevatron or HERA which have large apertures and relatively small beam
intensities. It is much more critical in the LHC where the aperture is tight and the energy
stored in the beam is enormous (about 500 MJ at collision energy).
The LHC is also special in that it uses superfluid helium. On the one hand this is an
advantage because of the very good contact which can in principle be ensured between the
conductors and the helium bath, and the large thermal conductivity and good heat capacity of
superfluid helium. On the other hand, since one is forced to operate close to the l  point, the
temperature margin is reduced compared to machines operating with normal helium. One has
to make sure that the cable insulation allows the conductor to be in direct contact with helium,
and that this contact persists even when the conductor is heated by particle showers resulting
from beam losses. Studies are being pursued to better understand these processes and
determine what are the tolerable losses. It seems at present that we should limit particle losses
in the superconducting part of the machine to 1.4 ·  106 p/s per metre at collision energy. This
is an extremely small value compared to the 2.8 ·  1014 particles circulating in each LHC
beam. In fact, a proper operation of the LHC requires a single beam lifetime of the order of at
least 50 hours. In this situation about 1.6 ·  109 p are lost per second and could strike the
vacuum chamber at any place where the orbit is particularly distorted. Therefore the ratio
between the estimated loss rate and the loss rate tolerable in the magnet system is about 1000,
which gives an idea of the unprecedented efficiency required from the beam halo cleaning
system.
Two out of the eight straight sections of LHC will be devoted to halo cleaning: one for
betatron cleaning and one for momentum cleaning. This last one is thought to be necessary in
particular to take care of the few per cent of particles which escape RF capture at injection
and drift towards the inside at the start of the ramp instead of being accelerated.
Both insertions are made up of warm, classical dipoles and quadrupoles and cover the
whole 500 m of the straight section. In this way a sufficient phase advance is available to
locate the primary and secondary collimators at strategic places to optimize efficiency.
Computer simulations show that this system is capable of the performance required.
7 MAGNETIC ERRORS
The Tevatron and HERA were pioneers in investigating the distortions of the magnetic
field inherent to superconducting magnets. In this respect the LHC magnets are not very
different from their predecessors. Of course they have a higher field, a smaller bore, and a
two-in-one geometry which introduces additional effects. But by and large the very detailed
measurements made at HERA can be used with proper scaling to predict the magnetic errors
in the LHC. The non-linear errors are measured in terms of the high-order coefficients an and
bn of the complex field expansion








where B1 is the nominal vertical magnetic field, By and Bx are the actual components of the
field in the vertical and horizontal planes, Rr = 1 cm is the reference radius, and Z = x + iy.
The values of the coefficients depend on the design and the size of the magnet coils. They are
shown in Table 3.
Table 3
Expected multipole performance, at injection and at 8.40 T (In units of 10–4
relative field error at 10 mm)
At injection, 0.58 T At nominal operation, 8.40 T


















2 – 0.7 – 0.7 0.4 1.0 1.4– 0.7 – 0.7 0.4 1.0
3 –3.4– 0.3* – 0.3 0.5 0.15 1.0– 0.3* – 0.3 0.6 0.15
4 – 0.2 – 0.2 0.1 0.1 – 0.2 – 0.2 0.1 0.1
5 0.25– 0.05* – 0.05 0.08 0.04 0.06– 0.05* – 0.05 0.05 0.04
6 –0.004 0.0 0.02 0.01 –0.005 0.0 0.006 0.01
7 –0.026 0.0 0.01 0.01 0.006 0.0 0.009 0.003
8 0.0 0.0 0.005 0.005 0.0 0.0 0.001 0.002
9 0.006 0.0 0.003 0.004 –0.001 0.0 0.001 0.001
10 0.0 0.0 0.002 0.002 0.0 0.0 0.0 0.0
11 0.008 0.0 0.001 0.001 0.008 0.0 0.0 0.0
* Systematic b3 and b5 will be compensated by correctors at each dipole end. The b3 values in this table
indicate the magnitude of the persistent current effect at injection and of the yoke saturation at operational
conditions, the coil geometry being designed for b3 = 0.
The errors have both systematic and random components. The systematic ones, which
are the same in all magnets of a production line, are mainly due to persistent currents. Their
magnitudes are calculable but their time dependence is not well understood and must be
measured. The random ones are mainly due to manufacturing tolerances and vary from
magnet to magnet. These two types of errors produce different kinds of effects, and are
treated separately.
The measurements made up to now on the few available LHC magnet prototypes
largely confirm the validity of Table 3. The main difference between the LHC and its
predecessors lies in the much enhanced sensitivity to errors of the LHC due to its larger size.
This point will be illustrated in the section on coupling effects.
8 SYSTEMATIC ERRORS
Persistent currents in the superconducting filaments produce large sextupole and
decapole errors in the dipole magnets and dodecapole errors in the quadrupoles, mainly at
injection energy. Their most detrimental effect is to render the tune of particles dependent on
their betatron amplitude and momentum deviation. This creates a tune spread in the beam
with the consequence that relatively low-order betatron resonances (of order 5 to 7) can no
longer be avoided and produce beam losses. In the LHC, these effects were minimized by
reducing the diameter of the NbTi filaments to 6 m m, but this is not enough to reduce
sufficiently the errors in the long dipoles and special correctors have to be used in addition.
Studies have shown that a few strong correctors located close to the lattice quadrupoles would
not be adequate: the correction must be located closer to the sources of errors to avoid the
build-up of high-order interferences. In a previous version of the LHC lattice which had four
dipole bending magnets per half-cell, a very efficient scheme featured sextupole and decapole
correctors in between pairs of dipoles in the middle of each half-cell. In the final version,
which has longer dipoles but only three per half-cell, this solution is no longer practical, and
we have instead introduced small 10 cm long correcting coils, one sextupole and one
decapole, at each end of the magnets. Figure 5 shows the effectiveness of the correction
scheme in reducing the tune dependence on betatron amplitude and momentum.
9 RANDOM ERRORS
The random errors essentially excite betatron resonances. Low-order resonances lead
usually to a rapid loss of particles, and have to be avoided. High-order resonances fill the tune
plane and cannot be avoided. Their strengths depend on the magnitude of the errors and on
their particular distribution around the machine, and increase very quickly with the initial
amplitude of oscillation of the particles. They conspire to induce chaotic motion leading
eventually to slow beam losses above a certain amplitude, which we call the dynamic
aperture. The dynamic aperture, which is of overwhelming importance for the LHC, is not
calculable analytically but has to be evaluated through computer simulation. For that, a set of
particles with different initial amplitudes is tracked element by element around the machine
for a large number of turns. Usually about 104
 turns are sufficient to detect whether the
particle motion is regular or chaotic. Chaotic particles will eventually be lost on the wall, but
this may take a long time for weakly-chaotic particles close to the dynamic-aperture limit. For
some selected sets of parameters the tracking is pursued up to 105 or 106 turns, which is the
maximum possible in practice with currently available computers. From this one obtains
‘survival plots’ showing the variation of the survival time as a function of the initial
amplitude of the particles in the chaotic region. These plots can be extrapolated to evaluate
the maximum amplitude of particles which are likely to survive for 107 or 108 turns as needed
in the real machine. In the majority of cases this amplitude is only slightly above the chaotic
boundary, which can therefore be taken as a safe value for the long-term dynamic aperture.
This evaluation has to be made for a large number of realizations of the random errors, which
we call ‘random seeds’.
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Fig. 5 Tune shift with amplitude (left) and momentum (right) without (up) and with (down)
correction of systematic b3 and b5 using end magnet coils. Note the change of
vertical scales.
The dynamic aperture can be expressed in units of the r.m.s. beam size s . We believe
that a dynamic aperture of at least 6 to 7 s  is necessary for a reliable operation of the
machine. The limitation occurs at injection where the non-linearities are the largest due to
persistent currents and where the beam has a large emittance. With the same coil design it is
possible to reduce the high-order coefficients by increasing the coil diameter. By doing so
while keeping the value of the field on the inner coil surface constant, one reduces the
coefficients an and bn by the enlargement factor to the power n – 1. The initial design of the
LHC had a coil diameter of 50 mm. This provided an insufficient dynamic aperture and the
coil had to be enlarged to 56 mm, the value of the final design. Also dynamic-aperture studies
showed that high-order systematic errors, b7 and b9 were too large in the initial magnet
design. A detailed study of the conductor’s placement allowed a considerable reduction in the
value of these coefficients.
10 COUPLING EFFECTS
The a2 term in the field expansion (5) corresponds to a skew quadrupole (a normal
quadrupole rotated by 45 ° ) and provides the lowest order, linear coupling between horizontal
and vertical betatron motion. It is absolutely crucial in a hadron collider to correct the effect
of a2 in order to reduce coupling effects, for the following reason. Inspection of a resonance
diagram in the tune plane shows that the only areas free of resonances are close to the
diagonal, where the vertical and horizontal tunes are almost equal modulo an integer.
Coupling terms create a band around the diagonal where it is impossible to distinguish
between horizontal and vertical tunes (the eigenmodes are at 45° ) and therefore it is
impossible to adjust the machine parameters. Since we have to operate very close to the
diagonal to avoid non-linear resonances, we must reduce the width of the linear coupling
resonance on the diagonal. This is done by placing skew-quadrupole correctors at strategic
places in the lattice.
In classical machines coupling is induced by unwanted small rotations of the main
quadrupoles, experimental solenoids, and vertical orbit offsets in the chromaticity sextupoles.
In the LHC all these effects are present but are dominated by the a2 term in the field of the
main dipoles. This term is generated by an up–down asymmetry of the coils, which it is
difficult to reduce below a few hundredths of a millimetre on account of mechanical
tolerances.
There is no reason why a2 should be much different in LHC magnets than in HERA
magnets. However, the stop band width, which reflects the sensitivity of the machine to this
coupling term, increases linearly with the beta function and also with the machine radius R,
because local effects accumulate along the circumference.
Since beta functions tend to increase like the square root of R, the stop-band width
increases like R1.5, which makes the LHC almost ten times more sensitive than HERA. As a
consequence the correction must be extremely precise. It is possible in the LHC to achieve the
required precision by installing two correcting skew quadrupoles on each side of the eight
straight sections. However, these localized correctors are strong and can themselves produce
unwanted side-effects like beta beating which have to be minimized by a suitable choice of
the lattice parameters. In addition, the currents in the correctors have to follow the changes in
a2 during the ramp with a precision of the order of 1% which is a real challenge. To alleviate
these problems we are looking for ways to reduce a2 and at the same time we are investigating
lattices in which the effect of a2 would partially compensate itself along the circumference.
11 TIME VARIATION OF MAGNETIC ERRORS
After studies in the Tevatron and then in HERA we know that the persistent currents
that flow on either side of superconducting filaments and produce strong sextupole and
decapole errors in the dipole magnets decay with characteristic times of about an hour. This
has to be taken into account because injecting the beams into the LHC takes seven minutes. In
addition we know from experience with previous colliders that the starting time of the
injection process with respect to the initialization of the magnets varies from fill to fill owing
to various irreproducible events which occur during the procedure.
Since the errors due to persistent currents are supposed to be the same for all magnets of
a production line, we shall place measuring coils in reference magnets as was done in HERA
and use the information to drive the small correcting lenses in the magnet ends as a first line
of attack. Of course there should be one reference magnet and correction system for each
ensemble of identical magnets. The last fine-tuning could be made using measurements with
the beam. The LHC is particularly sensitive to drifts in the chromaticity Q ¢  = D Q/(D P/P)
which is influenced by sextupoles because of its large bunch line density and the large
momentum spread D P/P = 10–3 at injection. Chromaticity should always remain positive to
prevent dense bunches from being lost owing to the transverse head-tail instability. In
addition the absolute value of Q ¢  should also remain small to keep the momentum spread in
the beam D Q = Q¢  D P/P small.
The persistent currents which decay slowly during injection are affected by a rapid
change during the early phase of the acceleration when the magnetic field starts increasing.
This is understandable since the raison d’être of these currents is to screen the inside of the
conductors from the applied magnetic field. This effect should also be corrected by the same
means as during injection. But there is another effect which happens during the ramp and
which is of great concern in the LHC. It is due to the finite contact resistance between the
different strands in the superconducting cable. This allows current loops to develop as soon as
the field rises, and these generate magnetic errors which can vary from magnet to magnet, and
which are proportional to the ramp rate. To alleviate these effects we carefully optimize the
interstrand resistance (it cannot be made too large because it plays a role in balancing the
sharing of the current between the strands) and we plan to start the ramp by a gentle
progressive transition. The coupling term a2 is strongly affected by these variations, and we
are looking for operational methods to correct the residual coupling online using beam
measurements as a last resort.
12 SUPERCONDUCTING RF SYSTEM
The RF system of the LHC is modest in comparison, for instance, with that of LEP. The
power lost by the beam through synchrotron radiation is very small and the acceleration from
injection to top energy is slow because the superconducting magnets cannot be ramped faster.
Therefore the RF voltage is determined primarily by the surface of the longitudinal phase
space area required to ensure the long-term stability of the dense LHC bunches. For this a
maximum voltage of 8 MV at injection and 16 MV at top energy is sufficient, and it could be
provided by classical copper cavities.
However, it is interesting in this domain as well to use superconducting technology.
First of all, the necessary cryogenic environment exists already in the LHC. But more
importantly, superconducting cavities do not need to be optimized for maximum voltage,
contrary to copper cavities, because of their enormous quality factor. A large diameter can be
ascribed to the beam pipe, leading to smaller values of R/Q for the fundamental mode as well
as for the parasitic high-order modes. As a consequence, a large electromagnetic energy is
stored in the cavities to provide the necessary voltage, and this helps in fighting transient
beam loading effects. These are important in the LHC because of the large value of the
average beam current. They appear during injection each time a new batch is added to the
already circulating ones, and also in steady state because the beam is not continuous: there are
holes to accommodate the risetimes of the injection and abort kickers.
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