A globally convergent algorithm is presented for the solution of a wide class of semi-infinite programming problems. The method is based on the solution of a sequence of equality constrained quadratic programming problems, and usually has a second order convergence rate. Numerical results illustrating the effectiveness of the method are given.
Introduction
There is currently increasing interest in that class of optimization problems known as semi-infinite programming problems, which are characterized by a finite number of variables and an infinite number of constraints. Such problems arise, for example, in air pollution control, in the solution of weakly singular integral equations, in probability distributions, etc.: details of these and other applications may be found in the conference proceedings [ 3 ] , (8] and in papers referenced therein. In particular, [ 3] is useful as a state-of-the-art treatment of the subject area. It is clear that a large body of theory exists for semi-infinite programming problems, although with the exception of some special cases, such as continuous linear Chebyshev approximation, the algorithmic development is less far advanced. This is not to say that the provision of algorithms for general problems has been entirely neglected. A number of locally convergent methods have been published, mainly based on the application of Newton's method to first order necessary conditions for a solution (for example [10] [11] ). Suitable initial approximations can often be obtained through the solution of a discretization of the original problem, and this has led to the formulation of two (or even three) phase methods (see, for example, [6] and the review paper [9] ).
To our knowledge, the only methods developed so far which claim to be globally convergent are those given in [13] , [14] (although a conceptual globally convergent method based on continuation is suggested in [ 5 ] ) . The algorithm presented in [14] adapts to the present situation a well-established technique for the globalization of methods for finite problems, involving the minimization of an .exact penalty function, and as the numerical results in [14] show, can perform well. 2. However, it has two main disadvantages: firstly each iteration requires the solution of anineq.iality constrained quadratic programming problem and secondly, fast ultimate convergence depends on conditions which may well not be satisfied. The purpose of this paper is to present a modification of that method which, in particular, overcomes these difficulties.
We begin by introducing the problem to be solved and some notation. Let X C RN be a c:artesian product of closed intervals and let g:X x Rn + R, with g twice continuously differentiable as a function of its parameters. Let f :Rn + R be a twice continuously differentiable function, and consider the problem:
find~ E Rn to minimize f(~) (1.1) * * constraint.qualification holds at~ then Ao I 0 and (1.2)
becomes the usual (Kuhn-Tucker) necessary conditions.
A key assumption in the algorithm developed in [14] is that * in a neighbourhood of a , the variables ~. representing local ,...., 1.
maxima of the function g(~,,~) can be eliminated from (1.2) by expressing them as functions of a. For this, we require, in particular that the implicit function theorem be applicable to any zero-derivative conditions characterizing these local maxima.
The algorithm in fact requires the more general assumption that an analogous elimination be possible at all points encountered in the solution process, and this forces restriction of points n ~ being considered to a subset B, say, of R at which appropriate ·conditions hold.
require some further notation.
We now define such a subset and n In particular, for given~ ER , let E(~) denote the set of local maxima of g(~,~) in X which satisfy <;/" (~, ~ ;;;:,: -n' where n > 0 is a prescribed constant.
(The role of n will become clear subsequently; however it is a minor one and we will not explicitly show dependence upon it).
Let x EE(~), with cr1, cr2, ••• ,crl the indices of the components of ~on the boundary of X. Also let 'Vig denote the vector in
Rl whose components are the partial derivatives of g with respect to the components of ~ in these positions (evaluated at _2S,~).
Let v2g enote t e vector in R w ose components are the partia derivatives of g with respect to the remaining components of x and let l/2 2 g denote the corresponding (N-l)X(N-l) matrix of second partial derivatives of g. Then we define B C Rn as the open set of points (assumed non-empty) such that (1) there are a finite number of points ~ E X such that (2) at each point of (1) corresponding to a local maximizer of g, l/2 2 g is negative definite and each component of Vig is non-zero.
The significance of these assumptions is that for ~EB, P(~ is a stationary point of (1.1) in the sense that~ is feasible in (1.1) and satisfies (1.6) [ 2] .
6.
In the next section we show how descent directions for P may be calculated at any approximation ~ E B , and in section 3 we describe a suitable active set strategy, This leads to the detailed statement of the proposed algorithm which is given in section 4. Numerical results for an implementation of the algorithm, applied to a number of semi-infinite· programming problems, are presented in section 5.
The calculation of descent directions
In the algorithm of [14] , a descent direction d for P(~)
at a point ~ E B is obtained through the solution of the following quadratic programming problem. (nXn) symmetric matrix. We assume for the moment that p ~ n.
Let the QR factorization of C (which we will assume to have full rank)
be given by ( 2. 4) it is clear that the constraints of (2.2) are satisfied and we are left with an unconstrained problem in the vector £_2.
Setting the derivative with respect to £2 to zero then gives 8. This is the strategy used in [14] but it has the disadvantage of slowing the rate of convergence on some problems. Clearly the matrix ZTHZ is the one which should be forced to be positive definite since then the choice H = 9 2 £ + µI will allow µ = 0 to be chosen in a neighbourhood of the solution where the conditions of Theorem 2 hold. On the other hand, forcing only ZTHZ to be positive definite may cause the solutions to the quadratic programming subproblems (2.1) or (2.2) to be non-descent directions for the penalty function (1.7) as the following example·illustrates.
The extra conditions a1,a2 > 0 have been added to exclude the lower branch of the hyperbolic constraint; they are not active T at the solution which is clearly given by!::,* = (1,1) .
The set E(~) = {l} is independent of~ in this simple example and
1 with the optimal Lagrange multiplier easily calculated to be A*= 1. 
which is clearly an excellent direction for 0 < E < 
and by repeatedly applying set strategy. The only potential difficulty occurs when p > n in which case problem (2.2) has no solution, whereas we assume problem (2.1) always has a solution. This difficulty is also easily resolved using the active set strategy. All that is required is that some subset of the constraints be used to define_an initial feasible point for problem (2.1). In the algorithm described in the next section we have assumed, for simplicity, that satisfaction of the n most violated constraints (i.e. those with larger values of h.} always gives rise to a feasible point. This is not foolproof
but almost always p ~ n was satisfied for the problems solved in section 5. An exception is in the case of problem 9 which has infinitely many local maxima in the set E(~*) and this caused failure of the algorithm.· (Note, however, that both assumptions
(1) and (2) of section 1 are not satisfied in this case).
A projected Lagrangian algorithm
The algorithm described in this section models very closely that described in [14] ; the major difference is due to the method of calculating the descent direction d for the penalty function (1.7) and this has already been discussed in sections 2 and 3. In order to guarantee descent -of the penalty function P a suitable step lengthy in the direction£ must be determined. As in [14] y is chosen as the largest member of the sequence {l,~1~1 14.
(1) I f µ = µ and T > . 5 does not give rise to a descent direction then e is temporarily increased further as described in section 2. Equation (2.9) shows that this latter device will not usually be required close Step (1) was implemented as in [14] by superimposing a uniform grid on the set X and identifying local maxima on the discrete set of points thus obtained. These discrete local maxima were then refined using a Newton-like iteration. The value n = 0.5 was used in the definition of the set E(a) given in section 1, in order to ,.._,, obtain a valid comparison with the results presented in ~4] and summarized in Table 1 .
Numerical Results
The algorithm was coded in ALGOL on the Burroughs B6930 computer of the University of Canterbury, which gives about 11 decimal places for single precision. For comparison purposes the algorithm was applied to the thirteen test problems listed in [14] and the results are summarized in Table 1 . The column headed k gives the number of iterations required to increase the (negative) directional 16.
derivative to a value greater than -.00001, that headed P' gives the final value of the directional derivative and t gives the final number of active points. Numbers in brackets correspond to values obtained by the algorithm in [14] and it can be seen that the present algorithm compares favourably, There is no significant difference in the two algorithms on problems 1,2,7,10,12, and 13; of course, it is to be expected that the two algorithms will give similar results whenever In each case a* is the point reached by the algorithm when terminated and f* is the corresponding function value. This problem arises from the one sided L1 approximation of tan x by a polynomial [12] and the l I • poor choice of basis functions makes the problem severely ill-conditioned for quite moderate values of n. When n = 6, Table 1 shows that the earlier algorithm of (14] terminated after 25 iterations with a directional derivative greater than -.00001, and with 3 active points for the constraint function g. The present algorithm required only 20
iterations and found a solution with 4 active points. Because the solutions to the two algorithms gave quite different results, the projected Lagrangian algorithm was rerun using the solution to the n=6 problem, obtained by the algorithm of (14] , as the starting point. The new algorithm did not accept this point as a solution but converged once more to the solution given above. Similar remarks apply to the n=8 case but because this problem is so ill-conditioned it is unlikely that the solution given above is accurate to more than 3 or 4 significant
figures.
In problem 6, the presence of exponential terms in the constraint function g(~1~) caused large negative eigenvalues to be present in the projected Lagrangian Hessian in the early iterations. Initially the value µ = 1365 was required to make zTV 2 £z + µI positive definite. This value was reduced to 341 on the ,second iteration and µ = 1 on the third; thereafter µ = 0 was acceptable. The detailed progress of the algorithm on this problem is given in Table 2 and clearly demonstrates the second order rate of convergence once the correct number of active points is identified and the projected Lagrangian Hessian becomes positive definite.
The only problem which caused difficulties for the algorithm was problem 9. Here the ass1,llllptions of section 1 are not satisfied and this caused the algorithm to fail. Table 1 Summary for all problems Problem 9 19. 22.
Concluding remarks
Th.e algorithm presented in this paper is capable of the effective solution of a wide class of semi-infinite programming problems. It is globally convergent under mild assumptions on the problem, and typically has a second order convergence rate, with the solution of an equality constrained quadratic progrannning problem required per iteration. Perhaps the most awkward part of the method is the computation of the set E(~), which is required at least once on each iteration. This is of course not a finite calculation, and must always be a compromise between theory and practice. It should be emphasised, however, that this is an essential calculation with any method which aims to provide an accurate solution to a problem of this semi-infinite type.
It is possible that.far from a stationary point, better progress can be made for some problems by incorporating a procedure for finding the solution of a discretization of the original problem. This remains to be seen, but whether as a method in its own right, or as a safe and effective second phase for a method of the two-phase variety, we believe that an algorithm such as the one described in this paper has an important role to play in the numerical treatment of semiinfinite programming problems.
