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Abstract--A simple model of the dynamics of an infectious disease, taking into account envi- 
ronmental variability in the form of Gaussian white noise in the disease transmission rate, has been 
investigated. The probability distribution for the proportion of infected animals, plus its mean, mode 
and variance are found explicitly. The results are presented using data from bovine tuberculosis in 
possum populations in New Zealand as an example. (~) 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The dynamics of many infectious diseases have been studied using compartmental models ex- 
pressed as systems of differential equations [1]. Here we consider a fatal disease m a population 
of density N animals per unit area, with natural density-dependent birth and death rates of 
B(N)  and D(N),  respectively. We assume that B'(N)  < O, D'(N) > 0, /3(0) > D(0) and 
B(N)  = D(N) ~ B' (N)  ~ D'(N). The first two conditions are biologically realistic, the thirst 
implies that the trivial steady state is unstable, and the fourth ensures that the carrying capacity 
is uniquely defined. Let us assume that animals may be classified as either susceptible to rffe~- 
tion (density S) or infected and infectious (density I). Clearly, N = S + I. The equations fo.~ 
the disease dynamics can be written in terms of population density and the proportion of host 
animals infected (Z) as follows [2]: 
dN 
dt = (B(N) - D(N) - c~Z)N. (1.1) 
dZ 
d'---[ : (p - 1 )B(N)Z + (£C(N". --,:~l(t -- Z)Z, (1.2) 
where: Z = I /N ,  ~ is the increase in mortality rate due to disease, p is the probability of (pseudo) 
vertical transmission (mother to offspring) of disease (hence, 0 < p _ I), C(N) is the contact 
rate between individuals in the population and f~ is the disease transmission rate. For further 
details see [2, 3]. 
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2. ONE-DIMENSIONAL STOCHASTIC MODEL 
Consider the situation where the population density reaches its steady state very fast compare 
to the infectives, i.e., ~ ~ 0 much faster than dz -* 0. Writing B(N) - B and C(N) - C, 
constant, equations (1.1),(1.2) become 
dZ 
d-'t = (p - 1)BZ + (I~C - a)(1 - Z)Z. (2.1) 
Equation (2.1) is a logistic differential equation, with 
where 
0, i fRo _< 1, 
tli_.m Z(t) = Z* = 1 (1 - p)B if Ro > 1, 
f ig  - a ' 
pB + ~C 
Ro= a+B 
We now assume that Ro > 1 and the disease transmission coefficient, f~, is fluctuating due to 
stochastic environmental variability. Replacing f~ with f~0 + p~(t), where ~/(t) is white noise with 
mean zero and variance one, equation (2.1) becomes 
dZ = F(Z)dt + G(Z)dW, (2.2) 
where 
F(Z) -= (p - 1)BZ + (l~oC - a) (1  - Z)Z, 
G(Z) = pC(1 - Z)Z. 
(2.a) 
(2.4) 
For problems arising from population biology it is appropriate to use the Ito solution of equa- 
tion (2.2) (see discussions [4,5]). The forward equation [6] is 
OP(Z,t) 0 (F(Z)P(Z,t))+ 1 0 2 ( ) = - 0--Z ~ ~-~ (G(Z)) 2 P(Z, t) , (2.5) 
where P(Z, t) is the probability density function of Z. The steady state density function solves 
d ~ d 
dZ 2 ((G(Z))2P*(Z)) - 2 (F(Z)P*(Z)) = O. (2.6) 
Define 
r= 
The function P*(Z) is proportional to 
~/~0C - a - (1 - p)B 
C 
Z ~2r2/P2 
~ ]  Z_2( 1 _ Z)_2exp ( P 2C22 B(I~_~Z_~)-p)), (2.7) 
the constant of proportionality being determined by f :  P*(Z) = 1. If 0 _< p < 1, then 
limz-~l P*(Z) = 0. We assume this to be true, and then deal with the special case p = 1 
separately. 
Suppose now that p < r, then limz-,0 P*(Z) = 0. By differentiating (2.7) we see that extreme 
values of P*(Z) correspond to roots of the quadratic function 
2p2C2Z 2+ (r2C 2 - 3p2C 2 + (1 - p)B) Z + p2C2 - r2C 2 (2.8) 
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for 0 < Z < 1. This function is positive when Z = 1, negative when Z = 0, and tends to infinity 
as Z -+ +c~. Hence, the distribution P*(Z) tends to zero as Z --* 0, 1, and is unimodal (see, for 
example, Figure 1). The mode of P*(Z) tends to Z* as p --, 0, and to zero as p --* r (see, for 
example, Figure 2). 
Suppose now that r < p < rye ,  then P* (Z) is singular but integrable at Z = 0. If 
(1  - p)B 
C 2 
> 3p2 _ r 2 _ 2px/2 (p2 _ r2), (2.9) 
then the function (2.8) is strictly positive for 0 < Z < 1, hence the distribution P*(Z) is a 
monotonic decreasing function. If, however, (2.9) is false, then (2.8) has two zeros for 0 < Z < 1, 
and the function P*(Z) is bimodal, with a (singular) peak at Z = 0 and a positive maximum for 
some 0 < Z < 1. 
Finally, if p > rv/2 then P*(Z) may be represented by a delta function at Z = 0. Hence, in 
the limit as t ~ c~, P(Z, t) tends to a distribution defined to within a multiplicative constant by 
equation (2.7) if p < rye ,  or to zero if p _> rv/2. This last condition is equivalent to the disease 
becoming extinct with probability one if 
p2C2 
R0_<l+ 
2(a + B) 
and demonstrates that a large variance in/3 can cause a disease to become extinct when the 
deterministic theory predicts persistence. 
I fp  = 1, then either p < rv/2 and P*(Z) is a delta function at Z = 1, or p _> rv/2 and P*(Z) 
consists of delta functions at Z = 0 and Z = 1. The former corresponds to limt-~oo Z(t) = 1 
with probabil ity one, while for the latter the limit for large t is either zero or one, the probability 
of each outcome being determined by the relative magnitudes of the residues of the density 
functions (2.7) at its extremes. 
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The first two moments of the distribution may be found directly from the differential equation 
by noting that G(Z) = G'(Z) = 0 if Z = 0 or 1, then integrating (2.6) to obtain 
Integrating again we obtain 
d 
~-~((G(Z))2P*(Z)) = 2F(Z)P*(Z). (2.10) 
~ 1 F(Z)P*(Z) = 0, (2.11) dZ 
or multiplying equation (2.10) by Z -1 and integrating we obtain 
/o 1 /o 1 Z-2(G(Z))2P*(Z) dZ -t- 2 Z-1F(Z)P*(Z) dZ = 0. (2.12) 
Hence, substituting from equations (2.3),(2.4) and solving equations (2.11),(2.12) we obtain ex- 
pressions for the mean and second moment of P*(Z) 
( f~0C - a ) (p  2 - 2 r2 )C  2 
2 (~0C - o~) 2 - 2p2C2(~0C - oL) -{- p2r2C4 ' 
r2C2 fo 1 ZP* (Z) dZ, 
3oC - 
r2C  2 
0.2 = _ _  ~2.  
3oC - a ~ - 
~0 
1 
# = ZP*(Z) dZ = 
j~o 1 Z2P*(Z) = _ _  dZ 
from which the variance of P* (Z) is 
Note that # is a decreasing function of p, and Z* _> # > 0 for 0 _< p < r. 
3. EXAMPLE 
Roberts [7] used equations (1.1),(1.2) to model the dynamics of bovine tuberculosis in possum 
populations in New Zealand. The density dependent birth and death rates used were B(N) = 
0.27 - 0.05N 3 and D(N) = 0.17 + 0.05N 3, and the contact rate function was assumed to be 
C(N) = 2N/(1 + N). Other parameter values were a = 3, 3 = 5, and p = 0.5. The steady state 
values of the deterministic system are N = N* = 0.457 and Z = Z* = 0.03. Setting N = N* we 
obtain B = 0.265, D = 0.175, and C = 0.627. Figure 1 shows the distribution P*(Z) for these 
parameter values and p = 0.05, and Figure 2 shows the mean (#), standard deviation (a), and 
mode of P*(Z) as functions of p. It is observed that as p increases from zero, # decreases from 
the deterministic mean Z*, and a increases from zero. By the time the value p = r (= 0.100) is 
reached, for example, the deterministic model over-estimates the mean by 94%, but a/p = 0.15. 
Hence, the stochastic fluctuations in the environment are reflected in fluctuations of considerably 
reduced magnitude in the prevalence of tuberculosis. Figure 2 also demonstrates an even larger 
discrepancy between the deterministic mean, Z*, and the mode of the distribution P*(Z). 
4. CONCLUSION 
A simple stochastic model for the dynamics of an infectious disease in a population of varying 
density has been considered. The only stochastic component is due to environmental variability, 
which we incorporate in the model as Gaussian white noise about the disease transmission rate. 
Model analysis shows that there exists a critical value of the variance of the noise below which 
the steady state of the probability distribution of disease prevalence may be found explicitly, but 
when the variance of the noise is greater than the critical value the disease becomes eradicated 
with probability one. This analysis complements that presented in [8], where a logistic differential 
equation with stochastic noise present in the carrying capacity was investigated. 
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