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Abstract
Energy usage within buildings in the United States is a very important topic because
of the current price of natural gas, steam, and electricity and the ever-increasing depletion of
fossil fuels. Therefore, it is necessary to carefully analyze building energy consumption.
Currently, there are several methods used for analyzing a solitary building^ energy usage.
One method involves the use of a neural network (NN) model. The current use ofNN for
building energy prediction typically requires the collection of hourly energy usage data from
a single building using data loggers during several different seasons and occupancy levels in
order to create a robust training data set for supervised training of the NNmodel. Well
designed NN energy models are able to predict with a high degree of accuracy (+/- 5 to 10
percent on average), but the upfront data collection can prove to be quite time consuming.
Therefore for groups of buildings on a campus or in a city, an alternative method for
predicting energy consumption using NNs must be explored. Using readily available
monthly energy and weather data from several buildings owned by the city ofRochester,
New York, three methods involvingNNmodels are created and validated to find the optimal
NN configuration for predicting energy usage. The results of these trials have shown that it
is feasible to utilize NNs trained only on readily available data as a warning system for
buildings in need of a thorough check and possibly preventative maintenance. Based on the
results of the validation trials, it was discovered that the predictive ability of the multiple
building trials is poor due to the variability of the data. The usage of data from similar
buildings and single buildings improved the predictive ability. The best prediction results
occurred by using a single output network trained on data from a solitary building.
Table ofContents
PERMISSION OF DUPLICATION 2
ACKNOWLEDGEMENTS 3
ABSTRACT 4
TABLE OF CONTENTS 5
LIST OF FIGURES 7
LIST OF TABLES 8
1 INTRODUCTION 10
1.1 Background 10
1.2 Description ofBuildings 14
1.2.1 City Hall 15
1.2.2 Central VehicleMaintenance Facility Building 100. 17
1.2.3 Rundel Library 18
1.2.4 Clinton Police Station 20
1.2.5 MonroeAvenue Firehouse 20
1.2.6 Bausch and Lomb Library. 21
1.3 ReviewofLiterature 24
1.3.1 Building Energy Prediction 25
1.3.2 Neural Networks 31
1.3.3 Campus/Citywide Energy PredictionMethods 38
1.4 ResearchObjective andApproach 40
2 NEURAL NETWORKS 43
2.1 Introduction 43
2.2 neuralNetworkArchitecture 44
2.3 NeuralNetwork Software 48
2.4 regressionExample 48
3 EXPERIMENTAL RESEARCH 53
3.1 Discussion ofData 53
3.2 discussion ofNeuralNetworkMethods 56
3.3 Discussion ofNeuralNetworkTrials 62
3.3.1 Implementation ofComplete BuildingNeural Networks 62
3.3.2 Implementation ofBuilding Type Neural Networks 65
3.3.3 Implementation ofSolitary BuildingNeural Networks 68
3.3.3.1 City Hall 69
3.3.3.2 Central VehicleMaintenance Facility Building 100 70
3.3.3.3 Rundel Library 72
3.3.3.4 Clinton Police Station 74
3.3.3.5 Bausch and Lomb Library 76
3.3.3.6 Monroe Avenue Firehouse 77
4 ANALYSIS OF EXPERIMENTATION 79
4.1 Analysis ofCompleteBuildingNeuralNetworks 79
4.2 Analysis ofBuilding TypeNeuralNetworks 82
4.3 Analysis of SolitaryBuildingNeuralNetworks 86
4.3.1 CityHall 87
4.3.1.1 Method 1-Natural Gas 87
4.3.1.2 Method 1- Electric 90
4.3.1.3 Method 1 - Steam 92
4.3.1.4 Methods 2 and 3 - Natural Gas 93
4.3.1.5 Methods 2 and 3 - Electric 95
4.3.1.6 Methods 2 and 3 - Steam 97
4.3.1.7 Conclusions 98
4.3.2 Central VehicleMaintenance Facility Building 100. 99
4.3.2.1 Method 1 - Natural Gas 99
4.3.2.2 Method 1- Electric 101
4.3.2.3 Conclusions 102
4.3.3 Rundel Library 103
4.3.3.1 Method 1- Electric 103
4.3.3.2 Method 1 - Steam 106
4.3.3.3 Methods 2 and 3 - Electric 108
4.3.3.4 Methods 2 and 3 - Steam 110
4.3.3.5 Conclusions Ill
4.3.4 Clinton Police Station 112
4.3.4.1 Method 1 - Natural Gas 112
4.3.4.2 Method 1- Electric 114
4.3.4.3 Methods 2 and 3 - Natural Gas 116
4.3.4.4 Methods 2 and 3 - Electric 118
4.3.4.5 Conclusions 120
4.3.5 Bausch and Lomb Library. 120
4.3.5.1 Method 1- Electric 121
4.3.5.2 Method 1 - Steam 123
4.3.5.3 Methods 2 and 3 - Electric 125
4.3.5.4 Methods 2 and 3 - Steam 126
4.3.5.5 Conclusions 128
4.3.6 Monroe Avenue Firehouse 128
4.3.6.1 Method 1 - Natural Gas 129
4.3.6.2 Method 1 - Electric 130
4.3.6.3 Methods 2 and 3 - Natural Gas 132
4.3.6.4 Methods 2 and 3 - Electric 134
4.3.6.5 Conclusions 135
5 CONCLUSIONS 136
5.1 Summary 136
5.2 Conclusions 138
5.3 Recommendations forFutureWork 142
6 REFERENCES 145
7 APPENDICES 147
7.1 Visual Basic Coding 147
7.2 BuildingLayout 150
7.3 Data 156
List ofFigures
Figure 1.1: CostofUtilities per Square Footage for SixBuildings 24
Figure 2.1: A representation of a fully connected feed forward neural network 45
Figure 3.1: NetworkArchitecture forMethod 1 - BuildingNumberNeuralNetwork 58
Figure 3.2: NetworkArchitecture forMethod 1 -Building TypeNeuralNetwork 59
Figure 3.3:NetworkArchitecture forMethod 1 - Solitary BuildingNeuralNetwork 60
Figure 3.4:NetworkArchitecture forMethod 2 - Solitary BuildingNeuralNetwork 61
Figure 3.5: NetworkArchitecture forMethod 3 - SolitaryBuildingNeuralNetwork 62
Figure 7.1: FloorPlan forCentralVehicleMaintenanceFacility Building 100 150
Figure 7.2: FloorPlan forCityHallGroundFloor 151
Figure7.3: FloorPlan forCityHallFirstFloor 152
Figure 7.4: Floor Plan forCityHall Second Floor 153
Figure 7.5: FloorPlan forCityHallThirdFloor 154
Figure 7.6: FloorPlan forCityHallFourthFloor 155
List of Tables
Table 1.1:NaturalGas Usage Information for SelectedBuildings for fiscal year 2002/03 23
Table 1.2:Electric Usage Information for SelectedBuildings for fiscalyear 2002/03 23
Table 1.3: SteamUsage Information for SelectedBuildings for fiscalyear 2002/03 23
Table 1.4:UtilityCost Information forSelectedBuildings for fiscalyear 2002/03 24
Table 2.1: Predicted andActualElectricalUsage forCityHall (MicrosoftExcel and NN trials)
50
Table 2.2: Prediction Errors forElectric forCityHall (MicrosoftExcel andNN trials) 51
Table 3.1:Description ofNNModel Inputs andOutputs versus Input/ OutputNumber 57
Table 3.2: Trial Information for "BuildingNumber Trials" 65
Table 3.3: Training andTestingPattern Information forBuild TypeNetworkMethods 67
Table 3.4: TrainingRateConfigurations forCityHall 70
Table 3.5: Trial Information forCVMFBldg. 100 72
Table 3.6: Trial Information forRundelLibrary 74
Table 3.7: Trial Information forClintonPoliceStation 75
Table 3.8: Trial Information forBausch and Lomb Library 77
Table 3.9: Trial Information forMonroeAvenueFirehouse 78
Table 4. 1 : Training andTesting COVResults forCompleteBuildingNetworks 80
Table 4.2: Training andTesting COVResults forBuild Type andBuildingNumberMethods 84
Table 4.3: Training andTesting COVResults forFireBuild Type 86
Table 4.4: Actual andPredictedNaturalGasUsage forCityHall (Methods 2 and 3) 94
Table 4.5: PredictionError forNaturalGas forCityHall (Methods 2 and 3) 95
Table 4.6:Actual andPredictedElectricUsage forCityHall (Methods 2 and 3) 95
Table 4.7: Prediction Error forElectric forCityHall (Methods 2 and 3) 96
Table 4.8:Actual andPredicted SteamUsage forCityHall (Methods 2 and 3) 97
Table 4.9: Prediction Error for Steam forCityHall (Methods 2 and 3) 98
Table 4. 10: Actual andPredictedNaturalGasUsage forCVMFBLDG. 100 100
Table 4.11: PredictionError forNaturalGas for CVMFBLDG. 100 101
Table 4. 12:Actual andPredictedElectric Usage for CVMFBLDG. 100 101
Table4. 13: PredictionError forElectric forCVMFBLDG. 100 102
Table 4. 14:Actual andPredictedElectric Usage forRundelLibrary (Method 1) 104
Table 4. 15: PredictionError forElectric forRundelLibrary (Method 1) 105
Table 4.16:Actual andPredicted SteamUsage forRundelLibrary (Method 1) 107
Table 4. 17: PredictionError for Steam forRundelLibrary (Method 1) 108
Table 4.18:Actual andPredictedElectric Usage forRundelLibrary (Methods 2 and 3) 109
Table 4.19: PredictionError forElectric forRundelLibrary (Methods 2 and 3) l io
Table 4.20:Actual andPredictedSteamUsage forRundelLibrary (Methods 2 and 3) ill
Table 4.21: PredictionError for Steam forRundelLibrary (Methods 2 and 3) Ill
Table 4.22: ActualandPredictedNaturalGasUsage forClintonPolice Station (Method 1) 113
Table 4.23: PredictionError forNaturalGas forClintonPoliceStation (Method 1) 1 14
Table 4.24:Actual andPredictedElectricUsage forClintonPolice Station (Method 1) 1 15
Table 4.25: PredictionError forElectric forClintonPolice Station (Method 1) 116
Table 4.26:Actual andPredictedNaturalGas Usage forClinton Police Station (Methods 2 and 3)
117
Table 4.27: PredictionError forNaturalGas forClintonPoliceStation (Methods 2 and 3) 1 18
Table 4.28:Actual andPredictedElectricUsage forClintonPoliceStation (Methods 2 and 3) . 1 19
Table 4.29: PredictionError forElectric forClintonPolice Station (Methods 2 and 3) 120
Table 4.30: Actual andPredictedElectric Usage forBausch and LombLibrary (Method 1) 122
Table 4.3 1 : PredictionError forElectric forBausch andLomb Library (Method 1) 123
Table 4.32:Actual andPredicted SteamUsage forBausch and LombLibrary (Method 1) 124
Table 4.33: PredictionError for Steam forBausch andLombLibrary (Method 1) 125
Table 4.34:Actual andPredictedElectricUsage forBausch and Lomb Library (Methods 2 and 3)
125
Table 4.35: PredictionError forElectric forBausch and LombLibrary (Methods 2 and 3) 126
Table 4.36: Actual andPredicted SteamUsage forBausch and Lomb Library (Methods 2 and 3) 127
Table 4.37: PredictionError for Steam forBausch and Lomb Library (Methods 2 and 3) 128
Table 4.38: Actual andPredictedNaturalGas Usage forMonroe AvenueFirehouse (Method 1) 129
Table 4.39: PredictionError forNaturalGas forMonroeAvenueFirehouse (Method 1) 130
Table 4.40: Actual andPredictedElectric Usage forMonroeAvenue Firehouse (Method 1) 131
Table 4.41: PredictionError forElectric forMonroe Avenue Firehouse (Method 1) 132
Table 4.42: Actual andPredictedNaturalGas Usage forMonroeAvenue Firehouse (Methods 2
and 3) 133
Table 4.43: PredictionError forNaturalGas forMonroeAvenue Firehouse (Methods 2 and 3) . 133
Table 4.44: Actual andPredictedElectric Usage forMonroeAvenue Firehouse (Methods 2 and 3)
134
Table 4.45: PredictionError forElectric forMonroeAvenue Firehouse (Methods 2 and 3) 135
Table 7.1: Building TypeTrial Information 156
Table 7.2: CityHallTrial Information 158
Table 7.3: COVResults forBuild TypeTrials 160
Table 7.4: COVResults for SolitaryBuilding Trials (Methods 1, 2, and 3) 162
Table 7.5:Actual andPredictedNaturalGas Usage forCityHall (Method 1) 165
Table 7.6: Prediction Error forNaturalGas forCityHall (Method 1) 166
Table 7.7: Actual andPredictedElectric Usage forCityHall (Method 1) 167
Table 7.8: Prediction Error forElectric forCityHall (Method 1) 168
Table 7.9: Actual andPredicted SteamUsage forCityHall (Method 1) 169
Table 7.10: Prediction Error for Steam forCityHall (Method 1) 170
1 Introduction
1.1 Background
After spending two years working for the city of Rochester, New York as an Energy
Analyst, the author has gained first hand knowledge of the importance of conserving energy
within building operations. During this tenure, the author's biggest concern was to stay
proactive with analyzing energy consumption on a consistent basis. The current method
utilized by the city's facility managers relies on energy usage information garnered from
utility bills at the end of the fiscal year for each building. This practice, unfortunately, does
not take a truly proactive approach. To become more proactive, energy consumption related
information needs to be analyzed monthly for each building. This would allow for a quicker
response to any energy related issue. It would also be beneficial for the city to have the
ability to analyze the feasibility and the energy savings potential of performing a building
HVAC (Heating, Ventilation, and Air Conditioning) retrofit. It is for these two related
reasons that this thesis is presented. The objectives of this thesis are to create a neural
network model that can predict monthly energy usage for a building, and to explore the
viability of utilizing this or a similar neural network model to investigate the energy savings
that can occur because of a HVAC retrofit. Performing a HVAC retrofit has many benefits,
but the main benefit is using less energy, which translates into a lower operating cost. The
proposed neural network model will ideally meet the city's needs for energy management,
thereby providing a proactive means for future energy management for many years to come.
Energy usage is a very important topic because of the current processes of natural gas
and electricity and the ever-increasing depletion of fossil fuels. Therefore, it is imperative to
consistently analyze building energy consumption. In fiscal year 2002/03, the city of
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Rochester's yearly building energy costs were approximately $3,500,000 for natural gas,
electric, and steam which created a financial burden. Therefore, in-depth, consistent energy
analyses of several city buildings would offer insights into the relative
"health"
of a building
and its HVAC system. The main goal of this research is to analyze comprehensively the
energy usage at six existing and occupied city buildings (discussed in detail in Section 1.2) to
show the benefits associated with the utilization of computer simulation models to
proactively monitor energy usage for city ofRochester buildings.
A computer simulation model determines results by representing some real world
system in a computer program. In this case, the real world system is comprised of a
building's HVAC system and the model simulates or predicts building energy usage using
pertinent information on the building, its HVAC system, and the weather. Since a computer
simulation is performed, it is necessary to validate and verify the model's predictive abilities.
This is accomplished by comparing the predicted results of several different trials with the
actual values. If these trials produce consistent results, it is likely that the simulation is
predicting well. If a large amount of variance or variability is present within the results, then
the simulation can not be trusted for energy prediction. Also, the use of firsthand knowledge
of the buildings and their usage patterns is utilized to prove the simulations monitoring
ability.
An ancillary goal of this thesis is to investigate the feasibility of utilizing neural
network (NN) models to predict the energy savings from a HVAC retrofit proactively. In
order to model the energy usage of a building before and after HVAC upgrades, readily
available building, system and past energy usage information would need to be incorporated
to create a model. More specifically, this input information includes building age, building
11
type, HVAC equipment type, system respective age, the building square footage, and many
other possible inputs that must be found by running countless trials that create a optimal
simulation configuration (more discussion ofHVAC retrofit predictions can be found in
Section 5.3). This information is used in a simulation model to predict the building's
monthly or billing period energy usage in kW for electric, therms for natural gas, andM-lb
(1000 pounds) for steam. A NN was chosen for this project as the predictive tool because
there is not a straight forward relationship between the inputs and outputs. NNs are good at
finding a relationship between data when there is no obvious relationship. More information
on neural networks is includedwithin Chapter 2 and details on the model created for this
research is included in Sections 3.2 and 3.3.
NN models are a relatively new method for predicting building energy usage. From
the literary research completed (discussed in more detail in Section 1.3), it is found that NNs
have been primarily used to predict the energy consumption of solitary buildings based on
hourly energy related information obtained from data loggers. This produces very good
results, but it is a lengthy process that requires operating data collected year round and at all
different levels of building occupancy. The NN model created as part of this research
involves using HVAC system, weather, and basic architectural building information to
predict a building's monthly energy usage. The NN is trained using readily available
monthly data from energy utility bills provided by Rochester Gas and Electric and Rochester
District Heating, and weather information provided by the National Weather Service located
in Buffalo, New York [National Weather Service, 2005]. An in-depth look at NN models is
included within Chapter 2.
12
Ideally, a city-wide energy analysis could be performed on a grand scale by using a
NN program trained on energy data from an entire city of buildings. The goal is for the
trained NN model to be able to accurately predict the energy usage at any city building by
simply inputting certain basic and readily available information into the network. This will
be beneficial to cities and campuses of buildings for predicting both current and future
energy usage due to its relative simplicity and usefulness in proactively monitoring energy
usage (the implementation and results for this method can be found in Sections 3.3.1 and 4.1,
respectively).
Currently, the city of Rochester utilizes a degree-day method for energy purposes
(refer to Section 1.3.1 for a description of degree-days and this method). In order to
determine the HVAC system "health" within a building, its' energy usage for an entire year
and the associated degree-days for the year are compared with past data by inspection. This
allows for better comparison from year to year, since weather conditions in Rochester tend to
fluctuate yearly. A typical Rochester year accounts for somewhere between 6500 and 7200
degree-days. For the city of Rochester energy audit, a value of 7000 degree-days
(encompassing degree-days for both the heating and cooling seasons) is chosen as the typical
year value for creating a degree-day factor. This factor is primarily used for predicting utility
costs for the following year. This annual energy audit has been created as a means for
checking to see if a building is performing properly. If the energy usage per degree-day
value has risen considerably, then something is obviously wrong within the building
(typically related to the efficiency of a particular piece ofHVAC equipment). If the value
has dropped, then it is assumed that a recent energy saving measure has been effective.
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The main issue with this current method of building energy analysis is that it only
warns of a problem after a complete year, and thus is typically disregarded since the issue
may have already been resolved. Thus, this yearly approach has rarely yielded any
significant energy savings or solutions. To be proactive, it is more efficient to have a
prediction shown monthly. Monthly knowledge could immediately detect an issue or show
that a previously implemented solution has been successful. The degree-day method can be
used to predict monthly results, but it proves to be inaccurate due to the constantly
fluctuating temperatures and the inconsistency in weather from year to year. The NN model
does not have these shortcomings, thus it could prove to be a very valuable addition to a city
intent on proactively monitoring the energy usage of their buildings.
1.2 Description ofBuildings
In order to create a well performing NN model for an entire city's buildings, it is
necessary to train the model using data from several different types of buildings which
incorporate different types ofHVAC equipment. Therefore, the training set used to create
and
"train"
the NN model is said to be "robust" and the resulting NN model will ideally be
able to predict energy consumption on the remaining city buildings. To demonstrate the
validity of the NN model, six city owned and operated buildings are modeled in their current
state. The six buildings selected for validity represent several of the different types of
buildings utilized by the city (the building floor plans for City Hall and Central Vehicle
Maintenance Facility Building 100 can be found in Section 7.2). These buildings are also
higher profile buildings within the city, and therefore are more pertinent for test validation.
An in-depth description of the six buildings follows.
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1.2.1 City Hall
The first building modeled is Rochester's City Hall. One benefit ofmodeling City
Hall relates to the current New York Power Authority (NYPA) sponsored HVAC retrofit. A
retrofit entails replacing older equipment to make a more energy efficient building. This
equipment can range form simply new lighting fixtures to large HVAC units. The retrofit
performed at City Hall will allow for a better understanding of how the NN will predict a
change of this magnitude. City Hall is actually composed of two connected buildings, A and
B, with a total building square footage of 151,249 ft2 (14,051.5 m ). The A building was
built in 1892 and the B building addition was added in 1976. CityHall is occupied 24 hours
a day, but the buildings main hours of operation are 9:00 am to 5:00 p.m. Monday through
Friday. During this period the buildings are open to any visitors, and the majority of the City
Hall workers are present. During the hours after main operation, the buildings are typically
inhabited by only cleaning and security personnel. At this time all of the HVAC equipment
is run minimally.
City Hall, on its own, uses close to $300,000 per year in utility charges (see Tables
1.1, 1.2, 1.3, and 1.4 for a breakdown on utility charges and usage for fiscal year 2002/03).
The vast majority of these charges come from the electricity utilized by all of the HVAC,
lighting, and office equipment. Due to electricity being the main source of power for the
majority of the
buildings'
major equipment, the cost per square footage for the
buildings'
electrical usage is high (Table 1.2). When compared to the other five buildings listed in the
table, only Clinton Police Station has a higher cost per square footage for electricity (both
values bolded in Table 1.2). The cost per square footage for the other two utilities is
extremely low in comparison due to their subordinate nature to electricity.
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Currently, the bulk of the building's HVAC equipment is over 25 years old, and
consists of 226 water-to-air heat pumps, sixteen air handlers, three heat recovery units, and
two chillers. The water used to provide heating and cooling for the various HVAC units is
pre-conditioned by the chillers or the steam heat exchangers prior to the delivery to the
HVAC units. During the spring of 2004, new HVAC equipment is installed in City Hall
(both A and B buildings) under the guidance and financing of the New York Power
Authority (NYPA). The project was fully completed in the fall of 2004. The NYPA retrofit
includes replacing all 226 heat pumps in kind, installing three new heat wheels for the heat
recovery units, and installing a new building operation terminal that controls the operation of
the complete HVAC system. The installing of all of this new and more efficient equipment
will greatly reduce the amount of energy used at City Hall, and will create an energy savings
that will eventually pay for the entire cost of the retrofit.
In order to model the energy usage of this building, an input data set is created for the
NN model using only pre-retrofit data. The input data includes year, month, and monthly
degree days for method 1, and temperature related data for a particular billing period for
methods 2 and 3 (as described in Section 3.2). These inputs are used by a trained neural
network model to predict the building's energy usage in kW for electric, therms for natural
gas, andM-lb for steam. In order to create the input set, building and HVAC system
information prior to NYPA related construction is assembled. In order to train the network
using a supervised training algorithm, an output data set is also assembled which includes
building energy usage information. During the supervised NN training process, the model's
predicted energy usage is compared with actual monthly energy usage data obtained over the
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previous year. Using errors between predicted and actual energy usage values, the neural
network adjusts model parameters as described in more detail within Chapter 2.
1.2.2 Central VehicleMaintenance Facility Building 100
The second building analyzed is the Central VehicleMaintenance Facility Building
100 (CVMF Bldg. 100). This building is 95,957
ft2 (8,914.7 m2) and was built in 1982.
CVMF Bldg. 100 uses approximately $250,000 a year in utilities charges (see Tables 1.1,
1.2, 1.3, and 1.4 for a breakdown on utility charges and usage for fiscal year 2002/03).
Currently, the garage utilizes make-up air units for both cooling and heating as well as
exhaust fans with no heat recovery. Since this building is used for mostly vehicle
maintenance, indoor air quality is a major concern. Thus, a purge system is employed to
change out the vast majority of the air in the space. This purge system is activated by
pushing a button inside the garage, and the system tends to run for most of the day shift.
This building is typically in operation from 7:00 am until 3:00 pmMonday through Friday,
but there also is a skeleton crew that works the night shift from 4:00 pm until midnight. The
night crew, historically, does not utilize the purge system very frequently (typically only
once or twice a night).
During normal non-purge use, the make up air units provide heating or cooling to the
space, and the exhaust fans are shut off. When a purge is activated using the manual push
button controls, both the exhaust fan system and make up air units turn on. This in effect
exhausts most, if not all, of the conditioned air. This is especially an energy concern during
the heating season. To reach the space set point of
65 Fahrenheit (F) at the ground floor, the
make up air units (located on the roof of the garage) produce air at approximately
100 F.
Thus when the purge system is manually activated, the bulk of the heated air is exhausted
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building costs approximately $200,000 a year for utilities (see Tables 1.1, 1.2, 1.3, and 1.4
for a breakdown on utility charges and usage for fiscal year 2002/03). Compared to the other
buildings, the utilities used in Rundel Library are relatively low. The lower energy costs at
the library are due to steam being the primary source of energy (see Table 1.3 - cost per
square footage in bold due to its role as primary utility); where as, in the previous two
buildings the primary source of energy is either electricity (City Hall) or natural gas (CVMF
Bldg. 100). This is mainly due to the fact that Rundel utilizes convection heating using
steam coils throughout all 60 of the building's fan coil units, where as City Hall utilizes
steam to heat the water that runs through the entire system.
Even though the library building was built in 1933, the vast majority of the building's
HVAC equipment is less than ten years old. Unfortunatelymost of this equipment are fan
coil units (both two and four pipe configurations), which are considered to be less efficient
than heat pumps. The building, though, does have several pieces ofHVAC equipment past
their useable life, such as the 30-year-old chiller used for removing heat from the water used
by the fan coil units for cooling. This building is also interesting from an energy perspective
because it is the only city owned building that still utilizes the natural waterways (Genesee
River) for heat rejection. The NN model for Rundel is trained on the same inputs as
described previously. A proposed new HVAC system for Rundel Library includes replacing
the fan coil units with heat pumps and replacing the chiller with two smaller chillers that can
be placed in different locations within the library. As with CVMF Bldg. 100, it would prove
quite beneficial to have the ability to model a proposed retrofit prior to the involvement of
financiers like NYPA.
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1.2.4 Clinton Police Station
The fourth building to be analyzed is Clinton Police Station, which utilizes rooftop
units for heating and cooling. This police station was recently closed due to the
consolidation of Rochester Police stations, but it will be reopened in the near future after an
expansion has been performed to allow it to be the main police station for half of the city.
The current building, though, will be analyzed to give a basis for what the expanded building
will most likely utilize in terms of energy per square footage. Clinton Police Station is
located in a retail location, with its building having been built in 1997 with a square footage
2 2
of 9,120 ft (847.3 m ). Due to its nature as a police station, the building is occupied 24
hours a day year round, though the number of persons in the building is constantly changing
because of the work performed. This building costs approximately $20,500 a year in utility
costs (see Tables 1.1, 1.2, 1.3, and 1.4 for a breakdown of the utility costs for fiscal year
2002/03). In comparison to the previously discussed buildings, this seems to be a fairly
insignificant amount of utility costs, but any energy savings would be welcomed no matter
how small. The building currently utilizes five rooftop units to produce the necessary
heating and cooling to meet the building's energy demands. These five rooftop units
consume mostly electricity to produce the heating and cooling needed for the building's
conditioning, as can be seen by the cost per square footage value in bold in Table 1.2. The
NN model created for this building, like those previously discussed, utilizes similar inputs for
training.
1.2.5 Monroe Avenue Firehouse
The fifth building to be analyzed is Monroe Avenue Firehouse, which was built in
2 2
1972 and has a square footage of 12,037 ft (1,1 18.3 m ). The building utilizes conditioned
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water (boilers and a condensing unit) to supply the necessary heating and cooling. Like
Clinton Section Police, the firehouse occupancy varies during the 24 hours a day it is
occupied during the year. It costs approximately $33,500 a year in utilities to keep the
building at an appropriate temperature (see Tables 1.1, 1.2, 1.3, and 1.4 for a breakdown of
the utility costs for fiscal year 2002/03). The building utilizes four boilers installed in 1985
to produce the necessary heat for the building. These boilers utilize natural gas for heating
the water, which creates a rather significant value for the cost per square footage (see Table
1.1). The cooling is supplied by an air handling unit and condensing unit that are original to
the building, and powered by electricity. The condensing unit cools the water that is utilized
by the air handling unit to produce cooled air. Similar to previous buildings, it would prove
beneficial to have the ability of using NN models to predict the energy savings that would
occur by simply replacing the cooling units (condenser and air handler) in kind with new
models. Again, the NN models are trained on the same inputs utilized for the previously
discussed buildings.
1.2.6 Bausch and Lomb Library
The final building to be analyzed is the sister library to Rundel Library, and is located
directly across from it. Bausch and Lomb Library was built in 1997, and has a square
2
footage of 210,000
ft2 (19,509.6 m ). Bausch and Lomb Library is one of the largest
buildings in the city ofRochester, and uses approximately $220,000 in utility charges every
year (see Tables 1.1, 1.2, 1.3, and 1.4 for a breakdown of utility usage). Though it is the
largest of the six buildings described, it is only the third highest costing building. This can
be correlated to the HVAC system utilized for heating and cooling. The entire HVAC
system is original to the building (1997), and incorporates 123 heat pumps, a cooling tower,
21
and an air handling unit (ancillary system) for heating and cooling needs throughout the year.
The efficiency of this system and the age of the building are the main reasons for the lower
amount of utility costs. For these reasons, the cost per square footage for both electric and
steam are the lowest of any of the other buildings previously discussed. As with the
previously described buildings, the NN for Bausch and Lomb Library is trained on the same
inputs.
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Table 1.1: Natural Gas Usage Information for Selected Buildings for Fiscal Year 2002/03
Cost/sq ft in bold for Buildings that Primarily Use Natural Gas
Building
Building
Age
Square
Footage
Gas
Used
(Therms) Therms/sq ft Gas Cost Cost/sq ft
City Hall 1892/1976 151,249 1,722 0.011 $1,638.71 $0.01
CVMF Bldg 100 1982 95,957 147,457 1.537 $145,477.29 $1.52
Rundel Library 1933 120,000 0 0.000 $165.42 $0.00
Clinton Police 1996 9,120 3,198 0.351 $3,160.07 $0.36
Monroe Fire 1972 12,037 20,496 1.703 $18,019.68 $1.50
B & L Library 1997 210,000 0 0.000 $0.00 $0.00
Table 1.2: Electric Usage Information for Selected Buildings for Fiscal Year 2002/03
Cost/sq ft in bold for Buildings that Primarily Use Electricity
Building
Building
Age
Square
Footage
Electric
Used
(kWh) kWh/sq ft
Electric
Cost Cost/sq ft
City Hall 1892/1976 151,249 2,835,072 18.744 $262,182.86 $1.73
CVMF Bldg 100 1982 95,957 1,173,423 12.229 $102,241.87 $1.07
Rundel Library 1933 120,000 917,190 7.643 $88,436.79 $0.74
Clinton Police 1996 9,120 162,240 17.789 $17,294.58 $1.90
Monroe Fire 1972 12,037 157,360 13.073 $15,568.63 $1.29
B & L Library 1997 210,000 1 ,506,750 7.175 $151,631.47 $0.72
Table 1.3: Steam Usage Information for Selected Buildings for Fiscal Year 2002/03
Cost/sq ft in bold for Buildings that Primarily Use Steam
Building
Building
Age
Square
Footage
Steam Used
(M-lbs) M-lbs/sq ft Steam Cost Cost/sq ft
City Hall 1892/1976 151,249 2,135.40 0.014 $41 ,822.64 $0.28
CVMF Bldg 100 1982 95,957 0 0.000 $0.00 $0.00
Rundel Library 1933 120,000 6,543.30 0.055 $100,015.42 $0.83
Clinton Police 1996 9,120 0 0.000 $0.00 $0.00
Monroe Fire 1972 12,037 0 0.000 $0.00 $0.00
B & L Library 1997 210,000 3,258.90 0.016 $43,397.18 $0.21
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Table 1.4: Utility Cost Information for Selected Buildings for Fiscal Year 2002/03
Building_
Building
Age Gas Cost
Electric
Cost Steam Cost Total Cost
Total
Cost/sq ft
City Hall 1892/1976 $1,638.71 $262,182.86 $41 ,822.64 $305,644.21 $2.02
CVMF Bldg 100 1982 $145,477.29 $102,241.87 $0.00 $247,719.16 $2.58
Rundel Library 1933 $165.42 $88,436.79 $100,015.42 $188,617.63 $1.57
Clinton Police 1996 $3,160.07 $17,294.58 $0.00 $20,454.65 $2.24
Monroe Fire 1972 $18,019.68 $15,568.63 $0.00 $33,588.31 $2.79
B & L Library 1997 $0.00 $151,631.47 $43,397.18 $195,028.65 $0.93
$2.00
$1.60
$1.20
$0.80
$0.40
$0.00
City Hall CVMF Rundel Clinton Monroe B & L
Bldg 100 Library Police Fire Library
l Gas Cost/sq ft m Electric Cost/sq ft E3 Steam Cost/sq ft
Figure 1.1: Cost ofUtilities per Square Footage for Six Buildings for Fiscal Year 2002/03
1.3 Review ofLiterature
Energy prediction within buildings is a common area of research therefore it is
necessary to conduct an extensive review of all research material available. The literature
review includes information on current methods used for predicting energy usage in single
buildings; the use ofNN models for this application; and the energy prediction methods used
for a campus or citywide set of buildings. These three different areas will each be reviewed
in a separate section to follow. Section 1.3.1 will give an in-depth look at the multitude of
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methods explored for building energy prediction. Section 1.3.2 will discuss neural network
related research and its application in building energy prediction. Section 1.3.3 will
summarize methods used to predict building energy consumption based upon a campus or
city of buildings.
1.3.1 Building Energy Prediction
Over the years, many different forms of energy prediction have been utilized to
predict energy usage in solitary buildings. These include, but are not limited too, the degree-
day method, the modified degree day method, the variable-base degree-day method, bin
method, linear change-point regression, neural network models, genetic programming, and
several computer-simulation packages which typically incorporate first principal models.
Each of these methods will be discussed in detail in the following paragraphs. Al-Homoud
[2001], Chen et al. [2003], and Sat et al. [2003] have provided vast amounts of information
on these methods, and their viability as accurate building energy predictors.
The degree-day method assumes that energy consumption is proportional to the
difference between the mean daily temperature and the design temperature of 65 degrees
Fahrenheit [ASHRAE, 1997]. There are both heating and cooling degree-days based upon
whether it is necessary to heat or cool the space (both utilize the same design temperature of
65 degrees Fahrenheit; see Equations 3.1 and 3.2). This method is inaccurate because it does
not take into account the effect changing weather and temperature has on energy usage over
the entire day [Al-Homoud].
The modified degree-day method is different than the previously discussed degree-
day method because it utilizes a correction factor to more accurately predict the energy usage
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during heating. This correction factor was created empirically to account for the heating
effect on the days with an average temperature of 65 degrees Fahrenheit, which the base
degree-day method considers to have zero degree-days, and thus no space conditioning
required [ASHRAE]. This method like the regular degree-daymethod has its shortcomings.
The largest shortcoming is that it can only be used for heating, and it also does not remedy
the weather related inaccuracy found in the regular degree-day method [Al-Homoud].
The final degree-day based method to be discussed is the variable-base degree-day
method. This method utilizes the balance point temperature for the building for the energy
calculations. The balance point temperature is the temperature at which neither heating or
cooling is required. This method can also predict cooling energy more accurately, as long as
it is assumed no ventilation has been introduced and the building envelope can be assumed to
be tight [ASHRAE]. All of the degree-daymethods prove to be better energy usage
calculators during the heating season as opposed to during the cooling season [Al-Homoud].
This mainly has to do with the variance in heat gains, ventilation rates, and occupant
behavior with opening windows and operating air-conditioning systems [ASHRAE].
The final numerical building energy simulation discussed is the bin method. This
method is especially accurate for larger commercial buildings, where as the degree-day
methods are more apt at prediction for smaller buildings (both residential and commercial)
[Al-Homoud]. The bin method is better at larger commercial building predictions because it
can account for internally generated loads and cooling loads that are not linearly dependent
on temperature difference. This method consists of performing instantaneous heating and
cooling energy calculations at many different dry bulb temperature conditions, and
multiplying the results by the number of occurrences for each condition [ASHRAE]. This
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method is also good at predicting both heating and cooling loads, and also can take into
account ventilation loads and occupancy (whether the building is occupied or not occupied
by people) [ASHRAE].
Another numerical method for calculating energy usage is the linear change-point
regression method [Holman, 2001]. To utilize this method a base linear equation is created
that is based on a particular parameter. For calculating energy usage, it is recommended to
create two equations dependent on outdoor air temperature and modified by parameters
chosen through a regression analysis. The equation utilized for prediction is determined
based upon a comparison of the outdoor air temperature with the change-point temperature.
To determine the change-point temperature, it is necessary to perform successive substitution
of the temperature values until the appropriate change-point temperature is discovered.
Using the parameters determined through regression analysis and the change-point
temperature discovered through successive substation, a predictive equation (first order) is
created. By using this predictive equation and the appropriate temperature information, the
energy consumption per hour can be predicted. Based upon the work of Sat et al. [2003], the
linear change-point regression method is typically a better predictor than the degree day, bin,
and genetic programming methods, but still less accurate than the neural network prediction
capabilities.
There are also several software based detailed building energy simulation methods,
such as DOE-2 [Lawrence Berkeley Laboratory, 1979] and BLAST [Blast Support Office,
1997], which are more accurate than the previously mentioned energy analysis tools. These
programs are more accurate because they utilize information on the building setup and the
HVAC system. Each of these programs has its own advantages and disadvantages, and
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therefore each must be discussed in some detail. Both of the above-mentioned programs are
computer driven prediction tools that rely on a software package. There are many other
energy programs on the market, but reviewing DOE-2 and BLAST in detail will provide a
background into the information required to produce accurate results.
According to Al-Homoud [2001], one of the most widely used computer simulation
programs is DOE-2. DOE-2 is a program produced by the United States Department of
Energy used for analyzing the energy behavior of a building's HVAC system. DOE 2.2, the
most recent version of the program, utilizes hourly weather data to predict the thermal
performance and response of a building. In order to perform its predictions, the program
requires detailed information on the building's characteristics, such as square footage, layout,
occupancy, envelop information, equipment usage, etc. Besides predicting energy
information, the program can be used as a cost estimator. The program is able to provide
data on the energy and cost benefits of performing a building HVAC and/or lighting retrofit
[Lawrence Berkley Laboratory, 1979].
There are several other well known computer simulation packages besides DOE-2.
The program Building Load Analysis and System Thermodynamics, or simply BLAST, was
developed for predicting energy consumption and system performance in the late 1970's by
the US Army Construction Engineering Research Laboratory. The BLAST program has
been supported and maintained by the University of Illinois at Urbana-Champaign since the
early 1980's. The program is capable of predicting energy consumption and systems
performance, while also predicting costs associated with new or retrofitted building designs
with different types and sizes ofHVAC equipment. BLAST also has the inherent capability
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of performing hourly building energy analyses for mechanical equipment design as well as
compliance checks for a design budget [Blast Support Office, 1997].
Although DOE-2 and BLAST are both whole-building simulation programs and are
capable of producing similar outputs, there are differences between the two. DOE-2 is
considered a weighting factors method, where as BLAST is a heat balance method. For the
weighting factors method, the building space heat gains are converted to cooling or heating
loads using pre-calculated weighting factors. The heat balance method entails using a
detailed heat model of the thermal transfer processes occurring to calculate heating or
cooling loads produced by the heat gain [ASHRAE]. The weighting factors method proves
to be faster but the heat balance method has proven to be more accurate. Therefore, for the
most accurate results, BLAST is ideal for building energy simulation. Also, the increased
computational time proves to be fairly negligible due to the current processing speeds of new
computers, thus limiting the one drawback to the usage of BLAST [Al-Homoud].
The available range of computer simulation programs for building energy usage is
vaster than simply pre-packaged software. In fact, building energy usage simulation using
non-linearmethods programmed within computers has become more prevalent in the past
several years with high levels of accuracy. Two forms of non-linear simulation models
utilize genetic programming and neural networks. Genetic programming and its ability at
predicting energy usage is discussed in detail below. Information on neural networks and
their ability to viably predict energy consumption can be found in Section 1.3.2.
Genetic programming is a computer simulation method that is based upon the theory
of evolution [Koza, 1992]. Genetic programming transforms a population of individuals
(data) into a new generation using genetic operations like crossover and mutation in a
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computer simulation sense. Genetic programming utilizes an extension of genetic algorithms
for prediction by changing the dynamic of the bit strings. Genetic algorithms typically use
bit strings with fixed-lengths to represent given numerical parameters in a model. To predict
energy usage, the genetic algorithms use data to optimize the numerical parameters to find an
accurate model while knowing the expected output (supervised training). Genetic
programming utilizes variable-length symbol strings as opposed to the fixed-length bit
strings used for genetic algorithms to produce a more accurate depiction of the model. These
symbol strings actually represent formulas as opposed to numerical parameters [Kinnear,
1994; Angeline et al., 1996]. Thus, genetic programming actually produces computer coding
based upon the input data [Koza]. It has been seen in experimentation, that genetic
programming can deftly handle noisy, high-dimensional data [Kinnear; Angeline]. Genetic
programming though is still not as accurate as the other computer coding method of neural
networks [Chen et al. 2003].
For comparison purposes, the prediction accuracy is found for each method (degree-
day, bin, linear regression, neural networks, and genetic programming) by Chen et al. This is
accomplished by using the coefficient of variation of the root mean square error of the
predicted results (Equation 1.1). The results show that neural networks produce the best
results for both pre and post-retrofit energy prediction buildings, where as the degree-day
method typically produced the worst results for both pre and post-retrofit energy prediction
for the buildings. This is to be expected since the degree-day method is a very rough
estimate of energy usage. The genetic programming method proved to be the second best
predictor, thus proving that the non-linear simulation models are the most accurate non-
software (DOE 2.2, BLAST, etc.) based predictive tool. The comparison demonstrates that
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the accuracy of energy analysis results is limited by the availability of a robust and complete
data set.
,
E(x,--y,)2
CV(RMSE) = tj-i=! (Eqn. 1.1)
1.3.2 Neural Networks
As discussed in the previous section, there are two computer simulation methods that
utilize computers for programming purposes. The first method, genetic programming, was
discussed in some detail. The second and more accurate method is discussed in even greater
detail here. Many authors have utilized neural networks for building energy prediction
including Cohen et al. [1997], Curtiss et al. [1994], Curtiss et al. [1996], Jang et al. [1996],
Kissock [1994], and Stevenson [1994].
Before the previous research is explained, it is prudent to give a brief overview of
Neural Networks (an in-depth overview can be found in Chapter 2). NN models utilize
layers of nodes that are connected to mimic the way information is processed in the human
brain. These layers are separated into input, hidden, and output layers. The number of nodes
in the hidden layer is very important on the prediction capabilities of the NN. The
connections between these nodes are modified based upon a weighting factor and a bias. The
node weight values are varied during the learning/training process to produce the most
accurately predicting network. Typically, the weights are changed from the output layer
back to the input layer (referred to as back propagation) with the outputs having a known
value (supervised training). During this training process there are also several parameters
that affect how the network is trained. The learning rate or momentum effects the network
training by determining the amount of time the network can focus on the connection between
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the nodes. The level of gain also affects the network training process by changing the shape
of the activation function utilized to create more accurate connections.
After the brief overview ofNN models, the necessary foundation can be utilized to
better understand the literature reviewed for this thesis. Kissock [1994] utilized NN models
to predict cooling energy use in commercial buildings. Kissock gives a very thorough
description of these models and their inner-workings in this paper. To show the effects of
parameter choices, Kissock performs several runs at different levels of gain (0.1, 0.5, and
0.9) and also varies the learning rate (0.25, 1, 3, 5, and 7). Kissock's results showed that low
levels of gain slowed the training time down considerably. High levels of gain, in-turn,
accelerated the training time and produced a fairly reasonable prediction error. The effects of
varying learning rate seemed to relate mostly to convergence. Learning rates higher than 1
tend to produce more of an oscillatory result and do not produce convergence. Thus,
Kissock's results show that the ideal for producing acceptable results is having a low learning
rate and a high gain value.
Kissock also tested the effects ofNN architectures on prediction accuracy by
changing the dynamics of the number of layers and the number of nodes. Kissock performed
three different trials for a single building each utilizing two inputs (outside air temperature
and lighting/receptacle use) and a solitary output (cooling energy use). The first trial was of
a standard three layer NN with one input layer, one output layer, and a hidden layer with five
nodes. The second trial also utilized a three layer NN, but the nodes in the hidden layer were
increased from five to ten. The third and final trial utilized a four layer NN with two hidden
layers both containing five nodes. Each network was trained on the same input data and with
the same learning rate (0.25), gain (0.5), and bias (0). The results showed that the additional
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hidden nodes for trial 2 did not greatly affect the overall results. It was shown, though, that
the non-linear data was handled the best for prediction by the third trial. Thus, Kissock
concluded that NN models with multiple hidden layers are better at modeling non-linear data
than a single hidden layer NN.
Stevenson [1994] utilized NN models to predict building energy usage parameters,
such as electricity, chilled water, and hot water while utilizing temperature, solar radiation,
and solar insolation as the inputs. Stevenson's main concern was deciding on what is
necessary to produce a good NN model. To create this NN, Stevenson began by asking
several questions that would set up the foundation for the creation of a successful NN model.
The back-propagation method was used for training because its use has been well
documented and results quite acceptable. One of the most important decisions to be made
related to the amount of data that should be used for training. The method is used to find
what data is necessary included testing NN models with different inputs and then analyzing
the results. Stevenson also chose the architecture of the NN by utilizing this same approach.
The most accurate predictions for electricity, chilled-water, and hot-water usage were
produced with a network with two hidden layers. As expected, the results were quite
contingent upon the data that the NN was trained upon. Specifically data covering all of the
different seasons and data that covered working days and non-working days would have been
good to include in the training data sets. Even without supplying this information to the NN,
the results (root mean squared error ranging from 20 to 32) still showed that NN models can
be used to determine the inherent relationship between the building energy parameters and
the supplied inputs.
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Curtiss et al. [1994] utilized NN models to demonstrate their ability to optimize
energy consumption in a commercial-scale HVAC system. According to Curtiss, the
advantage ofNN models is their ability to perform predictions without the need for detailed
information about the building or subsystem. The models instead learn the relationship by
studying previously recorded data. For this model, the NN will be learning the relationship
between energy usage and controlled (chilled water supply temperature, supply air
temperature, and number of condensing fans operating) and uncontrolled (outdoor air
temperature, load in chilled water coil, and sensible heat ratio across coil) variables to ideally
produce an accurate energy usage prediction. The six inputs previously mentioned are input
into a NN with two hidden layers (ten nodes in each) that predicts the corresponding total
power consumption.
According to Curtiss [1994], a big advantage of the NN is that it can model non-linear
systems of higher order. The main disadvantage, though, is that it takes much longer for a
NN to learn the relationship than regression does. Once trained, the network can rapidly
formulate predictions on the inputs provided. The results of
Curtiss'
trial show that the
regression exhibits more scatter than the network, which yields a relatively tight fit to the
actual data. After producing accurate predictions, it was possible to optimize the controlled
variables to minimize the power utilized by the system. To perform this optimization, the
previous network is modified with new uncontrolled variable (mixed air temperature, chiller
post-evaporator temperature, fan speed control, chilled water pump speed control, chiller pre-
evaporator temperature) inputs and the removal of the controlled variable relating to
condensing fans. According to Curtiss, the addition of the NN optimizer resulted in an
energy savings of 10% over the previous method of using a fixed temperature setpoint.
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Curtiss et al. [1996] performed research on NN models applied to commercial
buildings to better understand their predictive and adaptive control capabilities. Curtiss
utilized a NN with two hidden layers to develop a model for predicting pre-retrofit energy
consumption for comparison with post-retrofit energy consumption. The inputs for this
model are taken hourly from known building chilled water consumption data and from
known weather conditions. To produce better results, Curtiss added a NN model to
compensate a conventional PID controller and called it an ANPID controller. ANPID is used
to minimize the output's overshoot, settling time, and the error. Basically, the NN modifies
the output of the PID controller, so as, to provide a first order response and minimize the
valve's actuator motion. This network was trained to minimize a cost function, which
consists ofweighting factors, maximum and minimum number of set-points, number of time
steps, and the process error, at both a simulated set point change and a simulated increase in
the process gain.
Curtiss found that the addition of the ANPID changes the method of training the NN.
For a typical NN, the output predicted by the NN is directly proportional to the desired
output. For the ANPID application to be trained properly, Curtiss had to modify the
treatment of the output, so as, to incorporate the back propagation training algorithm. Curtiss
found that the ANPID compensatormodifies the controller output in anticipation of a future
error. This increases the frequency of the actuator response, and dampens the oscillations.
Therefore, the ANPID controller results show that the controller causes convergence to occur
in less time than if a PID controller is used.
Cohen et al. [1997] used a NN to predict building HVAC system retrofit savings
utilizing both simulated and measured data for a commercial building. Cohen first utilized
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simulated data obtained from a building energy analysis program (DOE-2. IE) as the inputs
(Hour, weekday/weekend indicator, dry-bulb temperature, relative humidity, and solar
radiation) for a NN model that predicts the hourly electric, hot water, and chilled water
consumption for the entire building. DOE-2. IE was used to obtain simulated results for the
pre-retrofit and post-retrofit energy consumption data. This retrofit included a change in
lighting, inclusion of a Variable Air Volume system (supply only the necessary amount of air
to produce the proper space temperature), the addition of a variable speed drive chiller and
thermal energy storage system. The NN produced using this simulated data proved to predict
accurately, thus allowing the possibility for prediction on energy data from an actual building
that had undergone a similar retrofit. To prove that this NN works on real data, Cohen
trained and tested the network on actual data obtained from a business building that was
retrofitted through the Texas LoanSTAR program. Since actual data was used, it was
necessary to perform pre-processing on this data. This was accomplished by using the
mean/standard deviation transform. The mean/standard deviation transform involves
processing each input independently. This is accomplished by subtracting the mean for that
input from the input itself, and then dividing it by the standard deviation for that input.
Cohen found that the best results for this test occurred when using a NN with two
hidden layers with six nodes in each. Cohen utilized three NN models for both pre-retrofit
and post-retrofit data. The three models predicted electric, chilled water, and hot water usage
for the entire building. To create an accurate prediction of retrofit savings, Cohen utilized a
series of trials. The initial trial predicted what the energy usage would have been for the
three utilities if the retrofit had not occurred. The actual energy usage was then subtracted
from the neural network prediction to form a predicted retrofit savings. The final trial was
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utilized to predict the aforementioned predicted retrofit savings, and utilized the post-retrofit
data as the inputs and the output data from previous time steps to train the network (also
known as recursion). The results showed that the network predicted better when less data
was utilized from the post-retrofit period. The coefficient of variation results for only eight
weeks of data was between 14 and 28% where as results for seven months of data was
between 56 and 118%. The inaccuracy of these results is mainly attributed to limited input
data. If a complete year of data is utilized for training covering all possible scenarios, the
results would most likely improve because the network could predict for more situations. By
utilizing only seven months of data, variance was created in the data set due to changing in
seasons and other factors. The smaller data set did not contain as much variance simply due
to it covering such a small period of time. These results suggest that an increased amount of
data is more beneficial for prediction, but the results produced with a small amount of data
proved to be better than originally expected.
Jang et al [1996] also worked on predicting retrofit energy savings using two NN
models. The first NN model was autoassociative, which is a feed-forward network that
represents an identity mapping of the network inputs and outputs. Autoassociative networks
are trained in a similar manner to the aforementioned back-propagation technique. The
autoassociative NN contained three hidden layers, which includes a mapping layer,
bottleneck layer, and a demapping layer. The bottleneck layer compresses the information
contained in the inputs and prevents the network from learning the exact identity of the
mapping. This allows for some transformation of the data, which in turn allows the network
to reproduce the input associations at the output using only the compressed information
supplied by the bottleneck layer. The autoassociative network was used to fill in the missing
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gaps (data was removed purposefully to test the networks ability to handle data sets with
missing data) in the energy consumption data that is used in the post-retrofit energy predictor
NN.
The building to be analyzed first utilized a Constant Air Volume (CAV) system, but
changed to a Variable Air Volume (VAV) system after the retrofit. The NN is supposed to
accurately predict the energy savings using the post-retrofit input data provided. This data
includes utility usage data (electrical data broken into categories [whole building; motor
control center; and lights and equipment], chilled-water usage, and hot-water usage) and
outdoor weather condition data (temperature, wind, humidity, and solar radiation). The input
data was pre-processed and a hyperbolic tangent transfer function was chosen as the
activation function for the input layer. This function needs all the input data to be within the
range of negative one to positive one. Jang wrote a program to normalize the data between
0.9 and 0.9 with 0 mean and unit variance. The results were quite good (root mean squared
error less than 10%), but Jang suggests including data from previous time steps, otherwise
known as recursion, and to also have information on regarding occupancy and HVAC system
operation in the input data set.
1.3.3 Campus/Citywide Energy PredictionMethods
The focus of the research within this thesis is on performing energy predictions on a
campus or city of buildings. Therefore, it is useful to research past research conducted
within this area. After performing a thorough literature search, it was discovered that only
one paper published by Federspiel et al [2002] held any bearing on topic of this thesis.
Federspiel utilized the energy usage in multiple laboratory buildings to benchmark the energy
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usage of a new building of similar type. By looking at the energy usage of a population of
similar buildings, Federspiel found that by using a model-based benchmarking technique
better predictions could be made on a new laboratory building than predicted by alternate
benchmarking methods. Federspiel found that the current benchmarking methods were
lacking necessary features, and suggested that there needed to be some form of empirical
compensation for factors such as building size and fluctuations in the weather.
Based upon their findings, the authors embarked on creating a model-based
benchmarking technique that would prove to be more accurate than the standard techniques.
The objective was to create a benchmark for an "ideal" building that consumed the minimum
amount of energy required to achieve the same indoor temperature, humidity, lighting, and
ventilation conditions as the actual building. To create this model-based benchmark,
mathematical models must be employed to calculate the necessary values. Various
assumptions are utilized to simplify the calculations, which include assuming there is no
energy storage, no conduction or transmission, the daylight is used to its maximum
capability, the fans operate at a constant power, etc. Upon computing the benchmark, the
actual energy consumption is compared with the benchmark value to discover the tools
accuracy. The benchmark is then compared to the entire set of similar buildings and its own
past energy usage. Though the model was created for benchmarking of similar buildings, the
inherent nature of the model allows it to be utilized for dissimilar buildings too. This is due
to the functional requirements utilized by
Federspiel'
s model being independent of the
building type.
Based on
Federspiel'
s results, it was found that if the data for the set buildings is
incorrect or the buildings have been operated inefficiency, then the prediction for the new
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building would be inadequate. The prediction would tend to show that the building was
operating efficiently, when in reality it may be operating inefficiently. Federspiel found that
the inefficient operation of buildings tends to be very common due to the highly conservative
design ofHVAC systems. Because HVAC systems are commonly oversized, performance is
typically inefficient.
Federspiel'
s results showed that the mathematical model created for
benchmarking proved to be better than the previously utilized benchmarking techniques,
especially for the dissimilar building trials. The model had a multiple correlation coefficient
-_
(R ) value of 73% for the similar building case where as the other techniques produced
percentiles in the low 50s. For dissimilar buildings the model was 43% accurate as compared
to approximately 20% for the other two techniques. These results, overall, are extremely
poor, and prove that the benchmarking technique may not be the best choice formultiple
building comparisons.
1.4 Research Objective and Approach
The objective of this research is to create a neural network program that will allow for
an easier and more proactive approach to building energy management. The city of
Rochester previously only analyzed energy usage at the end of every year. Though this
method produced information to allow the city to combat any energy concern, it is quite
likely that the information is provided too late to combat the true issue. To be truly
proactive, it would prove more beneficial to receive information on a building's
"health"
monthly. This would allow the operators to combat any energy related issue before it
become a more critical concern. Also, utilizing a monthly approach would allow the city the
ability to know immediately whether an energy saving measure had been successful. The
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usage of a NN energy monitoring system could prove to be an excellent means of curtailing
unneeded energy usage and the extra cost associated with it.
A NN was chosen for this thesis based upon the results found in the literature review.
It was found that NN models are accurate predictors for information that showed little
straightforward relationships. Also, the literature review showed that NN models have not
been used previously for discovering energy usage for cities or campuses of buildings.
Federspiel et al. [2002] tried to use a set of buildings to find the energy usage for one
building using a model-based benchmarkingmethod. The results of these trials showed that
a more accurate model most likely exists, and it is suspected that NN modeling may be a
viable option for producing more accurate results. Based on these reasons, it was decided to
investigate the usage ofNNs for proactively monitoring energy usage in city of Rochester
buildings.
To create a NN model, a case study is created. Building data from the city of
Rochester, New York is used to determine if the NN model predicts feasible results that will
be useful for city and campus energy management. Using ten years worth of energy data
based upon utility bills (steam, electricity, natural gas) for approximately 90 buildings, the
NN is trained and tested for accuracy. The data set is divided into sets for training and
testing for the majority of the trials that are performed. NN models are also created for
buildings with less data, which proves beneficial for understanding how much data is
necessary for accurate predictions. Also, it is likely that many cities or campuses will not
have access to the large quantities of data that the city of Rochester has, so these particular
trials prove beneficial to these cities and campuses with less data. The NN models are tested
on the six buildings described in Section 1.2. The six chosen buildings are similar in type to
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many other buildings within the city ofRochester. There are also many other types such as
parking garages and recreation centers that are not being considered because of time
constraints.
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2 Neural Networks
2.1 Introduction
Artificial neural networks orNNs are a very useful tool for data prediction because
they are able to formulate predictions when there is a non-linear relationship between the
inputs and outputs. This can be achieved because NNs utilize interconnections to find how
seemingly unconnected variables are actually connected through a pattern. This process
relies on having large quantities of data, so as, the NN can accurately learn this unseen
connection.
NNs are most useful in non-linear problems because of their aforementioned ability
of finding a connection when there first appears to not be one present. NN problems are
typically broken up into two different regions: pattern recognition and regression. Pattern
recognition relates to classification or pattern matching. Regression on the other hand relates
to prediction because it deals with mapping a set of input variable(s) to output(s). Thus,
regression NN models are typically used to predict an output(s) based upon input
information.
Artificial NN models are loosely based upon the way information is transported
within the brain [Zurada, 1992]. Section 2.2 explains the neural network architecture (using
information found in Zurada), so as, to help better understand what is really occurring in this
NN model. The hidden layers within the neural network are often referred to as a "black
box" because it is difficult to know exactly how the model maps the input and output spaces.
For NN models, the model's performance is only as good as the data that it is
"trained"
on.
Thus, if trained using an inaccurate or incomplete data set, it is very likely that the predictive
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abilities of the model will be unacceptable. The creation and implementation ofNN models
within engineering, especially HVAC applications, is an area that continues to be explored
and therefore the work presented in this thesis advances the field in a unique direction.
2.2 Neural Network Architecture
NN models mimic the way biological neurons function in the human brain. This is
accomplished by arranging the model's nodes in layers such that each node is connected to
all other nodes in the adjacent layers. Each node sums all of the inputs it receives and then
transmits an output signal to the nodes that it is connected to in the subsequent layer as
shown in Equation 2.1. Each node's output is multiplied by a weighting factor, which is
varied during the learning or training process. Weight adjustment continues during training
until an acceptable final model output is achieved. Neural networks typically utilize afully
connectedfeedforward architecture. Fully connectedmeans that each node is connected to
all nodes in the adjacent layer, andfeedforward implies that all information is passed from
input to output nodes.
last
NETINPUT = XA*Vf + Bt (Eq. 2. 1 )
i=first
ACTIVATION. = yfNETINPLTi; ) = NET1NPllT (for sigmoidal activation function) (Eq. 2.2)1 + e
NETINPUT,
_
-NETINPUT,
ACTIVATION. = /(NETINPUT ) = eNETm,m g-NETLNfUT. (for tangential activation function) (Eq. 2.3)
e
' +e
ACTIVATION, = /(NETINPUT ) = NETINPUT (for linear activation function) (Eq. 2.4)
where,
NETINPUT = the net input at node i
f(NETINPUT) = activation function that is utilized to transform the node's net input to
an activation
ACTIVATION; = node i's output
B. = bias of node i (bias is adjusted during training)
ww = weight of connection between each node j in the previous layer and nodej-*'
(each weight is adjusted during training)
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Figure 2.1 shows a fully connected feed forward neural network with an input layer,
two hidden layers, and an output layer. In supervised training, a learning algorithm is
utilized to train the neural network to recognize patterns between the input and output data.
For non-supervised training, the output data is not known by the network, so a learning
algorithm can not be utilized for training. Supervised training is utilized more commonly
than non-supervised because it typically produces more accurate results [Stevenson]. For
supervised training, the most common method employed in the past for building energy
prediction is the back propagation method [Stevenson, 1994; Kissock, 1994; Curtiss, 1996;
Cohen, 1997]. This method involves comparing the value of the model's final predicted
output with a targeted output value and calculating an error. The weights are then changed in
a backward direction from the output layer to the input layer in order to minimize the error.
Weight (Wj^i)
Bias (BO
Input Layer
7 nodes
Hidden Layer # 1
5 nodes
Hidden Layer #2
3 nodes
Output Layer
1 node
Figure 2.1: A representation of a fully connected feed forward neural network
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The output or activation for each node can be determined using an activation function
as shown in Equation 2.2. There are three fairly common activation functions, including a
linear function, hyperbolic tangent function, and sigmoid function. The sigmoid function
(Equation 2.2) is most commonly chosen because of its accuracy in modeling non-linear data
sets, and it tends to model the characteristics of the brain's biological neurons the best. This
function outputs a value of zero if the input is large and negative and a value of one if the
input is large and positive. For the sigmoid function, it is necessary to set good choices for
the gain and bias within the network.
The gain and bias are parameters that influence the shape and position of the sigmoid
function. If these parameters are not chosen properly, the convergence time can be greatly
affected. This convergence time relates to the time it takes for the coefficient of variation
(COV) and root mean squared error (RMSE) to converge upon a value (the equations for
calculating COV, RMSE and the average error are shown in equations 2.5 - 2.7,
respectively) for the supervised training process. This is known by actively watching the
iterations progress during the training process. This is because the neural network may find
it difficult to find the true minimum of the surface. For a more accurate solution with the
least dependence on errors, a choice of small values for both gain and learning rate (also
referred to as the momentum rate) is the best solution. The one downside to this is that time
required for convergence greatly increases with the lowering of these two parameters
[Kissock, 1994].
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__]
(ACTIVATION,. - TARGET,. ) 2
RMSE = lU (Eq. 2.5)
N
COV =
v ,__]
(ACTIVATION,. - TARGET, )
2
xV-
N
(E(i-2-6)
mean
__\
(ACTIVATION,. -TARGET,)
AverageError = (Eq. 2.7)
N
where,
ACTIVATION, = node i's output
TARGET; = node
i'
s target va lue
N = number of training patterns
mean = average of the predicted data
To produce good results, several runs (epochs) must be performed during the training
process. This entails passing the pre-processed input data set through the neural network
several times before convergence can occur and the model is capable ofmaking acceptable
predictions. Convergence can also occur based upon criteria as opposed to the previously
discussedmethod of supervised training. This method of supervised training can be
accomplished by calculating the total difference of error between the neural network
output(s) and the actual output(s) for every epoch. When the total reaches the convergence
criteria, the data is no longer passed through the neural network and training has stopped.
A challenge associated with creating neural networks is to construct a model with
sufficient complexity without imposing a burden of excessive computational time. Based
upon the research by Stevenson [1994], it was found that a minimum of three layers (input,
hidden, and output) is necessary for good convergence. It was also found by Stevenson that
on occasion two hidden layers might produce better results. It is typically unnecessary to
have more than two hidden layers because it is more difficult to train and the benefits are
minimal [Stevenson]. Multi-hidden layer NN models also require more computational time
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due to added complexity. Creating an accurate and complete input data set is also very
important because it supplies the information the NN needs to make accurate predictions. If
the data set is input into a network architecture that is extremely complex, the network can
become brittle. When the network is brittle, it is unlikely to produce good results because
the network has simply memorized the data. When a prediction is utilized on this data, the
results are typically poor because the new inputs do not match the trained data set exactly. If
the input set is too small, or not robust enough, then accuracy will again become an issue
because NN models can not extrapolate [Steveson]. Therefore it is necessary to find the
"happy
medium"for the input set. This process tends to be the most time consuming part of
neural network creation.
2.3 Neural Network Software
Several NN software packages exist and are available on the marketplace. The
programMatlab has added a neural network toolbox package that is capable of training and
testing NN models [Demuth et al., 1994]. The research conducted for this thesis uses a NN
software program called NetFIT [Kreider & Associates, LLC, 2002]. The software is a stand
alone program that utilizes C-programming language to run the training and testing portions
oftheNN.
2.4 Regression Example
As discussed previously, the uses ofNNs can be separated into two different
categories, regression and pattern recognition. The trials performed for this thesis fall into
the regression category. A description ofNN setup and training, including the data pre-
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processing methodology is included in Chapter 3. Therefore, this section will be utilized to
show the predictive ability of a non-neural network regression analysis performed in
Microsoft Excel. The predictive ability of the Microsoft Excel trials will be compared
against the results of a comparable NN trial. The information gathered from these initials
trials, will give further insight into why NNs are chosen for this thesis over other, less
complex, methods.
Using electric usage data from Rochester's City Hall, a regression analysis can be
performed in Microsoft Excel. First, data relating to fiscal year, month, degree days (both
heating and cooling), and electrical usage are entered into columns within the spreadsheet.
UsingMicrosoft
Excel'
s built in Data Analysis Package, a regression is performed by
entering the inputs and outputs. In this case, the inputs are the year, month, and degree day,
and these are entered in the independent variable input selector. The output (Microsoft Excel
can only predict for one output), in this case is electrical usage, is entered into the dependent
variable input. After selecting certain regression related information, the regression
predictions are included in another worksheet. This information includes the predicted curve
fit coefficients and intercept value, which can then be used to create a curve fit equation that
can be utilized to perform a prediction.
The program performs both a first and second order regression (Equations 2.8 and
2.9, respectively) analysis upon the data. For the second order trial, it is necessary to take the
first order inputs and perform multiplications of the different variables (Equations 2.8 and 2.9
will help make this clearer). The results of these trials and a NN comparison can be found in
Tables 2.1 and 2.2. A limitation ofMicrosoft Excel's built in regression utility, besides only
being capable of handling a single output, is that it is only possible to enter in 16 columns of
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data for inputs. Therefore, in this case of this trial, it was not possible to perform a third
order regression trial with the built in function due to there being 19 columns of inputs.
ElectricalUsage (kWh) = 3350.806* Year -1622.96*Month -0.16829*DegreeDays (Eq.2.8)
ElectricalUsage (kWh) = -599068 *Year - 768561 *Month + 332. 1988 *DegreeDays
+ 149.8726 * Year2 + 38 1 .2555 * Year *Month - 0.23 169 *Year *Degree Days2
+ 308.8243 *Month2 + 1.460893 *Month *Degree Days2 + 0.094583 *Degree Days2
(Eq.2.9)
Table 2.1: Predicted and Actual Electrical Usage for City Hall (Microsoft Excel and NN trials)
Month
Actual
(kWh)
1st
Order
Excel
(kWh)
2nd
Order
Excel
(kWh)
NN City
Hall 5b
(kWh)
January, 2004 28601 1 24621 1 280531 269892.3
February, 2004 298930 244643 240500 234801 .9
March, 2004 250224 243077 219383 219854.5
April, 2004 232167 241498 217515 206477.6
May, 2004 212867 239933 234674 226562.6
June, 2004 196699 238327 243488 240793.2
July, 2003 272148 236722 254868 256492.6
August, 2003 277267 235096 253313 256148.8
September, 2003 259090 233460 245173 214255.4
October, 2003 226683 231765 221528 212108.7
November, 2003 251552 230116 223953 233902.6
December, 2003 261615 228436 242847 244161.5
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Table 2.2: Prediction Errors for Electric for City Hall (Microsoft Excel and NN trials)
Month
1st
Order
Excel
2nd
Order
Excel
NN City
Hall 5b
January, 2004 -13.92% -1 .92% -5.64%
February, 2004 -18.16% -19.55% -21 .45%
March, 2004 -2.86% -12.33% -12.14%
April, 2004 4.02% -6.31% -1 1 .07%
May, 2004 12.71% 10.24% 6.43%
June, 2004 21.16% 23.79% 22.42%
July, 2003 -13.02% -6.35% -5.75%
August, 2003 -15.21% -8.64% -7.62%
September, 2003 -9.89% -5.37% -17.30%
October, 2003 2.24% -2.27% -6.43%
November, 2003 -8.52% -10.97% -7.02%
December, 2003 -12.68% -7.17% -6.67%
To the untrained eye, the Microsoft Excel results look to be better than the results
produced by the network. It is accurate that the Microsoft Excel results are quite good,
especially considering the ease of use, but at closer inspection it seems that the NN approach
is actually better. If each month is looked at individually, it is quite obvious that from the
1st
order regression trial to the
2nd
order regression trial there is progression in the data to amore
accurate prediction. The term "more accurate
prediction"
may seem incorrect, based on
many of the months actually producing higher prediction errors, but in reality the results are
becoming more accurate. It can be assumed that the prediction accuracy will be better as the
curve fit equation becomes of a higher order.
The prediction error calculated in Table 2.2 is produced by performing a simple
percent difference between the actual and predicted values. Since this data is produced by
actual buildings, the results will naturally be skewed. The prediction error is not merely
showing how well the network or regression trials are performing. The error is also showing
whether an energy savings or loss has occurred in the building. In terms of the results shown
in Tables 2.1 and 2.2, it is expected forMay and June that an energy savings (a positive
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percentage) will occur because of the installation of new HVAC equipment at City Hall
during this time period. As expected, all three trials show that there was an energy savings,
and in fact for the month of June all of the trials predict similarly. Therefore, the progression
of the data to what seems to be a worse result, is actually giving a more accurate
representation ofwhat is actually occurring at the buildings. The usage of several trials, plus
comparison to the ten years of data the trials are trained on, is the only way to prove that the
network is not predicting poorly. For the trials performed in this thesis, a through check was
performed to verify that the network was predicting properly, though naturally for certain
trials it was found that there was an inherent prediction error cause by the data the network
was trained upon.
Using the trend found between the first and second order equations, it is expected that
this same trend will continue if NN models are indeed more accurate predictors. A simple
re-analysis of the results shows that the NN model is indeed a better predictor than the
regression trials. The NN model is a better predictor overall simply due to the complex
relationships it can explore, but for a lesser accurate result that requires less knowledge, the
Microsoft Excel regression works fine. It is possible that for more variable data, though, that
the Excel regression would not be able to fit the data without a much higher polynomial. The
data used for these trials was chosen due to its consistency, which proved to create accurate
predictions for all of the trials.
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3 Experimental Research
3.1 Discussion ofData
When using neural networks, the most important aspect for the accuracy of the
predictions relates to the input data set. For this research, the input data consists of data
related to energy usage formany of the city's buildings. This data encompasses monthly
electric, natural gas, and steam usage data for all of the major city buildings for a span of ten
years. Because of the importance of the data input, it is necessary to first verify that the data
is accurate during a pre-processing activity.
Data pre-processing is an exhaustive procedure that is extremely time consuming.
The vast majority of the energy usage data for the NN model came from utility bills sent by
Rochester Gas and Electric over the course of the ten years. During the past decade, the data
was input into a database maintained by the city ofRochester's finance department. There
were, though, several omissions from this data that needed to be input to create a full history
of all energy usage. For example, the eight city buildings that utilize steam do not have their
bills paid by the finance department; therefore, it was necessary to contact the supplier,
Rochester District Heat (RDH), for this information. The natural gas usage for three other
buildings had to be entered manual because they utilize a transportation gas service instead of
local gas delivery. Transportation gas service refers to natural gas that is transported (for the
city of Rochester the natural gas usually comes from Tennessee) through pipe lines to the
city of Rochester exchange. Upon reaching the exchange, the delivery of the natural gas to
the buildings is performed by Rochester Gas and Electric for a moderate transportation fee.
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Since the data was entered manually into the database, it is necessary to analyze all of
the data points. From this search, it is noticed that there are several very common
occurrences within the data. It is noticed on several occasions that some utility bills cover
more that one month of data. This is a problem because this research is utilizing monthly
weather data, and also looks to output a monthly energy usage. To combat this issue, these
occurrences are broken into multiple months. The usage then has to be split, so as, to show
that there is some level of usage occurring in each month. After inspection, a decision is
made on how to separate this utility data the best. If inspection yields no clear cut answer for
how the data is to be divided, the data is broken into equal parts for the month. It is very
unrealistic that the data would be exactly the same for two months, but this should not cause
much inaccuracy considering the vast quantities of data that are available.
Another issue found related to missing utility data. This occurred less frequently (at
most once per building's ten years of usage data) than the above mentioned issue, but it still
has the ability to affect the output of the network. Therefore, it was decided that using
previous
years'data utility and the current year's usage history, a close approximation could
be reached. On certain occasions, a degree day factor is used to formulate a guess. This
factor is a ratio of the degree days for the missing month and the degrees days for the same
month from a previous year. Multiplying this factor to the same month from a previous year
gives an estimate of the missing month's usage. This is performed several times with data
from different years, to get the best approximation available.
The final issue noticed throughout portions of the data relates to the values being too
large. This is typically either related to a number being entered into the wrong column or a
typing error. The first of these errors is usually quite noticeable because the usage values for
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natural gas and electric seem to have been swapped based upon values throughout the rest of
the year. This is simply changed by swapping them into the appropriate columns. The
second error usually involves in-depth inspection to see whether certain numbers may have
been hit at the same time because they are next to each other on the key pad. This is usually
fairly straightforward to notice because the value tended to be one magnitude too high. After
careful inspection, the number that seems to be out of place is removed.
The rest of the data utilized by the NN is input directly by the author, and therefore
did not need to be verified as closely. This information includes data on the building
number, the building type, the building square footage, and the age of the building. The
other information needed for the NN is the monthly degree-days. This information is
contained in a book at the city of Rochester. This degree-day information originated from
Rochester Gas and Electric, and has been taken to be accurate weather related data.
The usage data is input into aMicrosoft Access database to continue with pre
processing. This database is used to add information from various Microsoft Excel
worksheets together. The database also allows for further manipulation of the data. To make
the usage data not dependent on sizing or weather information, the data is initially divided by
square footage and degree-day. This will later be undone based on the results found during
analysis. The database also gives the freedom to perform advanced sorting on the data,
which allows for easier analysis and manipulation.
The creation of a second and eventually third trial method (Methods 2 and 3
discussed in Section 3.2) makes it necessary to gathermore information. Due to the
temperature based nature ofMethods 2 and 3, it is necessary to gather daily temperature
information dating back to 1994. To gather this information, it is necessary to find a
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reputable source. By utilizing a contact at a local Rochester news station, a website for the
National Weather Service Office located in Buffalo, NY is found that contains all of the
necessary information [National Weather Service, 2005]. Therefore, the data can be
considered quite reliable and not in need of extensive pre-processing.
After creating the temperature data set, the data needs to be processed according to
the billing cycle. Through the creation of Visual Basic programming (shown in Section 7.1),
the original data set is appended to include temperature related data in Microsoft Excel. This
data includes maximum temperature, minimum temperature, average temperature, and degree
days during the billing cycle. The degree days are also broken into heating and cooling
degree days for the billing cycle.
3.2 Discussion ofNeural Network Methods
In a goal to find the most accurately predicting neural network, three different
methods (referred to as Method 1, 2, and 3 from this point) are utilized with the monthly
energy data gathered from city of Rochester, NY buildings. Table 3.1 shows the inputs and
outputs for the different trials performed, and Table 3.2 explains these inputs and outputs.
Method 1 utilizes building and weather information such as building number, building type,
square footage, building age, year, month, and degree days to predict the utility usage for a
given month. The degree days utilized forMethod 1 were for a particular month, and thus
did not model the exact billing cycle for the utility usage.
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Table 3.1: Description ofMethods Performed
Note: Trials Performed for each method may not contain all of the inputs or outputs shown below
Method Trial Type Inputs Outputs
1 "building number trials" 1,3,4,5,6,7 1,2,3
1 "building type trials" 2,3,4,5,6,7 1,2,3
1 "solitary building trials" 5,6,7 1,2,3
2 "solitary building trials" 8,9,10,11 1,2,3
3 "solitary building trials" 8,9,10,12,13 1,2,3
Table 3.2: Description ofNNModel Inputs and Outputs versus Input /OutputNumber
Input Number Input Description
1 Building Number
2 Building Type
3 Building Square Footage
4 Building Age
5 Year
6 Month
7 Total Degree Days During Month
8 Max Temperature During Billing Cycle
9 Low Temperature During Billing Cycle
10 Mean Temperature During Billing Cycle
11 Total Degree Days During Billing Cycle
12 Cooling Degree Days During Billing Cycle
13 Heating Degree Days During Billing Cycle
Output Number Output Description
1
2
3
Natural Gas Usage
Electricity Usage
Steam Usage
The initial trials, referred to as the "building number trials", for Method 1 began with
a large set of buildings (-90) ofmany different types as the training set for a neural network
with three outputs and two hidden layers (see Figure 3.1 for a representation of the network
architecture). Based upon the research of Cohen [1997], the trials are also performed using
only a solitary output for each of the utilities due to the expectation of more accurate results.
To find a more accurate predicting network, the training set forMethod 1 is separated
into smaller sets with only similar building types (offices, garages, libraries, etc.). These
trials will be referred to as the "building type
trials" These networks utilize similar network
architecture (see Figure 3.2) to the building number trials, with a small change in the network
inputs (instead of building number being input, the building type is now input). As with the
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"building number trials" the "building type trials" were initially performed with a multi-
output network and then advanced to utilizing solitary output networks.
In a continuing goal of creating a more optimum network configuration, trials are
performed utilizing data for solitary buildings (referred to as "solitary building trials"; see
Figure 3.3) with a multiple output configuration. After performing the initial trials with
multiple-output configurations, the trials are then performed again utilizing single output
networks. Not surprisingly, the results show that the best predictive results occur when
utilizing a single output network for a solitary building [Cohen].
Building
Number
Square
Footage
Building Age
Year
Month
Degree Days
Note: Networks may not have all three outputs. The networks with less outputs will have a
different hidden layer configuration than that shown above.
Figure 3.1: Network Architecture for Method 1 - Building Number Neural Network
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Building
Type
Square
Footage
Building Age
Year
Month
Degree Days
Monthly
Gas Usage
(Therms)
Monthly
Electric
Usage (kWh)
Monthly
Steam Usage
(Mlbs)
Note: Networks may not have all three outputs. The networks with less outputs will have a
different hidden layer configuration than that shown above.
Figure 3.2: Network Architecture forMethod 1 - Building Type Neural Network
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Year
Month
Degree Days
Monthly
Gas Usage
(Therms)
Monthly
Electric
Usage (kWh)
Monthly
Steam Usage
(Mlbs)
Note: Networks may not have all three outputs. The networks with less outputs will have a
different hidden layer configuration than that shown above.
Figure 3.3: NetworkArchitecture for Method 1 - Solitary Building Neural Network
After discovering that a single output network for a solitary building produces the
best results, Method 2 is created to try and find a more optimal network. Due to the nature of
the data, it seems prudent to find information for the particular billing period rather than
characterizing the billing period as a particular month and using that month's temperature
information. Method 2 instead utilizes the start and ending dates of the billing period in a
visual basic coded function (the code utilized can be found in Section 7.1) to find the
temperature information for that same period, including minimum, maximum, and average
temperature and degree days. These inputs are then used in a neural network configuration
that utilizes two hidden layers and a solitary output (a representation of this network can be
seen in Figure 3.4). This method was applied to only solitary buildings due to the findings of
Method 1 . The network also utilizes a solitary input that predicts the daily utility usage
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instead of the monthly utility usage predicted byMethod 1. Daily usage is used due to the
different lengths of billing periods. This allows for the utility usage to normalized, and thus
account for billing period length during prediction. If this method or the followingMethod 3
is applied to multiple building sets, further inputs describing the nature of the particular
building would be necessary (similar to Method 1) to produce a network with prediction
capabilities.
Method 3 is a variation ofMethod 2, where instead of utilizing the total degree days
for the billing cycle, the degree days are broken into either heating or cooling degree days
(Equations 3.1 and 3.2, respectively) depending on the average temperature for the given
days in the period. Again, this information is used in a solitary building NN model utilizing
two hidden layers (a representation of this network can be seen in Figure 3.5). The network
also utilizes a solitary input that predicts the daily utility usage for the same reasons
previously discussed forMethod 2.
DDheadng =
65 F (18.3 C) - Mean DailyTemperature
DD
cooimg
=Mean DailyTemperature-
65 F (18.3 C)
(Eqn 3.1)
(Eqn 3.2)
Minimum
Temperature
Maximum
Temperature
Average
Temperature
Total
Degree Days
Utility Usage per day
(Therms, kWh, orM-lbs)
Figure 3.4: NetworkArchitecture forMethod 2 - Solitary Building Neural Network
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Minimum
Temperature
Maximum
Temperature
Average
Temperature
Cooling
Degree Days
Heating
Degree Days
Utility Usage per day
(Therms, kWh, orM-lbs)
Figure 3.5: NetworkArchitecture forMethod 3 - Solitary Building Neural Network
3.3 Discussion ofNeural Network Trials
In an effort to create accurately predicting neural networks, many trials must be
performed to find the appropriate configurations. The trials to be performed for this thesis
can be broken up into three sections (Complete Building Neural Networks, Building Type
Neural Networks, and Solitary Building Neural Networks), and each section will be
discussed in detail.
3.3.1 Implementation of Complete Building Neural Networks
Utilizing the pre-processed data, a complete data set of buildings is created in
Microsoft Excel. To be input into NetFIT (the neural network program utilized for all of the
trials), the datamust be saved as a text file, which is accomplished by using the save as
command in Microsoft Excel and selecting text (tab delimited). Prior to saving, the complete
data file is separated into a training set and a testing set. Two different techniques for
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separating the data are utilized, and later analyzed to see which technique produces the best
results for coefficient of variation (COV) and root mean squared error (RMSE).
The data used for this thesis comes from city ofRochester buildings from fiscal year
1994-1995 to fiscal year 2002-2003 (a fiscal year is from July to June). The first technique
separates the data randomly using Microsoft Excel's built in randomization function. The
testing set for the first technique contains 1500 testing patterns of data (number of patterns
chosen to give enough data for testing -20%), and the training set contains 6330 training
patterns. The 1500 testing patterns correlate to approximately 19% of the total data (7830
patterns), which should allow the network enough data for both training and testing.
The second technique separates the pre-processed data into training and testing sets
by using the fiscal year of the data. This technique utilizes the energy data from fiscal year
2001-2002 to fiscal year 2002-2003 as the testing set (1794 testing patterns). The data from
fiscal year 1994-1995 to fiscal year 2000-2001 becomes the training set (6036 training
patterns) for the neural network model. The 1794 testing patterns correlate to approximately
23% of the total data (7830 patterns), which should allow the network enough data for both
training and testing.
After the separation of the data into training and testing sets, the data can be input
into the NetFIT program (data is normalized by NetFIT using Equation 3.3).
,. , ,
(raw value-mean)
normalized value = - &<in -3.3
standard deviation
Once the data is input into NetFIT, it is necessary to declare the columns of data as either
inputs, outputs, or to be ignored. After designating the columns, it is necessary to determine
the network architecture. NetFIT has built into it the ability to add hidden layers and hidden
nodes for the activation function chosen (possibilities include sigmoid, tangential, and linear;
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Equation 2.2 - 2.4, respectively). All of this information can be found in the edit hidden
layers tab in the program. After choosing the hidden layer activation function (activation
function for the input and output layers are automatically set as linear) and the number of
hidden layers, it is possible to enter the number of nodes for each layer. Instead ofmanually
entering in the number of nodes, it was decided to use
NetFIT'
s "autoconfigure"option for
choosing the number of nodes in each layer. The "auto
configure"
option allows NetFIT to
make its best guess on the appropriate network architecture.
Prior to training the network it is necessary to reset the weights using
NetFIT'
s built
in functionality (if the network configuration changes, NetFIT mandates that the weights
must be changed prior to training). It is also necessary to set the training rates for the
network. This built in feature allows the user to choose the weight, bias, and momentum
training rates. It also allows the user to decide on when training will stop. For all of the
trials performed in this thesis, it was decided that training should continue until the training
COV was less than 0.5 % (naturally this value is not reached for most networks, but it allows
training to continue until convergence is reached). After deciding upon this information,
training of the network could begin. It is advised to watch the information produced by
NetFIT, so as, to know when the network has converged.
The data sets created during the aforementioned first technique are utilized to perform
six trials. The first three trials utilize output data that has been normalized for weather and
square footage (utility usage /
ft2 * Total Monthly Degree Days), where as the second three
trials utilize the non-normalized pre-processed data. For both the normalized and non-
normalized trial sets, a trial is performed utilizing the three different activation functions
(Sigmoid, Linear, and Tangent) contained within NetFTT. The results (discussed in Section
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4.1) from these two trial sets will be utilized to better understand the data needed for further
trials. The data sets created during the previously mentioned second technique are utilized to
perform six trials utilizing only non-normalized data due to the COV results found during the
first technique trials (this will be discussed in more detail in Section 4.1). The first three
trials performed again utilize the three different activation functions, the second three trials,
though, are performed utilizing only the sigmoid activation for one output networks. This is
different than the previous trials for both the first and second techniques that all utilize
multiple output networks. Table 3.3 shows the trails that will be performed for the "building
number
trials,"
and the corresponding description for the Input and Output numbers are
included in Table 3.2.
Table 3.3: Trial Information for "BuildingNumber Trials"
NN Name Method Separation
Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
normal 1b Year 2 Sigmoid 7 5 1,3,4,5,6,7 1,2,3
normal 2b Year 2 Linear 7 5 1,3,4,5,6,7 1,2,3
normal 3b Year 2 Tangent 7 5 1,3,4,5,6,7 1,2,3
normal 4b Year 2 Sigmoid 7 4 1,3,4,5,6,7 1
normal 5b Year 2 Sigmoid 7 4 1,3,4,5,6,7 2
normal 6b Year 2 Sigmoid 7 4 1,3,4,5,6,7 3
rand normal 1 a Random 2 Sigmoid 7 5 1,3,4,5,6,7 1,2,3
rand normal 2a Random 2 Linear 7 5 1,3,4,5,6,7 1,2,3
rand normal 3a Random 2 Tangent 7 5 1,3,4,5,6,7 1,2,3
rand normalized 1 a Random 2 Sigmoid 7 5 1,3,4,5,6,7 1,2,3
rand normalized 2a Random 2 Linear 7 5 1,3,4,5,6,7 1,2,3
rand normalized 3a Random 2 Tangent 7 5 1,3,4,5,6,7 1,2,3
3.3.2 Implementation ofBuilding Type Neural Networks
After performing an analysis of the Complete Building Neural Networks (Section
4.1), it seems prudent to try other methods that may prove better predictors. Instead of
utilizing the entire set of city buildings, which contains many different types of buildings
(ranging from office building to parking garages), another option is to separate the buildings
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into their respective types. Each building is classified as a specific type based upon the
author's familiarity with each of the buildings that in the data sets. The different types of
buildings can be found in Table 3.4. It may be noticed that several of the library building
type classifications have the term central in them. Central refers to Rundel Memorial Library
and Bausch & Lomb Library, and they are separated from the initial library classification due
to their relative size and their usage of steam for heating.
After adding a building type classification to the data, it is then necessary to separate
the data into training and testing sets. For the building type neural networks there are 12
different trial sets that will be performed, these sets include networks with just one building
type and networks for all the building types. To separate the data into training and testing
sets, the yearmethod utilized in the complete building neural networks (Section 3.3.1) is
used due to the results of the analysis in Section 4.1. For the one building type networks, the
testing set is created by using the data from fiscal year 2002-2003, and the training set is
created from the remaining data (fiscal years 1994-2002). Only one year of data is used for
the testing set because a single building type network has far fewer data points than complete
building neural networks. The networks containing all of the building types utilize a testing
data set created from the energy data for fiscal year 2001-2002 and fiscal year 2002-2003.
As with the single building type networks, the network training set is created by utilizing the
remaining energy data (fiscal years 1994-2001). Table 3.4 shows the number of training and
testing patterns for each of the 12 building type methods (building types 9 and 10 are for
unique solitary buildings and are not shown).
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Table 3.4: Training and Testing Pattern Information for Build Type NetworkMethods
Building Type
Numeric Building
Type for NetFIT
Training
Patterns
Testing
Patterns
Office 1 572 84
Parking Garage 2 286 36
Library (with central) 3 1,110 144
Fire 4 1,432 179
Police 5 650 108
Recreation Center 6 1,337 167
Garage with Office Space 7 767 96
Maintenance Building 8 288 36
Library (central) 11 153 24
Library (non-central) 12 957 120
All Build Types 1,2,3,4,5,6,7,8 5,785 1,723
All Build Types (Second Method) 1,2,4,5,6,7,8,11,12 5,785 1,723
For each of the building types listed in Table 3.4 (numeric building type description
used for implementation in NetFIT is also shown), several trials are performed. These trials
include training the networks with each of the three activation functions on a multiple output
model, training the networks with only the sigmoid activation function for a single output
model, and removing the building type input for the single output sigmoid activation trials.
There are also two trial sets performed with networks that include all of the building types.
The trials performed for these two sets follow the same process as the single building type
methods except that the building type input could not be removed so that trial variation can
not be performed. To better understand the trials that will be performed, Table 7.1 in the
Appendix contains all of the trial variation (the trials are labeled according to the numeric
building number description i.e. office is now referred to as build type 1). As before, the
description of the input and output numbers can be found in Table 3.2. The importing of data
and subsequent test setup in NetFIT follows the same process as what is described in Section
3.3.1.
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3.3.3 Implementation of Solitary BuildingNeural Networks
Based upon the results found after analyzing the coefficient of variations for the build
type networks in Section 4.2, it seemed apparent that the data set still needs to have less
variation to create an accurately predicting network. To produce a data set with less
variation, the most obvious solution is to create data sets involving only a single building.
This will allow the network to only train on the usage habits particular to a solitary building
and should thus lower the COV to a more acceptable value. To perform a thorough test of
this method, multiple trials will be performed on buildings from several of the before
mentioned building types. Due to the large amount of trials that will be performed for this
method, it seems prudent to discuss the implementation of the networks for each building.
This information will be provided in the subsequent sections.
To create the data sets needed for the three different methods (the aforementioned
Methods 1, 2, and 3), the data contained in the Microsoft Excel file is sorted to meet the
necessary data requirements. This is performed by specifying a building number (in the case
ofCity Hall the building number is 1.02) and then copying the data needed into a separate
worksheet. This worksheet is then saved as a tab delimited tax file. For Method 1, all of the
data is placed in either a training set or testing set. For Methods 2 and 3, data for one output
is included in only a training set. This is done to remove any data that may cause the
network to be trained improperly. This is unnecessary for Method 1 since this data was
produced with a summing function in Microsoft Access that added data together if it matched
the necessary query stipulations.
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3.3.3.1 City Hall
The first building to be analyzed is City Hall. This building is chosen due to its
importance to the city of Rochester, the variety of utilities used (gas, electric, and steam), and
also because it is a part of the office build type. Method 1 utilizes the two different data sets
for training and testing produces 84 training patterns and 24 testing patterns. The 24 testing
pattern data comes from the energy data during fiscal years 2001-2002 and 2002-2003.
Methods 2 and 3 utilize NetFIT' s built in capability of creating a testing set instead of
creating the testing set prior. This is chosen due to the relatively small size of the data sets,
and the overall testing COV results for the first method. In the NetFIT program it is chosen
that the testing set for Methods 2 and 3 should come from the top ten percent of the training
data file (network is trained on lower 90%, never trained on testing data). Due to the creation
of different data files for each of the three outputs, the number of training and testing patterns
is different for each of the files. The gas output file contains 97 training patterns and 1 1
testing patterns, where as the electric output file contains 96 training patterns and 1 1 testing
patterns. Due to steam being only used for part of the year, the number of training patterns
(69) and testing patterns (7) is significantly lower.
ForMethod 1, a total of 42 trials are run to test a variety of different setups in terms
of network architecture. These different setups occur by experimenting with changing the
weight, momentum, and bias training rates, and performing a test for each of the three single
output networks at the chosen training rates. A total of eleven different configurations for the
training rates will be performed plus the baseline case of 50 percent for each of the training
rates, which correlates to 36 of the 42 trials. Table 3.5 shows the training rate configurations
to be performed forMethod 1. The other six trials forMethod 1 test either input dependence
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or the activation function dependence. The three activation function trials are tested on the
multi-output neural networks; where as the three input dependence trials utilize the single
output networks, and only input the month and number of degree days. For Methods 2 and 3,
only three trials are performed utilizing the base training rates for a single output network.
These results are compared to Method 1 to help decide which method can be the most
accurate predictor. For a better understanding of the 48 trials performed for City Hall, Table
7.2 contains all of the necessary information. The input and output description information
can be found in Table 3.2. All of these trials will be performed in NetFIT following a similar
procedure to that described in Section 3.3.1.
Table 3.5: Training Rate Configurations for City Hall
Trial
Weight
Training
Rate
(%)
Bias
Training
Rate
(%)
Momentum
Training
Rate (%)
Baseline 50 50 50
1 100 50 30
2 100 30 70
3 100 70 30
4 50 70 30
5 30 70 30
6 10 70 30
7 30 70 50
8 30 70 70
9 30 70 90
10 30 100 50
11 30 30 50
3.3.3.2 Central VehicleMaintenance Facility Building 100
The Central Vehicle Maintenance Facility (CVMF) Building 100 is a combination
garage and office space. It, therefore, satisfies the criteria ofmeeting one of the build types
previously described. OnlyMethod 1 is performed on the data for this building due to the
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data's inherent nature. Since the utilities for the building come on several different bills with
different billing cycles and vastly different levels of utility usage, it seems likely that
Methods 2 and 3 would produce inaccurate results. Inaccurate results would most likely
occur because the network would be trained on data that produced dramatically different
outputs for inputs that were very similar. Currently, this is the only drawback that has been
found for Methods 2 and 3. This does not affectMethod 1 due to the assumption that every
billing cycle correlates to a particular month (characterized by a number ranging from 1 to
12) and all the energy usage is added together for each utility during that
"month."
The data utilized for the Method 1 trials is gathered in a similar manner as that
discussed for City Hall. Using the data processed in Microsoft Access, data sets are created
for both training and testing. The testing data set is created by using the data from fiscal
years 2001-2002 and 2002-2003, and the training set is comprised of data from fiscal years
1994 - 2001. This produces a data set with 84 training patterns and 24 testing patterns. This
information is then input into the neural network software utilizing a similar process as
described in Section 3.3.1. This data is utilized in a total of five trials (see Table 3.6 for more
descriptive information on the trials performed), following a similar method to the trials
performed for City Hall. The first trial to be performed is simply used to produce a baseline
case for the sigmoid activation function with multiple outputs. The tangential and linear
activation functions are not performed due to the poor performance found in the Complete
Building analysis (Section 4.1). The final four trials are performed on single output
networks, and are utilized to compare the prediction capabilities if the year input is or is not
removed from the data set.
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Table 3.6: Trial Information for CVMF Bldg. 100
NN Name Method Separation
Hidden
Layers
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
NN Bldg 100 1b Year 2 6 4 5,6,7 1,2
NN Bldg 100 2b Year 2 6 3 5,6,7 1
NN Bldg 100 3b Year 2 6 3 5,6,7 2
NNBIdg 100 4b Year 2 5 3 6,7 1
NN Bldg 100 5b Year 2 5 3 6,7 2
3.3.3.3 Rundel Library
Like the other buildings previously described, Rundel Library was chosen due to its
building type. The data forRundel Library like City Hall is utilized in Methods 1, 2, and 3.
It was gathered in a similar manner to that which has been described in the previous building
discussions. The one difference is that the initial data needed to be modified after the COV
results for the first trial performed were found. This was necessary because a change from
natural gas heating to steam heating in 1998 caused the network to have difficulty learning
properly. This was most likely due to the zero usage for natural gas and steam during the
periods where they had not been the heating source. Therefore, it was necessary to create
data sets that separated the gas period from the steam period. Since only the steam portion
will prove to be useful for future prediction, only the trials performed on that data are utilized
to test the network's predictive ability on actual data. The trials from the natural gas portion
are performed to find their predictive ability in terms of coefficient of variation.
The initial data set utilizes 84 training patterns and 24 testing patterns to train the
network. As previously, the data is separated by making the energy data for fiscal years
2001-2002 and 2002-2003 the testing set, and fiscal years 1994-2001 for the training set.
The data sets for the gas and steam periods are separated into the training and testing patterns
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in the NetFIT program due to the size of the sets. This correlates into 54 training patterns
and 6 testing patterns for the gas period, and 32 training patterns and 4 testing patterns for the
steam period. This is a very small amount of data, but it will help serve as a test to see how
much data is needed by the program to produce an accurate prediction. For the steam period
a total of 9 trials will be performed. These trials will be utilized to test the predictions found
in a multi-output network and compare the results to those produced by single output
networks. The data for Rundel is not utilized for activation function testing due to the results
ofmany of the other trials convincingly declaring that the sigmoid activation function
produced the most accurate networks. The Rundel data is also utilized to test the single
output networks dependence on network configuration. Trials are performed for networks
utilizing a 1, 2, and 3 hidden layer configurations. The results of this test plus the results of
the many other trials help determine the most accurate network configuration.
The data for Rundel Library is also utilized to perform trials forMethods 2 and 3.
The data files for these two methods are created following the same process as that for City
Hall. A total of three trials are performed for both of the methods. These trials utilize single
output networks that predict energy usage for each utility at Rundel, even though only steam
and electric will be used for predictions. The data for these trials are separated into training
and testing sets by utilizing
NetFIT'
s built-in tool. This creates 40 training patterns and 5
testing patterns for the gas network, 97 training patterns and 1 1 testing patterns for the
electric network, and 31 training patterns and 3 testing patterns for the steam network. Table
3.7 gives all the pertinent information for the trials performed for Methods 1, 2, and 3. The
information on input and output descriptions can be found in Table 3.2. All of the Rundel
networks are trained in the same manner as what is described in Section 3.3.1.
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Ta )le 3.7: Trial Information for Rundel Library
NN Name Method Separation Hidden
Layers
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
Rundel 1b Year 2 6 4 5,6,7 1,2,3
Rundel Gas 1b Year 2 6 4 5,6,7 1,2
Rundel Gas 2b Year 2 6 3 5,6,7 1
Rundel Gas 3b Year 2 6 3 5,6,7 2
Rundel Steam 1 b Year 2 6 4 5,6,7 2,3
Rundel Steam 2b Year 2 6 3 5,6,7 2
Rundel Steam 3b Year 2 6 3 5,6,7 3
Rundel Steam 4b Year 2 5 3 6,7 2
Rundel Steam 5b Year 2 5 3 6,7 3
Rundel Steam 6b Year 1 4 0 5,6,7 2
Rundel Steam 7b Year 1 4 0 5,6,7 3
Rundel Steam 8b Year 3 7 5-3 5,6,7 2
Rundel Steam 9b Year 3 7 5-3 5,6,7 3
Rundel 1c 2 NetFIT 2 4 2 8,9,10,11 1
Rundel 2c 2 NetFIT 2 4 2 8,9,10,11 2
Rundel 3c 2 NetFIT 2 4 2 8,9,10,11 3
Rundel 1d 3 NetFIT 2 5 3 8,9,10,12,13 1
Rundel 2d 3 NetFIT 2 5 3 8,9,10,12,13 2
Rundel 3d 3 NetFIT 2 5 3 8,9,10,12,13 3
3.3.3.4 Clinton Police Station
Though the city ofRochester is consolidating its Police Department and creating two
main stations, it still seems prudent to perform trials based on this building type. It is also
important to use this building due to the fact that the Clinton Police Station will soon become
one of the two main stations. At that time, the building will have been expanded and the
HVAC system will have been increased. Therefore, a new network will need to be created
once that has occurred, but these trials will still offer great insight into the possible predicting
ability for the network used in the future. The data for Clinton Police Station is gathered in
the same manner as the previous cases, and is implemented for Methods 1, 2, and 3. The
data is then separated into training and testing sets using fiscal year 2002-2003 energy data
for the testing set and fiscal years 1998-2002 for the training set. This correlates to 51
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training patterns and 12 testing patterns for the 7 trials performed forMethod 1. These trials
are used to gain extra information on the prediction accuracy for different setups. These
setups include testing prediction accuracy in reference to activation function dependence,
input dependence, and networks with single outputs. These trials are performed in NetFIT
following the same process as what has been described previously in Section 3.3.1.
ForMethods 2 and 3, the data was separated into training and testing sets by utilizing
the built-in feature found in NetFIT. This correlates into creating 58 training patterns and 7
testing patterns for the gas networks, and 57 training and 6 testing patterns for the electric
networks. This data is then input into the NN program and implemented in a similar manner
as what was described previously. The trials to be performed for Methods 2 and 3 are
utilized to provide a comparison on which method predicts the most accurately for a single
output network. Table 3.8 shows the trials performed for Clinton Police Station, and the
pertinent information necessary for each. Input and output information can be found in Table
3.2.
Table 3.8: Trial Information for Clinton Police Station
NN Name Method Separation
Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
Clinton Police 1 b Year 2 Sigmoid 7 4 5,6,7 1,2
Clinton Police 2b Year 2 Linear 7 4 5,6,7 1,2
Clinton Police 3b Year 2 Tangent 7 4 5,6,7 1,2
Clinton Police 4b Year 2 Sigmoid 6 3 5,6,7 1
Clinton Police 5b Year 2 Sigmoid 6 3 5,6,7 2
Clinton Police 6b Year 2 Sigmoid 5 3 6,7 1
Clinton Police 7b Year 2 Sigmoid 5 3 6,7 2
Clinton Police 1c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 1
Clinton Police 2c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 2
Clinton Police 1d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 1
Clinton Police 2d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 2
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3.3.3.5 Bausch and Lomb Library
Bausch and Lomb Library is currently the newest library in the city of Rochester, and
should also be operated the most efficiently. Therefore, this building is being modeled to see
how a building built in 1997 operates in comparison to its sister library Rundel that was built
over a half a century earlier. Using the same process as Clinton Police Station, the data is
separated into training and testing sets for Method 1. This correlates to 57 training patterns
and 12 testing patterns due to the one fiscal year of data (2002-2003) used for the testing set
and approximately five fiscal years of data (1997-2002) for the training set. The same trials
performed for Clinton Police Station are also performed for Bausch and Lomb. The main
difference is that these trials are used to predict electric and steam usage as opposed to
natural gas and electric usage. A similar process to Clinton Police Station is also used to
develop the data sets forMethods 2 and 3. After NetFIT separation of the original data set,
there are 62 training patterns and 7 testing patterns for the electric neural networks, and 53
training patterns and 6 testing patterns for the steam neural networks. All of these trials are
implemented and trained in NetFIT following a similar process as the process described in
Section 3.3.1. Table 3.9 provides all of the necessary information to the better understand
the exact nature of the trails that will be performed. As previously stated, the input and
output description information can be found in Table 3.2.
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Table 3.9: Trial Information for Bausch and Lomb Library
NN Name Method Separation
Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
B&L1b Year 2 Sigmoid 6 4 5,6,7 2,3
B&L2b Year 2 Linear 6 4 5,67 2,3
B&L3b Year 2 Tangent 6 4 5,6,7 2,3
B&L4b Year 2 Sigmoid 6 3 5,6,7 2
B&L5b Year 2 Sigmoid 6 3 5,6,7 3
B&L6b Year 2 Sigmoid 5 3 6,7 2
B&L7b Year 2 Sigmoid 5 3 6,7 3
B&L1c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 2
B&L2c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 3
B&L1d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 2
B&L2d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 3
3.3.3.6 Monroe Avenue Firehouse
Monroe Avenue Firehouse is one of the more recognizable firehouses simply due to
its location. It also is a good choice for a solitary building to be analyzed because it is
necessary to analyze all of the major build types. The data sets produced for this building
follow the exact same method as that for Clinton Police Station. Both the firehouse and
police station utilize electric and gas for all energy needs, and both are in partial use 24 hours
a day. The training and testing sets forMethod 1 produce 84 training patterns and 24 testing
patterns. Due to the firehouse having more historical data, the testing data set was based on
two fiscal years of data (2001-2003) and the training set utilized the rest of the historical data
(fiscal years 1994-2001). After creating the data sets, the same seven trials are performed
for the firehouse as were performed for the police station. Methods 2 and 3 will also be
performed on the data forMonroe Avenue Firehouse using the same process as utilized for
Clinton Police Station. Based on NetFIT's separation, the network will utilize 98 training
patterns and 1 1 testing patterns for gas, and 97 training patterns and 1 1 testing patterns for
natural gas. The same four trials are performed forMethods 2 and 3 as were performed for
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the police station. The implementation and training process followed a similar process as
described in Section 3.3.1 for all 1 1 trials. The pertinent information for all of the trials
performed for Monroe Avenue Firehouse can be found in Table 3.10, and the input and
output information can be found in Table 3.2.
Table 3.10: Trial Information for Monroe Avenue Firehouse
NN Name Method Separation
Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
Fire (2.01) 1b Year 2 Sigmoid 7 4 5,6,7 1,2
Fire (2.01) 2b Year 2 Linear 7 4 5,67 1,2
Fire (2.01) 3b Year 2 Tangent 7 4 5,6,7 1,2
Fire (2.01) 4b Year 2 Sigmoid 6 3 5,6,7 1
Fire (2.01) 5b Year 2 Sigmoid 6 3 5,6,7 2
Fire (2.01) 6b Year 2 Sigmoid 5 3 6,7 1
Fire (2.01) 7b Year 2 Sigmoid 5 3 6,7 2
Fire (2.01) 1c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 1
Fire (2.01) 2c 2 NetFIT 2 Sigmoid 4 2 8,9,10,11 2
Fire (2.01) 1d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 1
Fire (2.01) 2d 3 NetFIT 2 Sigmoid 5 3 8,9,10,12,13 2
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4 Results andAnalysis of Experimentation
To gauge the results of the data implementation discussed in Chapter 3 for all the
trials, it is necessary to perform an in-depth analysis of the trials. The majority of these
results are for network configurations with two hidden layers; trials are also performed on
one and three hidden layers to find the ideal number of hidden layers. Trials are also utilized
to learn the proper activation function to be utilized for the hidden layers during training, and
the effect of multi-output networks versus solitary output networks. The trials are performed
for all three network methods (Methods 1, 2, and 3 - see Section 3.2 for an in-depth
description of these methods). The analysis of these trial results can be found in the
following sections.
4.1 Analysis of Complete Building Neural Networks
As previously discussed in the implementation section (see Table 3.3 for information
on the trials), twelve different trials are performed to better understand the ideal
configuration for a data set involving several buildings (-90) of different types. To perform
an analysis on the results of the trials, it is first necessary to train the NN models with the
training data for the "building number
trials" (see Section 3.3.1 for a description of the trials
and Figure 3.1 for an example of the network architecture). The data set is trained until the
COV and the RMSE (Equations 2.5 and 2.6, respectively) have converged upon a specified
value. This is accomplished by watching how the values change during iterations. If it is
noticed by the user that the COV and RMSE values are not changing a significant amount,
the training is stopped and the NN file (all information: configuration, weights, results, etc.)
is saved with a descriptive filename. The filename gives information on the training method
79
(Method 1 - a, b; Method 2 - c; Method 3-d), the data separation for training and testing
(random - a; fiscal year - b; NetFIT - c, d), and the trial number. The COV results of these
different configurations are compared for both the training and testing sets. Table 4.1 shows
the training and testing COV results for gas, electric, and steam for the twelve "building
number
trials."
Table 4.1: Training and Testing COV Results for Complete Building Networks
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN normal 1b 169 85.6 445 146 92 522
NN normal 2b 5393 4080 16183 5621 3875 6926
NN normal 3b 220 114 721 221 102 646
NN normal 4b 102 N/A N/A 145 N/A N/A
NN normal 5b N/A 38.1 N/A N/A 51.5 N/A
NN normal 6b N/A N/A 374 N/A N/A 481
NN rand normal 1a 159 85.1 459 148 76.6 514
NN rand normal 2a 5047 4091 16000 5181 3953 14223
NN rand normal 3a 219 116 677 209 116 695
NN rand normalized 1a 345 331 963 379 401 760
NN rand normalized 2a 9423 8474 13867 9409 7534 12715
NN rand normalized 3a 444 368 976 440 422 811
To develop the best performing NN configuration, a test is performed to discover the
proper pre-processing of the data. Utilizing data separated randomly, training and testing
sets were created that contained either normalized (for square footage and degree days) or
normal (non-normalized) output data. The three NN rand normal trials utilize the non-
normalized output data, and utilize the sigmoid (trial la), linear (trial 2a), and tangent (trial
3a) hidden layer activation functions respectively. The three NN rand normalized trials
utilize a similarmethod with normalized output data.
The results shown in Table 4.1 for the "building number
trials"
show predictive
results that are unacceptable, which proves that a poorer network is produced when
normalized output data is utilized. Only the steam COV results for the linear activation
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function show a better COV with the normalized data. When the hidden layer activation
functions are varied, the results of the sigmoidal trials (trial la for both the rand normal and
rand normalized trials) are consistently the most accurate.
After concluding that the normalized data was not the appropriate method for
processing the output data, it is decided to check the COV dependence on how the data is
separated. Two different data sets for network training and testing are created. The first data
set utilizes the random method (NN rand normal trials) for the creation of testing sets, where
as the second sets uses two fiscal years worth of data (NN normal trials) for testing set
creation. The COV results for the NN rand normal trials and the first three NN normal trials
are compared. As previously, the trials represent the three different activation functions
(sigmoid - trials la/lb, linear - trials 2a/2b, tangent - trials 3a/3b). The COV results show
that the NNs produce fairly similar results. The random method predicts slightly better with
eleven of the eighteen COV percentages showing more accurate predictions than the normal
method counterpart, though the difference between several of the percentages is seemingly
negligible (such as 85.1 % compared with 85.6 % for rand normal la and normal lb,
respectively). Due to the added work in separation, it is decided that the normal method
(training and testing sets created by using fiscal year) will be used for the rest of the trials
performed. The NN normal trials like the two NN random trial sets (normal / normalized)
show that the sigmoid activation function proves to be the better predictor. This is expected
based upon the results shown by the literature reviewed.
After deciding upon using non-normalized, yearly separated data, three more trials
are performed to test whether single output networks are better at predicting the utility usage
than the multi-output networks utilized in the previously discussed trials. NN normal 4b, 5b,
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and 6b utilize the sigmoid activation function, and only output usage for a single utility
(natural gas; electric; and steam, respectively). The COV results show that, as expected, the
single output network predicts better than the multi-output network. This is due to the
network having the ability to "concentrate" on only one output, which allows it to formulate
a better relationship between the inputs and the specified output.
4.2 Analysis ofBuilding Type Neural Networks
After finding unacceptable prediction results during the analysis of the complete
building networks (also referred to as the "building number trials"), it was decided that it
may be possible to get better COV results if only similar buildings are modeled together
(referred to as the "building type trials"). Thus several data sets were created for all of the
different building types (see Table 3.4 for a list of the different building types and their
corresponding numeric descriptor and Table 7.1 for information on all of the "building type
trials"
performed). In Table 7.3, in the appendices section, the training and testing COV
results for all of the different trials can be viewed. This table contains both solitary building
type trials (i.e. data from only office buildings, which is referred to as build type 1), and also
complete sets of all the building types (simply the NN build type or NN build type lib trials;
discussed in more detail in the accompanying pages).
The results from the NN build type andNN build type lib trails are compared with the
NN normal trials discussed in the previous section to understand whether the NN can predict
from an entire set of buildings better when utilizing a building type model as opposed to each
building being categorized with a number. Table 4.2 shows the COV results for training and
testing for both the "building number
trials"
and "building type
trials,"
to determine their
ability at handling an entire set of buildings of all different types. The same six trials
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(dependence on activation function choice and the usage of single outputs) performed for the
NN normal trials were performed for both the NN build type and NN build type lib trials.
The NN build type lib trials differ with the NN build type trials based on the data trained
upon.
For the NN build type lib trials, the library buildings are separated into two different
building types due to the central library buildings (Rundel and Bausch and Lomb Libraries)
being dissimilar to the rest of the library buildings (central libraries utilize steam for heating).
Therefore, instead of simply utilizing build type 3 for training (all libraries), the NN build
type utilizes build type 1 1 and build type 12 (central libraries and non-central libraries,
respectively) for the training and testing data sets. It is expected that the NN build type lib
trials would be better than the NN build type trials due to less variance in the data for a given
build type. The results in Table 4.2 show this to be true to some degree, though there are
occurrences where the COV results are actually lower for the NN build type trials.
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Table 4.2: Training and Testing COV Results for Build Type and Building Number Methods
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN normal 1b 169 85.6 445 146 92 522
NN normal 2b 5393 4080 16183 5621 3875 6926
NN normal 3b 220 114 721 221 102 646
NN normal 4b 102 N/A N/A 145 N/A N/A
NN normal 5b N/A 38.1 N/A N/A 51.5 N/A
NN normal 6b N/A N/A 374 N/A N/A 481
NN build type 1b 153 85.3 383 174 89 473
NN build type 2b 5300 4054 25952 5626 3850 6892
NN build type 3b 235 110 730 221 107 624
NN build type 4b 114 N/A N/A 138 N/A N/A
NN build type 5b N/A 32.1 N/A N/A 51.6 N/A
NN build type 6b N/A N/A 342 N/A N/A 459
NN build type lib 1b 166 66.8 373 176 80.5 442
NN build type lib 2b 5360 4030 12835 5638 3830 6321
NN build type lib 3b 269 111 648 251 122 582
NN build type lib 4b 106 N/A N/A 211 N/A N/A
NN build type lib 5b N/A 34.5 N/A N/A 54.7 N/A
NN build type lib 6b N/A N/A 341 N/A N/A 480
A technique for characterizing the results is developed by using a ranking system
where a single point is given to the lowest COV value, a half point to the middle value, and
zero points to the highest value. Based upon this method, the NN build type lib trials
receives 14 of the possible 36 points, where as the NN build type trials receive 13.75 points
and the NN normal trials receive 8.25 points. The results of this technique show that both of
the building type methods predict better than individual building numbermethod for
complete building networks. This is due to the network being able to form more concise
relationships because of the data containing less building classifications. Also, both of the
building type trial sets continue to show the trend that the sigmoid activation function and
single output networks produce the lowest COV results when compared to the other two
activation functions and multi-output networks, respectively. Using the training electric
COV results for NN build type lib as an example, it is found that the sigmoid function has a
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COV of 66.8 % compared to 4030 % and 111 % for the linear and tangential activation
functions, respectively. The results also show a COV of 34.5 % for the single output
network, which is significantly lower than the result for multi-output sigmoid function
network previously mentioned.
After reviewing the results for the complete building build type method, it was
decided that trials should be performed utilizing only a single build type. The single building
type data set would be utilized to perform testing based upon activation functions, single
output versus multi-output, and input dependence. The COV results for training and testing
for build type 4 (training and testing data from all of the fire department buildings within the
city ofRochester) are shown in Table 4.3. The majority of the results for the other build
types follow a similar pattern, and thus only build type 4 is analyzed it detail. As expected
from previous results, the trial that utilized the sigmoid activation function on the hidden
layers (trial lb) produces the lowest COV for both training and testing (for electric training
the COV results are 21.9 for sigmoid, 41 for linear, and 22.7 for tangential). Also, the single
output results are better than the results for the multi-output networks (the single output COV
for electric training is 17, which is slightly better than the previouslymentioned multi-output
value). The last trials performed for each building type, test the networks dependence on
including the building type number in the inputs. Since this number does not change within
the data set, it is expected that it will have a limited effect on the COV results. Table 4.3
shows more change than expected between the baseline (trial 4b) and trial 6b. After
analyzing the majority of the values for the other build type COV results, many of the trials
show a change in the networks predictive ability. Many times this change is quite negligible,
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but for some trials the prediction results can be either significantly worse or better (see Table
7.3 for the COV results for the rest of the "building type trials").
Table 4.3: Training and Testing COV Results for Fire Build Type
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN build type (4) 1b 43.1 21.9 N/A 42.4 22.7 N/A
NN build type (4) 2b 100 41 N/A 96.4 36.3 N/A
NN build type (4) 3b 46.3 22.7 N/A 49.2 24.1 N/A
NN build type (4) 4b 34.5 N/A N/A 41.1 N/A N/A
NN build type (4) 5b N/A 17 N/A N/A 19.5 N/A
NN build type (4) 6b 41.6 N/A N/A 52.9 N/A N/A
NN build type (4) 7b N/A 17.5 N/A N/A 20.8 N/A
4.3 Analysis of Solitary Building Neural Networks
Even though the results of the "building type
trials"
are better than the initial
"building number trials", it was concluded that this trend would continue if data for only a
solitary building is utilized to train the network. The following sections provide analysis of
six different buildings, and utilize
NetFIT'
s prediction ability to compare the networks
energy usage prediction to the actual usage during fiscal year 2003-2004. The training and
testing COV results for the six buildings are also utilized to determine the network's
predictive ability, but it is expected that they will show similar findings as the comparison of
the actual and predicted utility usages. The COV results for the solitary buildings for
Methods 1, 2, and 3 (see Table 7.4 in appendices) are lower than the build type counterparts,
as is expected.
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4.3.1 City Hall
City Hall was the first building utilized for network training due to its importance in
the city of Rochester. Therefore, it is the first solitary building to be analyzed, and should
prove to be the foundation for the solitary building network conclusions. Since CityHall was
the first building implemented in NetFIT, it will be used to test many different network
configurations. The results for the 42 trials (trial information can be found in Appendix
Table 7.2) completed will be analyzed to understand what the ideal configuration is for
accurate network predictions. The prediction results for the 42 trials performed for Method 1
are included in the appendices building data section (Tables 7.5 - 7.10).
4.3.1.1 Method 1 - Natural Gas
The initial analysis performed involves natural gas usage prediction (shown in Tables
7.5 and 7.6). Due to City Hall's usage of both steam and natural gas for heating, it seems
likely that the prediction results will not be as accurate as it would if only one of the utilities
was utilized for heating. This is due to the variability that will be present in the data due to
utility usage not being consistent. Poorer predictions, though, will be expected for the
natural gas networks due to steam being the first heating option, and natural gas only being
utilized when additional heating energy is necessary or if there is an issue in relation to the
steam supply. Due to natural
gas'
subordinate role in heating, the data is very variable month
to month for the entire data history. Thus it is suspected that the natural gas results will be
especially poor. Actual usage compared with predicted usage, and the associated prediction
errors are utilized to understand the networks prediction ability. If the prediction error is
positive, the actual usage is less than the network predicted amount of usage, which denotes a
savings of energy. Conversely, a negative prediction error denotes an energy gain due to
87
more energy being used than what the network predicts. Therefore, it is expected that the
prediction error for the network results will never be zero percent due to the inherent changes
that occur during building operation.
As expected, the natural gas prediction results shown in Tables 7.5 and 7.6 are quite
poor (prediction errors ranging from -100 % to 100%, which is unlikely to be just from
energy savings/losses). Even with these poor results, it is necessary to utilize the data to gain
a basis for future conclusions on network configurations. The first trials performed were
created to understand the networks prediction ability when different hidden layer activation
functions are utilized (see Table 7.2 for information on the trials performed). Based on the
analysis performed for the larger building sets, it is expected that the sigmoid activation
function (trial lb) will prove to be more accurate than the linear function (trial 2b) or the
tangential function (trial 3b) for multi-output networks. Based on the prediction results for
the three trials, it seems that an argument could be made that any one of the hidden layer
activation functions produces the most accurate results. An example of this can be seen for
the month ofMay, where the prediction percentage errors were -31.99, -37.10, and -32.17 for
the sigmoid, linear, and tangential activation functions, respectively. These results are quite
similar, and the results of the other months merely cement the possibility that any activation
could be the most accurate. Due to this ambiguity, it will be assumed that the sigmoid
function produces the most accurate results based upon the COV calculated by NetFIT
(Table 7.4). The network was also utilized to test whether a single output network produces
more accurate results than the multi-output network discussed previously.
A total of thirteen single output sigmoid function driven trials were performed on the
natural gas data. These trials test the networks predictive ability when utilizing different
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training rate configurations and the networks dependence on inputs. A total of 12 training
rate trials, description of trials can be found in Table 3.2, were performed (trials 4b to 37b in
Tables 7.5 and 7.6). The results of these trials show that it is possible to gain some increased
prediction capabilities by changing the training rates, but this increased prediction accuracy
is only for particular months (-54.07 % versus -6.82 % for the month ofAugust 2003 for
trials 4b and 7b, respectively). Therefore, changing the rates produces both beneficial and
detrimental results at the same time. In many cases, the beneficial is more prevalent than the
detrimental, but the results have shown that by simply utilizing the default training rate
values (recommended by the creator ofNetFIT) fairly decent and consistent predictive results
are feasible. For this reason, the sigmoid function with only the default training rate values
(50 % for bias, weight and momentum rates) is utilized for the other solitary buildings. The
results of these training rate tests will be verified with the use of the other utility data for City
Hall to form a complete conclusion on training rate manipulation.
The results of the sigmoid function with the default values, though, did show that in
general a single output network was capable of producing better predictive results than the
multi-output counterpart (-9.09% versus -26.13% prediction error for the month ofFebruary).
The final single output trial (trial 40b) for City Hall tested the networks predictive ability
when the year input was removed from the data set input into the neural network software.
The results showed that overall the removal of the year input produced results similar to the
original sigmoid function trial (trial 4b). Naturally, some of the months predicted more
accurate results, where as others predicted worse results. This is due to the inherent
variability within the natural gas data set from its ancillary nature in heating the building.
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Overall, the trial without the year input predicted slightly more accurately than the trial that
included it.
4.3.1.2 Method 1 - Electric
After analyzing the results of the natural gas predictions, there are still many
questions that have yet to be answered mainly due to the overall poorness of the natural gas
results. Thus, performing analysis on the other the utility predictions for City Hall is
necessary before any conclusive facts on the ideal network configuration can be discussed.
The electrical usage for City Hall will be analyzed next, and is expected to provide better
results due to the more consistent nature of electrical usage. The results of the electrical
usage predictions can be found in Tables 7.7 and 7.8 in the appendices section. As with the
natural gas predictions, trials are performed that test for dependence on the hidden layer
activation functions, outputs, training rate configurations, and inputs.
The results of the activation function tests show similar results to the natural gas
predictions (all activation functions predicted fairly well), except that the electric predictions
are significantly more accurate. As with the natural gas trials, it is again difficult to select the
most accurately performing trial. It seems, though, that the sigmoid function (trial lb) and
tangential function (trial 3b) are slightly better than the linear activation function (trial 2b)
because of an added consistency between their results. The linear results are typically not
consistent with the findings for the sigmoid and tangential, which leads to the possibility that
there may be a network error relating to a poor fit. Based on the prediction results and the
COV results (shown in Table 7.3), the sigmoid function should be considered the most
accurate of the activation files utilized for training. A look at the prediction percentages in
90
Table 7.6 for January shows that the sigmoid function produces the most accurate predictions
(sigmoid: -3.51 %, tangential: -7.62 %, linear: -18.12 %).
After testing the multi-output networks for hidden layer activation function
dependence, the final thirteen trials (more information can be found in Table 7.2) for
electrical usage test single output sigmoid function driven networks for various information.
As predicted, trial 5b (sigmoid function with default training rate values) is more accurate
than the multi-output network due to the network's ability to
"concentrate"
on only one
output. Also, the other eleven training rate trials (described in Table 3.2) show that training
rate manipulation can yield better results, but the predictions are not significantly better than
the baseline case. The results of these trials showed less of the variability caused by
manipulating the training rates than what was found for the natural gas predictions. This is
most likely due to the more consistent usage of electric during the ten year building utility
history. The final electric trial (trial 41b) tested input dependence on a single output network
by removing the year input. The results show that by removing the year input, the
predictions are not greatly affected negatively. Naturally, the predictions for certain months
are worse than the results found in trial 5b, but nonetheless are still quite accurate. Also, all
of the trials show a high positive prediction error for the month of June. This high positive
prediction error correlates to a savings in energy usage, which is accurate because of the
HVAC retrofit that was being performed during this same time period. Therefore, it was
expected that there would be an energy savings, and the fact that the network shows this
occurring means that these networks could prove to be useful monitoring tools.
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4.3.1.3 Method 1 - Steam
The final trials performed for Method 1 utilize the steam utility data (results shown in
Tables 7.9 and 7.10). As discussed previously, steam is the main source of energy during the
heating season. It is suspected that the results will be more consistent than the natural gas
predictions simply due to its nature of being the main heating source. Like the previously
discussed results for natural gas and electric, the same sequence of trials is performed on the
steam data. This final set of tests helps create conclusive evidence on the usage of training
rate manipulation. The other tests are performed on other buildings with different building
types to understand the trends better. For the hidden layer activation function trials, the
results show that the sigmoid function (trial lb) and tangential function (trial 3b) are more
accurate than the linear activation function (trial 2b). This was expected based upon the
results previously discussed, and also shows that the linear function may not be able to
predict as well for something that is not following a very straightforward relationship.
The final thirteen trials for Method 1, all utilize the sigmoid activation function for a
single output network. The initial baseline case (trial 6b) that utilizes default values for the
training rates produces unexpected results. Typically, the single output network produces
more accurate results than the multi-output counterpart, but in this case it is the complete
opposite. The most likely reasoning for this issue is that the network has been skewed by
data that contains zero usage. By removing this zero usage data, the prediction results should
prove to be more accurate. This will be verified in the steam trials forMethods 2 and 3. The
results of the other eleven trials for training rate manipulation show that it is possible to
produce more accurate results by changing the training rates, but the predictions accuracy is
not significant enough to change from the default settings. Also, the results for the steam
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data showed more variability for manipulation trials than what was found for the electric
data. This, again, is most likely related to the zero usage data contained within the data set.
The final trial that tested input dependence (trial 42b) shows that by removing the
year input, the results can be affected greatly (both positively and negatively). The months
ofMarch and April show both the positive and negative affects the removal of the year input
can have. ForMarch, the initial sigmoid trial with all the inputs has a prediction percentage
of -0.31 %, where as the prediction percentage for the trial without the year input is -18.03
%. This is a dramatic change in the amount of energy gain predicted, which makes it more
likely that a network error is more to blame for the change. A similar change occurs in the
month of April, where the prediction percentage changes from 115.73 % to -0.13% for the
trial without the yearly input. In this case, it seems the initial sigmoid trial is more flawed
than the input dependence trial. Based upon these results, no definitive answer can be made
for how removing that input affects the network's predictive ability.
4.3.1.4 Methods 2 and 3 - Natural Gas
After analyzing the results from Method 1, it seems prudent to perform an in-depth
analysis onMethods 2 and 3 to see if the prediction results can be made more accurate by
changing the network inputs. As with Method 1, the results will be separated into the three
different utilities, and then discussed in detail.
The results in Tables 4.4 (natural gas usage for Methods 2 and 3) and 4.5 (associated
prediction error) show that the data used to train the natural gas networks was too variable to
allow the network to predict accurately.
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Table 4.4: Actual and Predicted Natural Gas Usage for City Hall (Methods 2 and 3)
Month
Actual
(therms)
NN City
Hall 1c
(therms)
NN City
Hall 1d
(therms)
January, 2004 5.06 2.40 4.57
February, 2004 5.10 10.15 4.11
March, 2004 5.36 3.51 4.25
April, 2004 3.60 4.05 2.97
May, 2004 6.25 4.01 1.94
June, 2004 2.76 4.05 2.53
July, 2003 4.55 1.88 2.63
August, 2003 5.07 1.88 2.63
September, 2003 5.10 1.88 2.53
October, 2003 8.70 4.05 3.44
November, 2003 9.68 4.07 2.42
December, 2003 7.97 4.98 3.97
The inputs utilized forMethods 2 (trial lc) and 3 (trial ld) prove to be inconsistent when
compared to the results forMethod 1 (trial 4b shown in Table 7.6). This inconsistency is
shown by the prediction values being more accurate for certain months and less accurate for
others. Actually, the results show that trial ld (Method 3) predicts fairly well from January
to April, but from April to December both networks predict poorly (prediction percentages
forMethods 2 and 3 range from 46.63 % to -74.96 % during that time period). Therefore, the
results forMethods 1, 2, and 3 show that training a network on data that is variable (due to
human related factors and equipment issues) is going to produce poor results no matter what
inputs are utilized to train the network.
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Table 4.5: Prediction Error for Natural Gas for City Hall (Methods 2 and 3)
Month
NN City
Hall 1c
NN City
Hall 1d
January, 2004 -52.64% -9.61%
February, 2004 98.94% -19.38%
March, 2004 -34.51% -20.80%
April, 2004 12.54% -17.46%
May, 2004 -35.81% -68.95%
June, 2004 46.63% -8.17%
July, 2003 -58.56% -42.23%
August, 2003 -62.84% -48.20%
September, 2003 -63.09% -50.47%
October, 2003 -53.39% -60.44%
November, 2003 -57.99% -74.96%
December, 2003 -37.48% -50.21%
4.3.1.5 Methods 2 and 3 - Electric
Based upon the results found in Method 1, it is expected that the prediction results for
the electrical usage data will also be quite good for both Methods 2 (trial 2c) and 3 (trial 2d).
The results contained in Tables 4.6 and 4.7, though, show that the network was under-
predicting all of the usage data for the inputs given with the exception ofMay.
Table 4.6: Actual and Predicted Electric Usage for City Hall (Methods 2 and 3)
Month
Actual
(kWh)
NN City
Hall 2c
(kWh)
NN City
Hall 2d
(kWh)
January, 2004 9,226.16 7,638.43 7,493.30
February, 2004 9,341.56 7,847.41 8,535.88
March, 2004 8,628.41 7,561.09 7,728.89
April, 2004 7,738.90 6,738.57 5,099.69
May, 2004 6,652.09 6,669.68 6,992.53
June, 2004 6,782.72 6,566.38 5,770.28
July, 2003 8,778.97 7,638.25 7,737.68
Auqust, 2003 8,944.10 7,638.25 7,727.78
September, 2003 8,636.33 7,638.25 7,142.18
October, 2003 7,816.66 6,573.93 5,799.66
November, 2003 7,861 .00 6,713.38 4,568.77
December, 2003 9,021.21 7,011.91 7,393.90
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It is known that the network is under-predicting based on a comparison of the results found in
Method 1 (Table 7.8) Also, it is known that the month of June 2004 should show an energy
savings due to an HVAC retrofit that was performed during this time. Contrary to the results
found in Method 1, Methods 2 and 3 both show a loss in energy (extra usage of electricity).
This proves that the network is truly predicting poorly, and most likely is related to the NN
not learning the relationship properly during training.
Though this creates an incorrect prediction, it is better than the opposite extreme of
over-predicting all of the results. Over-predicting would make the building operators feel
comfortable with how they are operating the building because it would be showing an energy
savings. Under-prediction merely forces the operators to perform a thorough check to see if
there is a reason for energy gain. Even if unwarranted, extra preventative maintenance is
never a disadvantage. Unfortunately if the network continues to under-predict (show an
energy gain) with little to no reasoning for it, then it is likely that the building operators
would eventually ignore the prediction results due to the high probability of false alarms.
Table 4.7: Prediction Error for Electric for City Hall (Methods 2 and 3)
Month
NN City
Hall 2c
NN City
Hall 2d
January, 2004 -17.21% -18.78%
February, 2004 -15.99% -8.62%
March, 2004 -12.37% -10.43%
April, 2004 -12.93% -34.10%
May, 2004 0.26% 5.12%
June, 2004 -3.19% -14.93%
Julv, 2003 -12.99% -1 1 .86%
August, 2003 -14.60% -13.60%
September, 2003 -11.56% -17.30%
October, 2003 -15.90% -25.80%
November, 2003 -14.60% -41 .88%
December, 2003 -22.27% -18.04%
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4.3.1.6 Methods 2 and 3 - Steam
The final trials to be analyzed for City Hall are for the steam usage predictions found
utilizing Methods 2 (trial 3c) and 3 (trial 3d). The overall results, shown in Tables 4.8 and
4.9, appear to be more consistent and slightly less variable than the results found in Method
1.
Table 4.8: Actual and Predicted SteamUsage for City Hall (Methods 2 and 3)
Month
Actual
(M-lbs)
NN City
Hall 3c
(M-lbs)
NN City
Hall 3d
(M-lbs)
January, 2004 20.10 18.98 19.51
February, 2004 14.90 13.77 14.62
March, 2004 9.71 7.11 6.78
April, 2004 4.20 2.58 3.78
May, 2004 0.00 0.00 0.00
June, 2004 0.00 0.00 0.00
July, 2003 0.00 0.00 0.00
August, 2003 0.00 0.00 0.00
September, 2003 0.00 0.00 0.00
October, 2003 0.00 0.00 0.00
November, 2003 6.72 3.86 1.52
December, 2003 14.84 16.41 13.69
The more accurate predictions are related to the removal of the zero usage data points from
the data set prior to training. This removes the possibility for the data to become skewed by
nonessential data patterns. Both Methods 2 and 3 had problems predicting for the month of
November due to the input data used for the training. Obviously, the data during the month
ofNovember has been too variable (due to the constant changing of the weather during this
month, historically) to produce a relationship the network is capable of predicting. This
again alludes to the fact that the networks prediction ability hinges entirely on the data that
has been input into it for training. Therefore, it is necessary to perform an exhaustive data
pre-processing to make sure the network has every opportunity to learn properly. The data
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used in this thesis was pre-processed extensively, but nonetheless some variance is inherent
to data based upon building operation which is out of realm of pre-processing.
Table 4.9: Prediction Error for Steam for City Hall (Methods 2 and 3)
Month
NN City
Hall 3c
NN City
Hall 3d
January, 2004 -5.57% -2.94%
February, 2004 -7.54% -1.85%
March, 2004 -26.79% -30.17%
April, 2004 -38.54% -9.96%
May, 2004 0.00% 0.00%
June, 2004 0.00% 0.00%
July, 2003 0.00% 0.00%
August, 2003 0.00% 0.00%
September, 2003 0.00% 0.00%
October, 2003 0.00% 0.00%
November, 2003 -42.62% -77.44%
December, 2003 10.61% -7.77%
4.3.1.7 Conclusions
The results of the trials performed on the data from City Hall give the foundation for
future conclusions on the ideal network configuration/architecture. Based on the results, it is
found that utilizing the default training rate values (50 % for the weight, bias, and momentum
rates) is more effective than modifying the training rates. The results also show that single
output networks produce more accurate predictions than theirmulti-output counterpart. One
surprising revelation related to the usage of activation functions for the hidden layers (input
and output layers utilize the linear function). The sigmoid trial was typically the most
accurate performer, and was followed closely, in terms of accuracy, by either the tangential
or linear trials. Overall, the results for City Hall are less than ideal, but the most accurate
results are produced for electric forMethods 2 and 3. The steam trials are also accurate for
Methods 2 and 3 due to the removal of the zero usage data. The results, though, for natural
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gas are very poor due its variable data and ancillary nature in terms of providing heat to City
Hall.
4.3.2 Central Vehicle Maintenance Facility Building 100
The Central VehicleMaintenance Facility Building 100 (CVMF Bldg. 100) is another
building that is undergoing a NYPA retrofit, but the majority of the savings will not show up
in the data being analyzed since the majority of the project had yet to be completed as of the
end of June 2004. As previously stated in the implementation section, only five trials (see
Table 3.6 for a description of the trials) are utilized for this building due to an inability to
utilize Methods 2 and 3, and the activation function dependence is not analyzed due to the
assumption that the sigmoid would produce the best results. Therefore, CVMF Bldg. 100 is
utilized to understand single output networks with the year input and without. To analyze the
data for these trials, the results are separated into the respective utility tables and then the
trials are analyzed for their predictive ability.
4.3.2.1 Method 1 - Natural Gas
The results shown in Tables 4.10 (natural gas usage) and 4.11 (associated prediction
error) look fairly decent overall, but there are several outliers in the prediction results from
May to August that elicit some concern (prediction percentages as high as 2594.4 % during
the period for the trials).
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Table 4.10: Actual and Predicted Natural Gas Usage for CVMF BLDG. 100
Month
Actual
(thems)
NN Bldg
1001b
(therms)
NN Bldg
100 2b
(therms)
NN Bldg
100 4b
(therms)
January, 2004 21 ,489.00 32,970.16 25,079.10 27,165.85
February, 2004 18,366.00 8,744.10 14,591.69 2,563.64
March, 2004 17,920.00 8,744.10 14,591.69 16,083.05
April, 2004 13,703.00 11,190.30 3,329.99 16,083.05
May, 2004 2,346.00 57,565.20 43,860.59 27,167.03
June, 2004 705.00 509.79 8,062.37 10,414.25
July, 2003 452.00 11,190.30 419.06 10,414.22
August, 2003 386.00 3,603.12 3,862.30 10,400.40
September, 2003 2,626.00 8,744.10 842.59 796.37
October, 2003 7,162.00 8,744.10 14,591.69 2,718.71
November, 2003 1 1 ,073.00 11,190.30 14,591.69 16,083.05
December, 2003 14,653.00 57,565.20 3,329.99 16,083.05
Also the data shows limited consistency, with much of the data changing between energy
savings and losses quit rapidly (prediction percentages vary from 53.43 to -52.39 for trial lb
for January and February, respectively). It is feasible that this could occur during the course
of a couple ofmonths, but it is highly unlikely. Though the results are poor, overall, it may
still be possible to utilize the results to gain a slim amount of evidence to make later
conclusions. As is expected, the single output network (trial 2b) produces
"better"
results
than the multi-output network (trial lb). Also, the trial without the year input (trial 4b)
shows that it produces poorer results than the baseline case (trial 2b). The information from
these results gives reasonable information, but it should not be used for definitive proof due
to the overall poorness of the results.
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Table 4.11: Prediction Error for Natural Gas for CVMF BLDG. 100
Month
NN Bldg
1001b
NN Bldg
100 2b
NN Bldg
100 4b
January, 2004 53.43% 16.71% 26.42%
February, 2004 -52.39% -20.55% -86.04%
March, 2004 -51 .20% -18.57% -10.25%
April, 2004 -18.34% -75.70% 17.37%
May, 2004 2,353.76% 1 ,769.59% 1,058.01%
June, 2004 -27.69% 1 ,043.60% 1 ,377.20%
July, 2003 2,375.73% -7.29% 2,204.03%
August, 2003 833.45% 900.60% 2,594.40%
September, 2003 232.98% -67.91% -69.67%
October, 2003 22.09% 103.74% -62.04%
November, 2003 1 .06% 31 .78% 45.25%
December, 2003 292.86% -77.27% 9.76%
4.3.2.2 Method 1 - Electric
Based on the results found for natural gas, it is assumed the results for the electrical
data may also be poor. The electrical prediction results for CVMF Bldg. 100 can be found in
Tables 4.12 and 4.13.
Table 4.12: Actual and Predicted Electric Usage for CVMF BLDG. 100
Month
Actual
(kWh)
NN Bldg
1001b
(kWh)
NN Bldg
100 3b
(kWh)
NN Bldg
100 5b
(kWh)
January, 2004 111,833.10 99,530.29 109,993.70 110,560.90
February, 2004 108,134.60 89,809.95 100,577.10 85,801.02
March, 2004 105,241.10 89,809.95 88,704.61 94,299.01
April, 2004 87,954.70 93,261.38 96,520.66 94,299.01
May, 2004 76,619.81 128,939.60 126,856.00 110,563.60
June, 2004 83,131.94 91,596.06 116,050.60 85,789.40
July, 2003 95,477.16 93,261.38 77,731 .73 85,790.16
August, 2003 88,832.87 82,764.02 92,943.68 85,797.93
September, 2003 91 ,000.08 89,809.95 90,755.74 85,801.13
October, 2003 93,357.73 89,809.95 100,577.10 85,801 .00
November, 2003 92,302.35 93,261.38 88,704.61 94,299.01
December, 2003 104,390.50 128,939.60 96,520.66 94,299.01
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Contrary to the natural gas results, the electric results prove to be quite consistent with
limited variability. This simple fact will allow for the analysis to be used more practically to
formulate network conclusions. The results show that the multi-output network (trial lb)
produces poorer results that the single output network (trial 3b), though there are a couple
months where the multi-output network actually shows better prediction ability (for the
month of July, the prediction percentages are -2.32 versus -18.59 for trials lb and 3b,
respectively). The prediction results also show that the input dependence trial (trial 5b) that
does not include the year input predicts quite similarly to the single output network (-1.64 %
versus -1.14 % for trials 3b and 5b for the month of January, respectively). There is some
disagreement for some of results for specific months, but overall they are quite comparable.
Table 4.13: Prediction Error for Electric for CVMF BLDG. 100
Month
NN Bldg
1001b
NN Bldg
100 3b
NN Bldg
100 5b
January, 2004 -11.00% -1.64% -1.14%
February, 2004 -16.95% -6.99% -20.65%
March, 2004 -14.66% -15.71% -10.40%
April, 2004 6.03% 9.74% 7.21%
May, 2004 68.28% 65.57% 44.30%
June, 2004 10.18% 39.60% 3.20%
July. 2003 -2.32% -18.59% -10.15%
Auqust, 2003 -6.83% 4.63% -3.42%
September, 2003 -1.31% -0.27% -5.71%
October, 2003 -3.80% 7.73% -8.09%
November, 2003 1 .04% -3.90% 2.16%
December, 2003 23.52% -7.54% -9.67%
4.3.2.3 Conclusions
The results of these trials have added more weight to the findings from the previously
analyzed trials. As with City Hall, the data from CVMF Bldg. 100 shows that a single output
network is a better predictor than the multi-output counterpart. The results also show that the
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removal of the year input from training data has only a small effect on the overall results of
the trials. Overall, the electrical trials predict significantly better than the natural gas trials
due to the added consistency inherent in the electrical usage.
4.3.3 Rundel Library
As previously stated in the implementation section for Rundel Library, a total of nine
trials (see Table 3.7 for information on the trials performed) were performed on the energy
data from the aforementioned steam period. After training the various configurations on this
data, predictions are performed by inputting a data file into NetFIT with the necessary inputs.
This file must also include columns representing the columns that may have been ignored
during the training process. If these columns are not included in the data file, a syntax error
occurs. Upon input of this data file, a prediction is performed and output to a text file stored
in a user-defined directory. This information can then be input into a program likeMicrosoft
Excel for easy data manipulation and comparison.
4.3.3.1 Method 1 - Electric
To better analyze the prediction results, the information has been separated into charts
relating to type of energy utilized. Table 4.14 shows the actual and predicted electric usage
for the library.
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Table 4.14: Actual and Predicted Electric Usage for Rundel Library (Method 1)
Month
Actual
(kWh)
NN Rundel
Steam 1b
(kWh)
NN Rundel
Steam 2b
(kWh)
NN Rundel
Steam 4b
(kWh)
NN Rundel
Steam 6b
(kWh)
NN Rundel
Steam 8b
(kWh)
January, 2004 50,040.00 55,794.18 54,108.23 54,230.57 1,322.77 56,282.59
February, 2004 48,600.00 53,518.66 53,332.06 54,232.22 990.88 62,168.39
March, 2004 49,680.00 56,432.17 55,020.95 54,453.68 530.08 68,738.73
April, 2004 49,680.00 -694.20 82,723.75 60,704.38 6.99 75,816.55
May, 2004 73,800.00 -22,041 .70 117,459.40 83,376.09 3.64 52,320.77
June, 2004 91 ,800.00 77,545.21 113,055.80 58,756.54 3.48 51,209.15
July, 2003 109,440.00 139,582.20 182,564.90 138,433.80 3.42 100,435.30
August, 2003 101,160.00 138,546.30 172,011.70 111,111.70 3.41 105,872.80
September, 2003 117,360.00 138,207.30 170,472.70 108,793.60 3.42 110,495.50
October, 2003 73,260.00 141,861.50 113,172.30 73,277.25 4.19 53,818.91
November, 2003 49,320.00 142,470.50 111,146.50 33,472.14 57.85 47,506.40
December, 2003 44,640.00 -13,216.70 103,631.80 54,480.76 820.52 53,580.86
The data is arranged by month starting with January, but in all actuality the data truthfully
starts in July 2003 and ends in June 2004. This is based upon the fiscal cycle utilized by the
city ofRochester. As can be seen from the results, the NN models had difficulty predicting
the actual output, especially NN Rundel Steam 6b, which utilized a single hidden layer NN.
There are also several usage predictions that produce negative energy usage. This is
obviously incorrect, and relates to variance in the training data. A better representation of the
data's correctness can be discovered by looking at the predicted percentage error in Table
4.15.
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Table 4.15: Prediction Error for Electric for Rundel Library (Method 1)
Month
NN Rundel
Steam 1 b
NN Rundel
Steam 2b
NN Rundel
Steam 4b
NN Rundel
Steam 6b
NN Rundel
Steam 8b
January, 2004 1 1 .50% 8.13% 8.37% -97.36% 12.48%
February, 2004 10.12% 9.74% 1 1 .59% -97.96% 27.92%
March, 2004 13.59% 10.75% 9.61% -98.93% 38.36%
April, 2004 -101.40% 66.51% 22.19% -99.99% 52.61%
May, 2004 -129.87% 59.16% 12.98% -100.00% -29.10%
June, 2004 -15.53% 23.15% -36.00% -100.00% -44.22%
July, 2003 27.54% 66.82% 26.49% -100.00% -8.23%
August, 2003 36.96% 70.04% 9.84% -100.00% 4.66%
September, 2003 17.76% 45.26% -7.30% -100.00% -5.85%
October, 2003 93.64% 54.48% 0.02% -99.99% -26.54%
November, 2003 188.87% 125.36% -32.13% -99.88% -3.68%
December, 2003 -129.61% 132.15% 22.04% -98.16% 20.03%
The prediction percentages in Table 4.15 are capable of showing the user which
buildings are operating more efficiently than historically, and those which need to be
researched. If the prediction error is positive, this means that the actual usage is less than
what history says it should be. This should be considered to be a positive, and that the
preventative measures employed currently are a success and should be continued. On the
opposite extreme, a negative result means that immediate action needs to take place in order
to remedy the current situation. Naturally with any computer based simulation, it is possible
to receive a poor result. Nevertheless, it may still be used as a flag to know whether an
investigation needs to be made into a building's
"health." For the data utilized to train these
particular networks, and in fact all of the trials, the human factor can be attributed as the
cause for the greatest variance in the results month to month. This human factor relates to all
of the possibilities in changes caused by occupancy, personal space comfort levels
(temperature), and anything else that has the possibility of being affected by a person.
The prediction results in Table 4.15 immediately show that the use of one hidden
layer (trial 6b) is not acceptable for proper prediction for electrical usage (all of the
prediction percentages are between -97.36 and -100). The results also show that the use of
105
three hidden layers (trial 8b) does not produce good enough results to offset the increased
training time when compared to the two hidden layer networks (9.74 % versus 27.92 % for
the month of February for trials 2b and 8b, respectively). As expected, the single output
network (trial 2b) produces better results than the multi-output (trial lb). The results for the
removing of the year input (trial 4b) is unexpected, though, since the results are overall better
than the single output network while only utilizing degree days and month for the inputs (for
the month ofAugust, trials 2b and 4b produce prediction percentages of 70.04 and 9.84
respectively).
The overall results contain more variance than what would be expected. The results
for January through March are quite consistent for the first three NN trials (lb, 2b, and 4b),
the results for the rest of the months, though, do not continue this trend of consistency (-
101.40 %, 66.51 %, and 22.19 % for the month ofApril for trial lb, 2b, and 4b). This may
be due to the lower amount of data being present. Since only the steam years are used, the
network was only trained on 32 training patterns. If the data is very stable or related well to
the inputs, this lack of data may not have been an issue, but since there is a decent amount of
variance, the network had difficulty completely accounting for this. With more data, the
results may prove to be better. To examine this, electrical data from the gas period will also
be used for the predictions forMethods 2 and 3 (discussed below).
4.3.3.2 Method 1 - Steam
Table 4.16 shows the actual and predicted steam usage for five trials (see Table 3.7).
As is shown, the network has trouble predicting when there is no usage present during a
given month. This lack of usage is present in the data set, but it still finds it difficult to
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predict zero usage. The inclusion of the zero usage into the data set also affects the
predictive ability of the non-zero usage months. Thus it may prove prudent to remove these
zero usage months from the data set to see if the network produces better predictions. This
will be examined in the results forMethods 2 and 3, where only the months with usage are
included in the data set. As previously, the prediction errors are also utilized to gain better
understanding of what the results are showing.
Table 4.16: Actual and Predicted Steam Usage for Rundel Library (Method
1'
Month
Actual
(M-lbs)
NN Rundel
Steam 1b
(M-lbs)
NN Rundel
Steam 3b
(M-lbs)
NN Rundel
Steam 5b
(M-lbs)
NN Rundel
Steam 7b
(M-lbs)
NN Rundel
Steam 9b
(M-lbs)
January, 2004 1,831.00 1 ,379.06 2,018.00 1 ,347.88 1 ,549.57 1,906.32
February, 2004 1 ,079.00 829.07 61 1 .77 1,134.51 1,140.75 1,189.58
March, 2004 898.00 574.91 320.99 755.63 1,344.14 620.92
April, 2004 590.00 198.77 10.21 413.78 -10.70 36.87
May, 2004 98.00 252.58 -1.98 57.00 -1.96 -7.73
June, 2004 0.00 65.19 -1.01 7.70 -1.12 -7.08
July, 2003 0.00 -42.23 -0.41 -19.39 -0.71 -5.74
August, 2003 0.00 -40.37 -1.39 -13.58 -0.44 -5.08
September, 2003 0.00 -39.80 -8.02 13.41 2.27 1.61
October, 2003 494.00 -46.53 49.80 390.92 71.24 39.13
November, 2003 821 .00 -47.66 681.18 706.75 722.50 47.09
December, 2003 1 ,074.00 386.82 910.79 1,261.21 1,357.61 1 ,024.30
As expected, the results shown in Table 4.17 follow similar trends to those discussed
for the electric prediction errors. The results of the one and three hidden layer trials (trials 7b
and 9b respectively) compare much better to the single output, two hidden layer results (trial
3b) than what would be suspected based on the electric results because the data variances
cause all of the networks to predict poorly for certain months. The prediction percentages for
the month ofApril (-98.27, -101.81, and -93.75 for trials 3b, 7b, and 9b respectively) prove
that the poor predictions has actually created more consistency between trials. Unexpectedly,
the trials show the single output network (trial 3b) predicting worse than the multi-output
network (trial lb) for several months (for the month ofMarch, the prediction percentages are
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-64.26 versus -35.98 for trials 3b and lb, respectively). Also, these trials show that by
removing year from the inputs, better results can be achieved (trial 5b) for the majority of the
months (-64.26 % versus -15.85 % for March for trials 3b and 5b, respectively). This follows
the same trend as the electric data, and is beginning to show proof that the year input is
unnecessary for accurate predictions.
Table 4.17: Prediction Error for Steam for Rundel Library (Method 1)
Month
NN Rundel
Steam 1b
NN Rundel
Steam 3b
NN Rundel
Steam 5b
NN Rundel
Steam 7b
NN Rundel
Steam 9b
January, 2004 -24.68% 10.21% -26.39% -15.37% 4.11%
February, 2004 -23.16% -43.30% 5.14% 5.72% 10.25%
March, 2004 -35.98% -64.26% -15.85% 49.68% -30.86%
April, 2004 -66.31% -98.27% -29.87% -101.81% -93.75%
May, 2004 157.74% -102.02% -41 .83% -102.00% -107.88%
June, 2004 0.00% 0.00% 0.00% 0.00% 0.00%
July, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
August, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
September, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
October, 2003 -109.42% -89.92% -20.87% -85.58% -92.08%
November, 2003 -105.81% -17.03% -13.92% -12.00% -94.26%
December, 2003 -63.98% -15.20% 17.43% 26.41% -4.63%
4.3.3.3 Methods 2 and 3 - Electric
For Rundel Library,Methods 2 and 3 not only utilize a different set of inputs than
Method 1 (see Section 3.2 for further information on Methods 1, 2, and 3), but also try to
alleviate some of the problems noticed in the previous Rundel trials. The data set for the
electric usage forMethods 2 and 3 includes all the electric usage for a period of 10 years, as
compared to the approximately 3 years forMethod 1. The results in Table 4.18 show that the
predicted electric usage data produced by the single output networks forMethod 2 (trial 2c)
andMethod 3 (trial 2d) is quite consistent. This can most likely be attributed to both the new
inputs, and the larger amount of data. Though it seems likely that the larger amount of data
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is the reason for less variance between months, and the new inputs produce a network with
more consistency in its predictions.
Table 4.18: Actual and Predicted Electric Usage for Rundel Library (Methods 2 and 3)
Month
Actual
(kWh)
NN
Rundel 2c
(kWh)
NN
Rundel 2d
(kWh)
January, 2004 1,516.36 2,101.13 2,106.34
February, 2004 1,620.00 2,101.13 2,114.24
March, 2004 1 ,602.58 2,101.13 2,116.23
April, 2004 1,656.00 2,101.80 2,312.62
May, 2004 2,460.00 2,417.94 2,864.79
June, 2004 2,961.29 2,845.54 3,065.66
July, 2003 3,316.36 3,936.61 3,940.70
August, 2003 3,488.28 3,876.63 4,515.28
September, 2003 3,667.50 3,129.12 3,587.74
October, 2003 2,526.21 2,225.84 2,188.94
November, 2003 1 ,644.00 2,101.27 2,267.25
December, 2003 1 ,539.31 2,101.13 2,120.11
The results in table 4.19 give more weight to the consistency between the two trials
by showing the prediction comparison. A quick analysis of the results shows thatMethod 2
produces the better results overall, but only by a slight margin. Therefore, it seems that
either of these networks could be used with more faith than the Method 1 predictions.
Method 1 did produce better prediction results for certain months, but its overall variance is
what makes it less acceptable.
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Table 4.19: Prediction Error for Electric for Rundel Library (Methods 2 and 3)
Month
NN
Rundel 2c
NN
Rundel 2d
January, 2004 38.56% 38.91%
February, 2004 29.70% 30.51%
March, 2004 31.11% 32.05%
April, 2004 26.92% 39.65%
May, 2004 -1.71% 16.45%
June, 2004 -3.91% 3.52%
July, 2003 18.70% 18.83%
August, 2003 11.13% 29.44%
September, 2003 -14.68% -2.17%
October, 2003 -11.89% -13.35%
November, 2003 27.81% 37.91%
December, 2003 36.50% 37.73%
4.3.3.4 Methods 2 and 3 - Steam
Based on the results found for electric usage forMethods 2 and 3, it is expected that
steam usage will be both more consistent and less variable. The results shown in Tables 4.20
(steam usage) and 4.21 (associated prediction percentages), show that both Method 2 (trial
3c) andMethod 3 (trial 3d) both predict with both consistency and great accuracy. In fact the
highest prediction error is only 15.5%, which is significantly better than the results found
fromMethod 1. In this case, though, it seems thatMethod 3 is the more accurate of the two
networks. Based on these results, it seems evident that by removing the months with no
usage from the data set, a more accurately predicting network can be produced.
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Table 4.20: Actual and Predicted Steam Usage for Rundel Library (Methods 2 and 3)
Month
Actual
(M-lbs)
NN
Rundel 3c
(M-lbs)
NN
Rundel 3d
(M-lbs)
January, 2004 59.06 59.26 59.00
February, 2004 37.21 37.68 37.73
March, 2004 28.97 31.29 29.34
April, 2004 19.67 22.07 20.01
May, 2004 3.16 3.65 3.14
June, 2004 0.00 0.00 0.00
July, 2003 0.00 0.00 0.00
August, 2003 0.00 0.00 0.00
September, 2003 0.00 0.00 0.00
October, 2003 15.94 16.28 14.50
November, 2003 27.37 26.09 26.41
December, 2003 34.65 34.72 34.43
Table 4.21: Prediction Error for Steam for Rundel Library (Methods 2 and 3)
Month
NN
Rundel 3c
NN
Rundel 3d
January, 2004 0.33% -0.11%
February, 2004 1 .27% 1.41%
March, 2004 8.03% 1 .28%
April, 2004 12.24% 1 .73%
May, 2004 15.50% -0.53%
June, 2004 0.00% 0.00%
July, 2003 0.00% 0.00%
August, 2003 0.00% 0.00%
September, 2003 0.00% 0.00%
October, 2003 2.16% -9.01%
November, 2003 -4.65% -3.49%
December, 2003 0.22% -0.61%
4.3.3.5 Conclusions
As with the previously analyzed buildings, the results for Rundel Library are utilized
to add stronger proof for network conclusions. As with these previous buildings, it was
found that the single output network is the more ideal output configuration over the multi-
output option due to the network's ability to
"concentrate"
on the solitary output. The trials
on
Rundel'
s data have also cemented the proper number of hidden layers for training (two)
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that will be utilized for all other trials. The overall results for Rundel Library were quite
accurate, especially for the steam usage predictions forMethods 2 and 3 (see Tables 4.20 and
4.21). The results of steam also proved, similarly to City Hall, the effect of zero usage data
on the networks ability to produce adequate predictions.
4.3.4 Clinton Police Station
Upon completion of the implementation of the seven NN trials (see Table 3.8 for a
description of the trials) forMethod 1, predictions are made by the network based upon the
inputs for the predicted fiscal year (2003-2004). The predictions are then imported into
Microsoft Excel for analysis purposes. This analysis included creating prediction errors or
more aptly the difference between the actual usage and the predicted usage. This proves to
be a useful tool for analysis, and also as a warning system to see if a building is performing
poorly. As previously stated, a positive percent is good because it means there has been an
energy savings, where as conversely a negative percent means there has been an energy gain.
This gain or savings correlates into the money expended or saved for that given month, and is
very important to a city or even just a person. Each utility is analyzed to understand why the
network predicted the way it did, and whether there is a solution that could possible make the
results more accurate.
4.3.4.1 Method 1 - Natural Gas
As expected, the results in Tables 4.22 (natural gas usage) and 4.23 (associated
prediction percentages) show that the linear (trial 2b) activation function does not produce as
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good of a prediction as either the sigmoid (trial lb) or tangential (trial 3b) activation
functions.
Table 4.22: Actual and Predicted Natural Gas Usage for Clinton Police Station (Method 1)
Month
Actual
(therms)
NN Clinton
Police 1b
(therms)
NN Clinton
Police 2b
(therms)
NN Clinton
Police 3b
(therms)
NN Clinton
Police 4b
(therms)
NN Clinton
Police 6b
(therms)
January, 2004 781.00 754.68 652.49 617.31 702.39 709.23
February, 2004 534.00 514.42 506.79 496.58 543.79 570.58
March, 2004 445.00 254.86 352.72 75.55 206.27 319.33
April, 2004 147.00 143.88 235.88 137.78 175.25 140.52
May, 2004 54.00 74.42 81.34 62.48 61.54 66.36
June, 2004 37.00 34.95 38.03 41.62 48.55 43.56
July, 2003 41.00 12.41 -6.21 36.54 41.98 40.23
August, 2003 46.00 8.25 4.93 38.98 40.48 40.21
September, 2003 49.00 36.36 47.72 46.10 40.08 41.71
October, 2003 99.00 142.26 252.00 191.29 165.30 169.94
November, 2003 212.00 268.74 328.29 200.51 294.02 272.03
December, 2003 412.00 527.74 488.82 514.98 403.31 477.48
This was expected based upon the results of all of the other trials analyzed for activation
function dependence. It is difficult, though, to disseminate whether the sigmoid or tangential
results are better due to each predicting significantly better for different months except for
December (during this month trial lb and 3b produce prediction percentages of 28.09 and
25.00, respectively). Due to the ambiguity, the sigmoid function is considered the better of
the two based on previous results. Using the sigmoid activation function, a single output NN
(trial 4b) is created to see if the trend continues where a single output network produces
better than its multi-output counterpart. The results show that yes the trend continues, but it
is not as good as one would have expected. The results tend to be very inconsistent and
variable in nature, so for certain months the prediction percentages may be quite low and for
others just the opposite (1.83 % versus -53.65 % for the months of February andMarch,
respectively). It was again found that it is unnecessary to include the year input in the NN
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based on the results (trial 6b), though there was more variance in the results than expected
(from September to October, the prediction percentages vary from -14.88 to 71.65). It
followed a similar trend to the single output network as expected, but there were outliers
(such as the month ofOctober results shown previously) present that are difficult to account
for.
Table 4.23: Prediction Error for Natural Gas for Clinton Police Station (Method 1)
Month
NN Clinton
Police 1b
NN Clinton
Police 2b
NN Clinton
Police 3b
NN Clinton
Police 4b
NN Clinton
Police 6b
January, 2004 -3.37% -16.45% -20.96% -10.07% -9.19%
February, 2004 -3.67% -5.09% -7.01% 1 .83% 6.85%
March, 2004 -42.73% -20.74% -83.02% -53.65% -28.24%
April, 2004 -2.12% 60.46% -6.27% 19.21% -4.41%
May, 2004 37.81% 50.63% 15.70% 13.97% 22.88%
June, 2004 -5.55% 2.79% 12.48% 31.21% 17.73%
July, 2003 -69.73% -115.15% -10.87% 2.40% -1 .88%
August, 2003 -82.06% -89.28% -15.27% -12.01% -12.59%
September, 2003 -25.80% -2.61% -5.91% -18.21% -14.88%
October, 2003 43.70% 154.54% 93.22% 66.97% 71 .65%
November, 2003 26.77% 54.86% -5.42% 38.69% 28.31%
December, 2003 28.09% 18.65% 25.00% -2.11% 15.89%
4.3.4.2 Method 1 - Electric
In comparison to the previous results analyzed, the results shown in Tables 4.24
(electrical usage) and 4.25 (associated prediction percentages) are more difficult to analyze.
The results for the electrical usage do not follow the previous patterns that one would
suspect, or at least not to the same degree. The results show less consistency then initially
anticipated.
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Table 4.24: Actual and Predicted Electric Usage for Clinton Police Station (Method 1)
Month
Actual
(kWh)
NN Clinton
Police 1b
(kWh)
NN Clinton
Police 2b
(kWh)
NN Clinton
Police 3b
(kWh)
NN Clinton
Police 5b
(kWh)
NN Clinton
Police 7b
(kWh)
January, 2004 11,280.00 8,210.13 12,052.36 13,279.05 13,277.35 13,161.72
February, 2004 10,680.00 13,538.04 12,616.68 12,743.08 13,278.69 13,395.33
March, 2004 12,420.00 12,667.76 13,215.15 13,787.46 12,868.93 12,921.73
April, 2004 9,900.00 1 1 ,849.65 13,661.87 10,440.82 10,358.13 13,451.62
May, 2004 10,740.00 13,747.22 14,262.23 13,485.70 12,057.85 13,234.79
June, 2004 10,160.00 16,471.08 14,409.23 15,663.14 12,691.30 15,324.10
July, 2003 12,660.00 17,650.85 14,560.02 17,338.91 15,431.39 15,302.52
August, 2003 14,100.00 17,945.74 14,485.07 16,947.73 17,751.46 17,582.42
September, 2003 10,800.00 12,865.11 14,281.13 15,115.32 12,040.21 13,526.44
October, 2003 10,260.00 10,566.64 13,418.95 10,417.14 9,576.83 11,100.86
November, 2003 10,140.00 12,873.56 13,078.44 13,398.59 7,958.22 13,185.55
December, 2003 11,160.00 13,354.83 12,394.57 12,833.66 12,898.05 13,136.71
For the initial three trials that test hidden layer activation function dependence, there
is no clear winner or loser based upon the prediction error associated with fiscal year 2003-
2004 data. Using a ranking system where points (0, Vi, and 1) are given for accuracy, the
activation functions can be ranked for over usability. Based upon this ranking system, the
linear activation function trial is the best choice (7.5 points), and is followed by the tangential
function (6 points) and sigmoid function (4.5 points) trials. These results are completely
contrary to the results garnered from previous trials and research, but it is feasible that the
electric usage data has a more straightforward relationship that allows better predictions with
the linear activation functions.
Due to this ambiguity, the same trials performed for the previous buildings analyzed
are utilized. Thus, a single output sigmoid function trial (trial 5b) and a single output trial
without the year input (trial 7b) are performed. As expected, the results show that the single
output network predicts better than the multi-output (trial lb). The result of the input
dependence trial does not follow the pattern that was previously found for the other solitary
buildings; the results actually show the predictions being worse with out the inclusion of the
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year input (for the month ofApril, the prediction percentages are 4.63 and 35.87 for trials 5b
and 7b).
The poor results of this NN may be a function of the lack of data (only 51 training
patterns) and also variance within the data set. This variance may be attributed to the nature
of the police station being in different levels of activity at different hours of the day. It may
also be related to the gradual moving of persons and equipment to a different building
location due to the eventual building renovation and expansion. No matter what the reason,
the prediction results forMethod 1 are substandard. It is feasible thatMethods 2 and 3 may
produce better predictions, but the assumed variances make this unlikely.
Table 4.25: Prediction Error for Electric for Clinton Police Station (Method 1)
Month
NN Clinton
Police 1b
NN Clinton
Police 2b
NN Clinton
Police 3b
NN Clinton
Police 5b
NN Clinton
Police 7b
January, 2004 -27.22% 6.85% 17.72% 17.71% 16.68%
February, 2004 26.76% 18.13% 19.32% 24.33% 25.42%
March, 2004 1 .99% 6.40% 11.01% 3.61% 4.04%
April, 2004 19.69% 38.00% 5.46% 4.63% 35.87%
May, 2004 28.00% 32.80% 25.57% 12.27% 23.23%
June, 2004 62.12% 41 .82% 54.16% 24.91% 50.83%
July, 2003 39.42% 15.01% 36.96% 21 .89% 20.87%
August, 2003 27.27% 2.73% 20.20% 25.90% 24.70%
September, 2003 19.12% 32.23% 39.96% 1 1 .48% 25.24%
October, 2003 2.99% 30.79% 1 .53% -6.66% 8.20%
November, 2003 26.96% 28.98% 32.14% -21 .52% 30.04%
December, 2003 19.67% 1 1 .06% 15.00% 15.57% 17.71%
4.3.4.3 Methods 2 and 3 - Natural Gas
Based on the poor results produced byMethod 1, it is assumed that the results for
Methods 2 and 3 will also be poor. Though the results from previous building trials proved
thatMethods 2 and 3 produced more consistency in the trials, it is unlikely that this added
consistency can counteract the variance within the data set. The results produced for natural
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gas for Methods 2 (trial lc) and 3 (trial ld) can be found in Tables 4.26 (natural gas usage)
and 4.27 (associated prediction percentages).
Table 4.26: Actual and Predicted Natural Gas Usage for Clinton Police Station (Methods 2 and 3)
Month
Actual
(therms)
NN Clinton
Police 1c
(therms)
NN Clinton
Police 1d
(therms)
January, 2004 26.03 21.81 21.93
February, 2004 19.07 14.23 12.71
March, 2004 13.48 16.39 23.94
April, 2004 4.90 3.52 3.75
May, 2004 1.74 1.27 1.60
June, 2004 1.19 1.05 1.32
July, 2003 1.41 1.15 1.68
August, 2003 1.44 1.22 1.57
September, 2003 1.69 1.34 1.76
October, 2003 3.30 3.30 j 3.85
November, 2003 7.31 7.40 7.95
December, 2003 12.48 16.69 14.78
The tables show an increased consistency, but the results still contain some variability (the
prediction percentages for trial ld are -33.38 % versus 77.55 % for the months of February
andMarch, respectively). Therefore, Methods 2 and 3 produce a better and more
consistently predicting network, but the prediction accuracy still depends completely on the
data the network is trained upon.
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Table 4.27: Prediction Error for Natural Gas for Clinton Police Station (Methods 2 and 3)
Month
NN Clinton
Police 1c
NN Clinton
Police 1d
January, 2004 -16.21% -15.76%
February, 2004 -25.37% -33.38%
March, 2004 21 .56% 77.55%
April, 2004 -28.15% -23.54%
May, 2004 -27.12% -8.15%
June, 2004 -12.03% 10.73%
July, 2003 -18.58% 18.87%
August, 2003 -15.03% 8.88%
September, 2003 -20.77% 4.11%
October, 2003 -0.06% 16.76%
November, 2003 1 .20% 8.73%
December, 2003 33.71% 18.39%
4.3.4.4 Methods 2 and 3 - Electric
The results found for natural gas inMethods 2 and 3, do not forebode well for the
electric results since Method 1 showed more variability for the electric than the natural gas
results. The results in Tables 4.28 (electrical usage) and 4.29 (associated prediction
percentages) show that the Methods 2 (trial 2c) and 3 (trial 2d) still contain variability, but it
is better than theMethod 1 results (the prediction percentages for July and August are 44.14
and 11.77 respectively for trial 2c).
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Table 4.28: Actual and Predicted Electric Usage for Clinton Police Station (Methods 2 and 3)
Month
Actual
(kWh)
NN Clinton
Police 2c
(kWh)
NN Clinton
Police 2d
(kWh)
January, 2004 376.00 431 .24 459.46
February, 2004 381.43 468.13 413.86
March, 2004 376.36 423.19 436.28
April, 2004 330.00 403.01 451 .37
May, 2004 346.45 440.12 428.64
June, 2004 366.45 437.01 434.11
July, 2003 436.55 629.26 517.00
August, 2003 440.63 492.49 496.84
September, 2003 372.41 486.05 431.86
October, 2003 342.00 384.41 405.17
November, 2003 349.66 404.70 427.22
December, 2003 338.18 423.89 444.42
The data between the two trials is not consistent enough to conclude which of the two
trials is actually predicting the most accurately. Therefore, it still must be assumed that the
variances in the data set are adversely affecting the prediction capabilities of the network.
This re-emphasizes the importance of performing an exhaustive pre-processing of the data
and also having a large quantity of data to lessen the influence of outliers. Even though the
results are not as accurate as one would like, the testing still proves beneficial due to the "real
world"
nature of the data utilized for testing. This data is going to include variances do to
human factors and other disruptive factors. Thus, a very likely failure has proved useful to
show what occurs with a variable and small data set for a constantly changing building
(occupancy changes and usage changes).
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Table 4.29: Prediction Error for Electric for Clinton Police Station (Methods 2 and 3)
Month
NN Clinton
Police 2c
NN Clinton
Police 2d
January, 2004 14.69% 22.20%
February, 2004 22.73% 8.50%
March, 2004 12.44% 15.92%
April, 2004 22.12% 36.78%
May, 2004 27.04% 23.72%
June, 2004 19.25% 18.46%
July, 2003 44.14% 18.43%
August, 2003 1 1 .77% 12.76%
September, 2003 30.51% 15.96%
October, 2003 12.40% 18.47%
November, 2003 15.74% 22.18%
December, 2003 25.34% 31.41%
4.3.4.5 Conclusions
Based upon the previous results, the results found for Clinton Police Station are
unexpected for several of the trials. First and foremost, the results showed that the single
output network was not significantly more accurate than the multi-output trial. The previous
building results showed that the single output trials were significantly better; therefore the
data variance has caused the networks to predict with less accuracy. The results do show the
previous trend that each activation function for the hidden layers predicts as accurately,
overall. Based on all of the results, the electric trials forMethods 2 and 3 prove to be the
most accurate by far.
4.3.5 Bausch and Lomb Library
Based upon the analysis performed on Clinton Police Station, it seemed prudent to
perform analysis on another building with a small data set to see ifmore accurate predictions
are possible if the building is relatively new. In the case of Bausch and Lomb, the building
was fully constructed and inhabited in 1997. Thus meaning the network was only trained on
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57 training patterns. This is close to the same amount of training patterns utilized for Clinton
Police. Though the networks are trained on roughly the same amount of data, the buildings
obviously have their differences. These differences mainly relate to the building's primary
usage. The library is much larger in size, and is only open a set number of hours a week.
The lower usage hours may cause less variance in the data, but it is also reasonable to assume
that the relative age of the building may also eliminate some of the variance found in the data
for Clinton Police. An analysis of the prediction results for Bausch and Lomb will hopefully
also give more information on why Clinton Police's results are poor.
4.3.5.1 Method 1 - Electric
In Tables 4.30 and 4.31, results are shown for the electrical usage and the associated
prediction percentages at Bausch and Lomb Library using Method 1. Like the previous
trials, the networks are performed with a specific purpose behind them. In most cases, it is to
test the networks dependence on an activation function, number of outputs, and input
dependence (see Table 3.9 for a description of the trials performed for Bausch & Lomb
Library).
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Table 4.30: Actual and Predicted Electric Usage for Bausch and Lomb Library (Method 1)
Month
Actual
(kWh)
NNB&L1b
(kWh)
NNB&L2b
(kWh)
NN B&L 3b
(kWh)
NN B&L 4b
(kWh)
NN B&L 6b
(kWh)
January, 2004 132,750.00 128,915.30 127,711.10 129,090.50 133,126.50 135,293.60
February, 2004 144,750.00 118,598.90 129,610.60 127,477.10 118,780.00 135,261.30
March, 2004 146,250.00 91 ,896.49 131,663.80 121,883.60 122,126.10 138,716.00
April, 2004 145,500.00 128,201.10 133,033.80 124,992.30 135,636.50 139,635.50
May, 2004 150,750.00 106,214.00 135,095.50 118,488.60 111,319.20 139,244.50
June, 2004 118,500.00 135,258.40 135,115.80 135,426.00 132,473.60 136,917.80
July, 2003 140,250.00 135,228.60 135,153.30 137,261.50 136,078.10 136,916.30
August, 2003 122,250.00 135,332.80 134,174.20 137,261.70 135,968.30 136,916.30
September, 2003 133,500.00 136,048.00 132,614.30 137,261.70 135,962.30 136,916.30
October, 2003 108,000.00 102,769.80 128,090.50 118,138.50 110,274.30 118,751.40
November, 2003 108,750.00 106,516.80 125,915.60 118,935.40 113,263.50 117,551.90
December, 2003 108,750.00 117,798.80 122,194.60 139,750.00 113,593.30 131,581.40
As previously with Clinton Police, it may be possible to argue that any three of the
hidden layer activation functions is the best predictor. The sigmoid activation function (trial
lb) and linear activation function (trial 2b) are slightly better predictors than the tangential
activation function (trial 3b). This is shown accurately by looking at the prediction
percentages for the month of June, where the percentages are 14.14, 14.02, and 14.28 for
trials lb, 2b, and 3b respectively. The results of these trials and the trials performed on the
other solitary buildings hints at the possible conclusion that the larger scale networks predict
better with the sigmoid function due to the vastness and variability of the data, where as the
solitary building networks have more of a straightforward relationship that can be
approximated decently with any of the activation functions. The COV results (included for
all trials in Table 7.4) for the solitary buildings, though, still show the sigmoid function as the
better predictor.
Because of the COV results and the results of the previous trials, the sigmoid
activation function is again chosen to be the most accurate function for predictions.
Therefore, the single output trial (trial 4b) is compared to the original multi-output sigmoid
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trial (trial lb). As expected, the single output trial proves to be a more accurate predictor for
almost every month. This is a different result than what was found for Clinton Police, thus
giving proof to the assumption that a newer building with less data may prove to be a better
predictor. More proof is still needed to fully understand the poorness in Clinton Police's
results. The results of the input dependence test (trial 6b) with the year input removed proves
to be a better predictor than the original single output network for several months (for the
month ofMay, trial 6b produces a prediction percentage of -7.63 compared with -26. 16 % for
trial 4b). Thus, the results from the previous trials and this trial have yet to prove
conclusively what effect the removal of the year input has on the predictive ability of a
network.
Table 4.31: Prediction Error for Electric for Bausch and Lomb Library (Method 1)
Month NNB&L1b NNB&L2b NN B&L 3b NN B&L 4b NN B&L 6b
January, 2004 -2.89% -3.80% -2.76% 0.28% 1 .92%
February, 2004 -18.07% -10.46% -1 1 .93% -17.94% -6.56%
March, 2004 -37.16% -9.97% -16.66% -16.49% -5.15%
April, 2004 -1 1 .89% -8.57% -14.09% -6.78% -4.03%
May, 2004 -29.54% -10.38% -21 .40% -26.16% -7.63%
June, 2004 14.14% 14.02% 14.28% 1 1 .79% 15.54%
July, 2003 -3.58% -3.63% -2.13% -2.97% -2.38%
August, 2003 10.70% 9.75% 12.28% 1 1 .22% 12.00%
September, 2003 1.91% -0.66% 2.82% 1 .84% 2.56%
October, 2003 -4.84% 18.60% 9.39% 2.11% 9.95%
November, 2003 -2.05% 15.78% 9.37% 4.15% 8.09%
December, 2003 8.32% 12.36% 28.51% 4.45% 20.99%
4.3.5.2 Method 1 - Steam
After initial proof was found for the new building producing better results with less
data, it is still necessary to look at the results of the other trials to find supporting evidence
for this claim and help form a conclusion for all of the trials performed. Tables 4.32 and 4.33
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show the prediction results (usage and percentages) for steam for the same tests performed
for the electrical data (see Table 3.9).
Table 4.32: Actual and Predicted Steam Usage for Bausch and Lomb Library (Method 1)
Month
Actual
(M-lbs)
NNB&L1b
(M-lbs)
NN B&L 2b
(M-lbs)
NN B&L 3b
(M-lbs)
NN B&L 5b
(M-lbs)
NN B&L 7b
(M-lbs)
January, 2004 1,010.00 628.65 805.75 701.12 579.28 651 .47
February, 2004 581 .00 505.56 630.08 658.28 700.69 652.97
March, 2004 414.00 503.58 445.09 420.96 419.23 362.46
April, 2004 220.00 220.24 301 .52 321.28 267.26 401.18
May, 2004 31.00 -448.43 116.01 223.94 -33.80 693.09
June, 2004 0.00 -2.25 54.23 -2.45 -2.03 12.80
July, 2003 0.00 -1.51 -8.59 -17.99 -1.75 12.80
August, 2003 0.00 -4.34 -9.81 -17.99 -1.75 12.80
September, 2003 0.00 -23.41 24.18 -17.99 -1.59 12.80
October, 2003 279.00 94.35 237.79 380.81 -48.35 275.63
November, 2003 303.00 98.53 309.05 376.00 -432.82 413.58
December, 2003 547.00 648.79 474.00 540.34 500.34 594.65
Again the data shows that the linear activation function (trial 2b) produces better
results than either sigmoid (trial lb) or tangential (trial 3b). The single output function (trial
5b) predicts worse than expected when compared to the analysis performed on the electrical
data (the prediction percentages for the month of April show values of 0.1 1 versus 21.48 for
trials lb and 5b, respectively). This can most likely be attributed to the inclusion of data with
no usage, thus causing the data to become skewed during training. As with Rundel Library,
the effect of the skewing will be verified in Methods 2 and 3 where the zero usage datawill
no longer be included in the training set. The input dependence trial (7b) results continue to
show the possibility of being a better predictor (month of October, -1 17.33 % versus -1.21 %
for trials 5b and 7b), but for several months it also proves to be less accurate (1.26 % versus -
12.45 % for trials 5b and 7b for the month ofMarch). Analysis of other trials is needed to
come to a final conclusion on many of these trial runs.
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Table 4.33 : Prediction Error for Steam for Bausch and Lomb Library (Method 1)
Month NNB&L1b NN B&L 2b NNB&L3b NN B&L 5b NN B&L 7b
January, 2004 -37.76% -20.22% -30.58% -42.65% -35.50%
February, 2004 -12.98% 8.45% 13.30% 20.60% 12.39%
March, 2004 21.64% 7.51% 1 .68% 1 .26% -12.45%
April, 2004 0.11% 37.05% 46.04% 21.48% 82.36%
May, 2004 -1,546.56% 274.22% 622.38% -209.02% 2,135.79%
June, 2004 0.00% 0.00% 0.00% 0.00% 0.00%
July, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
August, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
September, 2003 0.00% 0.00% 0.00% 0.00% 0.00%
October, 2003 -66.18% -14.77% 36.49% -117.33% -1.21%
November, 2003 -67.48% 2.00% 24.09% -242.85% 36.50%
December, 2003 18.61% -13.34% -1 .22% -8.53% 8.71%
4.3.5.3 Methods 2 and 3 - Electric
The results in Tables 4.34 and 4.35 show the prediction results (both usage and
prediction percentage error) for electrical usage at Bausch and Lomb Library forMethods 2
and 3. As with the previous trials for Methods 2 and 3, it is suspected that the results will
show more consistency and less outliers.
Table 4.34: Actual and Predicted Electric Usage for Bausch and Lomb Library (Methods 2 and 3)
Month
Actual
(kWh)
NNB&L1C
(kWh)
NNB&L1d
(kWh)
January, 2004 4,022.73 4,424.61 4,372.18
February, 2004 4,825.00 4,286.69 4,253.69
March, 2004 4,717.74 4,105.15 4,221 .88
April, 2004 4,850.00 4,257.00 4,358.97
Mav, 2004 5,025.00 4,395.42 5,270.28
June, 2004 3,822.58 4,305.34 4,482.62
July, 2003 4,250.00 4,523.60 4,891.09
Auaust, 2003 4,215.52 4,559.10 4,849.36
September, 2003 4,171.88 4,373.31 4,625.51
October, 2003 3,724.14 4,264.39 3,319.76
November, 2003 3,625.00 4,238.49 4,178.77
December, 2003 3,750.00 4,055.03 4,660.17
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Overall, results forMethod 2 (trial lc) and 3 (trail ld) show more consistency within the data
then found for Method 1. Naturally, there are still several months that continue to show
some disagreement in the values predicted and some outliers are still present, but the
prediction percentages are acceptable (values ranging from -13 % to 24 % for trials lc and
ld). The small amount of inconsistency and outliers present in the results are caused by a
lack of data. The relative age of the building produces better results, but the low amount of
training patterns is most likely the cause of some variability between the methods.
Nevertheless, of the two methods, Method 2 seems to be the more accurate predictor.
Table 4.35: Prediction Error for Electric for Bausch and Lomb Library (Methods 2 and 3)
Month NNB&L1C NNB&L1d
January, 2004 9.99% 8.69%
February, 2004 -11.16% -1 1 .84%
March, 2004 -12.98% -10.51%
April, 2004 -12.23% -10.12%
May, 2004 -12.53% 4.88%
June, 2004 12.63% 17.27%
July, 2003 6.44% 15.08%
August, 2003 8.15% 15.04%
September, 2003 4.83% 10.87%
October, 2003 14.51% -10.86%
November, 2003 16.92% 15.28%
December, 2003 8.13% 24.27%
4.3.5.4 Methods 2 and 3 - Steam
The overall prediction results for steam (shown in Tables 4.36 and 4.37) are quite
accurate, and may be some of the better results produced in any of the other trials. Even after
stating this, there are still outliers present that cannot be explicitly accounted for (50.50 % for
the month ofNovember in trial 2c).
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Table 4.36: Actual and Predicted Steam Usage for Bausch and Lomb Library (Methods 2 and 3)
Month
Actual
(M-lbs)
NN B&L 2c
(M-lbs)
NN B&L 2d
(M-lbs)
January, 2004 32.58 33.51 32.64
February, 2004 20.03 23.91 20.03
March, 2004 13.35 14.02 13.39
April, 2004 7.33 9.43 7.77
May, 2004 1.00 1.12 1.21
June, 2004 0.00 0.00 0.00
July, 2003 0.00 0.00 0.00
August, 2003 0.00 0.00 0.00
September, 2003 0.00 0.00 0.00
October, 2003 9.00 9.16 8.33
November, 2003 10.10 15.20 13.36
December, 2003 17.65 14.14 18.58
As previously stated, the most likely cause for this would be a lack of data. With a
small data set, little variances are enough to cause a poorer prediction. In Table 4.37 some of
the prediction error percentages are quite large, but on closer inspection of the actual values,
are actually quite good predictions. The percentage is large due to the relatively small value
for the actual data. Therefore, the removal of the zero usage data has allowed the network to
formulate an accurate prediction with greater ease. In comparing Methods 2 (trial 2c) and 3
(trial 2d), the results show thatMethod 3 predicts more accurately over the course of an
entire year, and even month to month.
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Table 4.37: Prediction Error for Steam for Bausch and Lomb Library (Methods 2 and 3)
Month NNB&L2C NN B&L 2d
January, 2004 2.86% 0.19%
February, 2004 19.34% -0.03%
March, 2004 4.99% 0.24%
April, 2004 28.58% 6.00%
May, 2004 12.38% 21.15%
June, 2004 0.00% 0.00%
July, 2003 0.00% 0.00%
August, 2003 0.00% 0.00%
September, 2003 0.00% 0.00%
October, 2003 1 .82% -7.44%
November, 2003 50.50% 32.27%
December, 2003 -19.85% 5.28%
4.3.5.5 Conclusions
The overall results for Bausch and Lomb Library are very accurate, especially when
the zero usage data was removed from the steam data fro Methods 2 and 3. For the electric
results, the most accurate results are found in the single output networks for Methods 1, 2,
and 3. These trials also prove the previous trends found for the majority of the previous
analyses. The single output proves to be a significant improvement in terms of accuracy over
the multi-output networks. Also, the hidden layer activation function trials continue to show
that the acceptable results can be produced with any of the three functions.
4.3.6 Monroe Avenue Firehouse
As with the majority of the other solitary building tests, seven trials (see Table 3.10
for a description of the trials) were performed on data from Monroe Avenue Firehouse. As
with the previous buildings, these trials are utilized to test for the prediction results
dependence on activation functions, number of outputs, and input removal. These trials are
performed on both electric and natural gas usage forMethod 1, and are separated into
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different tables to allow for easier analysis. The results of these trials are utilized to develop
a conclusive opinion on the appropriate configuration for a network. It may also prove useful
for characterizing results found in Clinton Police due to similar usage patterns, and the larger
amount of data forMonroe Avenue Firehouse. This will prove whether a lack of data or a
constantly changing usage pattern was the cause for the poor results found for Clinton Police.
4.3.6.1 Method 1 - Natural Gas
The results in Tables 4.38 (natural gas usage) and 4.39 (associated prediction
percentages) show the prediction results for natural gas, and give further insight into the
current pattern of results.
Table 4.38: Actual and Predicted Natural Gas Usage for Monroe Avenue Firehouse (Method 1)
Month
Actual
(therms)
NN Fire
(2.01) 1b
(therms)
NN Fire
(2.01) 2b
(therms)
NN Fire
(2.01) 3b
(therms)
NN Fire
(2.01) 4b
(therms)
NN Fire
(2.01) 6b
(therms)
January, 2004 3,643.00 4,146.87 4,081 .42 3,864.55 5,031 .02 4,512.69
February, 2004 4,107.00 4,067.17 3,158.47 3,850.65 3,884.25 3,714.06
March, 2004 2,322.00 2,163.59 2,187.72 2,558.47 1,188.44 1 ,998.52
April, 2004 1 ,770.00 1 ,247.75 1 ,429.41 1,544.17 1 ,441 .52 1 ,307.34
May, 2004 359.00 545.16 456.01 370.72 245.75 428.48
June, 2004 135.00 332.35 117.24 246.76 95.81 158.28
July, 2003 104.00 89.22 -226.84 72.70 177.25 136.62
August, 2003 106.00 103.88 -254.94 113.16 140.65 134.76
September, 2003 84.00 115.93 -102.47 137.35 129.65 134.63
October, 2003 658.00 1 ,033.78 971.41 1 ,236.07 566.34 676.21
November, 2003 1,512.00 1 ,377.80 1,315.06 1 ,537.93 1,132.10 829.59
December, 2003 2,623.00 1 ,567.34 2,139.34 1,551.46 1 ,048.07 1 ,497.51
The prediction results again show that an argument for any of the three hidden layer
activation function results to be the most accurate is possible, but based on the prediction
results and COV (see Table 7.4) it seems that the sigmoid function (trial lb) is better than
linear (trial 2b) or tangential (trial 3b). The results of the single output sigmoid trial (trial 4b)
129
show a poorer prediction than the multi-output network (for the month ofMarch the
prediction percentages are -6.82 and -48.82 for trials lb and 4b, respectively). This is similar
to what was found during the Clinton Police trials, thus adding credence to the assumption
that the changing usage pattern affects the results more than the lack of data. The results for
the input dependence test where the year input is removed (trial 6b) shows that overall the
results are betterwithout the year input when compared to the single output trial (trial 4b). It
is still worse overall than the multi-output trial (trail lb) though (-48.82 % versus -13.93 %
for trials 4b and 6b respectively for March). Further analysis will still be performed to better
understand the results found for Monroe Avenue Firehouse and the other solitary building
networks.
Table 4.39: Prediction Error forNatural Gas for Monroe Avenue Firehouse (Method 1)
Month
NN Fire
(2.01) 1b
NN Fire
(2.01) 2b
NN Fire
(2.01) 3b
NN Fire
(2.01) 4b
NN Fire
(2.01) 6b
January, 2004 13.83% 12.03% 6.08% 38.10% 23.87%
February, 2004 -0.97% -23.10% -6.24% -5.42% -9.57%
March, 2004 -6.82% -5.78% 10.18% -48.82% -13.93%
April, 2004 -29.51% -19.24% -12.76% -18.56% -26.14%
May, 2004 51 .85% 27.02% 3.27% -31 .55% 19.35%
June, 2004 146.18% -13.16% 82.78% -29.03% 17.25%
July, 2003 -14.21% -318.12% -30.10% 70.43% 31 .36%
August, 2003 -2.00% -340.51% 6.75% 32.69% 27.13%
September, 2003 38.01% -221 .99% 63.51% 54.34% 60.27%
October, 2003 57.11% 47.63% 87.85% -13.93% 2.77%
November, 2003 -8.88% -13.03% 1.71% -25.13% -45.13%
December, 2003 -40.25% -18.44% -40.85% -60.04% -42.91%
4.3.6.2 Method 1 - Electric
After finding the results for natural gas, it seems quite likely that the electrical results
(usage and prediction percentage errors) will also be poor (shown in Tables 4.40 and 4.41).
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Table 4.40: Actual and Predicted Electric Usage for Monroe Avenue Firehouse (Method 1)
Month
Actual
(kWh)
NN Fire
(2.01) 1b
(kWh)
NN Fire
(2.01) 2b
(kWh)
NN Fire
(2.01) 3b
(kWh)
NN Fire
(2.01) 5b
(kWh)
NN Fire
(2.01) 7b
(kWh)
January, 2004 14,320.00 14,844.22 9,920.38 14,712.63 14,101.55 14,605.79
February, 2004 13,280.00 1 1 ,493.55 10,811.49 12,104.09 14,147.41 1 1 ,742.84
March, 2004 1 1 ,680.00 1 1 ,297.40 11,757.74 1 1 ,822.58 12,181.46 1 1 ,947.35
April, 2004 10,800.00 11,186.36 12,458.96 1 1 ,000.72 12,262.40 11,159.47
May, 2004 12,720.00 10,545.25 13,408.27 10,548.62 12,183.87 10,506.81
June, 2004 9,680.00 8,588.10 13,625.57 10,419.13 9,683.26 1 1 ,903.50
July, 2003 17,760.00 16,230.38 13,849.00 17,525.70 19,988.23 16,412.06
August, 2003 16,240.00 15,504.82 13,707.96 15,606.45 17,414.51 15,576.58
September, 2003 13,760.00 14,946.49 13,358.65 14,603.44 17,173.28 14,873.40
October, 2003 12,320.00 10,327.61 1 1 ,946.55 10,648.01 9,390.24 9,643.00
November, 2003 1 1 ,600.00 10,394.88 1 1 ,376.72 10,985.19 8,773.99 10,530.87
December, 2003 12,400.00 10,493.31 10,252.52 1 1 ,000.58 13,865.05 9,946.29
The results for the hidden layer activation function trials continued the trend found
previously for several of the solitary buildings, where any of the trials could be used with
similar results overall. In this case, the tangential function (trial 3b) may actually be the
better predictor when compared with the sigmoid (trial lb) or linear (trial 2b). Again,
though, the sigmoid function is chosen due to its history as being the better predictor based
on COV results (see Table 7.4) and literature research. The results of the single output trial
(trial 5b) proved to be more accurate for electric than for natural gas, but it still had several
months that proved to be less accurate than the multi-output (trial lb) counterpart (13.54 %
versus 3.58 % for trials 5b and lb, respectively for April). This is contrary to Clinton Police,
which had very good results for electric for the single output with only a minor amount of
outliers.
This, most likely, is due to the relative ages of the HVAC systems with special
emphasis on the cooling system which tends to draw more electricity than the heating
system. The air handler and condensing unit utilized for cooling atMonroe Avenue
Firehouse were installed in 1971, where as the rooftop units at Clinton Police Station (which
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offer both heating and cooling) were installed in 1997. Though the air handler and
condensing unit have been well maintained, the age of the system creates a lower efficiency.
This lower efficiency causes the unit to run for a longer time, and utilize the electricity more
inefficiently each year. The results for the input dependence trial (trial 7b) show both an
increase (13.54 % versus 3.33 % for April for trials 5b and 7b, respectively) and decrease
(0.03 % versus 22.97 % for June for trials 5b and 7b, respectively) in prediction accuracy
when compared to the single output trial (trial 5b). This, again, proves that the variability in
the usage patterns is causing the network trouble during the learning process.
Table 4.41: Prediction Error for Electric for Monroe Avenue Firehouse (Method 1)
Month
NN Fire
(2.01) 1b
NN Fire
(2.01) 2b
NN Fire
(2.01) 3b
NN Fire
(2.01) 5b
NN Fire
(2.01) 7b
January, 2004 3.66% -30.72% 2.74% -1 .53% 2.00%
February, 2004 -13.45% -18.59% -8.85% 6.53% -1 1 .58%
March, 2004 -3.28% 0.67% 1 .22% 4.29% 2.29%
April, 2004 3.58% 15.36% 1 .86% 13.54% 3.33%
May, 2004 -17.10% 5.41% -17.07% -4.21% -17.40%
June, 2004 -1 1 .28% 40.76% 7.64% 0.03% 22.97%
July, 2003 -8.61% -22.02% -1.32% 12.55% -7.59%
August, 2003 -4.53% -15.59% -3.90% 7.23% -4.09%
September, 2003 8.62% -2.92% 6.13% 24.81% 8.09%
October, 2003 -16.17% -3.03% -13.57% -23.78% -21 .73%
November, 2003 -10.39% -1 .92% -5.30% -24.36% -9.22%
December, 2003 -15.38% -17.32% -11.29% 11.81% -19.79%
4.3.6.3 Methods 2 and 3 - Natural Gas
Methods 2 and 3 have shown more consistency and produce less variable results for
many of the previous trials. Due to the variability in the natural gas results for Method 1, it
can be assumed that some level of variability will remain even in the more consistentMethod
2 (trial lc) andMethod 3 (trial ld). The majority of the data shown in Tables 4.42 (natural
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gas usage) and 4.43 (associated prediction percentage) is indeed more consistent, but there
still are several months that are not consistent at all between trials.
Table 4.42: Actual and Predicted Natural Gas Usage for Monroe Avenue Firehouse (Methods 2 and 3)
Month
Actual
(therms)
NN Fire
(2.01) 1c
(therms)
NN Fire
(2.01) 1d
(therms)
January, 2004 110.39 90.37 71.16
February, 2004 136.90 116.36 115.05
March, 2004 80.07 77.33 77.78
April, 2004 55.31 48.09 47.65
May, 2004 11.97 11.49 11.55
June, 2004 4.66 6.10 6.41
July, 2003 3.15 4.14 3.45
August, 2003 3.66 4.89 2.14
September, 2003 2.80 4.07 4.22
October, 2003 21.23 13.23 13.30
November, 2003 50.40 36.16 33.89
December, 2003 90.45 72.03 76.29
The prediction results compare quite favorably with the Method 1 data, and actually produce
better results for several of the months. This is a favorable result since the data for Method 1
was quite poor, and the other building trials have shown Methods 2 and 3 to be the better
option for prediction accuracy.
Table 4.43: Prediction Error for Natural Gas forMonroe Avenue Firehouse (Methods 2 and 3)
Month
NN Fire
(2.01) 1c
NN Fire
(2.01) 1d
January, 2004 -18.14% -35.54%
February, 2004 -15.00% -15.96%
March, 2004 -3.42% -2.86%
April, 2004 -13.05% -13.85%
May, 2004 -4.01% -3.51%
June, 2004 31 .04% 37.80%
July, 2003 31 .35% 9.45%
August, 2003 33.74% -41 .36%
September, 2003 45.44% 50.72%
October, 2003 -37.69% -37.34%
November, 2003 -28.25% -32.75%
December, 2003 -20.36% -15.66%
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4.3.6.4 Methods 2 and 3 - Electric
The results shown in Tables 4.44 (electrical usage) and 4.45 (associated prediction
percentages) are quite good, and show very little of the variability found in the results for
Method 1.
Table 4.44: Actual and Predicted Electric Usage forMonroe Avenue Firehouse (Methods 2 and 3)
Month
Actual
(kWh)
NN Fire
(2.01) 2c
(kWh)
NN Fire
(2.01) 2d
(kWh)
January, 2004 433.94 387.75 370.41
February, 2004 442.67 392.69 427.79
March, 2004 402.76 363.83 365.39
April, 2004 337.50 365.15 365.32
May, 2004 333.79 341 .54 309.53
June, 2004 424.00 424.05 406.86
July, 2003 538.18 504.91 505.38
August, 2003 560.00 531 .08 504.82
September, 2003 458.67 458.42 456.86
October, 2003 397.42 355.13 353.83
November, 2003 386.67 358.31 365.39
December, 2003 427.59 363.84 365.41
The results forMethods 2 (trial 2c) and 3 (trial 2d) are quite consistent except for a couple
instances (the prediction percentages are 2.32 and -7.27 for the month ofMay for trials 2c
and 2d, respectively). This is much better than the Method 1 results, just as was found for
the natural gas results forMethods 2 and 3. Of the two trials, neither stands out as the overall
better predictor due to both trials predicting quite well for all the months. Also, neither of the
trials is more than 15 % off from exactly correct. The only unfortunate information garnered
from these results relates to energy usage. Many of the prediction results are showing that
the actual energy usage for the month is high when compared to historical data. This may be
something that needs to be researched by the building operators. One possible reason for
this, though, is the gradually decreasing efficiency of the HVAC system every year. Though
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the network should take some of this information into account based on the historical data
input, if the efficiency has decreased much more than normal due to a substantial worsening
in its condition; it is feasible that such an increase in usage would occur. This may be one
possible reason for this extra usage, but in any extent it should send up a
"flag"
to the
operator that a thorough energy check should be performed.
Table 4.45: Prediction Error for Electric for Monroe Avenue Firehouse (Methods 2 and 3)
Month
NN Fire
(2.01) 2c
NN Fire
(2.01) 2d
January, 2004 -10.65% -14.64%
February, 2004 -1 1 .29% -3.36%
March, 2004 -9.66% -9.28%
April, 2004 8.19% 8.24%
May, 2004 2.32% -7.27%
June, 2004 0.01% -4.04%
July, 2003 -6.18% -6.10%
August, 2003 -5.17% -9.85%
September, 2003 -0.05% -0.39%
October, 2003 -10.64% -10.97%
November, 2003 -7.33% -5.50%
December, 2003 -14.91% -14.54%
4.3.6.5 Conclusions
The results forMonroe Avenue Firehouse show the effects of variable usage patterns
on the NN predictions. As with Clinton Section Police, the results for the natural gas trials
forMethod 1 show that the single output trial predicts worse than the multi-output
counterpart. The trials for electric are more typical and show the single output trial as the
more accurate predictor. As with all of the previous analysis, the trials showed that any of
the activation functions could be utilized to produce adequate predictions. The electric
predictions forMethods 2 and 3 prove to be the most accurate of all of the Monroe Avenue
Firehouse trials.
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5 Conclusions
5.1 Summary
The purpose of this thesis was twofold; to find the optimal network configuration to
predict energy usage for a city or campus of buildings using monthly energy usage data
acquired from utility bills and to investigate the possibility of utilizing a similar network to
predict energy from a HVAC retrofit. Using data acquired from the city ofRochester's
Finance Department, the necessary energy data was input into aMicrosoft Access database.
Along with the energy data, tables of building information were also added into the database.
Utilizing queries, the data was combined into the appropriate data sets. These sets were then
exported to Microsoft Excel to undergo extensive pre-processing. Besides being pre-
processed, new data was also added to the current set utilizing visual basic coding that
appended the necessary temperature related data to the appropriate billing period. This was
performed to create all the information that would be needed for creating NN models for
Methods 1, 2, and 3.
Prior to discussing the trials performed, a quick description of the three NN methods
is necessary. Method 1 utilizes easily acquired building information data (building number,
building type, building age, and building square footage) and time and weather data (month,
year, and total monthly degree days) as the inputs for the NN. Method 1 is utilized to predict
both multi-output and solitary output networks. Methods 2 and 3 utilize only weather data as
the inputs for training the network. Both Methods 2 and 3 utilize maximum temperature,
minimum temperature, and average temperature for the inputs. ForMethod 2, the total
billing period degree days are also input, where as forMethod 3, the billing period degree
days are separated into either heating or cooling degree days. Methods 2 and 3 are only
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utilized to predict a solitary output. Further information can be found on Methods 1, 2, and 3
in Section 3.2.
After extensive pre-processing, the data was first saved in tabular text files to be
entered into the neural network software, NetFIT. The initial files included all of the data
separated into either training set or testing set. The data was separated into the training or
testing set by either separating the data randomly or separating based upon fiscal year. It was
eventually found that the most effective separation technique was using the fiscal year
technique due to its negligible effect on the results and ease of use. After the data was
separated, it was input into NetFIT to perform the various trials. To train the networks, a two
hidden layer configuration was utilized for the majority of the trials. Trials were also
performed for one and three hidden layer configurations, but the results proved that the two
hidden layer configuration was ideal.
The initial complete building sets, referred to as the "building number
trials,"
were
trained and tested with unacceptable results. To fix this initial problem, the data was
separated into data sets that included similar buildings, referred to as the "building type
trials". Again, these data sets were separated into training and testing sets by using the fiscal
year separation technique. The results of the "building type
trials"
showed a decrease in
variability and thus more acceptable results. It was concluded based on these results that it
would be prudent to test just a solitary building because of the even lower variability that
would be included in those data sets. To test the solitary building theory, training and testing
data sets for six different buildings were created. As expected, the results of the "solitary
building
trials"
produced the best predictive results. It was also found that if the trials were
performed with only one output, better results would also occur.
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Therefore, the best predictive results for monthly energy usage come from utilizing a
neural network model with a single output for a solitary building. Based upon the majority
of the solitary building test results, it was found that the electrical predictions forMethods 2
and 3 were consistently the most accurate. This is due to electric usage, typically, containing
less variability, and the more accurate approach for Methods 2 and 3 with utilizing the billing
period instead of an assumed month. The results for Bausch and Lomb Library were the
most accurate, overall, especially for electrical usage. Therefore, the usage of a relatively
new building (1997 for Bausch and Lomb Library) with efficiently HVAC equipment,
produces the most accurate energy consumption predictions.
5.2 Conclusions
The main objective of this thesis was to create a neural network that could predict
energy usage for a city or campus of buildings. The goal was to initially utilize energy usage
from all of the buildings in the city ofRochester for the predictions. The predictions based
on these trials proved to be too variable therefore it was decided to limit the variability of the
data set. This was accomplished by utilizing data from only a solitary building. The final
results showed that NN models are feasible for proactively monitoring energy usage in city
buildings when utilizing energy usage data from a solitary building. The possibility of
utilizing larger building sets is still feasible, but it would require more study on the
appropriate outputs needed to train the networks to get accurate predictions. To understand
the benefit of utilizing this technology for energy monitoring, the conclusions found from the
trials performed are discussed in detail in the following pages.
During the course of this thesis, 205 trials were performed. After performing an
extensive analysis for each of these trials, many conclusions were made on the optimal
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network configuration for better predictions. Based on the results of the "building number
trials," it was concluded that the network could not accurately predict the normalized energy
usage data (energy usage data divided by total monthly degree days and square footage).
Thus, it was immediately known that the data input into the network could not be
exceptionally small in magnitude. Thus, non-normalized energy usage data was the only
data that could be utilized forMethod 1 . The energy usage normalization (energy usage data
divided by number of days in the billing period) for Methods 2 and 3 was acceptable, though,
because the normalization factor was only number of days. This did not cause the output
data to be reduced to values near zero.
The initial results also determined that the ideal technique for separating the data was
the fiscal year technique. The trials also showed that removing of the building type input for
the single build type trial is beneficial. Therefore, it is feasible to train an adequate building
type NN predictor with only the square footage, building age, month, year, and total monthly
degree days (includes both heating and cooling degree days. For the solitary buildings it was
found that by removing the year input the results could change drastically. Therefore, the
removing of an input when there is less data can have more noticeable affects on the results
than if the data set is larger.
Tests were also performed to understand if it was warranted to modify certain
network options like bias, weight, and momentum training rates. Several trials were
performed, and the results showed that the default values (50 % for bias, weight, and
momentum training rates) were found to be optimal based on the predictive results. Trials
were also performed to test different hidden layer configurations. These trials proved that the
best configuration utilized two hidden layers. The results for one hidden proved to be much
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worse, where as the results for the three hidden layer networks showed only a slight increase
in prediction accuracy. Again, due to the added training time it was deemed that the two
hidden layer configuration would prove more useful.
Other parametric studies included testing for hidden layer activation function
dependence and the effects of having a neural network with only a single output versus
multiple outputs. Overall, the coefficient of variations showed that the sigmoid function
would produce the most accurate results when compared to the linear and tangential
activation functions. However for the solitary buildings, the results were not as clear. In
most cases, all three of the activation functions produced adequate results. The trends were
naturally different, but each tended to predict well for several months for the given trial. This
is due to the relationship between the inputs and the outputs. For the multi-building data sets
the relationship contains more variance, and therefore is in need of an activation function that
can accommodate for the variability. The single building data, on the contrary, has an easier
relationship that can be determined with any of the activation functions. Overall, it was
decided that the sigmoid function was most likely the best predicting activation function for
the solitary buildings.
The single output prediction results proved to be better than the multi-output
prediction results for almost every trial set. The trials performed forMonroe Avenue
Firehouse and Clinton Police Station produced single output results that were worse than the
multi-output counterpart due to the variability contained within the data set. This was
typically more prevalent in the natural gas predictions for these two buildings due to the less
consistent usage when compared with electricity.
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For all of the solitary building tests, Methods 2 and 3 are also tested. The results of
these trials show that by using strictly temperature related input information more consistent
and typically less variable predictive results could be produced. The inputs for Methods 2
and 3 are maximum temperature, minimum temperature, average temperature, and degree
days (for Method 2 the degree days are the total degree days, where as forMethod 3 the
degree days are separated into either total cooling or heating degree days) for the specified
billing period. ForMethods 2 and 3 to work on larger building sets, information from
Method 1 would have to be utilized to differentiate between the various buildings. Due to
the added consistency and less variability found in the results forMethods 2 and 3, it is
concluded that the temperature related input data is a useful accessory to the initial data set.
Thus, all of the trials show the optimum network configuration is a single output network that
utilizes the sigmoid activation function in the hidden layers to predict results for a single
building.
During the course of performing all of the trials, many interesting conclusions were
drawn that are listed below.
The results forMonroe Avenue Firehouse and Clinton Police Station show
that having variable building usage negatively affects the predictive results.
Due to the
buildings'
changing operation (equipment usage varies constantly
due to the occupants need to handle emergencies at any given time), the
buildings are not operated uniformly and definitely not efficiently. Thus, this
adds a variability that can not be handled very well by the networks.
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It was also found that poor predictive results occur with smaller data sets for
training. The results improved when the small data sets came from newer
buildings with efficient HVAC equipment.
Variability in the training data affected the prediction accuracy. Even though
extensive data pre-processing was performed, certain data irregularities could
not be removed. These irregularities relate to the method the buildings are
operated by the inhabitants. Many buildings allow the occupants to vary the
space temperature by three degrees, and it is very common for the space
temperature to be constantly changed due to the different comfort levels for
different persons. This human related error can not be accounted for, and
even if it could be, it should not be removed due to the importance of utilizing
actual operating data.
5.3 Recommendations for Future Work
After performing an in-depth study on the ideal network configuration for proactively
monitoring building energy consumption within the city ofRochester, several possibilities
for improvement and advancement were discovered. First, it would prove beneficial to a city
or a campus to have the ability to perform a theoretical HVAC retrofit to understand the
energy and cost savings before implementation. It would also be beneficial to improve the
current network configuration to allow it to predict accurately after a retrofit or building
expansion had been formed. Finally, improving the predictive ability of the "building
number
trials"
and "building type
trials"
by providing new inputs could prove to be a great
asset to large cities and campuses for energy monitoring. An in-depth look at the
possibilities of implementing these recommendations is included below.
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The initial scope of this thesis included investigating the viability of utilizing neural
network (NN) models to determine if a retrofit was advisable from an economic standpoint.
It was decided that this is not feasible due to time constraints and also the complexity of the
network anticipated to produce good results. Most building mechanical systems utilize
multiple HVAC components, thus a weighting would need to be performed to show the
heating and cooling provided by each system. This creates the added complexity of
introducing the efficiency of each piece of equipment. Also, during a retrofit it is quite
common for only the major (provide the most cooling and heating to the conditioned spaces
and also the most problematic pieces of equipment) HVAC components to be replaced.
Thus, the network would need to be able to predict the savings of changing portions of the
HVAC system. It can be assumed that the network configuration would require information
on every piece ofHVAC equipment for the training data due to the different efficiencies and
usage (equipment run time) of even like pieces of equipment for a solitary building. Creating
a NN model to accurately predict retrofit energy savings would require a substantial amount
of trials to discoverwhat data would be necessary for the creation of an acceptable network.
The current networks created for this thesis are capable of showing retrofit savings by
utilizing pre-retrofit data for training. If the resulting prediction is significantly higher than
the actual usage, then the retrofit has proven to be successful at lowering the amount of
energy used at the facility. This is a useful tool, but unfortunately the ability to proactively
monitor the newly retrofitted building with the same NN model has been significantly
limited. The prediction results will simply continue to show an energy savings over the data
from the previous years, which will not allow a building operator to being as proactive with
energy monitoring. Therefore, it would prove useful to develop a NN that could predict
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accurately both before and after a retrofit has been completed. It is feasible that by adding a
weighting factor to the training data that this may be possible. This factor would tell the
network to place more emphasis on learning from the particular data pattern than from the
historical data if a retrofit had occurred. As with developing a network to predict retrofit
savings, the creation of this network would require performing several trials to find the ideal
configuration for dealing with a change in the building or its HVAC setup.
Initially, the goal of this thesis was to utilize an entire set of buildings to perform
energy usage monitoring. The inputs utilized for this thesis proved to predict poorly for the
complete set. This idea, though, could still prove quite useful for cities or campuses that
wish to be proactive with their energy monitoring. Therefore, further research could be
performed to discover the necessary inputs to produce accurate building energy consumption
predictions. Naturally, this will require the creation ofmany different configurations and the
performance of several trials to ultimately create an acceptable network trained on either an
entire set of buildings or on buildings of a similar type.
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7 Appendices
7.1 Visual Basic Coding
Coding utilized to add temperature data for a billing cycle to initial data set.
Private Sub CommandButtonl_Click()
Application.ScreenUpdating = False
Dim rowl As Integer
Dim row2 As Integer
Dim start_row As Integer
Dim end_row As Integer
Dim result As Integer
Dim max_temp As Integer
Dim current_temp_max As Integer
Dim row_counter As Integer
Dim dd_total As Integer
Dim dd_heat As Integer
Dim dd_cool As Integer
Dim low_temp As Integer
Dim current_temp_low As Integer
Dim temp_sum As Integer
Dim start_date As Date
Dim end_date As Date
Dim check As Date
Dim start_cell As String
Dim end_cell As String
rowl = 2
row2 = 2
start_row = 0
end_row = 0
Do
If end_row <> 0 Then
row2 = end_row
End If
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Sheets("Queryl").Select
start_date = ActiveSheet.Cells(rowl, 3).Value
end_date = ActiveSheet.Cells(rowl, 4).Value
Sheets("Sheetl").Select
end_row = 0
start_row = 0
Do
Sheets("Sheetl").Select
check = ActiveSheet.Cells(row2, 1)
If check = start_date Then
start_row = row2
End If
If check = end_date Then
end_row = row2 - 1
End If
row2 = row2 + 1
Loop Until end_row <> 0 Or row2 > 3750
row_counter = start_row
max_temp = ActiveSheet.Cells(start_row, 2)
dd_total = 0
ddjieat = 0
dd_cool = 0
low_temp = ActiveSheet.Cells(start_row, 4)
temp_total = 0
Do
current_temp_max = ActiveSheet.Cells(row_counter, 2)
current_temp_low = ActiveSheet.Cells(row_counter, 4)
dd_total = dd_total + ActiveSheet.Cells(row_counter, 5)
dd_cool = dd_cool + ActiveSheet.Cells(row_counter, 6)
ddjieat = dd_heat + ActiveSheet.Cells(row_counter, 7)
temp_total = temp_total + current_temp_max + current_temp_low
If current_temp_max > max_temp Then
max_temp = current_temp_max
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End If
If current_temp_low < low_temp Then
low_temp = current_temp_low
End If
row_counter = row_counter + 1
Loop Until row_counter = end_row + 1
Sheets("Queryl").Select
Cells(rowl, 14) = max_temp
Cells(rowl, 15) = low_temp
Cells(rowl, 16) = temp_total / (2 * (end_row - start_row + 1))
Cells(rowl, 17) = dd_total
Cells(rowl, 18) = dd_cool
Cells(rowl, 19) = ddjieat
rowl = rowl + 1
Loop Until rowl = 13075
Application.ScreenUpdating = True
End Sub
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7.2 Building Layout
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Figure 7.2: Floor Plan for City Hall Ground Floor
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Figure 7.3: Floor Plan for City Hall First Floor
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Figure 7.4: Floor Plan for City Hall Second Floor
153
TI
I
M
1
rn
rn
ji n "
nr
to
RT FBI Xj u
CHURCH STREET
Figure 7.5: Floor Plan for City Hall Third Floor
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Figure 7.6: Floor Plan for City Hall Fourth Floor
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7.3 Data
Table 7.1: Building Type Trial Information
NN Name Method Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
build type (1) 1b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build typed) 2b Year 2 Linear 7 5 2,3,4,5,6,7 1,2,3
build type (1) 3b Year 2 Tangent 7 5 2,3,4,5,6,7 1,2,3
build type (1) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (1) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (1) 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
build type (1) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (1) 8b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build typed) 9b Year 2 Sigmoid 7 4 3,4,5,6,7 3
build type (2) 1 b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build type (2) 2b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (2) 3b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (2) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
build type (2) 5b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (2) 6b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (2) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 3
build type (11) 1b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build type (11) 2b Year 2 Linear 7 5 2,3,4,5,6,7 1,2,3
build type (11) 3b Year 2 Tangent 7 5 2,3,4,5,6,7 1,2,3
build type (11) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (11) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (11) 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
buildtype(11)7b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (11) 8b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (11) 9b Year 2 Sigmoid L 7 4 3,4,5,6,7 3
build type (12) 1b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
build type (12) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (12) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (12) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (12) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (12) 6b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (12) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (3) 1 b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build type (3) 2b Year 2 Linear 7 5 2,3,4,5,6,7 1,2,3
build type (3) 3b Year 2 Tangent 7 5 2,3,4,5,6,7 1,2,3
build type (3) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (3) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (3) 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
build type (3) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (3) 8b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (3) 9b Year 2 Sigmoid 7 4 3,4,5,6,7 3
build type (4) 1 b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
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NN Name Method Hidden
Layers
Activation
Function
Nodes
Layer 1
Nodes
Layer 2
Inputs Outputs
build type (4) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (4) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (4) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (4) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (4) 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (4) 7b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (5) 1 b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
build type (5) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (5) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (5) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (5) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (5) 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (5) 7b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (6) 1 b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
build type (6) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (6) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (6) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (6) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (6) 6b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (6) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (7) 1 b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
build type (7) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (7) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (7) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (7) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (7) 6b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (7) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type (8) 1 b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1,2
build type (8) 2b Year 2 Linear 7 4 2,3,4,5,6,7 1,2
build type (8) 3b Year 2 Tangent 7 4 2,3,4,5,6,7 1,2
build type (8) 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type (8) 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type (8) 6b Year 2 Sigmoid 7 4 3,4,5,6,7 1
build type (8) 7b Year 2 Sigmoid 7 4 3,4,5,6,7 2
build type 1 b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build type 2b Year 2 Linear 7 5 2,3,4,5,6,7 1,2,3
build type 3b Year 2 Tangent 7 5 2,3,4,5,6,7 1,2,3
build type 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
build type lib 1b Year 2 Sigmoid 7 5 2,3,4,5,6,7 1,2,3
build type lib 2b Year 2 Linear 7 5 2,3,4,5,6,7 1,2,3
build type lib 3b Year 2 Tangent 7 5 2,3,4,5,6,7 1,2,3
build type lib 4b Year 2 Sigmoid 7 4 2,3,4,5,6,7 1
build type lib 5b Year 2 Sigmoid 7 4 2,3,4,5,6,7 2
build type lib 6b Year 2 Sigmoid 7 4 2,3,4,5,6,7 3
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Table 7.3: COV Results for Build Type Trials
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN build type 1b 153 85.3 383 174 89 473
NN build type 2b 5300 4054 25952 5626 3850 6892
NN build type 3b 235 110 730 221 107 624
NN build type 4b 114 N/A N/A 138 N/A N/A
NN build type 5b N/A 32.1 N/A N/A 51.6 N/A
NN build type 6b N/A N/A 342 N/A N/A 459
NN build type lib 1b 166 66.8 373 176 80.5 442
NN build type lib 2b 5360 4030 12835 5638 3830 6321
NN build type lib 3b 269 111 648 251 122 582
NN build type lib 4b 106 N/A N/A 211 N/A N/A
NN build type lib 5b N/A 34.5 N/A N/A 54.7 N/A
NN build type lib 6b N/A N/A 341 N/A N/A 480
NN build type (1) 1b 52.7 18.1 105 42.9 77.2 103
NN build typed) 2b 91.9 46.7 295 90.9 75 191
NN build type (1) 3b 55.7 21.6 127 57.5 43.4 159
NN build type (1) 4b 48.8 N/A N/A 56.2 N/A N/A
NN build type (1) 5b N/A 16.2 N/A N/A 78.7 N/A
NN build type (1) 6b N/A N/A 53.2 N/A N/A 144
NN build type (1) 7b 47A N/A N/A 66 N/A N/A
NN build type (1) 8b N/A 14.3 N/A N/A 83.2 N/A
NN build type (1) 9b N/A N/A 85.8 N/A N/A 123
NN build type (2) 1b 46.8 10.5 105 72.5 17.2 206
NN build type (2) 2b 27.5 N/A N/A 42.2 N/A N/A
NN build type (2) 3b N/A 7.81 N/A N/A 19.4 N/A
NN build type (2) 4b N/A N/A 90.6 N/A N/A 183
NN build type (2) 5b 29.3 N/A N/A 40.9 N/A N/A
NN build type (2) 6b N/A 7.52 N/A N/A 20.5 N/A
NN build type (2) 7b N/A N/A 81.9 N/A N/A 184
NN build type (3) 1b 71.7 27.6 163 331 32.1 173
NN build type (3) 2b 4714 3259 9983 8116 2919 4481
NN build type (3) 3b 102 50 239 190 56.2 158
NN build type (3) 4b 62.6 N/A N/A 397 N/A N/A
NN build type (3) 5b N/A 17.4 N/A N/A 22.2 N/A
NN build type (3) 6b N/A N/A 146 N/A N/A 178
NN build type (3) 7b 64.8 N/A N/A 317 N/A N/A
NN build type (3) 8b N/A 19 N/A N/A 23.8 N/A
NN build type (3) 9b N/A N/A 128 N/A N/A 198
NN build type (4) 1b 43.1 21.9 N/A 42.4 22.7 N/A
NN build type (4) 2b 100 41 N/A 96.4 36.3 N/A
NN build type (4) 3b 46.3 22.7 N/A 49.2 24.1 N/A
NN build type (4) 4b 34.5 N/A N/A 41.1 N/A N/A
NN build type (4) 5b N/A 17 N/A N/A j 19.5 N/A
NN build type (4) 6b 41.6 N/A N/A 52.9 N/A N/A
NN build type (4) 7b N/A 17.5 N/A N/A 20.8 N/A
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN build type (5) 1b 59.6 18.5 N/A 55.1 17 N/A
NN build type (5) 2b 141 35.4 N/A 120 38.3 N/A
NN build type (5) 3b 73 21.1 N/A 78.9 20.8 N/A
NN build type (5) 4b 48.7 N/A N/A 62 N/A N/A
NN build type (5) 5b N/A 16.8 N/A N/A 15.6 N/A
NN build type (5) 6b 41.3 N/A N/A 57.6 N/A N/A
NN build type (5) 7b N/A 16.9 N/A N/A 14.4 N/A
NN build type (6) 1b 65.7 36.9 N/A 72.1 59.6 N/A
NN build type (6) 2b 101 118 N/A 72.4 118 N/A
NN build type (6) 3b 71.1 50.7 N/A 58.1 50.4 N/A
NN build type (6) 4b 57.6 N/A N/A 93.5 N/A N/A
NN build type (6) 5b N/A 31.4 N/A N/A 48.8 N/A
NN build type (6) 6b 57.4 N/A N/A 65.3 N/A N/A
NN build type (6) 7b N/A 29.7 N/A N/A 58.1 N/A
NN build type (7) 1b 48.5 20.2 N/A 84.7 19.5 N/A
NN build type (7) 2b 131 57.6 N/A 114 61.6 N/A
NN build type (7) 3b 59.3 21.5 N/A 73 18.3 N/A
NN build type (7) 4b 45.5 N/A N/A 133 N/A N/A
NN build type (7) 5b N/A 19.6 N/A N/A 15.4 N/A
NN build type (7) 6b 46.3 N/A N/A 132 N/A N/A
NN build type (7) 7b N/A 19.4 N/A N/A 22.2 N/A
NN build type (8) 1b 36.4 20.4 N/A 36.1 37.4 N/A
NN build type (8) 2b 92.1 43.3 N/A 71.6 38 N/A
NN build type (8) 3b 43.3 23.4 N/A 47.4 49.6 N/A
NN build type (8) 4b 28.2 N/A N/A 52.1 N/A N/A
NN build type (8) 5b N/A 18.6 N/A N/A 43.4 N/A
NN build type (8) 6b 25 N/A N/A 48 N/A N/A
NN build type (8) 7b N/A 19.2 N/A N/A 34.8 N/A
NNbuildtype(11)1b 44.7 8.05 49.4 4423226 12.9 51.5
NNbuildtype(11)2b 3775 647 2971 2.1E+09 643 1659
NN build type (11) 3b 61.1 9.04 57.4 1755901 14.4 30.9
NN build type (11) 4b 22.3 N/A N/A 78.3 N/A N/A
NN build type (11) 5b N/A 5.23 N/A N/A 17.1 N/A
NNbuildtype(11)6b N/A N/A 28.1 N/A N/A 48
NN build type (11) 7b 30.1 N/A N/A 111 N/A N/A
NN build type (11) 8b N/A 6.23 N/A N/A 16.8 N/A
NNbuildtype(11)9b N/A N/A 22.3 N/A N/A 107
NN build type (12) 1b 45.4 21.9 N/A 54.2 22.6 N/A
NN build type (12) 2b 81.2 39.8 N/A 77.4 43.2 N/A
NN build type (12) 3b 46 24.7 N/A 60.2 23.5 N/A
NN build type (12) 4b 41.1 N/A N/A 54.5 N/A N/A
NN build type (12) 5b N/A 17 N/A N/A 22.1 N/A
NN build type (12) 6b 39.6 N/A N/A 51.1 N/A N/A
NN build type (12) 7b N/A 14.7 N/A N/A 13.6 N/A
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Table 7.4: COV Results for Solitary Building Trials (Methods 1, 2, and 3)
NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NNB&L1b N/A 3.26 17.5 N/A 23.4 44.9
NN B&L 2b N/A 8.72 44.3 N/A 10.1 49.8
NN B&L 3b N/A 3.38 26 N/A 9.84 55.7
NN B&L 4b N/A 3.62 N/A N/A 9.29 N/A
NN B&L 5b N/A N/A 17.9 N/A N/A 144
NN B&L 6b N/A 6.07 N/A N/A 9.03 N/A
NN B&L 7b N/A N/A 23.7 N/A N/A 71.3
NN Bldg 100 1b 31.4 8.01 N/A 47.1 20.2 N/A
NN Bldg 100 2b 13.2 N/A N/A 40.8 N/A N/A
NN Bldg 100 3b N/A 5.57 N/A N/A 23 N/A
NN Bldg 100 4b 23.1 N/A N/A 126 N/A N/A
NN Bldg 100 5b N/A 7.97 N/A N/A 26.7 N/A
NN City Hall 1b 38.7 4.29 29.5 40 10.7 39.7
NN City Hall 2b 48.1 9.03 46.4 37.9 11.3 43.1
NN City Hall 3b 38.3 4.72 33.5 43.8 10.6 47.3
NN City Hall 4b 26.3 N/A N/A 56.6 N/A N/A
NN City Hall 5b N/A 3.4 N/A N/A 11.8 N/A
NN City Hall 6b N/A N/A 14.9 N/A N/A 77.7
NN City Hall 7b 17.7 N/A N/A 39.9 N/A N/A
NN City Hall 8b N/A 2.83 N/A N/A 11.8 N/A
NN City Hall 9b N/A N/A 21 N/A N/A 59.1
NN City Hall 10b 29.5 N/A N/A 48.5 N/A N/A
NN City Hall 11b N/A 2.83 N/A N/A 12.6 N/A
NN City Hall 12b N/A N/A 15.8 N/A N/A 45.4
NN City Hall 13b 22.7 N/A N/A 52.7 N/A N/A
NN City Hall 14b N/A 2.66 N/A N/A 11.4 N/A
NN City Hall 15b N/A N/A 14.9 N/A N/A 79.9
NN City Hall 16b 27.6 N/A N/A 42.1 N/A N/A
NN City Hall 17b N/A 3.42 N/A N/A 11.8 N/A
NN City Hall 18b N/A N/A 20 N/A N/A 64.4
NN City Hall 19b 34.8 N/A N/A 41 N/A N/A
NN City Hall 20b N/A 3.56 N/A N/A 10.5 N/A
NN City Hall 21b N/A N/A 15.9 N/A N/A 52.8
NN City Hall 22b sin N/A N/A 47.3 N/A N/A
NN City Hall 23b N/A 3.58 N/A N/A 10.7 N/A
NN City Hall 24b N/A N/A 25.1 N/A N/A 36.7
NN City Hall 25b 30 N/A N/A 45.5 N/A N/A
NN City Hall 26b N/A 3.05 N/A N/A 10.9 N/A
NN City Hall 27b N/A N/A 16.9 N/A N/A 177
NN City Hall 28b 29.3 N/A N/A 54.8 N/A N/A
NN City Hall 29b N/A 3.03 N/A N/A 9.85 N/A
NN City Hall 30b N/A N/A 15.6 N/A N/A 66.8
NN City Hall 31b 36.2 N/A N/A 33.8 N/A N/A
NN City Hall 32b N/A 3.09 N/A N/A 11.5 N/A
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NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN City Hall 33b N/A N/A 18.4 N/A N/A 44.8
NN City Hall 34b 28.4 N/A N/A 87.9 N/A N/A
NN City Hall 35b N/A 3.26 N/A N/A 10.5 N/A
NN City Hall 36b N/A N/A 11.1 N/A N/A 51
NN City Hall 37b 28.2 N/A N/A 86.8 N/A N/A
NN City Hall 38b N/A 2.75 N/A N/A 13.9 N/A
NN City Hall 39b N/A N/A 19.7 N/A N/A 85.7
NN City Hall 40b 41.4 N/A N/A 36.6 N/A N/A
NN City Hall 41b N/A 5.44 N/A N/A 10.2 N/A
NN City Hall 42b N/A N/A 40.7 N/A N/A 55.1
NN Clinton Police 1b 14.6 2.6 N/A 74.3 9.31 N/A
NN Clinton Police 2b 29.7 10.9 N/A 67.5 9.4 N/A
NN Clinton Police 3b 12.1 2.71 N/A 113 13.9 N/A
NN Clinton Police 4b 4.55 N/A N/A 100 N/A N/A
NN Clinton Police 5b N/A 2.43 N/A N/A 41.9 N/A
NN Clinton Police 6b 12.4 N/A N/A 54.1 N/A N/A
NN Clinton Police 7b N/A 4.71 N/A N/A 10.9 N/A
NN Fire (2.01) 1b 18.8 5.03 N/A 32.4 20.3 N/A
NN Fire (2.01) 2b 31.7 16.4 N/A 19 17.4 N/A
NN Fire (2.01) 3b 18.6 5.36 N/A 25 15.2 N/A
NN Fire (2.01) 4b 11.6 N/A N/A 44.6 N/A N/A
NN Fire (2.01) 5b N/A 4.76 N/A N/A 20.3 N/A
NN Fire (2.01) 6b 18.6 N/A N/A 26.8 N/A N/A
NN Fire (2.01) 7b N/A 7.01 N/A N/A 21 N/A
NN Rundel 1b 45.9 8.99 40.3 30.9 20.8 3.93E+08
NN Rundel Gas 1b 11.9 4.94 N/A 34.9 16.1 N/A
NN Rundel Gas 2b 2.47 N/A N/A 70.8 N/A N/A
NN Rundel Gas 3b N/A 2.04 N/A N/A 60.6 N/A
NN Rundel Steam 1b N/A 3.71 7.34 N/A 101 32.5
NN Rundel Steam 2b N/A 0.916 N/A N/A 9.96 N/A
NN Rundel Steam 3b N/A N/A 0.251 N/A N/A 45.8
NN Rundel Steam 4b N/A 4.27 N/A N/A 8.99 N/A
NN Rundel Steam 5b N/A N/A 9.67 N/A N/A 23.1
NN Rundel Steam 6b N/A 3.98 N/A N/A 29.9 N/A
NN Rundel Steam 7b N/A N/A 1.14 N/A N/A 75
NN Rundel Steam 8b N/A 0.189 N/A N/A 14.6 N/A
NN Rundel Steam 9b N/A N/A 0.426 N/A N/A 51.4
NN City Hall 1c 31.6 N/A N/A 61.5 N/A N/A
NN City Hall 2c N/A 4.96 N/A N/A 5.02 N/A
NN City Hall 3c N/A N/A 27.7 N/A N/A 61.8
NN B&L 1c N/A 8.59 N/A N/A 6.6 N/A
NN B&L 2c N/A N/A 19.8 N/A N/A 42.1
NN Fire (2.01) 1c 10.6 N/A N/A 17.7 N/A N/A
NN Fire (2.01) 2c N/A 5.9 N/A N/A 9.33 N/A
NN Clinton Police 1c 9.5 N/A N/A 30 N/A N/A
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NN File
Train
COV %
Gas
Train
COV %
Electric
Train
COV %
Steam
Test
COV %
Gas
Test
COV %
Electric
Test
COV %
Steam
NN Clinton Police 2c N/A 3.83 N/A N/A 17.1 N/A
NN Rundel 1c 1.96 N/A N/A 6.43 N/A N/A
NN Rundel 2c N/A 10.4 N/A N/A 12.4 N/A
NN Rundel 3c N/A N/A 4.65 N/A N/A 54.2
NN City Hall 1d 29.8 N/A N/A 63.2 N/A N/A
NN City Hall 2d N/A 3.32 N/A N/A 11 N/A
NN City Hall 3d N/A N/A 22.3 N/A N/A 99.9
NNB&L1d N/A 4.05 N/A N/A 6.72 N/A
NN B&L 2d N/A N/A 9.21 N/A N/A 33.4
NN Fire (2.01) 1d 9.22 N/A N/A 18.6 N/A N/A
NN Fire (2.01) 2d N/A 5.36 N/A N/A 9.24 N/A
NN Clinton Police 1d 8.33 N/A N/A 54.2 N/A N/A
NN Clinton Police 2d N/A 1.92 N/A N/A 12.6 N/A
NN Rundel 1d 3.5 N/A N/A 23.2 N/A N/A
NN Rundel 2d N/A 9.69 N/A N/A 10.7 N/A
NN Rundel 3d N/A N/A 2.13 N/A N/A 54.9
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