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Não
Estes resultados numéricos foram obtidos com os problemas 2, 3 e 7 de [3]. kMR, kML e kMP
representam o número de iterações necessárias, respectivamente, pelo método de redução,
problema multi-local e método de penalidade do algoritmo apresentado. kMR e kML representam o
número de iterações registadas em [3].
Para a resolução do problema finito, considera-se o método de penalidade baseado na função
exponencial [4] dada por
Para a resolução do problema , considere a função dada por
sendo wi a função stretched – transformada de gi . O problema de maximização é resolvido através
do uso de uma variante do simulated annealing [6,7] .
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O problema de programação semi-infinita (PSI) não linear pode ser matematicamente formulado da seguinte forma
onde as funções f, gi para i D, e hi para i I, são não lineares nas variáveis e contínuas em relação à variável x, o conjunto T é compacto e os conjuntos D e I têm cardinalidade finita.
A classe dos métodos de redução é baseada na ideia de que, sob certas condições, é possível substituir as infinitas restrições por um conjunto finito de restrições, que localmente
são suficientes para definir a região admissível do problema PSI [3]. O método de redução consiste em duas fases. Primeiro, é necessário determinar todos os maximizantes locais das funções de restrição,
para uma dada aproximação . Para determinar todas as soluções locais, escolhemos uma variante [5] do método simulated annealing [1] combinado com a técnica stretching [2]. Seja o conjunto óptimo
que contém todas as soluções locais. Na segunda fase, é necessário resolver o problema finito com restrições
Este problema é resolvido usando o método de penalidade combinado com a função exponencial.
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RESULTADOS NUMÉRICOS PRELIMINARES
Problemas n m kMR kML kMP kMR kML
Problem 2 2 1 1 4 7 8 10
Problem 3 3 1 2 4 6 11 23
Problem 7 3 2 4 4 8 9 14
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MÉTODO DE REDUÇÃO
1Definir novo kx .
PROBLEMA MULTI-LOCAL
PROBLEMA NÃO LINEAR FINITO
Problema multi-local
Problema não linear finito
TRABALHO FUTURO
Efectuar um estudo computacional mais aprofundado com o método de redução proposto. Para tal,
pretende-se efectuar a ligação do AMPL ao solver, e usar os problemas teste da programação semi-
infinita codificados em AMPL. Pretende-se, também, desenvolver algumas propriedades de
convergência deste novo algoritmo.
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