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Abstract
Over a 0eld k of characteristic not 2 the set of minimal polynomials of symmetric or
skew-symmetric matrices (with respect to an involution of the 0rst kind) is known. We give the
smallest possible dimension of a symmetric or skew-symmetric matrix of given minimal poly-
nomial depending on the type of the involution. Concerning the transpose, we give the smallest
constant c such that any suitable polynomial f is the minimal polynomial of a symmetric (resp.
skew-symmetric) matrix of dimension c degf. The case of polynomials of degree 2 is completely
solved. c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 15A18; 15A63; 11E04; 16W10
Let k be a 0eld of characteristic not 2. We are interested in symmetric or skew-
symmetric k-matrices. Several questions can be considered, in particular, we can ask
which numbers are the eigenvalues of such matrices.
If k=Q, the eigenvalues of a symmetric (resp. skew-symmetric) rational matrix are
real (resp. purely imaginary). On the other hand, if x is a real number, we would like
to know if it is an eigenvalue of a symmetric matrix over Q, and, if it is, determine
the smallest possible dimension of such a matrix. An eigenvalue is a root of the
minimal polynomial. We can also ask which polynomials are minimal polynomials
of symmetric Q-matrices and what is the smallest dimension of a symmetric matrix
of given minimal polynomial. We are also going to consider the same questions on
skew-symmetric matrices.
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Krakowski, Bender and, more recently, Bass, Estes and Guralnick have been in-
terested in this kind of questions in the symmetric case. In this article, we con-
sider the following problem: let f be a monic polynomial in k[X ], does there ex-
ist an involution of the 0rst kind de0ned on an algebra of matrices, Mn(k), hav-
ing a symmetric or skew-symmetric element of minimal polynomial f? If such an
involution exists, what is the smallest possible dimension for such an algebra? We
shall study in detail the case of symmetric or skew-symmetric matrices for the trans-
pose. The problem then becomes what is the smallest possible dimension of a sym-
metric or skew-symmetric matrix of given minimal polynomial f (if such a matrix
exists)?
In an article published in 1958, Krakowski determined the set of minimal polyno-
mials of symmetric (resp. skew-symmetric) matrices for the transpose [15]. We gen-
eralize Krakowski’s results in the second paragraph, to the case of symmetric (resp.
skew-symmetric) matrices for an involution of the 0rst kind. Bender [4] has given an
upper bound for the dimension of a symmetric (with respect to the transpose) matrix of
given minimal polynomial, this bound is equal to a constant multiplied by the degree
of the given polynomial. To obtain this, he considered matrices such that the quotient
of their dimension by the degree of their minimal polynomial is constant. The reason
of this is that, if the polynomial is irreducible then the dimension of the matrix is a
“multiple” of the degree of this polynomial, and, moreover, Bender was looking for
a uniform bound. So, it is natural to consider matrices having a dimension equal to a
constant times the degree of their minimal polynomial and to try to 0nd the smallest
possible constant. We follow this point of view. In a previous article, we proved that,
if the base 0eld k is not formally real, then for any even or odd polynomial there
exists a skew-symmetric matrix of dimension s(k) degf, where s(k) is the level of the
0eld k [14]. Moreover, we proved that any even or odd polynomial is the minimal
polynomial of a skew-symmetric (with respect to an involution of the 0rst kind) matrix
of dimension degf or 2 degf. In this article, we again 0nd such a result by a diJerent
way and we also consider the case of symmetric matrices and the case of a formally
real based 0eld.
1. Notations
In this article, k will be a 0eld of characteristic diJerent from 2 and Kk denotes an
algebraic closure of k.
Let us recall that s(k) is the level of the 0eld k, this means that s(k) is the smallest
positive integer (possibly the in0nity) such that −1 is the sum of s(k) squares in k.
We say that the 0eld k is not formally real if s(k) is 0nite, and formally real otherwise.
We know that s(k) is a power of 2 or +∞ [17, Chapter 2, Section 10].
If k is not formally real, then for any non-zero d in k, we denote by p˜(d) the
smallest power of 2 such that d is the sum of p˜(d) squares in k. Remark that p˜(d)
is upper bounded by 2s(k) because d= [(d+ 1)=2]2 + (−1)[(d− 1)=2]2.
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Otherwise, k is formally real and this is equivalent to the existence of an order P
on k; for this order k admits a real closure, FP . If we add
√−1 to this closure then
FP(
√−1) is algebraically closed. An element of Kk is called totally real if it is contained
in every real closure of k. An element of Kk is called totally purely imaginary if it is
in
√−1FP for all orders P. An element of k∗ is called totally positive if it is in every
order of k. Such an element x is a sum of squares in k and p˜(x) is the smallest power
of 2 such that x is sum of p˜(x) squares in k. The number p˜(k) is the upper bound
of all the p˜(x). It can also be de0ned as the smallest power of 2 such that any totally
positive element of k is a sum of p˜(k) squares in k [17, Chapter 3].
We also recall that p(k) denotes the Pythagoras number of the 0eld k, it is the
smallest positive integer such that any sum of squares in k∗ is a sum of p(k) squares.
Consequently, p˜(k) is the smallest power of 2 greatest than p(k).
Every symmetric matrix B de0nes a quadratic space, denoted by 〈B〉. If this quadratic
space is isotropic, then it is the direct sum of hyperbolic planes and an anisotropic
space. The number of these hyperbolic planes is called the Witt index of 〈B〉 and it
is denoted by iW (〈B〉). If the space is anisotropic, iW (〈B〉) is zero [17, Chapter 1,
Sections 3 and 5].
Let us now mention some results on involutions of the 0rst kind (see also [17,
Chapters 7, 8] or [13]). By the Skolem–Noether theorem, for any involution of the
0rst kind , on Mn(k), there exists an invertible, symmetric or skew-symmetric matrix
B in Mn(k), such that  = Int B ◦ t where t denotes the transpose. Actually, this per-
mits to de0ne a one-to-one correspondence between involutions of the 0rst kind and
invertible symmetric or skew-symmetric matrices modulo k∗. This implies that there
exists exactly two types of involutions of the 0rst kind; the orthogonal involutions —
which correspond to invertible symmetric matrices — and symplectic involutions —
which correspond to invertible skew-symmetric matrices.
Let  be an involution on Mn(k). There exists an invertible symmetric matrix B,
such that  = Int B ◦ t. The Witt index of  is, by de0nition, the Witt index of 〈B〉.
We denote it by iW (). Moreover, if the Witt index of the involution  = Int B ◦ t is
equal to the dimension of B divided by 2, then the involution  is hyperbolic.
Let  be another orthogonal involution on Mn(k), de0ned by = Int B′ ◦ t where B′
is an invertible and symmetric matrix of Mn(k). If 〈B〉 is isometric to 〈B′〉 as quadratic
spaces, then  and  are two conjugate involutions. Conversely, if  and  are two
conjugate orthogonal involutions, then B and B′ are two similar matrices.
We shall say that a matrix is -symmetric, with  = ±1, if it is symmetric ( = 1)
or skew-symmetric (=−1).
Let f be a monic polynomial of k[X ] of degree n. Which condition(s) should this
polynomial satisfy to be the minimal polynomial of a symmetric (resp. skew-symmetric)
matrix with respect to an involution of the 0rst kind?
Let  be an involution of the 0rst kind. If f is the minimal polynomial of a
-skew-symmetric matrix a, then 0=f(a)=f((a))=f(−a), and, therefore, the polyno-
mial (−1)deg ff(−X )−f(X ) annihilates a. Moreover, its degree is less than or equal to
degf−1 (because of (−1)deg ff(−X )−f(X )=(−1)deg f(−X )deg f+· · ·+(−1)deg fa0−
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X deg f − · · · − a0). So, this polynomial is zero and we have (−1)deg ff(−X ) = f(X );
such a polynomial is called, by de0nition, even or odd. This is equivalent to saying
that f ∈ k[X 2] ∪ Xk[X 2].
Suppose now that the considered involution is the transpose. The conditions on f
depend on the 0eld k. If this 0eld is not formally real then no further conditions are
imposed on f. On the other hand, if the 0eld is formally real then the roots of the
polynomial f must verify certain conditions. Indeed, let a and c be two, respectively,
symmetric and skew-symmetric matrices, of minimal polynomials fa and fc. Let P be a
k-order, FP denotes the real closure of (k; P). As a is symmetric and c skew-symmetric,
they commute with their adjoints on FP(
√−1), and fa and fc are split in FP(
√−1).
If  is a root of fa and  a root of fc then K =  and K = − (where K denotes the
complex conjugation on FP(
√−1)). Therefore, the roots of fa are in FP and the ones
of fc are in
√−1FP , and this for any order P.
So, we have proved the direct part of the following theorem:
Theorem 1. Let k be a 3eld of characteristic not 2:
• If k is not formally real; then
(a) Any monic polynomial in k[X ] is the minimal polynomial of a symmetric matrix
with respect to an involution of the 3rst kind.
(b) A monic polynomial f in [X ] is the minimal polynomial of a skew-symmetric
matrix with respect to an involution of the 3rst kind if and only if f is even
or odd.
• If the 3eld k is formally real; then
(a) Any monic polynomial in k[X ] is the minimal polynomial of a symmetric matrix
with respect to an involution of the 3rst kind di8erent from the transpose.
(b) A monic polynomial f in k[X ] is the minimal polynomial of a symmetric matrix
if and only if the roots of the polynomial f are simple and totally real.
(c) A monic polynomial f in k[X ] is the minimal polynomial of a skew-symmetric
matrix with respect to an involution of the 3rst kind di8erent from the trans-
pose, if and only if f is even or odd.
(d) A monic polynomial f in k[X ] is the minimal polynomial of a skew-symmetric
matrix if and only if f is even or odd and its roots are simple and totally
purely imaginary.
The aim of this article is to show the converse of this theorem trying to give
some matrices of the smallest possible dimension each time. In the transpose case, this
theorem has been proved by Krakowski [15].
2. Linear forms
We have just seen the conditions for a monic polynomial of k[X ] to be the minimal
polynomial of a symmetric or skew-symmetric matrix with respect to an involution of
the 0rst kind.
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Consider such a polynomial f. We would like to determine the minimal dimension
of a symmetric or skew-symmetric matrix of minimal polynomial f. This dimension is
bounded from below by the degree of f. So, we can ask if there exists an involution of
the 0rst kind on Mdeg f(k), having a symmetric or skew-symmetric element of minimal
polynomial f. To answer this question, we translate the problem in terms of linear
forms.
Theorem 2. Let f be a monic polynomial in k[X ]; of degree n and R=k[X ]=(f(X )).
Let K : R → R be an involution of R 3xing k. There exists an involution  of the
3rst kind on Mn(k); of type  (=±1) and an injection of k-algebras with involution
i : (R; K) ,→ (Mn(k); ) if and only if there exists a k-linear form s : R→ k satisfying
the following conditions:
(a) ∀x ∈ R; s(Kx) = s(x);
(b) Ker(s) does not contain any non-trivial ideal of R.
The form s is determined up to a factor of k∗ by the injection i.
Proof. Let A=Endk(R): As R is a k-vector space of dimension n, we have A  Mn(k):
R is embedded in A by
i :R ,→ A;
x → lx;
where lx denotes the left multiplication by x.
By i, R is identi0ed in A to a sub-algebra of type k[a] where a has a minimal
polynomial equal to f. Actually, a= l with = X + (f) in R.
Let K be an involution on R 0xing k. If there exists an involution  over A, of the
0rst kind and of type  such that (l) = i( K), i.e. |R = K, then the injection i de0ned
above is an injection of algebras with involution (identifying R with its image by i).
Seeking such an involution is equivalent to seeking a -symmetric non-degenerate
bilinear form b from R× R to k such that
b(x; y) = b(x; y:1) = b((y)x; 1) = b( Kyx; 1) = b(x Ky; 1)
as R is commutative.
The form b de0nes a linear form s from R to k by s(x)=b(x; 1) for any x ∈ R. If b is
symmetric then s(Kx)=b(1; x)=b(x; 1)= s(x) for any x ∈ R and, if b is skew-symmetric
then s(Kx) = b(1; x) = −b(x; 1) = −s(x) for all x ∈ R, i.e. for all x ∈ R; s(Kx) = s(x).
Conversely, as R is commutative, every linear form s from R to k satisfying the 0rst
condition of the theorem, de0nes a symmetric or skew-symmetric bilinear form b by:
∀x ∈ R; ∀y ∈ R; b(x; y) = s(x Ky).
We miss the translation of the non-degeneracy of b to the form s.
The non-degeneracy of the form b is equivalent to
∀x ∈ R; x = 0; ∃y ∈ R; y = 0 such that b(x; y) = 0:
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This is equivalent for s to
∀x ∈ R; x = 0; ∃y ∈ R; y = 0 such that s(x Ky) = 0:
As the involution K is bijective, this means for s, that for any x ∈ R there exists a
non-zero element y in R such that s(yx) = 0.
It is clear that if s(x) = 0, it suPces to take y = 1 to verify the condition. So, we
must simply verify that
∀x ∈ Ker s; x = 0; ∃y ∈ R; y = 0 such that s(x Ky) = 0:
This is equivalent to saying that Ker(s) does not contain any non-trivial ideal of R.
We have seen in the 0rst paragraph, that there is a bijection between the set of
involutions of the 0rst kind and the set of regular symmetric or skew-symmetric bilinear
forms modulo k∗. It is clear that multiplying a regular symmetric or skew-symmetric
bilinear form b by a scalar is equivalent to multiplying the k-linear form sb (de0ned
above) by the same scalar. So, the form sb is determined up to a non-zero scalar by
the injection i. This completes the proof of the theorem.
In order to simplify the statement of theorems in the article, we introduce some new
de0nitions.
Denition 1. Let  = 1 or −1. A polynomial f of k[X ] is called -suitable if it is
monic and the minimal polynomial of an -symmetric matrix.
A polynomial “−1-inadequate” is a polynomial −1-suitable, even and divisible by
X 2.
3. Involutions of the rst kind
We consider the case of involutions of the 0rst kind distinct from the transpose.
3.1. Orthogonal involutions
We shall show that under some conditions, there exists an orthogonal involution over
Mdeg f(k) having an -symmetric element of minimal polynomial f. We shall then state
the general theorem for orthogonal involutions.
Proposition 1. Let f be a monic polynomial of k[X ] and =±1.
If f is -suitable but not “−1-inadequate”; then there exists an orthogonal involu-
tion over Mdeg f(k) having a -symmetric element of minimal polynomial f.
If f is a polynomial “−1-inadequate”; then such an involution does not exist.
Proof. Following Theorem 2, it suPces to prove that there exists, or does not exist, a
suitable k-linear form.
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R=k[X ]=(f(X )) is a k-vector space of dimension n and (1; ; 2; : : : ; n−1) is one of
its basis, where f()= n+ an−1n−1 + · · ·+ a0 = 0. On R, we consider the involution
K de0ned by K= .
We consider the form
s1 :R→ k;
x → ax0 + bxn−1
with a= (1− )(1 + (−1)deg f)=4
and
b= |1 + |=2 + (1− )(1− (−1)deg f)=4;
where x = x0 + x1+ · · ·+ xn−1n−1 in the basis (1; ; 2; : : : ; n−1).
The form s1 is k-linear, and ∀x ∈ R; s1(Kx) = s1(x).
To prove that the form s1 satis0es the second condition of Theorem 2, we suppose
that a = 0. In these conditions b = 0, so s1(x) = 0 is equivalent to x = x0 + x1 +
· · ·+ xn−2n−2. Let j = Sup{i; xi = 0}, then we obtain n−j−1x= x0n−j−1 + x1n−j +
· · ·+ xj−1n−2 + xjn−1. Consequently s1(n−j−1x) = xj = 0. The form s1 thus de0ned
veri0es the required conditions. If a = 0 then b=0 and the form s1 satis0es again the
required conditions (the proof is the same). So we have proved the 0rst part of the
proposition.
Suppose now that f is a monic polynomial of even degree and divisible by X 2,
then f = X 2ng where X 2 does not divide g. The ring R is isomorphic to k[X ]=X 2n ⊕
k[X ]=g(X ). Let s be a k-linear form such that s ◦ K = s and Ker(s) does not contain
any non-trivial ideal of R. Its restriction s′ to R′ = k[X ]=X 2n is a k-linear form and
its kernel does not contain any non-trivial ideal of R′ (because the decomposition of
R given above is orthogonal for the bilinear form (x; y) → x Ky. Moreover, if ˜ is the
involution over R′ de0ned by ˜=− (where = X + (X 2n)) then s′ ◦ ˜ = s′. We are
going to prove that a such form cannot exist over R′ = k[X ]=(X 2n).
Suppose there exists a k-linear form s such that for any x ∈ R′; s(Kx) = s(x). Then
s(2i+1) = 0 where R′ = k ⊕ k⊕ · · · ⊕ k2n−1 and 2n = 0.
Let y ∈ R′ non-trivial, we have
s(y2n−1) = s(y02n−1 + y12n + y22n+1 + · · ·+ y2n−14n−2) = s(y02n−1);
s(y2n−1) = y0s(2n−1) = 0:
So, there exists a non-trivial element x in R′ such that for any non-zero element y in
R′, the product xy is in the kernel of s. This means that the kernel of s contains a
non-trivial ideal of R′. And we conclude that there does not exist any k-linear form
which satis0es the required conditions over R′ = k[X ]=X 2n. So, there exists no such
form over R. Thus the proposition is proved.
The general theorem for orthogonal involutions is the following.
Theorem 3. For any -suitable polynomial f; there exists an orthogonal involution
on M deg f(k); with =1+(1− (−1)); where =±1; having an -symmetric element
of minimal polynomial f.
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Proof. If = 1, the theorem has been proved. We just have to prove it in the case of
 = −1. To do this, we consider a monic even or odd polynomial f, and the matrix
algebra Mdeg f(k) with an orthogonal involution . We de0ne the involution  over
M2 deg f(k) by
 :M2 deg f(k)→ M2 deg f(k);(
a b
c d
)
→
(
(d) (b)
(c) (a)
)
;
where a; b; c; d ∈ Mdeg f(k). If a is a -symmetric element then a⊕−a is skew-symmetric
with respect to  and it has the same minimal polynomial as a. If w is the matrix of
the bilinear symmetric form b then the bilinear form b associated to  is de0ned by
the matrix(
0 w
w 0
)
:
As b is symmetric,  is an orthogonal involution. By Proposition 1, there exists a
matrix of minimal polynomial f which is symmetric with respect to an orthogonal
involution over Mdeg f(k). This proves the theorem.
As we have solved the question of the smallest possible dimension, we may ask
if there exists several involutions solving the problem over Mdeg f(k), and how to
characterize them?
Theorem 4. Let f be a monic polynomial in k[X ]. Suppose there exists an orthogonal
involution over Mdeg f(k) having an -symmetric element a of minimal polynomial f.
Then the orthogonal involutions over Mdeg f(k) admitting such an -symmetric element
are of type Int lu ◦  where u is an invertible element of k[X ]=(f(X )). Moreover; u
must be stable under the involution K on k[X ]=(f(X )).
Proof. Let M be a matrix of minimal polynomial f. Suppose that M is -symmetric
with respect to an involution  orthogonal over Mdeg f(k). We consider a k-linear form
s associated to . Such a form exists by Theorem 2. This form veri0es s ◦ K = s and
its kernel does not contain any non-trivial ideal of R.
Let ' : R → Hom(R; k) be the map associating to any element x of R the element
s ◦ lx of Hom(R; k). The application ' thus de0ned is a linear map between two
k-vector spaces of the same dimension. It is injective because Ker s does not contain
any non-trivial ideal of R. So, we have a bijection between R and Hom(R; k).
Let s′ be a non-zero k-linear form, associated to an involution ′ of type 1 and such
that ′(a) = (−1)a. So, there exists an element u in R \ {0} such that for any x ∈ R
we have s′(x) = s(ux). For the same reason, there exists u′ in R \ {0} such that for
any x ∈ R we have s(x) = s′(u′x). Thus for any x ∈ R we have s′((uu′− 1)x) = 0 and,
as s′ = 0, we conclude uu′ = 1. Moreover,
s(ux) = s′(x) = s′(Kx) = s(uKx) = s(xu) = s(xu) = s(ux):
So, as ' is an isomorphism, Ku= u.
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Let b and b′ be bilinear forms associated to s and s′, respectively. They are de0ned
by b(x; y) = s(xy) and b′(x; y) = s′(xy) for any x and any y in R. So, we have
∀x ∈ R; ∀y ∈ R; b′(x; y) = s(ux Ky) = s(x(yu)) = b(x; yu):
Concerning the involutions  and ′, we know that there exists an element h in
(Endk R)∗ such that ′ = Int h ◦  and (h) = h. Then, for any g in Endk R, for any x
in R and any y in R,
b′(′(g)x; y) = b′(x; gy) = b(x; (gy)u)
and
b′(′(g)x; y) = b′((h−1gh)x; y) = b((h−1gh)x; yu) = b(x; h−1gh(yu)):
As b is non-degenerate, we deduce that u(gy) = h−1gh(uy).
So Int lu ◦ g= Int h ◦ g for all g ∈ Endk(R). Consequently, h is the multiplication by
u−1, and u−1 is stable under the involution K on R. This proves the theorem.
3.2. Symplectic involutions
Before giving the general result on symplectic involutions, we mention some more
precise results.
First, let us recall a result on the characteristic polynomial of a symmetric element
with respect to a symplectic involution [13].
Theorem 5. Let A be a central simple algebra over k endowed with a symplectic
involution . The characteristic polynomial of any -symmetric element of A is a
square in k[X ].
This tells us that:
Theorem 6. Let f be a monic polynomial in k[X ].
If f is of odd degree (respectively of even degree); then there exist no symplectic
involution on Mdeg f(k) having an -symmetric element (resp. symmetric) of minimal
polynomial f.
If f is a monic even polynomial of k[X ]; then there exists a symplectic involution
on Mdeg f(k) having a skew-symmetric element of minimal polynomial f.
Proof. In each case, it is clear that if the degree of the polynomial f is odd then the
theorem is true. So, we suppose that f is of even degree. In the symmetric case, the
result is evident: if a ∈ Mdeg f(k) is of minimal polynomial f, then its characteristic
polynomial is also f and using the previous theorem we can conclude.
In the skew-symmetric case, we consider the algebra R = k[X ]=(f). It is endowed
with the involution – de0ned by K=−. We try to 0nd a symplectic involution (or of
type −1) whose restriction to R is –. By Theorem 2, to prove the theorem, we need
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to 0nd a k-linear form s from R to k such that s ◦ – =−s and Kers does not contain
any non-trivial ideal of R.
R is a k-vector space of dimension n. Consider its basis (1; ; : : : ; n−1) where f()=
n + an−2n−2 + · · ·+ a0 = 0. Every element x of R can be written as x = x0 + x1+
· · ·+ xn−1n−1 where the xi are in k.
Let us de0ne the form
s :R→ A;
x → xn−1;
where x=x0+x1+· · ·+xn−1n−1. Clearly, we have s◦–=s. In the proof of Proposition
1, we have seen that the form s, thus de0ned, veri0es the second condition of Theorem
2. Thus the theorem is proved.
The general result for symplectic involutions is as follows.
Theorem 7. For any -suitable polynomial; f; there exists a symplectic involution on
M2 deg f(k) having an -symmetric element of minimal polynomial f.
Proof. Let  be an orthogonal involution on Mdeg f(k). We de0ne the involution ′ on
M2 deg f(k) by
′ :M2 deg f(k)→ M2 deg f(k);(
a b
c d
)
→
(
(d) −(b)
−(c) (a)
)
;
where a; b; c; d ∈ Mdeg f(k).
The bilinear form associated to ′ is de0ned by the matrix(
0 w
−w 0
)
where w is the matrix associated to b. This matrix is skew-symmetric, so the involu-
tion ′ is symplectic. Following Proposition 1, there exists an element a in Mdeg f(k)
of minimal polynomial f and -symmetric. And the element a ⊕ a of M2 deg f(k) is
symmetric with respect to ′ and its minimal polynomial is f. The element(
0 a
a 0
)
in M2 deg f(k) is skew-symmetric with respect to ′ and its minimal polynomial is f.
Thus the theorem is proved.
3.3. Hyperbolic involutions
As the characteristic of the ground 0eld is not 2, a quadratic form can be associated
to an orthogonal involution. A quadratic form has a Witt index, it is equal to the number
of hyperbolic planes which are contained in this form. A quadratic form contains n
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hyperbolic planes if and only if it has a totally isotropic sub-space of dimension n. The
Witt index of a quadratic form is invariant under isometry and scalar multiplication.
Recall that if a quadratic form is of even dimension and of maximal Witt index, it is
said to be hyperbolic. So we can de0ne the Witt index of an orthogonal involution.
Denition 2. The Witt index of an involution is the Witt index of the associated
quadratic form. If the quadratic form associated to an orthogonal involution is hyper-
bolic, the involution will be also said to be hyperbolic.
We have the following proposition:
Proposition 2. For any polynomial f -suitable but not “−1-inadequate”; there exists
an orthogonal involution on Mdeg f(k) having an -symmetric element of minimal
polynomial f. Moreover; this involution is of Witt index (degf)=2 if degf is even
and (degf − 1)=2 if degf is odd.
Proof. This proposition directly follows from Proposition 1. In that proposition, we
de0ned the k-linear form s1 by
s1 :R→ A;
x → ax0 + bxn−1
with a= (1− )(1 + (−1)deg f)=4
and
b= |1 + |=2 + (1− )(1− (−1)deg f)=4:
This form de0nes a bilinear form b1, hence a quadratic form which has a totally
isotropic sub-space of dimension m where
m=
{
(n− 2)=2 if b= 0 (i:e: if =−1 and n is even);
E[n=2] if a= 0:
Indeed, the associated form b1 is de0ned by b1(x; y)= s1(xy), and writing its matrix
in the basis (1; ; : : : ; n−1), a zero square sub-matrix of dimension m appears. So the
form b1 has a totally isotropic sub-space of dimension m and its Witt index is at least m.
Moreover, if b=0, then b1(1; 1)= 1 and b1(1; i)= 0 for all i = 0. The determinant
of b1 has value a0 modulo k∗2 if b=0. Its value is (−1)E[n=2] modulo k∗2 if a=0 and
if = 1, and 1 otherwise. So we have
If b= 0; then 〈b1〉  m〈1;−1〉 ⊕ 〈1; (−1)ma0〉:
If a= 0; then 〈b1〉  m〈1;−1〉 ⊕ (n− 2m)〈(−1)(1−)m=2〉:
This proves Proposition 2.
Theorem 8. Let f be an even degree polynomial of k[X ]. If f is 1-suitable or −1-suitable
and if f(0) = a0 = (−1)(deg f)=2b2 for a certain b ∈ k∗; then there exists a hyperbolic
involution on Mdeg f(k) having an -symmetric element of minimal polynomial f.
For any -suitable polynomial f; there exists an hyperbolic involution on M2 deg f(k)
having a symmetric element of minimal polynomial f.
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Proof. Actually, the 0rst part of this theorem is the previous proposition in the sym-
metric case. In the skew-symmetric case, we have seen that
〈b1〉  m〈1;−1〉 ⊕ 〈1; (−1)ma0〉 with m= (degf − 2)=2:
So if a0 = (−1)(m+1)b2 for a certain b ∈ k∗ then 〈b1〉  (degf)=2〈1;−1〉 and the
involution  associated to b1 is an orthogonal and hyperbolic involution on Mdeg f(k).
To prove the second part of the theorem, we consider an -suitable polynomial f
of degree n and the involution  constructed in the proof of Theorem 3. Recall that 
is de0ned on M2 deg f(k) by
 :M2 deg f(k)→ M2 deg f(k);(
a b
c d
)
→
(
(d) (b)
(c) (a)
)
;
where a; b; c; d ∈ Mdeg f(k). The Witt index of this involution is equal to the half of
the degree of f, so it is hyperbolic. Moreover, if a is an element of Mdeg f(k) of
minimal polynomial f and symmetric with respect to the involution  then a ⊕ a is
-symmetric with respect to  and of minimal polynomial f. Such an element a exists
by the 0rst proposition. The theorem is proved.
4. The transpose
Now, we are going to consider the transpose, which is an orthogonal involution. So
we start with the results of the 0rst part of the third paragraph. Indeed, if  is an
orthogonal involution on Mn(k) and if B is the symmetric matrix of the quadratic form
associated to  such that 〈B ⊗ Ir〉  〈Inr〉, then the involution  ⊗ t is conjugate to
the transpose. We know the existence of orthogonal involutions having a symmetric or
skew-symmetric element of given minimal polynomial.
We have to distinguish the cases where the ground 0eld is formally real or not.
As we are interested by the minimality of the degree of the algebra in which there
exists a symmetric or skew-symmetric element of given minimal polynomial, we shall
study more precisely the case of polynomials of degree 2.
4.1. k is not formally real
We just recall the main result, because it has been proved by Bender in the symmetric
case and by us in the skew-symmetric case [4,14].
Denition 3. We call ,(k) (with  = ±1) the smallest integer such that any -sui-
table polynomial f is the minimal polynomial of an -symmetric matrix of dimension
,(k) degf.
Theorem 9. If s(k) = 1; then ,1(k) = 1 and ,−1(k) = 2.
If s(k) ≥ 2; then ,(k) = s(k).
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4.2. k is formally real
Let f be a monic polynomial in k[X ] of degree n; by the previous results, f is the
minimal polynomial of a symmetric (resp. skew-symmetric) matrix if and only if f
has only totally real (resp. totally purely imaginary) simple roots. So, we have in the
symmetric case,
f(X ) =
i=n∏
i=1
(X − i); i ∈ FP
for any order P on k. In the skew-symmetric case, the decomposition of f depends
on its degree:
f(X ) =
i=n=2∏
i=1
(X 2 + -i) or f(X ) = X
i=n=2∏
i=1
(X 2 + -i);
where -i ∈ FP for every order P on k.
As before, we shall use an orthogonal involution and extend it to obtain the transpose.
It is clear that we cannot use the previous involutions any more, because −1 is not a
sum of squares in k.
Let  be an involution on R= k[X ]=(f(X )) leaving k invariant. The trace de0nes a
bilinear form ' by
' :R× R→ k;
(x; y) → Tr(x(y))
which is the trace of the left multiplication by x(y) on the k-vector space R. Actu-
ally, the involution  is either the identity, or the involution K de0ned in the second
paragraph, consequently () =  or K, where  is the class of X modulo (f) in R.
Thus we have de0ned two bilinear forms '1 and '−1 verifying '1(x; y) = Tr(xy) and
'−1(x; y) = Tr(x Ky).
We recall the following de0nition [17, Chapter 2]:
Denition 4. Let k be a formally real 0eld and P an order on k. Let (V; q) be a
quadratic space on k, the signature of q, denoted by signP(q), is de0ned by signP(q)=
dim(V+)−dim(V−) where V=V+⊥V− and (V+; qV+) is positive de0nite and (V−; qV−)
is negative de0nite.
To prove that the bilinear form '1 is non degenerate, we use the following lemma
[17, Chapter 3]:
Lemma 1 (Sylvester). Let (k; P) be an ordered 3eld and F its real closure. Let f ∈
k[X ] and R= k[X ]=(f(X )). Then signP('1) is equal to the number of distinct roots
of f in F.
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Proposition 3. Each polynomial f of k[X ] with simple totally real (resp. even or
odd and with simple totally purely imaginary) roots is the minimal polynomial of a
symmetric (resp. skew-symmetric) matrix of Mdeg f(k) with respect to the orthogonal
involution associated to the bilinear symmetric form '1 (resp. '−1).
Proof. Let R=k[X ]=(f(X )). By the preliminaries, we have to prove that the forms '1
and '−1 are bilinear non-degenerate symmetric forms . It is clear that '1 is symmetric.
Concerning '−1, it is necessary and suPcient to verify that Tr(Kx)=Tr(x) for any x ∈ R,
i.e. Tr(2i+1) = 0 for any 1 ≤ 2i + 1 ≤ n.
If the polynomial f is even, of degree n, then it is irreducible over k, the extension
R is the 0eld extension generated by  on k. The trace of the element 2i+1 is equal to
si=
∑n
j=1 
i
j with 1; : : : ; n the simple roots of f. Moreover, f(X )=X
n+
∑n
i=1 iX
n−i
and Newton’s formulas relate si and i. These formulas are
s0 = n;
s1 = 1;
sp +
p∑
j=1
(−1) jjsp−j = 0 for all 2 ≤ p ≤ n:
Thus, 2i+1=0 for any 1 ≤ 2i+1 ≤ n and s2i+1=0. So, the trace veri0es Tr(Kx)=Tr(x)
for any x ∈ R.
If the polynomial is odd then R  k ⊕ k[X ]=(g(X )) where the polynomial g is even
and the trace form veri0es Tr(Kx) = Tr(x) for any x over each factor. Moreover, the
decomposition of R is orthogonal for the form (x; y) → x Ky. So we have Tr(Kx) = Tr(x)
for any x ∈ R.
Now, we are going to prove that the forms '1 and '−1 are non-degenerate. In the
symmetric case, as the roots of f are simple, Sylvester’s lemma says that the signature
of the form '1 is equal to the dimension of R, so it is non-degenerated.
In the skew-symmetric case, we want to prove a similar result. To do this, we
consider F a real closure of k with respect to an order P. On F , if the polynomial
f is even, it can be written f(X ) =
∏i=n=2
i=1 (X
2 + -i). And if f is odd, f(X ) =
X
∏i=(n−1)=2
i=1 (X
2 + -i). In each case the -i’s are totally positive and distinct. So,
F[X ]=(f(X )) can be decomposed in the following way F[X ]=(X 2+-1)⊕· · ·⊕F[X ]=(X 2+
-n=2) or F ⊕ F[X ]=(X 2 + -1)⊕ · · · ⊕ F[X ]=(X 2 + -(n−1)=2). This decomposition is or-
thogonal with respect to the bilinear form (x; y) → x Ky. So it is suPcient to con-
sider '−1;F on F and on F[X ]=(X 2 + -i). On F , it is evident that '−1;F(x; y) = 1.
On F[X ]=(X 2 + -i), the form '−1;F is represented in the basis (1; ) by the
matrix[
2 0
0 2-i
]
:
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So we have signP('−1) = sign('−1;F) = n. The form '−1 is non-degenerate and it
veri0es, as quadratic space over F ,
'−1;F  m〈1〉 ⊕ ((n− m)=2)〈2〉 ⊕ 〈2-1; : : : ; 2-(n−m)=2〉
with m= 0 or 1 and m has the same parity than n. So the proposition is proved.
Theorem 10. Any monic polynomial f in k[X ] with simple totally real roots (resp.
even or odd and with simple totally purely imaginary roots) is the minimal polynomial
of a symmetric (resp. skew-symmetric) matrix of dimension p˜(k) degf.
Proof. As the signature of ' is n, for any order P on k, there exists a1; : : : ; an to-
tally positive such that 〈'〉  〈a1; : : : ; an〉. As each ai is totally positive p˜(ai)〈ai〉 
p˜(ai)〈1〉. So 〈'〉 ⊗ p˜(k)〈1〉  np˜(k)〈1〉. And the polynomial f is the minimal poly-
nomial of an -symmetric matrix of dimension p˜(k) degf. The theorem is proved.
4.2.1. Case of polynomials of degree 2
First, we give the type of polynomials of degree 2 which can be the minimal polyno-
mial of an -symmetric matrix. By the 0rst theorem and the beginning of this paragraph,
a monic polynomial f of degree 2 is the polynomial of an -symmetric matrix if and
only it can be written f(X ) = X 2 − d with d ∈ k∗, moreover we must have d¿P 0
for any order P of k.
Lemma 2. Let = IntM ◦ t and ′ = IntM ′ ◦ t be two orthogonal involutions. Let A
(resp. A′) be a skew-symmetric matrix with respect to the involution  (resp. ′); and
of dimension n degf (resp. n′ degf). If A and A′ have the same minimal polynomial
f; then f is the minimal polynomial of a skew-symmetric matrix with respect to the
orthogonal involution (IntM ⊕ IntM ′) ◦ t; of dimension (n+ n′)degf.
Proof. To prove this lemma, it is suPcient to consider the matrix A⊕ A′.
Proposition 4. If d ∈ k∗2 then for any n ≥ 2 there exists a symmetric matrix of
dimension n and of minimal polynomial X 2 − d and a skew-symmetric matrix of
dimension 2n and of minimal polynomial X 2+d. Conversely; a skew-symmetric matrix
of minimal polynomial X 2 + d is of odd dimension.
Proof. If = 1, this theorem has been proved by Bender [4].
If d ∈ k∗2 then √d ∈ k∗. Let
A=
[
0
√
d
−
√
d 0
]
;
this matrix veri0es A2 =−d; dim A= 2 and it is skew-symmetric.
240 P. Koulmann / Journal of Pure and Applied Algebra 158 (2001) 225–245
Let n¿ 2 even, then the matrix A⊗ In=2 is skew-symmetric, of dimension n and its
square is equal to −d. The converse is evident. So the proposition is proved.
Examine the case of polynomials of type X 2 − d, where d is totally positive in
k∗ \ k∗2.
Let us recall the following result [2]:
Theorem 11. Let (V; q) be a anisotropic quadratic space over a 3eld k and K=k(
√
d)
a quadratic extension of k. The following conditions are equivalent:
(i) (V ⊗ K; qK) is hyperbolic.
(ii) q  〈1;−d〉 ⊗ q′ for a certain quadratic form q′ over k.
(iii) There exists f ∈ Endk(V ) such that f2 = d and q(f) = −f; where q is the
involution associated to q.
For an arbitrary q; (ii) and (iii) are equivalent and imply (i).
We also need to know the level of the 0eld k(
√−d) for d ∈ k∗ \k∗2 totally positive
[17, Chapter 4, Section 4].
Lemma 3. Let k be a formally real 3eld and K = k(
√−d); with d ∈ k∗ \ k∗2 totally
positive. If d is sum of p˜(d)− 1 squares; then s(K)= p˜(d)=2; otherwise s(K)= p˜(d).
Theorem 12. Let d ∈ k∗2; totally positive. For any non-zero integer n; there exists a
symmetric matrix of dimension p˜(d)n and of minimal polynomial X 2−d. Conversely;
if there exists a symmetric matrix of dimension m and of minimal polynomial X 2−d
then m is divisible by p˜(d). For any non-zero integer n; there exists a skew-symmetric
matrix of minimal polynomial X 2 + d and of dimension 2s(k(
√−d))n. Conversely; if
n is the dimension of a skew-symmetric matrix of minimal polynomial X 2 + d; then
n is divisible by 2s(k(
√−d)).
Proof. In the symmetric case, this theorem has been proved by Bender. In the skew-
symmetric case, we use Theorem 11 and Lemma 3.
As k is formally real, it is clear that the quadratic form 2s(K)〈1〉 is anisotropic
over k. But it is isotropic over K = k(
√−d). Moreover, it is a P0ster form, so this
form is hyperbolic over K . By Theorem 11, this is equivalent to the existence of
a skew-symmetric k-matrix of dimension 2s(K) and of minimal polynomial X 2 + d.
Lemma 2 yields a suitable matrix for any multiple of 2s(K). The minimality of 2s(K)
is evident. Suppose that m is the dimension of a skew-symmetric matrix of minimal
polynomial X 2 +d. First, m is even because the matrix is invertible. Second, the form
m〈1〉 is hyperbolic over K , by Theorem 11. So m is divisible by the order of 〈1〉 in
W (K). This order is 2s(K). Hence the theorem is proved in each case.
Now, we can write the general result for polynomials of degree 2.
Symmetric case:
Theorem 13. If k is pythagorean; then for any totally positive d ∈ k∗ there ex-
ists a symmetric matrix of minimal polynomial X 2 − d and of dimension n for any
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n ≥ 2. Moreover; n is an integer such that there exists a symmetric matrix of di-
mension n and of minimal polynomial X 2 − 1 if and only if for any totally positive
d ∈ k∗; there exists a skew-symmetric matrix of minimal polynomial X 2 − d and of
dimension n.
Otherwise; for any totally positive d ∈ k∗ and for any n ≥ 1; there exists a sym-
metric matrix of minimal polynomial X 2 − d and of dimension p˜(k)n. Conversely;
if n is an integer such that for any totally positive d ∈ k∗; there exists a symmet-
ric matrix of dimension n and of minimal polynomial X 2 − d; then n is divisible
by p˜(k).
Proof. We must 0nd the even integers which can be dimensions of symmetric ma-
trices with minimal polynomial of degree 2. For this, we have to study diJerent
cases.
If k is pythagorean then any totally positive element is a square in k. We use
Proposition 4 to conclude. For the second part, we just remark that if A is a symmetric
matrix of minimal polynomial X 2 − 1 and if d is a square in k∗ then the matrix√
dA is symmetric of minimal polynomial X 2 − d and conversely if B is symmetric
of minimal polynomial X 2 − d then the matrix (√d)−1b is symmetric of minimal
polynomial X 2 − 1. Otherwise, as the integers p˜(d) are powers of 2, the result comes
from Theorems 10 and 12. So the theorem is proved.
Skew-symmetric case:
Theorem 14. If k is pythagorean; then for any totally positive d ∈ k∗; there exists a
skew-symmetric matrix of minimal polynomial X 2 + d and of dimension 2n for any
n ≥ 2. Moreover n is an integer such that there exists a skew-symmetric matrix of
dimension 2n and of minimal polynomial X 2 + 1 if and only if for any d ∈ k there
exists a skew-symmetric matrix of minimal polynomial X 2 + d and of dimension
2n.
Otherwise; for any totally positive d ∈ k∗; there exists a skew-symmetric matrix of
minimal polynomial X 2 + d and of dimension 2p˜(k)n for any n ≥ 1. Conversely; if n
is an integer such that for any totally positive d ∈ k∗; there exists a skew-symmetric
matrix of dimension 2n and of minimal polynomial X 2 + d; then n is divisible by
p˜(k).
Proof. We must 0nd the even integers which can be dimensions of skew-symmetric
matrices with minimal polynomial of degree 2. For this, we have to study diJerent
cases.
If k is pythagorean then any totally positive element is a square in k. We use
Proposition 4 to conclude.
If k is not pythagorean then the result comes from Theorems 10 and 12 and Lemma 3.
This explains the diJerent cases of the theorem.
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Denition 5. We call 2(k) the smallest integer such that any polynomial f ∈ k[X ],
-suitable, is the minimal polynomial of a -symmetric matrix of dimension 2(k) degf.
Theorem 15. If p(k)=1; then 2(k)=1. Otherwise; 2(k)=p˜(k) or p˜(k)=2. Moreover;
if p(k) is a power of 2 i.e. p˜(k) = p(k); then 2−1 = p(k).
Proof. This theorem follows from the previous theorems.
5. Examples in the skew-symmetric case
5.1. k =Q(
√−2)
The level of the 0eld k =Q(
√−2) is 2 because −1 is a sum of 2 squares (indeed
−1 = (1=√−2)2 + (1=√−2)2) in k but it is not a square. Consider the polynomial
f(X ) = X 4 + X 2 + 1.
There exists an injection of the ring R= k[X ]=(f(X )) in M4(k). Following the 0rst
proposition, we know that the linear form
s1 :R→ k;
x → x0
de0nes the involution  = Int B ◦ t with
B=


1 0 0 0
0 0 0 1
0 0 −1 0
0 1 0 −1


on M4(k). This orthogonal involution admits a symmetric element of minimal polyno-
mial f, it is the image of  by the injection of R in M4(k). So it is the companion
matrix of f, i.e.
C =


0 0 0 −1
1 0 0 0
0 1 0 −1
0 0 1 0

 :
By Theorem 9, there exists, in M8(k), a skew-symmetric matrix of minimal poly-
nomial f. To 0nd this matrix, we have to write the matrix (B ⊕ B) as TT t where T
is an invertible matrix. Hence, as C is skew-symmetric with respect to the involution
, the matrix C ⊕ C satis0es the relation: (B ⊕ B)(C t ⊕ C t)(B ⊕ B)−1 = −(C ⊕ C).
And so the matrix C′ = (T−1(C ⊕ C)T ) is a skew-symmetric matrix with the same
minimal polynomial as C, i.e. f (to prove this last result just write the details of the
computations).
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After computation, we 0nd that the matrix
T =


1 0 0 0 0 0 0 0
0 1 1√−2
−1√−2 0 0 0 0
0 0 1√−2
1√−2 0 0 0 0
0 0 −1√−2
1√−2 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 1√−2
−1√−2
0 0 0 0 0 0 1√−2
1√−2
0 0 0 0 0 0 −1√−2
1√−2


satis0es the equation (B⊕ B) = TT t and it is invertible.
Finally,
C′ =


0 −1 −1√−2 1√−2 0 0 0 0
1 0 0 0 0 0 0 0
1√−2 0 0 −1 0 0 0 0
−1√−2 0 1 0 0 0 0 0
0 0 0 0 0 −1 −1√−2 1√−2
0 0 0 0 1 0 0 0
0 0 0 0 1√−2 0 0 −1
0 0 0 0 −1√−2 0 1 0


:
In the case of this polynomial f, we can remark that it was useless to work in
dimension 8, we can restrict ourselves to the dimension 4 to 0nd a skew-symmetric
matrix of minimal polynomial f.
5.2. k =Q
On Q, there exists only one order, the natural one, consequently Q admits only one
real closure in R. A polynomial of Q[X ] of degree 3 is the minimal polynomial of a
skew-symmetric matrix, if it is monic, odd and if its roots are purely imaginary and
distinct. This is the case for the polynomial f(X ) = X 3 + 14X .
By the 0rst proposition, the matrix
C =

 0 0 01 0 −14
0 1 0


is skew-symmetric with respect to the orthogonal involution  = Int B ◦ t de0ned by
B=

 3 0 −280 28 0
−28 0 392

 :
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As in the previous case, we have to 0nd an invertible matrix T such that (B ⊗
I4) = TT t . Hence, as C is skew-symmetric with respect to the involution , we have
C′= (T−1(C ⊗ I4)T ) skew-symmetric with the same minimal polynomial as C, i.e. f.
After computation,
T =


1 0 0 0 0 0 0 0 0 0 0 0
0 4 0 0 −2 0 0 −2 0 0 −2 0
−1 0 14 1 0 14 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 2 0 0 4 0 0 −2 0 0 2 0
−1 0 14 −1 0 14 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 2 0 0 2 0 0 4 0 0 −2 0
0 0 0 0 0 0 −1 0 −14 1 0 −14
0 0 0 0 0 0 0 0 0 1 0 0
0 2 0 0 −2 0 0 2 0 0 4 0
0 0 0 0 0 0 −1 0 14 −1 0 14


:
Finally,
C′ =


0 0 0 0 0 0 0 0 0 0 0 0
0 0 −3 0 0 −1 0 0 0 0 0 2
0 3 0 0 −1 0 0 0 0 0 2 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 −3 0 0 2 0 0 0
0 1 0 0 3 0 0 2 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 −2 0 0 −3 0 0 −1
0 0 0 0 −2 0 0 3 0 0 −1 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 −2 0 0 0 0 0 1 0 0 −3
0 −2 0 0 0 0 0 1 0 0 3 0


is skew-symmetric of minimal polynomial f.
6. Unlinked references
[1,3,5–12,16]
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