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l. Introduction 
It is the task of enumerative combinatorial analysis to determine the 
number of solutions of any given combinatorial problem. In many cases 
the question can be put into the following form: Find the number of 
functions which map a given finite set D (the domain) into another given 
finite set R (the range) and which satisfy certain conditions. Every such 
function represents a solution of the combinatorial problem under con-
sideration. 
It often happens, however, that we are not interested in the number 
of solutions as such, but in the number of classes of solutions. This happens 
if there is an equivalence notion in the set of all solutions, and if we want 
to consider two equivalent solutions as one and the same possibility. A 
simple example is the question of the number of different dice. A die is 
a cube, the faces of which are numbered with the numbers 1, 2, 3, 4, 5, 6, 
each number occurring just once. The set D is the set of faces, the set R 
is {1, 2, 3, 4, 5, 6}. There are obviously 6! solutions. But we wish to 
consider two solutions /1, /2 as equivalent if h can be transformed into 
f2 by a rotation of the cube. For, when two such equivalent dice are 
thrown on the table, and this is what one usually does with dice, we can 
see no difference between them. One easily finds out that there are 30 
classes, by the following argument. If we apply the 24 different rotations 
which transform the cube into itself, a single solution produces 24 different 
solutions, and we infer that each equivalence class contains exactly 24 
solutions. Therefore, the number of classes is 6!/24= 30. 
This simple argument does not succeed, however, in the following 
problem, where the 24 solutions which are obtained from a given solution 
by rotations of the cube, are not always all different: The faces of the cube 
are to be painted with the colours red, white and blue, in such a way 
that two faces are red, two are white and two are blue. With the equivalence 
relation induced by the rotations of the cube, the number of solutions 
is required (the answer is 6). 
In a general form the problem was proposed and solved by POLYA [1]. 
P6lya considered a finite set D and a permutation group G operating 
on D. Two functions /I, /2 , defined on D are called equivalent if there is a 
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permutation g E G such that /l(d) = /2(gd) for all d ED (gd denotes the 
effect of the permutation g on the element d, so gd ED). Furthermore, 
there is a collection of disjoint finite sets R1 , R2 , .... If k1, lc2, ••• are given 
integers > 0, whose sum equals the number of elements of D, the problem 
is to find the number of classes of mappings f of D into the union R of 
R 1 , R2, •.• , with the property that for ki values of dE D the image f(d) 
lies in Ri (i= l, 2, ... ). 
The solution uses generating functions. It attaches a variable w1 to R1, 
w2 to R2, .••. If ni is the number of elements of Rt, the expression 
_LntWi 
is called the store enumerator of R (R is called the store; the terminology 
can be found in RIORDAN [2]). Now P6lya's fundamental theorem asserts 
that the required number of classes equals the coefficient of u11 ~· ••• 
in the expansion of 
(l.l) 
P a represents the so-called cycle index (Zyklenzeiger) of G. Its definition 
depends on the cyclic representation of the elements of G, considered as 
permutations of D. The element g EGis said to have the type {b(l), b(2), 
b(3), ... } if there are b(l) cycles of length l, b(2) cycles of length 2, etc. 
(A cycle of length k is a set of k elements of D which are cyclically permuted 
by g, so b(l)+2b(2)+3b(3)+ ... equals the number of elements of D). To 
this element g we attach the term x~(ll ~(2l •••• The sum of these terms 
(if g runs through G), divided by the number of elements of G, is denoted 
by Pa(x1, x2, .•• ). Notice that Pa is not determined by the structure of 
G itself, but by its actual representation as a group of permutations of D. 
In this paper, P6lya's theorem will appear as a special case of a more 
general theorem (see the beginning of sec. 3). 
P6lya's result holds true if there are infinitely many Rt. It is, however, 
sufficient to show it for the case of finitely many Ri, for then the infinite 
case can be obtained by remarking that in every term wf' ~· ... only a 
finite number of Wi have a positive exponent, so that all but a finite 
number of Rican be discarded as far as this term is concerned. Accordingly, 
the results in the present paper will be stated and proved for a finite number 
of Ri, but will remain true if there are infinitely many of them. 
For future reference we quote some examples. Let D have n elements. 
If G consists of the unit element only, we obviously have 
Pa(XI, x2, ... )=Xi'· 
We also consider the case that G is the full symmetric group, i.e. the 
group of all n! permutations of D. Then Pa(xi, x2, ••• ) equals (see [2], 
p. 68) the coefficient of yn in the expansion of 
exp (yx1 + 1/2Y2X2 + 1/ay3xa + ... ). 
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The following result has some connection with this paper, though it 
is not used explicitly. Let D1 and D2 be disjoint sets, let H be a group of 
permutations of D1, and K a group of permutations of D2. Then every 
element h x k of the direct product H x K (hE H, k E K) defines a permu-
tation of the union D1 U D2• So we have a group of permutations, H x K 
acting on D1 u D2 , and it is easy to see that (see PoLYA [1]) 
PHxK(XI, X2, ... ) =PH(XI. x2, ... ) PK(XI. x2, ... ). 
The same thing holds for direct products of more than two factors. 
In this paper we shall give an extension of P6lya's theorem, and also 
a related theorem. 
In the first place we generalize the equivalence relation by adding 
equivalences which arise, in an obvious way, from permutation groups 
acting on R1, R2, .... An example of a problem of this type is the following. 
We have a tetrahedron and a cube. Every vertex of the tetrahedron has 
to be connected by a wire to a vertex of the cube. (It is allowed that two 
different wires lead to one and the same vertex of the cube, but just one 
wire is attached to each vertex of the tetrahedron). Two possibilities are 
called equivalent if the first one can be transformed into the other one 
by rotations of the solids. (Only the connections are taken into consider-
ation, and not the way the wires are interlinked in the space between the 
solids). The problem is to find the numb~r of equivalence classes of solutions 
(the answer is 27). 
In the second place we generalize by attaching weights to the solutions, 
in order to obtain more detailed information. In particular, we can 
arrange the weights in such a way that we can determine the number of 
classes of one-to-one mappings. 
In sec. 4 the case D=R is considered, and equivalence is obtained by 
application of one and the same permutation of G both to the domain 
and the range. 
2. Generalization of P6lya's theorem 
Let D and R be finite sets, and let G and H be groups acting on D 
and R, respectively. By f we denote the collection of all mappings of 
D into R. 
In f there is an equivalence notion induced by G and H. The elements 
/IE f, /2 E f are called equivalent if there exist elements g E G, hE H 
such that /I( d)= hh(gd) for all d ED (gd denotes the effect of the permu-
tation g on the element dE D, so gd ED, and hr is the effect of h on the 
element 1' E R, so hr E R). 
This equivalence notion gives rise to a dissection of f into classes. 
We shall denote the set of all classes by ~' and for the elements of ~ 
we shall use the letter F (so every F is an equivalence class of mappings 
of D into R). 
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Next we shall attach a value W(f) to every IE f, to be called the 
weight of 1, in such a way that equivalent functions have the same weight. 
Accordingly, if FE~' we shall denote by W(F) the common value of 
all W(f) arising from functions I belonging to the class F. 
The number of classes is given by the following 
Lemma. If IGI denotes the number of elements of G, and fHI denotes 
the number of elements of H, then we have 
(2.1) z w(F) = IGI-1 IHI-1 z z z:wu). 
F£3' o£G h£H 
Here zr denotes that we only sum for those IE f which satisfy 
l(gd) = hf(d) for all d E D. 
Proof. We shall use a well-known device from the theory of permu-
tation groups, used by P6lya in his proof of the fundamental theorem. 
Let the elements of a group K act as permutations of a setS. That is to 
say, to each element k E K there corresponds a permutation n1c of S, 
such that n~cnz=n~cz (k E K, l E K), but different elements of K need not 
correspond to different permutations. Two elements 81 E S, 82 E S are 
called equivalent if there is some k E K with n1c81 = 82. 
For every element 8 E S there is a subgroup K 8 of K, consisting of all 
k E K which leave 8 invariant, i.e. which satisfy n~c8=8. The index of 
K 8 in K (i.e. IKIJIK8 j) equals the number of elements in the equivalence 
class to which 8 belongs. It follows that the number of equivalence classes 
equals 
jKj-1 z IKsl = IKI-1 z (number of k E K for which n~c8=8). 
B£8 s£8 
Next assume that we have defined, for each 8 E S, a value w(8) (the 
weight of 8), such that w(8) is constant on every class. Then the argument 
used above shows that the sum of the weights of the classes equals 
fKI-1 z w(8) ·(number of k E K for which n~c8=8), 
us 
and this can be written as 
(2.2) IKI-1 z z* w(8). 
kEK 
The * indicates that we only sum for those 8 E S which satisfy n1c8 = 8. 
We shall apply this to our case. For S we take the set f, and K will 
be the direct product G x H. If g E G, hE H, then the effect of g x h on 
I E f is defined by 
ngxnl=h, where /I(d)=hl(g-1d) for all d ED, 
so that indeed n~cnzf = n~czl (if k = g1 x h~, l = g2 x h2). 
And finally, for w we shall take the weight W, introduced above. 
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The equivalence classes in this S, defined by this K, are obviously the 
same classes F we considered before. Now (2.2) is easily translated into (2.1). 
We shall now make some special assumptions about Hand W. In the 
first place we assume that R is the union of a number of disjoint subsets 
R1. R2, ••. , R1c and that His the direct product of groups H 1 x H 2 x ... x H1c, 
where Hi is a group of permutations of Ri (i= 1, ... , k). (This is no extra 
assumption, of course, since we can always take k= 1). Next, we assume 
that, for i=1, ... , k; n=1, 2, ... ,a value "Pi(n) is defined. If r ERi, we 
define 1p(r, n)=1pi(n). We now construct a weight function as follows. If 
f E f, r E R, then n(f, r) denotes the number of elements dE D which are 
mapped by f onto r. Then we put 
(2.3) W(f) = IT 1p(r, n(f, r)). 
rER 
It is obvious that (2.3) is a weight function. For, if /1 and /2 are equivalent, 
then /1 = hf2g for some h E H, g E G. The permutation g has no effect on 
the numbers n(f, r), and h only permutes the factors in the product. 
The values 1p(r, n) need not be numbers, but can represent elements of 
some commutative ring. In the applications it will be the ring of all 
formal power series in a number of indeterminates. 
We now first introduce an abbreviation: If tis a positive integer, and 
if r E R, then 1Jii, t(Cl, C2, •.• ) denotes the power series which arises from 
00 
exp { t(C1x + C2x2 + ... )} = I Cnt(Cl. C2, ... )xn 
n=O 
(the coefficients Cnt(Cl, C2 , ••• ) are defined by this identity), if we replace 
xn by {"Pi(n)}t, so 
00 
1Jii,t(Cl, C2, ... )=I Cnt(CI. C2, ... ) {"Pi(n)}t. 
n=O 
Theorem 1. If W(f) is given by (2.3), then we have 
(2.4) ( ~ ~ ) k I W(F) = PG ~' ~· ••. IT PHkYJi,l> 'YJi,2> ... ), 
FES' uZ1 Z2 i=l 
where 
(i= 1, ... , k, t= 1, 2, ... ), 
and after the application of the differential operator we have to put 
Zl=Zz= ... =O. 
Proof. We start from (2.1). Choosing g E G, hE H, we want to evaluate 
I*W(f). We have h=h1xh2 x ... xh1c, where hi EHi. Represent the type 
of g by {b(1), b(2), ... }, and the type of hi by {c(i, 1), c(i, 2), ... }. 
By a "block of length l" in D we shall denote one of the b(l) subsets 
of l elements which are cyclically permuted by g, and a similar terminology 
will be used in Ri. The length of a block B will be denoted by A.(B). 
64 
It is not difficult to describe the functions f which have the property 
that f(gd) = hf(d) for all d ED. It is clear that if we consider a block B 
of length J.(B) in D, then all f(d) (dE B) belong to one and the same 
block 0 of R. The length .A.(O) has to be a divisor of J.(B), and if d runs 
through B, then f(d) runs J..(B)f.A.(O) times through 0. So all admissible 
functions f are obtained as follows: to every block B of D we attach any 
block 0 of R whose length divides J..(B), and then we still have the possi-
bility to attach any arbitrary element of 0 to some pre-assigned element 
of B. Once this has been done the images of the other elements of B are 
uniquely determined by the condition that f(d) = r implies f(gd) =hr. 
It now follows from (2.3) that !* W(f) can be obtained as follows: 
Associate a variable we to each block 0 of R. Consider 
(2.5) II {! J..(O)w~!Bl/A!Gl s(J..(B), .J..(O)) }, 
B G 
where Bruns through the blocks of D, 0 runs through the blocks of R, 
and s(.J..(B), .J..(O)) = l if J..(O) divides J..(B), s(J..(B), J..(O)) = 0 otherwise. It is 
not difficult to see that if we put all we equal to l, then (2.5) represents the 
total number of functions under consideration in the case that all weights 
are equal to l. In order to deal with a general weight function (of the 
type (2.3), we write (2.5) as a polynomial in the variables we, i.e. as a 
linear combination of products of the form II0w010l (where the cx(O) are 
integers ;;;;. 0). In each term we replace 
II wa(G) by II {"P•dcx(O))}).(cl, 
G G 
if i(O) is the index with Ri(e) :> 0. (Since the Rt are transformed onto 
themselves by h, it is clear that each block 0 is a part of one of the Ri). 
This operation, which replaces the w-products by 1p-products, will be 
denoted by T. It is not difficult to verify that !* W(f) is obtained by 
application of T to (2.5). 
In (2.5) every B gives rise to a factor in the product, and this factor 
only depends on the length of B. Abbreviating the product to IIx(J..(B)), 
we notice that it can be written as 
g (x(l))b(l) = (?J!Jb(ll (?J!Y<2l ... e~p {z~ x(l)zl}, 
evaluated at Z1=Z2= ... =0. So summing in (2.1) for g, we obtain 
( (J (J ) 00 ! W(F) = Pa ~, ~, .. . IHI-1 ! T exp {! z1 ! J..(O)wli).!Gl s(l, .J..(O)) }. 
FEff Zl z2 hEH l=l G 
The double sum which occurs in the exponential can be rearranged, 
by splitting R into Rr, R2, .... Fori= l, ... , k; t= l, 2, ... , we have c(i, t) 
blocks of length tin Ri. We denote these blocks by Oiti (j = l, ... , c(i, t)), 
and if 0=0f.ti we write Witi instead of we. We obtain that 
k 00 C(i, t) 
L L = L L L t(Zt Witj+Z2t(Wttj) 2+zat(Witj)3 + ... ). 
l G i=l t~l i-1 
6 -. D 
We next evaluate 
k 00 C(i,!) 
T exp L L =II II II T exp { t(ZtWiti +z2t(Wttt)2 + ... )} = 
1 a i=l t=l i=l 
k 00 
=II II {lflt,t(Zt, Z2t, Zat, ... )}c(i,t), 
i=1 !=1 
If we sum this for all hE H, we obtain, after division by jHj, 
k II Pni(lflt,l(Zl, z2, za, ... ), lflt,2(z2, Z4, Z6, ... ), ... ), 
i=l 
and the theorem follows. 
We shall consider two special cases, obtained by specializing the weight 
function. In the first case we take variables w1, w2 , •.• , and we put 
'1/'t(n)=wf. So the weight becomes 
W0(/) = wf"wr· ... , 
where mt is the number of f(d) (d ED) falling into Rt. 
In the second case we take 
1(/) . W ~ = Wo(f) if f is a one-to-one mapping of D into R, 
= 0 otherwise. 
This means that we take 'l/'t(0)=1, 'l/'t(1)=Wt, 1pt(2)=1pt(3)= ... =0. By 
substitution into theorem 1 we easily obtain the following two theorems. 
Theorem 2. If we put 
exp {t(ZtWf+Z2tWr1+ ... )}=et,t, 
then we have 
( () () ) k L Wo(F) = Pa ~' ~' ... II Pn.(et,l, fli,z, ... ), 
Fell' oZ1 uZa i= 1 • 
evaluated at z1 = Zz = ... = 0. 
Theorem 3. For the weighted one-to-one mappings we have 
( () () ) k L Wl(F) = Pa ~' ~'. n Pnp +WtZl, 1 +2wrzz, 1+3wrza, ... ) 
Fell' Z1 uZa •=1 
evaluated at z1 = Zz = ... = 0. 
3. Applications 
It is not difficult to see that Theorem 2 specializes to P6lya's theorem 
if we assume that each Ht consists of the identity only. Then we have 
Pn.(x~, xz, ... )=x~•, 
• 
where nt is the number of elements of Ri. The product in Theorem 2 
becomes 
exp {L nt(ZIWt + zzwr + ... )} = exp {z1 L ntWt + Z2 L ntw~ + ... }, 
; 
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and the effect of the differential operator at z1 = z2 = ... = 0 is easily seen 
to be equal to the expression ( I.I ). 
We next specialize Theorem 2 to the case that there is only one Rt; 
we can denote this one by R. So we have groups G and H, operating on 
D and H, respectively. Let D have m elements, and let R haven elements. 
There is no loss if we replace w1 by I, since every f gets the same weight 
wrn in this case. 
If G is the symmetrical group of all m! permutations of D, then the 
differential operator P G equals the coefficient of ym in the expansion of 
and the effect of this operator on a function cp(z1, z2, ... ) at z1 = Zz = ... = 0 
equals cp(y, Ij2y2, lfaya, ... ),according to Taylor's series theorem. Therefore, 
the required number of classes is the coefficient of ym in PH((!I, (22, ... ), 
where 
So the number of classes equals the coefficient of ym in 
PH((I-y)-1, (I-y2)-1, (I-y3)-1, ... ). 
This can also be deduced from P6lya's theorem. For, the classes we 
are considering at present, can easily be brought into one-to-one corre-
spondence with the classes of functions cp on R, with 0, I, 2, ... as admissible 
values, with L cp(r)=m, and with an equivalence relation defined by H. 
TER 
The correspondence is as follows: if I is a mapping of D into R, then to 
I we make correspond cp, where (for each r E R) cp(r) is the number of 
dE D with l(d)=r. 
Again considering the case that there is only one Rt, but without 
specialization of either G or H, we notice that the result of Theorem 2 
can be written in a form which can be more suitable for applications. 
We again take w1 = I. It is easily seen that any term x~(l> x~12> .. . of 
PH(Xl, x2, ... ) gives rise to a contribution 
PG (.,.() , .,.() , ... ) e~~V e~~~ ... = PG (,L tc(t), .L tc(t), ... ). 
~ ~ ~ ~ 
(,L denotes that t runs through all divisors of k). 
t/k 
For example, if n = 2, and if H is the symmetrical group of order 2, 
we have PH=11z(x~+x2 ), and we obtain 
(3.I) L I = 1/2PG(2, 2, 2, ... ) +1/2PG(O, 2, 0, 2, ... ). 
FEIJ 
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If n=3, and if H is the symmetrical group of order 3!, we have 
Pn= 1/6x~+ 1/2x1x2+ 1/axa, whence 
(3.2) I 1=1/GPG(3, 3, 3, ... )+ 1/2PG(1, 3, 1, 3, ... )+1f3PG(O, 0, 3, 0, 0, 3, ... ). 
FEIJ 
We mention a simple application of the latter formula. We want to 
colour the sides of a square in the plane, and there are three colours 
available. We are not interested in the colour schemes themselves, but 
only in their types : two colour schemes are said to be of the same type if 
they can be obtained from each other by rotation of the square and by 
permutations in the store of colours. The number of types is obtained 
from (3.2) if we take for G the cyclic group of order 4. Its cycle index is 
PG(XI. x2, ... )= 1/4(xt+x~+2x4). So the number of types is 
1j4{1j6(34+ 32+ 2. 3) + 1j2(1 + 32 + 2. 3)}= 6. 
This is easily verified. The six types are: (i) all sides have the same 
colour; (ii) three sides have the same colour, the fourth side has a second 
colour; (iii) two adjacent sides have the same colour, the remaining sides 
have a second colour; (iv) two opposite sides have the same colour, the 
remaining sides have a second colour; (v) two adjacent sides have the 
same colour, the remaining sides have a second and a third colour, 
respectively; (vi) two opposite sides have the same colour, the remaining 
sides have a second and a third colour. 
Another application refers to the case n=2. We have two elements in 
R, and for H we take the identity only. Then the number of classes is 
just the number of classes of subsets of D (two subsets are said to be 
equivalent if the first can be transformed into the second by a permu-
tation of G). The cycle index of H being xi, we find PG(2, 2, 2, ... ) for the 
number of classes. If we compare this to (3.1), we find information on 
the subsets which are equivalent to their complements. The result is that 
there are P G(O, 2, 0, 2, ... ) classes which consist of subsets of this structure. 
Applying this to the cube (with ordinary rotations), we obtain that 
there are 7 types of sets of vertices which are equivalent to their comple-
ments, and similarly 2 types of sets of faces and lO types of sets of edges. 
This follows from the cycle index, which is 
1/24 (x~ + 6x~ + 9x~ + 8xix~) for the vertices, 
1/24 (x~+ 6xix4 + 3xix~+ 6x~+ 8x~) for the faces, and 
1/24(xl2 +6x!+3x~+6xix~+8x~ for the edges. 
We shall give a single application of Theorem 3. We take for D a set 
with m elements, and for G the group consisting of the unit element only. 
We take only one R, permuted by an arbitrary group H. And we put 
W1=l. We obtain that 
(3.3) I Wo(F) = {(:)m Pn(1+z, 1, 1, ... )} _ . 
FEIJ z z-0 
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The left-hand-side enumerates the classes of m-permutations from R. 
An m-permutation (or variation, or labelled subset) is an ordered selection 
of m different elements from R, and two such m-permutations belong to 
the same class if the one can be transformed into the other by a permu-
tation of H. 
Notice that the right-hand-side of (3.3) can be read as 
where b1(h) is the number of cycles of length l in the permutation h, 
and the binomial coefficient represents 0 if b1(h)<m. 
vVe now return to the general situation to which Theorem I refers, 
but we give a special role to R1. 
We take for R1 the set of positive integers, and for H 1 we take the group 
consisting of the identity only. And we simply take: 1p1 ( n) = l for all n. 
But we add an extra weight factor e{f) (and as it only depends on the 
equivalence class off, we may also write e(F) ifF is the class containing f). 
Choosing a variable v, we take e(f)=vNJN! if there are N elements of D 
with f(d) ERr, and if moreover, these /(d)'s represent the numbers l, ... , N 
in some order. We take e{f) = l if no f(d) lies in R1, but e{f) = 0 if there are 
two different elements d1, d2 of D with j(d1) = f(d2) E R1, and also e{f) = 0 
if there are numbers n1 E R1, n2 ERr, n1 < n2 , where n2 = f(d) has a solution 
in D but n1 =/(d) has not. 
In other words, what we are doing is this: We consider any mapping 
of any part of D into the union of R2 , R3 , ..• , whereas the remaining 
elements of D have to be labelled with consecutive numbers l, 2, ... 
(each number occurring just once). Two such situations are called equiva-
lent if there are elements g E G, h E H by which one of them is transformed 
into the other. 
The answer is that L W(F) e(F) is obtained from the right-hand-side 
FE\)' 
of (2.4) if one replaces PH('Y/1,1, 'Y/1, 2 , •.• ) by exp (vz1). It is not difficult to 
show this. If we choose a special integer N, and if we count the number 
of classes of functions (with the prescribed weights) of which N values 
fall into R1, we can act as if R1 had just the N elements l, ... , N and 
as if we would only be interested in functions which attain each one of 
these values exactly once, provided that we multiply the number obtained 
this way by vNfN!. For this new problem, the cycle index of R1 (with 
the trivial group) is xf. Accordingly, we have to replace PH1 in (2.4) by 
(N!)-1(1 +vz1 )N (since we want one-to-one mappings as far as R1 is con-
cerned, see Theorem 3) and from the expression obtained this way we 
need the term with vN (since we require that there are N elements of D 
which are mapped into R1). This means that PH1 has to be replaced by 
(vz1)NjN!. Summing for N, we obtain the result announced above. 
6D 
The result we just obtained can be extended to more complicated 
arrangements about the labelling of functions. For the case that all Hi 
consist of the unit element only, such possibilities are indicated by 
RIORDAN ([2], p. 132-133). 
4. The case D = R with simultaneous permutations 
Consider a finite set D with a permutation group G, and consider 
functions I which map D onto D, in other words, permutations of D. 
Two such permutations /1, 12 are called equivalent if there is an element 
g E G such that g-1/Ig = 12 (i.e. such that g-1/I(gd) = l2 (d) for all d E D). 
We ask for the number of classes. 
Theorem 4. The number of classes (with respect toG) of permutations 
of a set D of m elements equals 
00 00 
I ... I exp (- (x1 + ... + Xm)) P G (x1, 2x2, 3xa, ... ) dx1 ... dxm = 
0 0 
= (PG(.,.0 , .,.0 , ... ) (1-z1)-1 (1-2z2)-1 (1-3za)-1 ... ) 
UZ! uZ2 z1 =Zz= .. =0 
Proof. By the device used in the beginning of the proof of the lemma 
in sec. 2, we obtain that the number is 
JGJ-1 I (number of permutations I with lg=gf). 
UEG 
If g has the type {b(l), b(2), ... }, then the ,number off with lg=gf is 
easily seen to be 
b(1)! 1b(1) b(2)! 2b(2) ... , 
and the theorem follows. 
As a verification, we take for G the symmetric group. Then the number 
of classes is equal to the number of partitions of m. And indeed, 
P G(Xb 2x2, ... ) is the coefficient of ym in exp (yx1 + y2x2 + ... ), and both 
expressions can be verified to be equal to the coefficient of ym m 
(I-y)-1 (1-y2)-1 ... (1-ym)-1. 
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