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Model selection and nonnested hypothesis testing procedures are considered in
three papers. The papers generalize the existing testing procedures and propose
methods to improve approximations to the sampling distribution of the test statis-
tics. The ﬁrst paper proposes robust tests which generalizes the J test (Davidson
and MacKinnon (1981)) and the F test (Deaton (1982) and Dastoor (1983)) for
non-nested dynamic models with unknown serial correlation and conditional het-
eroskedasticity in errors. In the second paper, a model selection procedure based
on a general criterion function, with an example of the Kullback-Leibler Informa-
tion Criterion (KLIC) using quasi-likelihood functions, is considered for dynamic
non-nested models. I propose a robust test which generalizes Lien and Vuong’s
(1987) test with a Heteroskedasticity/ Autocorrelation Consistent (HAC) variance
estimator. In both papers, I use the ﬁxed-b asymptotics developed in Kiefer and
Vogelsang (2005) to improve the asymptotic approximation to the sampling distri-
butions of the test statistics. The ﬁxed-b approach is compared with a bootstrap
method and the standard normal approximation in Monte Carlo simulations. The
third chapter considers the nonnested hypothesis testing of Vuong (1989) for which
the null hypothesis is that the candidate models are equidistant in KLIC from an
unknown true model. I propose a higher order asymptotic bias correction of the
test statistic and show that it is invariant with respect to reparameterization. Thereparameterization invariance leads to the diﬀerential geometrical approach where
coordinate system invariant quantities like curvature are useful for understanding
the corrections. The relationship of the correction factor with the preferred point
geometry of Critchley et al. (1993, 1994) and the expected geometry of Amari
(1982) is illustrated.BIOGRAPHICAL SKETCH
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xCHAPTER 1
INTRODUCTION
A statistical or econometric model is often deﬁned as a family of distributions.
Model selection issues arise when we want to choose a member in the family of
distributions or when we would like to selection a family from many families of
distributions. If the candidate models are not nested, conventional testing pro-
cedures are not applicable since they are typically based on a contrast between
restricted and unrestricted versions of a nesting model. Since Cox (1961), many
developments were made in nonnested hypothesis testing and model selection. I
consider generalizations of two approaches in nonnested hypothesis testing.
I propose new test statistics based on the J test of Davidson and MacKinnon
(1981) and the Vuong (1989)’s test in Chapter 2 and 3. The new tests are robust
to unknown serial correlation and conditional heteroskedasticity in errors and re-
gressors. Approximations to the sampling distributions of the test statistics are
provided by the ﬁxed-b asymptotics developed by Kiefer and Vogelsang (2005) and
the bootstrap methods. The ﬁxed-b asymptotics and the bootstrap methods are
shown to be superior to the standard normal approximations through Monte Carlo
experiments.
In Chapter 4, I propose an asymptotic bias correction for the Vuong (1989)’s
test statistic, motivated by the diﬀerential geometrical methods in statistics. When
the primary objective of a statistical inference is identifying the true data gener-
ating model, and if we assume that the data are generated from a member of a
parametric family described by a ﬁnite dimensional parameter vector, the search
for the true data generating model becomes the estimation of the true parameter
vector that fully describes the probability distribution. If the information from the
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data accumulates by, for example, observing more samples that are marginally in-
formative, the true model can be estimated more precisely. This suggests that the
local analysis around the true model or the true parameter vector would be a good
approximation when we have large amount of data. The idea of deﬁning statisti-
cal manifold of probability distributions and the study of local geometry around
a model provide an elegant framework to be used for the analysis of asymptotic
behavior of statistical estimation and inference. The geometrical quantity appears
in higher order terms in the Edgeworth expansions, higher order asymptotic bias
and variance, and higher order local power. The following sections give an intro-
duction to the diﬀerential geometrical methods in statistics summarizing Amari
(1985) and Amari and Nagaoka (2000).
1.1 Motivation to diﬀerential geometrical methods
A manifold is a locally euclidean topological space and can serve as a useful tool to
study many abstract objects like probability distributions in the statistics or space-
time in the general relativity theory. Deﬁning a geometrical shape of a manifold
essentially starts with deﬁning what is curved, or equivalently, what is straight.
The following example shows that this task is not simple as it ﬁrst looks.
A geometrical approach on the space of probability distributions was ﬁrst rec-
ognized by Bhattacharyya (1943, 1946), and Rao (1945). They considered a Rie-
mannian manifold using Fisher information as the Riemannian metric. The length
of a curve c(θ) connecting two probability distributions A and B (Figure 1.1) is
deﬁned by
 
c
I(θ)
1/2dθ,
where I(θ) is the Fisher information at θ. Among all the curves connecting A and3
B, the shortest curve is the geodesic on this manifold and its distance is called the
information distance (Bhattacharyya distance or Rao’s distance). Even though
A
B
Figure 1.1: Information distance between probability distributions. The shortest
curve is the geodesic.
the geodesics look straight to an observer living on the manifold, the manifold can
generally be curved. For example, the shortest path between two locations on the
earth may look straight to us, it is actually curved in 3-dimensional space. Then
there arises the question of how we can measure whether a manifold is straight
or ﬂat intrinsically or not. On a curved space, parellel translation of a tangent
vector at a point A to another point B depends on the curve that it has been
taken along. In Figure 1.2, translation of the tangent vector v0 at point A to B
along two diﬀerent paths A → B and A → A  → B results in two diﬀerent vectors
v1 and v2 respectively. The Riemannian-Christoﬀel curvature tensor measures
the degree of the inﬁnitesimal diﬀerence of this kind around a point. But the
crucial question still remains in calculating the Riemannian-Christoﬀel curvature
tensor. What does it mean by parellel translation? It requires the concept of4
‘parellel transport’. To check if two vectors v0 and v are parellel, v0 and v should
v0
v1
v2
A
A
B
v
2
Figure 1.2: Parellel translations of a vector v0 along two diﬀerent path A → B and
A → A  → B
lie in a same vector space. When a space is curved, the displacement of the
vector v0 in T0 will be in another vector space T1. In Figure 1.3, the vector v0
in the tangent space T0 at A0 is moving along the curve from the south to the
north. The displaced vector v1 at A1 lies in another tangent vectore space T1.
Therefore we can not compare v0 and v1 for the parellel translation. A mapping
C: T1 → T  
0 makes it possible to compare the two vectors. This mapping is called
a conenction. There are inﬁntie number of connections that we can deﬁne. Among
them, exponential connection or 1-connecion is deﬁned as the connection with
respect to which the transport of a tangent vector along a curve deﬁned by a
one-dimensional exponential family is considered as a parellel transport. Thus the
exponential connection recognizes exponential family as a straight or ﬂat space.
The curvature of Efron (1975) implicitly assumes exponential connection since the
curvature vanishes for exponential families. It’s known that the Hilbert space5
T0
T1
v0
v1
A0
A1
Figure 1.3: Change of a tangent vector
formed by the functions 2c
√
p, where p is a probability density, makes a ﬂat space
under metric connection or 0-connection. In the Hilbert space, the probability
densities form the sphere of radius 2. The transport from p0 to p1 along the curve
L =2
√
p0(1 − t)+2
√
p1t is considered as a parellel transport and the curve is a
straight line. Noting that the curve is not probability densities unless t = 0 or 1,
we can consider a projection of the straight line L onto the sphere of probability
densities. The projected line is given by
G = c(t){2
√
p0(1 − t)+2
√
p1t},
where c(t) is normalizing constants that makes the function probability densities.
Figure 1.4 shows the sphere S of probability densities in the hilbert space. The line
L is the cord and the arc G is the geodesic connecting A =2
√
p0 and B =2
√
p1.6
B =2
√
p1
A =2
√
p0
Cord Arc
S
Figure 1.4: Geometry of metric connection
The half of the squared length of the cord L,
D0(p0,p 1)=2
 
(
√
p0 −
√
p0)
2dx =4
 
1 −
 
√
p0p1dx
 
,
is called 0-divergence and H(p0,p 1)=
√
2D0 is called Hellinger distance. The
information distance d(p0,p 1) of Rao and Bhattacharyya is the length of arc G
given by a simple function of the Hellinger distance or 0-divergence,
d(p0,p 1)=4a r c s i nH/2
= 2arccos(1 − D0/4)
= 2arccos
  
√
p0p1dx
 
,
from the relationship between the cord and arc. We can see that the Rao’s geodesic
is curved in this geometry.
Now we consider more detailed treatment of connections.7
1.2 Manifolds and Tangent Spaces
A ﬁnite dimensional parametric family of probability distributions can be consid-
ered as a ﬁnite dimensional submanifold embedded in the space of all probability
distributions. When this manifold is “smooth” or “diﬀerentiable”, the diﬀerential
geometry can play an important role on this manifold. Under suitable regularity
conditions, a family of distributions makes a diﬀerentiable manifold and the local
approximation of the manifold gives important insights to the large sample theory
of estimation and statistical inference. Especially we consider an approximation
around a point p ∈ M on a q-dimensional diﬀerentiable manifold M by a linear
space Tp spanned by diﬀerential operators
∂k = ∂/∂k, (1.2.1)
where k =1 ,...,q is the coordinate (or chart) index for q dimensional manifold.
(We consider simple manifolds that require only a single chart. When we need
multiple charts to cover the manifold, we call the collection of charts an atlas.)
This linear (vector) space is called a tangent space and an element of the tangent
space is a tangent vector. The collection of the tangent spaces {Tp : p ∈ M} of all
points of M is called a tangent bundle. A vector ﬁeld is the mapping from p ∈ M
to a tangent vector v ∈ Tp.
The tangent space is the space of operators. To consider a manifold of prob-
ability distributions we use the isomorphism between the operators and random
variables
∂k ∼ ∂kl(x,θ), (1.2.2)
where l(x,θ)=l np(x,θ) is the log likelihood function of the probability distribu-
tion p(x,θ)a n dθ is the q dimensional parameter vector. Then the tangent space8
T
(1)
p generated by ∂kl(x,θ) is the linear space of random variables spanned by the
score functions and the elements have mean zero with respect to the distribution
p(x,θ). Since we mainly deal with manifolds of probability distributions, we will
denote T
(1)
p as Tp for convenience. We will consider more general class of trans-
formations of p(x,θ) other than l(x,θ). Amari (1985) called the log likelihood
function l(x,θ) the 1-representation among the class of α-representation.
Deﬁnition 1.2.1 (α-representation, Amari (1985)). Random variable l(α) deﬁned
as
l
(α) =
⎧
⎪ ⎨
⎪ ⎩
2
1−αp
1−α
2 for α  =1
lnp for α =1
, (1.2.3)
is α-representation of p = p(x,θ)
A tangent space spanned by ∂kl(α) is useful in its particular setting to be de-
scribed later.
When we endow a metric on the tangent space, the manifold is a Riemannian
manifold and the metric is called the Riemannian metric. It is also called the
information metric since it is deﬁned from the Fisher information matrix. First
order asymptotic properties of statistical inference can be characterized by the
tangent spaces endowed with the Riemannian metric deﬁned by Fisher information
matrix {gij} and
gij = Ep∂i∂j, (1.2.4)
where ∂i is a score function
∂i = ∂il(x,θ), (1.2.5)
and the Ep is the expectation with respect to p(x,θ). This implies the ﬁrst order
asymptotics is related to the ﬁrst order approximation (or the tangent space) of
the manifold around the point p ∈ M. Therefore if we want to study larger9
scale properties such as higher order asymptotics, we need to look at higher order
structure of the manifold such as the change of the tangent space. These higher
order properties of a manifold are the main subject of this paper.
Change of a tangent space is closely related to the deﬁnition of geometrical
structure of a manifold such as how curved a manifold is. (For example consider
the tangent plane at a point on a sphere. The more curved the surface is, the more
the tangent space changes.) So the question is how we can deﬁne geometrical
structure in a meaningful way on a manifold of probability distributions. This can
be done by deﬁning the local change of tangent vector v ∈ Tp at p ∈ M to v  ∈ Tp 
at its neighbor p  ∈ M.S i n c ev  is not in Tp but in Tp , we can not compare two
vectors v and v  by vector operations such as v  − v. Speciﬁcally, a score function
of p  = p(x,θ ) is not a mean zero random variable with respect to Ep thus it
can not be in the tangent space Tp.A connection is a mapping L of a vector
v  ∈ Tp  into Tp. Therefore we have L(v ) ∈ Tp and the mean of random variable
L(v ) is zero under Ep. See Amari (1982) for details about an example of how
to achieve this. With a connection, we can deﬁne the change of tangent vector
using L(v ) − v. But there are inﬁnite number of possible connections. Among
which, a class of aﬃne connections is useful. Aﬃne connections were studied by
ˇ Cenˇ cov (1972). Efron (1975) introduced the idea “statistical curvature” which was
shown to be an application of a special member of aﬃne connections of ˇ Cenˇ cov
(1972). Efron (1975, 1978) recognized the importance of geometrical approach
in the higher order eﬃciency of estimators, in particular the maximum likelihood
estimators (MLEs). Amari (1982) deﬁned a class of aﬃne connections indexed by
a real number, namely α-connections where α ∈ R. It turns out to be same as the
aﬃne connections of Chentsov.10
1.3 Connections
Change of a tangent space is deﬁned by covariant derivative ∇XY .C o v a r i a n t
derivative represents the inﬁnitesimal change of a tangent vector Y ∈ Tp along the
direction of a vector X ∈ Tp. Naturally ∇XY is deﬁned through the choice of a
connection. The covariant derivative ∇XY can be deﬁned in a coordinate form
using the basis vectors ∂k ∈ Tp. The coordinate form of covariant derivative of ∂j
in direction of ∂i is a tensor with q2 components and denoted by ∇∂i∂j or shortly
∇i∂j (Schouten (1954)).
Deﬁnition 1.3.1 (Coordinate form of covariate derivative). The covariant deriva-
tive vector ∇∂i∂j is deﬁned as
∇∂i∂j =Γ
k
ij∂k, (1.3.1)
in its coordinates Γk
ij w i t hr e s p e c tt oab a s i s{∂k} of Tp.
The repeating upper and lower index implies the summation over that index
following Einstein’s summation convention, i.e.
Γ
k
ij∂k =
q  
k=1
Γ
k
ij∂k. (1.3.2)
Equivalently we can deﬁne ∇∂i∂j with inner products  ∇∂i∂j,∂ m  with basis vectors
{∂m}.
Deﬁnition 1.3.2 (Coeﬃcients of covariate derivative). The coeﬃcients of covari-
ant derivative Γijm is deﬁned by
Γijm =  ∇∂i∂j,∂ m  (1.3.3)
=
 
Γ
k
ij∂k,∂ m
 
(1.3.4)
=Γ
k
ijgkm, (1.3.5)11
where {gkm} is the metric on the tangent space Tp.
These two forms Γk
ij and Γijm are diﬀerent representation of the same object
∇∂i∂j, and ∇XY can be calculated with
∇XY = X
i∂iY
j∂j + Y
j∇Xi∂i∂j (1.3.6)
=( X
i∂iY
j + X
iY
j∇∂i)∂j, (1.3.7)
where Xj and Y j are coordinates of X and Y,
X = X
i∂i, (1.3.8)
Y = Y
j∂j. (1.3.9)
The ﬁrst term in eq. (1.3.7) is the change of coordinates of Y in direction of X,
and the second term represents the change of the origin (the frame of reference) in
direction of X.
Although the connections can be deﬁned by deﬁning Γijm or Γk
ij for a given
coordinate system, Amari’s α-connections are deﬁned with Γijm in a convenient
form.
Deﬁnition 1.3.3 (α-connection). A class of aﬃne connection
(α)
∇∂i∂j =
(α)
Γk
ij∂k is
called α-connection and deﬁned by
(α)
∇∂i∂j = ∂i∂jl +
  
1 − α
2
 
∂il∂jl −
 
1+α
2
 
Ep∂i∂jl
 
, (1.3.10)
or equivalently,
(α)
Γ ijk =  
(α)
∇∂i∂j,∂ k  (1.3.11)
= Ep
  
∂i∂jl +
1 − α
2
∂il∂jl
 
∂kl
 
(1.3.12)
= Ep(∂i∂jl∂kl)+
1 − α
2
Tijk, (1.3.13)12
where Tijk is a skewness tensor,
Tijk = Ep∂il∂jl∂kl. (1.3.14)
The term,
 
1 − α
2
 
∂il∂jl −
 
1+α
2
 
Ep∂i∂jl (1.3.15)
in the equation (1.3.10), deﬁnes a class of the connections (aﬃne mappings ∂i∂jl  →
v ∈ Tp) needed to make
(α)
∇∂i∂j be on the tangent space where every vector should
have expection zero. It makes sure that
Ep
(α)
∇∂i∂j =0 . (1.3.16)
The ﬁrst term in eq. (1.3.13) is the covariance between Hessian and score functions,
and the skewness tensor Tijk measures the skewness of score functions. Also note
that the connection coeﬃcient is symmetric with respect to the ﬁrst two indices,
(α)
Γ ijk =
(α)
Γ jik. (1.3.17)
We called this kind of connection a symmetric connection or torsion-free connec-
tion. All members of α-connection are torsion-free.
Deﬁnition 1.3.4 (α-ﬂat manifold). When the coeﬃcients of α-connection vanish,
(α)
Γ ijk =0 , the manifold is a α-ﬂat manifold or α-aﬃne manifold. If a statistical
model whose denormalization is an α-aﬃne manifold is called α-family. See Amari
and Nagaoka (2000) p.47 for the deﬁnition of denormalization.
Example 1.3.5 (1-ﬂat manifold). Let p1 and p2 be two probability densities. Then
a family of distributions p(θ)=Cpθ
1p
1−θ
2 , where C is a normalizing constant, is one
parameter exponential family such that p(1) = p1 and p(0) = p2. We have for 1-
connection (α =1 ) ,
(1)
Γ ijk = Ep(∂i∂jl∂kl)=0 . (1.3.18)13
Therefore p(θ) is a 1-ﬂat family of distributions. In general, any exponential family
is 1-ﬂat, and 1-connection is the connection that exponential families are under-
stood as ﬂat. For this reason 1-connection is also called exponential connection.
In this example, we connected two distributions p1 and p2 with a straight line with
respect to the exponential connection.
Example 1.3.6 (−1-ﬂat manifold). Let p1 and p2 be two probability densities.
Then p(θ)=θp1 +( 1− θ)p2 makes one parameter mixture family. With −1-
connection, we have
(−1)
Γ ijk = Ep(∂i∂jl∂kl)+Tijk =0 . (1.3.19)
Therefore p(θ) is −1-ﬂat. −1-connection is the connection that mixture families
are understood as ﬂat, and −1-connection is also called mixture connection for
this reason. We connected two distributions p1 and p2 with another straight line
with respect to the mixture connection.
Lemma 1.3.7. There is a useful relationship between the derivative of the metric
{gij} and the connection coeﬃcient
(α)
Γ ijk,
∂kgij =
(α)
Γ ikj +
(−α)
Γ jki. (1.3.20)
Moreover when the manifold of α-ﬂat, we have
∂kgij =
(−α)
Γ jki. (1.3.21)
Proof. Using the chain rule and interchangeability of diﬀerentiation and integra-14
tion, we have
∂kgij = ∂kEp∂il∂jl (1.3.22)
= Ep∂k∂il∂jl + Ep∂il∂k∂jl +
 
∂il∂jl∂kp(x,θ) dx (1.3.23)
= Ep∂k∂il∂jl + Ep∂il∂k∂jl +
 
∂il∂jl
∂kp(x,θ)
p(x,θ)
p(x,θ) dx (1.3.24)
= Ep∂k∂il∂jl + Ep∂il∂k∂jl +
 
∂il∂jl∂klp (x,θ) dx (1.3.25)
= Ep∂k∂il∂jl + Ep∂k∂jl∂il + Tijm (1.3.26)
=
 
Ep∂i∂kl∂jl +
1 − α
2
Tijk
 
+
 
Ep∂j∂kl∂il +
1+α
2
Tijk
 
(1.3.27)
=
(α)
Γ ikj +
(−α)
Γ jki. (1.3.28)
and when the manifold is α-ﬂat,
(α)
Γ ikj = 0 gives the second result.
Corollary 1.3.8. 0-connection
(0)
Γ ijk can be represented with the derivatives of the
metric {gij},
(0)
Γ ijk =
1
2
(∂igjk + ∂jgik − ∂kgij) (1.3.29)
Proof. By Lemma 1.3.7 for α =0 , we have
∂igjk =
(0)
Γ ijk +
(0)
Γ ikj, (1.3.30)
∂jgik =
(0)
Γ ijk +
(0)
Γ jki, (1.3.31)
∂kgij =
(0)
Γ ikj +
(0)
Γ jki. (1.3.32)
Therefore we have ∂igjk + ∂jgik − ∂kgij =2
(0)
Γ ijk.
Since 0-connection can be deﬁned with the metric or Riemannian metric, we
have the following.
Deﬁnition 1.3.9 (Metric connection). The 0-connection is also called the metric
connection or Riemannian connection or Levi-Civita connection. The connection15
coeﬃcient
(0)
Γ ijk of the metric connection is called the Christoﬀel symbol of the ﬁrst
kind,a n d
(0)
Γk
ij is called the Christoﬀel symbol of the second kind.
Deﬁnition 1.3.10 (Information distance, Rao (1945)). The information distance
d0(p1,p 2) between two probability distributions p1 and p2 along a curve c(θ) indexed
by a scalar parameter θ with c(0) = p1 and c(1) = p1, is deﬁned by
d0(p1,p 2)=
  1
0
I(θ)
1/2dθ, (1.3.33)
where I(θ) is the Fisher information at θ.
Information distance represents the “length” of a curve with respect to the
metric deﬁned with Fisher information and it is symmetric,
d0(p1,p 2)=d0(p2,p 1). (1.3.34)
Among all the curves connecting p1 and p2,t h ec u r v ec∗(θ) that minimizes the in-
formation distance is the 0-geodesic or straight line with respect to the information
metric. The metric connection is the connection that the line c∗(θ) is understood
as a ﬂat or a straight line. Therefore if we consider c∗(θ) as one dimensional
probability distribution family, it is 0-ﬂat.
The coeﬃcients of α-connections appear in higher order terms in the Edgeworth
expansion, higher order asymptotic bias and variance, and higher order local power.
Therefore if the model is α-ﬂat, α-aﬃne coordinate system makes those terms
vanish. If the model is not ﬂat we can identify the geometrical sources of the
terms in the higher order asymptotic expansions by measuring the coeﬃcients.CHAPTER 2
ROBUST NONNESTED TESTING AND THE DEMAND FOR
MONEY
2.1 Introduction
Distinguishing nonnested or separate families of hypotheses for model selection
has been an important and active area of formal research since Cox (1961, 1962).
Cox used centered log likelihood ratios between two nonnested models. Goldfeld
and Quandt (1972) noted the importance of model selection tests for choosing
multiplicative or additive errors, and Quandt (1974) considered a nonnested test
of λ =0o rλ = 1 in an artiﬁcial compound model λp1 +( 1− λ)p2 from a mixture
of two competing models with distributions p1 and p2. Pesaran (1974) introduced
a test for nonnested linear regression models. Davidson and MacKinnon (1981)
proposed the popular J test. Deaton (1982) and Dastoor (1983) proposed an F
test. These approaches require nesting the competing models in a more general
model.
McAleer (1995) compared 9 diﬀerent nonnested testing procedures and found
that the J test (especially a paired comparison) is most popular in empirical papers
in journals he considered. The J test is computationally straightforward and easy
to interpret. But he also noted that the J test is based on i.i.d. errors, and a
diagnostic test to validate this assumption was rarely performed.
The ﬁnite sample properties of the J test are known to be poor in some
cases even with considerably large samples (Godfrey and Pesaran (1983), McAleer
(1995)). In general, the J test is known to reject a correct null hypothesis more
0Coauthored with Nicholas M. Kiefer. We are grateful to James MacKinnon
and Tim Vogelsang for discussions and comments.
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often than a speciﬁed level of the test. Fisher and McAleer (1981) and Godfrey and
Pesaran (1983) suggested the JA test using a bias correction of the numerator of
the statistic. But the JA test often has much lower power than the J test. Fan and
Li (1995), Godfrey (1998) and Davidson and MacKinnon (2002) used bootstrap
methods to approximate the sampling distribution of the J test statistic.
Dynamic models have not been extensively considered in the J test literature.
Davidson and MacKinnon (2002) mentioned the possibility of the use of the boot-
strap method for the J test in dynamic models. This paper relaxes the i.i.d. error
assumption of the J test and considers a generalized J test with serially depen-
dent observations or dynamic models. We propose a robust version of the J test,
namely the JD test, using a Heteroskedasticity/Autocorrelation Consistent (HAC)
estimator. A HAC version of the nonnested F test (FD test) of Deaton (1982) and
Dastoor (1983) is also proposed, and its size and power properties are compared
with the proposed JD test.
Since HAC estimators require choosing a bandwidth parameter M, the ﬁnite
sample performance crucially depends on M. We use Kiefer-Vogelsang-Bunzel
(KVB) ﬁxed-b asymptotics (Kiefer et al. (2000), Kiefer and Vogelsang (2002a,b),
Kiefer and Vogelsang (2005)) to approximate the sampling distribution of our test
statistics. We also consider the semiparametric i.i.d. and block bootstrap methods
and compare the performance with the ﬁxed-b asymptotics approximations, as well
as with the standard normal approximation.
We present an empirical application to a money demand function. The ques-
tion of whether the relevant scale variable in money demand is income or con-
sumption was raised by Mankiw and Summers (1986) and subsequently examined
by Elyasiani and Nasseh (1994). We revisit this question using our new technique18
and data through 2005. Our results support consumption as the better measure
of economic activity as far as money demand is concerned.
2.2 KVB ﬁxed-b asymptotics
Kiefer et al. (2000), Kiefer and Vogelsang (2002a,b, 2005) proposed a new asymp-
totic approximation to the sampling distribution of a HAC test statistic. We
illustrate the KVB ﬁxed-b approach with a linear model with a single regressor.
Let {yt} be generated by
yt = α + xtβ + ut, (t =1 ,2,...,T), (2.2.1)
where {xt} is a weakly stationary regressor,E (ut|xt) = 0 for all t, and {ut} is a
weakly stationary process with autocovariance function γ(j)( j =0 ,±1,±2,...)
with possible conditional heteroskedasticity. Let ˆ α and ˆ β be OLS estimators of α
and β respectively. For testing the null hypothesis β =0 , we consider the following
statistic
YT =
 T
t=1 ˜ xtyt/
√
T
 
  VT
, (2.2.2)
where ˜ xt = xt − ¯ x,¯ x =
 T
t=1 xt/T, and   VT is given by
  VT =
T−1  
j=1−T
K
 
j
M
 
ˆ γ(j), (2.2.3)
where K (x) is the kernel of the non-parametric estimator   VT, M ≤ T is the
bandwidth used in the kernel estimator, and
ˆ γ(j)=
1
T
T  
t=|j|+1
(ˆ vt − ¯ v)(ˆ vt−|j| − ¯ v), (2.2.4)19
where ˆ vt =˜ xtˆ ut,¯ v =
 T
t=1 ˆ vt/T =0 , and ˆ ut = yt − ˆ α − xtˆ β. Under conventional
asymptotics, M/T → 0a sT →∞ , the HAC variance estimator   VT is consistent for
the long run variance of the numerator of the test statistic, and we have asymptotic
normality of the test statistic YT. The KVB approach models M/T → b in the
T →∞conceptual experiment. We assume that {vt} = {˜ xtut} satisﬁes the
following.
Assumption 2.2.1 (Functional Central Limit Theorem (FCLT)).
T
−1/2
[rT]  
t=1
vt ⇒ λW(r), (2.2.5)
where W(r) is a standard Brownian motion deﬁned on C[0,1] and
λ
2 =
∞  
j=−∞
γ(j) < ∞.
As shown in Phillips and Durlauf (1986), this assumption holds under slightly
weaker conditions than the assumptions for a consistent estimation in the HAC
variance estimation literature (Andrews (1991); weaker assumptions than Andrews
(1991) can be found in Hansen (1992) and de Jong and Davidson (2000)). It allows
conditional heteroskedasticity but excludes unconditional heteroskedasticity. See
Kiefer and Vogelsang (2005, p.1135) for further discussion.
Under Assumption 2.2.1 and some regularity conditions such as ˆ β
p
→ β as in
the OLS example above, and if we use the Bartlett kernel for example, Kiefer and
Vogelsang (2005) showed that we have the limiting distribution of the test statistic
YT with b = limT→∞M/T ∈ (0,1],
YT ⇒
W(1)
 
2
b
   1
0
  W(r)2 dr −
  1−b
0
  W(r + b)  W(r) dr
 . (2.2.6)
where   W(r)=W(r) − rW(1).20
See Kiefer and Vogelsang (2005, p.1137) for another example with Monte Carlo
experiments and Kiefer and Vogelsang (2005, Theorem 3) for other kernel func-
tions. Critical values of this non-standard limiting distribution must be simulated
in practice, and they are tabulated in Kiefer and Vogelsang (2005, p.1146) for some
popular kernels. We work with the Bartlett kernel throughout.
2.3 The Dynamic J test
We present the main idea with the problem of choosing between a pair of linear
regression models. Our approach essentially applies to non-linear models also as
the original J test. Let H1 and H2 be two competing nonnested linear models
given, for t =1 ,...,T, by
H1 : yt = x
 
tβ1 + u1t, (2.3.1)
H2 : yt = z
 
tβ2 + u2t, (2.3.2)
where xt,z t are k1 and k2 dimensional (exogenous) regressors respectively and
u1t,u 2t are i.i.d. errors with mean zero and variance σ2. For convenience we sweep
out common regressors and intercepts in H1 and H2 by projection, leading to eq.
(2.3.1) and (2.3.2). Under the hypothesis that H1 is the true model, the J test
uses the artiﬁcial model
H0 : yt = x
 
tβ +ˆ ytθ + ut, (2.3.3)
where ˆ y = {ˆ y1,..., ˆ yT}  is the ﬁtted value of the dependent variable y = {y1,...,yT} 
from the regression H2.T h eJ test statistic is the t-statistic for θ,
J =
ˆ θ
 
ˆ σ2 (ˆ y MXˆ y)
−1
, (2.3.4)21
where MX = I − PX,P X is the projection matrix onto the space spanned by
the (T × k1) regressor matrix X in the model H1, ˆ θ =( ˆ y MXˆ y)
−1 ˆ y MXy, ˆ σ2 =
 T
t=1 ˆ u2
t/T and ˆ ut is the residual from the regression equation (2.3.1) or (2.3.3).
The sampling distribution of the test statistic J is approximated by the standard
normal distribution. This test is widely used because of its simplicity and intuitive
appeal (see McAleer (1995)).
This paper generalizes the J test by relaxing the assumptions on the errors in
the true model. First, we formally assume the non-orthogonality of regressors in
H1 and H2 as in Davidson and MacKinnon (1981), and we assume stationarity.
Assumption 2.3.1. The regressors xt in H1 and zt in H2 are weakly stationary
processes with unknown serial correlation and conditional heteroskedasticity, and
they satisfy
plim
T→∞
T
−1
T  
t=1
xtz
 
t  = 0. (2.3.5)
When the correlation between xt and zt is weak, it is known that the J
test statistic shows over-rejection (Godfrey and Pesaran (1983), Godfrey (1998)).
Michelis (1999) proposed a new asymptotic approximation under near population
orthogonality (NPO) in which plimT→∞ T −1/2  
xtz 
t =Δ , where Δ is a matrix of
constants. When the regressors are orthogonal, we have ˆ β2
p
→ 0a n dt h ee s t i m a t e d
H2 converges to a nested model in H1. We can consider in this case an F test such
as testing β2 = 0 in
yt = x
 
tβ + z
 
tβ2 + ut. (2.3.6)
Under Assumption 2.3.1, we have non-degenerating ˆ y.
We generalize the model by allowing serial correlation in the error process {u1t}
of the true model H1 with possible conditional heteroskedasticity.22
Assumption 2.3.2. The error process {u1t} of the true model H1 is weakly sta-
tionary with unknown serial correlation and conditional heteroskedasticity.
Assumption 2.3.2 does not specify a form of serial correlation or conditional
heteroskedasticity. The test statistic proposed in this paper is robust to unknown
serial correlation or heteroskedasticity, thus an empirical researcher need not test
the existence of serial correlation. We exclude unconditional heteroskedasticity in
the errors. The following assumption restricts the serial correlation under certain
situation.
Assumption 2.3.3. The error process {uit} for i =1 ,2 is assumed to satisfy
E(uit|xt,z t)=0 . (2.3.7)
Assumption 2.3.3 excludes, for example, having both lagged dependent vari-
ables and serial correlation in the errors. It also excludes endogenous variables.
But conditional heteroskedasticity in the errors is still allowed.
We propose the dynamic J test (JD test) using a HAC estimator. Our statistic
is given by
JD =
ˆ y MXy/
√
T
 
  VT
, (2.3.8)
where
  VT =
T−1  
j=1−T
K
 
j
M
 
ˆ γ(j), (2.3.9)
K (·) is the kernel of the non-parametric estimator   VT, the bandwidth M ≤ T is
the number of lags used for   VT,a n d
ˆ γ(j)=
1
T
T  
t=|j|+1
(ˆ vt − ¯ v)(ˆ vt−|j| − ¯ v), (2.3.10)
where ˆ vt =ˆ ut (MXˆ y)t,¯ v i st h es a m p l em e a no f{ˆ vt},a n d{ˆ ut} is the residual vector
from the null model or the artiﬁcial model. Although using {ˆ ut} from either the23
null model or the artiﬁcial model are asymptotically equivalent, Davidson and
MacKinnon (1985) and Ligeralde and Brown (1995) demonstrated that using the
null model can reduce the size problem (i.e. over-rejection) in HAC tests. But using
the residuals from the null model can result in lower power when the imposed null
is not the truth. We use the residuals from the null model in examples in the next
section.
To apply the ﬁxed-b asymptotic approximation to the sampling distribution of
the test statistic JD, we assume the FCLT holds for the partial sum of a product
process vt = u1twt, where {wt}T
t=1 is asymptotically equivalent to the vector MXˆ y =
MXPZy, where PZ is the projection matrix onto the space spanned by the (T ×k2)
regressor matrix Z in the model H2. Speciﬁcally, as T →∞ , wt is the limit of the
t-th observation (MXˆ y)t of MXˆ y given by
wt = plim
T→∞
(MXˆ y)t (2.3.11)
=( z
 
t − x
 
tQ
−1
xxQxz)Q
−1
zz Qzxβ1, (2.3.12)
where
Qxx = plim
T→∞
X
 X/T,
Qzz = plim
T→∞
Z
 Z/T
and
Qzx = Q
 
xz = plim
T→∞
Z
 X/T.
The vector β∗
2 = Q−1
zz Qzxβ1 in eq. (2.3.12) is called a pseudo-true value of β2.
Assumption 2.3.4. The process {vt} = {u1twt} satisﬁes the FCLT,
T
−1/2
[rT]  
t=1
vt ⇒ λW(r), (2.3.13)24
where λ2 is the long run variance of {vt}, and
T
−1/2
[rT]  
t=1
(ˆ vt − vt)
p
→ 0, uniformly in r ∈ [0,1]. (2.3.14)
This high level assumption allows us to apply the FCLT to {ˆ vt}. The following
theorem gives the asymptotic approximation to the sampling distribution of our
test statistic JD.
Theorem 2.3.5. Under Assumption 2.3.1-2.3.4, and if M/T → b ∈ (0,1],t h e
limiting distribution of the JD test statistic in eq. (2.3.8) is given by the KVB
ﬁxed-b asymptotics of Kiefer and Vogelsang (2005, Theorem 3),
JD ⇒
W(1)
 
Q1(b)
, as T →∞ , (2.3.15)
where Q1(b) is deﬁned in Kiefer and Vogelsang (2005, Deﬁnition 1) depending on
the kernel function.
Proof. The FCLT applies to {ˆ vt} by Assumption 2.3.4. Under Assumption 2.3.1-
2.3.3, we get eq. (2.3.15) from Theorem 3 in Kiefer and Vogelsang (2005).
We also consider a HAC robust version of the nonnested F test of Deaton
(1982) and Dastoor (1983). Consider the artiﬁcial model
yt = x
 
tβ + z
 
tβ2 + ut. (2.3.16)
Let (k2 × 1) vector process {ˆ vt} = {ˆ ut(Z MX)t}, where (Z MX)t is t-th column of
Z MX and ˆ ut is the residual from the null or the artiﬁcial model. The HAC robust
nonnested F test statistic FD for β2 = 0 is given by
FD =
Ty (MXZ)(  VT)−1(Z MX)y
k2
(2.3.17)25
where
  VT =
T−1  
j=1−T
K
 
j
M
 
  Γ(j), (2.3.18)
and
  Γ(j)=
1
T
T  
t=j+1
(ˆ vt − ¯ v)(ˆ vt−j − ¯ v)
  for j ≥ 0, (2.3.19)
  Γ(j)=  Γ
 (−j)f o rj<0. (2.3.20)
Noting that Z MX = Z  − Z X(X X)−1X , we deﬁne the limit ˜ wt of the t-th
observation (Z MX)t of Z MX as
˜ wt = plim
T→∞
(Z
 MX)t = zt − QzxQ
−1
xxxt. (2.3.21)
We assume the FCLT for the product process vt = u1t ˜ wt, and the process {ˆ vt} is
asymptotically equivalent to {vt}.
Assumption 2.3.6. For {vt} = {u1t ˜ wt}, we have
T
−1/2
[rT]  
t=1
vt ⇒ ΛWk2(r), as T →∞ , (2.3.22)
where ΛΛ  =
 ∞
j=−∞ Γ(j), Γ(j)=E(vtv 
t−j), and Wk2(r) is a (k2 × 1) vector
standard Brownian motion, and
T
−1/2
[rT]  
t=1
(ˆ vt − vt)
p
→ 0, uniformly in r ∈ [0,1]. (2.3.23)
Theorem 2.3.7. Under the Assumption 2.3.1-2.3.3 and 2.3.6, if M/T → b ∈
(0,1], the limiting distribution of the FD test statistic in eq. (2.3.17) is given by
the KVB ﬁxed-b asymptotics of Kiefer and Vogelsang (2005, Theorem 3),
FD ⇒ Wk2(1)
 Qk2(b)
−1Wk2(1)/k2, (2.3.24)
where Qk2(b) is deﬁned in Kiefer and Vogelsang (2005, Deﬁnition 1) depending on
the kernel function.26
Proof. The FCLT applies to {ˆ vt} by Assumption 2.3.6. Eq. (2.3.24) directly follows
from Kiefer and Vogelsang (2005, Theorem 3) under Assumption 2.3.1-2.3.3.
In the next section, we consider the ﬁnite sample properties of the proposed
JD and FD test. The performance of the ﬁxed-b approach is compared to the
bootstrap methods and the standard normal approximation.
2.4 Monte Carlo Study
2.4.1 Speciﬁcation of simulations
We present two examples. One is with serially correlated errors with conditional
heteroskedasticity, and the other is with a lagged dependent variable and condi-
tional heteroskedasticity only in the errors.
• Case I (serially correlated errors with conditional heteroskedasticity)
H1 : yt = x
 
tβ1 + u1t = x1t +0 .5x2t + u1t, (2.4.1)
H2 : yt = z
 
tβ2 + u2t = z1t +0 .5z2t +0 .5z3t +0 .5z4t + u2t, (2.4.2)
• Case II (a lagged dependent variable and conditional heteroskedasticity in
errors)
H1 : yt = yt−1δ + x1t +0 .5x2t + u1t, (2.4.3)
H2 : yt = yt−1δ + z1t +0 .5z2t +0 .5z3t +0 .5z4t + u2t. (2.4.4)
In both cases we assume H1 is the true model. Godfrey and Pesaran (1983)
noted that J test may have poorer ﬁnite sample performance when there are dif-
ferent numbers of regressors in the models. Thus we deﬁne xt and zt to be (2×1)27
and (4 × 1) regressor vectors respectively. The regressors are generated from a
vector autoregressive (VAR) process
Wt =Φ Wt−1 + ζt, (2.4.5)
where Wt =( x 
t,z 
t)  is (6×1) vector, and Φ is the autoregressive coeﬃcient matrix.
The autoregressive coeﬃcient matrix is given by a symmetric Toeplitz matrix
Φ=
⎛
⎜
⎜ ⎜
⎜
⎜
⎜ ⎜
⎜
⎜
⎜
⎜ ⎜
⎜
⎜
⎜
⎝
v1 v2 v3 v4 v5 v6
v2 v1 v2 v3 v4 v5
v3 v2 v1 v2 v3 v4
v4 v3 v2 v1 v2 v3
v5 v4 v3 v2 v1 v2
v6 v5 v4 v3 v2 v1
⎞
⎟
⎟ ⎟
⎟
⎟
⎟ ⎟
⎟
⎟
⎟
⎟ ⎟
⎟
⎟
⎟
⎠
. (2.4.6)
The error {ζt} is a mean zero Gaussian i.i.d. process with variance matrix Ω. The
variance Ω of the error {ζt} = {ζ1t ... ζ6t}  has upper triangular (j,k)-elements
given by
Eζjtζkt =
⎧
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
1, for j = k,
0.8, for j =1a n dk =2 ,
0.7, for j<kand j,k =3 ,...,6,
Cxz, for j<kand j =1 ,2,k=3 ,...,6.
(2.4.7)
We consider the following two speciﬁcations for xt and zt for CASE I ensuring the
stationarity of {Wt}.
• Speciﬁcation 1 (Strong {xt,z t}): (v1,v 2,v 3,v 4,v 5,v 6)=( −0.3, 0.1, 0.3, −0.2,
0.1, −0.3) and Cxz =0 .8,
• Speciﬁcation 2 (Weak {xt,z t}): (v1,v 2,v 3,v 4,v 5,v 6)=( 0 .8, 0, 0, 0, 0, 0)
and Cxz =0 .2.28
The speciﬁcation 2 makes weaker correlation between xt and zt processes than
the speciﬁcation 1. For CASE II, we consider the speciﬁcation 1 (Strong {xt,z t})
only.
We generated the error process {u1t}T
t=1 from an AR(1) process with GARCH(1,1),
u1t = αu1(t−1) + εt, (2.4.8)
εt = σtξt, (2.4.9)
ξt ∼ i.i.d. N(0,1), (2.4.10)
σ
2
t =0 .04 + 0.86σ
2
t−1 +0 .1ε
2
t−1. (2.4.11)
We initialize {u1t} with variance σ2
1 =1a n du11 = ε1. We use α =0 , 0.5, 0.9, −0.5
for CASE I, and α =0o n l yf o rC A S EI I .F o rC A S EI I ,{yt} is generated by setting
δ =0 .5o r0 .9.
The GARCH(1,1) coeﬃcients satisfy the stationarity conditions and moment
conditions for {εt} required for our test statistics. See Ling (1999) and Ling and
McAleer (2002) for necessary and suﬃcient conditions on the parameters for the
existence of higher moments in GARCH models.
We generated 100 observations of yt then took the last T =5 0o b s e r v a t i o n s .
The total number of iterations was 5,000 with B = 399 bootstrap resamplings for
each iteration. In all examples, we used the Bartlett kernel. The bandwidths were
M =1 ,5,10,25,50. Even though we don’t have serial correlation (α =0 )i nC A S E
II, we used bandwidths M>1 to capture serial correlation in ﬁnite sample.
All tests are run at the 5% level, and we compare the JD test, and the FD
test. The sampling distribution of the JD and FD tests was approximated by four
methods.
1. The standard normal approximation for the JD test, and χ2(k2)/k2 for the29
FD test (k2 = 4 in our example),
2. The ﬁxed-b asymptotic approximation in eq. (2.3.15) for the JD test, and
eq. (2.3.24) for the FD test,
3. The semi-parametric i.i.d. bootstrap: Using the residuals {ˆ ut} from the null
model H1, we bootstrap {u∗
t} with i.i.d. resampling, and normalize u∗
t with
 
T
T − 4
(u
∗
t − ¯ u
∗), (2.4.12)
where ¯ u∗ =
 T
t=1 u∗
t/T. This step makes sure the bootstrap residuals have
mean zero. The factor
 
T
T−4 is used to correct the smaller-variance problem
in the bootstrap residuals in small samples. See Davidson and MacKinnon
(2002) for more details. Then {y∗
t} is generated by using {u∗
t} and the es-
timated parameters from H1. We calculate the bootstrap J∗
D and F ∗
D test
statistics B = 399 times. Critical values are from the quantiles of the empir-
ical distribution of J∗
D and F ∗
D.
4. The semi-parametric (overlapping) block bootstrap: We use the overlapping
block bootstrap with block size ﬁve to get {u∗
t}, then follow the same proce-
dure as above.
For power comparisons, we can not compare size corrected powers of diﬀerent
approximations to the sampling distribution of the test statistic since they use the
same test statistic for a given kernel and a bandwidth. But we can compare the
size corrected powers of JD and FD tests with diﬀerent kernels and bandwidths.
Asymptotically speaking, while all the approximations provide correct size under
an appropriate conceptual experiment, either M/T → 0o rM/T → b, it is notable
that under the conventional standard normal approximation, the asymptotic local30
power of a HAC test statistic is exactly same no matter which kernel function
or bandwidth were used, but under the ﬁxed-b asymptotics, the local power de-
pends on the kernel and the bandwidth. Kiefer and Vogelsang (2005) found that
the Bartlett kernel has good asymptotic local power comparing to other popular
kernels, and using large bandwidths decreases local power in all the kernels. Our
Monte Carlo study also supported their asymptotic results.
2.4.2 Size properties
Table 2.1−2.2 show the rejection rates of the 5% level (two tail for JD)t e s t sf o rf o u r
diﬀerent AR(1) error correlation coeﬃcients α for CASE I. Table 2.1s h o w st h es i z e
performance of diﬀerent asymptotic approximations of the strong correlation in the
regressors (speciﬁcation 1), and Table 2.2 is from the weak regressor correlation
(speciﬁcation 2).
The bootstrap tests showed the best performance in both JD and FD tests. The
block bootstrap with large bandwidths shows robust performance in all settings
we considered. The block bootstrap gave relatively good performance in the worst
scenario (Table 2.2,α=0 .9). The i.i.d. and block bootstrap methods showed
similar performance in many cases (Table 2.1). See Gon¸ calves and Vogelsang
(2006) for an explanation of the good performance of the i.i.d. bootstraps with
serially correlated errors. They show that the bootstrap methods (both block and
i.i.d.) have the same limiting distribution as the ﬁxed-b asymptotics.
The ﬁxed-b asymptotic approach provides a clear improvement over the stan-
dard or chi-square approximations, although it overrejects in small bandwidths.
When the bandwidths are small, the ﬁxed-b limiting distributions are “close” to
the standard normal (or chi-square) distribution. Therefore they perform similarly.31
Table 2.1: Size Comparison (CASE I, level=0.05). xt and zt are strongly correlated,
and α is the AR(1) coeﬃcient of the errors
Strong {xt,z t} and α =0
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .1250 0.1136 0.0490 0.0478 0.0892 0.0658 0.0512 0.0500
50 .1538 0.0966 0.0480 0.0514 0.2080 0.0468 0.0476 0.0490
10 0.1926 0.0902 0.0480 0.0484 0.3820 0.0452 0.0484 0.0480
25 0.3022 0.0828 0.0456 0.0508 0.7260 0.0470 0.0504 0.0492
50 0.4482 0.0816 0.0466 0.0496 0.8864 0.0476 0.0482 0.0500
Strong {xt,z t} and α =0 .5
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .1138 0.1024 0.0540 0.0576 0.0632 0.0454 0.0368 0.0484
50 .1426 0.0864 0.0506 0.0530 0.1760 0.0348 0.0328 0.0414
10 0.1808 0.0798 0.0566 0.0532 0.3498 0.0324 0.0350 0.0398
25 0.2868 0.0766 0.0528 0.0522 0.6948 0.0370 0.0382 0.0444
50 0.4322 0.0782 0.0566 0.0552 0.8668 0.0362 0.0388 0.0422
Strong {xt,z t} and α =0 .9
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .1494 0.1364 0.0644 0.0548 0.0734 0.0560 0.0466 0.0572
50 .1580 0.0976 0.0538 0.0458 0.1376 0.0222 0.0230 0.0346
10 0.2042 0.0882 0.0574 0.0468 0.2928 0.0188 0.0204 0.0306
25 0.3350 0.0852 0.0556 0.0476 0.6658 0.0210 0.0202 0.0316
50 0.4812 0.0844 0.0550 0.0476 0.8608 0.0202 0.0210 0.0306
Strong {xt,z t} and α = −0.5
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .2404 0.2228 0.0838 0.0574 0.2050 0.1654 0.1428 0.0702
50 .2300 0.1484 0.0522 0.0494 0.2538 0.0676 0.0666 0.0552
10 0.2736 0.1262 0.0456 0.0436 0.4402 0.0624 0.0608 0.0522
25 0.3912 0.1136 0.0464 0.0434 0.7708 0.0612 0.0604 0.0542
50 0.5392 0.1142 0.0448 0.0428 0.9100 0.0614 0.0598 0.051832
Table 2.2: Size Comparison (CASE I, level=0.05). xt and zt are weakly correlated,
and α is the AR(1) coeﬃcient of the errors
Weak {xt,z t} and α =0
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .0924 0.0826 0.0480 0.0520 0.0886 0.0644 0.0514 0.0562
50 .1272 0.0770 0.0446 0.0516 0.2106 0.0394 0.0438 0.0494
10 0.1666 0.0678 0.0432 0.0474 0.3940 0.0410 0.0442 0.0494
25 0.2668 0.0624 0.0406 0.0440 0.7410 0.0446 0.0450 0.0490
50 0.4052 0.0642 0.0426 0.0442 0.8994 0.0434 0.0446 0.0496
Weak {xt,z t} and α =0 .5
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .2736 0.2560 0.1648 0.0772 0.3770 0.3200 0.2816 0.0968
50 .2078 0.1386 0.0734 0.0522 0.3348 0.0970 0.1004 0.0650
10 0.2450 0.1146 0.0602 0.0482 0.5066 0.0784 0.0864 0.0574
25 0.3610 0.1108 0.0612 0.0512 0.8152 0.0900 0.0936 0.0612
50 0.4992 0.1110 0.0566 0.0532 0.9370 0.0916 0.0912 0.0612
Weak {xt,z t} and α =0 .9
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .6572 0.6416 0.4810 0.1554 0.7560 0.7170 0.6860 0.2318
50 .4986 0.3768 0.1482 0.0714 0.5172 0.1874 0.1954 0.0912
10 0.5038 0.2814 0.1012 0.0580 0.6542 0.1410 0.1454 0.0770
25 0.6024 0.2466 0.1056 0.0626 0.8934 0.1574 0.1584 0.0806
50 0.7316 0.2430 0.1004 0.0588 0.9670 0.1484 0.1476 0.0766
Weak {xt,z t} and α = −0.5
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .0236 0.0190 0.0170 0.0392 0.0130 0.0076 0.0058 0.0368
50 .0802 0.0446 0.0384 0.0472 0.1230 0.0168 0.0194 0.0452
10 0.1170 0.0484 0.0388 0.0460 0.2898 0.0196 0.0216 0.0432
25 0.2252 0.0462 0.0394 0.0418 0.6486 0.0190 0.0198 0.0404
50 0.3714 0.0472 0.0394 0.0448 0.8514 0.0192 0.0212 0.040833
The ﬁxed-b asymptotics works better in FD tests than in JD tests. Since the J
test has a ﬁnite sample bias from using ﬁtted values ˆ y from the alternative model
with the same data set, JD will also carry this problem. Although the JD test
with the ﬁxed-b asymptotics mitigates this problem when large bandwidths were
used, it does not remove the problem because the ﬁxed-b asymptotics corrects the
sampling distribution of the asymptotic variance (denominator) of the test statis-
tic. When the regressors are weakly correlated (the speciﬁcation 2, Table 2.2), this
bias problem becomes more serious (Compare Table 2.1a n d2 .2). The reason that
the bootstrap methods work better than the ﬁxed-b approach is that they correct
both the bias and the variance.
Table 2.3s h o w st h es i z eo fJD and FD tests in CASE II with the AR(1) coef-
ﬁcients δ =0 .5a n d0 .9 for the lagged dependent variable yt−1.F o rC a s eI I ,e v e n
though the serial correlation in the errors is not present, using large bandwidths
will capture the serial correlation in ﬁnite sample and gives better performance.
The bootstrap (especially the block bootstrap) works best, and the ﬁxed-b asymp-
totics in the JD tests overrejects in small bandwidths but is a clear improvement
over the standard normal or chi-square approximations as the bandwidth increases.
2.4.3 Power comparison
Table 2.4 (CASE I) and Table 2.5 (CASE II) show the size corrected (at 5%)
power comparison of the JD and FD test statistics for various bandwidths. It is
known that the Davidson and MacKinnon’s J test has better local power than the
F test in a paired comparison (Dastoor and McAleer (1989)). In our simulation,
the JD test also gave better size-adjusted power than the FD test especially when
high bandwidths were used. The power decreases as the bandwidth increases in34
Table 2.3: Size Comparison (CASE II, level=0.05). δ is the AR(1) coeﬃcient of
yt−1
δ =0 .5
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .1304 0.1182 0.0500 0.0476 0.0866 0.0622 0.0480 0.0450
50 .1584 0.1024 0.0480 0.0466 0.2102 0.0470 0.0442 0.0446
10 0.1980 0.0926 0.0454 0.0460 0.3820 0.0444 0.0438 0.0438
25 0.3070 0.0904 0.0484 0.0446 0.7222 0.0434 0.0408 0.0424
50 0.4438 0.0864 0.0482 0.0456 0.8848 0.0452 0.0434 0.0416
δ =0 .9
JD FD
SN Fixed-b Boot(1) Boot(5) Chi-sq Fixed-b Boot(1) Boot(5)
M =1 0 .1392 0.1260 0.0536 0.0528 0.0938 0.0686 0.0498 0.0492
50 .1646 0.1046 0.0482 0.0492 0.2110 0.0482 0.0484 0.0478
10 0.2028 0.0976 0.0488 0.0480 0.3952 0.0462 0.0450 0.0458
25 0.3126 0.0862 0.0456 0.0458 0.7308 0.0478 0.0436 0.0442
50 0.4514 0.0878 0.0452 0.0488 0.8858 0.0474 0.0444 0.043835
both JD and FD tests, but the power decreased less in JD tests. The decrease in
power with large bandwidths is consistent with the asymptotic local power results
of Kiefer and Vogelsang (2005).
Therefore we have a trade-oﬀ between size and power in choosing bandwidth.
It is recommended to use the JD test rather than theFD test for better power,
and the block bootstrap for good size performance on the basis of our simulation
results.
Table 2.4: Power Comparison (CASE I). Size is controlled to be 0.05. α is the
AR(1) coeﬃcient of the errors.
Strong {xt,z t} Weak {xt,z t}
α =0 α =0 .9 α =0 α =0 .9
JD FD JD FD JD FD JD FD
M =1 0 .9962 0.9756 0.8746 0.7430 1.0000 0.9994 0.8778 0.7458
50 .9820 0.8724 0.9128 0.7914 0.9916 0.8792 0.9202 0.7954
10 0.9380 0.7218 0.8686 0.7002 0.9600 0.7246 0.8780 0.6988
25 0.8050 0.6710 0.7448 0.6536 0.8314 0.6700 0.7428 0.6496
50 0.7852 0.6916 0.7210 0.6646 0.8024 0.6948 0.7240 0.6610
α =0 .5 α = −0.5 α =0 .5 α = −0.5
JD FD JD FD JD FD JD FD
M =1 0 .9918 0.9700 0.9652 0.8534 0.9934 0.9712 0.9620 0.8510
50 .9874 0.8968 0.9022 0.7400 0.9876 0.8912 0.9040 0.7290
10 0.9516 0.7694 0.8168 0.5858 0.9512 0.7670 0.8190 0.5806
25 0.8252 0.7142 0.6372 0.5602 0.8268 0.7102 0.6382 0.5654
50 0.8062 0.7368 0.6376 0.5624 0.8040 0.7254 0.6418 0.5658
2.5 Money Demand
We test the idea of Mankiw and Summers (1986) that consumption (or personal
expenditure) rather than income (Gross National Product, GNP) is the right scale
variable for money demand (for M1 or M2). Elyasiani and Nasseh (1994) used vari-36
Table 2.5: Power Comparison (CASE II). Size is controlled to be 0.05. δ is the
AR(1) coeﬃcient of yt−1
δ =0 .5 δ =0 .9
JD FD JD FD
M =1 0 .9956 0.9746 0.9956 0.9772
50 .9732 0.8478 0.9786 0.8662
10 0.9142 0.6952 0.9296 0.7274
25 0.7714 0.6740 0.7848 0.6758
50 0.7532 0.6712 0.7656 0.6816
ous nonnested tests indicating that the consumption measure seems to be the right
scale variable. They considered diﬀerent measures for consumption and income.
We consider their model,
yt = β1 + β2rt + β3rt−1 + β4rt−2 + β5zt + β6zt−1 + β7zt−2 + εt, (2.5.1)
where yt is the diﬀerence in log of real money stock M2, rt is the diﬀerence in
log of the 3-month treasury bill rate, zt is the diﬀerence in log of real personal
expenditure (for a consumption measure) or real GNP (for an income measure).
Elyasiani and Nasseh (1994) adjusted for serial correlation in the errors though
the Cochrane-Orcutt procedure which probably helps but may not remove the
serial correlation completely. They used the original J test which is valid only
under no serial correlation and no heteroskedasticity in the errors. Our approach
does not require this step and the JD test is directly applicable to the data. We
use quarterly data from 1959.I( J a n )∼ 2005.III (July) (187 observations) from the
Federal Reserve Bank. We used the GNP implicit price deﬂator to get real M2, the
3-month treasury rates are from the secondary market rate, and the real personal37
consumption expenditures and the real GNP are in year-2000-dollars. Table 2.6
shows the results from OLS regressions when the consumption and the income
measures were used. We can see that the consumption measure gives a better ﬁt.
Figure 2.1 − 2.2 shows the results from the JD and FD tests. The solid lines are
the values of the JD and FD test statistics. The other lines are critical values of
various asymptotic approximations. “Boot(1)” and “Boot(5)” are critical values
from the i.i.d. and the block bootstrap respectively. The bootstrap critical values
were calculated from B = 3999 resamplings. In the tests of the null hypothesis that
the income measure (GNP) is the scale variable against the consumption measure,
we could reject the null at 5% level for all bandwidths with the JD tests. With
the FD test, we reject the null on small bandwidths but could not reject with large
bandwidths. When the null hypothesis is the consumption measure, we did not
reject the null at 5% level for all bandwidths with both the JD and the FD tests.
Our JD tests supported the idea of Mankiw and Summers (1986) that consumption
is the more appropriate scale variable in the money demand function. With the FD
tests, it’s unclear whether the result for large bandwidths in Figure 2.1 is from the
low power of the FD tests or not. On balance, our results support the conclusion
that consumption is the better scale variable in the money demand equation.
2.6 Conclusion
Robust J tests and F tests are proposed for comparing nonnested dynamic models.
We generalized the test statistics to HAC robust versions (JD and FD test). We
have shown by Monte Carlo simulations that the bootstrap approaches and the
KVB ﬁxed-b asymptotics correct the size distortion known to be a problem with
the normal approximation. The usual standard normal asymptotic approximation38
Table 2.6: Money (M2) demand function estimation with a consumption measure
and an income measure. (Quarterly data from 1959.I to 2005.III)
z
Regressor GNP Consumption (Expenditure)
constant 0.0024 (2.2225∗∗) −0.0016 (−1.3040)
rt −0.0164 (−3.4405∗∗) −0.0135 (−3.0514∗∗)
rt−1 −0.0226 (−4.6843∗∗) −0.0206 (−4.5532∗∗)
rt−2 −0.0092 (−1.9734∗) −0.0071 (−1.6712∗)
zt 0.3041 (4.0340∗∗)0 .4363 (5.0398∗∗)
zt−1 0.2067 (2.6866∗∗)0 .3836 (4.2471∗∗)
zt−2 0.1268 (1.6493) 0.2239 (2.4932∗∗)
R2 0.29239 0.40581
¯ R2 0.2684 0.38567
DW 1.0896 1.2254
** signiﬁcant at the 5% level, * signiﬁcant at the 10% level.39
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Figure 2.1: Testing the null of income for the scale variable for U.S. money demand.
The solid lines are JD and FD statistics for diﬀerent bandwidths and the other
lines show the critical values from diﬀerent asymptotic approximations. “Boot(5)”
shows the critical values from the block bootstrap with the block size ﬁve.
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Figure 2.2: Testing the null of consumption for the scale variable for U.S. money
demand. The solid lines are JD and FD statistics for diﬀerent bandwidths and
the other lines show the critical values from diﬀerent asymptotic approximations.
“Boot(5)” shows the critical values from the block bootstrap with the block size
ﬁve.40
had the worst performance. The ﬁxed-b approach provides a great improvement on
the standard normal approximation. The i.i.d. and block bootstrap showed similar
size properties, typically better than the ﬁxed-b asymptotic approximation. The
block bootstrap method showed robust results.
When the regressors are weakly correlated, the standard normal approxima-
tion overrejects seriously and the ﬁxed-b asymptotics also overrejects although it
performs better than the standard normal approximation. This overrejection is re-
duced as bandwidth increases in the ﬁxed-b approach. The block bootstrap works
best in this case.
In size controlled power experiments, the JD test showed better power than the
FD test especially when large bandwidths were used. Strong serial correlation in the
errors aﬀected both size and power, and especially decreased power signiﬁcantly.
In an application to the money demand function in the US, we ﬁnd that ag-
gregate consumption provides a better scale variable than income.
The overall ﬁnding is that the HAC testing of nonnested hypotheses based on
the J and F test is feasible and reliable providing a sensible approximation to
the sampling distribution is used. The ﬁxed-b and the bootstrap methods are
signiﬁcant improvements on the normal approximation, with the semiparametric
block bootstraps providing further improvement especially when the regressors are
weakly correlated.CHAPTER 3
ROBUST MODEL SELECTION IN DYNAMIC MODELS WITH AN
APPLICATION TO COMPARING PREDICTIVE ACCURACY
3.1 Introduction
Since Cox (1961, 1962), many methods for distinguishing separate families of hy-
potheses for model selection have been developed. Model selection is quite diﬀerent
from nested hypothesis testing. The null hypothesis in nested hypothesis testing
is well deﬁned but the alternative hypothesis can be arbitrarily close to, though
diﬀerent from, the null, and therefore diﬃcult to detect. Further, these close al-
ternatives may not be importantly diﬀerent from the null in any practical sense.
In contrast, nonnested hypothesis testing has clear separation between candidate
models but presents the diﬃculty of choosing a sensible null hypothesis. Cox used
centered log likelihood ratios between two nonnested models under the null hypoth-
esis that one of the models is true. A test for nonnested linear regression models
was developed in Pesaran (1974). Along the tradition of the nesting approach of
Atkinson (1970) which sets up a general model that contains the candidate models,
the J test of Davidson and MacKinnon (1981) is popular (McAleer (1995)). See
Gourieroux and Monfort (1999) for a summary.
There is a diﬀerent approach that does not assume the true model is among
the candidates. Vuong (1989) considered a selection criterion based on the diﬀer-
ence in the Kullback-Leibler Information Criterion (KLIC, Kullback and Leibler
(1951)) between the (unknown) true model and the competing models, and the
null hypothesis is that two models are equivalent in KLIC. This approach has the
0Coauthored with Nicholas M. Kiefer.
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advantage of treating two competing models symmetrically and it does not require
the speciﬁcation of a nesting model. Vuong’s approach is sometimes called model
selection in contrast to nonnested hypothesis testing (Davidson and MacKinnon
(2004)). It has recently been extended for dynamic models using diﬀerent criterion
functions (see Rivers and Vuong (2002)).
In nonnested hypothesis testing, the usual asymptotic approximation to the
distribution of the J test statistic is known to be poor even with large samples
(Godfrey and Pesaran (1983), McAleer (1995)) and the bootstrap is an attractive
alternative in these cases (see Fan and Li (1995), Godfrey (1998), Davidson and
MacKinnon (2002), and Choi and Kiefer (2005b)). But in model selection, less
is known about the performance of the asymptotic approximations of the Vuong
(1989) and Rivers and Vuong (2002) test.
This paper proposes a generalized model selection test for dynamic models using
a Heteroskedasticity/Autocorrelation Consistent (HAC) estimator of the long run
variance as in Rivers and Vuong (2002), and using Kiefer-Vogelsang-Bunzel (KVB)
ﬁxed-b asymptotics (Kiefer et al. (2000), Kiefer and Vogelsang (2002a,b, 2005)) to
approximate the ﬁnite sample distribution of our test statistic. Our approach is
applicable to general criterion functions and robust to unknown (nonparametric)
serial correlation in the data. Speciﬁcally, we represent the idea using a model se-
lection criterion based on quasi-likelihood functions and the resulting test statistic
forms a diﬀerence-in-KLIC measure. Many general criterion functions can be inter-
preted as quasi-likelihood functions. The quasi-likelihood functions were used for
Monte Carlo study of performance of our test statistic. Our method is compared
with a bootstrap method and the conventional standard normal approximation
and shown to be remarkably superior to the standard normal approximation.43
We also considered a prediction accuracy measure for an empirical application.
Our approach was used for two competing exchange rate forecasting models. In
the forecasting model comparison literature, a bootstrap method is also used by
White (2000). White considers a “benchmark” model and a group of alternative
models. The null is that none of the other models dominates the benchmark. The
diﬀerences between the forecast errors from the benchmark model and all alter-
natives are arranged in a vector. Then, the test is that the maximum of these
diﬀerences is negative, so no model dominates the benchmark. The distribution
of this maximum is obtained by the stationary bootstrap of Politis and Romano
(1994). Thus, this test is like ours, but the null is diﬀerent, favoring a benchmark
model, and of course there is no HAC estimator or ﬁxed-b approximation. Hansen
(2005b) also considers comparing a benchmark model with a number of alterna-
tives. He tests the superiority of the benchmark model and uses the stationary
bootstrap methods as in White (2000). Hansen (2005b) diﬀers from White (2000)
in that he studentizes the statistic before taking the maximum. White is essen-
tially using the null that is closest to the alternative. Hansen estimates the null
mean, rather than using zero.
Instead of testing a superiority of prediction accuracy, the idea of testing equiv-
alence in a criterion function is used in Diebold and Mariano (1995) (DM test). The
DM test compares forecast accuracy of two competing models, where the accuracy
is measured by some criterion function (such as a goodness of ﬁt measure) and the
null is that the forecasts are equally accurate. It is similar to Vuong (1989), except
the likelihood is not used, rather a fairly general function of the ﬁt. The variance
estimator in the DM test is also a HAC estimator. Harvey et al. (1997) attempted
to improve ﬁnite sample performance of the DM test by using a correction factor44
to the DM test statistic (MDM (Modiﬁed DM) test).
Our approach is applicable to the DM test. An empirical application for the
DM test is presented for testing equality of predictive accuracy of the foreign
exchange rate forecasting models considered in Diebold and Mariano (1995) using
USD/EURO and YEN/USD exchange rate data. Although we aim to improve the
ﬁnite sample properties of the DM test statistic, our approach is diﬀerent from the
MDM test in two aspects. First, our test considers a better approximation to the
whole distribution of the test statistic whereas the MDM test considers the scaled
normal approximations only. Second, our approximation depends on the kernel
function and bandwidth used in a HAC estimator whereas MDM is derived for
a particular kernel function (the uniform kernel) and a bandwidth (a forecasting
horizon) used in the DM test.
3.2 Dynamic Model Selection Testing
3.2.1 The test statistic and limiting distributions
Let p1(z1,θ 1)a n dp2(z2,θ 2) be two models to compare, and (zi,θ i) are the variables
and the parameter vector used in the model i =1 ,2.
Assumption 3.2.1. The stochastic process zi = {zit}∞
t=−∞ is weakly stationary
for i =1 ,2.
We consider {z1t,z 2t}T
t=1 are the available data used for the model comparison
(and estimation of the parameter vectors).
Assumption 3.2.2. For i =1 ,2, the estimator ˆ θi of θi converges to a ﬁxed vector
θ∗
i in probability, i.e.
ˆ θi
p
→ θ
∗
i. (3.2.1.1)45
The limits θ∗
i (i =1 ,2) are called pseudo-true values when the models are
misspeciﬁed. This high-level assumption can itself be based on assumptions about
the objective function (for example identiﬁcation) and the parameter space (for
example compactness in the case of an extremum estimator). We assume 3.2.2
directly, noting that there are many routes to the result such as (quasi) maximum
likelihood estimation (MLE), generalized method of moments (GMM), minimum
divergence estimators (MDE), generalized empirical likelihood (GEL), and other
parametric, semiparametric methods.
We consider a model selection procedure that compares Qi (of a criterion func-
tion) from model i =1 ,2, then chooses the model that has the smallest Qi. We
assume that Qi satisﬁes the following assumption.
Assumption 3.2.3 (Weak law of large numbers). Let the value of the model
selection criterion at pseudo-true values θ∗
i be Qi = Qi(zi,θ ∗
i) for models i =1 ,2.
We have a function   QiT = QiT({zit}T
t=1, ˆ θi) of the data available that satisﬁes
Qi = plim
T→∞
  QiT. (3.2.1.2)
Denoting   QT
it = Qi(t,{zis}T
s=1, ˆ θi), we have
plim
T→∞
T  
t=1
  Q
T
it/T
p
→ Qi,
and when Q1 = Q2, we also have an approximation of
√
T(  Q2T −   Q1T) given by
 
√
T(  Q2T −   Q1T) −
T  
t=1
(  Q
T
2t −   Q
T
1t)/
√
T
 
p
→ 0. (3.2.1.3)
Assumption 3.2.3 allows us to calculate the asymptotic variance of (  Q2T −   Q1T)
using {  QT
2t −   QT
1t}T
t=1 under Q1 = Q2. This assumption is satisﬁed in many model
selection criterion including lack of ﬁt measures such as the mean squared error46
(  QT
it =( yit − ˆ yit)2)o rm e a na b s o l u t ee r r o r(  QT
it = |yit − ˆ yit|). When the criterion
function is a quasi-likelihood, we use ﬁrst order Taylor expansion of   QiT =l nˆ σ2
i
around the pseudo-true value (σ∗
i )2 and get
  Q
T
it =
 
ln(σ
∗
i )
2 +
ˆ u2
it
(σ∗
i )2 − 1
 
, (3.2.1.4)
where ˆ σ2
i =
 T
t=1 ˆ u2
it/T and ˆ uit are residuals from the quasi-maximum likelihood
estimation (QMLE) of the models i =1 ,2. This approach was used in Lien and
Vuong (1987).
We introduce an additional assumption on   QT
it for asymptotic approximation
of the sampling distribution of our test statistic to be described later.
Assumption 3.2.4 (Functional Central Limit Theorem). Let {ˆ vt}T
t=1 = {  QT
2t −
  QT
1t}T
t=1. We have
T
−1/2
[rT]  
t=1
ˆ vt ⇒ λW(r), (3.2.1.5)
where W(r) is a standard Brownian motion deﬁned on C[0,1] and λ2 is the long
run variance of {ˆ vt}.
Assumption 3.2.4 holds under a variety of regularity conditions and permits
conditional heteroskedasticity in {ˆ vt} but rules out most form of unconditional
heteroskedasticity. A set of suﬃcient conditions can be found in Phillips and
Durlauf (1986) which require that the process {ˆ vt} is weakly stationary, satisﬁes α-
mixing conditions, and each element ˆ vt has a ﬁnite moment greater than two. The
condition holds for stationary and invertible ARMA processes with innovations
with ﬁnite fourth moments (Hall and Heyde (1980), see Kiefer et al. (2000) for
further discussion).
Our null hypothesis is that the competing models are asymptotically “equal”,47
i.e.
Q1 − Q2 =0 , (3.2.1.6)
and the test statistic is given by
τT =
 T
t=1(  QT
2t −   QT
1t)/
√
T
 
  VT
, (3.2.1.7)
where   VT is the HAC variance estimator of the serially correlated process {ˆ vt} =
{  QT
2t −   QT
1t} given by
  VT =
T−1  
j=1−T
K
 
j
M
 
ˆ γ(j), (3.2.1.8)
where K (x) is the kernel function, M is the bandwidth used in the kernel estima-
tion and the autocovariance function estimator ˆ γ(j)i sg i v e nb y
ˆ γ(j)=
1
T
T  
t=|j|+1
(ˆ vt − ¯ v)(ˆ vt−|j| − ¯ v), (3.2.1.9)
where
¯ v =
1
T
T  
t=1
ˆ vt. (3.2.1.10)
This approach does not specify a correct model and treats two competing models
symmetrically. Also it is directional, under an alternative, favoring the model 1
when τT
a.s. → +∞ a n dv i c ev e r s a ,i fw ee x c l u d et h ec a s e sw h e r eQi is not deﬁned
under the alternative.
Theorem 3.2.5. Under assumptions 3.2.1−3.2.4, the limiting distribution of the
test statistic τT under M/T = b is given by the KVB ﬁxed-b asymptotics,
τT ⇒
W(1)
 
Q1(b)
, (3.2.1.11)
where Q1(b) depends on the kernel function used in   VT and is given by Deﬁnition
1 in Kiefer and Vogelsang (2005).48
Proof. From assumptions 3.2.1−3.2.4, we get the result by applying Theorem 3 in
Kiefer and Vogelsang (2005) to τT.
Diﬀerent kernels give diﬀerent denominators in the limiting distribution, thus
our approximating distribution depends both on the kernel and bandwidths used.
Critical values can be obtained by simulating the ﬁxed-b approximating distribu-
tions in practice. For popular kernel functions, they are tabulated in Kiefer and
Vogelsang (2005, p.1146).
3.2.2 Quasi-likelihood criterion
In general, the selection criterion Qi should also be the objective function used in
estimation, but this is not necessary. See Rivers and Vuong (2002) for a discussion
of using a diﬀerent model selection criterion than the estimation criterion. See also
P¨ otscher (1991) and Hansen (2005a) for how a model selection step can aﬀect the
inference for the models.
We consider the quasi-likelihood function for both the estimation and selection
criteria as an example (Many other estimation methods have QMLE interpre-
tation). The quasi-likelihood we specify is the likelihood under normality with
independent observations (Heyde (1997)). The quasi-likelihood method leads to
consistent parameter estimation under certain conditions (for example, OLS with
exogenous regressors and serially correlated errors is consistent). When it is not
consistent, its probability limits are pseudo-true values. Using quasi-likelihood also
gives our model selection criterion a KLIC interpretation. See Vuong (1989).
We deﬁne the model selection criterion QiT = −2lnpi(θi). The test statistic49
τT is based on the quasi-log likelihood ratio
lnp1(ˆ θ1) − lnp2(ˆ θ2)=
T
2
ln(ˆ σ
2
2/ˆ σ
2
1), (3.2.2.1)
and given by
τT =
√
T ln(ˆ σ2
2/ˆ σ2
1)
 
  VT
, (3.2.2.2)
The HAC variance estimator   VT for
ˆ vt =   Q
T
2t −   Q
T
1t (3.2.2.3)
=
 
ln(σ
∗
2)
2 − ln(σ
∗
1)
2 +
ˆ u2
2t
(σ∗
2)2 −
ˆ u2
1t
(σ∗
1)2
 
, (3.2.2.4)
is given by plugging ˆ vt into eq. (3.2.1.9) and using the estimated ˆ σ2
i for (σ∗
i)2 in
eq. (3.2.2.4). The sampling distribution of the test statistic τT is approximated by
diﬀerent ﬁxed-b asymptotic approximations depending on the kernel function and
the bandwidth.
If the data are i.i.d., this test can be implemented easily (see Lien and Vuong
(1987) and Vuong (1989)). Our approach is similar to Lien and Vuong (1987), but
we consider serial correlation in ˆ vt. Our approach includes Lien and Vuong (1987)
as a special case M = 1. It should be noted that our quasi-likelihood function
is applicable to nonlinear models, and our approach in general can be used for
any model selection criteria satisfying the assumption 3.2.3 such as the lack of
ﬁt criterion, mean squared prediction error (used in Rivers and Vuong (2002))
or mean absolute error (used in Diebold and Mariano (1995)). Our test statistic
is also similar to the one considered in Rivers and Vuong (2002). But we use a
diﬀerent approximate distribution given by the KVB approach. We use the quasi-
likelihood criterion and show by Monte Carlo simulations that the KVB ﬁxed-b
approach gives a superior approximation to the standard normal approximation
based on the usual HAC asymptotics.50
3.2.3 The bootstrap method
Bootstrap methods are popular alternatives to the conventional asymptotic ap-
proximation in econometrics. In the nonnested hypothesis context, the bootstrap
is known to improve the approximation of the sampling distributions of test statis-
tics. See Fan and Li (1995), Godfrey (1998), Davidson and MacKinnon (2002),
and Choi and Kiefer (2005b).
We used a bootstrap method for our test statistic in a similar way to the method
in Hall and Horowitz (1996) and White (2000). In the ﬁxed-b asymptotics, the
leading term in the asymptotic expansion is not normal, and the validity of the
bootstrap is an open question. Recently, Gon¸ calves and Vogelsang (2006) showed
that the “naive” block bootstrap has the same limiting distribution as the ﬁxed-b
asymptotics. The argument proceeds by writing the test statistic and the bootstrap
test statistic as the same functions of the data and the bootstrap data respectively.
Using appropriate assumptions on the bootstrap data and the continuous mapping
theorem gives the result that the limit distributions are identical. Showing that
the resulting distribution is an improvement on the normal approximation is more
diﬃcult. Gon¸ calves and Vogelsang (2006) are able to obtain this result for a special
case (estimation of a normal mean). See also Jansson (2004) who shows that the
ﬁxed-b asymptotics can improve on the normal approximation in terms of rate
of error in rejection probability (ERP). Our simulation results indicate that the
bootstrap is practically useful in our settings.
Our null hypothesis does not assume a speciﬁc form of the true model, there-
fore we can not use the explanatory variables as given and generate bootstrap
samples. This implies that since neither of the candidate models is correct, we
should not bootstrap from one particular model. Instead, we should bootstrap51
from the joint empirical distribution of the dependent variable and the explana-
tory variables (sampling together (yt,x t) for example). Consequently, when the
bootstrap samples are drawn from the original samples which may happen to be a
realization in favor of one model over the other, the distribution of the bootstrap
test statistic will be biased and give inaccurate critical values. This happens be-
cause it is hard to implement the null hypothesis in generating bootstrap samples
in our setting. We correct the bootstrap test statistics using the statistics from the
original sample as standard in bootstrap literature. We use the quasi-likelihood
criterion and the bootstrap test statistics is given by
tb =
√
T (ln(˜ σ2
2/˜ σ2
1) − C0)
 
  VT
, (3.2.3.1)
where ˜ σ2
1 and ˜ σ2
2 are the variance estimators calculated with the bootstrap samples,
and
C0 =l n
ˆ σ2
2
ˆ σ2
1
, (3.2.3.2)
where ˆ σ2
1 and ˆ σ2
2 are variance estimators from the original sample, and   VT is cal-
culated from eq. (3.2.1.8) and (3.2.1.9) with
˜ vt =
 
˜ u2
2t
ˆ σ2
2
−
˜ u2
1t
ˆ σ2
1
− D1
 
, (3.2.3.3)
where
D1 =
˜ σ2
2
ˆ σ2
2
−
˜ σ2
1
ˆ σ2
1
. (3.2.3.4)
We have applied the bootstrap method to our examples in the simulation section
of this paper. Direct (without modiﬁcation) bootstrap is not recommended in any
case. For all examples, we considered block bootstraps with the block sizes one
(the i.i.d. bootstrap) and ﬁve.
We also emphasize that a special concern is required for the candidate models
with lagged variables. Since the bootstrap cannot be semi-parametric for the52
nature of the problem, it is hard to generate the bootstrap {yt} sequentially. We
propose to use non-parametric bootstrap with {yt,y t−j,x t}, where yt−j is the vector
of all the lagged variable used as explanatory variables in the candidate models
and xt is the vector of all the other explanatory variables, and we drop the ﬁrst J
observation where J is the highest lagged number used. We used this method for
our MA(2) example later in this paper.
3.2.4 Linear models: A Curious Result
We consider a special case in which the true model is linear when the quasi-
likelihood criterion is used. The true model is
yt = w
 
tδ + x
 
tα1 + z
 
tα2 + ut (t =1 ,...,T), (3.2.4.1)
where {ut} is a mean zero weakly stationary process with autocovariance function
γ(j), and wt,x t,z t are weakly stationary and correlated each other. The competing
models are
H1 : yt = w
 
tδ1 + x
 
tβ1 + u1t, (3.2.4.2)
H2 : yt = w
 
tδ2 + z
 
tβ2 + u2t, (3.2.4.3)
where t =1 ,...,T (T is the number of observations), wt is the (l × 1) vector
of common regressors, and xt, zt are (k1 × 1) and (k2 × 1) explanatory variables
respectively. The parameters (δi,β i,σ 2
i) are conditional mean and variance param-
eter vectors for model Hi. As typical for economic data, wt,x t and zt are serially
correlated and the unknown true model’s errors are also serially correlated. We
rule out data generating processes (DGPs) for which the models H1 and H2 are
identical (δ1 = δ2 and β1 = β2 = 0 for our example), as in this case there is no real53
testing problem. Let (δ∗
1,δ∗
2) be the pseudo true values of (δ1,δ 2)a n d( β∗
1,β∗
2)b e
the pseudo true values of (β1,β 2).
Assumption 3.2.6. With ξt =( wt,x t,z t), two processes, {ut} and {ξt}, are
independent.
Assumption 3.2.7. The regressors wt,x t, and zt are serially uncorrelated but
possibly correlated contemporaneously.
Assumption 3.2.8. Two competing models are equal in quasi-likelihood criterion
from the true model, i.e. plim ˆ σ2
1 = plim ˆ σ2
2.
We have the following theorem under the above assumptions.
Theorem 3.2.9. Under assumptions 3.2.6, 3.2.7 and 3.2.8, the autocovariance
function Cov(Ut,U t−j) of Ut = u2
2t − u2
1t is zero for all j  =0 .
Proof. We have
Ut = u
2
2t − u
2
1t
=( yt − w
 
tδ
∗
2 − z
 
tβ
∗
2)
2 − (yt − w
 
tδ
∗
1 − x
 
tβ
∗
1)
2
= {w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}[2yt −{ w
 
t (δ
∗
1 + δ
∗
2)+x
 
tβ
∗
1 + z
 
tβ
∗
2}]
= {w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}
× [2(ut + w
 
tδ + x
 
tα1 + z
 
tα2) −{ w
 
t (δ
∗
1 + δ
∗
2)+x
 
tβ
∗
1 + z
 
tβ
∗
2}]
= {w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}
× [2ut + w
 
t {2δ − (δ
∗
1 + δ
∗
2)} + x
 
t(2α1 − β
∗
1)+z
 
t(2α2 − β
∗
2)]
=2 ut{w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}
+ {w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}
× [w
 
t {2δ − (δ
∗
1 + δ
∗
2)} + x
 
t(2α1 − β
∗
1)+z
 
t(2α2 − β
∗
2)].54
Under assumption 3.2.8 we have
E (Ut)=0 ,
therefore
Cov(Ut,U t−j)=E (Ut,U t−j).
If we put
At = {w
 
t (δ
∗
1 − δ
∗
2)+xtβ
∗
1 − ztβ
∗
2},
Bt = {w
 
t (δ
∗
1 − δ
∗
2)+x
 
tβ
∗
1 − z
 
tβ
∗
2}
× [w
 
t {2δ − (δ
∗
1 + δ
∗
2)} + x
 
t(2β1 − β
∗
1)+z
 
t(2β2 − β
∗
2)],
we have
E (Ut,U t−j)=E (2utAt + Bt)(2ut−jAt−j + Bt−j)
=4 E (utut−jAtAt−j)+E (BtBt−j)
=4 γ(j)γA(j)+γB(j), (3.2.4.4)
from the independence between ut and At by the assumption 3.2.6. Assump-
tion 3.2.7 implies γA(j)=0a n dγB(j) = 0 for all j  = 0. Therefore we have
Cov(Ut,U t−j)=0f o rj  =0 .
Theorem 3.2.9 implies that under the assumptions 3.2.6 and 3.2.8, autocorrela-
tion in ut does not aﬀect the asymptotic variance of the numerator of our statistic
unless the regressors are autocorrelated. The Monte Carlo simulations supported
this.
3.2.5 Power of the test
For the comparison of two diﬀerent test statistics, size corrected power is often used.
Since we have proposed diﬀerent approximations to the distribution of the same55
test statistic, size corrected power comparisons are not applicable. To check the
ﬁnite sample power properties of the ﬁxed-b approximation, we did the following
experiments.
• For diﬀerent sample sizes, compare the powers as a function of the levels
implied by the ﬁxed-b approximating distributions given a ﬁxed alternative,
a kernel function, and a bandwidth. We considered T =5 0 , 100, 200.
• For the diﬀerent sample sizes, compare the local powers given a level, a kernel
function, and a bandwidth.
• For diﬀerent kernel functions, compare the local powers given a level, a band-
width, and a sample size. We considered ﬁve diﬀerent kernels, Bartlett,
Parzen, Quadratic spectral, Daniell, and Bohman. In the ﬁxed-b approach,
diﬀerent kernels give diﬀerent approximating distributions. We calculated
the critical values using the formula given in Kiefer and Vogelsang (2005) for
each kernel.
Note that the asymptotic power was not available for the traditional standard
normal approximation, since the test statistic’s (traditional) limiting distribution
under the local alternative is identical regardless of the choice of kernels and band-
widths. The ﬁxed-b asymptotics makes possible comparison of the asymptotic
powers for diﬀerent kernels and bandwidths as shown in Kiefer and Vogelsang
(2005). Our ﬁnite sample power comparison showed that the ﬁxed-b asymptotic
power comparison can be useful in understanding the actual diﬀerence in the ﬁnite
sample powers among kernels and bandwidth choices. The simulation in the next
section showed that the ﬁxed-b approximation has reasonable power.56
3.3 Monte Carlo Study
We consider two data generating processes. An MA(2) model, and linear regression
with autocorrelated regressors and errors.
3.3.1 Size Comparison
MA(2) model
Consider the following MA(2) true data generating process
yt = εt +0 .5εt−1 + εt−2 (t =1 ,...,T), (3.3.1.1)
where εt ∼ i.i.d. N(0,1). The competing models are AR models
H1 : yt = α1 + βyt−1 + ε1t, (3.3.1.2)
H2 : yt = α2 + δyt−2 + ε2t, (3.3.1.3)
where ε1t and ε2t are assumed to be white noises. The true model has γ(1) = γ(2),
andwe know ˆ β
p
− → γ(1)/γ(0) and ˆ δ
p
− → γ(2)/γ(0). Thus we have the same pseudo
true values, β∗ = δ∗. From this fact we can easily show
plim ˆ σ
2
1 = plim ˆ σ
2
2, (3.3.1.4)
which implies they are equivalent in our quasi-log likelihood criterion function.
The variance ˆ σ2
1 and ˆ σ2
2 were calculated based on T − 1o b s e r v a t i o n si nH1 and
T − 2o b s e r v a t i o n si nH2 respectively, and the HAC denominator was based on
T − 2 residuals from H1 and H2 (we dropped out the ﬁrst residual from H1). The
test statistic is given by
τT =
√
T − 2ln(ˆ σ2
2/ˆ σ2
1)
 
  VT
. (3.3.1.5)57
The number of iteration of the simulation was 5,000. We used four sample sizes
T =1 2 ,27,52,102 for the convenience of the bootstrap. The test are 5% level two
tail tests. For the bootstrap tests, we resampled the lagged variables {yt,y t−1,y t−2}
together, dropping the ﬁrst two observations. Therefore the bootstrap sample size
is T −2, and our choice of sample sizes makes the block bootstrap simple. We used
two diﬀerent block sizes, one (the i.i.d. bootstrap) and ﬁve. Of course the i.i.d.
bootstrap ignores the serial dependence in the data. The bootstrap critical values
were obtained from the 2.5% and 97.5% quantiles of the empirical distribution
of the 1,200 bootstrap iterations. The empirical rejection rates of the standard
normal, ﬁxed-b, i.i.d. bootstrap (‘boot(1)’),and block bootstrap (‘boot(5)’) are
shown in Figure 3.1.
The ﬁxed-b asymptotics showed great improvement upon the standard normal
approximation especially when a large M is used for all sample sizes considered.
Also the i.i.d. bootstrap approach was better than the block bootstrap and similar
to, but a little bit worse than, the ﬁxed-b approximation. For large sample sizes
(T =5 2 ,102) the block bootstrap improves, but in all cases the ﬁxed-b approxima-
tion was better than the others. We surmise that a more sophisticated bootstrap
approach is required in this setting.58
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Figure 3.1: MA(2) DGP with two competing AR(1) models59
Linear regression model
We generated the following variables for t =1 ,...,T
ut = αut−1 + εt,ε t ∼ i.i.d.N (0,1), (3.3.1.6)
wt = ρwt−1 + ζ1t, (3.3.1.7)
xt = ρxt−1 + ζ2t, (3.3.1.8)
zt = ρzt−1 + ζ3t, (3.3.1.9)
and ⎛
⎜ ⎜
⎜
⎜
⎝
ζ1t
ζ2t
ζ3t
⎞
⎟ ⎟
⎟
⎟
⎠
∼ i.i.d. N
⎛
⎜ ⎜
⎜
⎜
⎝
0,
⎡
⎢ ⎢
⎢
⎢
⎣
1 κ1 κ1
κ1 1 κ2
κ1 κ2 1
⎤
⎥ ⎥
⎥
⎥
⎦
⎞
⎟ ⎟
⎟
⎟
⎠
, (3.3.1.10)
where α,ρ,κ1,κ 2 are parameters we choose for the simulation. We consider two
cases as true models
Case I : yt = wt +0 .5xt +0 .5zt + ut, (3.3.1.11)
Case II : yt = wt +0 .5xt +0 .5zt +0 .5yt−1 + ut. (3.3.1.12)
Note that we have lagged dependent variable in the second case. The competing
models are
H1 : yt = α1 + wtδ1 + xtβ1 + u1t, (3.3.1.13)
H2 : yt = α2 + wtδ2 + ztβ2 + u2t. (3.3.1.14)
In Case I, our competing models are missing one variable, but in Case II,b o t h
models are missing one variable and one lagged dependent variable. We generated
T = 50 observations. We have chosen κ1 = κ2 =0 .5a n dρ =0 ,±0.5,0.9,α=
0,±0.5,0.9. The number of iterations was 5,000 for each case. For the bootstrap60
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regressors is ρ = 0, of the errors is α.
tests we have used the modiﬁed bootstrap we proposed with block size one and ﬁve
as in the previous example. We performed 5% level two tail tests. But note that
the test can be directional. For example, in the right tail test, the rejection favors
the model H1 over H2. The results under Case I are shown in Figures 3.2 − 3.5.
The results under Case II are in Figures 3.6 − 3.9.61
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Figure 3.6: ( CASE II ) Two Competing Linear Models. AR(1) coeﬃcient of the
regressors is ρ = 0, of the errors is α.65
5 10 15 20 25 30 35 40 45 50
0
0.05
0.1
0.15
0.2
0.25
CASE II: ρ = 0.5 and α=0
Bandwidth M
R
e
j
e
c
t
i
o
n
 
P
r
o
b
a
b
i
l
i
t
y
5 10 15 20 25 30 35 40 45 50
0
0.05
0.1
0.15
0.2
0.25
CASE II: ρ = 0.5 and α=0.5
Bandwidth M
R
e
j
e
c
t
i
o
n
 
P
r
o
b
a
b
i
l
i
t
y
5 10 15 20 25 30 35 40 45 50
0
0.05
0.1
0.15
0.2
0.25
CASE II: ρ = 0.5 and α=−0.5
Bandwidth M
R
e
j
e
c
t
i
o
n
 
P
r
o
b
a
b
i
l
i
t
y
5 10 15 20 25 30 35 40 45 50
0
0.05
0.1
0.15
0.2
0.25
CASE II: ρ = 0.5 and α=0.9
Bandwidth M
R
e
j
e
c
t
i
o
n
 
P
r
o
b
a
b
i
l
i
t
y
N(0,1)
Fixed−b
Boot(1)
Boot(5)
N(0,1)
Fixed−b
Boot(1)
Boot(5)
N(0,1)
Fixed−b
Boot(1)
Boot(5)
N(0,1)
Fixed−b
Boot(1)
Boot(5)
Figure 3.7: ( CASE II ) Two Competing Linear Models. AR(1) coeﬃcient of the
regressors is ρ =0 .5, of the errors is α.66
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Figure 3.8: ( CASE II ) Two Competing Linear Models. AR(1) coeﬃcient of the
regressors is ρ = −0.5, of the errors is α.67
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Figure 3.9: ( CASE II ) Two Competing Linear Models. AR(1) coeﬃcient of the
regressors is ρ =0 .9, of the errors is α.68
As shown in the theorem 3.2.9, if regressors are serially uncorrelated (ρ =0 ) ,
the value of α does not make much diﬀerence in the distribution of the test statis-
tic although there were cases with under rejection due to the fact that we have to
estimate the pseudo-true values. For ρ =0o fc o u r s e , it’s perhaps best to ignore
possible autocorrelation. In all cases, if a robust test is used when unnecessary
(ρ = 0) then the normal approximation is a disaster and both ﬁxed-b approxima-
tion and bootstrap method are better, with very similar performance, although
i.i.d. bootstrap seems a little better than block bootstrap. With positive auto-
correlation in regressors and errors (the expected case), the robust test is required
and the normal approximation is bad. The ﬁxed-b and bootstrap methods beat
the normal approximation and are about the same, except when both correlations
are quite strong (ρ = α =0 .9), in which case the bootstrap methods outperform
the ﬁxed-b approach. The ranking of the i.i.d. and block bootstrap when the
regressors are highly autocorrelated depends on the actual value of the error auto-
correlation, with the block bootstrap performing better with high autocorrelation.
Perhaps this is understandable, since the block bootstrap was designed for this
case. However it is interesting that the i.i.d. bootstrap is better with moderate
error autocorrelation (α =0 .5). This is true with and without lagged dependent
variables (Case II and I respectively). With negative regressor autocorrelation,
as might arise from diﬀerencing the regressors, the bootstrap and ﬁxed-b meth-
ods perform similarly and dominate the normal approximation. In the case of
lagged dependent variables and strong positive error autocorrelation as well, the
ﬁxed-b tends to under-reject relative to both i.i.d. and block bootstraps. In all
cases of negative error autocorrelation, the ﬁxed-b and bootstrap methods perform
similarly and dominate the normal approximation.69
Although not shown in the ﬁgures, we found that when the common regressor
wt is strongly correlated with the other regressors the power of the test is reduced
since the wrong model still contains much information through wt about the true
model.
3.3.2 Power Comparison
MA(2) model
For the power comparison, we used the same candidate models as in the size
comparison and the true DGP,
yt = εt +0 .5(1 + c)εt−1 + εt−2, (3.3.2.1)
where c ∈ [0,1] is the deviation parameter (c = 0 gives the null hypothesis) and
the errors are from the i.i.d. standard normal distribution. We generated 300
observations and truncated the ﬁrst 100 observations. Figures 3.10 − 3.12 are the
power comparisons from 5,000 iterations for each of following experiments.
Experiment 1 (Figure 3.10): For the sample sizes T =5 0 , 100, 200, compare
the powers as a function of the levels implied by the ﬁxed-b approximating
distributions given a ﬁxed alternative c =0 .6, Bartlett kernel, and band-
widths b =0 .02, 0.25, 0.5, 1.
Experiment 2 (Figure 3.11): For the sample sizes T =5 0 , 100, 200, com-
pare the local powers given 5% level, Bartlett kernel, and bandwidths b =
0.02, 0.25, 0.5, 1.
Experiment 3 (Figure 3.12): For the ﬁve diﬀerent kernel functions, Bartlett,
Parzen, Quadratic spectral, Daniell, and Bohman, compare the local powers70
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Figure 3.10: ( MA(2) ) Type II error (1 − Power) as a function of the level α
implied by the ﬁxed-b approximating distribution. b = M/T is the bandwidth and
T is the sample size.71
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Figure 3.11: ( MA(2) ) Local power curves for diﬀerent sample sizes T. b = M/T
is the bandwidth.72
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Figure 3.12: ( MA(2) ) Local power curves for diﬀerent kernel functions. b = M/T
is the bandwidth.73
given 5% level, bandwidths b =0 .02, 0.25, 0.5, 1, and the sample size
T = 200.
The ﬁrst experiment showed the type II errors (1 − Power) for various levels
of the test given by ﬁxed-b asymptotic distributions. The power improves as the
sample size increases. Larger bandwidths decreased the power but they gave better
size behavior. Note that the critical values from the standard normal approxima-
tions are smaller than the ﬁxed-b asymptotics critical values thus they will imply
larger power at the cost of larger actual size.
The second experiment showed the local power curves with respect to the devi-
ation parameter c ranging from zero to one. Clearly, the power curves are steeper
with larger sample sizes. We could also see that smaller bandwidths gave better
powers.
In the third experiment, we can see the clear diﬀerence between two groups of
kernels. The quadratic spectral (QS) and Daniell kernels behaved very similarly
and the Bartlett, Parzen, and Bohman kernels gave similar results. The local power
curves from the QS and Daniell kernels are sensitive to the bandwidth and large
bandwidth decreases the power more than the other kernels. But they showed
good size. The power curve of the Bartlett kernel was robust to the bandwidth,
and the Parzen and Bohman were also robust but less than the Bartlett kernel.
This supports the asymptotic power comparison given in Kiefer and Vogelsang
(2005). Small bandwidths increased power as also shown in Kiefer and Vogelsang
(2005).74
Linear regression model
We use the same candidate models as in the size comparison and the power of the
tests was compared with the true DGP
Case I : yt = wt +0 .5(1 + c)xt +0 .5(1 − c)zt + ut, (3.3.2.2)
Case II : yt = wt +0 .5(1 + c)xt +0 .5(1 − c)zt +0 .5yt−1 + ut, (3.3.2.3)
where c ∈ [0,1] is the deviation parameter. We set ρ =0 .5,α =0 .5f o rt h e
regressors and the error DGP speciﬁcation in the size comparison section and the
other settings are the same. We generated 300 observations and dropped the ﬁrst
100 observations. Figures 3.13 − 3.15 (CASE I) and Figures 3.16 − 3.18 (CASE
II) are the power comparisons from 5,000 iterations for the three experiments as
in the MA(2) model power comparison.75
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Figure 3.13: ( CASE I ) Type II error (1 − Power) as a function of the level α
implied by the ﬁxed-b approximating distribution. b = M/T is the bandwidth and
T is the sample size.76
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Figure 3.14: ( CASE I ) Local power curves for diﬀerent sample sizes T. b = M/T
is the bandwidth.77
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Figure 3.15: ( CASE I ) Local power curves for diﬀerent kernel functions. b = M/T
is the bandwidth.78
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
( CASE II )  b = 0.02
Level α from Fixed−b Distribution
1
 
−
 
P
o
w
e
r
T = 50
T = 100
T = 200
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
( CASE II )  b = 0.25
Level α from Fixed−b Distribution
1
 
−
 
P
o
w
e
r
T = 50
T = 100
T = 200
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
( CASE II )  b = 0.5
Level α from Fixed−b Distribution
1
 
−
 
P
o
w
e
r
T = 50
T = 100
T = 200
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
( CASE II )  b = 1
Level α from Fixed−b Distribution
1
 
−
 
P
o
w
e
r
T = 50
T = 100
T = 200
Figure 3.16: ( CASE II ) Type II error (1 − Power) as a function of the level α
implied by the ﬁxed-b approximating distribution. b = M/T is the bandwidth and
T is the sample size.79
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Figure 3.17: ( CASE II ) Local power curves for diﬀerent sample sizes T. b = M/T
is the bandwidth.80
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Figure 3.18: ( CASE II ) Local power curves for diﬀerent kernel functions. b =
M/T is the bandwidth.81
We got similar results to the MA(2) power results. The ﬁrst experiment showed
the type II error decreases (the power increases) as sample size becomes larger and
small bandwidths give better powers. In the second experiment, larger sample size
and smaller bandwidths give better local power. The third experiment shows the
Bartlett kernel is robust to the bandwidth for detecting the local alternatives. The
QS and Daniell kernels had low local powers when the bandwidth is close to one,
but they showed good size in small bandwidths. It is notable that the QS and
Daniell kernels behave very similarly and the Parzen and Bohman kernels show
close power curves. If we compare CASE I and II, in CASE II where the candidate
models are missing the lagged dependent variable yt−1, the powers decreased in
all experiments. The power decrease is more severe when we increase the AR(1)
coeﬃcient for yt. We found that the Bartlett kernel has a reasonably good size
property with very robust power behavior. Choosing small bandwidth leads to
good power but larger size distortion, and a large bandwidth reduces size distortion
but lowers the power. The power decrease can be mitigated by using the Bartlett
kernel.
Though not shown in ﬁgures in the paper, we found that the regressor and the
error serial correlation ρ and α aﬀect the power. The power gets worse as serial
correlation gets stronger and the eﬀect of α is greater than that of ρ.
3.4 Exchange Rates
Diebold and Mariano (1995) considered a test for equality of predictive accuracy
of two exchange rate models in forecasting 3-months ahead spot rates. They con-
sidered a random walk model (no diﬀerence in 3 months) and forward exchange
rate model (current 3-months forward rate). The accuracy is compared with mean82
absolute error criterion. We revisit their analysis using New York Federal reserve
bank’s USD/EURO and YEN/USD, end of month, noon-buying rates (spot rates)
and 3-months forward rates. The data range from 1999.1 to 2006.7 and all changes
are measured with diﬀerence in logs of exchange rates.
The selection criterion is the mean absolute error,
E|eit| = E|yt+3 − ˆ yit|, for i =1 ,2, (3.4.1)
where yt+3 =l o g ( st+3/st) is the change in (actual) spot rates in 3 months, {st} is
the spot exchange rate process, and ˆ yit is the prediction from model i =1 ,2. The
prediction from the model 1 is ˆ y1t =l o g ( ft/st), where ft is 3-months forward rate
at t, and the model 2 gives a random walk prediction ˆ y2t = 0. The null hypothesis
is E [dt]=E [|e1t|−| e2t|] = 0 and our HAC robust test statistic is the same as the
DM test given by
τT =
√
T ¯ d
 
  VT
, (3.4.2)
where ¯ d is the sample mean of {dt} and   VT is the HAC variance estimator for {dt}
with ˆ vt = |e1t|−| e2t| in eq. (3.2.1.9), but we use the ﬁxed-b approximation.
Figure 3.19 shows the actual changes of USD/EURO and YEN/USD rates,
predictions from the forward rate and the random walk models. The average
absolute error in the forward rate model for USD/EURO (YEN/USD) is 0.0194
(0.0173) and for the random walk model, 0.0187 (0.0163). In both currencies, the
random walk model wins. We test the statistical signiﬁcance of the superiority of
the random walk model.
Figure 3.20 is the autocovariance function for the {dt} showing a strong serial
correlation in low lags and varying degree of correlation in higher order lags. The
DM test uses (h − 1) as a choice of bandwidths for the h-step ahead forecasting83
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Figure 3.19: Three months change of exchange rates (monthly data). The solid
line is actual changes, the dashed is from the 3-months forward rate model, and
the dotted is from the random walk prediction (no change).
problem (in our case, h = 3) and the uniform kernel. We use the Bartlett kernel
and explore all bandwidths.
Figure 3.21 shows the values of our test statistic for a range of bandwidths
and the critical values from the ﬁxed-b approximations with 5% level two sided
tests. For USD/EURO, we could reject the null for small bandwidths but could
not reject for large bandwidths at 5% level (two sided). The tests for YEN/USD
could not reject the null for most of the bandwidths. We can see that if we used
the standard normal approximation, using large bandwidths will reject the null
in the both currencies, and this rejection may have come from the size distortion
of the conventional approximation. Also for YEN/USD, the standard normal ap-
proximation rejects the null for very low bandwidth but could not reject the null
for a wide range of bandwidths up to about M/T =1 /2, then rejects the null
again for large bandwidths. This conﬁrms the fact that the DM test shows over
rejection as the forecasting horizon h gets larger since it uses a bandwidth equal84
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Figure 3.20: Autocovariance function of the diﬀerence in absolute prediction er-
ror, {|e1t|−| e2t|},w h e r ee1t =actual change−forward rate model and e2t =actual
change−random walk model.
to (h − 1) (Harvey et al. (1997)). The ﬁxed-b approximation properly addresses
the size distortion problem by giving larger critical values for larger bandwidths.
3.5 Conclusion
For comparing nonnested dynamic models, a robust test statistic was proposed
based on a general criterion function or a quasi-log likelihood ratio using a HAC
variance estimator. The test treats two competing models symmetrically and does
not assume a true model. The test procedure is directional, favoring one over the
other. In the special cases of linear models where regressors are serially uncorre-
lated, serial correlation in the errors has little impact on the distribution of the
test statistic. An important improvement in the ﬁnite sample properties was made
by using the KVB asymptotics. We have shown by Monte Carlo simulations that
KVB ﬁxed-b asymptotics corrects the size distortion especially when a large trun-85
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Figure 3.21: Values of the test statistic with various bandwidth and the Bartlett
kernel. The solid line is two sided 5% level critical values from the ﬁxed-b approx-
imation. The ﬁxed-b critical value at zero bandwidth is equal to the critical value
from the standard normal approximation.
cation number M is used. A bootstrap method is compared with the normal and
ﬁxed-b approximations. It shows similar performance to the ﬁxed-b asymptotics.
The ﬁxed-b approach showed reasonable local power in our examples especially
when the Bartlett kernel is used. There is a trade-oﬀ between size and power in
the bandwidth selection and the Bartlett kernel gave robust power and reasonably
good size. The power is inﬂuenced by the correlation in the regressors and the
errors and also by the degree of misspeciﬁcation.
In an application to predicting future spot rates on currency exchanges (USD/
EURO and YEN/USD), we ﬁnd that a random walk model does slightly better
in mean absolute prediction error than does a model based on the forward rate.
The diﬀerence is not signiﬁcant using the ﬁxed-b asymptotic distribution, though
it appears signiﬁcant using the normal approximation. Thus the documented ten-86
dency of the normal approximation to overreject could lead to overstatement of
the data’s ability to distinguish these two models in our sample.
Using the standard normal approximation for dynamic model selection test
is not desirable unless the regressors are not correlated and small M is used for
linear models. In general cases, the robust test should be used and the normal
approximation should not. The KVB and bootstrap approximations are practical
alternatives.CHAPTER 4
DIFFERENTIAL GEOMETRY AND BIAS CORRECTION IN
NONNESTED HYPOTHESIS TESTING
4.1 Introduction
nonnested hypothesis testing considers two separate parametric families of distri-
butions. Unlike nested hypothesis testing where a smaller (restricted) model is
typically a natural candidate for a null model, deﬁning a null hypothesis or a true
model is a subtle issue in nonnested testing. The true model can lie in one of
the competing models, but it is not clear which model should be given the role of
the null and which the alternative. However many nonnested tests are based on
this approach. This includes the pioneering work of Cox (1961, 1962) based on log
likelihood ratios, and the popular J-test of Davidson and MacKinnon (1981) based
on the artiﬁcial nesting approach. On the other hand, Vuong (1989) proposed to
test the null hypothesis that competing models are equidistant from an unknown
true model.
Vuong’s test treats the two competing models symmetrically and the divergence
from the true model to the candidate models is measured by Kullback-Leibler Infor-
mation criterion (KLIC) (relative entropy, Kullback and Leibler (1951)) between
the unknown true model φ and a pseudo-true model. A pseudo-true model is
deﬁned as the closest member of the candidate parametric family in KLIC. The
function KLIC, or more generally a divergence function, is always non-negative and
equal to zero if and only if the two models have identical distributions (see Csisz´ ar
(1967a,b, 1975)). Noting that KLIC is not metric, we clarify that the divergence
0Coauthored with Nicholas M. Kiefer.
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in Vuong’s test is based on KLIC from the true model to the pseudo-true models
not vice versa. Vuong’s approach does not require specifying a true model φ, since
the diﬀerence in KLIC for candidate models 1 and 2 is given by
KLIC1 − KLIC2 = Eφ(lφ − l1) − Eφ(lφ − l2) (4.1.1)
= Eφ(l2 − l1), (4.1.2)
where lφ, l1, and l2 are log likelihood functions of the true model φ, and the pseudo-
true models of the competing models 1 and 2 respectively. Under the null that
Eφ(l2 − l1)=0 , Vuong (1989) proposed a normalized sample mean version of
equation (4.1.2) for the test statistic.
Finite sample properties of this test statistic are not studied comprehensively.
Recently, Rivers and Vuong (2002) and Choi and Kiefer (2005a) extended the
idea to dynamic models. Choi and Kiefer (2005a) also studied the ﬁnite sample
properties of their test statistics for dynamic models and proposed to use the ﬁxed-
b asymptotics developed by Kiefer and Vogelsang (2005). They compared the
performance of the ﬁxed-b asymptotic approximation with bootstrap approaches.
That approach uses a diﬀerent asymptotic approximation and allows quite general
autocorrelation.
In this paper, we propose to correct the test statistic to get better ﬁnite sample
performance in the case of independent observations. Our approach is related to
the idea of the Bartlett correction, extended to cover misspeciﬁed models. See
Kent (1982) also for the properties of likelihood ratio statistics in misspeciﬁed
models. We correct the bias of order O(1/
√
n) from the numerator of Vuong’s
test statistic. The proposed bias correction term can be estimated consistently. A
similar approach to bias correction was used in Takeuchi’s Information Criterion
(TIC, Takeuchi (1976)) which is a variant of Akaike’s Information Criterion (AIC,89
Akaike (1973)) for possible misspeciﬁcation of the models.
The bias correction term is shown to be invariant with respect to reparame-
terization, hence diﬀerential geometrical approaches are used to understand the
eﬀect of the correction factor. Diﬀerential geometrical quantities like curvatures
can describe parameterization invariant statistical quantities such as the Bartlett
correction. See Barndorﬀ-Nielsen and Cox (1984) and McCullagh and Cox (1986)
for the Bartlett correction for correctly speciﬁed models. For exponential family
models, we show that our bias correction factor can be decomposed into two parts.
One part is related to the degree of misspeciﬁcation and the other is generated
by the curvatures of the candidate models. The former is related to the preferred
point geometry of Critchley et al. (1993, 1994) and is a model-independent con-
stant when the statistical manifold is totally ﬂat as deﬁned in Critchley et al.
(1994). The latter is related to the embedding curvature of Efron (1975, 1978) and
Amari (1982). The embedding curvature vanishes if the model is a linear expo-
nential family. Throughout the paper we will consider i.i.d. samples and assume
the regularity conditions in Amari (1985) p.16.
4.2 Higher order bias correction of the test statistic
4.2.1 Main Results
Consider two candidate models p1(y|θ1)a n dp2(y|θ2) with log likelihood functions
l1(θ1)a n dl2(θ2) (we will denote pj(y|θj)a sp(θj), and lj(θj)a sl(θj)f o rm o d e l s
j =1 ,2 , when it does not cause confusion). When the models are misspeciﬁed,
the probability limits θ∗
1 and θ∗
2 of the MLEs ˆ θ1 and ˆ θ2 are called the pseudo-true
values and the distributions p(θ∗
1)a n dp(θ∗
2) are pseudo-true models. The pseudo-90
true values also minimize KLIC from the true model. The nonnested test of Vuong
(1989) is based on the diﬀerence in KLIC from the true model p0 to the pseudo-true
models p(θ∗
1)a n dp(θ∗
2). The null hypothesis is that they are equidistant, i.e.
KLIC(p0,p(θ
∗
1)) = KLIC(p0,p(θ
∗
2)), (4.2.1)
or equivalently,
KLIC(p0,p(θ
∗
1)) − KLIC(p0,p(θ
∗
2)) = E0 {(l(θ
∗
2) − l0) − (l(θ
∗
1) − l0)} (4.2.2)
= E0(l(θ
∗
2) − l(θ
∗
1)) = 0, (4.2.3)
where E0 is the expectation with respect to p0. We consider whichever closest to
the true model in this criterion as a better model.
Under Vuong’s null hypothesis, the test statistic tn (with i.i.d. data) is asymp-
totically normal and given by
tn =
(l(ˆ θ2) − l(ˆ θ1))/
√
n
 
  Vn
, (4.2.4)
where ˆ θ1 and ˆ θ2 are the maximum likelihood estimators (MLEs), and denoting
l(θj)=
n  
i=1
li(θj), (4.2.5)
¯ l(θj)=
1
n
n  
i=1
li(θj), (4.2.6)
for j =1 ,2, the variance V is estimated by
  Vn =
1
n
n  
i=1
 
(li(ˆ θ2) − ¯ l(ˆ θ2)) − (li(ˆ θ1) − ¯ l(ˆ θ1))
 2
. (4.2.7)
This test statistic requires that no model contains the true model. If one does, the
other model must also contain the true model to be equidistant in KLIC from the
true model. Thus they are identical and the test makes no sense. We also assume91
that the pseudo-true models are not identical, i.e. p(θ∗
1)  = p(θ∗
2), in which case
the test statistic also degenerates. See Vuong (1989) for a discussion of testing the
degeneracy of the test statistic. In this paper, the two models are nonnested in
the sense that their pseudo-true models are not identical to exclude the degenerate
case. But they can generally intersect at other parameter values since we are
interested in the local behavior around the pseudo-true models.
We develop a higher order bias correction for the numerator of the test statistic
in equation (4.2.4) decomposing the term l(ˆ θ2) − l(ˆ θ1)b y
l(ˆ θ2) − l(ˆ θ1)=( l(θ
∗
2) − l(θ
∗
1)) + (l(ˆ θ2) − l(θ
∗
2)) − (l(ˆ θ1) − l(θ
∗
1)) (4.2.8)
= S1 + S2, (4.2.9)
where S1 = l(θ∗
2) − l(θ∗
1) is the log likelihood ratio of the pseudo-true models, and
S2 =( l(ˆ θ2) − l(θ∗
2)) − (l(ˆ θ1) − l(θ∗
1)) is the remainder coming from the estimation
of the pseudo-true models. The null hypothesis implies
E0(S1)=E0(l(θ
∗
2) − l(θ
∗
1)) = 0. (4.2.10)
Therefore the numerator (under the null) has a bias equal to E0(S2). Using the
expansion
l(ˆ θj) − l(θ
∗
j)=−
1
2
tr{H(θ
∗
j)
−1s(θ
∗
j)s(θ
∗
j)
T} + Op(1/
√
n), (4.2.11)
for j =1 ,2, where H(θ∗
j)=E0h(θ∗
j)=
 n
i=1 E0hi(θ∗
j) is the sum of the expected
Hessians hi(θj), and s(θ∗
j)=
 n
i=1 si(θ∗
j) is the score function of the model j,t h e
bias E0(S2) can be calculated by
E0(S2)=E0
 
(l(ˆ θ2) − l(θ
∗
2)) − (l(ˆ θ1) − l(θ
∗
1))
 
(4.2.12)
= −
1
2
tr{H(θ
∗
2)
−1J(θ
∗
2)} +
1
2
tr{H(θ
∗
1)
−1J(θ
∗
1)} + O(1/
√
n), (4.2.13)
= −
1
2
tr{ ¯ H(θ
∗
2)
−1 ¯ J(θ
∗
2)} +
1
2
tr{ ¯ H(θ
∗
1)
−1 ¯ J(θ
∗
1)} + O(1/
√
n), (4.2.14)92
where
J(θ
∗
j)=E0(s(θ
∗
j)s(θ
∗
j)
T) (4.2.15)
¯ J(θ
∗
j)=
J(θ∗
j)
n
, (4.2.16)
¯ H(θ
∗
j)=
H(θ∗
j)
n
, (4.2.17)
for j =1 ,2. We propose the correction from the ﬁrst order term in equation
(4.2.14),
b = −
1
2
tr{ ¯ H(θ
∗
2)
−1 ¯ J(θ
∗
2)} +
1
2
tr{ ¯ H(θ
∗
1)
−1 ¯ J(θ
∗
1)}. (4.2.18)
The term tr{ ¯ H(θ∗
j)−1 ¯ J(θ∗
j)} in b can be quite large when many parameters are
used, and can be zero if the model is deﬁned as a point, say θ = θ∗.
Theorem 4.2.1. Let the bias correction ˆ b be
ˆ b = −
1
2
tr{ ¯ H(ˆ θ2)
−1 ¯ J(ˆ θ2)} +
1
2
tr{ ¯ H(ˆ θ1)
−1 ¯ J(ˆ θ1)}, (4.2.19)
where ˆ θ1 and ˆ θ2 are (quasi) MLEs. The bias-corrected test statistic ˜ tn is given by
˜ tn =
(l(ˆ θ2) − l(ˆ θ1) −ˆ b)/
√
n
 
  Vn
, (4.2.20)
and the bias of the numerator is of order O(1/n).
Proof. The order of the bias of the numerator immediately follows from ˆ θj − θ∗
j =
Op(1/
√
n)f o rj =1 ,2a n d
ˆ b = b + Op(1/
√
n).
The proposed bias correction can be shown to be a part of the higher (1/
√
n)
order term in the Edgeworth expansion of the test statistic. The other part is
related to the skewness of the numerator.93
The following theorem shows that the bias b in equation (4.2.18) is reparame-
terization invariant and therefore a geometric object.
Theorem 4.2.2. Let θ be the original parameterization and ξ(θ) be a locally one-
to-one reparameterization of θ with ξ∗ = ξ(θ∗).T h e n
tr{H(θ
∗)
−1J(θ
∗)} (4.2.21)
in equation (4.2.18) is invariant with respect to reparameterization ξ(θ), i.e.
tr{H(θ
∗)
−1J(θ
∗)} = tr{H(ξ
∗)
−1J(ξ
∗)}. (4.2.22)
Proof. Let the matrix D(ξ)=∂θ(ξ)T/∂ξ. Since the transformation is locally
isomorphic, D(ξ∗) is invertible. The score function is
s(ξ)=D(ξ)s(θ(ξ)), (4.2.23)
and its variance J(ξ)i sg i v e nb y
J(ξ)=D(ξ)J(θ(ξ))D(ξ)
T, (4.2.24)
showing that J(θ∗) is a tensor. The (a,b)e l e m e n thab(ξ) of the Hessian h(ξ)=
[hab(ξ)] is
hab(ξ)=
 
k,l
Dak(ξ)hkl(θ(ξ))Dbl(ξ)+
 
k
∂Dak(ξ)/∂ξb sk(θ(ξ)), (4.2.25)
and the second summation in the equation (4.2.25) above has zero expectation at
ξ∗ since E0{sk(θ(ξ∗))} = 0 by deﬁnition of the pseudo-true value. Therefore we
have
E0(hab(ξ
∗)) = Hab(ξ
∗)=
 
k,l
Dak(ξ
∗)Hkl(θ(ξ
∗))Dbl(ξ
∗), (4.2.26)
which also can be written as
H(ξ
∗)=D(ξ
∗)H(θ(ξ
∗))D(ξ
∗)
T, (4.2.27)94
showing that H(θ∗) is also a tensor. From the invertibility of D(ξ∗), we have
tr{H(ξ
∗)
−1J(ξ
∗)} = tr
  
D(ξ
∗)H(θ(ξ
∗))D(ξ
∗)
T −1
D(ξ
∗)J(θ(ξ
∗))D(ξ
∗)
T
 
(4.2.28)
= tr{H(θ
∗)
−1J(θ
∗)}. (4.2.29)
The theorem above makes it possible to use any convenient parameterization
for calculation of the bias. We use locally aﬃne parameterizations in which the
Fisher information becomes an identity matrix at a particular point of interest (in
our case, the pseudo-true models). A globally aﬃne parameterization in which
the information matrix is identity everywhere does not generally exist except in
one-dimensional parameter models. See Amari (1985) for details.
The invariance leads to the interpretation of the bias correction term using
diﬀerential geometrical quantities. We next study the bias-corrected test statistic
in exponential families and highlight the diﬀerential geometrical interpretation.
Extensions of the interpretation to general families of distributions are discussed.
4.2.2 Curved exponential families
Curved exponential family (CEF) distributions are obtained from (linear) exponen-
tial family distributions by reducing the parameter dimension through restriction
(Efron (1975)). The dimension of the suﬃcient statistic is unchanged, unless the
restricted model is also linear. Efron (1975) notes that MLE entails an informa-
tion loss by summarizing the suﬃcient statistic with a lower dimensional statistic.
Efron deﬁned the statistical curvature as a measure of how far the model is from95
the full exponential family where no information loss occurs. His curvature is in-
variant to reparameterization and has crucial implications for the information loss
in using the MLE rather than the suﬃcient statistic to summarize the data. The
applications of curvature to the higher-order eﬃciency for one dimensional param-
eter were studied by Efron (1975, 1978), and Eguchi (1984). Multi-dimensional
parameter CEFs were studied in Amari (1982) and Amari and Kumon (1988b).
The diﬀerential geometrical theory of higher-order asymptotics of statistical test
and interval estimators was developed in Amari and Kumon (1983) and Amari and
Kumon (1988a). Kass and Vos (1997) summarize the developments in this area.
See Barndorﬀ-Nielsen (1978), Barndorﬀ-Nielsen et al. (1986), and Brown (1986).
Many econometric models, including simultaneous equations models, ﬁnite order
AR models, and linear regression models with nonlinear restrictions on parameters
are known to be CEFs (see Van Garderen (1996, 1997)).
The density p0(y|η) of a full exponential family distribution in its canonical (or
natural), linear, parameterization η can be written as
p0(y|η)=e x p
 
n
 
¯ y
Tη − ψ(η)
  
f(y), (4.2.1)
where n is the number of i.i.d. observations, ¯ y is the k-dimensional vector of suﬃ-
cient statistics, η is the k-dimensional parameter vector, and y is the n-dimensional
vector of observations. The function ψ(η), the log of the normalizing constant, is
the cumulant generating function. The cumulants of one observation y1 are ob-
tained by diﬀerentiating ψ(η). The Fisher information matrix of one observation
with respect to the natural parameterization is ψ  (η).
A curved exponential family (CEF) is a lower dimensional reparameterization96
θ of η, and the density is given by
p(y|θ)=e x p
 
n
 
¯ y
Tη(θ) − ψ(η(θ))
  
f(y), (4.2.2)
where θ is an m<kdimensional parameter vector. If η(θ)i sa ﬃ n e ,p(y|θ) becomes
a lower dimensional full exponential family. Efron (1975) deﬁned the statistical
curvature κ(θ)a tθ for an one-dimensional CEF (m =1 )b y
κ(θ)= η
 (θ) 
−3
η(θ)
 
 η
 (θ) 
2
η(θ)  η
  (θ) 
2
η(θ) −  η
 (θ),η
  (θ) 
2
η(θ)
 1/2
, (4.2.3)
where g(η(θ)) = ∂2ψ (η(θ))/∂η∂ηT is the (Fisher) information matrix of the full
exponential family,  x1,x 2 η(θ) = x 
1g(η(θ))x2 is the inner product of x1 and x2
with respect to the metric g(η(θ)), and  x1 
2
η(θ) =  x1,x 1 η(θ) is the norm of x1.
Intuitively, it is the standardized (rescaled to be parameterization invariant) norm
of η  (θ) projected onto the space orthogonal to the space spanned by η (θ)w i t h
respect to the metric deﬁned by the Fisher information matrix. The curvature is
invariant with respect to a reparameterization of θ and is equal to zero for a full
exponential family. Efron (1975) showed this curvature has an important implica-
tion in the higher order eﬃciency of estimators, especially MLEs. The curvature
for a multi-dimensional CEF is more complicated. Amari (1982) generalized the
notion of the Efron’s curvature. He called the Efron’s curvature the 1-curvature
(among more general α-curvatures). It is also called the exponential curvature
since it vanishes in linear exponential families.
We consider two CEFs p(θ1)a n dp(θ2), where θ1 and θ2 are m1,m 2 <kdi-
mensional parameter vectors respectively, as in equation (4.2.2) in a k-dimensional
full exponential family of equation (4.2.1). These two families are the candidates
for the nonnested test. Let p0(y|η = φ) be the true model in the full exponential
family which does not lie in either of the candidate models, and θ∗
1 and θ∗
2 be the97
pseudo-true values of model 1 and 2. Thus η(θ1)  = φ and η(θ1)  = φ for any value
of θ1 and θ2. The suﬃcient statistic is ¯ y = 1
n
 n
i=1 yi,and μ = E0 (¯ y)i st h em e a n
parameter vector of the true model. (Note that φ = η(μ) is the natural param-
eter vector of the true model and they have the relationship μ = ψ (φ)). The
(uncorrected) test statistic tn in equation (4.2.4) is given by
tn =
l(ˆ θ2) − l(ˆ θ1)/
√
n
 
  Vn
(4.2.4)
=
√
n
 
¯ yT(η(ˆ θ2) − η(ˆ θ1)) −
 
ψ(η(ˆ θ2) − ψ(η(ˆ θ1)))
  
 
  Vn
, (4.2.5)
where ˆ θ1, ˆ θ2 are MLEs, and
  Vn =( η(ˆ θ2) − η(ˆ θ1))
Tg(η(¯ y))(η(ˆ θ2) − η(ˆ θ1)), (4.2.6)
is the variance estimator. The estimator g(η(¯ y)) of the information matrix g(η(μ))
for one observation at the true model η = φ is calculated by
g(η(¯ y)) =
1
n
n  
i=1
(yi − ¯ y)(yi − ¯ y)
T , (4.2.7)
or using the Hessian function g(η(¯ y)) = ψ  (η(¯ y)).
4.2.3 Bias correction for one-dimensional curved exponen-
tial models
For one-dimensional parameter CEFs, the score and Hessian functions become
s(θ)=n{¯ y − ψ
 (η(θ))}
T η
 (θ), (4.2.1)
h(θ)=n
 
{¯ y − ψ
 (η(θ))}
T η
  (θ) − η
 (θ)
Tψ
  (η(θ))η
 (θ)
 
(4.2.2)
= n
 
{¯ y − ψ
 (η(θ))}
T η
  (θ) − i(θ)
 
, (4.2.3)98
where i(θ)=η (θ)Tψ  (η(θ))η (θ) is the Fisher information of one observation at
η(θ). We will write ψ (η(θ)) = ψ (θ)a n dψ  (η(θ)) = ψ  (θ) for simplicity. The
expected score E {s(θ∗)} and the average of the expected Hessian ¯ H(θ∗)=H(θ∗)/n
at the pseudo-true value θ∗ are
E {s(θ
∗)} = n(μ − ψ
 (θ
∗))
Tη
 (θ
∗)=0 , (4.2.4)
¯ H(θ
∗)=
 
(μ − ψ
 (θ
∗))
Tη
  (θ
∗) − i(θ
∗)
 
. (4.2.5)
Note that when the CEF contains the true model, we have μ = ψ (θ∗), and equation
(4.2.5) becomes
¯ H(θ
∗)=−η
 (θ
∗)
Tψ
  (θ
∗)η
 (θ
∗)=−i(θ
∗). (4.2.6)
When the CEF is misspeciﬁed, we have μ − ψ (θ∗)  =0 , but by the orthogonality
of μ − ψ (θ∗)a n dη (θ∗), equation (4.2.4) still holds. However, we do not have the
Fisher information equality in this case. The variance of the score ¯ J(θ∗)o fo n e
observation is
¯ J(θ)=η
 (θ
∗)
Tg(φ)η
 (θ
∗), (4.2.7)
where η = φ is the true model.
When the parameter θ satisﬁes
i(θ)= η
 (θ) 
2
η(θ) =1 , for all θ, (4.2.8)
the parameterization is called an arclength parameterization or 0-aﬃne. Since the
bias correction is invariant, we are free to use the arclength parameterization.
If we decompose η  (θ) into a tangential component (η  (θ))T and a normal
component (η  (θ))N to η (θ) with respect to the metric g(η(θ)), i.e.
η
  (θ)=( η
  (θ))T +( η
  (θ))N , (4.2.9)99
and
 η
 (θ),(η
  (θ))N η(θ) =0 , (4.2.10)
then, with the arclength parameterization, there exists a useful relationship
κ(θ)=   (η
  (θ))N  η(θ), (4.2.11)
between the curvature κ(θ)a n dt h en o r mo f( η  (θ))N .
Lemma 4.2.3. Using the arclength parameterization, the bias in equation (4.2.18)
can be calculated from
tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)} =
η (θ∗
j)Tg(φ)η (θ∗
j)
 
(μ − ψ (θ∗
j))Tg(η(θ∗
j))−1,
 
η  (θ∗
j)
 
N
 
η(θ)
− 1
, (4.2.12)
for model j =1 ,2.I fm o d e lj is exponential ﬂat, we have
tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)} = −η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j). (4.2.13)
Proof. Using equation (4.2.5), (4.2.7) and i(θ∗
j)=1 ,w eh a v e
tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)} =
η (θ∗
j)Tg(φ)η (θ∗
j)
(μ − ψ (θ∗
j))Tη  (θ∗
j) − 1
, (4.2.14)
for each model j =1 ,2. The term (μ − ψ (θ∗
j))Tη  (θ∗
j) in the denominator can be
rewritten as
(μ − ψ
 (θ
∗
j))
Tη
  (θ
∗
j)=
 
(μ − ψ
 (θ
∗
j))
Tg(η(θ
∗
j))
−1,η
  (θ
∗
j)
 
η(θ) . (4.2.15)
Since the orthogonality condition in equation (4.2.4) implies (μ−ψ (θ∗
j))Tg(η(θ∗
j))−1
is orthogonal to η (θ∗
j), i.e.
(μ − ψ
 (θ
∗))
Tη
 (θ
∗)=
 
(μ − ψ
 (θ
∗
j))
Tg(η(θ
∗
j))
−1,η
 (θ
∗
j)
 
η(θ) =0 , (4.2.16)
we have
(μ − ψ
 (θ
∗
j))
Tη
  (θ
∗
j)=
 
(μ − ψ
 (θ
∗
j))
Tg(η(θ
∗
j))
−1,
 
η
  (θ
∗
j)
 
N
 
η(θ)
, (4.2.17)100
from equation (4.2.9) and (4.2.15).
When the model is exponential ﬂat, κ(θ∗
j)=
 
   
 
η  (θ∗
j)
 
N
 
   
η(θ)
= 0 gives the second
result.
We showed that the denominator of equation (4.2.12) is related to the curvature
κ(θ∗
j) at the pseudo-true model, and the numerator is related to the information
matrix g(φ) at the true model φ. In general, g(φ) is diﬀerent from g(η(θ∗
j)) because
of misspeciﬁcation (η(θ∗
j)  = φ). But if the information matrix of the full exponential
family is constant, we have g(η(θ∗
j)) = g(φ), which implies that the numerator
η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)=1 , (4.2.18)
by the arclength parameterization. The condition g(η(θ)) = g(φ)i ss a t i s ﬁ e db ya
totally ﬂat manifold in exponential families.
Deﬁnition 4.2.4 (Critchley et al. (1994)). For a ﬁxed (true) model φ, deﬁne
μ
φ(η)=Eφ(s(η)), (4.2.19)
g
φ(η)=Va r φ(s(η)), (4.2.20)
where s(η) is the score function and the expectations are taken with respect to
the ﬁxed model η = φ, then the preferred point geometry, (M,μφ(η),gφ(η)) is gφ-
ﬂat if there exits a coordinate system η for which gφ is constant for all η.T h e
η coordinates are called gφ-aﬃne. M is totally ﬂat, if there exists a coordinate
system η for which gφ is a constant for all η and μφ is a linear function of η − φ.
When an exponential family is totally ﬂat, g(η) is constant (see Theorem 4 in
Critchley et al. (1994)) and the natural parameterization is α-aﬃne for all real α
in the sense of Amari (1982). The total ﬂatness assumption is quite restrictive.
An example would be a normal model with a known variance matrix. We have the101
following theorem about the relationship between the geometry of the models and
the bias.
Theorem 4.2.5. For one dimensional curved exponential family, the log of
−tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)}
can be decomposed by
ln
 
−tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)}
 
= P + K, (4.2.21)
where P =l n
 
η (θ∗
j)Tg(φ)η (θ∗
j)
 
and K = −ln
 
1 − (μ − ψ (θ∗
j))Tη  (θ∗
j)
 
for the
candidate models j =1 ,2.. If the model is correctly speciﬁed, then P = K =0 .
When the model is misspeciﬁed, P =0if the full exponential family is totally ﬂat
as deﬁned in Critchley et al. (1994), and K =0if the exponential curvature of
Efron (1975) is zero at the pseudo-true model.
Proof. The decomposition directly follows from equation 4.2.12 using the arclength
parameterization. If the model is correctly speciﬁed (φ = η(θ∗
j)), we have
η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)=η
 (θ
∗
j)
Tg(η(θ
∗
j))η
 (θ
∗
j)=
 
 η
 (θ
∗
j)
 
 2
η(θ) =1 ,
which implies P =0 , and K =0f r o mμ = ψ (θ∗
j). If the model is misspeciﬁed,
φ  = η(θ∗
j), and if the exponential family is totally ﬂat, the information matrix g(η)
is constant from the Theorem 4 in Critchley et al. (1994), therefore g(η(θ∗
j)) = g(φ)
gives P = 0. Also if the model has zero exponential curvature, K = 0 from Lemma
4.2.3.102
4.2.4 Multi-parameter CEFs
When the parameter θ is m-dimensional and η is k-dimensional (k>m ), the score
vector at θ is given by
s(θ)=nη
 (θ)
T(¯ y − ψ
 (θ)), (4.2.1)
where η (θ)i sn o wt h ek×m matrix ∂η(θ)/∂θ  =[ ∂η(θ)/∂θ1 ... ∂η(θ)/∂θm], and
the variance ¯ J(θ∗
j)=J(θ∗
j)/n of the score vector s(θ∗
j) at the pseudo-true model
for models j =1 ,2, is given by
¯ J(θ
∗
j)=η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j). (4.2.2)
The Hessian matrix h(θ)h a s( a,b)e l e m e n t s
hab(θ)=n
 
(¯ y − ψ
 (η(θ)))
Tηab(θ) − iab(θ)
 
, (4.2.3)
where ηab(θ)=∂2η(θ)/∂θa∂θb, and iab(θ)=( ∂η(θ)/∂θa)
T g(η(θ))(∂η(θ)/∂θb), and
the average expected Hessian matrix, ¯ H(θ∗
j)=[¯ Hab(θ∗
j)] = [Hab(θ∗
j)]/n, has ele-
ments
¯ Hab(θ
∗
j)=( μ − ψ
 (η(θ
∗
j)))
Tηab(θ
∗
j) − iab(θ
∗
j). (4.2.4)
Using equation (4.2.2), (4.2.4), the bias term,
b = −
1
2
tr{ ¯ H(θ
∗
2)
−1 ¯ J(θ
∗
2)} +
1
2
tr{ ¯ H(θ
∗
1)
−1 ¯ J(θ
∗
1)}, (4.2.5)
can be calculated from
tr{ ¯ H(θ
∗
j)
−1 ¯ J(θ
∗
j)} = tr(
  ¯ Hab(θ
∗
j)
 −1 η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)) (4.2.6)
= tr(
 
(μ − ψ
 (η(θ
∗
j)))
Tηab(θ
∗
j) − iab(θ
∗
j)
 −1
η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)),
(4.2.7)
for j =1 ,2.103
To represent the term tr{ ¯ H(θ∗
j)−1 ¯ J(θ∗
j)} in geometrical quantities, we consider
a diﬀerentiable (smooth) manifold of probability densities of the full exponential
family as considered in Amari (1982). The parameter η serves as a coordinate
system on the manifold. The curved exponential family is the imbedded sub-
manifold. We brieﬂy summarize the diﬀerential geometrical approach of Amari
(1982). We deﬁne the diﬀerential operator
∂a =
∂
∂θa
, (4.2.8)
∂a∂b =
∂2
∂θa∂θb
, (4.2.9)
where θa is the ath parameter for a =1 ,2,...,m. The inner product of ∂a and ∂b is
deﬁned by
 ∂a,∂ b  = Covθ (∂al(θ),∂ bl(θ)) (4.2.10)
= iab. (4.2.11)
Note that ¯ Jab = Covφ (∂al(θ),∂ bl(θ))  = iab for misspeciﬁed models. The diﬀerential
operators {∂1,∂ 2,...,∂m} span the tangent space at θ with the metric deﬁned in the
equation (4.2.10). Using the Einstein summation convention where the repeating
upper and lower indices imply summation over that index, the score function ∂a
can be represented as
∂a = B
i
a∂i, (4.2.12)
where Bi
a = ∂ηi/∂θa and ∂i is the ith element of the score functions ∂l/∂η =
n(¯ y − ψ (η)) of the natural parameterization η.
The (imbedding) k-dimensional full exponential family can be reparameterized
with the k−m dimensional parameter ν in addition to the m-dimensional parame-
ter vector θ. Thus (θ,ν) is a new (diﬀeomorphic) parameterization of η.M o r e o v e r104
we can choose the parameterization ν such that the score functions are locally
orthonormal to ∂a, i.e.
 ∂a,∂ γ  =0 f o ra =1 ,...,m and γ =1 ,...,k − m, (4.2.13)
 ∂γ,∂ ζ  = δ
ζ
γ for γ =1 ,...,k − m, and ζ =1 ,...,k − m, (4.2.14)
where ∂γ = ∂/∂νγ,a n dδζ
γ =1f o rζ = γ, zero otherwise. The Euler-Schouten
curvature tensor or the imbedding curvature of the CEF in the full exponential
family is given by
Habγ(θ)= ∂a∂b,∂ γ  (4.2.15)
= E {(∂a∂b − E∂a∂b)∂γ}. (4.2.16)
The Euler-Schouten curvature Habγ(θ) is an important geometrical quantity for the
higher order asymptotic analysis It depends on the imbedding space which means
it is extrinsic, whereas the Riemann-Christoﬀel curvature is intrinsic. For example,
the surface of a cylinder in three dimensional Euclidean space has zero Riemann-
Christoﬀel curvature since one can unroll it to two dimensional Euclidean space
without destroying its geometrical structure. But the Euler-Schouten curvature
tensor is not zero since its tangent space changes around the cylinder.
The mean zero random variable (∂a∂b − E∂a∂b) in equation (4.2.15) is called
a covariant derivative with respect to 1-connection, and from equation (4.2.3), we
have
∂a∂b − E∂a∂b = n(¯ y − ψ
 (η(θ)))
Tηab(θ). (4.2.17)
We can decompose (∂a∂b − E∂a∂b) with the tangential component and the
normal component to the space spanned by {∂1,∂ 2,...,∂m}. The tangential and
the normal components can be represented with the orthonormal bases ∂c and ∂γ105
respectively. We have
∂a∂b − E∂a∂b = n(¯ y − ψ
 (η(θ)))
Tηab(θ) (4.2.18)
=Γ
c
ab∂c + H
γ
ab∂γ (4.2.19)
=Γ
c
abB
i
c∂i + H
γ
abB
i
γ∂i, (4.2.20)
where Γc
ab and H
γ
ab are the coeﬃcients of the projected component onto the space
spanned by the basis vectors ∂c and ∂γ respectively. The last equality is from equa-
tion (4.2.12). When the bases {∂γ} are orthonormal to {∂c},w eh a v eH
γ
ab = Habγ,
and the coeﬃcients H
γ
ab represents the coeﬃcients of the imbedding curvatures.
Theorem 4.2.6. The term (μ−ψ (η(θ∗
j)))Tηab(θ∗
j) in equation (4.2.4) is given by
n(μ − ψ
 (η(θ
∗
j)))
Tηab(θ
∗
j)=AiB
i
γH
γ
ab, (4.2.21)
where Ai be ith element of (μ − ψ (η(θ∗
j))), and Bi
γ and H
γ
ab are deﬁned in equa-
tion (4.2.12) and (4.2.19) respectively. If the model is 1-ﬂat, or equivalently, has
zero Euler-Schouten curvature (with respect to 1-connection) at θ∗
j, we have n(μ−
ψ (η(θ∗
j)))Tηab(θ∗
j)=0 .
Proof. Let ∂i be the ith element of the score function with respect to the mean
parameterization. The score functions of mean and natural parameterizations have
the relationship
∂
i = g
ij∂j, (4.2.22)106
where gij is (i,j)e l e m e n to fg(η(θ))−1.T h e nw eh a v e
n(μ − ψ
 (η(θ
∗
j)))
Tηab(θ
∗
j)=E
 
(μ − ψ
 (η(θ
∗
j)))
Tg(η(θ
∗
j))
−1n(¯ y − ψ
 (η(θ
∗
j)))
 
(4.2.23)
 
n(¯ y − ψ
 (η(θ
∗
j)))
Tηab(θ
∗
j)
 
(4.2.24)
= E
 
Ai∂
i  
Γ
c
abB
i
c∂i + H
γ
abB
i
γ∂i
 
(4.2.25)
= E
 
Ai∂
i  
H
γ
abB
i
γ∂i
 
(4.2.26)
= AiB
i
γH
γ
ab, (4.2.27)
where E is the expectation with respect to the distribution at η(θ∗
j). The third
equality is from the zero expected score,
E0∂c =( μ − ψ
 (η(θ
∗
j)))
Tη
 (θ
∗
j) (4.2.28)
=
 
Ai∂
i,B
i
c∂i
 
(4.2.29)
= E
 
Ai∂
i  
B
i
c∂i
 
=0 . (4.2.30)
Note that the expectation E0 is with respect to the true model η = φ. Therefore
we have the duality of the mean and natural parameterization showing that the
coeﬃcients Ai of the score functions of the mean parameterization ∂i and the
coeﬃcients Bi
a of the score functions of the natural parameterization ∂i which
is called a dual parameterization of the mean parameterization, are orthogonal.
When the curvature of the embedding model vanishes at θ∗
j, i.e. H
γ
ab =0 , we have
n(μ − ψ (η(θ∗
j)))Tηab(θ∗
j)=0 .
In the general m-dimensional parameter case (m>1), there does not exist a
reparameterization that makes the information matrix an identity matrix for all
θ, but there always exists a local parameterization (locally 0-aﬃne) that makes
the information matrix an identity matrix at a particular point. The existence of107
such parameterization at the pseudo-true model is suﬃcient for our results. If we
use a locally 0-aﬃne parameterization such that iab(θ∗)=δb
a, then the bias can be
calculated from
tr{H(θ
∗
j)
−1J(θ
∗
j)} = tr(
 
AiB
i
γH
γ
ab − δ
b
a
 −1
η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)), (4.2.31)
for j =1 ,2 using Theorem 4.2.6. When the model j is exponential ﬂat (H
γ
ab =0 ) ,
we have
tr{H(θ
∗
j)
−1J(θ
∗
j)} = −tr(η
 (θ
∗
j)
Tg(φ)η
 (θ
∗
j)). (4.2.32)
Moreover if the full exponential family is totally ﬂat (g(φ)=g(η(θj))), then the
term η (θ∗
j)Tg(φ)η (θ∗
j)i sa l s oa( mj × mj) identity matrix since θj is 0-aﬃne and
we have
tr{H(θ
∗
j)
−1J(θ
∗
j)} = −mj, (4.2.33)
where mj is the dimension of the parameter vector in model j.
4.2.5 Summary and Extension
The term tr{H(θ∗
j)−1J(θ∗
j)} in equation (4.2.18) can be used for the general form
of the higher order bias of the numerator of the test statistic. For one dimensional
curved exponential families embedded in a full exponential family, the bias can
be decomposed into two parts (P + K) as shown in Theorem 4.2.5. The ﬁrst
part (P) vanishes when the imbedding model is totally ﬂat and the other part
(K) vanishes when the curved exponential model has zero Efron’s curvature. For
multiparameter curved exponential families, if the embedding exponential model
is totally ﬂat, we have J(θ∗
j)=Imj, where Imj is an (mj ×mj) identity matrix and
mj is the number of parameters in model j. If the model j has zero imbedding
curvature with respect to 1-connection we have H(θ∗
j)=−Imj.108
We consider the extension of the results to general parametric families by ap-
proximating the models with exponential models around the pseudo-true models.
We illustrate the idea for general (non-exponential) one-parameter models. Let
lj = lj(θj) be a log likelihood function of model j. As proposed in Efron (1975), the
log likelihood function ˜ l(η)o ft h em-dimensional approximate exponential model
around θ∗
j is
˜ l(η)=l
∗
j +
m  
k=1
ηkl
∗
j/θk
j − ψ(η), (4.2.1)
where
l
∗
j = lj(θ
∗
j), (4.2.2)
l
∗
j/θk
j =
∂k
∂θk
j
lj(θj)
   
 
 
 
θj=θ∗
j
, (4.2.3)
and ψ(η) is a normalizing constant. The model ˜ l(θj) is a one-dimensional curved
exponential model imbedded in ˜ l(η)w i t h
η(θj)=
 
(θj − θ
∗
j),
1
2
(θj − θ
∗
j)
2,···,
1
m!
(θj − θ
∗
j)
m
 T
. (4.2.4)
To approximate two separate families of models, we propose to consider an (m1 +
m2)-dimensional exponential model
˜ l(η)=l
∗
1 +
m1  
k=1
ηkl
∗
1/θk
1 (4.2.5)
+ l
∗
2 +
m2  
k=1
ηm1+kl
∗
2/θk
2 − ψ(η). (4.2.6)
The model j =1 ,2 are given by two curved exponential families with
η(θ1)=
 
(θ1 − θ
∗
1),
1
2
(θ1 − θ
∗
1)
2,···,
1
m1!
(θ1 − θ
∗
1)
m1,0,0,···,0
 T
, (4.2.7)
and
η(θ2)=
 
0,0,···,0,(θ2 − θ
∗
2),
1
2
(θ2 − θ
∗
2)
2,···,
1
m2!
(θ2 − θ
∗
2)
m2
 T
, (4.2.8)109
respectively. The true model η = φ is given with respect to the mean parameteri-
zation μ(η)η=φ,
μ(φ)=E0
 
l
∗
1/θ1
1,l
∗
1/θ2
1,···,l
∗
1/θ
m1
1 ,l
∗
2/θ1
2,l
∗
2/θ2
2,···,l
∗
2/θ
m2
2
 T
, (4.2.9)
where E0 is the expectation with respect to the true model. Using the approximate
embedding exponential model ˜ l(η) and the approximate true model μ(φ)o ni t ,w e
can generalize the diﬀerential geometrical intuition to general families of models.
4.3 Fisher’s circles
We consider an example with Fisher’s circle models. The embedding space is a
two-dimensional exponential family with identity Fisher information matrix in the
natural parameterization.
Let y1 and y2 be independent normal random variables with variance one and
mean η1 and η2 respectively. We deﬁne two models M1 and M2 by two nonlinear
restrictions on the mean (η1,η 2) of the random vector (y1,y 2). The models are
given by,
M1 :( η1 +2 )
2 + η
2
2 = 1, (4.3.1)
M2 :( η1 +0 .5)
2 + η
2
2 =1 .5
2. (4.3.2)
Figure 4.1 shows the models in (η1,η 2) plane. The true model η = μ =( η1,η 2)i s
assumed to be μ =( 0 , 0) and the observed data are y =( y1,y 2). These two models
have constant curvatures κ1 =1( radius =1 )a n dκ2 =2 /3( radius =1 .5). The
pseudo-true models are η(θ1 =0 )=( −1,0)
T ,η (θ2 =0 )=( 1 ,0)
T and MLEs are
given by the closest models η(ˆ θ1),η (ˆ θ2)f r o my. For simplicity, we parameterize
the models by the counter-clockwise arclength θ1 ∈ [0,2π),θ 2 ∈ [0,6π)f r o mt h e110
pseudo-true models. We can easily see the pseudo-true models of the two CEF
circles have the same divergence in KLIC from the true model since KLIC can be
directly calculated from the Euclidean distance in Fisher’s setting.
η(ˆ θ2)
η(ˆ θ1)
η(θ1 =0 ) η(θ2 =0 )
μ =( 0 ,0)
y =( y1,y 2)
1
1.5
M1
M2
Figure 4.1: Two competing Fisher’s circles
We compare the original Vuong test statistic (from equations (4.2.5) and (4.2.6))
t1 =
{η(ˆ θ2) − η(ˆ θ1)}Ty −{ η(ˆ θ2)Tη(ˆ θ2) − η(ˆ θ2)Tη(ˆ θ2)}/2
  η(ˆ θ2) − η(ˆ θ1)  
(4.3.3)
and the bias corrected test statistic
t2 = t1 −
ˆ b
  η(ˆ θ2) − η(ˆ θ1)  
, (4.3.4)
where
ˆ b = −
1
2
 
1
η  (ˆ θ2)T(y − η(ˆ θ2)) − 1
−
1
η  (ˆ θ1)T(y − η(ˆ θ1)) − 1
 
, (4.3.5)
and
κ1 =  η
  (ˆ θ1)  ,κ 2 =  η
  (ˆ θ2)   . (4.3.6)
Since the embedding space is totally ﬂat, the bias correction term is driven by
the curvatures only. Figure 4.2 is the density and the cumulative density function111
(CDF) of the two test statistics t1 and t2 from 3,000 iterations. We can see that the
original test statistic is biased toward model 2 (positive t1) and the bias corrected
test statistic is closer to the standard normal distribution. The ﬁrst graph in Figure
4.3 shows the empirical CDF of the squared test statistics with compared to the
CDF of χ2(1). The 45 degree line implies exact match of the two CDFs. The
bias corrected test statistic is closer to the chi-square distribution. This means it
performs better in two tail tests. The second graph shows the empirical CDFs of
t1 and t2 with respect to the standard normal CDF. The size approximation of the
bias corrected test statistic especially improves in the left tail area and it is better
than the original test statistic at all levels of tests.
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Figure 4.2: Comparison of the distributions of the original Vuong’s and the bias
corrected test statistics with the standard normal distribution. The thin lines are
from N(0,1)
To see the eﬀect of curvatures of the models, we consider diﬀerent radii (cur-
vatures) R =1 .1( 0 .909) or 1.4( 0 .714) or 2 (0.5) or 3 (0.333) for the model 2.
Figure 4.4 shows the CDF comparisons from the diﬀerent radii of Model 2. As the112
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Figure 4.3: Empirical CDF of the squared test statistics with respect to the Chi-
square CDF, and the empirical CDF of the test statistics with respect to the
standard normal CDF. 45 degree lines imply exact match to the comparing CDF.
curvature of model 2 increases the improvement from the bias correction increases,
as expected from our geometric analysis.
4.4 Conclusion
We showed that the numerator of the test statistic of the nonnested hypothesis
test of Vuong (1989) can be modiﬁed with a higher order bias correction term that
can be calculated by plugging in the MLEs. The bias correction term is shown to
be reparameterization invariant.
For a curved exponential family, we have shown that it is inﬂuenced by two
geometrical factors, the total ﬂatness of the embedding full exponential family and
the Efron’s curvatures of the candidate models. When the full exponential model
is totally ﬂat and the Efron’s curvature is zero (no exponential curvature), the
correction term is a simple function of the number of parameters used.113
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Figure 4.4: Comparison of CDFs of the test statistics from diﬀerent curvatures for
Model 2. The 45 degree line is the exact match of CDFs.114
In a simulation, bias correction clearly improved the performance of the test
statistic.CHAPTER 5
CONCLUSION
I extended the applicability of the J test and Vuong’s test to dynamic mod-
els and proposed the methods to improve the size properties of the tests. I also
presented the diﬀerential geometry can play an important role in nonnested hy-
pothesis testing by looking at the higher order asymptotic bias. I consider the
diﬀerential geometry can be shown to be useful in understanding ﬁnite sample
properties of other nonnested hypothesis testings and model selection procedures,
and extensions to model selection issues in semiparametric models would be very
important.
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