Abstract Data quality assessment and data cleaning tasks have traditionally been addressed through procedural solutions. Most of the time, those solutions have been applicable to specific problems and domains. In the last few years we have seen the emergence of more generic solutions; and also of declarative and rule-based specifications of the intended solutions of data cleaning processes. In this chapter we review some recent developments.
Introduction
Data quality assessment and data cleaning have been mostly ad hoc, rigid, vertical, and application-dependent activities. There is a need for more general methodologies and solutions. Most of the existing approaches have been also procedural, provided in terms of specific mechanisms. However, their semantics and scope of applicability are not fully understood. Declarative approaches could be attempted in this regard. They specify, usually by means of a logic-based formalism, what is the intended result of a data cleaning process. The semantics of the specification tells us what the result should look like, if there are alternative solutions, and what are the conclusions that can be derived from the process. They also allows us, in principle, to better understand the range of applicability and complexity of the declaratively specified cleaning mechanism.
Considering the large body of literature accumulated in the areas of data quality assessment and cleaning, it is safe to say that there is a lack of fundamental research around the activities of data quality assessment and data cleaning. Fortunately, things are starting to change. Important impulses in this direction have come from two sources.
One of them is related to a new look at classic integrity constraints (ICs). Since they can be (and are) violated in many applications, they can still be used as desirable properties that could be enforced if necessary, cleaning the database from semantic anomalies. However, this enforcement could be only partial, full, or even virtual. It could also be imposed at query answering time, seeing ICs more like constraints on query answers than on database states (cf. Section 3).
The other source is related to the introduction of newer classes of ICs that are intended to capture data quality issues or conditions, and are intended to be used to directly support data cleaning processes. We could call them data quality constraints. They have been proposed and investigated in the last few years, and provide generic languages for expressing quality concerns [42] . They may be a suitable basis for declaratively specifying adaptive and generic data quality assessment and cleaning mechanisms (cf. Sections 4.1 and 5.2).
Generic methods for data cleaning may be proposed for possibly solving a single but still general problem in the area, e.g. entity resolution, data editing (i.e. changes of data values in records), incompleteness of data, etc. They are abstract and parameterized approaches or mechanisms, that can be applied to different specific instances of the data cleaning problem at hand, by instantiating parameters, methods and modules as required by the specificity of the problem and application domain. For example, a general entity resolution algorithm may rely on matching functions to do the actual merging of records. In the abstract formulation they are left rather open, except for some general requirements they have to satisfy. However, when the algorithm is applied to a specific domain, those matching functions become domain dependent, as expected.
Earlier generic methods in data cleaning were proposed in [52] . Actually, this is a framework for entity resolution whose aim is to separate the logic of data transformations from their actual implementations. Data transformations, e.g. matching and merging of records, are specified in an extension of SQL. The methodology was implemented and tested in the AJAX system [52] , and inspired newer developments in the area, e.g. the Swoosh generic approach to entity resolution [7] (cf. Section 5.1). Other generic approaches are described in some articles in [39] .
Declarative methods in data cleaning, again possibly for a specific and general problem, are expected to be based on a formal, say logic-based, specification of the intended results of the cleaning process. These results are usually represented by (or through) the models of the specification, which requires defining a precise semantics for the formalism at hand.
This chapter gives a survey of some recent research on generic and declarative methods in data cleaning. Considering that this is a vast area of research, we concentrate in more detail only on some problems. In Section 2 we review basics of integrity constraints in relational databases. In Section 3 we concentrate on database repairs with respect to classic semantic constraints. In Section 4, we present conditional dependencies for data quality assessment and data cleaning. In Section 5, we demonstrate the value of declarative approaches to entity resolution (or deduplication), with emphasis on the use of matching dependencies. In Section 6, we make some final remarks and briefly mention some other problems and approaches as related to the previous sections. For more on data quality and data cleaning we refer to the general reference [6] , and to the earlier general survey [68] .
Classic Integrity Constraints
Integrity constraints (ICs) are used to capture semantics of the outside world that is being modeled through the data model and the database. For this reason they are also called semantic constraints. ICs have been around at least since the inception of the relational model of data. Already in the classical and seminal papers in the area [36] it is possible to find the notions of integrity and consistency of a database.
ICs have been studied in general and have wide application in data management. A large body of research has been developed, in particular fundamental research has been carried out. Furthermore, methodologies for dealing with ICs are quite general and have broad applicability.
The basics of ICs
A database can be seen as a model, i.e. as a simplified, abstract description, of an external reality. In the case of relational databases, one starts by choosing certain predicates of a prescribed arity. The schema of the database consists of this set of predicates, possibly attributes, which can be seen as names for the arguments of the predicates, together with an indication of the domains where the attributes can take their values. Having chosen the schema, the representation of the external reality is given in terms of relations, which are extensions for the predicates in the schema. This set of relations is called an instance of the schema.
For example, relational database for representing information about students of a university might be based on the schema consisting of the predicates Students(StuNum, StName) and Enrollment(StuName, Course). The attribute StuNum is expected to take numerical values; StuName, character string values; and Course, alphanumeric string values. In Figure 1 there is a possible instance for this schema. In order to make the database a more accurate model of the university domain (or to be in a more accurate correspondence with it), certain conditions are imposed on the possible instances of the database. Those conditions are intended to capture more meaning from the outside application domain. In consequence, these conditions are called semantic constraints or integrity constraints (ICs). For example, a condition could be that, in every instance, the student name functionally depends upon the student number, i.e. a student number is assigned to at most one student name. Integrity constraints can be declared together with the schema, indicating that the instances for the schema should all satisfy the integrity constraints. For example, if the functional dependency Students : StuNumber → StuName is added to the schema, the instance in Figure 1 is consistent, because it satisfies the FD. However, the instance in Figure 2 is inconsistent. This is because this instance does not satisfy, or, what is the same, violates the functional dependency (the student number 101 is assigned to two different student names. It is also possible to consider with the schema a referential integrity constraint that requires that every student (number) in the relation Enrollment appears, associated with a student name, in relation Students, the official "table" of students. This is denoted with Enrollement[StuNum] ⊆ Students [StuNum] , and is a form of inclusion dependency. If this IC is considered in the schema, the instance in Figure 1 is inconsistent, because student 105 does not appear in relation Students. However, if only this referential constraint were associated to the schema, the instance in Figure 2 would be consistent. The combination of the given referential constraint and the functional dependency creates a foreign key constraint: The values for attribute StuNum in Enrollment must appear in relation Students as values for its attribute StuNum, and this attribute form a key for Students.
Students
In can be seen that the notion of consistency is relative to a set of integrity constraints. A database instance that satisfies each of the constraints in this set is said to be consistent, and inconsistent otherwise.
The two particular kinds of integrity constraints presented above and also other forms of ICs can be easily expressed in the language of predicate logic. For example, the FD above can be expressed by the symbolic sentence
whereas the referential constraint above can be expressed by
Notice that this language of predicate logic is determined by the database schema, whose predicates are now being used to write down logical formulas. We may also use "built-in" predicates, like the equality predicate. Thus, ICs can be seen as forming a set Σ of sentences written in a language of predicate logic.
A database instance can be seen as an interpretation structure D for the language of predicate logic that is used to express ICs. This is because an instance has an underlying domain and (finite) extensions for the predicates in the schema. Having the database instance as an interpretation structure and the set of ICs as a set of symbolic sentences makes it possible to simply apply the notion of satisfaction of a formula by a structure of first-order predicate logic. In this way, the notion of satisfaction of an integrity constraint by a database instance is a precisely defined notion: the database instance D is consistent if and only if it satisfies Σ , which is commonly denoted with D |= Σ .
Since it is usually assumed that the set of ICs is consistent as a set of logical sentences, in databases the notion of consistency becomes a condition on the database instance. Thus, this use of the term "consistency" differs from its use in logic, where consistency characterizes a set of formulas.
Checking and enforcing ICs
Inconsistency is an undesirable property for a database. In consequence, one attempts to keep it consistent as it is subject to updates. There are a few ways to achieve this goal. One of them consists in declaring the ICs together with the schema, and the database management system (DBMS) will take care of the database maintenance, i.e. of keeping it consistent. This is done by rejecting transactions that may lead to a violation of the ICs. For example, the DBMS should reject the insertion of the tuple (101, sue jones) into the instance in Figure 1 if the FD (1) was declared with the schema (as a key constraint). Unfortunately, the classes of ICs for which most commercial DBMSs offer this kind of automated, built-in support are quite restricted [72] .
An alternative way of keeping consistency is based on the use of triggers (or active rules) that are stored in the database [32] . The reaction to a potential violation is programmed as the action of the trigger: if a violation is about to be produced or is produced, the trigger automatically reacts, and its action may reject the violating transaction or compensate it with additional updates, to make sure that at the end, consistency is reestablished. Consistency can also be enforced through the application programs that interact with the DBMS. However, the correctness of triggers or application programs with respect to ensuring database consistency is not guaranteed by the DBMS.
Inconsistency of a DB under updates can be checked via violation views that transitorily store violating tuples, if any. IC satisfaction corresponds to an empty violation view. Some consistency restoration policy can be applied on the basis of the violation views. No wonder that database maintenance and view maintenance [60] are closely related problems. It is possible to apply similar techniques to both problems. For example, to check IC violation and view freshness, i.e. the correspondence with the base tables, inductive incremental techniques can be applied. More precisely, on the basis of the syntactic form of an IC or a view definition, it is possible to identify the updates that are relevant under the assumption that the database is consistent or the view is up-to-date when those updates are executed. Potential IC violations or changes in view extensions are checked only for those relevant updates [67; 16] .
It is the case that, for whatever reasons, databases may become inconsistent, i.e. they may violate certain ICs that are considered to be relevant to maintain for a certain application domain. This can be due to several reasons, e.g. poorly designed or implemented applications that fail to maintain the consistency of the database, or ICs for which a DBMS does not offer any kind of support, or ICs that are not enforced for better performance of application programs or DBMSs, or ICs that are just assumed to be satisfied based on knowledge about the application domain and the kind of updates on the database. It is also possible to have a legacy database on which semantic constraints have to be imposed; or more generally, a database on which imposing new constraints depending on specific needs, e.g. user constraints, becomes necessary.
In the area of data integration the satisfaction of desirable ICs by a database is much more difficult to achieve. One can have different autonomous databases that are separately consistent with respect totheir own, local ICs. However, when their data are integrated into a single database, either material or virtual, certain desirable global ICs may not be satisfied. For example, two university databases may use the same numbers for students. If their data are put together into an integrated database, a student number might be assigned to two different students (cf. Section 3.3).
When trying to use an inconsistent database, the application of some data cleaning techniques may be attempted, to cleanse the database from data that participate in the violation of the ICs. This is done sometimes. However, data cleaning is a complex and non-deterministic process; and it may also lead to the loss of information that might be useful. Furthermore, in certain cases like virtual data integration, where the data stay at the autonomous data sources, there is no way to change the data without the ownership of the sources.
One might try to live with an inconsistent database. Actually, most likely one will be forced to keep using it, because there is still useful information in it. It is also likely that most of the information in it is somehow consistent. Thus, the challenge consists in retrieving from the database only information that is consistent. For example, one could pose queries to the database at hand, but expecting to obtain only answers that are semantically correct, i.e. that are consistent with the ICs. This is the problem of consistent query answering (CQA), which can be formulated in general terms as the one of characterizing and computing semantically correct answers to queries posed to inconsistent databases [2] .
Repairs and Consistent Answers
The notion of consistency of a database is a holistic notion, that applies to the entire database, and not to portions of it. In consequence, in order to pursue this idea of retrieving consistent query answers, it becomes necessary to characterize the consistent data in an inconsistent database first. The idea that was proposed in [2] is as follows: the consistent data in an inconsistent data are the data that are invariant under all possible way of restoring the consistency by performing minimal changes on the initial database. That is, no matter what minimal consistency restoration process is applied to the database, the consistent data stay in the database. Each of the consistent versions of the original instance obtained by minimal changes is called a minimal repair, or simply, a repair.
It becomes necessary to be more precise about the meaning of minimal change. In between, a few notions have been proposed and studied (cf. [9; 35; 10] for surveys of CQA). Which notion to use may depend on the application. The notion of minimal change can be illustrated using the definition of repair given in [2] . First of all, a database instance D can be seen as a finite set of ground atoms (or database tuples) of the form P(c), where P is a predicate in the schema, andc is a finite sequence of constants in the database domain. Figure 2 has two repairs with respect tothe FD (1). They are shown in Figure 3 and are obtained each by deleting one of the two conflicting tuples in relation Students (relation Enrollment does not change).
Having defined the notion of repair, a consistent answer from an instance D to a query Q(x) with respect toa set Σ of ICs is defined as an answerc to Q that is obtained from every possible repair of D with respect toΣ . That is, if the query Q is posed to each of the repairs,c will be returned as a usual answer to Q from each of them.
For example, if the query Q 1 (x, y) : Students(x, y), asking for the tuples in relation Students, is posed to the instance in Figure 2 , then (104, claire stevens) and (107, pat norton) should be the only consistent answers with respect tothe FD (1). Those are the tuples that are shared by the extensions of Students in the two repairs. Now, for the query Q 2 (x) : ∃yStudents(x, y), i.e. the projection on the first attribute of relation Students, the consistent answers are (101), (104) and (107). There might be a large number of repairs for an inconsistent database. In consequence, it is desirable to come up with computational methodologies to retrieve consistent answers that use only the original database, in spite of its inconsistency. Such a methodology, that works for particular syntactic classes of queries and ICs, was proposed in [2] . The idea is to take the original query Q that expects consistent answers, and syntactically transform it into a new query Q ′ , such that the rewritten query Q ′ , when posed to the original database, obtains as usual answers the con-sistent answers to query Q. The essential question is, depending on the language in which Q is expressed, what kind of language is necessary for expressing the rewriting Q ′ . The answer to this question should also depend on the kind of ICs being considered.
The idea behind the rewriting approach presented in [2] can be illustrated by means of an example. The consistent answers to the query Q 1 (x, y) : Students(x, y) above with respect to the FD (1) can be obtained by posing the query Q ′ (x, y) : Students(x, y) ∧ ¬∃z(Students(x, z) ∧ z ̸ = y) to the database. The new query collects as normal answers those tuples where the value of the first attribute is not associated to two different values of the second attribute in the relation. It can be seen that the set of answers to the new query can be computed in polynomial time in the size of the database.
In this example, a query expressed in first-order predicate logic was rewritten into a new query expressed in the same language. It has been established in the literature that, for complexity-theoretic reasons, a more expressive language to do the rewriting of a first-order query may be necessary. For example, it may be necessary to do the rewritings as queries written in expressive extensions of Datalog [3; 59; 5; 40] . See Section 3.1 for more details.
If a database is inconsistent with respect to referential ICs, like the instance in Figure 1 and the constraint in (2), it is natural to restore consistency by deleting tuples or inserting tuples containing null values for the existentially quantified variables in the ICs. For example, the tuple (105, comp120) could be deleted from Enrollment or the tuple (105, null) could be inserted in relation Students. This requires a modification of the notion of repair and a precise semantics for satisfaction of ICs in the presence of null values [21; 30] .
Some repair semantics consider changes of attribute values as admissible basic repair actions [51; 74; 18; 12; 50] , which is closer to many data cleaning processes. Usually, it is the number of these changes what is minimized. With a change of repair semantics, the problems of complexity and computation of consistent answers, query rewriting, and also of specification of database repairs, have to be reinvestigated.
CQA involves, possibly only implicitly, the whole class of database repairs. However, some research in this area, and much in the spirit of classical data cleaning, has also addressed the problem of computing a single "good" repair [18; 75; 37] , or a single universal repair that can act for some tasks as a good representative of the class of repairs [71] , or an approximate repair [12; 61] .
Answer set programs for database repairing
ICs like (1) and (2) specify desirable properties of a database. However, when they are not satisfied by a given instance, they do not tell us how to change the instance so that they hold again. This requires a separate specification of the repair process. A declarative specification of it will tell us, in a language with a clear logical semantics, what are the intended results of the repair process, without having to explicitly express how to go about computing them. The intended models of the specification should correspond to the expected results.
In an ideal situation, the declarative specification can also be used as (the basis for) an executable specification, that can be used, for example, for computing the models (the repairs in our case) or computing query answers from the specification (the consistent answers in our case).
Actually, it turns out that the class of repairs of an inconsistent database can be specified by means of disjunctive logic programs with stable model semantics, aka. answer-set programs [24] . The programs can be modified in order to accommodate computation of single repairs or an approximation to one of them, enabling in this way a form of rule-based data cleaning process, and in this case, of restoration of semantic integrity. In this section we briefly describe the approach proposed in [5; 21] (cf. also [30] for more details).
The idea behind repair programs is to represent the process of capturing and resolving inconsistencies through rules, and enforce the minimality of repairs through the minimality of the stable models of the program.
A repair program is produced for a database schema, including a non-necessarily enforced set of ICs. More specifically, for each database predicate P, a new predicate P is introduced. It corresponds to P augmented with an extra attribute that can take the following values (annotation constants): t, f, t ⋆ and t ⋆⋆ , whose intended semantics is as follows.
Atom P(t, t) (respectively, P(t, f)) indicates the insertion of tuplet into relation P (respectively, the deletion oft from P) during the repair process. Atom P(t, t ⋆ ) indicates that tuplet was in the original extension of P or is inserted in the repair process. As an example, the repair program for the student database with the FD (1) and the referential constraint (2) contains the original database tuples as program facts, plus:
1. A rule to enforce the FD:
The right hand side of the rule checks if there are tuples (that were originally part of the database or that where made true while repairing) that violate the FD. If that is the case, it solves the inconsistency by removing one of the two tuples (the left hand side of the rule). Notice that there can be a violation of the FD in a database with null only if x, y and z are not null.
2.
Rule to enforce the referential constraint:
The first rule populates an auxiliary predicate storing all the students numbers stored in the table Students that are not deleted in the repair process. The second rule checks through its right hand side if for any enrolled student, his/her number does appear in the table Students. If there is a violation, to solve the inconsistency, it forces either to remove the tuple from Enrollment or add a tuple to Students.
3. Rules defining the annotation semantics:
Similarly for Enrollment
The first two rules ensure that tuples with t ⋆ are those in the original database or those that are made true through the repair. The third rule collects tuples that belong to a final repair. The last rule is a program constraint that discards models were a tuple is made both true and false. If rules 1. to 3. are combined with the database instance in Figure 2 , the repair program has two stable models M 1 Figure 3 .
Given a database D and a set of ICs Σ , if Σ is RIC-acyclic [21] , i.e. there is no cycle through referential constraints, then there is a one-to-one correspondence between repairs and stable models of the program: the tuples annotated with t ⋆⋆ in a stable model form a repair of D with respect to Σ .
Consistent query answers can be computed directly from the repair program using the cautious or skeptical semantics, according to which an atom is true if it belongs to all models of the program. For example, if we want to pose the query Q 1 (x, y) : Students(x, y), or the query Q 2 (x) : ∃yStudents(x, y), we would simply add the rule Ans Q 1 (x, y) ← Students (x, y, t ⋆⋆ ) to the program, or Ans Q 2 (x) ← Students (x, y, t ⋆⋆ ), respectively. Cautious reasoning from the extended program returns the consistent query answers to the queries.
There are techniques to improve the efficiency of repair programs by concentrating only on what is relevant for the query at hand [30] . Repair programs can also be modified to capture other semantics. For example, with weak constraints one can specify repairs that minimize the number of tuple insertions/deletions [3] .
Active integrity constraints
When specifying a database that could possibly not satisfy certain ICs, we might want to explicitly indicate how to restore consistency when an IC is violated. In this way, we specify both the constraint and its enforcement. In this direction, in [31] active integrity constraints were proposed. They extend traditional ICs with specifications of the actions to perform in order to restore their satisfaction, declaratively bringing ICs and active rules together.
For example, if we wanted to repair violations of the constraint (2), by only removing tuples from Enrollment, we could specify the following active IC:
with the effect of removing a tuple Enrollment when it participates in a violation. If, instead, we want to repair by either removing or inserting, we could use
where ⊥ is a constant denoting an unknown value.
A founded repair is a minimal repair (as defined in Section 3) where each insertion and removal is supported by an active IC. The founded repairs can be computed using logic programs with stable models semantics (cf. [31] for details).
ICs and virtual data integration
Virtual data integration [62; 11] is about providing a unified view of data stored in different sources through what is usually called a mediator. This is achieved by the definition of a global database schema, and mappings between this schema and the source schemas. Queries that are received by the integration system via the mediator are automatically rewritten into a set of sub-queries that are sent to the sources. The answers from the sources are combined to give an answer to the user query. In this setting, specially because of the autonomy of the sources, it is hard or impossible to ensure that data are consistent across the different sources. Actually, it is natural to try to impose global ICs, i.e. on the global schema, with the intention to capture the semantics of the integration system as a whole. However, there is nothing like an explicit global database instance on which these ICs can be easily checked or enforced.
Consider, for example, a university that uses a virtual data integration system that integrates the departmental databases, which are maintained by the departments. The university officials can pose queries through a global schema that logically unifies the data, without the need of transforming and moving all the data into a single place. For simplicity, assume we have only two data sources, containing information about psychology and computer science students, in tables StuPs and StuCS, respectively, as shown in Figure 4 . The mediator offers a global schema StuUniv(StuNum, StuName, Admission, Department). The relationship between the sources and the global schema can be defined through the following mappings:
StuPs StuCS
These mappings are defined according to the local-as-view (LAV) approach, where the sources are defined as views over the global schema. 1 Usually sources are assumed to be open (or incomplete), in the sense that these mappings require that potential global instances, i.e. for the global schema, if we decided to built and materialize them, have to contain at least the data that are needed to reconstruct the source contents through the view definitions (3) and (4). For example, the first mapping requires that, for every tuple in StuPs, there exists a tuple in StuUniv with a value for Admission (possibly not known) and with the value psychology for attribute Department.
As a consequence, a global instance satisfies a mapping if the result of applying the mapping to it (through the right hand side of the mapping) produces a superset of the data in the source that is defined by it. If a global instance satisfies all the mappings, it is called a legal instance of the integration system.
The semantics of query answering in such a data integration system is the one of certain answers. More precisely, an answer to a query expressed in terms of the global schema is a certain answer it is a (usual) answer from each of the possible legal instances. When dealing with monotone queries, say without negation, it is enough to concentrate on the minimal legal instances. They are the legal instances that are minimal under set inclusion. In the university database the minimal legal instances can be represented by the instance in Figure 5 where the variables can take any value in the domain. A legal instance will be any instance of the global schema that is a superset of one of these minimal legal instances. It is possible to specify this class of legal instances as the models of an answerset program [11] , and certain answers can be computed by cautious reasoning from the program. In the university example, the program that specifies the minimal legal instances contains the source facts, plus the rules:
StuUniv
The first rule adds all the elements of the finite domain. 2 The next two rules computes the minimal legal instances from the sources. Since the psychology department does not provide information about the admission year of the student, a value of the domain needs to be added to each instance. This is achieved with predicate F 1 (X,Y, Z), which satisfies the functional dependency X,Y → Z and assigns in each model a different value for Z for each combination of values for X and Y . This requirement for F 1 is enforced with the choice operator in the last rule, whose semantics can be defined by ordinary rules with a stable models semantics [56] . For more details, more complex cases, and examples, see [11] .
So far, we haven't consider global ICs. IC violations are likely in integration systems, and dealing with global ICs is a real challenge. In our ongoing example, we want to enforce that the StuNum is unique within the University. Both data sources in Figure 4 satisfy this requirement, but when we combine the data, every legal instance will violate this constraint since they will contain students claire stevens and alex pelt with the same student number. As in the case of traditional relational databases, most of the data are still consistent, and we would like to be able to still provide answers from the consistent data. Different approaches have been explored for dealing with global ICs. One of them consists in applying a repair semantics as in Section 3. More precisely, if a minimal legal instance does not satisfy a set of global ICs, it is repaired as before. The consistent answers to global queries are those that can be obtained from every repair from every minimal legal instance [11] . In our example, the (global) re-pairs in Figure 6 are obtained by deleting either (104, claire stevens, Y, psychology) or (104, alex pelt, 2011, comp. sci.) from every minimal legal instance in Figure 5 . Now, the consistent answers to query Q 3 will coincide with the certain answers since 104 is also part of every repair. On the other hand, the consistent answers to query Q 4 now do not contain (104, 2011) since that answer is not obtained from all repairs.
Notice that the program above that specifies the minimal legal instances can be then extended with the rules introduced in Section 3.1, to specify the repairs of the minimal legal instances with respect tothe global FD [11] . Next, in order to retrieve consistent answers from the integration system, the already combined program can be further extended with the query program.
Since the repair process may not respect the nature of the sources, in terms of being open, closed, etc. (as it is the case with the global repairs we just showed), we may decide to ignore this aspect [11] or, whenever possible, go for a repair semantics that respects this nature. For example, inserting global tuples may never damage the openness of a source [26; 27] . However, if these tuple insertions are due to the enforcement of inclusion dependencies, the presence of functional dependencies may create a problem since those insertions might violate them. This requires imposing some conditions on the syntactic interaction of FDs and inclusion dependencies [26] .
Another possibility is to conceive a mediated system as an ontology that acts as a metadata layer on top of incomplete data sources [63] . The underlying data can be chased by means of the mappings and global ICs, producing data at the global level, extending the original extensional data [28] .
Under any of these approaches the emphasis is on certain query answering, and a full computation of legal instances, repairs, or chase extensions should be avoided whenever possible.
Data Dependencies and Data Quality
In Section 2 we have considered techniques for data quality centered in classical ICs, such as functional dependencies and referential constraints. These constraints, however, are not always expressive enough to represent the relationships among values for different attributes in a table.
Let us consider the example in Figure 7 of a database storing information of the staff working at a newspaper. There are several restrictions on the data that can be represented using classical constraints. For example, in Figure 7 satisfies all these constraints.
The data, however, is not consistent with respect to other dependencies that cannot be expressed using this type of constraints since they apply only to some tuples in the relation. For example, in the UK, the zip code uniquely determines the street. If we try to enforce this requirement using the FD Zip → Street, we would not obtain what we want since this requirement would be imposed also for tuples correspond-ing to the US. Also, we cannot express that every journalist in Staff should have a role assigned in Fig. 7 The Newspaper database
Conditional dependencies
In [19; 22] , conditional functional dependencies and conditional inclusion dependencies are introduced, to represent data dependencies that apply only to tuples satisfying certain conditions.
A conditional functional dependency (CFD) is a pair (X → Y, T p ), where X → Y is a classical functional dependency, and T p is a pattern tableau, showing attributes among those in X and Y . For every attribute A of T p and every tuple t p ∈ T p , it holds that t p [A] is a constant in the domain of A or an unnamed variable ' '.
For the newspaper database we could define a CFD for relation Staff that enforces that for the UK the zip code determines both the city and the street: Two data values n 1 and n 2 match, denoted n 1 ≍ n 2 if n 1 = n 2 or one of n 1 , n 2 is ' '. Two tuples match, denoted t 1 ≍ t 2 , if they match componentwise. Now, a CFD (X → Y, T p ) is satisfied by a database instance if for every t p ∈ T p and every pair of tuples t 1 and t 2 in the database, if
Constraint ψ 1 is violated by the instance in Figure 7 since the last two tuples are from the UK, they share the same zip code but they are associated to different streets.
A conditional inclusion dependency (CIND) is a pair ( Instance in Figure 7 does not satisfy constraint ψ 2 since there is a journalist with Num = 05 in relation Staff for which there is no tuple in Journalist with SNum = 05. It also violates constraint ψ 3 because for tuple (01, news) in relation Journalist there is no tuple in Staff with Num = 01 and Type = journalist.
Classical functional dependencies are a particular case of CFDs for which the pattern tableau has a single tuple with only unnamed variables. In the same way, classical inclusion dependencies are a particular case of CINDs that can be defined using X p = Y p = nil, and a pattern tableau with a single tuple with only unnamed variables.
CFDs have been extended to consider (i) disjunction and inequality [23] , (ii) ranges of values [57] , and (iii) cardinality and synonym rules [33] . Automatic generation and discovery of CFDs have been studied in [46; 34; 43] . Pattern tableaux have also been used to show the portions of the data that satisfy (or violate) a constraint [57; 58] . These pattern tableaux can be used both to characterize the quality of the data and generate CFDs and CINDs.
We can see that conditional dependencies (CDs) have a classic semantics. Actually, it is easy to express them in first-order predicate logic. However, they have been proposed with the problems of data quality and data cleaning in mind.
Data cleaning with CDs
CFDs and CINDs were introduced to specify data dependencies that were not captured by classic constraints, and to be used for improving the quality of the data. In [37] a data cleaning framework is provided for conditional functional dependencies. Given a database instance which is inconsistent with respect toa set of CFDs, the main objective is to find a repair through attribute updates that minimizes a cost function. The cost of changing a value v by a value v ′ is cost (v, v ′ 
, where w is a weight assigned to attribute A in tuple t, and dist is a distance function. The weights, for example, could be used to include in the repair process information that we could have about the data, e.g. about their accuracy. The distance function should measure the similarity between values. It could be, for example, the edit distance, that counts the number of insertions and deletions of characters to transform from one string into another.
Consider relation S in Figure 8(a) , the conditional FDs
, and φ 3 = (Z → W, T 3 ), with: Figure 8 (the updated values are in bold). If we consider w(t, A) = 1 for all attributes, and use the edit distance, the cost of each change is 2; and therefore, the cost of repairs S 1 and S 2 are 6 and 4, respectively. Thus, S 2 is a better repair than S 1 . Another minimal-cost repair, say S 3 , is obtained by replacing t 2 [Y ] by c, and t 3 [X] by any constant different from a. There are some situations in which inconsistencies with respect to CFDs cannot be solved by replacing values by constants of the domain. In those cases, repairs are obtained using null. A tuple with null will not create a new inconsistency with respect to an existing constraint since we assume that t
[X] ̸ ≍ t p [X] when t[X]
contains null. For example, assume that we add the constraint (U → W, T 4 ), with T 4 = {( , d), ( , e)}, requiring that every tuple in S should contain d and e in attribute W . Enforcing it is, of course, not possible, unless we satisfy the constraint by using null.
The problem of finding a minimal-cost repair is coNP-complete, but an efficient approximation algorithm, based on equivalent classes, is provided in [37] . The repair process is guided by interaction with the user, to ensure its accuracy. As a way to minimize the required feedback, it is possible to add machine learning capabilities, to learn from previous choices by the user [75] . If the cost of each update depends only on the tuple that is being updated, i.e. cost(v, v ′ ) = w(t), it is possible to find a constant factor approximation of a repair when the set of constraints is fixed [61] .
Applications of Declarative Approaches to Entity Resolution
The problem of entity resolution (ER) is about discovering and matching database records that represent the same entity in the application domain, i.e. detecting and solving duplicates [17; 41; 66] . ER is a classic, common and difficult problem in data cleaning, for which several ad hoc and domain-dependent mechanisms have been proposed.
ER is a fundamental problem in the context of data analysis and decision making in business intelligence. From this perspective, it becomes particularly crucial in data integration [65] , and even more difficult in virtual data integration systems (VDIS). As we saw in Section 3.3, logic-based specifications of the intended solutions of a generic VDIS have been proposed, used and investigated [62; 11] . As a consequence, logic-based specifications of ER or generic approaches to ER, that could be combined with the specifications of the integration process, would be particularly relevant.
Notice that in virtual data integration systems, sources are usually not modified through the mediator. As a consequence, physical ER through the integration system is not possible. This forces us to consider as a real alternative some form of on-thefly ER, performed at query-answering time. The declarative, logic-based approaches to ER are particularly appropriate for their amalgamation with queries and query answering processes via some sort of query rewriting.
A generic approach: Swoosh
In [7] , a generic conceptual framework for entity resolution is introduced, the Swoosh approach. It considers a general match relation M and a general merge function, µ. In the main general formulation of Swoosh, the match relation M and the merge function µ are defined at the record (or tuple) level (but see [7] for some extensions). That is, when two records in a database instance are matched (found to be similar), they can be merged into a new record. This is iteratively done until the entity resolution of the instance is computed. Due to the merge process, some database tuples (or records) may be discarded. More precisely, the number of tuples may decrease during the ER process, because tuples that are dominated by others are eliminated (see below).
Swoosh views a database instance I as a finite set of records I = {r 1 , . . . , r n } taken from an infinite domain of records Rec. Relation M maps Rec × Rec into {true, false}. When two records are similar (and then could be merged), M takes the value true. Moreover, µ is a partial function from Rec × Rec into Rec. It produces the merge of two records into a new record, and is defined only when M takes the value true.
Given an instance I, the merge closure of I is defined as the smallest set of records I, such that I ⊆Ī, and, for every two records r 1 , r 2 for which M(r 1 , r 2 ) = true, it holds µ(r 1 , r 2 ) ∈Ī. The merge closure of an instance is unique and can be obtained by adding merges of matching records until a fixpoint is reached.
Swoosh considers a general domination relationship between two records r 1 , r 2 , written as r 1 ≼ s r 2 , which means that the information in r 1 is subsumed by the information in r 2 . Going one step further, we say that instance I 2 dominates instance I 1 , denoted I 1 ⊑ s I 2 , whenever every record of I 1 is dominated by some record in I 2 .
For an instance I, an entity resolution is defined as a subset-minimal set of records I ′ , such that I ′ ⊆Ī andĪ ⊑ s I ′ . It is shown that for every instance I, there is a unique entity resolution I ′ [7] , which can be obtained from the merge closure by removing records that are dominated by other records.
A particularly interesting case of Swoosh occurs when the match relation M is reflexive and symmetric, and the merge function µ is idempotent, commutative, and associative. We then use the domination order imposed by the merge function, which is defined by: r 1 ≼ s r 2 if and only if µ(r 1 , r 2 ) = r 2 . Under these assumptions, the merge closure and therefore the entity resolution of every instance are finite [7] . 4 We can see that Swoosh's framework is generic and abstract enough to accommodate different forms of ER in different domains. Now, a still generic but special case of Swoosh, that also captures common forms of ER, is the so-called union case, that does do matching, merging, and merge domination at the attribute level [7] . We illustrate this case by means of an example.
Example 1.
We can treat records as objects, i.e. as sets of attribute/value pairs. In this case, a common way of merging records is via their union, as objects. For example, consider:
If they are considered to be similar, e.g. on the basis of their values for attribute Name, they can be merged into:
µ(r 1 , r 2 ) = {⟨Name, {J. Doe}⟩, ⟨St.Number, {55}⟩, ⟨Street, {Grenadier}⟩, ⟨City, {Toronto, Vancouver}⟩}. 2
In the union-case, one obtains a single resolved instance (i.e. a single entity resolution).
Swoosh has been extended in [73] with negative rules. They are used to avoid inconsistencies (e.g. with respect to semantic constraints) that could be introduced by indiscriminate matching. From this point of view, certain elements of database repairs (cf. Section 3) are introduced into the picture (cf. [73, sec. 2.4] ). In this direction, the combination of database repairing and ER is studied in [47] .
ER with matching dependencies
Matching Dependencies (MDs) are declarative rules that generalize entity resolution (ER) in relational DBs [44; 45] . They specify attribute values that have to be made equal under certain conditions of similarity for other attribute values.
Example 2. Consider the relational schema R 1 (X,Y ), R 2 (X,Y ), where X,Y are attributes (or lists of them). The following symbolic expression is a matching dependency:
It says that "When in two tuples the values for attribute(s)X in R 1 , R 2 are similar, the values in them for attribute(s) A must be matched/merged, i.e. made equal". 2
In an MD like this R 1 and R 2 can be the same predicate if we are partially merging tuples of a same relation. The similarity relation, ≈, is application-dependent, associated to a particular attribute domain. It is assumed to be reflexive and symmetric. 5 Example 3. Now consider the MD φ telling us that "similar name and phone number → identical address". we apply it to the initial instance D 0 as follows: We can see that, in contrast to classical and conditional dependencies, that have a "static semantics", an MD has a dynamic semantics, that requires a pair of databases:
That is, when the left-hand side (LHS) of φ is satisfied in D 0 , the RHS (the matching) is made true in a second instance D 1 .
In this example we are using a very particular matching function (MF) that implicitly treats attribute values as objects, i.e. sets of pairs ⟨Attribute, Value⟩, e.g. the first value for address in D 0 can be seen as {⟨StreetName, MainSt.⟩, ⟨City, Ottawa⟩, ⟨HouseNumber, ε⟩}. The MF produces the union of the two records as sets, and next, for a same attribute, also the union of local values.
2
An MD does not tell us how to do the matching. In this regard, two alternatives have been explored in the literature. One of them treats the values in common required by the matching on the RHS essentially as an existential quantification. For example, for (5) , that there is a value y for which
. The initial instance can be "chased" with the MDs, producing a duplicate free instance (as prescribed by the set of MDs). Desirable clean instances could be those that minimize 5 Notice that the similarity relation in this section corresponds somehow to the match function M of Section 5.1; and matching functions we will consider here to identify two values, to the merge function µ of Section 5.1.
the number of changes of attribute values. We refer to [55; 54; 53] for details on this approach.
The second approach uses matching functions to provide a value in common for a matching. We briefly describe it in the following (details can be found in [13; 15] ).
Given the MD (5) over a database schema, we say that the pair of instances 
Above, m A is a binary idempotent, commutative and associative function defined on the domain in common of attributes A 1 , A 2 . The MF m A induces a finite semi-lattice with partial order defined by: a ≼ A a ′ :⇔ m A (a, a ′ ) = a ′ . That is, a ′ dominates a when a and a ′ are matched into a ′ . Furthermore, the least-upperbound of two elements in the lattice is obtained by applying function m to them:
We usually assume the greatest-lower-bound of any two lattice elements, glb ≼ {a, a ′ }, also exists.
MFs can be used to define a semantic domination lattice, related to information contents, as in "domain theory" [25] . The higher in the lattice, the more information contents. Figure 9 shows an information lattice at the domain level. This defines a chase procedure by which different chase sequences can be generated:
The final (finitely terminating) results of the chase are the so-called clean instances. They form a class that we denote with Clean(D, Σ ). Since tuples identifiers are used, it is possible to put in correspondence a clean instance with the original instance.
The partial orders ≼ A at the attribute level can be lifted to a partial order on tuples of a same relation:
, for all A, which in its turn gives rise to a partial order of semantic domination at the instance-level (of a same relation):
When constructing the partial order ⊑ we get rid of dominated tuples within a relation. This partial order is useful for comparing sets of query answers as instances of a relation. Actually, we use it to define the set, CleanAns Σ D (Q), of clean answers to a query Q posed to a (possibly dirty) instance D that is subject to a set Σ of MDs. Intuitively, they are the answers that are invariant under the ER process: CleanAns
Notice that this is a latticedependent notion of "certain" answer. For the query Q: π address (σ name="J. Doe" (R)), it holds: CleanAns
It is possible to prove that every chase sequence terminates in polynomially many steps in the size of the original instance. The result is a clean instance (by definition) that semantically dominates the original instance. Furthermore, computing clean answers is a coNP-complete problem (in data complexity) [15] .
Answer-set programs for MD-based ER
A natural research goal is to come up with a general methodology to specify the result of an MD-based ER process. More precisely, the aim is to compactly and declaratively specify the class of clean instances for an instance D subject to ER on the basis of a set Σ of MDs. In principle, a logic-based specification of that kind could be used to reason about/from the class of clean instances, in particular, enabling a process of clean query answering.
A simple but important observation about MD-based ER (or ER in general), is that clean query answering becomes a non-monotonic process, in the sense that we can lose clean answers when the database is updated, and has to undergo a new ER process. As a consequence, the specification mentioned above must appeal to some sort of non-monotonic logical formalism. Actually, it is possible to use (disjunctive) answer set programs (ASPs), in such a way that the class of stable models of the "cleaning program", say Π (D, Σ ), corresponds to the class Clean(D, Σ ) of clean instances. On this basis, the clean answers to a query posed to D can be obtained via cautious reasoning from the program. In the following we illustrate the approach by means an extended example; details can be found in [4] . In order to give an example of cleaning program, consider the set Σ of MDs, matching function M B , similarity relation, and initial instance below.
Enforcing Σ on D results in two chase sequences:
1. For every tuple (id) t D = R(c), the fact R ′ (t,c), i.e. we use explicit tuple IDs. 2. Rules to capture possible matchings when similarities hold for two tuples:
Here, T i stands for a tuple ID. Notice that predicate Match does not do the actual merging; and we need the freedom to match or not to match, to obtain different chase sequences (cf. below). 3. Match does not take place if one of the involved tuples used for another matching, and replaced by newer version:
This is a program constraint filtering out models that make the body true (similarly for NotMatch φ 2 ). 4. Predicate OldVersion is specified as containing different versions of every tuple in relation R ′ which has been replaced by a newer version. This is captured by upward lattice navigation:
Up to this point we have no rules to do the actual merging yet. 5. Rules to insert new tuples by merging, creating new versions:
The rules so far tell us what can be done or not in terms of matching and merging, but not exactly how to combine those possibilities. So, we need additional structure to create valid chase sequences. Since each chase sequence is an ordered sequence of instances within a partial order of instances, these ordered sequences have to be captured by additional conditions, which we do next. 6. Rules specifying a predicate Prec that records the relative order of matchings. It applies to two pairs of tuples, to two matchings of two tuples. For MDs φ j , φ k ∈ {φ 1 , φ 2 }:
This predicate is better read as Prec(
, saying that the matching of the first two tuples precedes the matching of the last two. For two matchings applicable to two different versions of a tuple, Prec records their relative order, with matching applied to ≼-smaller version first A couple of similar rules are still required (see [4] for more details). With this definition, Prec could still not be an order relation, e.g. it could violate antisymmetry. Consequently, program constraints are used to make it an order, and each stable model will have a particular version of that order. That is, different orders correspond to different models, and to different chase sequences. More precisely, additional rules and program constraints are needed to make Prec reflexive, antisymmetric and transitive (not given here). They are used to eliminate instances (models) that result from illegal applications of MDs.
In essence, what we have done here is to define a predicate Prec in terms of the matching of tuples. By imposing restrictions on this predicate, we implicitly impose conditions on the matchings, that, in their turn, are the basis for the actual merging, i.e. applications of the matching functions. 7. Finally, rules are introduced to collect the latest version of each tuple, to form the clean instance, with new predicates (nicknames):
This example illustrates a general and computable methodology to produce cleaning ASPs from an instance D and a set Σ of MDs. With it we obtain a single logical specification of all chase sequences. It is possible to prove that there is a one-to-one correspondence between Clean(D, Σ ) and the stable models of Π (D, Σ ). More precisely, the clean instances are the restrictions to predicates R c of the stable models.
We can use the same program Π (D, Σ ) to compute clean answers to different queries Q posed to D. The query has to be first expressed in terms of the R c -atoms. For example, the query
which has to be added to the cleaning program. Clean answers can be obtained by set-theoretic cautious reasoning from the combined program, i.e. as the intersection of the sets of answers in all stable models [4] .
As we can see, the cleaning programs provide a general methodology for clean query answering. However, a natural question is whether these programs are too expressive for this task. In this regard, it is possible to verify that the syntactic structure of the cleaning programs makes them head-cycle free. As a consequence, they can be transformed into equivalent non-disjunctive programs, for which cautious query answering is coNP-complete in data [38] . This matches the intrinsic complexity of query answering (cf. Section 5.2).
As a final remark, we make notice that the clean answers were not defined via a set-theoretic intersection (as usual in ASP), but via the lattice-theoretic glb (cf. Section 5.2). The clean answers can still be computed via ASPs by introducing some additional rules into the query program that capture the glb in set-theoretic terms [4] .
MDs and Swoosh
The Swoosh's ER methodology is generic, but not declarative, in the sense that the semantics of the system is not captured in terms of a logical specification of the instances resulting from the cleaning process. On the other side, MD-based ER is initially based on a set of matching dependencies, and the semantics is modeltheoretic, as captured by the clean instances. However, the latter have a procedural component. A really declarative specification of MD-based ER is eventually given through the cleaning programs introduced in the previous section.
In [7] , algorithms are introduced for different cases of Swoosh. One of them, instead of working at the full record level (cf. Section 5.1), considers doing the matching on the basis of values for features, which, consider certain combinations of attributes [7, sec. 4] . This is in some sense close to the spirit of MDs.
In [13; 15] , Swoosh's union-case is reconstructed via MDs. This indicates that it is possible to apply the general methodology for writing cleaning programs presented in Section 3.1 for that case of Swoosh. Here we show instead a direct methodology for producing this kind of cleaning programs. In this way, we obtain a declarative and executable version of the Swoosh's union-case.
Actually, for each instance of this case of Swoosh, it is possible to construct a non-disjunctive stratified ASP, Π UC (D), that uses function and set terms [29] , for set union and set membership. Such a program has a single stable model that corresponds to the unique resolved instance guaranteed by Swoosh, and it can be computed in polynomial time in data. Here we only give an example. (a 1 , a 2 ), a 1 , a 2 Tuple domination is captured via subset relation: Finally, the elements of the ER are collected:
, not Dominated R (S 1 , S 2 ).
2

Rules and ontologies for duplicate detection
In the previous sections we have mostly concentrated on the merge part of ER. However, identifying similarities and duplicates is also an important and common problem [66] . There are some declarative approaches to duplicate detection. They could be naturally combined with declarative approaches to merging.
A declarative framework for collective entity matching of large data sets using domain-specific soft and hard constraints is proposed in [1] . The constraints specify the matchings. They use a novel Datalog-style language, Dedupalog, to write the constraints as rules. The matching process tries to satisfy all the hard constraints, but minimizing the number of violations to the soft constraints. Dedupalog is used for identifying groups of tuples that could be merged. They do not do the merging or base their work on MDs.
Another declarative approach to ER is presented in [69] . The emphasis is placed mainly on the detection of duplicates rather than on the actual merging. An ontology expressed in a logical language based on RDF-S, OWL-DL and SWRL is used for this task. Reconciliation rules are captured by SWRL, a rule language for the semantic web. Also negative rules that prevent reconciliation of certain values can be expressed, much in the spirit of Swoosh with negative rules [73] .
Final Remarks
In the previous sections we have presented some recent developments in the area of declarative and generic data cleaning. The proposed solutions are general enough to be applied in different cases. Furthermore, the semantics of those approaches are formal and precise, and also executable on the basis of their logical and symbolic formulations.
In Section 5 we have restricted ourselves to some recent generic and declarative approaches to entity resolution, which is vast subject, with a solid body of research. For more details and a broader perspective of entity resolution we refer the reader to [70] .
We have left out of this discussion several problems and approaches in data cleaning that can also be approached from a declarative and generic side. One of them is data editing [49] , which is particularly crucial in census data, and can also treated with logic-based methods [51; 20] . Master data [8] are used as a reference for different data cleaning tasks, e.g. entity resolution and data editing. The use of master data in combination with data editing and database repairing has been recently investigated in [48] .
We are just starting to see the inception of generic and declarative approaches to data quality assessment and data cleaning. An interesting direction to watch is the one of ontology-based data management [63] , which should naturally lead to ontology-based data quality. Ontologies provide both the semantics and the contexts upon which the activities of data quality assessment and data cleaning naturally rely [14; 64] .
