Abstract-In this paper we propose a method for constructing the asymptotics for a set of linear inde pendent solutions of systems of differential equations with oscillatory decreasing coefficients. We illus trate this method by constructing the asymptotics for solutions of a system of two oscillators with slowly decreasing coupling and friction in one of the oscillators.
STATEMENT OF THE PROBLEM
In this work, we continue the study of the asymptotic behavior of solutions of linear systems of differ ential equations with oscillatory decreasing coefficients, started in [1] . In the mentioned work, we pro posed the method of constructing the asymptotics as t → ∞ for solutions of the system of differential equa tions having the form (1) where A 0 , R(t) are the square (m × m) matrices, and v 1 (t), …, v n (t) are the scalar functions. Here the following are true : 1 0 . A 0 is a constant matrix with real eigenvalues. 2 0 . v 1 (t) → 0, v 2 (t) → 0, …, v n (t) → 0 as t → ∞. . R(t) ∈ L 1 [t 0 , ∞). Here and further, the writing R(t) ∈ L 1 [t 0 , ∞), where R(t) is the matrix, means that f(t) = R(t) ∈ L 1 [t 0 , ∞) and || ⋅ || is some matrix norm.
The essence of the method is as follows. At first, using special substitutes of variables, system (1) is transformed to a system that does not contain oscillatory coefficients in the leading part. Indeed, the fol lowing theorem takes place. Theorem 1. Let conditions 1 0 -6 0 be fulfilled. Then, system (1) for sufficiently large t by the substitution (2) where I is the identity matrix, and the elements of the matrices are trigonometric polynomials with a zero mean value, is reduced to the form
with the constant matrices and the matrix R 1 (t) ∈ L 1 [t 0 , ∞).
This stage is called the averaging. The matrices A i (i = 1, …, n), in particular, are determined as
A i = M[A i (t)], M[F(t)] =
At the next stage, the averaged system (3), if it is possible, is reduced to the L diagonal form:
where Λ(t) = diag(λ 1 (t),…, λ m (t)) is the diagonal matrix, and R 2 (t) ∈ L 1 [t 0 , ∞). To construct the asymptotics of the fundamental matrix of system (4) as t → ∞, the known N. Levinson theorem can be used (see [2, 3] ). Indeed, suppose that for each pair of indices (j, k) either the inequality (5) or the inequality (6) is valid, where K 1 and K 2 are some constants. The following theorem holds.
Theorem 2. (Levinson).
If conditions (5)- (6) are fulfilled, the fundamental matrix of L diagonal system (4) has the following asymptotic representation as t → ∞:
The reality condition of the spectrum of matrix A 0 is not restrictive to using the above method. Let us assume that the matrix A 0 has the Jordan normal form. Let us replace the variables in system (1): (8) where ᑬ is the diagonal matrix composed of imaginary parts of eigenvalues of the matrix A 0 . This substi tute with t bounded coefficients transforms matrix A 0 to matrix A 0 -iᑬ, the eigenvalues of which are real. As a result of substitution (8) , the structure of system (1) remains qualitatively unchanged.
In practical applications, it is sometimes required to determine the asymptotics of not all but only some solutions of system (1), e.g., those which determine the stability of system. Let us assume that, in system (1), matrix A 0 has exactly s purely imaginary eigenvalues, and the remaining m -s eigenvalues have neg ative real parts. In this situation, it is natural to expect that, for m -s linearly independent solutions of system (1) as t ≥ t 0 , the following estimates are true: (9) The exact asymptotics of these solutions is usually of no significant interest. Thus, we need to construct the asymptotics of s linearly independent solutions, whose behavior does not obey estimates (9) as t → ∞. We call these solutions critical.
In this work, we state the algorithm for constructing the linear system of differential equations from which the asymptotics of s critical fundamental solutions x 1 (t),…, x s (t) of system (1) can be determined.
As an example of using the above stated method, in the conclusive part of the work, we will construct the asymptotics of solutions as t → ∞ of the following system of two coupled oscillators: 2. CONSTRUCTION OF THE "CRITICAL" SYSTEM Using a suitable substitute in the form (10) we go from system (1) to two systems: (11) where
Here, all the eigenvalues of the (s × s) matrix B 1 are purely imaginary, and the eigenvalues of the ((m -s) × (m -s)) matrix B 2 have negative real parts. The suitable size matrices B ij (t) have the following form as specified by the initial system (1):
The elements of the matrices (t) are trigonometric polynomials. At last, the matrices R ij (t) belong to the class L 1 [t 0 , ∞).
To study system (11), we will use the results stated in [4] . Let us introduce some designations. We will state that the function f(t) belongs to the class Ꮽ if
We consider the system of differential equations in the following form:
Let the following hold:
The linear system
has an exponential dichotomy on the positive half line t ≥ 0; i.e., the following inequalities are fulfilled:
Here, U(t) is the Cauchy matrix of system (14) (U(0) = I) and P 1 + P 2 = I, = P j , j = 1, 2. In addition, let rank P 1 = k.
The following result takes place (see [4] 
where C μ is some positive constant, and μ ∈ (0, α). It follows from theorem 3 that, if system (13) has a zero solution, for sufficient large t 0 , all the solutions from some neighborhood of zero with initial conditions on the manifold S(t 0 ) tend to zero exponentially. If, in addition, system (13) is linear in the y direction, the manifold S(t 0 ) is the k dimensional linear sub space of the space ‫ރ‬ m . Returning to our system (11), we easily determine the following result. System (11) has (m -s) linearly independent solutions for which estimates (9) are true. In fact, to make use of theorem 3 with reference to system (11), we perform in this system the following substitution:
such that the matrix has s eigenvalues with positive real parts and (m -s)eigenvalues with negative real parts.
The fact that system (11) has (m -s) fundamental solutions, for which estimates (9) are true, can also be easily determined if we make use of the results stated in [5] (see also [6] In what follows, we will need one property of solutions with initial conditions on the manifold S(t 0 ). Theorem 4. Let conditions 1-3 of theorem 3 be met and conditions 4 and 5 be replaced by the following requirements:
Then, all the statements of theorem 3 are true and, additionally, all the solutions with initial conditions on the manifold S(t 0 ) belong to the class L 1 [t 0 , ∞).
Before the validity of this theorem is established, let us state one known result (see [6, 7] ).
Proof of Theorem 4. The considered solutions with initial conditions on manifold S(t 0 ) are the solutions of the integral equation (16) where
Let us show that, for any sufficiently small (17) and for sufficiently large t 0 , this integral equation has the only solution that is bounded for t ≥ t 0 . This solu tion tends to zero as t → ∞ and belongs to the class L 1 [t 0 , ∞). The initial conditions of all these solutions at different y 0 determine the corresponding manifold S(t 0 ). Let us designate the second member of equa tion (16) It is easy to determine that the space C 0 [t 0 , ∞) ∩ L 1 [t 0 , ∞) with the norm (19) introduced in it is Banach space. Let us show that the operator T(y 0 ) maps this space into itself. We have (20) Note that, due to lemma 2, the latter three summands in the right part of this chain of inequalities belong to the class L 1 [t 0 , ∞). Hence, (Ty)(t) ∈ L 1 [t 0 , ∞) and, in addition, based on the same lemma, (Ty)(t) → 0 at t → ∞. Thus, (Ty)(t)
Let us show that the operator T is contracting in some ball
It follows from (16) that
Since ω(r) → 0 as r → 0 and γ(t) → 0 as t → ∞, then, selecting r sufficiently small and t 0 sufficiently large, we can achieve the fulfillment of the inequality since ≤ r 0 and ≤ r 0 . It remains to show that the operator T maps the ball ≤ r 0 into itself. Note that but therefore, it can be made as small as possible if |y 0 | ≤ ρ 0 and t 0 is sufficiently large. In particular, it is possible to consider that Then, and, therefore, the operator T maps the ball ≤ r 0 into itself if only |y 0 | ≤ ρ 0 and the initial time moment t 0 is sufficiently large. Thus, we determined that, for any |y 0 | ≤ ρ 0 , integral equation (16) and, hence, system (13) have a unique bounded (at t ≥ t 0 ) solution. This solution belongs to the space C 0 [t 0 , ∞) ∩ L 1 [t 0 , ∞) and meets equality (17). As was noted, the initial conditions of all these solutions form the manifold S(t 0 ).
Let us formulate another version of theorem 4, which is of interest for the practical use of the corre sponding results.
Theorem 5. Let conditions 1-3 of theorem 3 be fulfilled, and conditions 4 and 5 are replaced by the fol lowing requirements: (4) ||R(t, 0)|| ≤ ϕ(t), where the function ϕ(t) decreases monotonically for t ≥ t 0 and tends to zero as t → ∞. Moreover, we assume that there exists β ∈ (0, α) such that
Tx Ty -
Then, all the statements of theorem 3 are true and, additionally, there is such L > 0 that all the solutions with initial conditions on the manifold S(t 0 ) for sufficiently large t 0 permit the following estimate:
Proof. The proof of this theorem repeats the basic stages of the proof of theorem 4. The domain of the operator T(y 0 ), specified by the right part of (16), is the manifold (23) The set ᐃ with the norm (18) is the Banach space. Later we will select the constant L > 0 and the value t 0 in the definition of this set. Let us show that the operator T(y 0 )maps the space ᐃ into itself when these values are suitably selected. It follows from inequalities (20) that (24) since Further, taking into account (21) and the monotone decreasing to zero of the function ϕ(t), we have At last, again using (21), we conclude that Taking into account the obtained inequalities in (24), we come to the conclusion that Let us now select L and t 0 so large and the value r so small that The possibility of this selection is evident. To complete the proof of the theorem, it remains only to estab lish the contraction of the operator T(y 0 ) in some ball ≤ r 0 of space ᐃ. For this purpose, it is sufficient to repeat the corresponding steps from theorem 4 taking into account the norm introduced on the space ᐃ.
Note. Let in the conditions of theorem
where β > α. Then, it is simple to show that all the solutions with the initial conditions on the manifold S(t 0 ) for sufficiently large t 0 admit the following estimate:
Let us come back to the main problem of this paragraph, namely, the construction of the system of dif ferential equations describing the behavior of critical solutions of system (1). Our method in many respects repeats the main stages of the algorithms of the construction of the central manifold for the non
where H(t) is some ((m -s) × s) matrix to be determined. Let us substitute representation (26) into the second equation of system (11) The matrix differential equation (27) can be represented as system (13) for finding elements h ij (t) of matrix H(t). Due to formula (29) and the conditions for the spectrum of matrices B 1 and B 2 , the corre sponding linear system (14) will possess an exponential dichotomy with the projection operator P 1 = I. Hence, based on theorem 3, all the solutions of matrix equation (27) from some neighborhood of zero for sufficiently large t 0 tend to zero as t → ∞. Due to (12), we will find these solutions:
The elements of matrices are trigonometric polynomials, and Y(t) = o(1) is some matrix from class L 1 [t 0 , ∞). By substituting representation (30) into equation (27) and matching the coefficients of (l ≤ k), we obtain the following inhomogeneous differential equations for the determination of matrices (t):
Here, (t) is some known matrix, the elements of which are trigonometric polynomials:
We will find the solution of equation (31) as (32) Substituting (32) and (31) and collecting coefficients of like exponentials, we obtain the following equa tions for finding the matrices :
Since spectra of matrices B 2 and B 1 + ᒆλ j I do not intersect, these equations are uniquely solvable for any right hand member (see, e.g., [9] ). At last, we obtain the nonlinear matrix equation for finding matrix Y(t):
Here, matrices Φ j (t) (j = 1, 2) are the matrices of the form (12), and the matrices Ψ j (t) (j = 1, 2, 3) belong to class L 1 [t 0 , ∞). This equation can be written as system (13) for finding elements y ij (t) of matrix Y(t). Due to lemma 1, the linear part of this equation (35) i.e., the system of the form (14), possesses exponential dichotomy with the projection operator P 1 = I.
Let us further assume that, in initial system (1), the matrix R(t) from the class L 1 [t 0 , ∞) is bounded for t ≥ t 0 , i.e.;
We can write equation (34) in the form of system (13) as follows. The linear part of this system (i.e., system (14)) is determined by equation (35) (27) with initial condition H(t 0 ) = 0, where t 0 ӷ 1. As we have just determined, this solution can be represented as (30). Let us take into account (26) in the first equation of system (11) . As a result, we obtain the following s dimensional system of differential equations of the form (1) (37) Here, the matrix (t) is the matrix of the form (12), and the matrix (t) belongs to class L 1 [t 0 , ∞). Without the loss of generality, one can consider that the matrix B 1 is the Jordan matrix in the form D 0 , the only eigenvalue of which is zero. Indeed, we can make transformation in system (37), reducing the matrix B 1 to the Jordan form, and then apply the change of variable (8) .
Using now theorem 1, with the help of the substitution of type (2), system (37) is reduced to the form
with constant matrices and the matrix (t) ∈ L 1 [t 0 , ∞). The system (38) is the sought critical system. The further asymptotic study of the system (38) is related to the need for bringing this system to the L diagonal form (4). If we managed to do it, we can construct the asymptotics of the fundamental matrix of system (37) and, hence, obtain the asymptotics for s components of the critical fundamental solutions of system (11) . Taking into account the coupling (26) between components y 1 and y 2 of the vector y in sys tem (11) and returning to the initial system (1), we can thus obtain asymptotic formulas for critical fun damental solutions.
KOLESOV-MAIOROV METHOD
One of the drawbacks of the method of constructing the critical system, which was described in the pre vious section, is the need for performing transformation (10) bringing the matrix A 0 to the block diagonal form. The method proposed by Yu. S. Kolesov and V. V. Maiorov in [10] is devoid of this drawback with reference to the problem of studying the stability of solutions of linear systems with almost periodic coef ficients close to constants.
Let us construct the asymptotics of s critical solutions of system (1) as follows. We assume that (39) where the elements of the (m × s) matrices S 0 (t) and (t) are some trigonometric polynomials. Let the (s × s) matrix Z(t) be the fundamental matrix of system (38), in which the matrix (t) ≡ 0, and the constant
are subjected to determination. Further, we assume that the s critical solutions of system (1) are located in columns of the (m × s) matrix:
Let us now substitute representation (40) into initial system (1) and apply the matrix Z -1 (t) on the right to both parts of the obtained equality. Let us collect coefficients of equal products (l ≤ k) while disregarding terms that belong to class L 1 [t 0 , ∞). By matching the free terms, we obtain the following equation for the determination of the matrix S 0 (t) and the constant matrix D 0 :
(41)
Let s linearly independent solutions of the system corresponding to purely imaginary eigenvalues of matrix A 0 be located in columns of the (m × s) matrix X 0 (t). It is evident that the matrix X 0 (t) can be represented as
where some trigonometric polynomials are the entries of the matrix S 0 (t), and the (s × s) matrix D 0 is the upper Jordan matrix with the only eigenvalue (equal to zero); in addition, the multiplicity of its elemen tary dividers coincides with those of the elementary dividers of eigenvalues of matrix A 0 located on the imaginary axis. Thus, constructed matrices S 0 (t) and D 0 meet equation (41).
Let zero lines of matrix D 0 have numbers l 1 < l 2 < … < l p . Let us designate via K(D 0 ) a set of (s × s) matri ces, the nonzero elements of which can be situated only in lines with these numbers. Now collecting coef ficients of , we obtain the following equations for determining matrices and (42) Here, is some known (m × s) matrix, the elements of which are trigonometric polynomials. It was shown in [10] that it is possible to determine from equations of the form (42) matrices ∈ K(D 0 ) and matrices , elements of which are trigonometric polynomial.
Let us designate via A(t) the main part of system (1), i.e., the (m × m) matrix:
Further, let us designate via D(t) the main part of system (38), i.e., the (s × s) matrix:
Due to the definition of the matrices and the matrices the following identity occurs:
where Y(t) is some matrix from class L 1 [t 0 , ∞). Further, we designate via P(t) the (m × m) matrix, the first s columns of which are the columns of matrix S(t), and, as the remaining (m -s) columns, we assume arbitrary basis vectors from the rooted subspace of the matrix A 0 corresponding to its eigenvalues with negative real parts. It is evident that, for sufficiently large t, the matrix P(t) is nondegenerate matrix and its inverse matrix is bounded since
In system (1), we fulfill the substitution
By using identity (43), it is not difficult to determine that, as a result of this substitution, the initial system is transformed to the following form:
Here the eigenvalues of the ((m -s) × (m -s)) matrix B 2 have negative real parts, the matrices B 12 (t) and B 22 (t) are the matrices of the form (12), and the matrices R ij (t) (i, j = 1, 2) belong to class L 1 [t 0 , ∞).
We will find solutions of system (45) in the form (26). To find the matrix H(t), we obtain the equation of form (27) in which
Let us assume that, in initial system (1), the matrix R(t) from class L 1 [t 0 , ∞) is bounded for t ≥ t 0 ; i.e., inequality (36) is fulfilled. Then, it follows from theorem 4 that all the solutions H(t) of equation (27) with initial conditions from some neighborhood of zero for t 0 ӷ 1 belong to class L 1 [t 0 , ∞).
Let further H(t) be the solution of equation (27) with the initial condition H(t 0 ) = 0, where t 0 ӷ 1. Let us take into account the ratio (26) in the first equation of system (45). As a result, we will obtain an s dimensional system of differential equations in form (38) with constant matrices and the matrix (t) ∈ L 1 [t 0 , ∞), which is the sought critical system. where C 1 , C 2 , γ 1 , and γ 2 are arbitrary real constants. If at least one of the inequalities in (48) is turned into an equality, system (46) can have unbounded solutions. In this case, it is said that the parametric resonance occurs in system (46).
EXAMPLE
We study the dynamics of solutions of system (46) under the condition that the coefficient d > 0. We go from system (46) to a system of four first order equations:
In system (49), at first we fulfill the substitution (51) and then the substitution (52) where ‫ޏ‬ is the zero (2 × 2) matrix. As a result, preliminarily having expanded the function sinωt in terms of the Euler formula, we come to the following system:
where and the matrix B 2 is determined in (50). We will find critical solutions to system (53) as follows:
Here, the (2 × 2) matrix H(t) is the solution of the matrix equation (55) and H(t) = o(1) at t → ∞. In particular, the solution of equation (55) with the initial condition H(t 0 ) = ‫,ޏ‬ where t 0 ӷ 1, possesses this property. We will find the solution of equation (55) in the form of expansion (30), in which n = 2 and
To find the matrix H 1 (t), elements of which are trigonometric polynomials, we obtain the equation
Hence, H 1 (t) ≡ ‫.ޏ‬ Using the induction, it is easy to show that all matrices of the form H 1…1 (t) are also zero.
To find the matrix H 2 (t), we obtain the equation
The simple calculations show that where and (56) and the values and are complex conjugate to γ 1 and γ 2 , respectively. It is easy to show that all matrices of the form H 22 (t), H 222 (t),…, H 2…2 (t) are zero. It follows from (55) that the matrix H 12 (t) is also zero.
Using theorem 5, we conclude that the solutions of equation (55), tending to zero as t → ∞, have the following asymptotic representation:
To find critical solutions of system (53), we obtain the following system: (58)
Here
To study system (58), we will make use of theorem 1. Let us apply in system (58) the averaging change of variable in the form
As a result of this transformation, we obtain the averaged system in the form (3)
where
At first, let us assume that inequality (47) takes place. In this case, system (58) has the L diagonal form, and, for its fundamental matrix W 1 (t) as t → ∞, the following asymptotic representation is true:
Returning now to the initial system (46) and taking into account equalities (54) and (57), we obtain the asymptotic representation for its solutions as t → ∞:
where C 1 and γ are arbitrary real constants, and 
are different provided that Imλ 1 ≠ 0. It is known that, in this situation, system (59) can be reduced to the L diagonal form (4) (see, e.g., [2, 3] ), where
The fundamental matrix W 1 (t) of system (58) has the following asymptotic form as t → ∞:
For solutions of system (46), we obtain the following asymptotic formulas as t → ∞:
where C 1 is an arbitrary real constant,
and the values ϕ and ψ are determined by formulas (60). Simple but sufficiently tiresome calculations lead to the following formula:
It follows from the asymptotic representations (65) that x 1 (t) grows in absolute value if Reλ 1 > 0 and decreases if Reλ 1 < 0. The solution x 2 (t) grows in absolute value if Reλ 1 > 0 and α + β < 1 and in the case when Reλ 1 > β and α + β = 1. At last, x 2 (t) decreases in absolute value if Reλ 1 < 0 and in the case when Reλ 1 < β and α + β = 1.
If Reλ 1 = 0, the asymptotic formulas (65) are true only if 1/2 < α + β ≤ 1.
This fact follows directly from the form of system (58).
(b) ω = ω 1 .
In this situation, where, due to (56),
The formulas for eigenvalues λ 1 and λ 2 will be different depending on the sign of the value
Indeed,
The eigenvalues λ 1 and λ 2 are different provided that η ≠ 0. In this situation, system (59) can be reduced to the L diagonal form (4), where
Here, eigenvectors of the matrix A 1 are the columns of the matrix P, and the function ν(t) is determined by formula (66). We will not write out asymptotic formulas for solutions of system (46). If it is necessary, the reader can easily construct them. Let us only describe the qualitative behavior of the solutions of this system. It follows from formulas (69) and (71) that x 1 (t) grows in absolute value if ab < 0 and in the case when ab > 0, η < -4
The solution x 1 (t) decreases if ab > 0 and η > 0 and in the case when ab > 0 and ⎯4 < η < 0. Taking into account formulas (54) and (57), we can conclude about the behavior of the solution x 2 (t). When α + β = 1, the value x 2 (t) grows in the case when ab < 0 and Reλ 2 > β and in the case when ab > 0, η < 0, and Reλ 1 > β. The solution x 2 (t) decreases provided that α + β < 1 and the solution x 1 (t) decreases. If α + β = 1, x 2 (t) decreases in the case when the solution x 1 (t) decreases and in the case when ab < 0 and Reλ 2 < β. In addition, the solution x 2 (t) decreases if α + β = 1, ab > 0, η < 0, and Reλ 1 < β.
Analyzing the behavior pattern of the solutions x 1 (t) and x 2 (t) of system (46) in all the considered cases, we can conclude as follows. If α + β < 1, the behavior pattern of the solutions x 1 (t) and x 2 (t) is identical 
(either they both grow in absolute value or decrease). When α + β = 1, the qualitative behavior of the solu tions x 1 (t) and x 2 (t) can differ.
