Abstract: Both the internet and the intranets contain more resources and they are called as text documents. Research and Development (R&D) scheme selection is a type of decision-making normally present in government support agencies, universities, research institutes and technology intensive companies. Text Mining has come out as an authoritative technique for extracting the unknown information from large text document. Ontology is defined as a knowledge storehouse in which concepts and conditions are defined in addition to relationships between these concepts. Ontology's build the task of searching alike pattern of text that to be more effectual, efficient and interactive. The present method for combine proposals for selection of research project is proposed by ontology based text mining technique to the data mining approach of cluster research proposals support on their likeness in research area. This proposed method is efficient and effective for clustering research proposals. Though the research proposal regarding particular research area is cannot always be accurate. This study proposed an ontology based text mining to group research proposals, external reviewers based on their research area. The proposed method like Efficient Expectation-Maximization algorithm (EEM) is used to cluster the research proposal and gives better results in more efficient way.
INTRODUCTION
At present document clustering is a most active area of research and the development. In that one of the challenging issues is to discover the set of meaningful groups of documents. Where those within each group are more closely related to one another than documents assigned to different groups. The resultant document clusters can provide a structure for organizing large bodies of text for efficient browsing.
Research and development (R&D) project selection is an organizational decision-making task commonly found in organizations like government funding agencies, universities, research institutes and technology-intensive companies. It is a complicated and challenging task to organizations with the following reasons:
• It is very difficult to predict the future success and impacts of the candidate projects.
• It is a multi-stage multi-person decision making process involving a group of decision makers (e.g., external reviewers and panel experts).
Thus, it can be very hard to manage the decision making process, especially when the decision makers have heterogeneous decision-making strategies (Ghasemzadeh and Archer, 2000; Henriksen and Traynor, 1999; Schmidt and Freeland, 1992) . Ontology has become prominent in the research work from recent years, in the field of computer science.
Ontology is a knowledge Repository which defines the terms and concepts and also represents the relationship between the various concepts. It is a tree like structure which defines the concepts (Tar and Nyunt, 2011) .
In the field of ontology, ontological framework is normally formed using manual or semi-automated methods requiring the expertise of developers and specialists. This is highly incompatible with the developments of World Wide Web as well as the new E-technology because it restricts the process of knowledge sharing. Search engines will use Ontology to find pages with words that are syntactically different but semantically similar (Decker et al., 2000; Ding and Foo, 2002; Hotho et al., 2001) .
Traditionally, ontology has been defined as the philosophical study of what exists: the study of kinds of entities in reality and the relationships that these entities bear to one another (Berners-Lee, 1999) . In Computer Science Ontology is an engineering artifact describing what exists in a particular domain. Ontology belongs to a specific domain of knowledge. The scope of the ontology concentrates on definitions of a certain domain, although sometimes the domain can be very broad. The domain can be an industry domain, an enterprise, a research field, or any other restricted set of knowledge, whether abstract, concrete or even imagined. Ontology is usually constructed with a certain task in mind.
Text mining is the discovery of interesting knowledge in text documents. It is a challenging issue to find accurate knowledge (or features) in text documents to help users to find what they want. In the beginning, Information Retrieval (IR) provided many term-based methods to solve this challenge, such as Rocchio and probabilistic models (Baeza-Yates and Ribeiro-Neto, 1999) , rough set models (Li et al., 2000) , BM25 and Support Vector Machine (SVM) (Robertson and Soboroff, 2002 ) based filtering models. The advantages of term based methods include efficient computational performance as well as mature theories for term weighting, which have emerged over the last couple of decades from the IR and machine learning communities. However, term based methods suffer from the problems of polysemy and synonymy, where polysemy means a word has multiple meanings and synonymy is multiple words having the same meaning. The semantic meaning of many discovered terms is uncertain for answering what users want.
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Research and Development (R&D) project selection is a decision-making task commonly found in government funding agencies, universities, research institutes and technology intensive companies. Text Mining has emerged as a definitive technique for extracting the unknown information from large text document. Ontology is a knowledge repository in which concepts and terms are defined as well as relationships between these concepts. Ontology's make the task of searching similar pattern of text that to be more effective, efficient and interactive. The current method for grouping proposals for research project selection is proposed using ontology based text mining approach to cluster research proposals based on their similarities in research area. This method is efficient and effective for clustering research proposals. However proposal assignment regarding research areas to experts cannot be often accurate (Arunachala et al., 2013) .
Text or document clustering, a subfield of text data mining, is the process of automatically organizing text documents into meaningful groups in such a manner where all the documents in the same cluster have high similarity and have dissimilarity between clusters (Shawkat Ali, 2008) . Text clustering techniques have wide usage in search engines (to present organized and understandable results to the user), digital libraries (clustering documents in a collection), automated (or semi-automated) creation of document taxonomies and in general, all information retrieval systems involving text. Perhaps the most popular application of document clustering is the Google News2 service, which uses document clustering techniques to group news articles from multiple news sources to provide a combined overview of news around the Web.
In the field of ontology, ontological framework is normally formed using manual or semi-automated methods requiring the expertise of developers and specialists. This is highly incompatible with the developments of World Wide Web as well as the new E-technology because it restricts the process of knowledge sharing. Search engines will use ontology to find pages with words that are syntactically different but semantically similar (Decker et al., 2000; Ding and Foo, 2002; Hotho et al., 2001) . Traditionally, ontology has been defined as the philosophical study of what exists: the study of kinds of entities in reality and the relationships that these entities bear to one another (Steinbach et al., 2000) . In Computer Science, ontology is an engineering artifact describing what exists in a particular domain. Ontology belongs to a specific domain of knowledge. The scope of the ontology concentrates on definitions of a certain domain, although sometimes the domain can be very broad. The domain can be an industry domain, an enterprise, a research field, or any other restricted set of knowledge, whether abstract, concrete or even imagined. Ontology is usually constructed with a certain task in mind. In recent years use of term ontology has become prominent in the area of computer science research and the application of computer science methods in management of scientific and other kinds of information. In this sense the term ontology has the meaning of a standardized terminological framework in terms of which the information is organized.
For many firms, especially those that depend on innovation to stay in business, the key to continued competitiveness lies in their ability to develop and implement new products and processes. For these organizations, Research and Development (R&D) is an integral function within the strategic management framework. Even firms with excellent technical skills must work within the limits of available funding and resources. R&D project selection and funding decisions, then, are critical if the organization is to stay in business. While there are many mathematical decision-making approaches proposed for this decision, literature suggests that few are actually being used. Major criticisms of these techniques include their inability to consider strategic factors and their mathematical complexity (Albala, 1975; Fahrni and Spatig, 1990; Lockett et al., 1986) .
A number of R&D selection models and methods have been proposed in practitioner and academic literature. Reviews of many of these can be found in Baker and Freeland (1975) , Martino (1995) and Henriksen and Traynor (1999) . Included in the articles reviewed in their papers are those that utilize criteria and methods such as NPV, scoring models, mathematical programming models and multi attribute approaches. Even with the number of proposed models, the R&D selection problem remains problematic and few models have gained wide acceptance. Liberatore and Titus (1983) conducted an empirical study on the use of quantitative techniques for R&D project management. They found that most R&D organizations use one or more traditional financial methods for determining project returns, often in conjunction with other methods. Mathematical programming techniques such as linear and integer programming are not commonly used in industry, primarily because of the diversity of project types, resources and criteria used. They also found that many managers do not believe that the available methods for project selection improve the quality of their decisions.
First, researchers and practitioners working in the areas of information retrieval and text mining seek to find categories of textual resources by various fully automatic methods. The approaches either:
• Predefine a metric on a document space in order to cluster 'nearby' documents into meaningful groups of documents (called 'unsupervised categorization' or 'text clustering'; (Salton, 1989 ).
• They adapt a metric on a document space to a manually predefined sample of documents assigned to a list of target categories such that new documents may be assigned to labels from the target list of categories, too ('supervised categorization' or 'text classification'; (Fabrizio, 2002) .
Second, researchers and practitioners working mainly in the areas of thesauri (Foskett, 1997) and ontologies (Staab and Studer, 2004) predefine conceptual structures and assign metadata to the documents that confirm to these conceptual structures. Many types of text representations have been proposed in the past. A well known one is the bag of words that uses keywords (terms) as elements in the vector of the feature space. In Li and Liu (2003) , the tf * idf weighting scheme is used for text representation in Rocchio classifiers. In addition to TFIDF, the global IDF and entropy weighting scheme is proposed in Dumais (1991) and improves performance by an average of 30%. Various weighting schemes for the bag of words representation approach were given in Aas and Eikvil (1999) , Joachims (1997) and Salton and Buckley (1988) . The problem of the bag of words approach is how to select a limited number of features among an enormous set of words or terms in order to increase the system's efficiency and avoid over fitting (Lewis, 1992) . In order to reduce the number of features, many dimensionality reduction approaches have been conducted by the use of feature selection techniques, such as Information Gain, Mutual Information, Chi-Square, Odds ratio and so on. Details of these selection functions were stated in Lewis (1992) .
Research project selection process:
A number of research projects proposal received are increased in the past years according to the National Natural Science Foundation of China (NSFC). For each and every proposal nearly Four to five reviewers are allocated to review each proposal to determine their accuracy and their reliability. Figure 1 shows the selection processes of research project at the National Natural Science Foundation of China (NSFC), that is, the CFP, proposal submission, proposal grouping, proposal assignment to experts, peer review; aggregation of review results, panel evaluation and final awarding decision is explained in Tian et al. (2002) .
This project selection process is identical to the other funding agencies. Apart from that there are a very large number of proposals that are necessitating to be grouped for peer review in the NSFC.
METHODOLOGY
In this section that the research proposal are preprocessed (Fig. 2) . Once the classification of research proposals in discipline areas, the proposals in each discipline are clustered using the text-mining technique (Choi and Park, 2006; Girotra et al., 2007) . The main clustering process consists of five steps, as shown in Fig. 3 : text document collection, text document preprocessing, text document encoding, vector dimension reduction and text vector clustering.
Text document collection:
The proposal documents in each discipline ( = 1, 2, . . . , ) are collected after the research proposal is classified. 
Vector dimension reduction:
The feature vector dimension is large so that the vector size is reduced automatically by selecting a subset which consists of more number of keywords. Latent Semantic Indexing (LSI) is used to solve the problem (Steinbach et al., 2000) . It not only reduces the dimensions of the feature vectors also generate the semantic relations between the keywords. LSI is a technique for replacement of the original data vectors with shorter vectors in which the semantic information is conserved. Without losing the information in a proposal, a term-by-document matrix is created, where there is one column that corresponds to the term frequency of a document. Also, the matrix is decayed into a set of eigenvectors by means of singularvalue decomposition. Thus, the document vector formed from the term of the enduring eigenvectors has a very small dimension and retains approximately all of the related original features.
Text vector clustering:
This step uses a Efficient EM algorithm to cluster the feature vectors based on similarities of research areas.
Proposed Efficient EM algorithm (EEM):
It is possible to refine the partitioning results by reallocating new cluster membership. The basic idea of the reallocation method (Rasmussen, 1992) is to start from some initial partitioning of the data set and then proceed by moving objects from one cluster to another cluster to obtain an improved partitioning. Thus, any iterative optimization-clustering algorithm can be applied to do such operation. The problem is formulated as a finite mixture model and applies a variant of the EM algorithm for learning the model. Fig. 3 : Proposed Efficient EM algorithm (EEM)
Begin: Initialization: Set (Z i ) j (0) from a partitioning of the data and t ← 0.
Repeat E-step: For each d i , 1 ≤ i ≤ n and c j , 1 ≤ j ≤ k, find its new component index as:
Until∆ log L e (θ) < δ; end The most critical problem is how to estimate the model parameters. The data samples are assumed to be drawn from the multivariate normal density in Rd also assume that features are statistically independent and a component c j generates its members from the spherical Gaussian with the same covariance matrix (Dasgupta and Schulman, 2000) . Figure 4 gives an outline of a simplified version of the EM algorithm. The algorithm tries to maximize log Lc at very step and iterates until convergence. For example, the algorithm terminates when Δ log Lc<δ, where δ is a pre defined threshold.
EXPERIMENTAL RESULTS
The demand for handling text documents in research projects has increased dramatically in recent years, owing to the rapid growth of online information. This in turn has made text clustering as one of the key techniques for handling and organizing text data. To analyze the performance of the proposed clustering algorithm, several experiments were conducted. This section explains the results obtained during performance analysis.
To validate the proposed approach, several experiments are conducted using the previous granted research projects. Research projects from various disciplines are considered for the experimental evaluations. The domains and disciplines taken into consideration are information management, artificial intelligence, image processing, data mining, networking and software engineering. One of the most important issues in clusters analysis is the evaluation of the clustering results. Evaluating clustering results is the analysis of the output to understand how well it reproduces the original structure of the data. However, the evaluation of clustering results is the most difficult task within the whole clustering workflow. To evaluate the performance of the proposed model six performance metrics, as listed below, are used: 
Precision and recall:
The equation used to calculate precision (p) and recall (r) are given in Eq. (1) and (2):
where, n (c, t) : The project number of the intersection between cluster c and topic t n c : The number of projects in cluster c n t : The number of projects in topic t
F-measure:
The F-measure is calculated using Eq. (3). F measurement between cluster c and topic t can be calculated as follows:
The F measurement can be given by:
where, n : The whole number of research projects i : Each predefined research topic It is always desired to obtain a large F-measure, which indicates better clustering performance. In general, a larger F-measure value indicates better clustering result. From the Fig. 4 it is cleared that the Proposed Efficient EM (EEM) algorithm proves their clustering quality compared to other existing approaches.
CONCLUSION
In this study, Ontology based classification and clustering approach is proposed, which will be used by research funding Agencies for grouping the Research Proposals and the research Reviewers. Here the paper presented a structure on ontology based text mining for grouping research proposals and conveying the grouped proposal to reviewers analytically. Research ontology is designed to separate the concept tasks in various regulations areas and to form a concurrent relationship with them. It assist with text-mining and optimization techniques to cluster research proposals based on their resemblance and then to assign them to reviewer according to their research area. The proposals are assigned to reviewer with the help of knowledge based agent. From the experimental result it is clearly observed that the proposed method proves Efficient EM algorithm p obtained better approaches than Existing approach. Future work is needed to replace the work of reviewer by system. Also, there is a need to empirically compare the results of manual classification to textmining classification.
