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ON RESIDUE MAPS FOR AFFINE CURVES
IGOR A. RAPINCHUK
Abstract. We establish several compatibility results between residue maps in e´tale and Galois coho-
mology that arise naturally in the analysis of smooth affine algebraic curves having good reduction over
discretely valued fields. These results are needed, and in fact have already been used, for the study of
finiteness properties of the unramified cohomology of function fields of affine curves over number fields.
1. Introduction
The purpose of this note to establish several compatibilities between certain residue maps in e´tale
and Galois cohomology that arise naturally in the analysis of affine curves with good reduction.
Our main result (Theorem 1.1) plays a key role in [4] in the proof of a finiteness statement for the
unramified cohomology of function fields of affine curves over number fields, with applications to
finiteness properties of the genus of spinor groups of quadratic forms, as well as some other groups,
over such fields. We formulate our result below in a rather general setting to make it suitable for other
applications.
We begin with a description of our set-up. Suppose k is a field equipped with a discrete valuation
v, with valuation ring Ov and residue field k
(v). Fix an integer n ≥ 2 that is invertible in Ov . Let
C be a smooth geometrically integral affine curve over k, and assume that C has smooth reduction
at v, i.e. there exists a smooth scheme C over Ov with generic fiber C such that the special fiber
C(v) is a smooth geometrically integral (affine) curve over k(v). Then the localization sequence in e´tale
cohomology for the pair (C, C(v)), together with absolute purity, gives a map
ρℓv : H
ℓ(C,µ⊗bn )→ H
ℓ−1(C(v), µ⊗(b−1)n )
for all ℓ ≥ 1 and all b ∈ Z (see §3 for the details of the construction and the end of this section for
an explanation of our notations). Let us fix separable closures k and k(v) of k and k(v), respectively.
Since the curves C and C(v) are affine, we have
Hq(C ⊗k k, µ
⊗b
n ) = 0 and H
q(C(v) ⊗k(v) k
(v), µ⊗bn ) = 0
for q ≥ 2 (see, e.g., [13, Lemma 65.3]). Consequently, the Hochschild-Serre spectral sequences
(1) Ep,q2 = H
p(k,Hq(C ⊗k k, µ
⊗b
n )) ⇒ H
p+q(C,µ⊗bn )
and
(2) Ep,q2 = H
p(k(v),Hq(C(v) ⊗k(v) k
(v), µ⊗bn )) ⇒ H
p+q(C(v), µ⊗bn )
yield maps
Hℓ(C,µ⊗bn )
ωb,ℓ
k−→ Hℓ−1(k,H1(C⊗kk, µ
⊗b
n )) and H
ℓ(C(v), µ⊗bn )
ωb,ℓ
k(v)−→ Hℓ−1(k(v),H1(C(v)⊗k(v)k
(v), µ⊗bn ))
for every ℓ ≥ 1.
Next, let us now suppose that there is an isomorphism
(3) ϕ : H1(C(v) ⊗k(v) k
(v), µ⊗bn )
∼
−→ H1(C ⊗k k, µ
⊗b
n )
which is compatible with the actions of Gk(v) = Gal(k
(v)/k(v)) and Gk = Gal(k/k) in the following
sense. Let Iv ⊂ Dv ⊂ Gk be the decomposition and inertia groups at v, respectively, and consider the
natural isomorphism Dv/Iv ≃ Gk(v) . Then we assume that Iv acts trivially on H
1(C ⊗k k, µ
⊗b
n ) and
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ϕ is a morphism of Gk(v)-modules. In particular, this means that H
1(C ⊗k k, µ
⊗b
n ) is unramified at v,
and consequently, there exists a residue map
Hℓ(k,H1(C ⊗k k, µ
⊗b
n ))→ H
ℓ−1(k(v),H1(C(v) ⊗k(v) k
(v), µ⊗bn )(−1))
(see [7, Part 1, Ch. II, §7]). On the other hand, in view of the well-known identification
(4) H1(C(v) ⊗k(v) k
(v), µ⊗bn ) ≃ Hom(π1(C
(v) ⊗k(v) k
(v), η¯), µ⊗bn ), where η¯ = Spec k
(v)(C(v)),
we have an isomorphism H1(C(v) ⊗k(v) k
(v), µ⊗bn )(−1) ≃ H
1(C(v) ⊗k(v) k
(v), µ
⊗(b−1)
n ). Thus, the above
residue map can be rewritten as
(5) Hℓ(k,H1(C ⊗k k, µ
⊗b
n ))
rℓv−→ Hℓ−1(k(v),H1(C(v) ⊗k(v) k
(v), µ⊗(b−1)n )).
Finally, recall that the Bloch-Ogus spectral sequence [3] yields surjective maps
Hℓ(C,µ⊗bn )
εC−→ Hℓur(k(C), µ
⊗b
n ) and H
ℓ(C(v), µ⊗bn )
ε
C(v)
−→ Hℓur(k
(v)(C(v)), µ⊗bn ),
that are induced by passage to the generic point and where the targets are the unramified cohomology
groups of the function fields with respect to the geometric places (corresponding to the closed points
of the curves). Having introduced the required notations, we can now state our main result.
Theorem 1.1. Keep the notations introduced above.
(a) If isomorphism (3) holds, then for every ℓ ≥ 2 and all integers b, there is a commutative diagram
(I) Hℓ(C,µ⊗bn )
ωb,ℓ
k
//
ρℓv

Hℓ−1(k,H1(C ⊗k k, µ
⊗b
n ))
∂ℓ−1v

Hℓ−1(C(v), µ
⊗(b−1)
n )
ωb−1,ℓ−1
k(v)
// Hℓ−2(k(v),H1(C(v) ⊗k(v) k
(v), µ
⊗(b−1)
n )),
where ∂ℓ−1v coincides up to sign with r
ℓ−1
v .
(b) For every ℓ ≥ 1 and all integers b, there is a commutative diagram
(II) Hℓ(C,µ⊗bn )
εC
//
ρℓv

Hℓur(k(C), µ
⊗b
n )
δℓv

Hℓ−1(C(v), µ
⊗(b−1)
n )
ε
C(v)
// Hℓ−1ur (k
(v)(C(v)), µ
⊗(b−1)
n ),
where δℓv coincides up to sign with the natural map induced by the residue map in Galois cohomology.
Remark 1.2. We note that the isomorphism (3) holds in the following situation, which was needed
for the considerations in [4]. Let p be any prime 6= char k(v). Given a smooth geometrically integral
affine curve C over k, denote by Cˆ denote the smooth geometrically integral complete curve over k
that contains C as an open subset. Let us assume that there exist models C ⊂ Cˆ of these curves over
Ov such that the associated reductions C
(v) ⊂ Cˆ
(v)
are smooth, geometrically integral, and satisfy
|Cˆ(k¯) \ C(k¯)| = |Cˆ
(v)
(k(v)) \ C(v)(k(v))|.
Then the results of [14, Ch. XIII, §2] imply that the specialization map defines an isomorphism of the
maximal pro-p quotients of the fundamental groups
π1(C ⊗k k¯)
(p) −→ π1(C
(v) ⊗k(v) k
(v))(p)
(with a compatible choice of base points), which yields the isomorphism (3) whenever n is prime to
the residue characteristic char k(v).
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The basic strategy for the proof of part (a) is to interpret the Hochschild-Serre spectral sequence as
a Leray spectral sequence and then exploit certain formal properties of the localization sequence and
the Grothendieck spectral sequence. The argument for part (b) is based on analyzing the relationship
between the Kato complexes for C and C(v).
The paper is organized as follows. In §2, we recall several facts about derived categories and spectral
sequences that are needed for our arguments. Parts (a) and (b) of Theorem 1.1 are then proved in §3
and §4, respectively.
Notations and conventions. Let X be a scheme. For any positive integer n invertible on X, we
denote by µn = µn,X the e´tale sheaf of nth roots of unity on X. We follow the usual notations for the
Tate twists of µn. Namely, for i ≥ 0, we set Z/nZ(i) = µ
⊗i
n (where µ
⊗i
n is the sheaf associated to the
i-fold tensor product of µn), with the convention that µ
⊗0
n = Z/nZ. If i < 0, we let
Z/nZ(i) = Hom(µ⊗(−i)n ,Z/nZ).
All cohomology groups considered in the paper will be e´tale cohomology. In the case that X = Spec F
for a field F , we identify µn with the group of nth roots of unity in a fixed separable closure F of F .
We will also tacitly identify the e´tale cohomology of Spec F with the Galois cohomology of F .
2. Several recollections on derived categories
In this section, we briefly summarize several points concerning derived categories and spectral
sequences that will be needed for the proof of Theorem 1.1(a).
First, recall that if A is an abelian category and X = (Xn, dn)n∈Z is a cochain complex in A, then
the truncations τ≤nX and τ≥nX are defined by the diagrams
τ≤nX

. . . // Xn−1 //

ker(dn) //

0 //

. . .
X . . . // Xn−1 // Xn // Xn+1 // . . .
and
X

. . . // Xn−1 //

Xn //

Xn+1 //

. . .
τ≥nX . . . // 0 // coker(d
n−1) // Xn+1 // . . .
Furthermore, if A is an object of A, we will denote by A• the complex that has A in degree 0, and 0
everywhere else. It then follows from the definitions that for a cochain complex X as above, we have
τ[n](X) := τ≥n(τ≤n(X)) = H
n(X)•[−n].
Next, suppose
A
W
−→ B
V
−→ C
are additive left exact functors between abelian categories with enough injectives. Recall that if W
maps injective objects to V -acyclic ones, then there is a Grothendieck spectral sequence
Ep,q2 = R
pV (RqW (A))⇒ Rp+q(VW )(A)
for every bounded below complex A in A. Furthermore, we have exact triangles
(6) τ≤nRW (A)→ RW (A)→ τ≥(n+1)RW (A)→ τ≤nRW (A)[1]
and
(7) τ≤(n−1)RW (A)→ τ≤nRW (A)→ R
nW (A)[−n]→ τ≤(n−1)RW (A)[1]
in the derived category D+(B) of bounded below complexes in B, and the filtration on Rn(V W )(A)
is given by
F jRn(V W )(A) = Im
(
RnV (τ≤(n−j)RW (A))→ R
nV (RW (A)) = Rn(V W )(A)
)
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(see, e.g., [2, Appendix B]).
In our situation, we consider a first quadrant spectral sequence
Ep,q2 = R
pV (RqW (A))⇒ Hp+q = Rp+q(V W )(A)
that satisfies RqW (A) = 0 for q ≥ 2, so that, in particular, Ep,q2 = 0 for q ≥ 2 and all p. For such a
spectral sequence, it is clear that we have Fn−1Hn = Hn and En−1,1∞ = E
n−1,1
3 = ker(d
n−1,1
2 ) for all
n, which yields an edge map e : Hn → En−1,12 defined as the composition of the maps
Hn = Fn−1Hn ։ Fn−1Hn/FnHn = En−1,1∞ →֒ E
n−1,1
2 .
On the other hand, using (6), it is easy to see that RnV (τ≤1RW (A)) = R
n(VW )(A) for all n. So,
since τ[1](A) := τ≥1(τ≤1(A)) = H
1(A)•[−1], the triangle (7) allows us to conclude that e is obtained
by simply applying RnV to the canonical map
τ≤1RW (A)→ τ≥1(τ≤1RW (A)).
3. Proof of Theorem 1.1(a)
In this section, our goal will be to establish part (a) of Theorem 1.1 dealing with the commutativity
of diagram (I).
Let πC : C → Spec k and πC
(v)
: C(v) → Spec k(v) be the structure morphisms of the curves C and
C(v), respectively. We first note that, as shown in [12, Example 12.8], the spectral sequences (1) and
(2) are simply the Leray spectral sequences
Ep,q2 = H
p(Spec k,RqπC∗ µ
⊗d
n )⇒ H
p+q(C,µ⊗dn )
and
Ep,q2 = H
p(Spec k(v), Rqπ
C(v)
∗ µ
⊗d
n )⇒ H
p+q(C(v), µ⊗dn ),
respectively.
Next, recall that in the localization sequence for the pair (C, C(v)), we have the boundary map
δ1 : H
ℓ(C,µ⊗bn )→ H
ℓ+1
C(v)
(C, µ⊗bn ).
Furthermore, by absolute purity (see, e.g. [11, Ch. VI, §§5 and 6]), there is an isomorphism
(8) Hℓ+1
C(v)
(C, µ⊗bn ) ≃ H
ℓ−1(C(v), µ⊗(b−1)n ),
and the map ρℓv : H
ℓ(C,µ⊗bn ) → H
ℓ−1(C(v), µ
⊗(b−1)
n ) appearing on the left-hand side of diagram (I) is
then defined as the composition of δ1 followed by (8).
To obtain a similar description for the map ∂ℓ−1v in (I), we first recall the following characterization
of locally constant constructible (lcc) sheaves over discrete valuation rings. With k and Ov as above,
let j : Spec k → Spec Ov denote the inclusion of the generic point. Then the functor F 7→ j
∗F is
an equivalence between the category of lcc sheaves on Spec Ov and the category of those lcc sheaves
on Spec k that correspond to finite discrete Gk-modules that are unramified at the closed point of
Spec Ov (see, e.g., [6, Corollary 1.1.7.3]). Note that the Gk-module corresponding to j
∗F is simply the
stalk Fη, where η : Spec k → Ov is the geometric point above the generic point. Furthermore, we recall
that a constructible sheaf F over Spec Ov is locally constant if and only if there is an isomorphism
Fs ≃ Fη that is compatible with the respective Galois actions, where s : Spec k(v) → Spec Ov is the
geometric point over the closed point (see [11, V.1.10]).
Returning to the argument, let π : C → Spec Ov be the structure morphism, and denote by
i : Spec k(v) → Spec Ov and j : Spec k → Spec Ov and by i
′ : C(v) → C and j′ : C → C the
closed and open immersions for Spec Ov and C, respectively. Consider the constructible sheaf
Rqπ∗µ
⊗b
n ∈ Sh((SpecOv)e´t) for q ≥ 1. It is easy to see (e.g. using the smooth base change theorem) that
the stalk (Rqπ∗µ
⊗b
n )η , where η : Spec k → Ov is as before, is simply the Gk-module H
q(C ⊗k k, µ
⊗b
n ).
For q = 1, our assumption (3) guarantees that this module is unramified at the closed point; this condi-
tion holds automatically for q ≥ 2 since in that case Hq(C⊗k k, µ
⊗b
n ) = 0. Consequently, the preceding
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discussion implies that Rqπ∗µ
⊗b
n is lcc (in fact 0 for q ≥ 2) and (R
qπ∗µ
⊗b
n )s ≃ H
q(C(v) ⊗k(v) k
(v), µ⊗bn ).
Therefore, we can apply absolute purity to obtain an isomorphism
(9) Hℓ
Spec k(v)
(Spec Ov , R
qπ∗µ
⊗b
n ) ≃ H
ℓ−2(Spec k(v), i∗(Rqπ∗µ
⊗b
n )(−1)).
Note that using the usual identification between e´tale and Galois cohomology, we can rewrite the
group on the right as Hℓ−2(k(v),Hq(C(v) ⊗k(v) k
(v), µ⊗bn )(−1)); for q = 1, this last group is simply
Hℓ−2(k(v),H1(C(v) ⊗k(v) k
(v), µ
⊗(b−1)
n )) in view of (4). We then define ∂ℓ−1v to be the composition of
the boundary map
δ2 : H
ℓ−1(k,R1π∗µ
⊗b
n )→ H
ℓ
Spec k(v)
(Spec Ov, R
1π∗µ
⊗b
n )
in the localization sequence of the pair (Spec Ov ,Spec k
(v)) followed by (9). The results of [9] imply
that ∂ℓ−1v constructed in this way coincides up to sign with the residue map r
ℓ−1
v in (5).
To continue our analysis of diagram (I), let us now briefly recall the construction of the boundary
maps δ1 and δ2 (see, e.g., [12, Theorem 9.4] for the details). Let S = ZSpec Ov be the constant e´tale
sheaf on Spec Ov defined by Z.We have the following short exact sequence of e´tale sheaves on Spec Ov
(10) 0→ j!j
∗S → S → i∗i
∗S → 0,
where j! is the functor of extension by zero. For ease of notation, we will write SSpec k = j!j
∗S and
SSpec k(v) = i∗i
∗S. Then for any e´tale sheaf G ∈ Sh((Spec Ov)e´t), one has canonical identifications
Hℓ(Spec k, j∗G) ≃ ExtℓSpec Ov(SSpec k,G) and H
ℓ
Spec k(v)
(Spec Ov ,G) ≃ Ext
ℓ
Spec Ov(SSpec k(v),G)
and δ2 is simply the boundary map in the long exact sequence induced by (10). Similarly, one has a
short exact sequence of e´tale sheaves on C
(11) 0→ TC → T → TC(v) → 0,
where T = ZC and, in analogy with the preceding discussion, TC = j
′
!j
′∗T and TC(v) = i
′
∗i
′∗T . As
above, for any e´tale sheaf F ∈ Sh(Ce´t), we have identifications
Hℓ(C, j′
∗
F) ≃ ExtℓC(TC ,F) and H
ℓ
C(v)
(C,F) ≃ ExtℓC(TC(v) ,F),
with δ1 arising as the boundary map induced by (11). We also note the isomorphisms
ExtℓC(TC ,F) ≃ Ext
ℓ
C(π
∗SSpec k,F) and Ext
ℓ
C(TC(v) ,F) ≃ Ext
ℓ
C(π
∗SSpec k(v),F).
Thus, to complete the proof of Theorem 1.1(a), it suffices to show that we have the following commu-
tative diagram
(12) ExtℓC(π
∗SSpec k, µ
⊗b
n )

// Extℓ−1Spec Ov(SSpec k, R
1π∗µ
⊗b
n )

Extℓ+1C (π
∗SSpec k(v) , µ
⊗b
n ) // Ext
ℓ
Spec Ov(SSpec k(v) , R
1π∗µ
⊗b
n )
where the vertical maps are the boundary maps discussed above, and the horizontal maps are edge
maps in the appropriate Leray spectral sequences.
For this, it will be convenient to pass to the framework of derived categories. Denote by D+(C),
D+(Spec Ov), and D
+(Ab) the derived categories of bounded below complexes of e´tale sheaves on C,
e´tale sheaves on Spec Ov, and abelian groups, and consider the derived functors
Rπ∗ : D
+(C)→ D+(Spec Ov) and RHomSpec Ov(F , ·) : D
+(Spec Ov)→ D
+(Ab),
where F is an e´tale sheaf on Spec Ov. Now, starting with the commutative diagram
(13) RHomSpec Ov(SSpec k, τ≤1(Rπ∗µ
⊗b
n )) //

RHomSpec Ov(SSpec k, τ[1](Rπ∗µ
⊗b
n ))

RHomSpec Ov(SSpec k(v) , τ≤1(Rπ∗µ
⊗b
n ))[1] // RHomSpec Ov (SSpec k(v) , τ[1](Rπ∗µ
⊗b
n ))[1]
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in D+(Ab), we take cohomology in degree ℓ to obtain the following commutative diagram of abelian
groups
(14) RℓHomSpec Ov(SSpec k, τ≤1(Rπ∗µ
⊗b
n )) //

R
ℓHomSpec Ov (SSpec k, τ[1](Rπ∗µ
⊗b
n ))

R
ℓ(HomSpec Ov(SSpec k(v), τ≤1(Rπ∗µ
⊗b
n ))[1]) // R
ℓ(HomSpec Ov(SSpec k(v) , τ[1](Rπ∗µ
⊗b
n ))[1])
We claim this is precisely the required diagram (12). Indeed, the above discussion shows that
R
ℓHomSpec Ov(SSpec k, τ≤1(Rπ∗µ
⊗b
n )) = R
ℓHomSpec Ov(SSpec k, (Rπ∗µ
⊗b
n )) = Ext
ℓ
C(π
∗SSpec k, µ
⊗b
n ),
where the last equality follows from the fact that (RHomSpec Ov(SSpec k, ·)) ◦ (Rπ∗) coincides with
RHomC(π
∗SSpec k, ·). By the same argument,
R
ℓ(HomSpec Ov(SSpec k(v) , τ≤1(Rπ∗µ
⊗b
n ))[1]) = Ext
ℓ+1
C (π
∗SSpec k(v) , µ
⊗b
n ).
Furthermore, we have τ[1](Rπ∗µ
⊗b
n ) = (R
1π∗µ
⊗b
n )
•[−1], from which it follows that
R
ℓHomSpec Ov(SSpec k, τ[1](Rπ∗µ
⊗b
n )) = Ext
ℓ−1
Spec Ov
(SSpec k, R
1π∗µ
⊗b
n )
and similarly
R
ℓ(HomSpec Ov(SSpec k(v) , τ[1](Rπ∗µ
⊗b
n ))[1]) = Ext
ℓ
Spec Ov (SSpec k(v) , R
1π∗µ
⊗b
n ).
Thus, all of the terms in diagrams (12) and (14) match up, and the vertical maps clearly coincide.
Moreover, the description of the edge maps recalled in §2 implies that the top and bottom horizontal
maps in (14) are precisely the edge maps in the corresponding Leray spectral sequences, as needed.
This completes the proof.
4. Proof of Theorem 1.1(b)
We now turn to the proof part (b) of Theorem 1.1. The main point of the argument is to consider
a certain residue map between the Kato complexes of C and C(v). Such a map was defined by Kato
in his work on cohomological Hasse principles (see [10, §5]), and then was treated more systematically
using Bloch-Ogus spectral sequences by Jannsen and Saito [8]. We note that although all arguments
can be carried out in the setting of e´tale and Galois cohomology (as in [5]), due to the homological
nature of the Kato complex, it is somewhat more convenient to work with e´tale homology following
the approach of Jannsen and Saito, which we briefly recall. To keep our notations consistent with
those of [8], we will write Z/nZ(b) for µ⊗bn .
Suppose C is a category of noetherian schemes such that for any object X of C, all closed immersions
i : Y →֒ X and all open immersions j : V →֒ X are morphisms in C. Let C∗ be the category having the
same objects as C, but where the morphisms are only the proper maps in C. We recall that a homology
theory on C (in the sense of Bloch-Ogus) is a sequence of covariant functors
Ha(·) : C∗ → abelian groups (a ∈ Z)
satisfying
• Contravariance under open immersions: for any open immersion j : V →֒ X in C, there is a
functorial map j∗ : Ha(X)→ Ha(V ); and
• Localization: if i : Y →֒ X is a closed immersion with open complement j : V →֒ X, there is a
long exact localization sequence
· · ·
δ
−→ Ha(Y )
i∗−→ Ha(X)
j∗
−→ Ha(V )
δ
−→ Ha−1(Y )→ · · ·
that is functorial with respect to proper maps and open immersions.
Examples 4.1. Here are several constructions that are relevant for our discussion; the reader is
referred to [8, 2.2, 2.3, and 2.5] for the details.
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(a) Let S be a noetherian scheme and Schsft/S the category of separated schemes of finite type over
S. Given a bounded complex Λ of e´tale sheaves on S, one obtains a homology theory on Schsft/S (the
so-called e´tale homology) by setting
H e´ta (X/S,Λ) = H
−a
e´t (X,Rf
!Λ),
whereRf ! : D+(Se´t)→ D
+(Xe´t) is the exceptional inverse image functor (see [1, Expose´ XVIII, 3.1.4]).
(b) If H is a homology theory, then for any integer N , one can define a shifted homology theory H[N ]
by setting H[N ]a(Z) = Ha+N (Z) and multiplying the connecting morphisms δ in the localization
sequence by (−1)N .
(c) For any scheme X in C, let C/X be the subcategory of schemes over X. If H is a homology theory
on C/X, then for any immersion Z →֒ X, we have a homology theory H(Z) on C/X defined by setting
H(Z)a (T ) = Ha(T ×X Z).
Moreover, if Y is a closed subscheme of a noetherian scheme X with open complement U = X \ Y ,
then there is a morphism of homology theories
(15) δ : H(U)[1]→ H(Y )
induced by the connecting morphism δ : Ha(T ×X U)→ Ha−1(T ×X Y ) for T ∈ C/X.
An important observation, due to Bloch and Ogus [3], is that there is a niveau spectral sequence
associated to any homology theory: more precisely, if H is a homology theory on C, then for every
object X of C, there is a spectral sequence of homological type
(16) E1r,q(X) =
⊕
x∈Xr
Hr+q(x)⇒ Hr+q(X),
where Xr = {x ∈ X | dim {x} = r} and
Ha(x) = lim
→
Ha(V ),
with the limit taken over all open non-empty subschemes V ⊂ {x}. In the case where our homology
theory is e´tale homology, we will denote by
E1r,q(X/S,Z/nZ(b)) =
⊕
x∈Xr
H e´tr+q(x/S,Z/nZ(b))⇒ H
e´t
r+q(X/S,Z/nZ(b))
the associated niveau spectral sequence for a scheme f : X → S in Schsft/S and the e´tale sheaf
Z/nZ(b)S on S. Now, using the construction of (16) via exact couples arising from appropriate
localization sequences, Jannsen and Saito noted that if S = Spec (A) for a discrete valuation A, and
X is a separated scheme of finite type over S with generic fiber Xη and special fiber Xs, then for any
homology theory H on the category Sub(X) of subschemes of X (considered as schemes over X), the
morphism δ : H(Xη)[1]→ H(Xs) from (15) induces a morphism of spectral sequences
(17) ∆X : E
1
r,q(Xη)
(−) → E1r,q−1(Xs),
where the superscript (−) means that all differentials in the original spectral sequence are multiplied
by -1 (see [8, Proposition 2.12]).
Furthermore, in the case where X is a smooth geometrically integral variety of dimension d over a
field F and n is invertible in F , we recall that Poincare´ duality yields canonical isomorphisms
H e´ta (x/F,Z/nZ(b)) ≃ H
2r−a(k(x),Z/nZ(r − b)) for x ∈ Xr,
where k(x) is the residue field of x, and
H e´ta (X/F,Z/nZ(b) ≃ H
2d−a
e´t (X,Z/nZ(d− b))
(cf. [8, Theorem 2.14]). Thus, from the complex E1•,q(X/F,Z/nZ(b)), we deduce the complex
· · · →
⊕
x∈Xr
Hr−q(k(x),Z/nZ(r − b))→
⊕
x∈Xr−1
Hr−q−1(k(x),Z/nZ(r − b− 1))→ · · ·
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· · · →
⊕
x∈X0
H−q(k(x),Z/nZ(−b))
which, as shown in [9, Theorem 2.5.10], coincides up to sign with Kato’s complex constructed using
residue maps in Galois cohomology. In particular, it follows that
(18) E2d,q(X/F,Z/nZ(b)) = H
d−q
ur (F (X),Z/nZ(d − b)).
With these preliminaries, let us now return to the proof of Theorem 1.1(b). Recall that we consider
a smooth scheme C over Spec Ov with generic fiber C and special fiber C
(v). First, viewing C and
C(v) as schemes over Spec Ov on the one hand, and as curves over Spec k and Spec k
(v), respectively,
on the other, we have the following isomorphisms of niveau spectral sequences
E1r,q(C/Spec Ov,Z/nZ(b)) ≃ E
1
r,q(C/k,Z/nZ(b))
and
E1r,q(C
(v)/Spec Ov,Z/nZ(b)) ≃ E
1
r,q+2(C
(v)/k(v),Z/nZ(b+ 1))
(see [8, Lemma 2.17]). Combining this with (17), we thus obtain a morphism
(19) ∆C : E
1
r,q(C/k,Z/nZ(b))
(−) → E1r,q+1(C
(v)/k(v),Z/nZ(b+ 1))
of spectral sequences. So, taking q = 1− ℓ and replacing b by 1− b, the morphism (19), in conjunction
with the isomorphism (18), yields a map
δℓv : H
ℓ
ur(k(C),Z/nZ(b))→ H
ℓ−1
ur (k
(v)(C(v)),Z/nZ(b− 1)),
which, according to [8, Lemma 2.20], coincides up to sign with the usual residue map in Galois
cohomology. Also, since E2r,q(C/k,Z/nZ(b)) = 0 for r 6= 0, 1, there is an edge map
(20) εC : Ht(C/k,Z/nZ(b))→ E
2
1,t−1(C/k,Z/nZ(b)),
for any t; in view of the isomorphism between e´tale homology and cohomology recalled above, for
t = 2− ℓ we thus obtain a map
εC : H
ℓ
e´t(C,Z/nZ(b))→ H
ℓ
ur(k(C),Z/nZ(b)).
Similarly, we have a map
εC(v) : H
ℓ−1(C(v),Z/nZ(b− 1))→ Hℓ−1ur (k
(v)(C(v)),Z/nZ(b− 1)).
We also note that the morphism of spectral sequences (19) yields a map
ρℓv : H
ℓ(C,Z/nZ(b))→ Hℓ−1(C(v),Z/nZ(b− 1))
of limiting terms that fits into the commutative diagram
Hℓ(C,Z/nZ(b))
εC
//
ρℓv

Hℓur(k(C),Z/nZ(b))
δℓv

Hℓ−1(C(v),Z/nZ(b− 1))
ε
C(v)
// Hℓ−1ur (k
(v)(C(v)),Z nZ(b− 1))
Finally, it remains to note that the construction of the niveau spectral sequence implies that both εC
and εC(v) are induced by passage to the generic point, whereas ρ
ℓ
v coincides with the map derived from
the localization sequence that was discussed in §3. This concludes the proof. 
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