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In this paper, the problem of maintaining sensing coverage by keeping a small number
of active sensor nodes and a small amount of energy consumption in a wireless sensor
network is studied. As opposed to the uniform sensing model previously, we consider a
large number of sensors with adjustable sensing radius that are randomly deployed to
monitor a target area. A novel coverage control scheme based on elitist non-dominated
sorting genetic algorithm (NSGA-II) is proposed in a heterogeneous sensor network.
By devising a cluster-based architecture, the algorithm is applied in a distributed way.
Furthermore, an ameliorated binary coding is addressed to represent both sensing radius
adjustment and sensor selection. Numerical and simulation results validate that the
procedure to find the optimal balance point among the maximum coverage rate, the least
energy consumption, as well as the minimum number of active nodes is fast and effective.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
In recent years, wireless sensor networks (WSN) have seen a rapid development with many applications such as habit
monitoring, disaster managing, wildlife tracking, as well as security surveillance [1–4]. Sensor nodes in these applications
are expected to be remotely deployed and to operate autonomously in unattended environments. Due to their portability
and deployment, nodes are usually powered by batteries with finite capacity. Although the energy of sensor networks is
scarce, it is always inconvenient or even impossible to replenish the power. Thus, one design challenge in sensor networks
is to save limited energy resources to prolong the lifetime of the WSN.
A number of studies for reducing the power consumption of sensor networks have been performed in recent years. These
studies mainly focused on energy efficient MAC protocols [1], data aggregated routing algorithms [5], and the applications
of level transmission control [6,7]. Power saving techniques can generally be classified in two categories: scheduling the
sensor nodes to alternate between active and sleep mode, and adjusting the transmission or sensing range of the wireless
nodes. In this paper, we deal with the problem using bothmethods. Consider a large number of sensors, deployed randomly
in close proximity to a set of targets. We design a schedulingmechanism in which only a small number of sensors are active,
while all other sensors are in sleep mode. Using the property that sensors have adjustable sensing ranges, the goal is to set
upminimum sensing ranges for the active sensors, while satisfying the coverage requirements. Besides reducing the energy
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consumed, it can decrease the density of active nodes, thus avoiding unwanted interference at the MAC layer. However,
the optimal sensor selection problem can be proved as an NP-complete problem [8]. Some researchers suggest that multi-
objective optimization and decision making might be an application area where a genetic algorithm (GA) does better than
other optimization algorithms [9].We apply an improved NSGAII algorithm in solving the multi-objective optimization of
coverage problems in WSN.
2. State of the art
In this paper, we address the sensor coverage problem. As discussed in [10], the coverage concept is a measure of the
quality of service (QoS) of the sensing function and is subject to a wide range of interpretations due to a large variety
of sensors and applications. Generally, there exist three coverage models depending on how targets are defined: point
coverage, barrier coverage, as well as area coverage. The objective of point area is to cover a set of targets, and [11] is
for the point coverage problem, using random and deterministic deployment separately. The goal of barrier coverage is
to minimize the probability of undetected penetration through the sensor network. And [10] is for the barrier coverage,
in which proposed a model to find the maximal breach path (MBP) and maximal support path (MSP) of the agent. Area
coverage is in which the objective is to cover an area. In this paper, we focus on the area coverage problem with random
sensor deployment.
An important method for the area coverage problem is to find the maximal number of covers in s sensor network. The
problem of finding the maximal number of covers in a sensor network is addressed in [12], where the cover is defined as a
set of nodes that can completely cover the target area.What ismore, they prove it is an NP-complete problem. In [13], a node
scheduling scheme is proposed to reduce the overall systemenergy consumption by turning on some redundant nodes in the
sensor network. Although it attempts to solve the complete coverage problemwith a centralized solution, it requires a large
number of nodes to operate in the activemode. By allowing randomly selected idle sensors to go into the sleepmode, energy
consumption is reduced in the S-MAC scheme [1]. The sleeping sensors wake up periodically to retrieve the stored packets
from their neighboring nodes. To operate successfully, a sensor network must also provide satisfactory connectivity so that
nodes can communicate for data fusion and reporting to base stations [14]. But the work in [14] does not derive optimal
conditions for minimizing the number of working nodes. A straightforward solution is to use a communication range R that
is at least twice the sensing range r , such that area coverage implies connectivity of active sensors [15]. When R ≥ 2r , a
sensor network that achieves k-coverage could be k-connected. [16] addressed the k-Connected Coverage Set (k-CS/k-CCS)
problems in WSN with the objective of minimizing the total energy consumption while obtaining k-coverage for reliability.
The authors in [17] translate the coverage problem as two sub-problems: floorplan and placement. The floorplan problem
is to partition the service area into well-defined geometric cells, where the placement problem is to assign the sensor
devices into a set of cells. Combining the two sub-problems into a single optimization problem, they could achieve the
maximum coverage. In [18], a distributed probing-based density control mechanism for robust sensing coverage named
PEAS is proposed. A set of nodes are made active to maintain coverage while others are put into sleeping modes to conserve
energy. By adjusting the probing range of sensor nodes, it can achieve different coverage redundancy. Although the algorithm
guarantees that the distance between any pair of working nodes is at least the probing range, it cannot preserve the original
sensing coverage completely after turning off some nodes. In particular, the authors in [9] extend a result from [14] where
only a uniform sensing range among all sensors is used.
The rest of the paper is organized into four sections. Section 3 contains the mathematical formulation of the coverage
model in a heterogeneous sensor network. Section 4 describes our evolutionary approach for solving the multi-objective
optimization of coverage problems inWSN. Section 5 illustrates our experimental results. Section 6 contains the conclusion
and future directions.
3. Coverage problem formulation
3.1. Coverage rate of sensor set
Suppose that the target area A is digitized into m ∗ n pixels and each pixel size is equal to 1. While defining the node
set on the target area as N , where N is of {n1, n2, . . . , nn}, the coverage model of the node ni can be expressed as a circle
centered at its coordinates (xi, yi) with radius ri. A random variable ci is introduced to describe the event that the sensor ni
covers a pixel (x, y). Then, the probability of event ci denoted as P(ci), is equal to the coverage probability Pcov(x, y, ni). This
may degenerate to a two-valued function,
P{ci} = Pcov(x, y, ni) =
{
1, if (x− xi)2 + (y− yi)2 6 r2i
0, otherwise. (3.1)
That is to say, a pixel (x, y) is covered by a sensor ni if its distance to the center (xi, yi) of the circle is not larger than the
radius ri. We assume that any random event ci is independent of the others, so ci and cj are unrelated, i, j ∈ [1,N] and i 6= j.
Then the following two relationships can be concluded
P{c¯i} = 1− P{ci} = 1− Pcov(x, y, ni) (3.2)
P{ci ∪ cj} = 1− P{c¯i ∩ c¯j} = 1− P{c¯i} · P{c¯j} (3.3)
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where c¯i is the complement of ci, denoting that sensor ni fails to cover (x, y). It can be considered that the pixel (x, y) is
covered by the node set if any node in the set covers it. As a result, the probability of the event that the pixel (x, y) is covered
by the node set can be denoted as the union of ci
Pcov(x, y,N) = P
{
N⋃
i=1
ci
}
= 1− P
{
N⋂
i=1
c¯i
}
= 1−
N∏
i=1
(1− Pcov(x, y, ni)). (3.4)
Finally, we define the coverage rate of the sensor set Rarea(C) as the proportion of themonitoring area Aarea(C) to the total
area As
Rarea(C) = Aarea(C)/AS =
m∑
x=1
n∑
y=1
Pcov(x, y, C)/(m× n). (3.5)
3.2. Energy consumption analysis
For the brief of the energy consumption analysis, here we only consider the energy consumed by the sensing function,
and do not include the power consumption of transmission and calculation.When the sensor node is sleeping, the consumed
power is considered as zero. According to different energy consumption models, the power consumed by a working node
to deal with a sensing task in a round is proportional to r2s or r
4
s , where rs is the sensing radius of the working node [19]. In
this paper, we take the sensing energy consumption as u · r2s , where u is the factor.
Define that the size of the monitoring area is Aarea, the working sensor set is N = {n1, n2, . . . nn} and the sensing radius
set is R = {r1, r2, . . . rn}, where ri is the sensing radius of node ni, and rmin ≤ ri ≤ rmax. The total energy consumption is
referred to as
Etotal = u ·
N∑
i=1
r2i . (3.6)
The energy consumption per area is shown as the following:
Etotal/Aarea = u ·
N∑
i=1
r2i /Aarea. (3.7)
When it comes to the optimal nodes placement and all the nodes with the same sensing radius, the minimal number of
sensor nodes N is given as
N · r2pi/Aarea = 2pi/
√
27. (3.8)
So energy consumption per area is calculated as
u · N ∗ r2/Aarea = 0.3849u. (3.9)
3.3. Mathematical description of the problem
Definition 1 (Optimal Sensor Set Selection Problem with Adjustable Sensing Radius). Given a set of N potential sensors N =
{n1, n2, . . . , nN} randomly deployed to cover the whole target area. Consider each sensor equipped with initial energy E
and having the capability to adjust its sensing range. Sensing radius set are {r1, r2, . . . , rN}, rmin ≤ ri ≤ rmax, corresponding
to energy consumptions of {e1, e2, . . . , eN}. Find a subset N ′ ⊂ N , such that (1) the coverage rate Rarea(N ′) is maximized,
(2) the financial cost |N ′| (the number of sensors in the subset N ′) is minimized, (3) the coverage consumption (realized by
adjusting each sensor’s sensing radius) is minimized, and (4) each sensor appearing in the set consumes at most E energy.
The subset N ′ is named as the optimal sensor set of the target area.
It can be described as the following Multi-objective Optimization Problem (MOP).
Object 1: the coverage rate of the sensor set N ′, as already defined:
Max. f1(x¯) = Rarea(N ′) = Aarea(N ′)/As (3.10)
where As is the total size of the target area.
Object 2: the financial cost of the sensor set N ′ is defined as:
Max. f2(x¯) = 1−
∣∣N ′∣∣ / |N| . (3.11)
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Object 3: the coverage energy consumption of the sensor setN ′, which is related to the sum of the sensors’ sensing radius
squared, is defined as:
Max. f3(x¯) = −
n∑
i=1
r2i /Aarea (3.12)
where Aarea is the monitoring size of the sensor set N ′, and n is the summation number of working nodes.
4. Multi-objective optimization for coverage problem
4.1. Improved NSGA-II
It is the multi-objective genetic algorithm (MOGA) that is widely researched among all the algorithms of multi-objective
optimization. By operating on a single generation, we can get a number of Pareto optimal solutions in the evolution
generations. Thus to obtain the Pareto optimal solution set is effective in searching the optimal solution. The basic principle
of NSGA is the Pareto ranking and fitness sharing. The new version of NSGA, namely NSGA-II [20], by adopting a fast
non-dominated sorting procedure, a crowded comparison operator and a controlled elitism mechanism, overcomes the
disadvantages in traditional NSGA, such as high computing complexity, premature convergence and the requirement of
assigning the sharing parameter δshare especially.
The structure of NSGA-II is similar to the basic genetic algorithm (GA), and some steps, such as initialization and
reproduction, are identical. However, the multi-objective searching techniques, such as non-dominated sorting, crowed
comparison, and controlled elitism, are implemented. Crossover, mutation and replacement are always considered as the
basic schemes in GA. Crossover can generate new individuals in the genetic algorithm. To avoid losing excellent genes
of the parent population, we adopt a circulation crossover. There are K individuals in a population (ind1, ind2, . . . , indK ),
when conducting the crossover operation. The first operation is done by (ind1, ind2) as parents, and the second time, takes
(ind2, ind3) as parents and so on. Similarly, the last child is done by (indK , ind1). By doing this, K offspring individuals are
generated. Each parents’ genes are inherited by two offspring individuals. When a population has some uniform individuals,
and these individuals have a relatively higher fitness, they will have a high probability to reproduce the same individual.
When the number of the same individuals goes even higher, the reproduction speed will go as far as an exponential level.
And these same individuals will occupy the whole population fast, thus resulting in premature. To avoid this premature
problem, we import a deleted operator when deciding the elitism. If in one population, neither of the two individuals wins
out and they have the same genes, either of them must be deleted. The simulation results in the following section have
shown that it works effectively.
4.2. Methodology
As mentioned above, we will deal with the nodes deployed randomly. Assume that the nodes are static once deployed,
and each one knows its own location which can be achieved by using some location system [21]. Since the relationship of
coverage and connectivity has been proved in [15], the transmission range of sensor nodes is assumed to be at least twice
the sensing range. Then coverage can imply connectivity; here we will only focus on the coverage problem.
The original NSGA-II is a centralized algorithm which needs to collect the location of all the sensors. When nodes
are distributed in a high density, it is impossible. However, when nodes are deployed in a lower density, the centralized
algorithmwill lead to a longer response delay and local optimization. Contributively, we introduce a cluster-based coverage
control scheme in this paper, which is scheduled into rounds. In each round, firstly, the target area is divided into several
equal squares. Then the node in each square having the largest energy will be chosen as the cluster-head, and the procedure
of selecting the cluster-head is the same in our previous work in [22]. To achieve a vivid description, the cluster-based
architecture of the improved NSGA-II algorithm is shown in Fig. 1. The nodes of cluster-heads are those asterisked ones,
which can be distinguished clearly. And the black nodes represent the active ones which are working in the target area.
In contrast, the red sensor nodes are these inactive ones in sleeping mode. The cluster-head has full control of the square
and it does the control scheme independently. According to the scheme discussed above, it will choose a set of nodes to do
the sensing job and assign each working node with a different sensing radius. In the next round, another sensor set will be
turned on. It is done in a random way, so the energy consumption among all the sensors can be balanced well.
GA works by evolving a set of solutions to a problem. The approach always works in a broadly similar way to that of
natural evolution [20]. In order to tailor NSGA for a particular problem, the following issues are inevitable:
– How to represent solutions?
– How to select individuals for mating?
– How to produce offspring?
– How to insert the offspring into the population?
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Fig. 1. The cluster-based architecture of the improved NSGA-II algorithm.
Fig. 2. Problem representation in improved NSGA-II.
Fig. 3. Two-point crossover for bit-string chromosomes.
All these issues will be illustrated in the following section.
Aiming at the optimal sensor set selection problem and adjusting the optimal sensing radius in the wireless sensor
network, the solution is represented by a bit-string a¯ = (a1, a2, . . . , aN), as shown in Fig. 2. Here, the sensing radius is
represented by variable bits. Furthermore, the last bit is used to describe the working status of the sensor node. If it is equal
to 1, the sensor is selected, or else the sensor is unselected.
The number of bits required to encode a solution is calculated as:
B = dlog2(rmax − rmin + 1)e + 1 (4.1)
where rmin, rmax is respectively the lower bound and upper bound of the senor node radius ri, dxe is the ceiling function that
makes a real value x to be rounded up to the closest large integer value. Accordingly, the string length is B ∗ N , where N is
the number of sensor nodes, and the radius of the sensor node is computed as
ri = rmin + (rmax − rmin) ·
iB−1∑
b=(i−1)B+1
2b−1 · ai−1
/B−1∑
b=1
2b−1 (i = 1, . . . ,N). (4.2)
Selection is a process used for choosing individuals to participate in reproduction. The procedure of selection determines
which individual actually influences the production of the next generation. It has a significant influence on driving the
search towards a promising area and finding optimal solutions in a short time. Recently, the twomost well-known selection
methods are tournament selection and roulette wheel selection. As the former does not rely on scale information, it is well-
suited to ranking based fitness assignment, such as thenon-dominated sorting used in this paper. Each time the two solutions
have differing non-domination ranks, we prefer the point with the higher rank. Otherwise, if both the points belong to the
same front, we prefer the point which is located in a region with a larger number of points (the size of the cube enclosing it
is larger).
The implementation of recombination and mutation necessarily depends on the underlying genotypic representation.
The recombination operator used in this paper is two-point crossover, as illustrated in Fig. 3,which is a typical recombination
for binary and other string-like chromosomes, and the crossing points are selected at random.
Concerning the crossover rate, we find that it does not have a significant influence, but pr = 0.9 or pr = 1 performs
slightly better. Themutation operator is applied for each new generated child after crossover. It works by some complement
genes in the child’s chromosome randomly. The replacement operation is required in order to modify the old population
with the new generation. First, a combined population Rt = Pt ∪ Qt is formed with the parent population Pt and the child
population Qt , where t is the generation number. The size of population Rt will be 2N . Then, the population Rt is sorted
according to non-domination. The new parent population Pt+1 is formed by adding solutions from the first front till the size
exceeding N . Thereafter, the solutions of the last accepted front are sorted according to whether larger than N or equal to N ,
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Fig. 4. Coverage rate vs. working nodes in various generations.
Fig. 5. Energy consumption vs. working nodes in various generations.
and the first N points are picked. This is how we construct the population Pt+1 of size N . Then this population is now used
for selection, crossover and mutation to create a new population Qt+1 of size N .
5. Performance evaluation
Numerically simulation results for the verification of our algorithm are summarized in this section. For all these
simulations, distances are measured in units of grid points.
Test Problem 1: There are 30 potential sensors distributed randomly in a 100 × 100 target area. The lower and upper
bound for sensor radii are given as ri ∈ [8, 23], with the interval variation 1. Thus, the bit length of every sensor is (4+ 1).
The recombination rate and mutation rate are set as 0.9 and 1/150 respectively, which corresponds to T. Backs statement
that the optimal value of mutation rate is about the inverse of the chromosome length [23].
Simulation results are shown in Figs. 4 and 5 to investigate the effect of the coverage rate and energy consumption with
different generations. Obviously, we can find that the 300th generation is much better than the others. When the number of
working nodes is small, although the energy consumption in the 50th generation is the least, it cannot achieve the optimal
coverage rate. It is clearly shown that after 300 generations used, the line constituted by the non-dominated solutions has
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Fig. 6. Illustration of non-dominated solutions obtained in the simulation of test problem 2. (a) 500 nodes, initial distribution; (b) the 100th generation,
116 nodes, full coverage, energy consumption per area 3.422; (c) the 200th generation, 47 nodes, full coverage, energy consumption per area 1.2908; (d)
the 400th generation, 32 nodes, coverage rate 99.96%, energy consumption per area 0.8656; (e) the 600th generation, 27 nodes, coverage rate 99.81%,
energy consumption per area 0.744; (f) the 800th generation, 9 nodes, full coverage, energy consumption per area 0.576.
Fig. 7. Coverage rate vs. node density.
spread completely. More outstandingly, only 18 nodes can obtain the coverage rate of 99.92% with the energy consumption
per area being 0.4373.
Test Problem 2: There are up to 500 potential sensors distributed randomly in a 50 × 50 target area. The lower bound
and upper bound for sensor radii are given as ri ∈ [8, 15], with the interval variation 1. Thus, the bit length of every sensor
is (3+ 1). GA parameters used in this simulation are similar to test problem 1, while the length of bit-string is N ∗ (3+ 1),
where N is the number of the sensors, then the mutation rate is 1/(N ∗ (3+ 1)).
The results of test problem2with various generations are shown in Fig. 6.When the node density increases, the algorithm
becomes more complex. Then it needs much more time to gain the optimal solution, almost computed till 800 generations.
So we must do further division to the target area, by adding more clusters, to decrease time delay caused by algorithm
complexity.
Test Problem 3: To validate the claims, we compare our algorithmwith OGDC [15], which has been proved to have better
performance than PEAS [18], the hexagon-based GAF-like algorithm, and also the sponsored area algorithm [13]. So the
following comparisons do not include these evaluations of other algorithms. As our improved NSGA-II has the ability to
adjust the optimal sensor radius, the sensing radius used in OGDC is 8, 10 and 12 m.
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Fig. 8. Working nodes vs. node density.
Fig. 9. Energy consumption vs. node density.
The performance comparisons between improved NSGA-II and OGDC are shown in Figs. 7–9. To achieve the same
coverage rate, improved NSGA-II needs fewer nodes than OGDC does. What is more, the energy consumption is less than
OGDC. Also we can see that, when the nodes are deployed sparsely (the number of sensor nodes is fewer than 100), due to
the fixed range and location, OGDC cannot perform the complete coverage. However, the improved NSGA-II can guarantee
better coverage rate than OGDC, evenly the full coverage by adjusting the sensing radius of nodes.
6. Conclusions
A coverage control scheme based on improved NSGA-II using adjustable sensing radius is proposed in this paper. By
importing a cluster-based architecture and electing the cluster-heads in a distributedmanner, we can reduce the complexity
and enhance the expansibility of our algorithm.We also give a full description of the coverage energy consumption inWSN.
With the knowledge of node locations, a optimum sensing radius is designed to ensure the area coverage. The simulation
results show that the improved NSGA-II can active the minimum sensor nodes as well as adjusting their sensing radii, thus
cost less energy consumption, and achieve a better performance than OGDC. Our future work will deal with the fully hybrid
sensor network based on energy considerations.
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