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Abstract— Merging two Control Lyapunov Functions (CLFs)
means creating a single “new-born” CLF by starting from
two parents functions. Specifically, given a “father” function,
shaped by the state constraints, and a “mother” function,
designed with some optimality criterion, the merging CLF
should be similar to the father close to the constraints and
similar to the mother close to the origin. To successfully merge
two CLFs, the control-sharing condition is crucial: the two
functions must have a common control law that makes both
Lyapunov derivatives simultaneously negative. Unfortunately,
it is difficult to guarantee this property a-priori, i.e., while
computing the two parents functions. In this paper, we propose
a technique to create a constraint-shaped “father” function that
has the control-sharing property with the “mother” function.
To this end, we introduce a partial control-sharing, namely,
the control-sharing only in the regions where the constraints
are active. We show that imposing partial control-sharing is a
convex optimization problem. Finally, we show how to apply the
partial control-sharing for merging constraint-shaped functions
and the Riccati-optimal functions, thus generating a CLF with
bounded complexity that solves the constrained linear-quadratic
stabilization problem with local optimality.
I. INTRODUCTION
For solving constrained optimal-control problems, we need
to face the following issue: in general, the cost-to-go function
of the unconstrained problem is quite different from the
one that shapes the constraints. An efficient solution can be
achieved by combining the two functions via merging [1],
[2]. Specifically, the merging function is a CLF generated by
two parent CLFs, and represents an important trade-off CLFs
since, for instance, it may approximate the constraint-shaped
function (father function) far from the origin, i.e, where the
state constraints may be active, while being similar to the
optimal one (mother function) close to the origin. However,
there is a major issue in the merging procedure: although
any pair of CLFs can be successfully merged in dimension
two [2, Th. 1], this does not hold in higher dimensions.
Remarkably, a crucial condition for merging two CLFs is the
control-sharing property, which is not necessarily satisfied in
non-planar systems.
In this paper, we investigate a weaker property, hereby
called partial control-sharing, by considering a Quadratic
Control Lyapunov Function (QCLF), e.g. associated with the
optimal Linear Quadratic Regulator (LQR) for the uncon-
strained system, and a family of linear state constraints. We
say that the quadratic function and the constraint functions
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have the partial control-sharing property if the QCLF shares
a control law with the constraint functions, provided that the
latter are “active”.
A. Why merging?
There are several approaches to deal with constrained
optimal-control problems. The most popular one is Model
Predictive Control (MPC) [3], [4], [5], possibly in its ex-
plicit version [6]. While MPC is powerful for discrete-time
systems, it can become troublesome for continuous-time
systems, as it requires fast sampling, hence long prediction
horizons – issues related to fast sampling can be partially
accommodated via sub-optimal control approaches [7].
Perhaps the most popular approach is based on invariant
sets and associated Lyapunov functions [8], [9], [10], [11],
[12], [13], where one faces the well-known trade-off between
optimality and complexity by choosing among quadratic or
non-quadratic functions (see [10], [12], [13] for a more
complete list of references). In this framework, constrained
optimality can be tackled by means of gain-switching [14].
Specifically, an “external guard” control is in charge to
keep the state inside an invariant set (possibly the largest)
compatible with the constraints. Next, this control is switched
to the locally-optimal gain, as soon as the state reaches
the largest constraint-compatible set [15] of such a local
regulator. The problem with this procedure is twofold: the
high complexity of the representation of the sets involved
and the discontinuity of the control law.
B. Contribution
In this paper, we aim at solving the constrained control
problem with local optimality in continuous time. After
formalizing the problem (§II), the main contributions are:
• We provide necessary and sufficient conditions for the
partial control-sharing property in the case of a QCLF,
x>Px, and a single linear constraint, |f>x| ≤ 1. We
provide sufficient conditions in the case of multiple
constraints, |f>i x| ≤ 1, for i ∈ {1, . . . , s}.
• We verify the partial control-sharing in the region where
x>Px ≤ µ and |f>i x| ≤ 1, for i ∈ {1, . . . , s}, via
convex programming (§III). By following a bisection
procedure, one can find the largest µ for which the
partial control-sharing property holds;
• We derive the newborn CLF by first smoothing
the piecewise-quadratic function maxi{|f>i x|2, x>Px},
and then by merging it with the optimal function,
x>Px, with full control-sharing guarantee (§IV). The
resulting CLF has a bounded complexity, being gener-
ated by the constraints and the optimal function.
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Fig. 1. State behaviour of the pre-stabilized system in (1). The blue arrows
represent the derivative directions at every point inside the level curves of
the associated QCLF V (x). The red lines denote the constraint on x2.
II. PROBLEM FORMULATION AND PRELIMINARIES
Notation: R, R>0 and R≥0 denote the set of real, positive
real, non-negative real numbers, respectively. N denotes
the set of natural numbers. For any positive (semi)definite
function V : Rn → R≥0 and µ > 0, the µ-sublevel set is
denoted by L(V/µ) := {x ∈ Rn | V (x) ≤ µ}.
A. An illustrative example
We start the paper with a simple, yet significant, example,
to clarify the general problem addressed in the paper.
Example 1: Optimal constrained state feedback design.
x˙ =
[
0 1
0 0
]
x+
[
0
1
]
u,
y =
[
0 2
]
x.
(1)
Let us consider the double integrator system in (1), with
performance output y, subject to linear constraint |y| ≤ 1.
The control input u is preliminary chosen as an LQR optimal
feedback gain: u0(x) = −R−1B>Px = −(x1 +
√
2x2),
where P solves the classic Algebraic Riccati Equation (ARE)
with Q = [ 1 00 0 ] and R = 1. We refer to this optimal control
input as a pre-stabilizing compensator, which may fail when
the constraint come into play. As shown in Fig. 1, although
the trajectories converge to the origin, there is a (symmetric)
region close to the red boundaries where the optimal control
drives the state outside the constraint. 
In view of the previous example, throughout this paper we
consider a generic Linear Time Invariant (LTI) system:
x˙ = Ax+Bu, (2)
with state variable x ∈ Rn, control input u ∈ Rm, A ∈ Rn×n
and B ∈ Rn×m. As in Example 1, we suppose that the
system in (2) is subject to linear constraints acting on the
output variable. To tackle this problem, we also assume that
the control u may be chosen as the sum of two terms:
1) a pre-stabilizing compensator u0(x) = −Kˆx, Kˆ ∈
Rm×n, that meets some optimality (local) conditions
in absence of constraints;
2) an additional control input v = v(x) ∈ Rm, suitable
to steer the system within the constraints.
We aim at designing the additional control v in order to “en-
large” the set of initial states that generates safe trajectories,
while preserving local optimality.
B. Merging control Lyapunov functions: Background
By referring to the linear system in (2), in the following,
we give some useful definitions.
Definition 1 (Control Lyapunov Function): A positive
definite, radially unbounded, smooth away from zero,
function V : Rn → R≥0 is a control Lyapunov function
(CLF) for (2) if there exists a locally bounded control law
u : Rn → Rm such that, for all x ∈ Rn, we have:
∇V (x)(Ax+Bu(x)) < 0. (3)
V is a control Lyapunov function with domain L(V/µ), for
µ > 0, if (3) holds for all x ∈ L(V/µ).
Given some β > 0, the set L(V/µ) is β-contractive for (2)
with control input u(·) if and only if:
∇V (x)(Ax+Bu(x)) ≤ −βV (x),
holds for all x ∈ L(V/µ). 
Definition 2 (Control-sharing property [2, Def. 2]): Two
CLFs V1 and V2 for (2) have the control-sharing property if
there exists a locally bounded control law u : Rn → Rm
such that, for all x ∈ Rn, the following inequalities are
simultaneously satisfied:{
∇V1(x)(Ax+Bu(x)) < 0
∇V2(x)(Ax+Bu(x)) < 0.

Definition 3 (Gradient-type merging [2, Def. 3]): Let
V : Rn → R≥0 be positive definite and smooth away from
zero. V is a gradient-type merging candidate if there exist
two continuous functions γ1, γ2 : Rn → R≥0 such that
(γ1(x), γ2(x)) 6= (0, 0) and
∇V (x) = γ1(x)∇V1(x) + γ2(x)∇V2(x).
V is a gradient-type merging CLF if it is also a CLF. 
In [2], a solution to the constrained control problem with
local optimality is based on the following steps:
S1) Mother function: Find the optimal QCLF, x>Px, for
the unconstrained system;
S2) Father function: Find a constraint-shaped CLF, e.g.
by computing or approximating the largest controlled-
invariant set;
S3) Merging: Derive a CLF that is similar to the father
close to the constraints and to the mother near the
origin.
The third step is critical for two reasons. First, the pos-
sibility to merge two functions requires the control-sharing
property [2, Th. 2]. Unless we are dealing with a planar
system, for which any two CLFs share a control [2, Th. 1],
the control-sharing property may be not satisfied. Second,
the high complexity of the maximal invariant set, i.e., the
representation of the father function, might be inherited by
the final merging function, which complicates the on-line
computation of the control inputs. We face both problems by
investigating a different condition, namely the partial control-
sharing property.
C. Problem formulation: Partial control-sharing
We consider a region of bounded complexity of represen-
tation, which is shaped by the optimal and the constraint
functions. Then, let us consider the following assumption,
which guarantees that the Riccati-optimal control, with
infinite-horizon quadratic performance cost J :=
∫∞
0
‖x‖2Q+
‖u‖2R dt, where R  0 and Q < 0, is stabilizing.
Assumption 1: The pair (A,B) in (2) is controllable and
the pair (A,Q) is observable. 
We also assume that the state variable is subject to s linear
constraints, given by |f>i x| ≤ 1, for all i ∈ {1, . . . , s}. By
rearranging fi into the matrix F := [f1, . . . , fs]> ∈ Rs×n,
we characterize the admissible state space as
F := {x ∈ Rn | ‖Fx‖∞ ≤ 1}.
For each constraint, we also introduce the functions ψi :
Rn → R≥0, defined as ψi(x) := |f>i x|2, so that F is
characterized by the inequality
Ψ(x) := max
i∈{1,...,s}
ψi(x) ≤ 1. (4)
The optimal control gain matrix is Kˆ = R−1B>P where
P ∈ Rn×n is the solution of the ARE, A>P + PA −
PBR−1B>P + Q = 0, and V (x) = x>Px is the optimal
unconstrained cost-to-go function (positive definite in view
of Assumption 1). Then, we shape the working region based
on on V and the constraints, i.e.,
Gµ := F ∩ L(V/µ).
The following definition limits the requirement of control-
sharing only when the boundaries are active.
Definition 4 ((α, β)-partial control-sharing property):
Let α, β > 0 be given. The functions V and Ψ have the
(α, β)-partial control-sharing property if there exists a
locally-bounded control law u : Rn → Rm such that, for
all x ∈ Gµ and i s.t f>i = ±1, the following inequalities
simultaneously hold:{
∇ψi(x)(Ax+Bu(x)) ≤ −α
∇V (x)(Ax+Bu(x)) ≤ −β V (x). (5)

Remark 1: We note that, if the partial control-sharing
holds, then Gµ is a control-invariant set. This type of regions
has been considered as candidate control-invariant sets, see
[16], [20]. However, we ask something stronger than control
invariance, which however only requires that ψ˙i(x) < 0
Fig. 2. By referring to Example (1), the shaded area represents the elliptical
convex cone C.
when the i-th constraint is active. Thus, we require that,
with the same control input that keeps the state inside the
set, we also have V˙ (x) < 0 on the boundary. In view of
the final merging, this condition will ensure the full control-
sharing property between the constraint-shaped function and
the optimal one. 
III. PARTIAL CONTROL-SHARING CONDITIONS
Without restrictions, we parametrize the control law as
u(x) = u0(x) + v(x) = −Kˆx + v(x). Then, the system in
(2) becomes:
x˙ = Aˆx+Bv, (6)
with Aˆ := (A − BKˆ) ∈ Rn×n. We note that the optimal
QCLF V (x) satisfies
V˙ (x) = 2x>PAˆx = −x>Qˆx, (7)
with Qˆ := Q+ PBR−1B>P  0.
A. MISO systems: Single state constraint
First, we consider the case of a single constraint acting on
the system in (6), i.e., |f>x| ≤ 1. Then, let us define the
following elliptical convex cone (an instance in Fig. 2)
C := {x/λ ∈ Rn | x ∈ L(V/µ) ∩ ∂F , λ > 0} .
Then, we have the following equivalence result.
Theorem 1: Let V (x) = x>Px satisfy (7), the function
Ψ(x) = ψ(x) = |f>x|2 be associated with the unique
constraint, and let α, β, µ > 0 be given. The following
statements are equivalent:
i) V and Ψ have the (α, β)-partial control-sharing prop-
erty on Gµ;
ii) z>(Qˆ−βP )z−f>(Aˆ+ α2 I)z ≥ 0 for all z ∈ C, where
2z>PB + f>B = 0. 
Proof: We consider the case f>x = 1 only, as the proof
for the symmetric one f>x = −1 is identical. Let x ∈ Gµ,
and α˜ = α/2. Then, the following conditions must hold:{
f>(Aˆx+Bv) ≤ −α˜
2(x>PAˆx+ x>PBv) ≤ −βx>Px,
2x>PB
 f>B
v1
v2
Fig. 3. Conditions in (8) in the case of two inputs (m = 2). The arrows
represent the normal vectors to the hyperplanes.
namely, {
− f>Bv ≥ f>(Aˆ+ α˜I)x
2x>PBv ≤ x>(Qˆ− βP )x. (8)
These two inequalities are always satisfied if the vectors
−f>B and 2x>PB are not aligned (see Fig. 3, that shows
the situation with one constraint and m = 2). Hence, let us
focus on the aligned case, i.e., when 2x>PB+λf>B = 0 for
some λ > 0. To guarantee the non-emptiness of the solution
set in (8), we must have that:
if 2x>PB + λf>B = 0
then x>(Qˆ− βP )x ≥ λf>(Aˆ+ α˜I)x.
Thus, by dividing the first equality by λ and both sides of the
second inequality by λ2, introducing the state transformation
z :=
(
x
λ
) ∈ C, we obtain the desired condition.
Remark 2: The tolerance β > 0 can be small to make
(Qˆ− βP ) positive definite1. Thus, condition ii) in Theorem
1 can be checked via convex optimization by minimizing
z>(Qˆ−βP )z−f>(Aˆ+ α˜I)z on the convex domain C with
linear constraint 2z>PB + f>B = 0. 
For µ sufficiently small, we surely have feasibility. To
enlarge the domain Gµ, we can progressively increase the
parameter µ (i.e., consider larger level curves in L(V/µ)) as
long as the condition of the theorem is met, thus guaranteeing
the existence of a common control law between Ψ and V
with the largest µ.
Example 1 (Cont’d): By applying the the conditions in
(8) to V (x) and ψ(x) = x22/4 we obtain:{
− 2v ≥ −2[x1 + (
√
2− α˜)x2]
2(x1 +
√
2x2)v ≤ (1−
√
2)(x21 + x
2
2) + (
√
2− 2β)x1x2,
Thus, by introducing λ > 0 and following the same steps of
the proof of Theorem 1, for z ∈ C, if z1 +
√
2z2 = −1, we
must have
(1−β
√
2)(z21 +z
2
2)+(
√
2−2β)z1z2 ≥ −2[z1+(
√
2−α˜)z2].
1Precisely, β must be smaller than the smallest eigenvalue of QˆP−1.
TABLE I
OPTIMAL VALUE OF z>(Qˆ− βP )z − f>(Aˆ+ α˜I)z FOR EXAMPLE 1,
WITH DIFFERENT PARAMETER VALUES.
α β µ
0.5 0.75 1 1.5 3 10
0.001
0.001 43.57 11.22 6.43 3.62 1.78 0.71
0.05 41.96 10.76 6.13 3.42 1.64 0.61
0.2 37.15 9.36 5.24 2.83 1.24 0.33
0.1
0.001 43.17 11.04 6.30 3.54 1.73 0.69
0.05 41.56 10.58 6.01 3.34 1.59 0.59
0.2 36.75 9.18 5.12 2.75 1.19 0.30
As summarized in Tab. I, with small α and β, the latter
condition is satisfied also for large values of µ, guaranteeing
the (α, β)-partial sharing property between Ψ and V on Gµ.

B. MIMO systems: Multiple constraints
Let us now consider the general case involving several
state constraints. We must have that, whenever a set of
constraints is active, i.e., ψi(x) = 1, the corresponding
derivatives ψ˙i and V˙ shall be simultaneously negative by
adopting the same control v. Specifically, given any set of
indices K, H that denote active constraints, the (α, β)-partial
control-sharing property shall be ensured on each set:
AK,H :=
{
x ∈ L(V/µ) | f>k x = 1, f>h x = −1,
for all (k, h) ∈ K ×H} ,
Let us restrict our investigation to the case in which all the
constraints are equal to 1; the other cases can be addressed
by replacing f by −f . We call A the set of states where all
s constraints are active.
Before stating a sufficient condition for the partial control-
sharing in MIMO systems, let us introduce the following set:
V :=
{
v ∈ Rm | f>i Bv ≤ −f>i (Aˆ+ α2 I)x,
for all (x, i) ∈ A× {1, . . . , s}} .
Theorem 2: Under the same assumptions of Theorem 1,
the functions V and Ψ have the (α, β)-partial control-sharing
property if, for any set AK,H , it holds:
min
v∈V
max
x∈AK,H
x>(βP − Qˆ)x+ 2x>PBv ≤ 0. (9)

Proof: By construction, for any choice of active con-
straints in K and H , when x ∈ AK,H , the conditions on the
derivatives ψ˙i(x) ≤ −α are satisfied for any v ∈ V . Thus,
the only concern refers to V . To ensure V˙ < 0, we must
have v ∈ V such that
2x>PAˆx+ 2x>PBv ≤ −βx>Px,
which can be written as (9).
v1
v2
M
V¯
Vert(V¯)
Fig. 4. Feasible set of the two dimensional LP problem Φ.
Here, β shall be small enough to make (βP −Qˆ) negative
definite. For computational purposes, we may bound v as
‖v‖∞ ≤M , with large M , and define the new set V¯ as
V¯ = {v ∈ Rm | ‖v‖∞ ≤M} ∩ V.
In that case, in view of [17, Cor. 37.3.2], since V¯ and
AK,H are two compact and convex sets and the function in
(9) is concave in x and convex in v, we can exchange “min”
and “max”. Moreover,
Φ(x) := min
v∈V¯
x>(βP − Qˆ)x+ 2x>PBv
is an LP problem on the compact set V¯ . Then, if the feasible
set is non-empty, an optimal solution does exist, and at least
one these belongs to the set of vertices of the feasible region,
namely Vert(V¯), as illustrated in Fig. 4. Thus, we obtain that
max
x∈AK,H
=:Φ(x)︷ ︸︸ ︷
min
v∈Vert(V¯)
x>(βP − Qˆ)x+ 2x>PBv ≤ 0,
where Φ(x) is a concave function in x. As in the MISO
case, the associated condition can be checked via convex
optimization. 
IV. APPLICATION: SMOOTHING AND MERGING
CONSTRAINT AND CONTROL-LYAPUNOV FUNCTIONS
In this section, we consider the problem of shaping a
CLF starting from an optimal QCLF and some constraint
functions. We first construct an intermediate function from
V , suitably scaled by some µ that ensures partial control-
sharing, and the constraint functions {ψi}si=1. Then, after a
smoothing procedure, we obtain a new CLF that has the full
control-sharing property with the optimal V .
A. A smoothing method
If there exists a control law such that V and {ψi}si=1
simultaneously decrease along the solution to the system
in (6), we can consider the following piecewise-quadratic
candidate CLF:
Vˆ (x) := max
i∈{1,...,s}
{V (x), ψi(x)} . (10)
x1
x2
Vˆ
V (x)
F
⊤
x = 1
Fig. 5. Angular outline of Vˆ (x) (coloured level curves) inside the region
bounded from the constraints (red lines) and ∂LV (black dashed line).
Since Vˆ is not a differentiable function, let us introduce
the smoothed function, for some parameter p ∈ N,
Vp(x) :=
p
√
V p(x) +
∑s
i=1 ψ
p
i (x). (11)
In the following result, we show that for p large enough,
the function Vp is a β-contractive CLF.
Proposition 1: Assume that Vˆ (x) is a β-contractive CLF
for (6) with control law v. Then, there exists p¯ ∈ N and
βp > 0 such that, for all p ≥ p¯, V pp (x) is a CLF for (6) with
the same control law v. 
Proof: Since Vˆ (x) is a piecewise quadratic candidate
CLF, there exists some βˆ > 0 such that D+Vˆ (x) ≤
−βˆ Vˆ (x), where D+ denotes the upper-right Dini derivative.
Then, let us define the Euler Auxiliary System (EAS) x+ :=
x + τ(Aˆx + Bv), with τ > 0 small enough. In view of
[18, Lemma 4.1], there exists ρˆ ∈ [0, 1) such that, for the
EAS, we have Vˆ (x+) ≤ ρˆ Vˆ (x). Without any restriction, the
latter allows to consider an angular region that is bounded
by the constraints and the QCLF (the coloured level curves
in Fig. 5). Moreover, it follows from [19, Th. 3.2] that, for
Vp(x) in (11), there exists some p¯ ∈ N and ρ˜ ∈ [0, 1) such
that, for p ≥ p¯, Vp(x+) ≤ ρ˜ Vp(x). Introducing two scale
factors ξi ∈ [0, 1), i = 1, 2, the idea is to enclose two
level surfaces among the original bounded region Gµ and
the angular region previously introduced. As p grows, such
level curves approach the boundaries within which they are
confined. Hence, the following chain of inequalities holds:
Vˆ (x) ≤ Vp(x) ≤ 1
ξ1
Vp(x) ≤ 1
ξ2
Vˆ (x),
which leads to ∂LVˆ ⊃ ∂LVp ⊃ ξ1 ∂LVp ⊃ ξ2 ∂LVˆ . Then,
the function Vp(x) is ρp-contractive, with ρp := ρˆ/ξ2, so
Vp(x
+) ≤ ρpVp(x). Directly from [19, Lemma 4.2], with v,
as p → ∞, there exist a coefficient of contractivity βp :=
(1− ρp)/τ such that D+Vp(x) ≤ −βpVp(x). Consequently,
since Vp(x) is a positively homogeneous function, we have
D+V pp (x) ≤ −βp p Vp(x) as desired.
TABLE II
PERFORMANCE INDEX J FOR DIFFERENT VALUES OF p.
p 1 2 4 30
J 82.95 24.95 23.13 27.17
Proposition 2: Let V and Ψ have the (α, β)-partial
control-sharing property. Then, for any p ≥ p¯, the functions
V pp and V have the full control-sharing property. 
Proof: By noticing that, if the optimal V and the
constraints have the (α, β)-partial control-sharing property,
the control law v in Prop. 1 can be taken in such a way that
V˙ (x) ≤ −βV (x), the proof directly follows from the results
of the previous section.
B. A gradient-type merging: R-composition
Once we have guaranteed the full control-sharing property
between V pp and V , we are in the position to achieve a suc-
cessful merging. Next, we briefly recall the R-composition as
a possible approach to merge two CLFs, see [21], [22], [23]
for technical details. To obtain a merging function V∧ that
looks like V close to the origin (locally optimal) and like
the smoothed V pp close to the constraints, the R-composition
consists of the following steps:
R1) Define R1, R2 : Rn → R, as R1(x) := 1 − V pp (x) and
R2(x) := 1− V (x);
R2) Fix φ > 0, define the function R∧ : Rn → R (omitting
the dependence on φ) as
R∧(x) :=ρ(φ)
(
φR1(x)+R2(x)−
√
φ2R21(x)+R
2
2(x)
)
where ρ(φ) :=
(
φ+ 1−
√
φ2 + 1
)−1
is a normaliza-
tion factor;
R3) Define the R-composition, V∧ : Rn → R≥0, as
V∧(x) := 1−R∧(x).
By computing the gradient ∇V∧(x), it turns out from [2,
Prop. 5] that V∧ is a gradient-type merging candidate and
can be used as a candidate CLF.
Example 1 (Cont’d): Finally, we show an example of
the correction made by gradient-based controller v =
−b>∇V∧(x), with V∧ obtained via the smoothing procedure
and R-composition for different values of p. In Fig. 6,
we shown controlled state trajectories, where the additional
control input v forces the state to remain inside the feasible
region, L(V/µ), providing the values for the performance
index J in Tab. II. 
V. CONCLUSION AND OUTLOOK
Merging constraint functions and (locally) optimal control
Lyapunov functions is key to design low-complexity (sub-
) optimal control for constrained linear systems. Partial
x1
x2
p = 1
p = 2
p = 4
p = 30
Fig. 6. State behaviour (solid lines) of the system in (1) with gradient-type
controller, for different values of p. The dashed-dotted lines corresponds
to V∧(x) = µ, with µ = 1.4, α = β = 0.1, φ = 10 and x(0) =
[−1.05,−0.1]>.
control-sharing is a promising approach for merging con-
straint and control-Lyapunov functions, under mild assump-
tions that can be checked via convex optimization.
Future research will investigate necessary and sufficient
conditions for partial control-sharing in the presence of
multiple state constraints. Control input constraints shall be
considered as well. We shall also investigate sub-optimality
bounds of certain merging procedures.
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