Abstract: This paper explains the calculation and use of a previously derived coupling measure that characterizes the dependence of a plant's controller optimization problem on the plant design variables which also affects the plant design optimization problem. Conventionally the two optimization problems have been solved sequentially or in a combined manner. After a discussion on the theoretical origin of this coupling measure, we show how to calculate it numerically for an example cantilever beam structural design and vibration control problem. This coupling measure is then used in a combined optimization procedure. The results show that using the coupling term significantly reduces the number of function calls needed to solve the optimization problem and hence reduces computational time. The reduction in computational time is dependent on the number of plant design variables considered in the problem and the chosen initial design. The coupling term is also shown to be a good measure to judge the need for a combined optimum solution vs. a sequential optimum solution.
INTRODUCTION
In a general sense, a dynamic system comprises of a plant and its controller. Design Optimization aims to calculate the design of the plant which achieves an optimal plant objective . Control Optimization aims to calculate the controller that would guide the plant dynamics to achieve the optimal control objective ( ). Conventionally these two optimization problems have been solved either sequentially or in a combined fashion to obtain a dynamic system that satisfies both the design and control objectives. Sequential Design and Control Optimization is computationally less expensive, solves the two problems one after the other and in general does not guarantee system optimality as explained by Reyer et. al. (2002) and . The partitioning of the problem for sequential optimization is possible in practice due to the static and dynamic nature of the design and control optimization problems respectively. Another important reason for the separation of these problems is the ease of formulating each problem separately in order to use the vast array of efficient computational methods available to solve them separately. The sequential solution of these problems, for example to obtain an optimal plant design and then the optimal controller for this plant design, does not guarantee complete dynamic system optimality. Smith et. al. show that in some cases the optimal plant design may be conflicting, meaning that an optimal design might be expensive to control (or harder to control). Thus it is important to consider a combined design and control optimization framework and understand the tradeoffs between the two problems.
Common methods for combined design and control optimization have been simultaneous and nested strategies and are explained in more detail in Reyer et. al. ( ,2002 . Combined Design and Control Optimization has been used in numerous problems and has been employed in different ways depending on the problem considered. Wang. et al. demonstrate a method to simultaneously optimize the structural and control objectives for intelligent structures. This is accomplished by considering the feedback gains of the controller as design variables and solving a multiobjective static design optimization problem. A similar approach is taken by Rousseau et. al., where the threshold parameters in a rule-based controller are used as design variables. This consideration of control parameters or gains as design variables is possible when a static control structure is assumed, i.e. the gains do not change with time. Such a restricted assumption about the control structure does not guarantee optimal control or system optimality even when simultaneous optimization strategies are used. So it is necessary to use a framework that avoids such restrictions.
Milman et. al. provide a mathematical framework for combined control-structure optimization for LQR and LQG controllers and provide a solution method using a homotopy strategy. S.S.Rao approaches the combined structure-control optimization problem by considering the sensitivities of closed loop eigenvalues, gain and phase margins to the mass of the structural elements (which are design variables). He establishes that understanding the sensitivities of these closed loop parameters can help us reduce the number of variables over which the optimization is carried out by removing the least sensitive design variables. Similar studies by Eastep et. al. and Rakowska et. al. consider sensitivities of closed loop control characteristics and even constrain the stability margins during the plant design optimization. Eastep et. al. use the sensitivity of the eigenvalues to obtain better designs. Rao uses the stability margin, which depends on controller design as a constraint in the plant design problem. These papers by Eastep et. al., Milman et. al., Rao and Rakowska et. al. consider the coupling between the plant and controller design problems by characterizing the dependence of some intuitively chosen control properties on the design variables. In this article we define a controller cost which encompasses characteristics such as the system stability etc. and include practical control requirements like the cost of the control signal and characterize the dependence of this cost function on the design variables. Even though understanding the sensitivities of the stability margins produced by the controller for a particular design is immensely useful, in many cases there are certain cost objectives that the controller is to be designed for and we try to capture this feature.
Another common method employed in combined design and control optimization is when the controller is parameterized in terms of design variables. This method is employed when more rigorous mathematical methods are computationally expensive. Kim et. al. obtain a Stochastic Dynamic Programming based optimal controller for a fuel cell electric vehicle powertrain. This optimal controller is then parameterized in terms of the size of the fuel cell, battery and the motor, which are the design variables. Even though the parameterized controller is suboptimal, it significantly reduces the computational time involved in obtaining the optimum system configuration. The parameterization of the controller by Kim et. al. as a function of design variables needed the authors' intuitive understanding of the dependence of the controller on the plant design variables even though the authors do not mention the use of a coupling measure. Pil. et al. define a sensitivity Jacobian which characterizes the sensitivity of the controller objectives to changes in the design variables. This measure of sensitivity is used to make a better choice about the next design used in a recursive nested optimization procedure. It is noted by the authors in their mechatronics example, that the calculation of the sensitivity Jacobian is a difficult numerical task. Peters et. al. apply a rigorous combined control and design approach for MEMS design and control. They show that the by varying the dependence of the design problem on control characteristics' constraints, we observe a difference between system optimality solutions obtained by sequential and simultaneous optimization methods. Even though simultaneous optimization methods guarantee system optimality they are computationally more expensive, due to increased number of functional calls, and to ensure the coordination of common linking variables between the two sub-problems.
It should be noted that if there is no relation between the optimal design and control problems, i.e. a change in the plant design does not affect the process of controller design within a certain desired tolerance, then the sequential and combined optimal solutions would be the same. To summarize the above literature, combined design and control methods have been applied in various fields with formulations that intuitively capture a particular problem. Restrictive assumptions on the control structure or the interdependence between the two optimization problems do not always guarantee system optimality. Hence there is a need to define the combined plant and controller design problem in a more generic way and to characterize the dependence between the two problems rigorously. Since computational complexity has been cited as one of the curses of combined design and control optimization, there is a need for an efficient yet rigorous computational optimization framework. It would also be useful to have some perspective of the coupling between the plant design and control problems to choose the starting design for the problem, to tune the optimization parameters such as weighting of the design and control optimization problems and/or to choose an appropriate optimization algorithm that can be executed efficiently.
With these intentions, articles , Peters. et al. (2009) and Alyaqout et. al. (2005) look at characterizing the coupling between the design and control problems. Peters et al. discuss the definitions and applicability of different measures of coupling. The two measures of coupling discussed in this paper are described in more detail by and Alyaqout et. al. (2005) . Alyaqout et al. consider bi-directional coupling, meaning that the design problem and the control problem are dependent on both the design variables ( ) and the control variables (u(t)). The system objective function can be written in any form including the most common form, i.e. a linear combination of the individual design and control objectives. Any number of individual sub-systems with their own sub-system objective functions could be considered. This measure of coupling has been previously used in the design of vehicle passive/active suspension and electric dc motor by Alyaqout et. al. (2006 Alyaqout et. al. ( ,2007 and in complex system optimization by Allison. et al. (2005) . consider a unidirectional coupling problem, meaning that the design optimization problem is independent of the control variables, but the control optimization problem depends on the design variables. This is a reasonable assumption considering that in most cases the definition of design and control optimization problems is a matter of appropriately partitioning the system. The paper provides an analytic expression for the measure of coupling, quantified by the sensitivity of the optimal control objective to a change in the design variables. A detailed derivation of the analytic expression for the coupling term is given by Fathy (2002) . This formulation has been extended with the inclusion of observer design and applied to the design of vehicle suspensions by Fathy et al. (2003) .
In this paper, we have applied the analytical expression derived by Fathy (2002) to calculate the coupling measure numerically. The coupling measure was also calculated as the sensitivity of the optimal control objective with respect to the design variables, and the equality between the analytical expression and the sensitivity is verified. This coupling measure was then used to calculate the gradient in a computationally efficient manner, and the gradient was subsequently used to numerically solve the modified KKT conditions derived by Fathy (2002) . The process of incorporating the coupling term in the gradient not only considers the dependence of the control objective on the design variables but as this paper will show, it also reduces the computational time of the optimization routine. In short, the unique contributions of this article are the numerical verification of the equality of coupling measure and the sensitivity of the optimal attainable control objective on the design variables and using this coupling measure in the calculation of the optimal dynamic system with a reduction in the computational expense involved in previously used combined design and control optimization methods. This paper is organized as follows: The general equations concerning the design and control optimization problems are first introduced, then the optimality conditions as derived by Fathy (2002) are discussed with particular importance to the meaning and calculation of the coupling term. An example problem of integrated structure/control optimization of a beam under vibrations is proposed and solved by using two methods, one which uses the coupling measure and the other without using the coupling measure. The results of the combined plant and controller optimization problem obtained by the two methods are compared and the numerical relevance of the coupling measure is discussed.
PROBLEM DEFINITION
There are two optimization problems to be solved: a plant optimization problem and a controller optimization problem. We define the plant and controller optimization problems separately first and then propose the combined plant and controller optimization problem. The design optimization problem is typically expressed as a static optimization problem in the form given by Papalambros and Wilde: min subject to ( ) and ( )
The goal of the plant optimization problem is to minimize a plant objective by varying a design vector subject to equality and inequality constraints ℎ and respectively. The control optimization problem is commonly formulated as a dynamic or variational optimization problem as expressed by Leitmann:
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This formulation of the continuous-time optimal control problem neglects disturbances and sensor noise and assumes all states to be measured directly for simplicity. Problems which need consideration of disturbances, sensor noise, and do not have all the state measurements are addressed with an accompanied observer design problem by Fathy et al. (2003) . In (2), the objective is to minimize a weighted sum of a final state objective function Φ and the time integral of a functional (L). This weighted sum reflects two common goals in controller design, namely, minimal steady state error and acceptable transient behavior. Optimization variables include the control input trajectory, u(t), the state trajectory, z(t), and the terminal time, T. Optimization constraints are the plant's open-loop state equations (f), limitations on control actuation , possible constraints on the final state or final time (Ψ), and initial conditions ( 0 ).
The above two problems are integrated by a linear combination of their objectives. The constraints and optimization variables of the combined problem are the union of the constraints and optimization variables of the two problems respectively. Marler et. al. describe several multiobjective optimization weighting methods. From these, we adopt linear weighting for simplicity. This paper accounts for the influence of plant design on controller objective and constraints, but neglects the influence of controller design on plant constraints for simplicity. This is accounted in the equations below (3) by the presence of the design vector in the system dynamics and control actuation constraints. While this formulation limits the generality of our analysis somewhat, we are still able to address a large number of practical combined plant and controller optimization problems where controller design does not affect the set of feasible plants. Based on these assumptions, the following combined plant and controller optimization problem is considered:
OPTIMALITY CONDITIONS
Suppose that the objective function and constraints in (3) are all continuous and differentiable with respect to the combined optimization variables ( , ( ), ( ), ). First order necessary combined, or "system" optimality conditions are derived using calculus of variations by Fathy (2002) for the problem in (3) as 
The optimum values are denoted with a * superscript. Equations (4) represent constraint satisfaction at the optimum, which is an obvious necessity for the desired optimum. Equations (5) are transversality conditions associated with penalizing constraint violations. Equations (6), (7), (8) are the stationarity conditions that the objective and the constraints have to satisfy at the optimum. The LHS of (6), (7), (8) are the variations of the augmented combined design and control objective with respect to the optimization variables ( , ( ), ( ), ) where the augmented objective considers the constraints through Lagrange multipliers ( , , ( ), ( ), ). Equations (7) represent a general control optimization problem as given by Leitmann, which is solved with the final condition given by (8).
Fathy (2002) has observed that (6) is very similar to the KKT stationarity conditions. This is because equation (6) represents the variation of the augmented Lagrangian with respect to the design vector . The difference between KKT conditions and (6) is the last term in the equation which is present due to the dependence of the controller optimization problem on the design vector . Hence this term is denoted by Fathy as the coupling term:
It should be observed that the optimal control objective ( * )
is dependent on the design vector through the constraints (f) and . Hence it is suggested by Fathy (2002) that the coupling term can also be mathematically represented as 
In the results section we will show that the two expressions for the coupling term, (9) and (10) are indeed numerically equal. Thus the coupling term quantifies the coupling between the plant and controller optimization problems by considering the influence of plant design on the optimal attainable control objective even though it was chosen as the extra term in the modified KKT conditions in (6). Figure 1 gives a flowchart to explain how (4)-(9) are used in the combined system optimization. Numerically, to obtain the simultaneous optimal solution, (7) and (8) are solved to obtain an optimal controller for a given design, and then these values are substituted in (6) to obtain a gradient of the combined objective, which is then used to obtain the next design based on the optimization algorithm being used. The above method is repeated for the next design till the gradient given by the LHS of (6) is close enough to zero, or the change in design variables is within an allowed tolerance. This is very similar to previous nested optimization algorithms employed by Eastep et. al.. The difference between the two nested optimization formulations is that in the design chosen for the next iteration Eastep et. al. consider the sensitivity of the closed loop eigenvalues to the structural design in and we consider the sensitivity of the optimal attainable control objective to the design which is encapsulated in the above formulation by the coupling term (9)-(10).
Another difference compared to previously used computational methods is explained here. Previous nested or simultaneous combined design and control optimization approaches used the gradient calculated in (6) of the form
. In the calculation of this gradient, the calculation of It should be noted the number of times the optimal control problem has to be solved is dependent on the dimension of the design vector . If n is the dimension of the design vector , the optimal control problem has to be solved at least n+1 times to obtain the derivative c p dF dx  . This can be computationally very expensive depending on the time taken to solve the optimal control problem. In the optimality conditions given by (6), we use the coupling term which is numerically equal to c p dF dx  . It is calculated as an integral and needs the solution of the optimal control problem for only one design. We will show in the results that this computational advantage of solving the optimal control problem only once instead of n+1 times does indeed translate to a reduced number of function calls required to obtain the gradient at each design and hence a reduced number of total function calls and computational time. 
BEAM DESIGN AND CONTROL PROBLEM
The coupling between the plant and controller optimization problems is particularly manifest in vibration control applications as shown by Smith. et al. and Pil. et 
Conditions Satisfied
Conditions Not Satisfied than the optimal combination of passive and active vibration attenuation obtained by a sequential design optimization and control optimization. For this reason we chose the problem of structural design of a cantilever beam and its controller. The plant optimization problem aims to obtain a structure with the minimum total mass of the beam. The controller optimization problem is posed as an LQR problem. The beam is modeled as a finite collection of N nodes. The Euler-Bernoulli beam vibration equations are obtained for each node and they are represented in state space form. The states (z(t)) of the structure are the displacement and velocity of each node. The width of each node is a design variable, keeping the thickness (th) and length (dx) of all the nodes the same. Thus the design vector is the vector of widths of each node (w). The control input (u(t)) is a moment applied at the fixed end of the cantilever. The beam is viewed as a linkage which is desired to be rotated by a certain angle. Once this desired angular position is reached the beam has a certain velocity at this final position. The control problem is to bring the beam to rest given this initial angular velocity. Figure 2 shows the cantilever beam, the moment applied to it at the fixed end, a diagram of a node and the boundary conditions used in this problem. 
The initial condition for this problem are ( 0 ). The cantilever beam has an initial angular velocity as explained previously. This angular velocity is equivalent to each node having a linear velocity whose value depends on the distance of the node from the fixed point. ( 0 ) is a vector that assigns this initial linear velocity to each node. Using the above definitions of the design and controller optimization problems, the combined optimization problem is:
It should be noted in the above formulation that the state and control matrices in the system dynamics, A(w) and B(w) respectively, are function of the design vector (w) which is the vector of widths of all the nodes. is the relative weight of the control objective with respect to the design objective.
For the problem in (13), the optimality conditions for the cantilever beam design and control problem can be obtained similar to those given in equation (4)- (8). The terms in (9) for the coupling measure Γ are calculated analytically by using the following expressions:
Equations (7) and (8) are the LQR equations for the optimal state ( * (t)) and co-state ( * (t)) trajectories solved with the boundary condition * ( ) = 0. These calculations were made in MATLAB using the lqr command. Using the solution for optimal state, co-state and control trajectories and the expressions calculated in (14) the coupling term Γ is calculated. The gradient, which is the LHS in (6) is then calculated as it is easy to analytically obtain the derivative of the plant objective and plant constraints with respect to the design vector in this problem.
RESULTS AND DISCUSSION
The coupling term given by (9) and (10) are considered to be equivalent by Fathy (2002) , as explained in the optimality conditions section above. Before performing combined design and control optimization we verify numerically the equality of the coupling term and the gradient of the optimal attainable control. Figure 3 shows the plots of the coupling term calculated by (9) and (10) and it is observed that the coupling term is indeed numerically equal to the gradient of the optimal attainable control. In the figure we show the equivalence of the coupling term to the gradient of the optimal control objective as a function of one of the design variables (which is the width of one of the nodes). The maximum difference between the two calculations of the coupling term is less than 3%. These differences occur due to the differences in the numerical procedures used to calculate the coupling term. In the case of numerical integration or differentiation the choice of the step size governs the numerical error in the result.
The combined design and control optimization problem in (13) is solved using fmincon in MATLAB for two cases. The first in which the gradient information is not calculated, and hence the algorithm numerically calculates gradient from the
, by evaluating the
Node above objective and constraints at different designs close to the design where the gradient is desired. Second case in which the gradient is calculated as mentioned in the previous paragraph using the coupling Γ and supplied to the optimization routine. Since we use a gradient based algorithm in this case, the choice of the initial design influences the number of function evaluations required to reach the optimum. In both the cases of our problem, the initial designs are the same. These cases were solved for different number of nodes, which correspond to different number of design variables. The number of nodes or design variables chosen and the number of function calls required to obtain an optimal solution in all the cases is shown in table 1. (9) and (10) From table 1 we observe that the difference in the number of function calls increases as the number of nodes increases. The number of nodes (N) is equal to the dimension of the design vector, which is a vector of the widths of each node. The difference is smaller when the dimensions of the design vector are lower because of 1) The number of function evaluations required to obtain the gradient at the beginning of each iteration is lower, 2) The number of function calls needed to obtain the step size at each iteration does not depend on the dimension of the design vector as it is a scalar problem, thus masking the smaller gain in reduced number of function calls for lower dimensions. Figure 4 shows how the optimization improves the normalized objective function with the number of function calls made for N = 7 nodes. It can be seen that the objective is minimized to the same value with only a third of the function calls when the coupling term is used in the optimization.
To analyze the results of the combined design and control optimization we look at solution for the case when N = 15 nodes were used to model the beam. This means that the optimization has 15 design variables which are the widths of each of the nodes. In Figure 5 , we see the optimal configuration of the beam. We observe that the width of the beam is not even. These results observed have similar trends to the results obtained by Pil. et al., even though the problem tackled in Pil. et al. is more complicated. The uneven lumping of mass along the length of the beam represents a compromise between the passive and active vibration control policies. Since the beam does not experience the same amplitude of vibration along its length, the areas which will experience more vibrations are in a sense more "padded". Since the plant design objective is to reduce the total mass of the structure, if we were to solve the design optimization problem separately, then the solution is trivial. The solution would be to have the minimum possible width in all the nodes ( = ). In our case the value of is 10 units and is 20 units. So the solution of the design problem would mean that the beam has a uniform width of 10 units. From Figure 5 , we observe that this is not the case at the combined design and control optimum, where the beam width is maximum of ~18 units at the fixed end and a minimum of ~13 units at the free end. Thus the consideration of the combined optimization problem makes a significant difference. This can also be observed by taking a look at the So the optimal design obtained by sequentially considering the design objective and then the control objective is not the same as the complete system optimal design. In this manner the coupling term evaluated at values around the plant design optimum gives us an intuition about the need to solve the problem using a combined design and control optimization method instead of a sequential approach. Theoretically, if the coupling term has all its components as zero at the design optimum solution or Γ 2 = 0, then the design and control problems are decoupled and can be sequentially solved. Numerically, we might see that the value of the components of the coupling term might be small (close to zero), but the closeness to zero must be judged depending on the problem and the accuracies desired in the problem. Fathy (2002) discusses other cases of decoupling but the above discussion shows that we can use the coupling measure Γ to judge the need for solving the combined design and control optimization problem vs. sequentially solving these two problems.
CONCLUSIONS
We introduced a notion of coupling between the design and control optimization problems by considering the dependence of the control optimization problem on the design variables. The intuition that the coupling term represents this gradient was numerically validated. The coupling term was then used to obtain the gradient of the design optimization problem and in the process offered the following advantages: 1) The coupling term captured the dependence of the controller performance on the design variables providing a simple way to introduce the dependence of the controller on the design variables during the design optimization iterations, 2) The calculation of the coupling term eliminates the need to calculate the gradient of the optimal control objective as the two are numerically equal, thus resulting in a reduced number of function calls and hence reduced computational time.
We have also demonstrated that by checking the value of the coupling measure at different points in the design space we can understand the interdependence between the design and control problems. This was shown by calculating the coupling term at the point which corresponds to the optimal design ignoring the control optimization problem. This understanding can be used to choose the starting design for the problem, to tune the optimization parameters such as weighting of the design and control optimization problems, and in particular to decide on the need for sequential vs. combined design and control optimization approach. The results for the optimization showed a significant reduction in the number of function calls required and this gain in the reduced number of function calls increases with the increase in the number of design variables.
It should be noted that in all the above analysis we made sure that the derivatives exist by ensuring the continuity and the differentiability of the system. The equations shows above and the procedure for optimization is valid for non linear systems as well. Using an LQR controller we could easily solve (7) and (8), but for non linear systems the control problem might have to be solved using other optimal control approaches. These approaches are in general computationally expensive and hence the above demonstration of using the coupling term to reduce the number of times the optimal control problem is solved is extremely useful.
