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Several recent papers have dealt with the problem of determining those 
commutative rings which have the “pole assignability property” or 
PA-property for short. Roughly speaking, these are the rings over which 
the “eigenvalues” of certain endomorphisms of constant rank projective 
modules can be arbitrarily altered by a special type of perturbation. (For a 
precise definition of the PA-property, see [HS] or [BKU 11.) There is an 
older matricial form of this property arising out of control theory. One 
strong form of it is called the “GCU-property.” (See the sequel for this and 
all definitions.) In the paper [HS] of Hautus and Sontag, it is shown that 
any Dedekind domain has the PA-property, while in [BKU 11 it is shown 
that if D is a Dedekind domain having nontrivial 2-torsion in its Picard 
group, then D does not have the GCU-property. This paper arose from an 
attempt to characterize those Dedekind domains having the GCU- 
property. One consideration here is that while the arguments of [HS] are 
elegant, their spirit is removed from the matricial origins of the problem. 
The GCU-property, since it deals with homomorphisms of free modules, is 
matricial in character and the arguments are as well. It turns out that 
Dedekind domains having the GCU-property are quite special. In a sense 
this is a vindication of the approach in [HS] to use “projective systems.” 
Our main result is Theorem 4, a corollary of which is that a Dedekind 
domain has the GCU-property if and only if it has torsion-free Picard 
group. In the process of proving Theorem 4, several related questions are 
considered. Chief among them is that of determining those Priifer domains 
satisfying the ‘Invariant Factor Theorem.” It is classical that Dedekind 
domains do, a fact that goes back to Steinitz via Chevalley, among others. 
We will show that if D is a one-dimensional Prtifer domain or a Priifer 
domain with the property that each nonzero element of D belongs to only 
finitely maximal ideals, then D satisfies the Invariant Factor Theorem. 
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We also note that in Theorem 3 it is shown that if R is any commutative 
ring with the property that each nonzero element of R belongs to only 
finitely many maximal ideals, then R has the PA-property. This would 
appear to be a nice extension of the Dedekind domain theorem of [HS]. 
Given a pair of matrices F and G of sizes n x II and n x m, respectively, 
over a commutative ring R, the n-dimensional system (F, G) is said to be 
reachable if the columns of the matrix [G, FG, . . . . F”- ‘G] span R’“‘. If Z is 
an ideal of R, we shall use the notation Z(l) to denote the (external) direct 
sum of t copies of Z, as opposed to I’ which denotes the ideal product 
within R. Given an R-module E, we shall say that E is a good R-module if 
and only if there exists a sequence 
of R-homomorphisms G and F such that the system (F, G) is reachable and 
E is isomorphic to the image of G. 
We begin with a theorem which should be of independent interest. 
THEOREM 1. Let D be an integral domain with Z a fractional ideal of D. 
(i) Zf Z is a good D-module, then there exists a positive integer t such 
that I(‘) is isomorphic to a finitely generated free D-module. In particular, Z’ 
is principal, and hence Z is invertible. 
(ii) Suppose that Z is generated by two elements. Zf Z” is principal for 
some positive integer n, then Z is a good D-module. 
Therefore, if each invertible fractional ideal of D is generated by two 
elements, then Z is a good D-module tf and only if I’ is principal for some 
positive integer t. 
Proof (i) Suppose that DC”‘) jG D’“’ -+ F DC”‘, where the image of G is 
rank one and (Im(G), Im(FG), . . . . Im(p-‘G)) = DC”‘. If Im(G) 1: Z, then 
Im(G)=Zx, for some xi EK(“), where K is the quotient field of D. Let 
F(xi) = xi+, for 1 < i < n - 1. Then (x1, . . . . x,} is linearly independent over 
K, since (F, G) is reachable, and F(Zxi) = ZF(xi) = Ix,, , . Consequently, 
(WG), . . . . Im(F-‘G)) = Ix, @ . . . @Ix, = DC”‘, so that I(“) ‘v DC”‘. By 
[K, Lemma l] this implies that Z” 1: D” = D. Therefore, Z” is principal. 
(ii) Since Z” is assumed to be principal, Z is invertible. Moreover, 
since Z is generated by two elements we can write 1 = ax + by, where a, b E Z 
and x,y~Z~‘. Hence Z= (a, b) and ZZ’= (x, y). By [G, Theorem 6.51, 
I-‘= (x’, y’) for any positive integer t. Thus, we can write 1 = a’x’+ b’y’, 
where a’, b’ E I’. Define & Z@Z’-+ D by d(u, v) = xu + y’v. Then 
qS( a’x’ - ‘, b’) = 1, and so 4 is surjective. Consequently, D @ Ker(b) N Z@ I’ 
and we must have Ker(b) N I’+ ‘. Hence, D @ I’+ ’ N Z@ I’. Using this and 
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induction on t, it follows that I(‘) N DC’- i) @ I’ for each integer t B 2. Thus 
I(“) N DC”’ since Z” 2: D. 
There is a standard argument to show that, if P is a (projective) module 
such that PC”) is a finitely generated free module, then P is good. We 
reproduce the argument here for completeness. We may assume that 
pen) = DC”‘). Let g: DC”) + DC”‘) be the projection onto the first P-factor, and 
let f: D (m) + DC”’ be defined by f(p,, . . . . p,) = (p,, p,, . . . . Pn- ,). Using 
Im(g) to denote the image of g, we clearly have 
(Wg), fUm(g)), . . . . f”-- ‘(Ws))) = D’“). 
Thus, if F and G are any matrices representing f and g, respectively, it 
follows that (F, G) is a reachable system with the column module of G 
isomorphic to P. 1 
We require some notation. Let D be an integral domain. We shall say 
that D has the It-generator property if and only if, given an invertible frac- 
tional ideal A and a nonzero element a E A, there exists an element b E A 
such that A = (a, b). We shall say that D has the 2-generator property if 
each invertible fractional ideal of D can be generated by two elements. 
Finally, we shall say that D has the Steinitz property if and only if, 
whenever A and B are invertible fractional ideals of D, it follows that 
D@AB=A@B. 
It should be noted that both the 1%generator and 2-generator properties 
are usually defined only for Priifer domains. 
PROPOSITION 1. Let D be an integral domain and consider the following 
conditions on D. 
(i) D has the l%generutor property. 
(ii) For all invertible fractional ideals A and all integral ideals B, 
AIAB 2: D/B. 
(iii) D has the Steinitz property. 
(iv) D has the 2-generator property. 
(v) For each invertible fractional ideal A of D, A @A-’ N D @ D. 
(vi) For each invertible fractional ideal A of D and each positive 
integer t, 
Then (i) +-+ (ii) + (iii) + (iv) c-) (v) c* (vi), and (iii) P (ii). 
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Proof: (i) + (ii) Choose any nonzero element x E ABE A. Then there 
exists an element y E A such that A = (x, v) = AB + Dy. Map 4: D + A/AB 
by b(a) = ay + AB, so that 4 is surjective since A = AB+ Dy. Certainly, 
BE Ker(4). If dE Ker($), then dy E AB, and certainly dx E dAB c AB. Thus, 
dA = dDx + dDy s AB. Since A is assumed to be invertible, dD E B, so that 
dE B. Thus, Ker(#) = B, and D/B N A/AB. 
(ii) -+ (i) Let A be an invertible fractional ideal and x E A an 
arbitrary nonzero element. Then Dx = XA -‘A = BA for B = xA -I s D 
an integral ideal. By assumption, A/AB N D/B is cyclic, so A/AB = 
(Dy + AB)/AB for some y E A. Hence, A = Dy + AB = Dy + Dx. 
(i) + (iii) This is essentially [HL, Theorem 4.11; we include the 
proof for completeness. If A and B are invertible ideals of D, then it suflices 
to find a surjective map from A @B to D. For this, it suffices to find scalars 
a and p such that aA + /lB = D. Choose a # 0 such that crA c D. Then 
ctA+BB=DifandonlyifctAB~‘+BD=B~‘.Letcr’~crAB~’~B~‘with 
CI’ # 0. By the li-generator property, there exists /3~ B-’ such that 
cc’D+pD=B~‘, so that aAB~‘+PD=B~’ (since a’DsaAB-‘cB-‘). 
Thus, aA + BB = D for this choice of c( and /?. 
(iii) -+ (iv) Let A be an invertible fractional ideal of D. By the 
Steinitz property, A @A -’ N D @ D. Projecting onto A we get a map from 
D @ D onto A, and so A is generated by two elements. 
(iv) + (v) Write 1 = ax+ by with a, b E A, x, y E A-‘. Define 
cr: A @A-’ -+ D by U(U, v) = ux + ub. Since a(a, y) = 1, D @ Ker(o) N 
A @A -I, and Ker(a) N AA ~ ’ = D. 
(v) -+ (iv) This is just the argument of (iii) -+ (iv). 
(iv) -+ (vi) This was the first part of the proof of Theorem 1, part (ii). 
(vi) + (iv) Let A be an invertible fractional ideal of D. By a 
(seemingly) weaker form of (vi), A @A N D @ A*. This gives a map from 
A 0 A onto D, and hence Ax + Ay = D for some x, y E A-‘. Then writing 
1 = ax + by for some a, b E A, we have that A = (a, b). This completes the 
proof of the equivalence of (iv), (v), and (vi). 
That (iii) P (i) is shown in [HL, Example 4.43. 
For later reference, we note that a domain D satisfies condition (ii) if, for 
every ideal Bc D, D/B has the property that rank one projectives are free. 
Hence such a domain has the I&generator property and, consequently, the 
Steinitz property. 1 
Remark. In the theorem above we do not discuss the implication 
(iv) + (iii) because we do not know its status. Surely it fails. 
We say that a commutative ring R has the GCU-property if for every 
reachable system (F, G) over R, the matrix G has a unimodular vector in 
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its image. If G: R’“’ --f R’“‘, then this conditions is clearly equivalent to the 
image of G containing a rank one free summand of the free module R’“‘. 
PROPOSITION 2. Let D be a domain with the 2-generator property. Zf D 
has the GCU-property, then the Picard group of D is torsion-free. 
Proof: Let Z be an invertible fractional ideal of D with I’ principal 
for some positive integer t. By Theorem 1, Z is good, and by the 
GCU-property, Z contains a rank one free summand. It follows that Z is 
principal. 1 
Consequently, for domains having the 2-generator property, torsion-free 
Picard group is a necessary condition for the GCU-property to hold. The 
remainder of the paper is essentially concerned with determining conditions 
under which having torsion-free Picard group is sufficient for the 
GCU-property. 
If D is a Priifer domain with quotient field K, we shall say that D has the 
Simultaneous Basis Property if and only if, given finitely generated projec- 
tive D-modules Ns M, there exist vectors xi, . . . . x, in KM 2: K@) and 
invertible fractional ideals Ji, . . . . .Z, and invertible ideals A i 3 . . . 2 A, 
(n <m) such that 
M=J,x,@ ... @J,x,@ ... OJ,,,x, 
and 
N=A,J,x,@ ... @A,J,x,. 
We say that D satisfies the Invariant Factor Theorem if and only if D has 
the Simultaneous Basis Property, and, for each pair of finitely generated 
projective D-modules N G M, it is possible to decompose M and N 
simultaneously (as above) with the added condition that J, = ... = 
J,-,=D. 
THEOREM 2. Let D be a Prtifer domain satisfying the Invariant Factor 
Theorem. Then D has the GCU-property if and only if the Picard group of D 
is torsion-free. 
Proof Since D satisfies the Invariant Factor Theorem, it follows that D 
has the Steinitz property (by choosing M= N in the definition of the 
Invariant Factor Theorem). Thus by Proposition 1, D has the 2-generator 
property, so that, by Proposition 2, if D has the GCU-property, then the 
Picard group of D is torsion-free. 
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Conversely, suppose that the Picard group of D is torsion-free, and let E 
be a good D-module. This means that there exists a sequence of D-modules 
and homomorphisms 
such that the columns of [G, FG, . . . . F-‘G] span D’“’ and E ‘v Im(G). 
There are two cases to consider. 
Suppose that E has rank one. Then EN I for some fractional ideal I of 
D. By Theorem 1, I’ is principal for some positive integer t, and since the 
class group of D is torsion-free, Z N D. Moreover, the proof of Theorem 1 (i) 
shows that EN Ix, for some vector x, E K’“’ and that DC”‘= 
Ix,@ .‘. @lx,,. Thus, EN Ix, is a rank one free summand of DC”‘. This 
proves the result in case the rank of E is one, and it does not require the 
Invariant Factor Theorem. 
Suppose that the rank of E is m > 2. By the Invariant Factor Theorem 
we can write 
D’“‘=J,x,@ ... @J,,x n and E2:A1J,x,0 ... @AmJmx,, 
where J, , . . . . J, are invertible fractional ideals of D with J, = ... = 
J,,-,=D, and A,1 ... ?A,,, are integral ideals of D. If A, #D, then 
Im(G) 5 A, DC”) and so (Im(G), Im(FG), . . . . Im(F’- ‘G)) E A, D’“‘# DC”‘. 
This contradiction proves that A, = D and completes the proof of the 
proposition. 1 
In the remainder of this paper we establish a sufficient condition that a 
Priifer domain D satisfy the Invariant Factor Theorem. The authors 
benefited from having a preliminary version of [VW]. Dan Katz showed 
us how to adapt the argument given there (that one-dimensional domains 
have the “UCS-property”) to the situation below. 
Let R be a commutative ring and P a finitely generated projective 
R-module. For XE P we define c(x), the content of x, to be the ideal of R 
generated by all f(x) for f~ Hom,(P, R). Equivalently, if we view P as a 
direct summand of some free module R @), then x is a vector with entries in 
R, and c(x) is the ideal generated by the entries of x. 
A commutative ring R is said to be a local-global ring if each polynomial 
over R (possibly in several variables) admitting unit values locally, admits 
unit values. (See [EG] and [MW] for more details.) 
LEMMA 1. Let R be a local-global ring, R’“) a finitely generated free 
R-module, and x a nonzero element of R(“‘. Zf c(x) +c(y) = R for some 
y E R(“), then c(x + ey) = R for some e E R. 
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Proof. Let x= [a,, . . . . a,], y = [b,, . . . . b,], and f(z,, . . . . znr M’) be the 
polynomial x7=, ~,(a, + wbi). Since c(x) + c(y) = R, for each prime ideal J??’ 
of R there is some ai or some hi not in A. Thus f represents units locally, 
so that, by assumption on R, f represents units globally; that is, for some 
rI, . . . . rn, Ed R, f(r,, . . . . rn, e) =x1= i r,(a,+ eb,) is a unit in R. But this 
implies that c(x + ey) = R, m 
We say that a commutative ring R has the UCS-property if for each 
matrix G of unit content there exists a matrix V such that GV has unit con- 
tent and all 2 x 2 minors of GV are zero. By [GH2] this is equivalent to 
the property that, for each matrix G of unit content, the column space of G 
contains a rank one projective summand of the containing free module. 
(The UCS-property is equivalent to the BCS-property of [VW].) Follow- 
ing [VW], we get the following proposition. 
THEOREM 3. Let R be a ring such that every proper homomorphic image 
of R is a local-global ring. Then R has the UCS-property. (In particular, R 
has the PA-property.) 
Proof: Let G be a matrix of unit content, and let B denote the column 
space of G, a submodule of R (‘). Choose x # 0 in B, and consider the local- 
global ring i? = R/c(x). Reducing the entries of G modulo c(x), denote the 
new matrix by G and its column space by B. Then G still has unit content, 
and it is not difficult to see that there is some jj E B such that c(y) = i? (cf. 
[BKUl 1, Proposition 3). Thus, if y E B is any pre-image of j, then 
c(x) + c(y) = R. Let B, be the submodule of B generated by the two vectors 
x and y. 
Let Z be the ideal of R generated by the 2 x 2 minors of the n x 2 matrix 
[x, y]. If I= 0, then B, itself is a rank one projective summand of R(“) 
contained in B. 
If Z # 0, then the ring i? = R/Z is a local-global ring. Reducing modulo Z, 
we get that c(X)+c(jj)=R, so that, by Lemma 1, c(X+Qj)= R for some 
2 E R. Thus, if e is a pre-image of .? in R, we get c(x + ey) + I= R. Suppose 
c(x + ey) E &‘, some maximal ideal of R, so that x + ey becomes zero in 
(R/d)‘“‘. Then x and y become linearly dependent in (R/&f)‘“‘, so that 
Is JX, contradicting the fact that c(x + ey) + I= R. Thus, c(x + ey) = R, so 
that x + ey generates a rank one free summand of R(“) contained in B, E B. 
Since R has the UCS-property, [HS] now shows that R has the 
PA-property. m 
Remark. We record two useful instances when the hypotheses of 
Theorem 3 are satisfied. They are satisfied for any one-dimensional integral 
domain. They are also satisfied if R is a ring having the property that each 
nonzero element of R belongs to only finitely many maximal ideals. In par- 
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titular, such rings have the UCS-property (and hence the PA-property). 
(See [HS, Corollary 21.) 
By adjusting the proof of the above theorem, we obtain the promised 
sufficient condition for a Priifer domain to satisfy the Invariant Factor 
Theorem. 
THEOREM 4. Let D be a Priifer domain such that every proper 
homomorphic image of D is a local-global ring. Then D satisfies the Invariant 
Factor Theorem, so that D has the GCU-property if and only if the Picard 
group of D is torsion-free. 
Proof. Let N c M be finitely generated projective D-modules. By 
Theorem 3, D has the UCS-property, so that, by [BKUl, Theorem 63, D 
has the Simultaneous Basis Property. Thus, with K the quotient field of D, 
there exist vectors x,, . . . . x, in KM N K’“’ and invertible fractional ideals 
J 1, . . . . J,,, and invertible integral ideals A, 2 ... 2 A,, (n <m) such that 
M=J,x,O 9.. @J,x,@ ... @J,,,x, 
and 
N=A,J,x,@ ... @A,J,x,. 
To get the Invariant Factor Theorem, we must show that the decom- 
position can be chosen in such a way that J, = ... = J,_ , = D. 
By an obvious inductive argument, we can suppose that n = m = 2. Then 
since A, 2 A,, A;*N= J,x, @ A;‘A,J2x2 E M. Thus replacing N by 
A; ‘N, we can suppose A, = D. This yields the decomposition 
M= J,x, @ Jzxz 
(*) 
N= J,x, @AzJzxz, 
where A2 c_ D. 
Since every proper homomorphic image of D is assumed to be a local- 
global ring, it follows (as in the proof of Theorem 3) that every proper 
homomorphic image of D has the property that rank one projectives are 
free. Thus as noted in Proposition 1, D has the It-generator property and 
hence the Steinitz property. 
If A, = D in (*), then M = N, so that, by the Steinitz property, M = N N 
DOJ,J,.Thatis,M=N=Dy,OJ,J,y,forsomey,,y,EKM,andweare 
finished in this case. 
Thus we can suppose that A,# D. In order to use the ideas of 
Theorem 3, we view M as a direct summand of a free module. By (*), a 
matrix G with column space equal to N must be of unit content (since N 
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contains a rank one projective summand of the containing free module). 
Following the proof of Theorem 3, we choose x # 0 in N and get y E N 
such that c(x) + c(y) = D. We let I be the ideal generated by the 2 x 2 
minors of the n x 2 matrix [x, y]. If I# 0, then the proof of Theorem 3 
shows that N contains a rank one free summand of the containing free 
module (and hence of M). Say Dy , E NE M is a direct summand of M, 
with X the complimentary direct summand in the free module. Then 
M=Dy,@(XnM), where XnM=J;y, for some yz~KM and J; an 
invertible fractional D-ideal. It also follows that N = Dy , @ (Xn N), where 
XnNcXnM=J;y,, so that Xn N= A;/; y, for some invertible 
(integral) D-ideal A;. Thus, M= Dy, 01; y, and N = Dy, @ A;J2 y,, and 
so we are finished if I # 0. 
It remains to show that, in the notation of Theorem 3, we can choose 
x E N so that the ideal Z is not zero. Let x be any nonzero element of 
A,J,x, in (*). As above, we get y E N such that c(x) + c( y) = D, and we let 
I be the ideal generated by the 2 x 2 minors of the n x 2 matrix [x, y]. If 
I = 0, then x and y are linearly dependent in KN = Kx, 0 Kx,, so that 
x,yEKxnN=A,J,x,. But then x,~EA,M which is contained in A, 
times the containing free module. Thus, c(x) + c( y) G A,, where by 
assumption A, #D, a contradiction. Hence, If 0, and we are finished. 1 
COROLLARY 1. If D is a Prtifer domain with the property that every non- 
zero element of D belongs to only finitely many maximal ideals, or if D is a 
Prtifer domain of dimension one, (in particular, if D is a Dedekind domain), 
then D satisfies the Invariant Factor Theorem. Consequently, such a Prtifer 
domain D has the GCU-property if and only if the Picard group of D is 
torsion-free. 
Proof: As remarked earlier, if D satisfies either hypothesis of the 
theorem, then every proper homomorphic image of D is a local-global ring. 
The result now follows from Theorem 4. 1 
We note that, in its original form, [L] showed that Priifer domains of 
finite character and dimension one satisfy the Invariant Factor Theorem. 
We now know that either condition suffices. 
The results here suggest wo interesting (and unanswered) questions con- 
cerning Priifer domains. Note that, in the proof of Theorem 4, we showed 
that Pri.ifer domains satisfying the hypothesis of the theorem (namely that 
every proper homomorphic image be a local-global ring) have the 
It-generator property. Since this class of Priifer domains includes the 
known cases for which the Invariant Factor Theorem holds, it seems 
natural to ask whether the Invariant Factor Theorem implies or is implied 
by the It-generator property (in Priifer domains). 
The second question arises from the observation that the Invariant Fac- 
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tor Theorem implies the Steinitz property and the Simultaneous Basis 
Property as special cases. Do the Steinitz property and the Simultaneous 
Basis Property together imply the Invariant Factor Theorem (for Priifer 
domains)? 
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