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Many datasets are collected automatically, and are thus easily contamin-
ated by outliers. In order to overcome this issue, there was recently a regain
of interest in robust estimation methods. However, most of these methods
are designed for a specific purpose, such as estimation of the mean, or lin-
ear regression. We propose estimators based on Maximum Mean Discrep-
ancy (MMD) optimization as a universal framework for robust regression.
We provide non-asymptotic error bounds, and show that our estimators are
robust to Huber-type contamination. We discuss the optimization of the ob-
jective functions via (stochastic) gradient descent in classical examples such
as linear, logistic or Poisson regression. These results are illustrated by a set
of simulations.
1 Introduction
Robustness is a fundamental problem in statistics, which aims at using statistical pro-
cedures that remain stable in presence of outliers. Historically, outliers were mistakes in
data collection, or observations of individuals belonging to a different population than
the population of interest. Robustness is important in the modern context where auto-
matically collected datasets are often heterogeneous. Moreover, some strategic datasets
are susceptible of malevolent manipulations.
Many recent papers focus on robust estimation, but mostly in specific models: estima-
tion of the mean of a multidimensional Gaussian distribution, estimation of its covariance
matrix... The objective of this paper is to define a universal robust regression method, in
the sense that it can be applied to any regression model. More specifically, we propose
a regression estimator θˆn based on minimization of the Maximum Mean Discrepancy
(MMD) defined by a kernel k. We prove that θˆn is universal: it will always converge
to the best approximation of the truth in the model, without any assumption on the
distribution generating the observations. However, the computation time of θˆn is quad-
ratic with respect to the sample size n. We introduce an approximation θ˜n of θˆn, whose
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computation time is linear in n. We prove that this estimator is also robust to outliers,
but in a weaker sense than θˆn. However, in practice both estimators usually have a very
similar behaviour.
The end of this introduction is devoted to a survey of related works. In Section 2, we
define the estimators, and discuss algorithms to compute them. In Section 3, we provide
their theoretical analysis, both in the deterministic and random design case. In the
deterministic design case, almost no assumptions are required. But the random design
case requires assumptions on k that are quite involved. Subection 3.3 provides examples
of kernel satisfying these assumptions. Section 4 is devoted to the simulation study. All
the proofs are in the appendix.
1.1 Related work
A first recent trend is the study of loss functions leading to robust M -estimators. It is
for example well known that the minimization of the absolute loss leads to the empirical
median. More generally, [14, 1, 21, 15] show that minimizing Lipschitz loss functions,
such as the absolute loss, quantile losses or Huber’s loss [35], usually leads to robust
machine learning. A new loss function is proposed in [8] to estimate the expectation of
heavy-tailed random variables. Similar losses are used for linear regression [3], covariance
matrix estimation [31, 9, 32] and classification/regression problems [36, 37]. Another
way to design robust estimators of the expectation is the so-called Median-of-Means
procedure (MOM). MOM is introduced in [54], its robustness properties were studied in
a non-asymptotic framework by [44, 23]. The procedure is extended to random vectors
(possibly in infinite dimension) [52, 39, 45], which works in polynomial time [11, 38, 22].
Using MOM to estimate the prevision risk, [47, 14, 43, 48] tackled various machine
learning problems. Finally, a series of papers study the minimax-optimal dependence of
the estimation error of statistical procedures with respect to the proportion of outliers:
see [25, 42, 17, 20] for estimation of the mean and the covariances of Gaussian vectors,
[26, 21] for linear regression and [5] for finite distributions. The links between Generative
Adversarial Networks (GAN) [34] and minimax robust estimation is studied in [6, 30].
While these methods are undoublty useful and powerful tools, most of them focus on
the estimation of means and covariances, or to specific models. We propose here to pay
attention to another path to build robust estimators: minimum distance estimation. The
idea is to estimate the parameter θ in a any statistical model (Pθ, θ ∈ Θ) by minimizing
a distance between Pθ and the empirical distribution of the data. This idea was initially
proposed in [66]. In the discussion by Sture Holm in [7], and [55], it is identified as a
way to obtain robust estimators. This principle was successfully applied with the total
variation distance in [67], we refer the reader to [24] for a review of related methods.
However, the estimator of [67] is not computable, even for reasonably small sample sizes.
Recently, [4] proposed minimum distance estimation using the MMD distance defined
by a kernel k on the observations space. The MMD metric already turned out to be
very useful in statistics and machine learning problems, e.g for two sample test [58, 33],
change-point detection [2], goodness-of-fit tests [40], or training GANs [46, 27]. The
robustness of minimum MMD estimation are studied in [4, 12], see also [13] for a Bayesian
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type estimator. This method allows to estimate the parameter in a setting where the
distribution of the data is completely specified. This is not adapted to practical regression
scenarios, where one wants to estimate the distribution Y |X, but not the distribution
of X. The main novelty in this paper is to extend the MMD method of [4, 12] to the
regression setting, as well as the consistency analysis. This step turns out to be non-
trivial, especially in the random design case.
2 MMD-based regression
2.1 Set-up and notation
Let X and Y be two topological spaces, equipped respectively with the Borel σ-algebra
SX and SY , and let {(Xi, Yi)}ni=1 be n random variables defined of the same complete
probability space (Ω,F ,P) and taking values in (Z,SZ), with Z = X × Y and SZ =
SX ⊗SY . Below we denote by P(Z) the set of all probability distributions on (Z,SZ).
Let {Pλ, λ ∈ Λ} be a set of probability distributions on Y, Θ be a Polish space and
g : Θ × X → Λ be such that the mapping x 7→ Pg(θ,x)(A) is SX -measurable for all
A ∈ SY and all θ ∈ Θ. Then, for all i, we model the distribution of Yi given Xi by
Pg(θ,Xi), θ ∈ Θ. For example, Gaussian linear regression with known variance is obtained
by taking Pλ = N (λ, σ2) and g(θ, x) = θTx, logistic regression by taking Pλ = Ber(λ)
and g(θ, x) = 1/(1 + exp(−θTx)), and Poisson regression by taking Pλ = Pois(λ) and
g(θ, x) = exp(θTx). Other classical examples include binomial, exponential, gamma and
inverse-Gaussian regression.
2.2 Kernels, RKHS, Maximum Mean Discrepancy and first assumptions
Let k : Z2 → R be a kernel on Z (i.e. k is symmetric and positive semi-definite) and
(H, < ·, · >H) be the reproducing kernel Hilbert space (RKHS) over Z having k as
reproducing kernel (see [53] for a comprehensive introduction to RKHS). We assume
henceforth that the following condition holds:
Assumption 1. The kernel k is SZ-measurable and such that |k| ≤ 1.
Under Assumption 1, for any probability distribution P ∈ P(Z) the quantity µ(P ) :=
EZ∼P [k(X, ·)] is well defined in H. If in addition k is such that the mapping P 7→ µ(P )
is one-to-one, k is said to be characteristic, and the maximum mean discrepancy (MMD)
Dk : P(Z)2 → [0, 2], defined by
Dk(P,Q) = ‖µ(P )− µ(Q)‖H , P,Q ∈ P(Z)2,
is a metric on P(Z). While none of results presented below actually require k to be
characteristic, they provide useful and interpretable convergence guarantees only for such
kernels.
Let kX be a kernel on X, kY be a kernel on Y and kX ⊗ kY be the kernel on Z such
that kX ⊗ kY ((x, y), (x′, y′)) = kX(x, x′)kY (y, y′) for all (x, y), (x′, y′) ∈ Z. With this
3
notation in place we can state a second assumption on k that will be required for some
of the results presented below.
Assumption 2. There is a continuous kernel kX on X and a kernel kY on Y such that
|kX | ≤ 1, |kY | ≤ 1 and k = kX ⊗ kY .
From Theorems 3-4 in [61] it follows that, under Assumption 2, k is characteristic
if kX and kY are continuous, translation invariant, characteristic and bounded. When
X = Rd and Y = Rdy examples of such kernels kX and kY include the Gaussian kernel,
the exponential kernel and Matérn kernels.
2.3 Definition of the estimators θˆn and θ˜n
Let Pˆn = (1/n)
∑n
i=1 δ(Xi,Yi) be the empirical distribution of the observations {(Xi, Yi)}ni=1
and, for every θ ∈ Θ, let Pˆnθ be the (random) probability distribution on Z defined by
Pˆnθ
(
A×B) = 1
n
n∑
i=1
δXi(A)Pg(θ,Xi)(B), A×B ∈ SX ⊗SX . (1)
That is, if (X,Y ) ∼ Pˆnθ then X is uniformly distributed on {X1, . . . , Xn} and Y |X =
x ∼ Pg(θ,x).
The first estimator we consider in this work is defined through the minimization of the
MMD distance between the probability distributions Pˆnθ and Pˆ
n, that is the estimator
θˆn defined1 by
θˆn ∈ argmin
θ∈Θ
Dk
(
Pˆn, Pˆnθ
)
= argmin
θ∈Θ
n∑
i,j=1
E Y∼Pg(θ,Xi)
Y ′∼Pg(θ,Xj)
[
k
(
(Xi, Y ), (Xj , Y
′)
)− 2k((Xi, Y ), (Xj , Yj))]. (2)
The number of terms in the criterion (2) is O(n2), which limits the applicability of θˆn
in large datasets. For large scale problems we propose the alternative estimator
θ˜n ∈ argmin
θ∈Θ
n∑
i=1
EY∼Pg(θ,Xi),Y ′∼Pg(θ,Xi)
[
kY (Y, Y
′)− 2kY (Y, Yi)
]
(3)
where the criterion only involves n terms. However, since θ˜n cannot be interpreted as
the minimizer of a measure of discrepancy between Pˆnθ and Pˆ
n, our general theory for
θˆn does not apply to this estimator. Theoretical results for θ˜n are provided in the next
section, but they are weaker than those for θˆn.
We can interpret θ˜n as a limit version of θˆn: for every γX > 0 let kγX = kX,γX ⊗ kY ,
with kX,γX such that kX,γX (x, x) = 1 and such that limγX→0 kX,γX (x, x
′) = 0 for all
1When such a minimizer does not exist, we can use an -minimizer instead and that follows can be
trivially adapted. In addition, since (Ω,F ,P) is complete and Θ is Polish, θˆn is F-measurable ([18],
Corollary 2.13).
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x′ 6= x. This is for example the case for the exponential and Gaussian kernels with
bandwidth parameter γX , and for the ones defined in Section 3.3 (with γX as in that
subsection). Then, as γX → 0, the criterion (2) converges to that in (3), and under
suitable continuity assumptions we have θˆn → θ˜n as γX → 0.
As illustrated in Section 4, the estimator θ˜n is usually as a good as the estimator
θ˜n. Situations where the former is expected to outperform the latter are described and
illustrated in Subsection 7.1 in the Appendix.
2.4 Algorithms for MMD-based regression
In some situations, the expectations appearing in (2)-(3) can be computed explicitly.
This happens for example in logistic regression, because the support of Y is {0, 1} (so
each expectation is only a sum of two terms). In this case we can write explicitly the
gradient of the objective functions in (2)-(3) and use gradient descent to compute θˆn and
θ˜n. It turns out that this is also the case for Gaussian linear regression models when
kY is the Gaussian kernel. For these two models explicit formulas for the criterion to be
minimized are provided in Section 6 in the appendix.
In general though, closed form expressions for the expectations in (2)-(3) are not
available. However, it is often possible to write the gradient of the above criteria as an
expectation with respect to distributions of the form Pg(θ,Xi). Provided that it is feasible
to sample from Pλ for every λ ∈ Λ, this allows to use a stochastic gradient descent
algorithm to compute θˆn and θ˜n.
To illustrate this, consider the Gaussian linear model Pg((β,σ),x) = N (βTx, σ2) and
k = kX⊗kY with kY a translation invariant kernel. Then, noting that βTx+σU ∼ Pg(θ,x)
if U ∼ N (0, 1), we can rewrite (2) as
θˆn ∈ argmin
θ∈Θ
n∑
i,j=1
kX(Xi, Xj)EU∼N (0,1)
[
kY
(√
2σU+βT (Xi−Xj)
)
−2kY
(
σU+βTXi−Yj
)]
.
Since the expectation is w.r.t. a distribution which is both easy to sample from and
independent from θ we can use a stochastic gradient algorithm to compute θˆn. This is
important because, if as mentioned above, taking for kY a Gaussian kernel enables the
use of gradient descent to solve (2), we observed experimentally that the exponential
kernel kY (y, y′) = exp(−|y − y′|/γY ) leads to much better results. This kernel being
translation invariant, the strategy we just described can therefore be applied to compute
θˆn. The same approach can of course be used to compute θ˜n.
As shown in Section 6 in the appendix, we can also use a stochastic gradient algorithm
to compute θˆn (and θ˜n) in the Poisson regression model, for which we do not have an
explicit expression for the criteria in (2)-(3).
3 Convergence guarantees
In this section we provide theoretical guarantees for the estimators θˆn and θ˜n defined in
(2) and (3) respectively. For the former we derive non-asymptotic bounds under both
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the fixed design and the random design scenarios. For θ˜n we derive asymptotic results
in the random design case.
Below we let (P 0Y |x)x∈X be a regular conditional probability of Y given X, and thus
Yi|Xi = x ∼ P 0Y |x for all x ∈ X and all i = 1, . . . , n2.
3.1 Fixed design case
In the fixed design case the Xi’s are deterministic while the Yi ∼ P 0Y |Xi are independent.
Put
P¯ 0n(A×B) =
1
n
n∑
i=1
δXi(A)P
0
Y |Xi(B), A×B ∈ SZ .
We set up our objective as the reconstruction of P¯ 0n by a distribution in {Pˆnθ , θ ∈ Θ}. The
following result provides non-asymptotic bounds on the performances of the estimator θˆn
for this task. Note that this result does not require any assumption on the distribution
of the data.
Theorem 1. Under Assumption 1, E[Dk(Pˆnθˆn , P¯
0
n)] ≤ infθ∈ΘDk(Pˆnθ , P¯ 0n) + 2/
√
n and
∀η ∈ (0, 1), P
{
Dk(Pˆnθˆn , P¯
0
n) < inf
θ∈Θ
Dk(Pˆnθ , P¯ 0n) +
1√
n
(
2 +
√
2 log(1/η)
)} ≥ 1− η. (4)
In statistical theory, it is very common to assume that the “truth is in the model”, that
is, that there is a θ0 ∈ Θ such that Pˆnθ0 = P¯ 0n . In this case Theorem 1 shows that
E[Dk(Pˆnθˆn , Pˆ
n
θ0)] ≤ 2/
√
n. (5)
In the wake of Huber’s contamination model, a possible way to model the presence of
outliers is to assume that, with a small probability , Yi is drawn from an arbitrary
distribution Qi instead of Pg(θ0,Xi). In this case, P
0
Y |Xi = (1 − )Pg(θ0,Xi) + Qi for all i
and, as Dk(P¯ 0n , Pˆnθ0) ≤ 2, Theorem 1 together with the triangle inequality leads to:
E[Dk(Pˆnθˆn , Pˆ
n
θ0)] ≤ 4+ 2/
√
n (6)
proving the robustness of the estimator to outliers (for example, we can have a proportion
of outliers  smaller than 1/
√
n without degrading the rate of convergence). Similar
consequences can of course be derived from the inequality in probability, (4).
Theorem 1 states the convergence of θˆn with respect to the MMD distance. However,
under additional assumptions, it is possible to relate this to the convergence with more
usual prediction criteria.
2We assume throughout this work that (P 0Y |x)x∈X exists, which is for instance the case if X and Y are
two Polish spaces.
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Corollary 1. Under the assumptions of Theorem 1, let ‖ · ‖Θ be a semi-norm on Θ and
θ0 ∈ Θ. Assume that there exists a neighbourhood U of θ0 and a constant µ > 0 such
that Dk(Pˆnθ , Pˆnθ0) ≥ µ‖θ − θ0‖Θ for all θ ∈ U , and let α = infθ∈Uc Dk(Pˆnθ , Pˆnθ0) ∈ (0, 2].
Assume also that there exists an  ∈ [0, α/8) such that, for all i ∈ {1, . . . , n}, P 0Y |Xi =
(1− )Pg(θ0,Xi) + Qi for a probability distribution Qi on Y. Then, P
(
lim supn→∞ ‖θˆn−
θ0‖Θ ≤ 4/µ
)
= 1 and , for all n ≥ 64/α2,
∀η ∈ [2 exp(−nα2/38), 1), P
{
‖θˆn − θ0‖Θ < 4
µ
+
1
µ
√
n
(
2 +
√
2 log(2/η)
)} ≥ 1− η.
In the Gaussian linear regression case with known variance σ2 examples of semi-norms
of interest include the Euclidean norm ‖θ‖2 = ∑di=1 θ2i and the “empirical norm” ‖θ‖2n =
1
n
∑n
i=1(θ
TXi)
2. The following proposition illustrates the application of Corollary 1 for
this latter norm in a situation where each point in the design is sampled many times
because of the potential presence of outliers.
Proposition 1. Let Pg(x,θ) = N (θTx, σ2) for a σ2 > 0, n be such that n = qr for
an integer r ≥ 1, x1, . . . , xq ∈ X := Rd be such that x1 = · · · = xr and such that
xr+1 = · · · = x2r = x2, and let s = mini 6=j ‖xi−xj‖. Assume that s > 0 and that, for all
i ∈ {1, . . . , n}, P 0Y |xi = (1−)Pg(θ0,xi) +Qi for an  ∈ [0, 1] and a probability distribution
Qi on Y, with Y = R. Let k = kX⊗kY , with kX such that kX(x, x′) = 0 when ‖x−x′‖ ≥ s
and kY (y, y′) = exp(−(y − y′)2/σ2). Then, for all c > 0, the assumptions of Corollary 1
hold with µ =
√
2(1− exp(−c))/(25cqσ2), U = {θ ∈ Rd : max1≤`≤q |xT` (θ−θ0)|2 < 5cσ2}
and with ‖ · ‖Θ = ‖ · ‖n.
Applying Corollary 1 and Proposition 1 with c = 0.01, there exists an α > 0 such that,
∀n ≥ 64/α2,
∀η ∈ [2 exp(−nα2/38), 1), P
{
‖θˆn−θ0‖n < 14.4σ√q+3.6σ
√
q
n
(
2+
√
2 log(2/η)
)} ≥ 1−η.
In the well specifiec case where  = 0, we recover the minimax rate of convergence
√
q/n,
see e.g [62]. Moreover, when the dimension q is small, the dependence of our bound with
respect to  cannot be improved either, see [10].
3.2 Random design case
In the random design case the (Yi, Xi)’s are iid from some probability distribution P 0 ∈
P(Z). Let P 0X be the marginal distribution of the Xi’s and, for every θ ∈ Θ, let Pθ ∈
P(Z) be defined by
Pθ(A×B) = EX∼P 0X
[
1A(X)Pg(θ,X)(B)], A×B ∈ SZ .
Then, for the estimator θˆn, we set up our objective as the reconstruction of P 0 by a
distribution in {Pθ, θ ∈ Θ}. Since the approximating set {Pθ, θ ∈ Θ} is unknown
(because it depends on P 0X), achieving this objective requires more care than in the fixed
design setting. Notably, the results presented below are limited to the case k = kX ⊗ kY
and imposes some conditions on the RKHSs HX and HY .
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Assumption 3. X ⊆ Rd for some integer d. Without loss of generality, we also assume
that X is pathwise connected and Λ(X ) > 0 where Λ is the Lebesgue measure on Rd (oth-
erwise, we can just replace X by any set that contains X and satisfies these assumptions).
Assumption 4. Either the function f = 0 is the only constant function in HX , either
both HX and HY contain non-zero constant functions.
Assumption 5. For all f ∈ HY and θ ∈ Θ, g(·) ∈ HX where g(x) = EY∼Pg(θ,x) [f(Y )].
Theorem 2. Under Assumptions 1-5 there exists a constant CkX > 0 that depends only
on kX such that E[Dk(Pθˆn , P
0)] ≤ infθ∈ΘDk(Pθ, P 0) + (
√
2CkX + 3)/
√
n and
∀η ∈ (0, 1), P
{
Dk(Pθˆn , P
0) < inf
θ∈Θ
Dk(Pθ, P 0) +
(3 + CkX )(1 +
√
2 log(4/η)√
n
}
≥ 1− η.
From Theorem 2 we can readily obtain the random design counterpart of Inequalit-
ies (5)-(6) obtained in the fixed design. In addition, we can deduce convergence guaran-
tees for θˆn in other metrics.
Corollary 2. Under the assumptions of Theorem 2, let ‖ · ‖Θ be a semi-norm on Θ,
P˜ 0 ∈ P(Z) and θ0 ∈ argminθ∈ΘDk(Pθ, P˜ 0). Assume that there exists a neighbourhood U
of θ0 and a constant µ > 0 such that
Dk(Pθ, P˜ 0) ≥ Dk(Pθ0 , P˜ 0) + µ‖θ − θ0‖Θ, ∀θ ∈ U (7)
and let α = infθ∈Uc Dk(Pθ, P˜ 0)−Dk(Pθ0 , P˜ 0) ∈ (0, 2]. Assume also that P 0 = (1−)P˜ 0 +
Q for a Q ∈ P(Z) and an  ∈ [0, α/8). Then, P( lim supn→∞ ‖θˆn − θ0‖Θ ≤ 4/µ) = 1
and there exist constants C1, C2 > 0 that depend only on α and CkX such that, ∀n ≥ C1,
∀η ∈ [8 exp(−C2n), 1), P
{
‖θˆn − θ0‖Θ < 4
µ
+
(CkX + 3)
µ
√
n
(
1 +
√
2 log(8/η)
)}
≥ 1− η.
In Corollary 2 the distribution Pθ0 should be interpreted as the best approximation of
P˜ 0 in the sense of the MMD distance Dk and thus, if the model contains P˜ 0, we have
Pθ0 = P˜
0 in the corollary. If moreover some observations are actually outliers from a
distribution Q, that is, the true distribution of the data is P 0 = (1 − )P˜ 0 + Q, the
corollary says that we still estimate well θ0. Condition 7 is quite weak when ‖ · ‖Θ is
the Euclidean norm ‖θ‖2 = ∑di=1 θ2i . For instance, if k is characteristic and the model
{Pθ θ ∈ Θ} is identifiable, i.e. θ1 6= θ2 ⇒ Pθ1 6= Pθ2 , then a sufficient condition for (7) to
hold for the Euclidean norm is that the function θ 7→ Dk(Pθ, P˜ 0) is twice continuously
differentiable at θ0. Noting that Corollary 2 imposes no conditions on Θ, taking  = 0
in this result establishes the almost sure convergence of θˆn toward θ0 for non-compact
parameter spaces. This is an important difference with the popular maximum likelihood
estimator (MLE) which typically requires that Θ is compact in order to converge with
probability one to θ0.
In the linear regression case, another semi-norm of interest is‖θ‖2X = EX∼P 0X [(θ
TX)2],
in which case ‖θˆn − θ0‖2X is the excess prevision risk of θˆn, popular in machine learning.
We now turn to the analysis of the estimator θ˜n, for which we only provide an asymp-
totic result:
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Theorem 3. Let kY be such that |kY | ≤ 1.
• Assume that Θ is compact, that the mapping θ 7→ EX∼P 0X
[
DkY (Pg(θ0,X), P 0Y |X)
2
]
has a
unique minimum at θ0 and that the mapping
θ 7→ EY∼Pg(θ,x), Y ′∼Pg(θ,x)
[
kY (Y, Y
′)− 2kY (Y, y)
]
is continuous on Θ, for all (x, y) ∈ X× Y. Then, θ˜n → θ0 in P-probability.
• Assume that there exist a neighbourhood U of θ0 and a constant µ > 0 such that, for
all θ ∈ U ,
EX∼P 0X
[
DkY (Pg(θ,X), P
0
Y |X)
2
] ≥ EX∼P 0X [DkY (Pg(θ0,X), P 0Y |X)2]+ µ‖θ − θ0‖ (8)
and let α = infθ∈Uc EX∼P 0X [DkY (Pg(θ,X), P
0
Y |X)
2] − EX∼P 0X [DkY (Pg(θ0,X), P
0
Y |X)
2] ∈
(0, 4]. Then, for all  ∈ [0, α/24), regular conditional probability (Qx)x∈X on Y and
θ0, ∈ argminθ∈Θ EX∼P 0X
[
DkY (Pg(θ,X), (1 − )P 0Y |X + QX)2
]
, we have ‖θ0 − θ0,‖ ≤
(24/µ).
The first part of the theorem provides and asymptotic convergence result for θ˜n while
the second part notably shows that this estimator is robust in the sense that its in-
fluence function is bounded ([49], Chapter 3). Notice that this is an asymptotic no-
tion of robustness, while Corollary 2 shows that the estimator θˆn is robust for a finite
n. Numerical results (see Subsection 7.1 in the Appendix) suggest that, contrary to
this latter estimator, θ˜n may indeed behave poorly when n is small. If kY is a char-
acteristic kernel and the model {(Pg(θ,x))x∈X, θ ∈ Θ} is identifiable in the sense that
P
(
θ1 6= θ2 ⇒ Pg(θ1,X) 6= Pg(θ2,X)
)
= 1, then (8) holds for example when the mapping
θ 7→ EX∼P 0X [DkY (Pg(θ0,X), P
0)2] is conditionality differentiable at θ0. Lasty, it is worth
mentioning that, using the general theory on M -estimators ([64], Chapter 5) and un-
der suitable conditions on k and on the statical model, it is possible to prove that θ˜n
is
√
n-consistent and asymptotically Gaussian, but this goes beyond the scope of this
paper.
3.3 A class of characteristic kernels satisfying the assumptions of
Theorem 2
We note that, by Proposition 4 in [29], Assumption 5 holds if for all θ ∈ Θ the function
Lθ : Z × Z → R defined, for (x, x′) ∈ X2 and (y, y′) ∈ Y2, by
Lθ
(
(x, y), (x′, y′)
)
= EY∼Pg(θ,x),Y ′∼Pg(θ,x′)
[
kY (Y, y)kY (Y
′, y′)]− kX(x, x′)kY (y, y′),
is a positive definite kernel on Z. However, checking this condition in practice seems to be
a hard problem and, in particular, it is not clear that studying the function Lθ is simpler
than checking Assumption 5 itself. In Section 8 in the Appendix we provide sufficient
conditions for Assumption 5 to hold that only involve the function (x, y) 7→ pθ(y|x),
with pθ(·|x) the Radon-Nikodym derivative of Pg(θ,x) (w.r.t. some reference measure).
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These conditions are particularly convenient in the context of this paper since, usually,
regression models are precisely specified through the densities {(pθ(y|x))x∈X, θ ∈ Θ}.
Therefore, using the conditions provided in Section 8 in the Appendix, checking As-
sumption 5 amounts to verifying that the RKHS over X × Y induced by kX and kY is,
in some sense, adapted to the considered statistical model.
To introduce the proposed class of kernels let ψ : R→ (0, 1) be such that ψ(0) = 1/2
and ψ(v) = 1/2 + (
√
v2 + 1 − 2)/v for all v 6= 0. For any d > 0, we extend ψ to
Rd by ψ(v) = (ψ(v1), . . . , ψ(vd)), notice that ψ : Rd → (0, 1)d is a C1-diffeomorphism.
Then, for every constants α, γX > 0, we define the kernel kα,γX on X by kα,γX (x, x′) =
Kα,γX (‖ψ(x)−ψ(x′)‖), with Kα,γX the Matérn kernel with smoothness parameter α and
bandwidth parameter γX . We refer the reader to Example 2.2 in [41] for the defini-
tion Kα,γX and note that Kα,γX reduces to the exponential kernel when α = 1/2, i.e.
K1/2,γX = exp(−‖x − x′‖/γX). Also importantly, Matérn’s kernels are implemented in
statistical software for spatial statistics, like the R package RandomFieldsUtil [57].
Theorem 4. Let X = Rd, Y = R, kX = ckm/2,γX for some m ∈ N, γX > 0 and with
c > 0 such that |kX | ≤ 1, and let kY (y, y′) = βK(y, y′) + (1 − β) for some β ∈ (0, 1)
and for some continuous translation invariant characteristic kernel K on R satisfying
|K| ≤ 1. Then, the kernel k = kX ⊗ kY on X × Y is characteristic and Assumptions
1, 2, 4 are satisfied. Moreover, Assumption 5 holds for the Gaussian linear regression
model (with known and unknown variance), the logistic regression model and the Poisson
regression model.
Actually, the estimator θˆn does not depend on the constant c and β that enter in the
definition of kX and kY . Thus, in practice we can always set c = β = 1. In addition,
if the Xi’s take values in a bounded set (a, b) ⊂ Rd the conclusions of Theorem 4 are
also valid if kX is the restriction of Km/2,γX to that set. Lastly, in Section 9 in the
appendix, we actually establish a much more general result that applies for a large class
of non-linear Gaussian, logistic and Poisson regression models.
4 Simulation study
In this section we focus on the Gaussian linear regression model. Simulation results for
logistic regression are provided in Subsection 7.2 in the Appendix.
We let θ0 = (5, 1.5, 0, 0, 3, 0, 0, 0) and simulate n ∈ {100, 1 000, 10 000} observations as
follows: Yi = XTi θ0 + ε where (εi, Xi)
iid∼ N (0, I) . Then, α% of the data is replaced with
outliers. When n = 100, α ∈ {0, 1, 2, 3}, and when n > 100, α ∈ {0, 0.5, 1, 1.5, 2}. In a
first series of experiments, the outliers are built by replacing Yi by Y ′i ∼ N (10, 1). We call
this situation “outliers of type Y”. In a second series of experiments, refered to as “outliers
of type X”, Xi,1 is replaced by X ′i,1 ∼ N (5, 1), and Yi is replaced by Y ′i = (X ′i)T θ0 + ε
(that is, the point is a high-leverage point, but still matches the model). Finally, in a
last series of experiments, Xi,1 is replaced by X ′i,1 ∼ N (5, 1) while Yi remains unchanged
(“type XY”).
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α type MLE θ˜n θˆ
(1)
n,0.01 θˆ
(1)
n,0.1 θˆ
(2)
n,0.001 θˆ
(2)
n,0.01
0 0.091 0.111 0.103 0.111 0.107 0.108
1 Y 0.201 0.098 0.098 0.100 0.106 0.09
2 Y 0.379 0.134 0.130 0.133 0.127 0.122
3 Y 0.456 0.107 0.118 0.107 0.107 0.111
1 X 0.079 0.093 0.091 0.088 0.091 0.088
2 X 0.079 0.087 0.089 0.093 0.085 0.091
3 X 0.090 0.098 0.094 0.094 0.095 0.101
1 XY 1.91 0.103 0.105 0.104 0.105 0.102
2 XY 4.05 0.093 0.100 0.096 0.089 0.099
3 XY 6.22 0.101 0.100 0.101 0.105 0.092
α type MLE θ˜n
0 0.79 ×10−2 0.91 ×10−2
0.5 Y 1.36 ×10−2 0.96 ×10−2
1 Y 2.00 ×10−2 0.91 ×10−2
1.5 Y 3.59 ×10−2 0.93 ×10−2
2 Y 4.77 ×10−2 0.97 ×10−2
0.5 X 0.93 ×10−2 1.10 ×10−2
1 X 0.76 ×10−2 0.89 ×10−2
1.5 X 0.63 ×10−2 0.76 ×10−2
2 X 0.70 ×10−2 0.83 ×10−2
0.5 XY 33.68 ×10−2 0.80 ×10−2
1 XY 121.63 ×10−2 0.94 ×10−2
1.5 XY 203.78 ×10−2 0.93 ×10−2
2 XY 317.95 ×10−2 1.03 ×10−2
α type MLE θ˜n
0 0.75 ×10−3 0.84 ×10−3
0.5 Y 2.12 ×10−3 1.00 ×10−3
1 Y 5.77 ×10−3 0.89 ×10−3
1.5 Y 11.08 ×10−3 1.06 ×10−3
2 Y 17.26 ×10−3 0.07 ×10−3
0.5 X 0.72 ×10−3 0.89 ×10−3
1 X 0.79 ×10−3 0.86 ×10−3
1.5 X 0.70 ×10−3 0.78 ×10−3
2 X 0.70 ×10−3 0.83 ×10−3
0.5 XY 339.69 ×10−3 0.97 ×10−3
1 XY 1104.39 ×10−3 1.00 ×10−3
1.5 XY 2003.21 ×10−3 1.23 ×10−3
2 XY 2996.63 ×10−3 1.77 ×10−3
Figure 1: The results are obtained for kY (y, y′) = exp(−|y − y′|/10) and k = kX ⊗ kY
with kX = K1/2,γX (estimator θˆ
(1)
n,γX ) and with kX = k1/2,γX (estimator θˆ
(2)
n,γX ).
The outliers represent α% of the data and are built either by replacing Yi by
Y ′i ∼ N (10, 1) (“type Y”), or by replacing Xi,1 by X ′i,1 ∼ N (5, 1) and Yi by
Y ′i = (X
′
i)
T θ0 + ε (“type Y”) or by replacing Xi,1 by X ′i,1 ∼ N (5, 1) (“type
XY”). For each experimental setting, we report the mean square error over
25 replications. Top panel: n = 100; left panel: n = 1 000 and right panel:
n = 10 000.
In this numerical study we compare the MLE with the estimators θˆn (when n = 100)
and θ˜n, using kY (y, y′) = exp(−|y−y′|/10) and where k = kX⊗kY . Results are presented
for kX = K1/2,γX (exponential kernel) with γX ∈ {0.01, 0.1} and for kX = k1/2,γX for
γX ∈ {0.001, 0.01}. Each experiment is repeated 25 times and we report here, for each
estimator θn, the mean squared error, that is, the average of ‖θ0 − θn‖2 over the 25
repetitions of the experiment.
The results are in Figure 1. A clear pattern emerges from the table: when there are
no outliers, all the estimators are comparable, even though the MLE is slightly better, in
accordance with asympotic statistical theory. “Outliers of type X”, that is, high leverage
points, even tend to improve slightly the MLE, and have little or no effect on the MMD
estimators. However, in the presence of “outliers of type Y” and “outliers of type XY”,
the MLE becomes totally unreliable, while the MMD estimators remain stable. It is also
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worth noting that the estimator θ˜n is as good as the versions of θˆn that we consider and
much faster to compute, which motivates our choice not to compute θˆn when n > 100.
The results are quite similar in the logistic regression case, even though the improve-
ments of MMD over MLE are only clear when n ≥ 1 000.
5 Conclusion
We introduced a new family of parametric regression estimators based on MMD min-
imization. These estimators are universally
√
n-consistent and have strong robustness
properties. Test on simulated data confirmed the good behaviour of these estimators.
Some questions remain open, including the dependence of the rate of convergence with
respect to the dimension of the parameter space Θ.
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6 Appendix: More details on minimization of the MMD
criterion
6.1 Logistic regression
Let us consider logistic regression with a general link function. That is, we have here Θ = X = Rd,
and
Pg(θ,x) = Be
(
1
1 + exp(−g(θ, x))
)
for some link function g : Θ× Rd → R (the more classical choice being simply g(θ, x) = xT θ).
As mentioned in Subsection 2.4, in the case of logistic regression, Y ∼ Pg(θ,x) takes only two
values, so the expectations in the definition of the estimator, that is, in (2), can be calculated
explicitly. Indeed:
θˆn = argmin
θ∈Θ
∑
1≤i,j≤n
{
kY (1, 1)
[1 + e−g(θ,Xi)][1 + e−g(θ,Xj)]
+
2e−g(θ,Xi)kY (1, 0)
[1 + e−g(θ,Xi)][1 + e−g(θ,Xj)]
+
e−g(θ,Xi)e−g(θ,Xj)kY (0, 0)
[1 + e−g(θ,Xi)][1 + e−g(θ,Xj)]
− 2kY (1, Yj)
1 + e−g(θ,Xi)
− 2e
−g(θ,Xi)kY (0, Yj)
1 + e−g(θ,Xi)
}
kX(Xi, Xj).
The gradient of this quantity with respect to θ can itself be written explicitly, even though the
formula is cumbersome. As a consequence, we can use a gradient descent to compute θˆn, and
this is indeed the strategy that was implemented in our simulation study.
6.2 Gaussian regression
Let us consider the case Θ = X = Rd, and
Pg(θ,x) = N
(
g(θ, x), σ2
)
with a known variance σ2. The MMD distance between two Gaussian distributions was derived
for example in Appendix D (page 12) in [13] when kY is a Gaussian kernel kY (y, y′) = exp(−(y−
y′)2/γ2Y ), and this leads to the following formula for the estimator:
θˆn = argmin
θ∈Θ
∑
1≤i,j≤n
kX(Xi, Xj)
γ
2
Y e
− ‖g(θ,Xi)−g(θ,Xj)‖
2
4σ2+γ2
Y
4σ2 + γ2Y
− 2γ
2
Y e
− ‖g(θ,Xi)−Yj‖
2
2σ2+γ2
Y
2σ2 + γ2Y
 ,
so here again, the gradient of this quantity can be written explicitely. However, in all our
preliminary simulations, the choice of kY as a Gaussian kernel lead to mild results. Note that
this is in accordance with the simulations in [12, 13] where the exponential kernel leads to much
better results in the case of the estimation of the mean of a Gaussian variable. However, for other
kernels, there is no explicit formula for the MMD distance. This is why we used a stochastic
gradient method as discussed in Subsection 2.4.
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6.3 Poisson regression
In the case of Poisson regression, the estimator θˆn is defined by minimizing the criterion
Crit(θ) =
n∑
i,j=1
E Y∼Pg(θ,Xi)
Y ′∼Pg(θ,Xj)
[
k
(
(Xi, Y ), (Xj , Y
′)
)− 2k((Xi, Y ), (Xj , Yj))]
=
n∑
i,j=1
∞∑
k,`=0
exp(−g(θ,Xi)−g(θ,Xj))g(θ,Xi)
k
k!
g(θ,Xj)
`
`!
[
k
(
(Xi, k), (Xj , `)
)−2k((Xi, k), (Xj , Yj))]
and so
∇θCrit(θ) =
n∑
i,j=1
∞∑
k,`=0
[
k
(
(Xi, k), (Xj , `)
)− 2k((Xi, k), (Xj , Yj))] exp(−g(θ,Xi)− g(θ,Xj))
×
{
−
[
∇θg(θ,Xi) +∇θg(θ,Xi)
]g(θ,Xi)k
k!
g(θ,Xj)
`
`!
+∇θg(θ,Xi)g(θ,Xi)
k−1
(k − 1)!
g(θ,Xj)
`
`!
+
g(θ,Xi)
k
k!
∇θg(θ,Xj)g(θ,Xj)
`−1
(`− 1)!
}
.
But then we can rewrite:
∇θCrit(θ) =
n∑
i,j=1
∞∑
k,`=0
[
k
(
(Xi, k), (Xj , `)
)− 2k((Xi, k), (Xj , Yj))] exp(−g(θ,Xi)− g(θ,Xj))
× g(θ,Xi)
k
k!
g(θ,Xj)
`
`!
{
−
[
∇θg(θ,Xi) +∇θg(θ,Xi)
]
+ k
∇θg(θ,Xi)
g(θ,Xi)
+ `
∇θg(θ,Xj)
g(θ,Xj)
}
.
In other words,
∇θCrit(θ) =
n∑
i,j=1
E Y∼Pg(θ,Xi)
Y ′∼Pg(θ,Xj)
{[
k
(
(Xi, Y ), (Xj , Y
′)
)− 2k((Xi, Y ), (Xj , Yj))]
×
[
−
[
∇θg(θ,Xi) +∇θg(θ,Xi)
]
+ Y
∇θg(θ,Xi)
g(θ,Xi)
+ Y ′
∇θg(θ,Xj)
g(θ,Xj)
]}
.
Even though this gradient cannot be calculated explicitly, by sampling Y and Y ′ from Poisson
distributions, we obtain an unbiased estimator of this gradient. Thus, here again, it is possible
to use a stochastic gradient algorithm to compute θˆn (and θ˜n).
7 Additional simulations
7.1 Comparing the estimators θˆn and θ˜n
Let Pg(θ,x) = N (θTx, 1) for all x, k = kX ⊗ kY with kX = kα,γX , so that
θˆn ∈ argmin
θ∈Θ
n∑
i,j=1
kα,γX (Xi, Xj)EU∼N (0,1)
[
kY (θ
T (Xi −Xj) +
√
2U)− 2kY (U + θTXi − Yj)
]
.
18
We observe that computing the estimator θˆn requires to compare each θTXi with each Yj ,
where the weight of the pseudo-response variable Yj for the predictor Xi is proportional to
kα,γX (Xi, Xj), notice that, for Xi 6= Xj , kα,γX (Xi, Xj) is a strictly increasing function of γX .
Hence, when γX is large, the estimator θˆn gives a significant weight to the pseudo-observation
Yj of Xi, even if Xj is faraway from Xi. As a result, taking a large value for γX may lead to a
poor approximation (Pg(θˆn,x))x∈X of (P
0
Y |x)x∈X, unless n is large enough. In practice it therefore
seems sensible to choose a small value for γX , in which case the estimator θˆn will be very close
to the estimator θ˜n when all the Xi’s are far apart (see the discussion in Subsection 2.3). On
the other hand, if there exists an Xj close to Xi then the observation Yj will play the role of an
additional response variable for Xi, which may both attenuate the impact of an outlier (Xi, Yi)
on the estimation and make the variance of θˆn smaller than that of θ˜n. Consequently, we expect
θˆn to outperform θ˜n when the difference ‖Xi −Xj‖ is small for sufficiently many Xi and Xj .
To illustrate this reasoning we let θ0 ∈ R8 be as in Section 4, P 0Y |x = Pg(θ0,x) for all x
and P 0X = N (0,Σρ) with Σρ the 8 × 8 matrix having 1 as diagonal elements and ρ as off
diagonal elements. For ρ ∈ {0, 0.7, 0.85} we simulate n = 100 observations from P 0 and, for
3% of them, we replace Xi,1 by X ′i,1 ∼ N (10, 1). Below we compare the MLE, θˆn, and θ˜n
for kY (y, y′) = exp(−|y − y′|/10) and k = k1/2,0.05 ⊗ kY . As ρ increases, the probability that
‖Xi −Xj‖ is small for some i 6= j increases and thus, following the above discussion, we expect
that the estimator θˆn dominates the estimator θ˜n for ρ ∈ {0.7, 0.85}.
The results of these experiments are presented in Figure 2 which shows R = 200 independent
realizations of ‖θ0−θn‖2 for the three estimators θn that we consider. When ρ = 0 all theXi’s are
far apart and, as expected, the performance of the estimators θ˜n and θˆn is similar (the estimated
MSE being around 0.1 for the two estimators). For ρ = 0.7 we observe that in three occasions
the estimator θ˜n is as bad as the MLE, with a value of ‖θ0 − θn‖2 around 27. By contrast, the
200 independent realizations of ‖θ0 − θˆn‖2 are close to zero, suggesting that the estimator θˆn is
more robust than the estimator θ˜n in this experimental set-up. For this latter, the estimated
MSE is 26 for the MLE, 0.7 for θ˜n and 0.3 for θˆn. Lastly, for ρ = 0.85 the estimator θˆn clearly
dominates the estimator θ˜n, which is in several occasion is as bad as the MLE. As a result, the
estimated MSE of θˆn (around 0.6) is about 18 times smaller than that of θ˜n (value around 11.15).
Lastly, it is worth noting that in all these experiments the MLE is largely dominated by the two
MMD based estimators.
7.2 Logistic regression
We let θ0 = (1, 0,−1, 1) and simulate n ∈ {100, 1 000, 10 000}. We simulate data as follows: Yi ∼
Be(1/(1 + exp(−XTi θ0))) where Xi iid∼ N (0, I). Then, α% of the data is replaced with outliers.
When n = 100, α ∈ {0, 1, 2, 3}, and when n > 100, α ∈ {0, 0.5, 1, 1.5, 2}. For “outliers of type
Y” we simply replace Yi by Y ′i = 1. For “outliers of type X” Xi,1 is replaced by X ′i,1 ∼ N (5, 1),
and Yi is replaced by Y ′i ∼ Be(1/(1 + exp(−(X ′i)T θ0))). Finally, for “outliers of type XY”, Xi,1
is replaced by X ′i,1 ∼ N (5, 1) while Yi remains unchanged.
The estimators are the same as in Section 4, with the only difference that γY = 0.1 (due to
the fact that the range of Yi is smaller here).
The results are in Figure 3. First, it is to be noted that some estimators behave poorly in
the case n = 100: indeed, the likelihood of a logistic regression is flatter than the one of a linear
regression, leading to less stable estimation for small sample size. However, it is worth noting
that this phenomenon is much worse for the MMD estimators. When the sample size grows, all
the estimators become better. The MLE remains better when there are no outliers and outliers
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Figure 2: Results for the experiments of Subsectio 7.1. The plots shows R = 200 real-
izations of ‖θ0 − θn‖2, for θn the MLE (boxplots labelled “MLE”), θn = θ˜n
(boxplots labelled “MMD1’) and for θn = θˆn (boxplots labelled “MMD2”). The
outliers represent 3% of the observations and are built by replacing Xi,1 by
X ′i,1 ∼ N (10, 1). The left plot is for ρ = 0, the middle plot is for ρ = 0.7 and
the right plot is for ρ = 0.85 and R = 200.
of type X. The MLE is less affected by outliers of type Y than in the linear regression case (this
is due to the fact that the likelihood in logistic regression is Lipschitz, see e.g [1]). Still, the
performances of the MLE are less good when there are estimators of type Y or of type XY, and
MMD estimation is clearly more reliable in these cases.
8 Appendix: General sufficient conditions for Assumption 5
Let kS be a kernel on some set S, H(kS) the RKHS over S with reproducing kernel kS , W ∈ SY
and let us consider a regular conditional probability (PY |s)s∈S on W.
Then, the following result provides simple sufficient conditions to ensure that
∀g ∈ HY , f(·) = EY∼PY |· [g(Y )] ∈ H(kS). (9)
Theorem 5. Let kS be a kernel on some set S, H(kS) be the RKHS over S with reproducing
kernel kS , W ∈ SY and let us consider a regular conditional probability (PY |s)s∈S on W such
that, for all s ∈ S, PY |s  dy for some σ-finite measure dy on (Y,SY). For every s ∈ S,
let p(·|s) be the Radon-Nikodym derivative of PY |s w.r.t. to dy and assume that the following
conditions hold:
1. p(y|·) ∈ H(kS) for all y ∈ W,
2. The function W 3 y 7→ p(y|·) is Borel measurable,
3. For all y′ ∈ W the set {kY (y′, y)p(y|, ·), y ∈ W} is separable,
4.
´
W ‖p(y|·)‖H(kS)dy <∞.
Assume also that |kY | ≤ 1. Then, EY∼PY |·
[
g(Y )
] ∈ H(kS) for all g ∈ HY .
Remark that if W is a finite set then Conditions 2 and 3 of the theorem always hold while
Condition 4 is implied by Condition 1. Hence, in this case, assuming Conditions 1-4 reduces to
20
α type MLE θ˜n θˆ
(1)
n,0.01 θˆ
(1)
n,0.1 θˆ
(2)
n,0.001 θˆ
(2)
n,0.01
0 0.374 0.348 0.348 0.352 0.348 0.351
1 Y 0.416 2.403 2.402 2.385 2.403 2.393
2 Y 0.369 0.640 0.640 0.640 0.640 0.640
3 Y 0.282 0.607 0.607 0.610 0.607 0.609
1 X 0.454 1.125 1.125 1.146 1.125 1.139
2 X 0.367 0.622 0.622 0.604 0.622 0.610
3 X 0.408 0.600 0.601 0.602 0.601 0.602
1 XY 0.454 0.923 0.923 0.927 0.923 0.927
2 XY 0.637 0.956 0.956 0.969 0.956 0.965
3 XY 0.515 0.824 0.824 0.820 0.824 0.823
α type MLE θ˜n
0 0.57 ×10−1 0.72 ×10−1
0.5 Y 0.44 ×10−1 0.48 ×10−1
1 Y 0.67 ×10−1 0.66 ×10−1
1.5 Y 0.55 ×10−1 0.68 ×10−1
2 Y 0.54 ×10−1 0.52 ×10−1
0.5 X 0.49 ×10−1 0.59 ×10−1
1 X 0.55 ×10−1 0.68 ×10−1
1.5 X 0.47 ×10−1 0.63 ×10−1
2 X 0.51 ×10−1 0.60 ×10−1
0.5 XY 0.52 ×10−1 0.59 ×10−1
1 XY 0.88 ×10−1 0.51 ×10−1
1.5 XY 1.07 ×10−1 0.58 ×10−1
2 XY 1.62 ×10−1 0.66 ×10−1
α type MLE θ˜n
0 0.42 ×10−2 0.51 ×10−2
0.5 Y 0.53 ×10−2 0.58 ×10−2
1 Y 0.73 ×10−2 0.61 ×10−2
1.5 Y 1.10 ×10−2 0.79 ×10−2
2 Y 1.34 ×10−2 0.99 ×10−2
0.5 X 0.51 ×10−2 0.57 ×10−2
1 X 0.47 ×10−2 0.52 ×10−2
1.5 X 0.52 ×10−2 0.60 ×10−2
2 X 0.45 ×10−2 0.45 ×10−2
0.5 XY 1.46 ×10−2 0.64 ×10−2
1 XY 3.75 ×10−2 0.61 ×10−2
1.5 XY 8.04 ×10−2 0.88 ×10−2
2 XY 12.70 ×10−2 1.29 ×10−2
Figure 3: Experimental results in logistic regression. The results are obtained for
kY (y, y
′) = exp(−|y − y′|/0.1) and k = kX ⊗ kY with kX = K1/2,γX (es-
timator θˆ(1)n,γX ) and with kX = k1/2,γX (estimator θˆ
(2)
n,γX ). The outliers represent
α% of the data and are built either by replacing Yi by Y ′i = 1 (“type Y”), or by
replacing Xi,1 by X ′i,1 ∼ N (5, 1) and Yi by Y ′i ∼ Be(1/(1 + exp(−(X ′i)T θ0)))
(“type Y”) or by replacing Xi,1 by X ′i,1 ∼ N (5, 1) (“type XY”). For each ex-
perimental setting, we report the mean square error over 25 replications. Top
panel: n = 100; left panel: n = 1 000 and right panel: n = 10 000.
assuming Condition 1, which is both sufficient and necessary for (9) to hold when W is a finite
set. WhenW is not finite the additional Conditions 2-4 are used to show that, for all g ∈ H(kS),
the function y 7→ g(y)p(y|·) is Bochner integrable and thus that EY∼PY |· [g(Y )] is a well-defined
function on S.
8.1 Proof of Theorem 5
We start with a preliminary result.
Lemma 1. Let kS be a kernel on some set S, H(kS) be the RKHS over S with reproducing
kernel kS , dy be a measure on (SY ,Y) and f : S × Y → R be such that
1. f(·, y) ∈ H(kS) for all y ∈ Y,
2. The function Y 3 y 7→ f(·, y) is Borel measurable,
3. The set {f(·, y) : y ∈ Y} is separable,
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4.
´
Y
‖f(·, y)‖H(kS)dy <∞.
Assume also that |kY | ≤ 1. Then,
´
Y
f(·, y)dy ∈ H(kS).
Proof. Since the set {f(·, y) : y ∈ Y} is separable and the mapping y 7→ f(·, y) is Borel measur-
able, there exist ([16], Proposition E.2) a sequence
({Ei,n}ni=1)n≥1 and a sequence ({fi,n}ni=1)n≥1
such that
• Ei,n ∈ SY and fi,n ∈ H(kS) for all n ≥ i ≥ 1,
• limn→0 ‖
∑n
i=1 1Ei,n(y)fi,n − f(y, ·)‖H(kS) = 0 for all y ∈ Y,
• ‖∑ni=1 1Ei,n(y)fi,n‖H(kS) ≤ ‖f(y, ·)‖H(kS) for all n ≥ 1.
For every n ≥ 1 let fn : S × Y → R be defined by
fn(s, y) =
n∑
i=1
1Ei,n(y)fi,n(s), (s, y) ∈ S × Y.
Since, under the assumptions of the lemma,
ˆ
Y
‖fn(·, y)‖H(kS)dy ≤
ˆ
Y
‖f(·, y)‖H(kS)dy <∞, ∀n ≥ 1,
it follows that, for all n ≥ 1, the simple function y 7→ fn(·, y) is Bochner integrable. Consequently,
for all n ≥ 1 the function
f˜n :=
ˆ
Y
fn(·, y)dy =
n∑
i=1
(ˆ
Ei,n
dy
)
fi,n
is well-defined. Notice that f˜n ∈ H(kS) for all n ≥ 1.
To proceed further remark that, since |kY | ≤ 1 by assumption,
|fn(s, y)| ≤ ‖fn(·, y)‖H(kS), ∀(s, y) ∈ S × Y
while
´
Y
‖f(·, y)‖H(kS)dy < ∞ by assumption. Therefore, by the dominated converge theorem,
and using the fact that the convergence in ‖ · ‖H(kS) norm implies the point-wise convergence,
lim
n→∞ f˜n(s) =
ˆ
Y
f(s, y)dy, ∀s ∈ S. (10)
Therefore, recalling that f˜n ∈ H(kS) for all n ≥ 1, to complete the proof it remains to show that
the sequence (f ′n)n≥1 is Cauchy w.r.t. the ‖ · ‖H(kS) norm.
To this aim remark that, since∥∥fn(·, y)− f(·, y)∥∥H(kS) ≤ 2∥∥f(·, y)∥∥H(kS), ∀n ≥ 1
while, by assumption,
´
Y
‖f(·, y)‖H(kS)dy <∞, the dominated convergence theorem implies that
lim
n→∞
ˆ
Y
∥∥fn(·, y)− f(·, y)∥∥H(kS)dy = 0. (11)
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On the other hand, for every n > m ≥ 1 we have∥∥f˜n − f˜m∥∥H(kS) = ∥∥∥ ˆ
Y
(
fn(·, y)− fm(·, y)
)
dy
∥∥∥
H(kS)
≤
ˆ
Y
∥∥fn(·, y)− fm(·, y)∥∥H(kS)dy
≤
ˆ
Y
∥∥fn(·, y)− f(·, y)∥∥H(kS)dy + ˆ
Y
∥∥fm(·, y)− f(·, y)∥∥H(kS)dy
(12)
where the first inequality holds by ([16], Proposition E.5). Together, (11) and (12) show that
the sequence (f˜n)n≥1 is indeed Cauchy w.r.t. the ‖ · ‖H(kS) norm, and the proof of the lemma is
complete. 
Proof of Theorem 5. Let g ∈ HY so that g =
∑∞
i=1 aikY (yi, ·) for a sequence (yi)i≥1 in HY and
a sequence (ai)i≥1 in R. For all n ≥ 1 let gn =
∑n
i=1 aikY (yi, ·) and fn : S × Y → R be defined
by fn(s, y) = gn(y)p(y|s)1W (y), (s, y) ∈ S × Y. We first show that, for all n ≥ 1, fn verifies the
assumptions of Lemma 1.
By Conditions 1 and 3 of the theorem, it readily follows that fn verifies Conditions 1 and
3 of Lemma 1, for all n ≥ 1. To show that this is also the case for Condition 2 of Lemma 1
let B(H(kS)) be the Borel σ-algebra on H(kS) and assume first that H(kS) contains the non-
zero constant functions. Let n ≥ 1 and note that, under the assumptions of the lemma, the
functions y 7→ p(y|·) and y 7→ 1W (y)gn(y) are B(H(kS))-measurable, and thus the function
Y 3 y 7→ fn(·, y) is B(H(kS))-measurable since the product of two Borel measurable functions is
a Borel measurable function. Assume now that H(kS) does not contain the non-zero constant
functions. Then, as shown above, the function Y 3 y 7→ fn(·, y) is B
(H(kS + 1))-measurable,
meaning that {
y ∈ Y : fn(·|y) ∈ A
} ∈ SY , ∀A ∈ B(H(kS + 1)). (13)
Recalling that H(kS + 1) =
{
f + c, f ∈ H(kS), c ∈ R
}
and that ‖f‖H(kS+1) = ‖f‖H(kS) for all
f ∈ H(kS) ([56], Theorem 5.4), it follows that B(H(kS)) ⊂ B(H(kS + 1)) which, together with
(13), implies that {
y ∈ Y : fn(·|y) ∈ A
} ∈ SY , ∀A ∈ B(H(kS)).
This shows that the function Y 3 y 7→ fn(·, y) is B(H(kS))-measurable, and thus, for all n ≥ 1,
fn satisfies Condition 2 of Lemma 1.
Lastly, using the fact that |kY | ≤ 1 and Condition 4 of the theorem, for all n ≥ 1 we haveˆ
Y
‖fn(·, y)‖H(kS)dy ≤
(
sup
y∈Y
|gn(y)|
)ˆ
W
‖p(y|·)‖H(kS)dy ≤ ‖gn‖HY
ˆ
W
‖p(y|·)‖H(kS)dy <∞
and thus, for all n ≥ 1, fn verifies Condition 4 of Lemma 1, which concludes to show that, for
all n ≥ 1, fn verifies all the assumptions of Lemma 1.
Therefore, by Lemma 1, the function f˜n :=
´
Y
fn(·, y)dy exists and belongs to H(kS), for all
n ≥ 1. In addition, for all n > m ≥ 1 we have (see [16], Proposition E.5, for the first inequality)∥∥f˜n − f˜m∥∥H(kS) = ∥∥∥ˆW(gn − gm)(y)p(y|·)dy
∥∥∥
H(kS)
≤
ˆ
W
|gn(y)− gm(y)| ‖p(y|·)‖H(kS)dy
≤ sup
y∈Y
|gn(y)− gn(y)|
ˆ
W
∥∥p(y|·)∥∥H(kS)dy,
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where, since |kY | ≤ 1 by assumption,
lim sup
n→∞
(
sup
y∈Y
|gn(y)− gm(y)|
) ≤ lim sup
n→∞
‖gn − gm‖HY = 0. (14)
Consequently, the sequence (f˜n)n≥1 is Cauchy w.r.t. the ‖ · ‖H(kS) norm, and therefore converges
point-wise to a function f˜ ∈ H(kS). Thus, to complete the proof it remains to show that
lim
n→∞ f˜n(s) = EY∼PY |s [g(Y )], ∀s ∈ S.
Since for every n ≥ 1 and s ∈ S we have∣∣f˜n(s)− EY∼PY |s [g(Y )]∣∣ ≤ ˆ
W
|gn(y)− g(y)|p(y|s)dy ≤ sup
y∈Y
|gn(y)− g(y)|,
it follows, by (14), that limn→∞ sups∈S |f˜n(s)−EY∼PY |s [g(Y )]| = 0, and the proof of the theorem
is complete. 
9 Appendix: proofs
9.1 Roadmap and additional notation
Let us briefly explain the organization of the proofs. We start with a preliminary lemma on
minimum-MMD estimation in Subsection 9.2. From this lemma, we can prove Theorems 1
and 2. This is done in Subsection 9.3. While the proof of Theorem 1 is quite direct from the
lemma, Theorem 2 will require some more intermediate results, some of which have an interest
on their own.
In Subsection 9.4, we provide a general lemma that allows to deduce convergence of an es-
timator in a given metric from the convergence in another metric: Lemma 5. This, with the
previous theorems, allows to prove Corollaries 1 and 2. We also prove Proposition 1 there.
The proof of Theorem 3 is not connected to any other proofs, it is given in Subsection 9.5.
Finally, Subsection 9.6 is devoted to the study of kernels satisfying Assumption 5. After a few
preliminaries, general results are proven, from which Theorem 4 can be deduced.
The following notation will be used in this section: For a probability distributionQ ∈ P(X ) and
regular conditional probability (RY |x)x∈X on Y, we let QRY |· denote the probability distribution
of the pair (X,Y ) when X ∼ Q and Y |X ∼ RY |X . Lastly, for A ∈ {X,Y,X× Y}, we denote by
P(A) the set of probability distributions on A.
9.2 A preliminary lemma on minimum-MMD estimation
The following lemma is adapted from Lemma 5 in [13]. While the proof is quite similar, the
statement is more general.
Lemma 2. Let S be a set (equipped with a σ-algebra). Let K be any symmetric function S2 →
[−1, 1] that can be written K(s, s′) = 〈ϕ(s), ϕ(s′)〉H for some Hilbert space H and some function
ϕ (note that we don’t assume that K is a characteristic kernel). Let S1, . . . , Sn be independent
random variables on S with respective distributions Q1, . . . , Qn. Define Q¯ = (1/n)
∑n
i=1Qi and
Qˆ = (1/n)
∑n
i=1 δSi . We define, for any Q and Q
′ probability distributions on S,
D2K(Q,Q′) = ES∼Q,S′∼Q[K(Z,Z ′)]− 2ES∼Q,S′∼Q′ [K(Z,Z ′)] + ES∼Q′,S′∼Q′ [K(Z,Z ′)]
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(which is indeed a metric if K is a characteristic kernel). We have:
E
[
DK(Q¯, Qˆ)
]
≤ 1√
n
and E
[
D2K(Q¯, Qˆ)
]
≤ 1
n
.
Proof. Jensen’s inequality gives E[DK(Q¯, Qˆ)] ≤
√
E[D2K(Q¯, Qˆ)]. Put mi = ES∼Qi [ϕ(S)], then
E
[
D2K(Q¯, Qˆ)
]
= E
∥∥∥∥∥ 1n
n∑
i=1
[ϕ(Si)−mi]
∥∥∥∥∥
2
H

=
1
n2
n∑
i=1
E
[
‖ϕ(Si)−mi‖2H
]
+
1
n(n− 1)
∑
i 6=j
E
[〈ϕ(Si)−mi, ϕ(Sj)−mj〉H]
=
1
n2
n∑
i=1
(
E
[
‖ϕ(Si)‖2H
]
− ‖mi‖2H
)
+ 0
≤ 1
n2
n∑
i=1
E
[
‖ϕ(Si)‖2H
]
=
1
n2
n∑
i=1
K(Si, Si) ≤ 1
n
. 
9.3 Proof of Theorems 1 and 2
Proof of Theorem 1. First, using the triangle inequality and the definition of θˆ,
Dk(Pˆnθˆn , P¯
0
n) ≤ Dk(Pˆnθˆn , Pˆ
n) + Dk(Pˆn, P¯ 0n)
= inf
θ∈Θ
Dk(Pˆnθ , Pˆn) + Dk(Pˆn, P¯ 0n)
≤ inf
θ∈Θ
Dk(Pˆnθ , P¯ 0n) + 2Dk(Pˆn, P¯ 0n). (15)
Taking the expectation in (15) gives:
E
[
Dk(Pˆnθˆn , P¯
0
n)
]
≤ inf
θ∈Θ
Dk(Pˆnθ , P¯ 0n) + 2E
[
Dk(Pˆn, P¯ 0n)
]
. (16)
We can control the expectation in the right-hand side by an application of Lemma 2: taking
Si = (Xi, Yi) ∼ Qi = δXiP 0Y |Xi and K = k, the lemma gives
E
[
Dk(Pˆn, P¯ 0n)
]
≤ 1√
n
(17)
which concludes to prove the first part of Theorem 1.
In order to prove (4), take any x′i ∈ X and define Pˆn(i) = (1/n)(
∑
j 6=i δXj + δx′i). We note that:∣∣∣Dk(Pˆn, P¯ 0n)− Dk(Pˆn(i), P¯ 0n)∣∣∣ ≤ Dk(Pˆn, Pˆn(i)) ≤ 2n.
This allows to use the McDiarmind’s bounded difference inequality [50], which gives:
P
{
Dk(Pˆn, P¯ 0n)− E
[
Dk(Pˆn, P¯ 0n)
]
≥ t
}
≤ exp
(
−nt
2
2
)
, ∀t > 0.
Put η = exp(−nt2/2) to get
P
{
Dk(Pˆn, P¯ 0n)− E
[
Dk(Pˆn, P¯ 0n)
]
≥
√
2 log(1/η)
n
}
≤ η
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which, together with (16)-(17), gives (4). 
Let us now switch to the random design case. We start by stating a new result: Theorem 6.
This theorem states how well Pˆn
θˆn
= (1/n)
∑n
i=1 δXiPg(θˆn,Xi) estimates P
0. Usually, in regression
literature, we focus mostly on the estimation of the distribution of Y |X rather than on the
estimation of the distribution of the pair (X,Y ). Still, we believe that the statement of Theorem 6
has an interest on its own. Moreover, this result will be used to prove Theorem 2.
Theorem 6. Under Assumption 1 we have
E
[
Dk(Pˆnθˆn , P
0)
]
≤ inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
and, for any η ∈ (0, 1),
P
{
Dk(Pˆnθˆn , P
0) ≤ inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
(
1 +
√
2 log(2/η)
)}
≥ 1− η.
Proof of Theorem 6. The proof is quite similar to the proof of Theorem 1, but requires some
adaptations, in particular in the application of Lemma 2.
First,
Dk(Pˆnθˆn , P
0) ≤ Dk(Pˆnθˆn , Pˆn) + Dk(Pˆn, P
0)
= inf
θ∈Θ
Dk(Pˆnθ , Pˆn) + Dk(Pˆn, P 0)
= inf
θ∈Θ
Dk(PˆnXPg(θ,·), Pˆn) + Dk(Pˆn, P 0)
≤ inf
θ∈Θ
Dk(PˆnXPg(θ,·), P 0) + 2Dk(Pˆn, P 0)
≤ inf
θ∈Θ
[
Dk(PˆnXPg(θ,·), P 0XPg(θ,·)) + Dk(P 0XPg(θ,·), P 0)
]
+ 2Dk(Pˆn, P 0) (18)
and so, taking expectations on both sides,
E
[
Dk(Pˆnθˆn , P
0)
]
≤ inf
θ∈Θ
{
E
[
Dk(PˆnXPg(θ,·), P 0XPg(θ,·))
]
+ Dk(P 0XPg(θ,·), P 0)
}
+ 2E
[
Dk(Pˆn, P 0)
]
. (19)
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Letting Φ denote the function such that k((x, y), (x′, y′)) = 〈Φ(x, y),Φ(x′, y′)〉H, we have
Dk(PˆnXPg(θ,·), P 0XPg(θ,·))
=
√
D2k(PˆnXPg(θ,·), P 0XPg(θ,·))
=
(
E(X,Y )∼PˆnXPg(θ,·),(X′,Y ′)∼PˆXPg(θ,·) 〈Φ(X,Y ),Φ(X
′, Y ′)〉H
− 2E(X,Y )∼PˆnXPg(θ,·),(X′,Y ′)∼P 0XPg(θ,·) 〈Φ(X,Y ),Φ(X
′, Y ′)〉H
+ E(X,Y )∼P 0XPg(θ,·),(X′,Y ′)∼P 0XPg(θ,·) 〈Φ(X,Y ),Φ(X
′, Y ′)〉H
) 1
2
=
(
EX∼PˆnX ,X′∼PˆnX
〈
EY∼Pg(θ,X) [Φ(X,Y )],EY ′∼Pg(θ,X′) [Φ(X
′, Y ′)]
〉
H
− 2EX∼PˆnX ,X′∼P 0X
〈
EY∼Pg(θ,X) [Φ(X,Y )],EY ′∼Pg(θ,X′) [Φ(X
′, Y ′)]
〉
H
+ EX∼P 0X ,X′∼P 0X
〈
EY∼Pg(θ,X) [Φ(X,Y )],EY ′∼Pg(θ,X′) [Φ(X
′, Y ′)]
〉
H
) 1
2
=
√
D2
k¯
(PˆnX , P
0
X) = Dk¯(Pˆ
n
X , P
0
X)
where the function k¯ is given by:
k¯(x, x′) =
〈
EY∼Pg(θ,x) [Φ(x, Y )],EY ′∼Pg(θ,x′) [Φ(x
′, Y ′)]
〉
H
.
Note that −1 ≤ k¯ ≤ 1 so we can apply Lemma 2 to Si = Xi ∼ Qi = P 0X and K = k¯ to get:
E
[
Dk¯(PˆnX , P 0X)
]
≤ 1√
n
.
Combining this last result with (19), and applying Lemma 2 with Si = (Xi, Yi) ∼ Qi = P 0 and
K = k to obtain E[Dk(Pˆn, P 0)] ≤ 1/
√
n, gives:
E
[
Dk(Pˆnθˆn , P
0)
]
≤ inf
θ∈Θ
{
1√
n
+ Dk(P 0XPg(θ,·), P 0)
}
+
2√
n
= inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
,
that is the first inequality of the theorem.
In order to prove the second inequality let θ0 ∈ argminθ∈ΘDk(P 0XPg(θ,·), P 0). Then (18)
implies
Dk(Pˆnθˆn , P
0) ≤ Dk(PˆnXPg(θ0,·), P 0XPg(θ0,·)) + Dk(P 0XPg(θ0,·), P 0) + 2Dk(Pˆn, P 0)
= Dk(PˆnXPg(θ0,·), P
0
XPg(θ0,·)) + inf
θ∈Θ
Dk(P 0XPg(θ,·), P 0) + 2Dk(Pˆn, P 0).
McDiarmid’s bounded difference inequality leads to
P
{
Dk(Pˆn, P 0)− E
[
Dk(Pˆn, P 0)
] ≥ t} ≤ exp(−nt2
2
)
27
and to
P
{
Dk(PˆnXPg(θ0,·), P
0
XPg(θ0,·))− E
(
Dk(PˆnXPg(θ0,·), P
0
XPg(θ0,·))
)
≥ t
}
≤ exp
(
−nt
2
2
)
.
By a union bound, the probability that one of the two events hold is smaller or equal to
2 exp(−nt2/2), which leads to
P
{
Dk(Pˆnθˆn , P
0) ≤ inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
(
1 +
√
2 log(2/η)
)}
≥ 1− η. 
Lemma 3. Assume that kX is continuous on X 2, and that Assumption 3 is satisfied. Then,
there exists a PX ∈ P(X) such that{
f ∈ HX : CovX∼PX (f(X), g(X)) = 0, ∀g ∈ X
} ⊆ span(1). (20)
Proof. From Theorem 2.17 in [56]: as kX is continuous on X 2, any function f ∈ HX is continuous
on X . Let PX denote the N (0, Id) distribution, truncated on X if X 6= Rd. Assume that there
exists a non-constant function f ∈ HX such that
CovX∼PX (f(X), g(X)) = 0, ∀g ∈ HX .
Then, VarX∼PX (f(X)) = 0 and, since PX admits a strictly positive density pX on X , f is constant
almost surely. However, as f is assumed to be continuous, and X is path-wise connected, the
function f is constant. 
As explained above, Theorem 6 states how far Pˆn
θˆn
= PˆnXPg(θˆn,·) is from P
0 = P 0XP
0
Y |·. How-
ever, we want to prove Theorem 2 that gives a bound on the distance between Pθ = P 0XPg(θˆn,·)
and P 0 = P 0XP
0
Y |·. The following lemma is the key point to derive Theorem 2 from Theorem 6
as it can be used to get an upper bound on the distance between PˆnXPg(θ,·) and P
0
XPg(θ,·), for
any θ ∈ Θ.
Lemma 4. Let us consider a regular conditional probability (PY |x)x∈X on Y, and assume that
∀g ∈ HY , f(·) = EY∼PY |· [g(Y )] ∈ HX . (21)
Under Assumptions 1, 2, 3, and 4, let c? be the largest constant c ∈ [0,∞) such that kX − c is a
semi-definite positive kernel on X . Then there exists a constant CkX > 0, that depends only on
kX , such that, for any probability distributions P ′X , P
′′
X ∈ P(X ),
Dk(P ′, P ′′) ≤ CkX max
[
DkX (P ′X , P ′′X),DkX(kX−c?)(P
′
X , P
′′
X)
]
where P ′ = P ′XPY |· and P
′′ = P ′′XPY |·.
Proof of Lemma 4 Let k?,X = kX − c? and let H?,X denote the RKHS with reproducing kernel
k?,X . Let c′? be the largest constant c ≥ 0 such that kY −c is a (symmetric, semi-definite positive)
kernel, and similarly we introduce the notations k?,Y = kY − c′? and H?,Y . From Theorem 3.11
in [56], 0 is the only constant function in H?,X , and the only constant function in H?,Y . Also, 21
and Assumption 4 imply that c? > 0⇔ c′? > 0.
For any P ∈ P(X ×Y) and PX ∈ P(X ), let us introduce the covariance operators CP : HY →
HX and CP : H?,X → H?,X satisfying, for any f ∈ HX , g ∈ HY and f1, f2 ∈ H?,X ,
〈f(X), CP g(Y )〉HX = Cov(X,Y )∼P (f1(X), g(Y )) ,
〈f1(X), CPXf2(X)〉HX = CovX∼PX (f1(X), f2(X)) .
28
The boundedness of kX and kY (in Assumption 2) implies that CP and CPX exist, are unique,
and that they are bounded, linear operators (see Section 3 in [28]). Finally, we let
µ(PY |x) = EY∼PY |x [kY (Y, ·)] ∈ HY .
Let AkX :=
{
PX ∈ P(X ) such that (20) holds}. As Assumption 3 holds and kX is continuous
on X (thanks to Assumption 2), we can apply Lemma 3 which ensures that the set AkX is not
empty. Let P ∗X ∈ AkX and P ∗ = P ∗XPY |·. Since P ∗X ∈ AkX and, as we have seen above, 0 is the
only constant function in H?,X , it follows that Ker(CP∗X ) = {0} and therefore the linear operatorCP∗X is bijective and bounded. Consequently, by the bounded inverse theorem, it has a linear and
bounded inverse C−1P∗X : H?,X → H?,X .
Noting that H?,X ⊆ HX ([56], Theorem 5.4), we now define the linear operator
CPY |X = CP∗C−1P∗X
and show that, under the assumptions of the lemma,
µ(PY |x) = c′? + CPY |X
(
k?,X(x, ·)
)
, ∀x ∈ X . (22)
As mentioned above, if c? = 0 then c′? = 0 and, in this case, (22) holds thanks to (21) and
Theorem 4 in [59].
We now consider the case c? > 0, so that c′? > 0. Then ([56], Theorems 5.4), HY = {h+c, h ∈
H?,Y , c ∈ R} and
‖g‖2HY = min
{‖h‖2HY + c2/c′? : h+ c = g, h ∈ H?,Y , c ∈ R}, ∀g ∈ HY .
Notice that we therefore have < g, c >HY = 0 for all g ∈ H?,Y and all c ∈ R. Now, let f ∈ HY
and c ∈ R be such that EY∼PY |·
[
f(Y ) − c] ∈ H?,X . Notice that such a constant c exists by
Assumption 5 and because of the above decomposition HY = {h + c, h ∈ H?,Y , c ∈ R}. Then,
following the computations in the proof of Corollary 3 of [28] and Theorem 4 of [59], for all x ∈ X
we have
EY∼PY |x
[
f(Y )− c] =< f(Y )− c, CPY |X (k?,X(x, ·)) >HY =< f, CPY |X (k?,X(x, ·)) >HY .
Hence, noting that < a, c′? >HY = a for all a ∈ R, it follows that for all x ∈ X we have
EY∼PY |x
[
f(Y )
]
=< f, CPY |X
(
k?,X(x, ·)
)
>HY +c
=< (f − c) + c, c′? + CPY |X
(
k?,X(x, ·)
)
>HY
=< f, c′? + CPY |X
(
k?,X(x, ·)
)
>HY ,
which concludes to show (22).
We now let C˜PY |X : HX ⊗H?,X → H be the linear operator defined by
C˜PY |X (f1 ⊗ f2) = f1 ⊗ CPY |X
(
f2
)
, f1 ∈ HX , f2 ∈ H?,X
and let ‖T‖o be the operator norm of a linear operator T .
Then, recalling that C−1P∗X is bounded and that ‖f‖H?,X = ‖f‖HX for all f ∈ H?X , for all
f1 ∈ HX and f2 ∈ H?,X we have
‖C˜PY |X (f1 ⊗ f2)‖H = ‖f1 ⊗ CP∗ ◦ C−1P∗X (f2)‖H
= ‖f1‖HX‖CP∗ ◦ C−1P∗X (f2)‖HY
≤ ‖f1‖HX‖f2‖HX‖CP∗ ◦ C−1P∗X‖o
= ‖f1 ⊗ f2‖HX⊗H?,‖CP∗ ◦ C−1P∗X‖o
29
and therefore
‖C˜PY |X‖o ≤ ‖CP∗ ◦ C−1P∗X‖o. (23)
Next, remark that for every f ∈ HX the linear operator (f ⊗ ·) : HY → H is bounded. Indeed,
‖f ⊗ g‖H = ‖f‖HX‖g‖HY , ∀f ∈ HX , ∀g ∈ HY
showing that
‖f ⊗ ·‖o ≤ ‖f‖HX . (24)
Recall now that if T : A→ B is linear and bounded and Z is a random variable taking values in
a Hilbert space A with E[‖Z‖A] <∞ then E[T (Z)] = T (E[Z]) ([19] Proposition 1.6).
Let µ˜(PX) = EX∼PX
[
kX(X, ·) ⊗ k?,X(X, ·)] be the embedding of PX ∈ P(X ) in HX ⊗ HX .
Then,
µ(P ′) := E(X,Y )∼P ′
[
kX(X, ·)⊗ kY (Y, ·)]
= EX∼P ′X
[
EY∼PY |X
[
kX(X, ·)⊗ kY (Y, ·)
]]
= EX∼P ′X
[
kX(X, ·)⊗ EY∼PY |X
[
kY (Y, ·)
]]
= EX∼P ′X
[
kX(X, ·)⊗ µ(PY |·)
]
= EX∼P ′X
[
kX(X, ·)⊗ c′? + CPY |X (k?,X(X, ·)
]
= EX∼P ′X
[
kX(X, ·)⊗ c′?
]
+ EX∼P ′X
[
C˜PY |X
(
kX(X, ·)⊗ k?,X(X, ·)
)]
= EX∼P ′X
[
kX(X, ·)⊗ c′?
]
+ C˜PY |XEX∼P ′X
[
kX(X, ·)⊗ k?,X(X, ·)
]]
= EX∼P ′X
[
kX(X, ·)⊗ c′?
]
+ C˜PY |X µ˜(P ′X)
where the interchanges between expectation and tensor product in the third and sixth equalities
are justified by (24) and (23), respectively, while the fifth equality holds by (22).
Similarly, we have
µ(P ′′) := E(X,Y )∼P ′′
[
kX(X, ·)⊗ kY (Y, ·)] = EX∼P ′′X
[
kX(X, ·)⊗ c′?
]
+ C˜PY |X µ˜(P ′′X)
and thus,
Dk(P ′, P ′′) = ‖µ(P ′)− µ(P ′′)‖H
≤ ‖EX∼P ′X
[
kX(X, ·)⊗ c′?
]− EX∼P ′′X [kX(X, ·)⊗ c′?]‖H + ‖C˜PY |X (µ˜(P ′X)− µ˜(P ′′X))‖H
≤ c′?DkX (P ′X , P ′′X) + ‖C˜PY |X‖o‖µ˜(P ′X)− µ˜(P ′′X)‖HX⊗H?,X
≤ c′?DkX (P ′X , P ′′X) + ‖CP∗ ◦ C−1P∗X‖oDkXk?,X (P
′
X , P
′′
X)
≤ (c′? + ‖CP∗ ◦ C−1P∗X‖o)max(DkX (P ′X , P ′′X),DkXk?,X (P ′X , P ′′X))
≤ (c′? + 2‖C−1P∗X‖o)max(DkX (P ′X , P ′′X),DkXk?,X (P ′X , P ′′X))
where the last inequality uses the fact that, as kY is bounded by 1, ‖CP∗‖o ≤ 2.
Since P ∗X ∈ AkX is arbitrary, this shows the result of the lemma with
CkX ,kY = c
′
? + 2 inf
P∗X∈AkX
‖C−1P∗X‖o
30
which depends on kX and kY . In order to make the statement simpler, we can remark that c′? ≤ 1
(indeed: kY (y, y) ≤ 1, so kY (y, y) − 1 ≤ 0 which prevents kY − 1 to be a positive semi-definite
kernel). So the result of the lemma also holds with
CkX = 1 + 2 inf
P∗X∈AkX
‖C−1P∗X‖o. 
We are now in position to prove Theorem 2.
Proof of Theorem 2. Let c? ≥ 0 be as in Lemma 4 and, for short,
D(PˆnX , P
0
X) = max
(
DkX (PˆnX , P 0X),DkX(kX−c?)(Pˆ
n
X , P
0
X)
)
.
Lemma 4 applied to P ′X = Pˆ
n
X and P
′′
X = P
0
X yields
Dk(Pˆnθˆn , Pθˆn) ≤ CkXD(PˆX , P
0
X) (25)
(note that (21) in the lemma is satisfied thanks to Assumption 5) and thus
E
[
Dk(Pˆnθˆn , Pθˆn)
]
≤ CkXE
[
D(PˆX , P
0
X)
]
≤ CkX
√
E
[
D2(PˆX , P 0X)
2
]
≤ CkX
√
E
[
D2kX (Pˆ
n
X , P
0
X)
]
+ E
[
D2kX(kX−c?)(Pˆ
n
X , P
0
X)
]
.
Each of the terms under the radical above can be bounded thanks to Lemma 2: first, with
Zi = Xi ∼ Qi = P 0X andK = kX , then, still with Zi = Xi ∼ Qi = P 0X but withK = kX(kX−c?).
We obtain:
E
[
Dk(Pˆnθˆn , Pθˆn)
]
≤
√
2CkX√
n
. (26)
Now:
E
[
Dk(Pθˆn , P
0)
]
≤ E
[
Dk(Pθˆn , Pˆθˆn)
]
+ E
[
Dk(Pˆθˆn , P
0)
]
≤
√
2CkX√
n
+
(
inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
)
where we used (26) to upper bound the first term, and Theorem 6 for the second term. This
ends the proof of the bound in expectation.
Let us now prove the inequality in probability. Let η ∈ (0, 1) and use once again the bounded
difference inequality to get
P
{
D(PˆnX , P
0
X)− E
[
D(PˆnX , P
0
X)
]
≤
√
2 log(2/η)
n
}
≥ 1− η
2
while, by Theorem 6,
P
{
Dk(Pˆnθˆn , P
0) ≤ inf
θ∈Θ
Dk(Pθ, P 0) +
3√
n
(
1 +
√
2 log(4/η)
)}
≤ 1− η
2
.
Together with (25), and using a union bound, we obtain
P
{
Dk(Pˆnθˆn , P
0) ≤ inf
θ∈Θ
Dk(Pθ, P 0) +
3
(
1 +
√
2 log(4/η)
)
+ CkX
(√
2 +
√
2 log(2/η)
)
√
n
}
≥ 1− η.
We simplify the expression by noting that
√
2 +
√
2 log(2) < 1 +
√
2 log(4). 
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9.4 Connecting the MMD distance to norms on Θ
Lemma 5. Let ‖·‖Θ be a semi-norm on Θ. Let M : Θ→ [0, 2] be such that there exists a unique
θ? ∈ Θ verifying infθ∈ΘM(θ) = M(θ?) and such that there exists a neighbourhood U of θ? and a
constant µ > 0 for which
M(θ)−M(θ?) ≥ µ‖θ − θ?‖Θ, ∀θ ∈ U.
Let (θˇn)n≥1 be a sequence of random variables taking values in Θ and such that there exist a
strictly increasing function h1 : (0,∞) → (0,∞) with limx→∞ h1(x) = ∞, a continuous and
strictly decreasing function h2 : (0, 1)→ (0,∞), and a constant x ≥ 0 such that
P
{
M(θˇn) < M(θ?) + x+
h2(η)
h1(n)
}
≥ 1− η, ∀η ∈ (0, 1), ∀n ≥ 1. (27)
Then for any t > 0,
P
{
‖θˇn − θ?‖Θ ≥ x/µ+ t
}
≤ 2h−12 [((µt) ∧ (α− x)+)h1(n)] ,
and
P
{
‖θˇn − θ?‖Θ < x
µ
+
h2
(
η
2
)
µh1(n)
}
≥ 1− η, ∀n ≥ 1, ∀η ∈ [2h−12 ((α− x)+h1(n)), 1)
where α = infθ∈UcM(θ)−M(θ?) ∈ (0, 2].
Note that it would also be possible to get a result on E[‖θˇn − θ?‖Θ], but at the price of the
additional assumption that the parameter space Θ is bounded: sup(θ,θ′)∈Θ2 ‖θ − θ′‖Θ <∞.
Proof. Note that (27) is equivalent to
P
{
M(θˇn)−M(θ?)− x > t
}
≤ h−12 (th1(n)), ∀t > 0, ∀n ≥ 1. (28)
Remind that α = infθ∈UcM(θ) −M(θ?). It is immediate to see that α ≤ 2. Moreover, α > 0,
otherwise, U c being a closed set, there would be a θ′ ∈ U c such that M(θ′)−M(θ?) = 0.
Now, for any t > 0,
P
{‖θˇn − θ?‖Θ ≥ t+ x/µ}
= P
{‖θˇn − θ?‖Θ ≥ t+ x/µ, θˇn ∈ U}+ P{‖θˇn − θ?‖Θ ≥ t+ x/µ, θˇn /∈ U}
≤ P{M(θˇ)−M(θ?) ≥ µt+ x, θˇn ∈ U}+ P{θˇn /∈ U}
≤ P{M(θˇ)−M(θ?)− x ≥ µt}+ P{M(θˇ)−M(θ?) ≥ α}
≤ h−12 (µth1(n)) + h−12 ((α− x)+h1(n))
where we used (28) for the last inequality. As h−12 is strictly decreasing, we obtain:
P
{‖θˇn − θ?‖Θ ≥ t+ x/µ} ≤ 2h−12 [((µt) ∧ (α− x)+)h1(n)] . (29)
Fix η ∈ [2h−12 ((α− x)+h1(n)), 1) as in the statement of the lemma, and note that
2h−12 [((µt) ∧ (α− x)+)h1(n)] = η ⇔ t =
h2
(
η
2
)
µh1(n)
.
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Plugging these values in (29), we obtain:
P
{
‖θˇn − θ?‖Θ < x
µ
+
h2
(
η
2
)
µh1(n)
}
≥ 1− η. 
We are now ready to prove the Corollaries 1 and 2.
Proof of Corollary 1. From Theorem (1), (27) in Lemma 5 holds with θ? = θ0, x = 4, h1(n) =√
n, h2(η) = 2 +
√
2 log(1/η) and θˇn = θˆn . LApply Lemma 5 to get:
∑
n≥1
P
{
‖θˇn − θ?‖Θ ≥ +4
µ
+ t
}
≤ 2
∑
n≥1
exp
[
− [((µt) ∧ (α− x)+)
√
n− 2]2
2
]
<∞, ∀t > 0
showing that P
(
lim supn→∞ ‖θˇn − θ?‖Θ ≤ 4/µ
)
= 1. Lemma 5 also states
P
{
‖θˇn − θ?‖Θ <
h2
(
η
2
)
µh1(n)
}
≥ 1− η, ∀n ≥ 1, ∀η ∈ [2h−12 ((α− x)+h1(n)), 1) .
Note that
h2
(
η
2
)
µh1(n)
=
1
µ
√
n
(
2 +
√
2 log(2/η)
)
and 2h−12 ((α − x)+h1(n)) = 2 exp(−((α − x)+
√
n − 2)2/2). For the sake of simplicity, we only
consider n ≥ 16/(α− x)2+, in this case, we have (α− x)+
√
n− 2 ≥ (α− x)+
√
n/2 and thus the
result holds in particular for any η ∈ [2 exp(−n(α−x)2+/8), 1). Finally, remind that x = 4 < α/8
so it holds in particular for n ≥ 64/α2 and η ∈ [2 exp(−nα2/32), 1). 
Proof of Corollary 2. From Theorem (2), (27) in Lemma 5 holds with h1(n) =
√
n, h2(η) =
(CkX + 3)(1 +
√
2 log(4/η)) and θˇn = θˆn. Then, the result is proved following the computations
done in the proof of Corollary 1. 
Proof of Proposition 1. Under the assumptions of the Proposition,
D2k
(
Pˆnθ , Pˆ
n
θ0
)
=
1
n2
∑
1≤i,j≤n
kX(Xi, Xj)
{
γ2Y e
− ‖X
T
i θ−XTj θ‖2
4σ2+γ2
Y
4σ2 + γ2Y
− 4γ
2
Y e
− ‖X
T
i θ−XTj θ0‖2
2σ2+γ2
Y
4σ2 + γ2Y
+
γ2Y e
− ‖X
T
i θ0−XTj θ0‖2
4σ2+γ2
Y
4σ2 + γ2Y
}
that is, using the value of the Xi’s and of γY ,
D2k
(
Pˆnθ , Pˆ
n
θ0
)
=
r2
n2
2
5
q∑
`=1
{
1− e−
‖xT` θ−x
T
` θ0‖
2
5σ2
}
.
Note that for any b > 0, for any x ∈ [0, b],
1− exp(−b)
b
x ≤ 1− exp(−x) ≤ x.
This means that for θ ∈ U , that is ‖xT` θ − xT` θ0‖2/(5σ2) ≤ c, we have
1− exp(−c)
c
‖xT` θ − xT` θ0‖2
5σ2
≤ 1− exp
(
−‖x
T
` θ − xT` θ0‖2
5σ2
)
.
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We obtain, for any θ ∈ U ,
D2k
(
Pˆnθ , Pˆ
n
θ0
)
=
r2
n2
2[1− exp(−c)]
25cσ2
q∑
`=1
‖xT` θ − xT` θ0‖2
=
2[1− exp(−c)]
25cqσ2
1
n
n∑
i=1
‖XTi θ −XTi θ0‖2 = µ2‖θ − θ0‖2n. 
9.5 Proof of Theorem 3
Proof of Theorem 3. For all (θ, x, y) ∈ Θ× X× Y, let
mθ(x, y) = E
Y,Y ′iid∼Pg(θ,X)
[
kY (Y, Y
′)− 2kY (Y, y)
]
) + EX∼P 0X
[
E
Y,Y ′iid∼P 0
Y |X
[
kY (Y, Y
′)
]]
and remark that
E(X,Y )∼P 0 [mθ(X,Y )] = EX∼P 0X
[
DkY (Pg(θ,X), P 0Y |X)
2
]
, ∀θ ∈ Θ.
Under the assumptions of the theorem, the mapping θ 7→ mθ(x, y) is continuous on the compact
set Θ and is such that |mθ(x, y)| ≤ 4 for all (θ, x, y) ∈ Θ× X× Y. Then (see e.g. [64], page 46)
sup
θ∈Θ
∣∣∣ 1
n
n∑
i=1
mθ(Xi, Yi)− EX∼P 0X
[
DkY (Pg(θ,X), P 0Y |X)
2
]∣∣∣→ 0, in P-probability
and therefore, noting that θ˜n ∈ argminθ∈Θ 1n
∑n
i=1mθ(Xi, Yi), the first part of the theorem
follows by Theorem 5.7 in [64].
To prove the second part of the theorem let  ∈ [0, 1) and, for all x ∈ X, let P˜ 0Y |x = (1 −
)P 0Y |x + Qx for a probability distribution Qx on Y.
Then, for all θ ∈ Θ we have
EX∼P 0X
[
DkY (Pg(θ,X), P 0Y |X)
2
] ≤ EX∼P 0X [(DkY (Pg(θ,X), P˜ 0Y |X) + DkY (P 0Y |X , P˜ 0Y |X))2]
≤ EX∼P 0X
[(
DkY (Pg(θ,X), P˜ 0Y |X) + 2
)2]
≤ EX∼P 0X
[(
DkY (Pg(θ,X), P˜ 0Y |X)
2
]
+ 8+ 42
≤ EX∼P 0X
[(
DkY (Pg(θ,X), P˜ 0Y |X)
2
]
+ 12
(30)
where the third inequality the fact that, since |kY | ≤ 1, P(DkY (Pg(θ,X), P 0Y |X) ≤ 2) = 1 and the
last inequality holds since  ≤ 1.
Let θ0, ∈ argminθ∈Θ EX∼P 0X
[
DkY (Pg(θ,X), P˜ 0Y |X)
2
]
. Then, applying (30) with θ = θ0, yields
EX∼P 0X
[
DkY (Pg(θ0,,X), P
0
Y |X)
2
] ≤ inf
θ∈Θ
EX∼P 0X
[
DkY (Pg(θ,X), P˜ 0Y |X)
2
]
+ 12
≤ EX∼P 0X
[
DkY (Pg(θ0,X), P
0
Y |X)
2
]
+ 24
(31)
where the second inequality follows by swapping P˜ 0Y |X and P
0
Y |X in (30).
Under the assumptions of the theorem, θ0 is the unique minimizer of the function θ 7→
EX∼P 0X
[
DkY (Pg(θ,X), P 0Y |X)
2
]
and therefore (see the proof of Lemma 5)
α = inf
θ∈Uc
(
EX∼P 0X
[
DkY (Pg(θ,X), P 0Y |X)
2
]− EX∼P 0X [DkY (Pg(θ0,X), P 0Y |X)2]) > 0.
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Together with (31), this shows that if  < α/24 then
EX∼P 0X
[
DkY (Pg(θ0,,X),P
0
Y |X)
2
]− EX∼P 0X [DkY (Pg(θ0,X), P 0Y |X)2]
< inf
θ∈Uc
(
EX∼P 0X
[
DkY (Pg(θ,X), P˜ 0)2
]− EX∼P 0X [DkY (Pg(θ0,X), P˜ 0)2])
implying that θ0, ∈ U . Consequently, using again (31), we have
24 ≥ EX∼P 0X
[
DkY (Pg(θ0,,X), P
0
Y |X)
2
]− EX∼P 0X [DkY (Pg(θ0,X), P 0Y |X)2] ≥ µ‖θ0, − θ0‖
and the result follows.
9.6 Proof of Theorem 4
Theorem 4 is a direct consequence of Theorems 7-9 presented below which provide, respectively,
a general result for non linear Gaussian regression models (with potentially unknown variance), a
general result for non-linear logistic regression models and a general result for non-linear Poisson
regression models
We start with a lemma showing that, under mild conditions on kY , the kernel kα,γx on X ⊆ Rd,
defined in Section 3.3, is such that the kernel kα,γx ⊗ kY on X× Y is characteristic.
Lemma 6. Let X ⊆ Rd, kX = kα,γx for some α, γx > 0 and let kY be defined by
kY (y, y
′) = βK(y, y′) + (1− β), (y, y′) ∈ Y
for some β ∈ (0, 1] and for some continuous, bounded and translation invariant characteristic
kernel K on Y. Then, the kernel k = kX ⊗ kY on X× Y is characteristic.
Proof. Let P,Q ∈ P(Z), ψZ : Z → (0, 1)d × Y be defined by ψZ((x, y)) = (ψ(x), y), (x, y) ∈ Z,
and let PψZ , QψZ ∈ P((0, 1)d × Y) be such that
PψZ (A) = P (ψ
−1
Z (A)), QψZ (A) = P (ψ
−1
Z (A)), ∀A ∈ B
(
(0, 1)d)×SY
with B((0, 1)d) the Borel σ-algebra on (0, 1)d.
Then,
Dk(P,Q) = E
Z1,Z2
iid∼P [k(Z1, Z2)] + EZ′1,Z′2iid∼Q
[k(Z ′1, Z
′
2)]− 2EZ1∼P,Z′1∼Q[k(Z1, Z ′1)]
= E
Z˜1,Z˜2
iid∼PψZ
[k(ψ−1(Z˜1), ψ−1(Z˜1))] + E
Z˜′1,Z˜
′
2
iid∼QψZ
[k(ψ−1(Z˜ ′1), ψ
−1(Z˜ ′2))]
− 2EZ˜1∼PψZ ,Z˜2∼QψZ [k(ψ
−1(Z˜1), ψ−1(Z˜ ′1))]
= E
(X˜1,Y1),(X˜2,Y2)
iid∼PψZ
[Kα,γX (‖X˜1 − X˜2‖)kY (Y1, Y2)]
+ E
(X˜′1,Y
′
1 ),(X˜
′
2,Y
′
2 )
iid∼QψZ
[Kα,γX (‖X˜ ′1 − X˜ ′2‖)kY (Y ′1 , Y ′2)]
− 2E(X˜1,Y1)∼PψZ ,(X˜′1,Y ′1 )∼QψZ [Kα,γX (‖X˜1 − X˜
′
1‖)kY (Y1, Y ′1)]
= DKα,γX⊗kY (PψZ , QψZ ).
Under the assumptions of the lemma, kY is continuous, bounded, translation invariant and char-
acteristic on Y while the Matérn kernel is continuous, bounded, translation invariant and charac-
teristic on Rd [60]. Therefore from Theorems 3-4 in [61], the kernel Kα,γX ⊗ kY is characteristic
on Rd × Y and thus
Dk(P,Q) = DKα,γX⊗kY (PψZ , QψZ ) = 0⇔ PψZ = QψZ .
Together with the fact that PψZ = QψZ ⇔ P = Q, this shows that Dk(P,Q) = 0 ⇔ P = Q.
Hence k is characteristic and the proof is complete. 
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9.6.1 A general result for non-linear Gaussian regression models
Theorem 7. Let X = Rd, Y = R, kX = c km2 ,γx for some m ∈ N, γx > 0 and c > 0 such that|kX | ≤ 1, and let s = (d + m)/2 if (d + m) is even and s = (d + m + 1)/2 if (d + m) is odd.
For every (θ, x) ∈ Θ × Rd, let fg(θ,x) be the density of the N (g1(θ, x), g2(θ)) distribution, where
g2 : Θ → (0,∞) and where g1 : Θ × Rd → R is such that, for every θ ∈ Θ, the function g1(θ, ·)
is s times differential on Rd and such that, for all κ > 0 and a ∈ {a′ ∈ Nd0 :
∑d
i=1 a
′
i ≤ s},
sup
x∈Rd
d∏
i=1
|xi|κ
∣∣∣ ∂∑di=1 ai
∂xa11 . . . ∂x
ad
d
g1(θ, x)
∣∣∣e−δg1(θ,x)2 <∞, ∀δ > 0
Let kY (y, y′) = βK(y, y′) + (1 − β) for some β ∈ (0, 1) and for some continuous translation
invariant characteristic kernel K on R satisfying |K| ≤ 1. Then, Assumptions 1, 2, 4 and 5 are
satisfied and the resulting kernel k = kX ⊗ kY on X× Y is characteristic.
Remark 1. From the proof of Theorem 7 it is direct to see that if the Xi’s take values in a
bounded set (a, b) ⊂ Rd then the conclusion of Theorem 7 are also valid if kX is the restriction
of Km/2,γX to (a, b).
Proof. Remark first that to prove the result it is enough to consider the case where (m + d) is
even. Indeed, if (m + d) is odd then in what follows we can replace X by X˜ = Rd+1, g1 by the
function g˜1 : Θ×Rd+1 → R such that g˜1(θ, (x, x′)) = g1(θ, x) for all (x, x′, θ) ∈ Rd ×R×Θ, and
d by d˜ = d+ 1.
Assumption 1-2 is trivially verified while k is characteristic by Lemma 6. We now show that
Assumption 5 holds.
Let , km/2,(0,1)d be the restriction ofKm/2,γx to (0, 1)
d, and note that because the set (0, 1)d has
Lipschitz boundary the RKHSH(km/2,(0,1)d) is norm-equivalent to the Sobolev spaceW s2
(
(0, 1)d)
([41], Example 2.6).
Next, for every u ∈ (0, 1)d and θ ∈ Θ, let Pg˜(θ,u) be the N (g1(θ, ψ−1(u)), g2(θ)) distribution,
where
ψ−1(u) =
( 2u1 − 1
u1(1− u1) , · · · ,
2ud − 1
ud(1− ud)
)
, ∀u ∈ (0, 1)d.
Then, Assumption 5 holds if and only if
EY∼Pg˜(θ,·)
[
g(Y )
] ∈ H(km/2,(0,1)d), ∀g ∈ HY , θ ∈ Θ. (32)
Let θ ∈ Θ and pθ(·|·) : (0, 1)d × Y → R be defined by
pθ(y|u) = 1√
2pig2(θ)
exp
(
−
(
y − g1(θ, ψ−1(u))
)2
2g2(θ)
)
, u ∈ (0, 1)d, y ∈ Y.
Note that, for all u ∈ (0, 1)d, pθ(·|u) is the density of Pg˜(θ,u) (w.r.t. the Lebesgue measure on R).
We now show that pθ(·|·) verifies Conditions 1-4 of Theorem 5 for S = (0, 1)d, kS = km/2,(0,1)d ,
W = Y = R and dy the Lebesgue measure on R.
Since, for all a1 ∈ N there exists a κ ∈ (0,∞) such that
sup
u1∈(0,1)
(
u1(1− u1)
)κ∣∣∣ da1
dua11
2u1 − 1
u1(1− u1)
∣∣∣ <∞
it is easily checked that, under the assumptions on g1,
sup
u∈(0,1)d
∣∣∣ ∂∑di=1 ai
∂ua11 . . . ∂u
ad
d
pθ(y|u)
∣∣∣ <∞, ∀a ∈ As := {a′ ∈ Nd0 : d∑
i=1
a′i ≤ s
}
. (33)
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Therefore, pθ(y|·) ∈ W s2
(
(0, 1)d
)
for all y ∈ Y, and thus pθ(y|·) ∈ H(km/2,(0,1)d) for all y ∈ Y,
showing that pθ(y|u) verifies Condition 1 of Theorem 5. It is also clear that
ˆ
R
‖pθ(y|·)‖W s2 ((0,1)d)dy <∞
and thus, since the RKHS H(km/2,(0,1)d) is norm-equivalent to W s2
(
(0, 1)d
)
, it follows that´
R ‖pθ(y|·)‖H(km/2,(0,1)d )dy <∞, as required by Condition 4 of Theorem 5.
Let y′ ∈ R be arbitrary. Then, to show that Conditions 2-3 hold as well it suffices to show
that the function
R 3 y 7→ Ky(y′, y)pθ(y|·) ∈ H(km/2,(0,1)d) (34)
is continuous. Since kY is continuous on R by assumption while the RKHSH(km/2,(0,1)d) is norm-
equivalent to W s2
(
(0, 1)d
)
, to show that the function defined in (34) is continuous it suffices to
show that, for all a ∈ As, the function
R 3 y 7→
ˆ
(0,1)d
( ∂∑di=1 ai
∂ua11 . . . ∂u
ad
d
pθ(y|u)
)2
du (35)
is continuous. It is easily checked for all a ∈ As and u ∈ (0, 1)d the function
∂
∑d
i=1 ai
∂ua11 . . . ∂u
ad
d
pθ(·|y)
is continuous on R and thus the continuity, for all a ∈ Aα, of function defined in (35) follows
from (33) and the dominated convergence theorem. This concludes to show that Conditions 1-4
of Theorem 5 hold .
Therefore, since we also have |kY | ≤ 1 by assumption, (32) holds by Theorem 5 implying that
Assumption 5 is satisfied.
Lastly, since X = Rd it follows that HX = H(km/2,(0,1)d) = W s2
(
(0, 1)d) and thus the the
non-zero constant functions belong to HX . On the other hand, the definition on kY ensures
that non-zero constant functions also belong to HY ([56], Theorem 3.11) and thus Assumption
4 holds. The proof of the theorem is complete. 
9.6.2 A general result for non-linear logistic regression models
Theorem 8. Let X = Rd, Y = R and kX = c km2 ,γx for some m ∈ N, γx > 0 and c > 0 such that|kX | ≤ 1, and let s = (d+m)/2 if (d+m) is even and s = (d+m+ 1)/2 if (d+m) is odd. For
every (θ, x) ∈ Θ × Rd, let fg(θ,x) be the density of the Ber
(
(1 + e−g(θ,x))−1
)
distribution, where
g : Θ × Rd → R is such that, for every θ ∈ Θ, the function g(θ, ·) is s times differential on Rd
and such that, for all κ > 0 and a ∈ {a′ ∈ Nd0 :
∑d
i=1 a
′
i ≤ s},
sup
x∈Rd
d∏
i=1
|xi|κ
∣∣∣ ∂∑di=1 ai
∂xa11 . . . ∂x
ad
d
g(θ, x)
∣∣∣e−δg(θ,x) <∞, ∀δ > 0.
Let kY (y, y′) = βK(y, y′) + (1 − β) for some β ∈ (0, 1) and for some continuous translation
invariant characteristic kernel K on R satisfying |K| ≤ 1. Then, Assumptions 1, 2, 4 and 5 are
satisfied and the resulting kernel k = kX ⊗ kY on X× Y is characteristic.
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Remark 2. From the proof of Theorem 8 it is direct to see that if the Xi’s take values in a
bounded set (a, b) ⊂ Rd then the conclusion of Theorem 8 are also valid if kX is the restriction
of Km/2,γX to (a, b).
Proof. Using similar arguments as in the proof of Theorem 7 it is enough consider the case where
(m+ d) even. We also note that Assumption 1-2 is trivially verified while k is characteristic by
Lemma 6. We now show that Assumption 5 holds.
Let θ ∈ Θ and pθ(·|·) : (0, 1)d × {0, 1} → R be defined by
pθ(1|u) = 1
1 + exp
(− g(θ, ψ−1(u))) , pθ(0|u) = 1− pθ(1|u), u ∈ (0, 1)d.
Then, to show that Assumption 5 holds is suffices to show that pθ(1|·) ∈ H(km/2,(0,1)d) and that
1 ∈ H(km/2,(0,1)d), where km/2,(0,1)d and H(km/2,(0,1)d) are as defined in the proof of Theorem
7 (see this latter for more details). In this latter we already showed that 1 ∈ H(km/2,(0,1)d) and
therefore it remains to show that pθ(1|·) ∈ H(km/2,(0,1)d).
To this aim note that, under the assumptions on g, we have
sup
u∈(0,1)d
∣∣∣ ∂∑di=1 a′i
∂ua11 . . . ∂u
ad
d
pθ(1|u)
∣∣∣ <∞, ∀a ∈ a ∈ {a′ ∈ Nd0 : d∑
i=1
a′i ≤ s
}
.
Therefore, pθ(1|·) ∈ W s2 (0, 1)d = H(km/2,(0,1)d), which concludes to show that Assumption 5
holds.
Lastly, Assumption 4 holds following exactly the same argument as in the proof of Theorem
7. The proof is complete. 
9.6.3 A general result for non-linear Poisson regression models
Theorem 9. Let kX = c km2 ,γx for some m ∈ N, γx > 0 and c > 0 such that |kX | ≤ 1, and let
s = (d+m)/2 if (d+m) is even and s = (d+m+1)/2 if (d+m) is odd. For every (θ, x) ∈ Θ×Rd,
let fg(θ,x) be the density of the Pois(g(θ, x)) distribution, where g : Θ×Rd → (0,∞) is such that,
for every θ ∈ Θ, the function g(θ, ·) is s times differential on Rd and such that, for all κ > 0 and
a ∈ {a′ ∈ Nd0 : ∑di=1 a′i ≤ α+ d/2},
sup
x∈Rd
d∏
i=1
|xi|κ
∣∣∣ ∂∑di=1 ai
∂xa11 . . . ∂x
ad
d
g(θ, x)
∣∣∣e−δg(θ,x) <∞, ∀δ > 0.
Let kY (y, y′) = βK(y, y′) + (1 − β) for some β ∈ (0, 1) and for some continuous translation
invariant characteristic kernel K on R satisfying |K| ≤ 1. Then, Assumptions 1, 2, 4 and 5 are
satisfied and the resulting kernel k = kX ⊗ kY on X× Y is characteristic.
Remark 3. From the proof of Theorem 9 it is direct to see that if the Xi’s take values in a
bounded set (a, b) ⊂ Rd then the conclusion of Theorem 9 are also valid if kX is the restriction
of Km/2,γX to (a, b).
Proof. Using similar arguments as in the proof of Theorem 7 it is enough consider the case where
(m+ d) even. Assumption 1-2 is trivially verified while k is characteristic by Lemma 6. We now
show that Assumption 5 holds.
For every u ∈ (0, 1)d and θ ∈ Θ let Pg˜(θ,u) be the Pois(g(θ, ψ−1(u))) distribution. Then,
Assumption 5 holds if and only if
EY∼Pg˜(θ,·)
[
g(Y )
] ∈ H(km/2,(0,1)d), ∀g ∈ HY , θ ∈ Θ. (36)
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with km/2,(0,1)d and H(km/2,(0,1)d) as defined in the proof of Theorem 7 (see this latter for more
details).
Let θ ∈ Θ and pθ(·|·) : (0, 1)d × N0 → R be defined by
pθ(y|u) =
g
(
θ, ψ−1(u)
)y
e−g(θ,ψ
−1(u))
y!
, u ∈ (0, 1)d, y ∈ Y.
We now show that pθ(·|·) verifies Conditions 1-4 of Theorem 5 for S = (0, 1)d, kS = km/2,(0,1)d
and W = N0 and dy the counting measure on N0.
SinceW is a countable set Conditions 2-3 of Theorem 5 hold. In addition, it is readily checked
that, under the assumptions on g,
sup
u∈(0,1)d
∣∣∣ ∂∑di=1 ai
∂ua11 . . . ∂u
ad
d
pθ(y|u)
∣∣∣ <∞, ∀a ∈ {a′ ∈ Nd0 : d∑
i=1
a′i ≤ s
}
.
Therefore, pθ(y|·) ∈ W s2
(
(0, 1)d
)
and, since H(km/2,(0,1)d) = W s2
(
(0, 1)d
)
(see the proof of The-
orem 7) it follows that Condition 1 of Theorem 5 holds. In addition, simple computations show
that ∞∑
y=0
‖pθ(y|·)‖W s2 ((0,1)d) <∞
and thus, since the RKHS H(km/2,(0,1)d) is norm-equivalent to W s2
(
(0, 1)d
)
, it follows that´
W ‖pθ(y|·)‖H(km/2,(0,1)d )dy < ∞, as required by Condition 4 of Theorem 5. This concludes
to show that Conditions 1-4 of Theorem 5 hold .
Therefore, since |kY | ≤ 1, (36) holds by Theorem 5 implying that Assumption 5 is satisfied.
Lastly, Assumption 4 holds following exactly the same argument as in the proof of Theorem
7. The proof is complete. 
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