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Abstrakt 
 
Bc. Milan Krajcar 
Robotické vidění s průmyslovými roboty KUKA 
Diplomová práce, Ústav výrobních strojů, systémů a robotiky, 2009. 
 
Diplomová práce definuje hlavní pojmy v oblasti strojového vidění. Uvádí základní 
funkční principy strojového vidění, jeho výhody a nevýhody a rozděluje systémy 
vidění do několika skupin. Diplomová práce se dále zabývá návrhem koncového 
efektoru, vývojem inspekčního procesu a programováním inteligentní kamery 
Siemens SIMATIC VS722A, tvorbou programu pro robot KUKA KR3 a tvorbou 
systému komunikace. V závěru je popsána demonstrační aplikace, která ověřila 
funkčnost celého systému. 
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Abstract 
 
Bc. Milan Krajcar 
Robot vision with industrial robots KUKA 
Master’s thesis, Institute of Production Machines, Systems and Robotics, 2009. 
 
Master’s thesis is describing main terms in machine vision. It defines the basic 
working principles, its advantages and disadvantages. It is dividing machine vision 
systems into several classes. The thesis is solving design of an end effector, of an 
inspection process and program for smart camera Siemens SIMATIC VS722A, of a 
program for KUKA KR3 and of mutual communication. At the end the 
demonstrational application verifying the functionality of entire system is introduced.  
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1. Úvod 
Náhrada lidské pracovní síly za roboty a manipulátory je v průmyslu v současné 
době všeobecně přijímaný trend. Tento trend řeší aktuální problémy, jež v oboru 
existují. Roboty na sebe přejímají stereotypní, namáhavou, nebezpečnou a zdraví 
škodlivou práci, tedy práce pro lidské bytosti nevhodné a v dnešní době také mnohdy 
morálně nepřijatelné. Náhrada lidské pracovní síly průmyslovými roboty může být 
nástrojem při řešení otázek zaměstnanosti, kdy všeobecně klesá atraktivita a zájem 
o pracovní místa v průmyslu a zaměstnavatelé se potýkají s nedostatkem 
kvalifikované pracovní síly a vysokou fluktuací. Mechanizace a automatizace 
výrobních procesů je jedním ze způsobů, jak bojovat s neustálými nároky na snížení 
výrobních nákladů, zlepšení kvality výroby a zvýšení efektivity podniku.  
Stinnou stránkou nasazení průmyslových robotů a manipulátorů je jejich vysoká 
pořizovací cena, vysoké náklady na školení obsluhujícího personálu, servis a 
náhradní díly, složité programování a nákladná tvorba nových programů. Z těchto 
důvodů se roboty uplatňují převážně ve velkosériové výrobě, kde se vysoké náklady 
rozloží do množství vyrobených produktů. Z dlouhodobého hlediska je jasný trend 
postupně vzrůstajícího procesu robotizace ve všech odvětvích i měřítkách 
průmyslové výroby. Aby byla v budoucnu ekonomicky realizovatelná širší 
implementace průmyslových robotů a manipulátorů do provozů pracujících se 
středně velkými a  malými sériemi výrobků, bude nutné jednak snížit jejich cenu a 
provozní náklady, ale hlavně výrazně zvýšit jejich flexibilitu, tak aby je bylo možné 
jednoduše a rychle adaptovat na různé výrobním procesy.  
Příkladem zvýšení flexibility a schopnosti adaptace průmyslového robotu je 
aplikace robotického vidění. Hlavní členy systému robotického vidění tvoří kamera, 
inspekční software, kontrolér robotu, robot a rozhraní pro jejich vzájemnou 
komunikaci. Robot komunikující s kamerou dokáže využít informace o poloze 
hledaných součástí. Umí se přizpůsobit poloze náhodně umístěného objektu, uchopit 
jej a uložit na přesně definovanou pozici např. na přepravní paletu. Díky tomuto 
řešení se významně rozšiřuje pole aplikací, na jejichž vykonávání lze nasadit 
průmyslové roboty.      
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2. Základní informace 
2.1. Definice robotického vidění 
Počítačové vidění je charakterizováno jako vědní disciplína zabývající se vývojem 
inteligentních systémů, které získávají informace z obrázků. Průmyslově aplikované 
počítačové vidění se nazývá strojové nebo průmyslové vidění, pokud je aplikováno 
na roboty a manipulátory lze to označit jako robotické vidění [1], [2].  
Strojové vidění podle [3] zahrnuje počítačové vědy, optiku, mechanické inženýrství 
a průmyslovou automatizaci. Zatímco počítačové vidění je především zaměřeno na 
zpracovávání obrazu, strojové vidění v sobě integruje systém pro snímání a inspekci 
obrázků s digitálními vstupy a výstupy a síťovými komponentami, tak aby umožnilo 
komunikaci s ostatními výrobními zařízeními.  
2.2. Historický vývoj  
První skutečné zařízení pro průmyslové vidění bylo vyvinuto v 70. letech na 
Massachusetts Institute of Technology, kde systém strojového vidění ovládal 
robotické rameno. V následujících letech byli zlepšovány algoritmy i samotné 
průmyslové kamery. K rozšíření této technologie došlo v 90. letech, kdy se 
technologie stala finančně dostupnou pro větší okruh společností. Byli představeny 
inteligentní kamery a došlo také k využití standardních PC pro potřeby strojového 
vidění [3]. 
V současné době výrobci nabízí ergonomické systémy s širokými možnostmi 
integrace a obor vykazuje rychlý rozvoj. Systémy jsou univerzální, zvládají běžně 
několik standardizovaných a někdy i nestandardizovaných komunikačních protokolů. 
Zákazník může volit mezi komerčním řešením, které nabízí hotový balíček 
připravených služeb, nebo může použít tzv. „open source“ programem, který však 
často vyžaduje rozsáhlé úpravy.  
2.3. Význam strojového vidění 
Dnešní globalizovaný trh se vyznačuje širokou nabídkou výrobků z celého světa pro 
zákazníka a nutností čelit na trhu konkurenčním výrobkům z celého světa pro 
výrobce. Aby výrobce v takovém boji obstál, musí klást důraz na pojmy jako jsou 
invence, vysoká kvalita, široká nabídka variant, snižování výrobních nákladů a 
dodacích lhůt apod. Jednou z osvědčených cest, jak zvyšovat produktivitu a efektivitu 
výroby je aplikace strojového vidění.   
Cíl strojového vidění lze podle XIE [4] definovat jako snahu simulovat vizuální 
systém člověka a umožnit tak stavbu inteligentních strojů. Při implementaci vyšší 
inteligence lze strojově provádět složité úkoly které jinak vyžadují lidský zrak a 
úsudek. Tato definice naznačuje nejčastější úkoly, které plní strojového vidění 
v průmyslu: 
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• Kontrola kvality 
• Identifikace objektů 
• Kontrola přítomnosti 
• Měření rozměrů/hladin 
• Rozpoznávaní textu, kódu, barev 
• Operace typu vyber a umísti 
• Vizuální navádění 
• Automatická montáž 
S využitím se můžeme setkat ve všech odvětvích průmyslu, kde je třeba udržovat 
určitý standard kvality. Fairhurst [5] uvádí jako typické příklady automobilový, 
elektrotechnický, potravinářský, tiskařský, balící a farmaceutický průmysl.  
2.4. Stručný princip funkce strojového vidění 
Proces získání informací ze strojového vidění je detailně popsán ve firemní 
dokumentaci firmy SIEMENS [6], podle níž se skládá z těchto kroků: 
• Pořízení snímku 
• Předzpracování snímku 
• Definice jednoho nebo více regionu pro vyhodnocení 
• Segmentace obrazu  
• Výpočet vlastností objektu  
• Vyhodnocení správnosti segmentu objektu 
Úspěch celé operace závisí na vhodně pořízeném snímku. O momentu pořízení 
snímku rozhoduje nejčastěji snímač vzdálenosti, který zaznamená blížící se objekt a 
ve správné vzdálenosti spustí proces pořízení snímku. Snímek může být pořizován 
také pravidelně po uplynutí určité doby nebo na základě požadavku řídícího 
programu. Pořízený snímek by měl být ostrý, toho lze dosáhnout správnou expozicí a 
vhodnou volbou osvětlení. Objekt se během snímání musí nacházet v ohniskové 
vzdálenosti objektivu. 
V mnoha případech není snímek vhodný k okamžitému vyhodnocení a přechází 
fáze předzpracování. Nejčastěji se jedná o redukci přechodových pixelů na rozhraní 
(např.světlého a tmavého pole) pouze na určitý počet a nebo naopak o rozšíření 
rozhraní prvku. Předzpracování pomáhá snižovat šum v obraze a může zlepšit 
výsledky inspekce. 
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 Při zpracovávání obrázku není vždy nutné, aby byla zpracovávána celá plocha 
snímku. Vybráním ke zpracování pouze funkčně nezbytných částí obrázku lze zkrátit 
celkový čas nutný pro vyhodnocení. Tím se urychlí celý proces a zvýší frekvence 
pořizování snímků. 
Proces segmentace obrazu slouží k izolaci vyšetřovaných objektů. Tento proces 
má zásadní význam při vyhodnocování obrázku a proto se aplikují různé 
segmentační postupy. Jakmile jsou objekty segmentovány, může dojít k vyhodnocení 
charakteristických vlastností, jako jsou plocha, obvod, pozice, orientace, vzdálenost 
nebo podobnost k předem naučeným příkladům. Nakonec jsou tyto vlastnosti 
porovnány s požadovanými hodnotami a vyhodnoceny. Výsledek inspekce je 
signalizován pomocí digitálního výstupu nebo odeslán na příslušné rozhraní [3]. 
2.5. Přednosti strojového vidění 
V současné době ve výrobě strojové vidění úspěšně nahrazuje lidské pracovníky. 
Kamera a inspekční software dokáže zaznamenat snímek, vyhodnotit jej a odeslat 
výsledek do řídícího systému několikrát za vteřinu. Takto lze ze snímků získat 
informaci o geometrických vlastnostech, počtu kusů nebo poloze součásti, čárovém 
kódu, 2D kódu nebo písmu. Získaná data lze ještě v rámci inspekčního programu 
upravovat pomocí matematických nebo logických funkcí a srovnávat s naučenou 
předlohou. Software umožňuje při inspekci definovat povolenou odchylku, ve které je 
výrobní proces ještě v normě. Pokud se výsledek přiblíží k limitní hodnotě, 
automaticky upozorní obsluhující personál, aby provedl korekci výrobního procesu.  
Při kontrole kvality je možné provádět inspekci na dopravnících jedoucích rychlostí 
několik metrů za sekundu bez zastavení či zpomalení. Přesnost a spolehlivost těchto 
měření je vyšší než je v možnostech lidského vnímání. Inspekční software si dokáže 
zapamatovat více druhů součástí a na každou aplikovat jiný inspekční postup. Tento 
krátký výčet schopností ilustruje obrovský potenciál strojového vidění při zvyšování 
produktivity průmyslové výroby. 
2.6. Rizika a nevýhody systému 
Při inspekcích náročných na rychlost procesu nebo na vysokou přesnost měření 
podstatně rostou nároky na kvalitu a způsob osvětlení. Vyřešení této otázky může při 
pořizování strojního vidění představovat další náklady.  
Strojové vidění je všeobecně citlivé na změny okolních podmínek. V krajním 
případě může změna okolního osvětlení (např. odraz přímého slunečního záření do 
prostoru, kde je prováděna inspekce) zapříčinit špatné vyhodnocení snímku. Proto je 
někdy nutné částečně nebo úplně chránit inspekční proces před pronikáním cizího 
světla.  
Proti pořízení systému strojového vidění svědčí počáteční vysoké pořizovací 
náklady, další náklady při zaškolování personálu na užívání nového softwaru a 
programovacího jazyka, či nutnost platit externího specialistu.  
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Při složitějších aplikacích, kde je nezbytná úprava inspekčního procesu může 
pokročilý zákazník narazit na neochotu komerčních výrobců sdělit podrobnější 
informace např. o algoritmu, jakým proces inspekce probíhá. Tudíž nemá možnost si 
proces sám přizpůsobit či optimalizovat. Při použití „open source“ inspekčních 
programů může dostatečně zkušený zákazník upravit inspekční software přesně 
podle svých představ, ale pravděpodobně narazí na problém s kompatibilitou kamer.  
Někdy může závažný problém představovat nemožnost prakticky ověřit správnou 
funkci systému strojového vidění, dokud není systém zakoupen. Většina výrobců tuto 
situaci řeší tak, že nabízí inspekční program nebo jeho část na určitou lhůtu zdarma 
na vyzkoušení. Někteří výrobci pak nabízí kompletní software zcela zdarma, takže 
jeho funkci lze odzkoušet a náklady na vývoj softwaru jsou započítány v ceně kamery 
[7].  
2.7. Technologický princip průmyslových kamer 
Průmyslové kamery pracují na stejném principu jako všechny běžně používané 
elektronické kamery. Paprsky odražené od sledované součásti jsou objektivem 
fokusovány  na polovodičovou destičku, kde se promítá 2D obraz zachycené scény.  
Polovodičová destička může být typu CCD nebo CMOS.  
V případě CCD ( zkratka z anglického Charge-Coupled Device) se jedná o destičku 
z polovodičových prvků citlivých na světlo [8]. Jednotlivé buňky představují pixely, ze 
kterých je složen celý obraz. Během expozice dopadá na polovodičový prvek světlo, 
energie dopadajících fotonů se mění na elektrický náboj, závislý na intenzitě 
dopadajících paprsků. Pomocí systému elektrod a střídání dvou úrovní elektrického 
napětí jsou skupinky elektronů přesouvány přes sousední pixely směrem 
k výstupnímu zesilovači, kde je intenzita elektrického napětí pocházející z 
jednotlivých polovodičových prvků zaznamenána obrazovým zesilovače. Výhodou 
CCD technologie je vyšší rozlišení a větší citlivost.  Většina průmyslových kamer je 
typu CCD, ale v praxi se lze setkat také s kamerami typu CMOS. 
Technologie CMOS (Coplementary Metal Oxide Semiconductor) také pracuje 
s elektrickým nábojem vzniklým excitací elektronů na jednotlivých prvcích. Liší se ale 
principem snímání náboje. Každý prvek obsahuje vlastní obvody pro sběr a odvod 
vygenerovaného elektrického náboje. Výhodami technologie CMOS jsou nižší 
výrobní náklady, nižší spotřeba elektrické energie, nižší produkce zbytkového tepla a 
rychlejší přenos dat [9], [10].  
2.8. Dynamický rozsah a blooming 
Při práci s digitálními kamerami se lze setkat s pojmy dynamický rozsah a 
blooming. Uvádí se [10], že dynamický rozsah udává rozsah odstínů od nejčernější 
černé k nejbělejší bílé, kterou je ještě CCD snímač schopen rozlišit. Dynamický 
rozsah je z jedné strany limitován kapacitou každého polovodičového CCD prvku 
(kolik elektronů vzniklých interakcí fotonů je schopna pojmout) a z druhé strany 
hladinou vlastního šumu prvku. 
Příčinou šumu je především tepelný pohyb elektronů v krystalové mřížce.  Vlivem 
toho pohybu dochází náhodně k excitaci elektronů a během expozice jsou tyto 
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elektrony přičítány k elektronům excitovaným dopadajícími fotony. Šum lze snížit 
zvětšením plochy polovodičového prvku snímače nebo chlazením.  
Blooming je proces, kdy vlivem dlouhé expozice dojde k překonání kapacity CCD 
prvku. Přebytečné elektrony se roztečou do okolních pixelů a na obrázku se celá 
oblast zobrazí jako nepravidelná bílá skvrna s neurčitými okraji.  
2.9. Osvětlení 
2.9.1. Osvětlení a jeho význam 
Správné osvětlení, jeho geometrie, struktura a barva hrají klíčovou roli v úspěšném 
procesu strojového vidění. Význam lze shrnout do poznatku, že ani nejlepší 
vyhledávací algoritmus nemůže na snímku najít to, co na něm vinou špatného 
osvětlení není. 
 
 
 
Obr. 1 Spektrální obsah světelných zdrojů (Zdroj: [12]) 
 
2.9.2. Světelné zdroje 
Výsledek procesu osvětlení se výrazně liší podle druhu použitého zdroje. Každý 
zdroj bílého světla má specifické spektrální složení, které mění odstín a kontrast 
jednotlivých barev. U některých aplikací se lze setkat také s v barevným osvětlením.   
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V literatuře pro odbornou veřejnost firmy National Instruments [12] se jako 
nejčastěji používané světelné zdroje pro strojové vidění uvádí následující: 
• Fluorescenční zdroje 
• Halogenové zdroje 
• LED zdroje 
• Metalhalidové zdroje 
• Xenonové zdroje 
• Sodíkové zdroje 
V průmyslové praxi se nasazují zejména fluorescenční, halogenové a LED světelné 
zdroje, které jsou vhodné pro menší a středně velké aplikace. Při návrhu osvětlení 
pro úlohu řešenou v diplomové práci přichází v úvahu právě tyto zdroje. Dokument 
firmy National Instruments [12] v krátkosti charakterizuje jednotlivé způsoby 
osvětlení.   
Halogenové osvětlovače představují jednoduchý, levný a snadno dostupný zdroj 
světla. Většinou je nezbytné pomocí infrazádržného filtru potlačit vysokou 
infračervenou složku světelného toku, která působí rušivě a zhoršuje rozlišovací 
schopnost. Nevýhodou je rychlé stárnutí, spojené se snižováním světelného toku a 
krátká životnost. 
Zářivky jako fluorescenční zdroj světla jsou velmi výhodným zdrojem bílého světla. 
Bohužel vykazují také poměrně krátkou životnost a rychlé stárnutí. Při použití zářivek 
je nutné počítat, že toto světlo je periodicky proměnné. Výhodou zářivkové trubice je, 
že se dá tvarovat např. do spirál.  
V současné době se nejčastěji využívá LED diod, protože nabízí stabilní svítivost, 
dlouhou životnost, cenovou dostupnost a jsou vyráběny v různých barvách. Výhodou 
je, že diody nepotřebují vysoké napětí a snadno se regulují. Monochromatické LED 
diody vykazují dobré výsledky ve spolupráci s černobílými CCD kamerami. Nejčastěji 
se používají červené a bílé diody. Při snímání barevných obrázků lze použít 
halogenové a xenonové zdroje světla a nově také „all-color RGB“ bílé diody [11]. 
Metalhalidové, xenonové a sodíkové zdroje se používají při velkých aplikacích nebo 
v případech, kdy je vyžadováno velmi jasné světlo. Například metalhalidové světlo se 
díky diskrétním vlnovým délkám využívá s mikroskopii, xenonové světlo je užitečné 
jako velice jasný stroboskopický zdroj světla. 
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Obr. 2 Stejný objekt ozářený halogenovou žárovkou (a) a bílým  světlem např.  
zářivkou (b). Zdroj: [ 11 ] 
 
2.9.3. Světelné zdroje podle způsobu osvětlení 
V odborné literatuře [3], [9], [11] jsou rozlišovány tři základní způsoby geometrie 
osvětlení: 
• přední světlo s jasným odrazovým polem 
• přední světlo s temným zorným polem  
• zadní světlo 
Přední osvětlení s jasným odrazovým polem osvětluje objekt tak, že paprsky 
odražené od sledovaného objektu dopadají přímo na obrazový snímač. Nejčastěji se 
využívá světlo rozptýlené pro vytvoření kontrastů na základě rozdílné absorpce.  
Přední osvětlení s temným zorným polem směruje světlo tak, že členitá část povrchu 
objektu odráží světelné paprsky směrem k obrazovému snímači, zatímco zbytek 
povrchu objektu odráží světlo mimo a jeví se jako temný. Zadní osvětlení vytváří 
jasný obraz obrysu objektu. Účelem osvětlení je získat maximální kontrast mezi 
sledovanou částí objektu a pozadím. Kontrastu lze dosáhnout buď využitím rozdílné 
absorpce a emise světla nebo rozdílu jasu vytvořeným vhodným směrováním 
osvětlení. 
Při výběru osvětlení hraje roli také zda jsou paprsky ve svazku rovnoběžné, nebo 
rozptýlené. Platí, že rozptýlené světlo snižuje kontrasty způsobené členitostí objektu 
a strukturou povrchu a podporuje zvýraznění kontrastů způsobených absorpcí. 
Světlo směrované má opačné vlastnosti [9].  Přehled používaných způsobů osvětlení 
uvádí Tab. 1.  
 
 
 
 
 
 
 
 
Ústav výrobních strojů, systémů a robotiky 
 
DIPLOMOVÁ  PRÁCE 
Str.  21  
 
 
 
Osvětlovač s plošným osvětlovacím polem 
Zdroj osvětlení Bodový 
Směr osvětlení Zepředu 
Výhody: 
• Univerzální a levný způsob osvětlování  
• Snadno nastavitelný směr ozáření 
• Rozptýlené světlo, vhodné pro zvýraznění 
reliéfu součásti 
  
Nevýhody: 
• Pouze pro nenáročné aplikace 
• Může způsobovat nežádoucí odrazy nebo 
stíny 
• Nerovnoměrnost osvětlení 
Kruhový osvětlovač 
Zdroj osvětlení Bodový 
Směr osvětlení Zepředu 
Výhody: 
• Paprsky světla jdou koaxiálně 
s objektivem, stíny jsou eliminovány 
• Nízké pořizovací náklady 
• Snadná montáž přímo na objektiv kamery 
  
 Nevýhody: 
• Většinou nedostatečný světelný výkon 
 
Kopulový osvětlovač 
Zdroj osvětlení Rozptýlený 
Směr osvětlení Zepředu 
Výhody: 
• Poskytuje skutečně rozptýlené světlo 
• Tzv. bezstínové osvětlení 
• Eliminuje odlesky 
• Vhodné pro čtení znaků, zaoblené nebo 
lesklé povrchy 
  
Nevýhody: 
• Velké rozměry osvětlovače 
• Požadavek na minimální vzdálenost od 
ozařované plochy 
• Nutnost  pokrýt celý sledovaný objekt 
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Osvětlovač s axiálním osvětlovacím polem 
Zdroj osvětlení Rozptýlený 
Směr osvětlení Zepředu 
Výhody: 
• Nejdokonalejší způsob osvětlení s jasným 
obrazovým polem a rozptýleným světlem 
• Světlo dopadá rovnoměrně z celé plochy 
osvětlovače včetně plochy pod objektivem 
• Eliminuje stíny, 
  
 
Nevýhody: 
• Vysoká cena 
• Omezené zorné pole 
• Složitá implementace 
Osvětlovač s temným zorným polem 
Zdroj osvětlení Bodový 
Směr osvětlení Z boku 
Výhody: 
• Zdroj světla je téměř kolmý k ose objektivu 
• Vhodné pro zjišťovaní povrchových 
nerovností 
• Vysoký kontrast obrazu 
  
 
Nevýhody: 
• Vyžaduje malou vzdálenost od 
ozařovaného povrchu 
• Neosvětluje hladký povrch 
• Pouze úzký okruh vhodných aplikací 
Osvětlovač se zadním světlem 
Zdroj osvětlení Rozptýlený 
Směr osvětlení Zezadu 
Výhody: 
• Vhodné pro získávání obrysu součásti 
• Umožňuje získávat obraz součástky 
v průhledném pouzdru, které by jinak 
způsobovalo odrazy 
• Nízké pořizovací náklady 
  
 Nevýhody: 
• Požadavek na prostor pro osvětlovač za 
pozorovanou součástkou  
• Zobrazuje pouze hrany součásti 
 
Tab. 1 Přehled způsobů osvětlení a výčet parametrů. (Zdroj: [12], [13], [14], [15]) 
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2.10. Kamerové systémy 
Systémy strojového vidění se podle způsobu technického řešení řadí do čtyř 
základních skupin.  
2.10.1. PC systémy (PC systems) 
Jedná se o nejstarší způsob řešení systémů počítačového vidění. Kamera slouží 
pouze k získávání obrazu. Každý snímek je nutné zvlášť přenést do počítače. 
Vyhodnocování probíhá v počítači se standardním operačním systémem (např. 
Windows XP). Systém je vysoce modulární, lze kombinovat různé kamery a 
počítače. Kamery s analogovým výstupem se k počítači připojují pomocí karty pro 
digitalizaci obrazu (tzv. frame grabber), kamery s digitálním výstupem používají 
standardní rozhraní (USB, FireWire, Gigabit Ethernet) nebo speciální kamerová 
rozhraní (např. CameraLink). Charakteristika jednotlivých rozhraní viz Tab. 2.  
 
 
 
FireWire 
1394a/b 
USB 
1.1/2.0 
Camera 
Link 
Gigabite 
Ethernet 
Analogový 
přenos 
Možnost 
síťování 
Limitováno 
na 63 
zařízení 
Limitováno 
na 127 
zařízení  
Ne  
(pouze dva 
členy) 
Neomezená 
Ne  
(pouze dva 
členy) 
Maximální 
přenos dat 
(Mbit/s) 
400 (1394a) 
800 (1394b) 
12 (v 1.1) 
480 (v 2.0) 
4800 (v 3.0) 
2040 až 
5440 1000 - 
Maximální 
vzdálenost 
(m) 
4,5 (1394a) 
200 (1394b) 5 10 100 
dle použité 
technologie 
Tab. 2 Charakteristika nejpoužívanějších rozhraní. (Zdroj: [7]) 
 
 
Výhodami je, že vyhodnocovací počítač může mít téměř neomezený počet výstupů 
díky možnosti používat rozšiřovací karty dle potřeby, výkon systému a velikost 
paměti jsou dány použitým počítačem a existuje možnost zapojit více kamer do 
jednoho počítače. Nevýhodu představují velké rozměry celého systému, požadavek 
na transport velkého objemu dat mezi kamerou a počítačem, nízká odolnost vůči 
podmínkám běžným ve výrobních prostorách (prach, vlhkost, vibrace apod.) [16]. 
2.10.2 Kamerové senzory (Vision sensors) 
Podle produktového katalogu firmy Siemens [17] představují kamerové senzory 
nejjednodušší inteligentní senzory vhodné pro základní optickou kontrolu. Celý 
systém je velice kompaktní a většinou integrován do jednoho pouzdra. Někdy se dělí 
na optický senzor a vyhodnocovací jednotku. Senzor je schopen samostatného 
provozu, komunikuje pomocí sběrnice PROFIBUS nebo Ethernetu. 
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 Kamerový senzor představuje cenově výhodné řešení, ale jeho inspekční 
schopnosti jsou  velmi limitované. Při složitějších inspekcích se nasazuje větší počet 
těchto senzorů a každý provádí část inspekce. Tyto kamery jsou vhodné pro 
inspekce malých součástí jednoduchých tvarů. Jejich nastavení je maximálně 
zjednodušeno na ovládání pomocí několika tlačítek. Místo programování se 
požadovaný tvar pouze „naučí“, senzor si zapamatuje předlohu, kterou potom 
srovnává s aktuálním obrazem. Typickými aplikacemi jsou inspekce obrysu součásti, 
kontrola štítků nebo tištěných symbolů, ověřování  přítomnosti požadovaného prvku, 
kontrola orientace prvku. 
 
 
Obr. 3 Kamerový senzor VS120 firmy Siemens (Zdroj: [17]) 
 
2.10.3. Inteligentní kamery (Smart cameras) 
Inteligentní kamery představují kompletní univerzální systém strojového vidění 
v kompaktním provedení, který je schopen řešit i náročné úkoly. Inteligentní kamera 
zabezpečuje všechny funkce od sejmutí obrázku, přes zpracování, vyhodnocení až 
po odeslání výsledků po síti. Inteligentní kamery mohou provádět rámci jediného 
úkolu více různých inspekcí.  
Inteligentní kamery jsou vybaveny jednoúčelovým mikropočítačem, která obstarává 
chod celého systému. Běžně jsou osazovány procesory s kmitočtem 400Mhz až 
1GHz. K ukládání programu slouží paměť typu Flash, ke spouštění programu slouží 
paměť RAM. Velikost Flash paměti se obvykle pohybuje okolo 16MB, velikost RAM 
paměti běžně okolo 64MB, někdy až 128MB (např. VS722A má 16MB FLASH a 
64MB RAM paměť). Kamera umožňuje komunikaci s okolím pomocí Ethernetu nebo 
programovatelných digitálních vstupů a výstupů.  
Síťová komunikace slouží jednak k odesílání informací zjištěných při inspekci, ale 
také k programování inteligentní kamery a k aktualizaci firmwaru. Vývojové prostředí 
inspekčního programu většinou pracuje v běžném počítači. Během vývoje je vhodné, 
aby kamera dokázala přenášet do počítače obraz v reálném čase. Ve vývojovém 
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prostředí se vytvoří a odzkouší inspekční program, který je následně nahrán do 
kamery a uložen do Flash paměti kamery. Některé kamery jsou vybaveny také 
sériovým rozhraním, které zabezpečuje komunikaci s většinou PLC.  
V současné době stoupá poptávka po řešení strojového vidění na principu 
inteligentních kamery na úkor PC systémů. Výhody inteligentních kamer jsou 
následující: 
• Celý systém je soustředěný do jediného pouzdra 
• Malé rozměry přístroje 
• Větší mechanická odolnost, lépe se vyrovnávají s podmínkami 
v průmyslovém prostředí 
• Provedení kamer schopná odolávat vodě, prachu, záření 
• Samostatný provoz 
Nevýhodou inteligentních kamer je především omezená paměť přístroje, která 
limituje ukládání většího množství dat (obrázky nebo programy) a operační paměť, 
která nemusí poskytovat dostatek kapacity pro náročné aplikace [16], [17]. 
 
 
Obr. 4 Inteligentní kamera Siemens SIMATIC VS72x (Zdroj: [17]) 
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2.10.4. Kompaktní systémy (Compact vision systems) 
Okrajovou část nabídky strojového vidění tvoří i jiné systémy než inteligentní 
kamery, kamerové senzory a PC systémy. Jedná se o kompaktní kamerové systémy 
(označované jako CVS – Compact Vision System), kterými se zabývá např. firma 
National Instruments [19]. Představují PC systémy pro zpracování obrazu v reálném 
čase upravené do průmyslového prostředí, tak aby odolávaly prachu, nečistotě, 
vysokým teplotám a vibracím. Neobsahují pohyblivé části jako např. HDD nebo 
ventilátory ani větrací otvory. Sestávají se z jedné řídící jednotky a až několika 
kamer. Řídící jednotka komunikuje s kamerami pomocí FireWire rozhraní a nabízí 
velké množství vstupů a výstupů pro komunikaci s okolím (především RS232, 
Ethernet nebo digitální  I/O). Systém je vybaven také VGA konektorem. Po připojení 
displeje lze sledovat obraz z kamery nebo průběh a výsledek inspekce. Oproti 
inteligentním kamerám má tento kamerový systém větší rozměry a je těžší, ale 
poskytuje více paměti, větší výpočetní výkon a umožňuje pomocí jediné řídící 
jednotky vyhodnocovat signál z více kamer [18].  
 
 
Obr. 5 Compact vision system firmy National Instruments (Zdroj: [19]) 
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3. Dostupná řešení na trhu  
 
Zadání diplomové práce obsahuje požadavek na vypracování rešerše možných 
technických řešení dostupných na trhu. V současné době je nabídka kamer pro 
průmyslové aplikace velice široká. Na trhu lze přes dceřiné společnosti hlavních 
výrobců nebo přes dovozce zakoupit téměř kterýkoliv systém strojového vidění. 
Abychom omezili výběr použitelných kamer, specifikujeme požadavky, které musí 
kamera splňovat, tak aby plnila funkci v zamýšlené úloze.   
Kamera by měla být schopná snímat obraz v odstínech šedé. Pro zjišťovaní pozice 
součásti na obrázku nemají barvy význam. Obrázek v odstínech šedé zabírá v 
paměti menší objem dat, což je výhoda i při inspekci obrázku, nebo jeho přenosu. 
Barevné kamery strojového vidění se používají pouze při inspekci barev např. na 
obalu výrobku.  
Kamera by měla být konstrukčně vhodná pro montáž na koncový efektor. Kromě 
možnosti mechanického připojení jsou žádoucí kompaktní rozměry a vhodně 
orientované výstupy. Kamera by měla umožňovat komunikaci pomocí TCP/IP 
protokolu nebo rozhraní FireWire, což jsou běžně používaná rozhraní vhodná i pro 
průmyslové aplikace. Software kamery by měl podporovat funkce pro lokalizaci 
součásti na snímku s možností exportu souřadnic. Jedná se o  podporu tzv. „pick-
and-place“ operací. 
3.1. Allied Vision Technologies GmbH - Marlin F80B  
Kamerové PC systémy společnosti Allied představují produkt zkušeného 
německého výrobce, který se výrobou průmyslových kamer zabývá již 20 let. Kamery 
jsou vybaveny FireWire rozhraním a řadou digitálních vstupů a výstupů. V nabídce 
jsou jak barevné tak monochromatické kamery. Kamery nabízí dostatečné rozlišení a 
frekvenci pořizování snímků.  
Firma Allied Vision Technologies nabízí volně stažitelný software, ve kterém si lze 
vyzkoušet navrhnout požadovanou aplikaci. Při vývoji inspekčního procesu je však 
nutné, celý proces popsat v programovacím jazyku. Kamera samostatně 
nekomunikuje přes TCP/IP ani jiné rozhraní. Je pomocí FireWire připojena k počítači, 
kde běží inspekční software a řídící software schopný komunikovat. Každý obrázek 
musí být po akvizici odeslán přes rozhraní FireWire, aby mohl být vyhodnocen. 
Zásadní nevýhodou tohoto toho ystému je, že nepodporuje spolupráci s robotem a 
není ani vhodný pro zjišťování polohy součástí.  
3.2. Cognex In-Sight 5000 Series Vision 
Inteligentní kamery firmy Cognex představují nejlepší technické řešení v oblasti 
strojového vidění. V roce 1982 uvedla firma Cognex jako první na světě systém 
strojového vidění, schopný rozeznávat, číst a ověřovat písmena, čísla a jiné symboly. 
V produktovém katalogu společnosti [20] lze vybírat z široké nabídky 
monochromatických a barevných kamer pro univerzální použití.  
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Pro úlohu řešenou v této diplomové práci byla ze sortimentu společnosti jako 
nejvhodnější vybrána kamera s označením In-Sight 5100. In-Sight 5100 představuje 
univerzální kameru vhodnou pro běžné aplikace.  Tělo kamery je vyrobeno z odolné 
hliníkové slitiny s utěsněnými konektory a chráničem objektivu, což kameře zajišťuje 
vysokou třídu ochrany IP67. Kamera má kompaktní rozměry a je vysoce odolná vůči 
nepříznivým podmínkám.  
Pamět přístroje uloží až 32MB programů, přístroj poskytuje standardní rozlišení 
640x480 pixelů s monochromatickým obrazem a s maximální obnovovací frekvencí 
60 fps (frame per second).  Dispozici je 8 vstupů a 6 výstupů a komunikace pomocí 
Ethernetu a RS-233. Údaje o velikosti RAM paměti nebo typu procesoru výrobce 
neuvádí. Udává pouze určité relativní hodnocení výkonu mezi jednotlivými typy 
kamer v sortimentu.  
Inspekční software nabízí široký výběr snadno dostupných funkcí v uživatelsky 
přívětivém provedení. Software podporuje vyhledávání součástí ze snímku a 
následný export souřadnic. Spolupráce kamer s průmyslovými roboty  je významně 
podporována speciálním balíčkem funkcí pro navádění robotů. Inspekční software je 
možné stáhnout a zkoušet po dobu 30 dní bezplatně v omezeném módu. Inspekční 
proces lze simulovat pomocí emulátoru. Systém strojního vidění Cognex patří mezi 
nejpropracovanější systémy dostupné v současné době na trhu. Inteligentní kamera 
In-Sight 5100 představuje možné řešení systému robotického vidění ve spolupráci 
s roboty KUKA do vysoce náročného průmyslového prostředí. Jedinou nevýhodu 
tohoto systému představují vysoké pořizovací náklady. 
3.3. Siemens SIMATIC VS722A 
Inteligentní kamery firmy Siemens jsou v produktové dokumentaci [17] označovány 
jako kamery „VS700 Series“.  Univerzální systém vhodný ke sledování polohy 
součástek (včetně pohybujících se objektů) představuje inteligentní kamera VS722A. 
Parametry kamery nabízí standardní rozlišení 640x480, monochromatický obraz 
s maximální rychlostí záznamu až 75 fps. Paměť přístroje pojme až 16MB programů, 
velikost operační paměti je 64MB. Kamera komunikuje s okolím pomocí Ethernetu a 
osmi digitálních vstupů/výstupů. Systém kamery odporuje komunikační protokoly 
TCP/IP, MODBUS, VS Link. Kamera je uložena v plastovém pouzdře kompaktních 
rozměrů.  
Software pro vývoj inspekčních programů je dán výrobcem volně k dispozici 
v plnohodnotné verzi. Potenciální zákazník si může program neomezeně vyzkoušet, 
může si vytvořit inspekční proces a pomocí emulátoru ověřit jeho funkci či odladit. 
Tato možnost představuje podstatnou výhodu pro zákazníka, protože významně 
snižuje riziko, že zakoupený systém nebude v dané aplikace fungovat. Inspekční 
software nabízí jednoduchý výběr nástrojů k inspekci a uživatelsky přátelský 
interface. Systém umožňuje lokalizaci součástí ze snímku včetně exportu souřadnic. 
Kamera podporuje přímou komunikaci s roboty některých výrobců, bohužel roboty 
firmy KUKA mezi ně nepatří. Tato kamera plně odpovídá požadavkům kladeným na 
systém robotického vidění řešený v této diplomové práci. 
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3.4. SICK Ranger C/D/E 
Významná německá společnost SICK propaguje nový přístup při řešení systémů 
strojového vidění. Pro zjišťování polohy součásti a také některé úlohy kontroly kvality 
nabízí inteligentní kamery umožňující 3D skenování objektů.  Výrobce v produktovém 
katalogu [21] uvádí, že pomocí 3D kamer dokáže měřit výšku, tvar a objem součásti. 
Systém pracuje na principu tzv. profilometrie. K tomu se využívá triangulační metoda 
měření vzdálenosti mezi objektem, laserovým projektorem a čipem kamery. Projektor 
osvětluje součást liniovým laserem. Kamera snímá doražené laserové paprsky. 
Výhodou tohoto systému je vysoká rychlost snímání a následného zpracování. 
Kamera snímá jednotlivé profily součásti, data  zpracovává a prostorové souřadnice 
odesílá pomocí Ethernetu nebo CameraLinku do PC, kde je nutné další zpracování. 
Aby bylo možné získat trojrozměrný obraz je nutné, aby se objekt pod objektivem 
kamery pohyboval [22]. Kamery firmy SICK představují zajímavou technologii 
strojového vidění, ale pro účely této diplomové práce neodpovídají stanoveným 
požadavkům. 
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4. Vývojové prostředí SIMATIC Spectation 
Firma Siemens nabízí inteligentní kamery řady SIMATIC VS72x společně s 
programem SIMATIC Spectation. Tento program je volně stažitelný v plné verzi ze 
stránek společnosti a jeho užívání není nijak omezeno. Program nabízí vývojové 
prostředí k vytváření inspekčních procesů kamery. Kromě toho nabízí možnost offline 
odzkoušení inspekčních procesů pomocí emulátoru, umožňuje zavedení hotového 
programu do kamery, smazání nepotřebných programů, ovládání kamery, spouštění, 
sledování a zastavování inspekcí, nahrávání snímků z kamery a jejich ukládání do 
PC, online programování inspekcí, Foreground a Backround skriptů, sledování 
chybových nebo stavových hlášení procesu, upgrade firmwaru a mnoho dalších 
funkcí [6], [28].     
 
 
Obr. 6 Schéma hierarchické struktury operačního systému kamery VS72x (Zdroj: [6]) 
 
Obr. 6 popisuje interní hierarchickou strukturu inteligentní kamery. Kamera má 
definované tři základní vrstvy: 
• Systémová vrstva 
• Produktová vrstva  
• SoftSensorová vrstva 
Systémová vrstva obsahuje parametry které ovlivňují funkci samotné kamery jako 
takové. Jedná se např. o nastavení komunikace nebo způsob spouštění inspekcí. 
Tyto parametry se nemění při běžném provozu kamery, představují globální 
nastavení.  
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Druhou úrovní je produktová vrstva, která se pro každou jednotlivou inspekci může 
lišit. Objekt Produkt představuje sadu inspekčních nástrojů, které se mají při inspekci 
použít. Každá součástka nebo její část může požadovat jiné inspekční nástroje, pro 
lze pro každou inspekci použít jiný Produkt nebo několik různých Produktů. Pokud se 
mění parametry Produktu, dojde ke změně jenom v inspekci, která danému Produktu 
odpovídá. 
Nejnižší úroveň představují tzv. SoftSensory. SoftSensory provádí inspekci, 
představují jednotlivé nástroje, které se při inspekci používají. Každý SoftSensor má 
jinou funkci a poskládáním jednoho nebo více SoftSensorů do procesu inspekce 
vzniká Produkt.   
4.1. Foreground a Background skripty 
Pomocí Produktů a SoftSensorů je možné provádět inspekce. Většinou je třeba 
výsledky inspekce dále zpracovávat, odesílat po síti nebo třeba různě kombinovat 
mezi sebou. Tyto pokročilejší funkce umožňují skripty. Skripty slouží k programování 
vlastních procesů podle individuálních potřeb uživatele.  
Idea dvou různých druhů skriptů vychází z potřeby provádět některé skripty 
nezávisle na inspekcích, zatímco jiné skripty je třeba spouštět při každé inspekci. 
Oba skripty mají možnost vzájemně komunikovat pomocí paměti (registru) ze 
kterého můžou číst nebo do kterého můžou zapisovat. Skripty představují 
programovatelné nástroje, které můžou provádět různé úkoly: sbírat údaje 
z jednotlivých SoftSensorů, měnit parametry SoftSensorů, zajišťovat komunikaci 
s okolními přístroji, provádět předzpracování snímků, provádět matematické 
kalkulace, měnit parametry systému nebo produktů a spouštět proces inspekce [6], 
[28].      
4.2. Background skript 
Background skripty vznikají na systémové úrovni a nejsou spojené s žádnou 
inspekcí. Pracují nezávisle, at‘ inspekce probíhá nebo ne. Background skript lze 
spustit třemi způsoby:  
1. Při spuštění kamery – Background skript je spuštěn společně se startujícím 
systémem. Většinou se jedná o skripty které konfigurují paměťové registry 
nebo běží na pozadí během celého procesu.  
2. Spuštěním ručně – Background skripty lze spouštět i ručně, když to není 
zcela běžné. Převážně se jedná testovací programy.  
3. Spuštění signálem – V podstatě se jedná o Background skripty spuštěné při 
startu kamery, jejichž vykonávání je pozastaveno a čeká na signál (změnu 
vstupu) z externího zdroje nebo jiného skriptu.  
Background skripty pracují v systémové úrovni a proto mají přístup jak k 
systémovým parametrům, tak k parametrům podřízené produktové úrovně. Jakmile 
je skript spuštěn, existují dvě možnosti, jak se bude chovat: bud celý program bude 
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zpracován a ukončen, nebo bude se bude opakovat v konečné či nekonečné smyčce 
[6], [28].   
4.3. Foreground skript 
Na rozdíl od Background skriptů, Foreground skripty vznikají v produktové úrovni a 
jsou přímo spjaty s konkrétními inspekcemi (Produkty). Foreground skript bude 
probíhat vždy, když dojde ke spuštění Produktu, jehož je součástí. Foreground skript 
je v podstatě běžný SoftSensor, jehož funkci si lze přizpůsobit. Zásadní výhoda je, že 
na rozdíl od ostatních SoftSensorů Foreground skript může získávat data od 
ostatních SoftSensorů v rámci stejného Produktu. Skript může provádět matematické 
nebo logické operace a zapisovat a vyčítat data z registrů [6], [28].   
 
 
Obr. 7 Schéma uložení  Background skriptů, Foreground skriptů a registru v rámci 
úrovňové struktury kamery 
 
4.4. SoftSensory 
SoftSensory zastupují tzv. pracovní třídu. Každému SoftSensoru je přidělen 
specifický úkol vyextrahovat z obrázku určité informace. Kombinací různých 
SoftSensorů vzniká celý proces inspekce. Každý SoftSensor obsahuje řadu 
nastavitelných parametrů, které ovlivňují jeho funkci a pomocí kterých lze nastavit 
jeho citlivost a pod. Příklady běžných SoftSensorů: 
EdgeCount SoftSensor – najde a spočítá počet přechodů (rozhraní) mezi světlými 
a tmavými pixely.     
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Translation SoftSensor – najde a spočítá absolutní souřadnice naučeného 
předmětu, který změnil svoji polohu ve kterémkoliv směru v rámci snímku. 
Measurement SoftSensor – najde a změří požadovaný rozměr u naprogramované 
součásti. Výsledná hodnota může být v pixelech, nebo po provedení kalibrace 
v délkových jednotkách (např. mm).  
OCR SoftSensor (Optical Charakter Recognition) – umožňuje čtení a ověřování 
kódů, sériových čísel, štítků, identifikačních čísel a symbolů.  
 
 
Obr. 8 Příklad schopností OCR SoftSensoru (Zdroj: [6]) 
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5. Koncový efektor 
5.1. Zadání  
Jedním z cílů diplomové práce byl na návrh vhodného koncové efektoru. Úkolem 
bylo navrhnout koncový efektor s kamerovým systémem Siemens Simatic VS722 
k průmyslovému robotu KUKA KR3. Tento efektor měl být dále vybaven 
uchopovacím zařízením. Jako uchopovací prvek měl být použit Schunk PGN 100. 
Kamerový systém měl být rozšířen o zdroj světla, tak aby byla zajištěna spolehlivá 
funkce systému při různých světelných podmínkách okolního prostředí. Návrh měl 
být doplněn také o výpočet mezních situací, kdy lze efektor používat z hlediska 
maximálních rychlostí a zatížení.   
5.2. Návrh koncového efektoru 
První krokem při procesu návrhu koncového efektoru bylo zhodnocení priorit. 
Z limitované nosnosti průmyslových robotů logicky plyne požadavek, aby koncový 
efektor měl pokud možno co nejnižší hmotnost a tím umožňoval maximálně využít 
únosnost pro manipulované objekty. Dalším logickým požadavkem je kompaktní 
složení celého systému. Jednotlivé prvky by měli být na efektoru umístěny tak, aby si 
navzájem nepřekážely, aby byl zajištěn přívod všech potřebných médií a aby celý 
systém měl co možná nejmenší rozměry.  
 
 
Obr. 9 Návrh  příruby 
 
Základní funkce koncového efektoru je zajištění bezpečného spojení efektoru 
s robotem. Průmyslové roboty KUKA jsou běžně vybaveny na posledním členu 
kinematického řetězce standardizovanou montážní přírubou ISO 9409. Příruba 
robotu má tolerovaný středový otvor a tolerovanou díru pro lícovací kolík. Tímto je 
jednoznačně stanovena poloha koncového efektoru. K přichycení slouží čtyři díry 
s vnitřním závitem M6 hloubky 6mm. Koncový efektor byl navržen tak, aby tolerovaný 
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středový čep zajišťoval efektoru jednoznačnou pozici na přírubě robotu. Koncový 
efektor byl vybaven dírami se zahloubením pro šrouby s válcovou hlavou a 
tolerovanou dírou pro kolík. 
Koncový efektor má dále zajišťovat upevnění uchopovacího zařízení typu Schunk 
PGN 100-1. Pro tento účel je efektor vybaven čtveřicí děr s vnitřním závitem pro 
šrouby velikosti M6. Příruba koncového efektoru i uchopovací zařízení mají 
tolerované otvory pro zasunutí kolíků pro vymezení vzájemné polohy a zamezení 
namáhání šroubů na střih.  
Poslední funkcí rámu je přichycení kamerového systému. Zde se hlavní měrou 
rozhodovalo o celkových rozměrech a o kompaktnosti celého koncového efektoru. 
Kamera svojí konstrukcí dovoluje dva způsoby montáže. První varianta respektuje 
přirozenou orientaci kamery s objektivem umístěním směrem dál od uchopovacího 
zařízení. Výhodou je, že čelisti uchopovacího zařízení zcela jistě nezasahují do 
obrazu kamerového systému. Zásadním negativním prvkem této varianty je poloha 
napájecího a komunikačního konektoru. Konektory pro tyto kabely jsou situovány na 
spodní straně přístroje (tedy směrem k uchopovacímu zařízení) a výrobce 
doporučuje ponechat mezeru pro kabeláž až 50mm od spodní hrany krytu přístroje. 
To má za následek horší rozložení hmotnosti celého koncového efektoru a větší 
vyložení těžiště od příruby robotu. 
 
 
 
Obr. 10 Varianty uspořádání koncového efektoru. První varianta (a),  
druhá varianta (b) 
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Druhá varianta lépe řeší prostorové uspořádání koncového efektoru. Kamera je 
umístěna na rámu efektoru s orientací objektivu blíže k uchopovacímu zařízení. Tato 
varianta předpokládá vedení napájecích a datových kabelů do kamery shora, 
zatímco chapadlo Schunk má vstup a výstup tlakového vzduchu směrem dolů. Po 
ověření výpočtem, že čelisti chapadla nebudou při těsném uložení od zasahovat do 
zorného pole kamery jsem se rozhodl pro realizaci druhé varianty. Výsledkem jsou 
menší rozměry celého efektoru a menší vyložení těžiště od konce příruby robotu. 
 
 
Obr. 11 Souřadný systém pro výpočet vyložení těžiště (Zdroj: [23]) 
5.3. Únosnost koncového efektoru 
Aby bylo možné určit mezní situace, při kterých lze efektor používat bylo nezbytné 
určit jeho celkovou hmotnost a polohu těžiště. Hmotnost jednotlivých prvků sestavy: 
 
Prvek Hmotnost (Kg) 
Chapadlo 0,75 
Čelisti 0,28 
Kamera 0,17 
Objektiv 0,12 
Osvětlovač 0,14 
Příruba 0,24 
Tab. 3 Přehled hmotnosti prvků koncového efektoru 
Celková hmotnost efektoru je 1,7 Kg. Hmotnost prvků sestavy jsem určil jednak 
z údajů od výrobců nebo výpočtem. Polohu těžiště sestavy koncového efektoru jsem 
získal z modelu vytvořeném v konstrukčním programu Catia. Pozice těžiště 
v souřadnicovém systému definovaném v Obr. 11 je: 
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Lx = -24,3 mm, Ly = 0 mm, Lz = 37, 2 mm 
Paramentr Lxy je definován jako: 
22 LyLxLxy +=
 
Maximální povolená nominální nosnost robotu KUKA KR3 je 3 Kg. Kromě efektoru 
unese robot ještě břemeno o hmotnosti 1,3 Kg. Při aplikaci tohoto závaží a za 
předpokladu, že se těžiště břemene bude nacházet v rámci čelistí efektoru (tedy 
nebude vzdáleno od příruby robotu v ose Z o více než 166 mm a X a Y souřadnice 
budou blízké nule, změní se vyložení těžiště ve směru osy Lz. Vyložení těžiště 
vzhledem k nosnosti robotu je zobrazena v Obr. 12. Červeně je označena situace, 
kdy robot nese pouze samotný efektor a modře je označena situace s břemenem při 
maximální únosnosti [23]. 
 
 
 
Obr. 12 Vyložení těžiště vzhledem k nosnosti robotu bez závaží (označeno čeveně) 
a s břemen (označeno modře). (Zdroj: [23]) 
 
 
Závěrem lze konstatovat, že robot s aplikovaným efektorem unese 1,3 Kg břemene. 
V praxi je však vždy nutné ověřit výpočtem, jak se změní těžiště celého systému 
efektor – břemeno. Pokud by se uvažovala pouze maximální hmotnost břemene, 
mohlo by dojít k situaci, kdy např. břemeno větších rozměrů (s větším vyložením 
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těžiště) s hmotností menší než 1,3 Kg bude přetěžovat pohony osy, což by vedlo 
k významnému snížení jejich životnosti.   
Dále bylo nutné ověřit, zda maximální hmotnost břemene nepřekračuje povolené 
limity pro bezpečný provoz chapadla. Základní charakteristiku chapadla udává 
výrobce v produktovém katalogu [25]. Maximální doporučená hmotnost 
manipulovaného předmětu pro chapadla PGN 100-1 je 2,75 Kg, maximální nominální 
hodnota uchopovací síly je 550N. Tato síla se snižuje v souvislosti s rostoucí délkou 
čelistí. Při délce čelistí 100mm udává tabulka maximální úchopnou sílu 400N. 
Břemeno o hmotnosti 1,3 Kg chapadlo nepřetěžuje. 
 
 
Obr. 13 Síly působící na břemeno 
 
Podstatným údajem je hodnota limitního zrychlení, kdy dojde k překonání úchopné 
síly vlivem setrvačnosti a k uvolnění břemene. Největší riziko uvolnění hrozí při 
vertikálním zvedání, kdy se sčítá gravitační a setrvačné zrychlení. Za předpokladu 
břemene z oceli pomocí výpočtů uvedených ve [26] určíme maximální povolené 
zrychlení robotu při zvedání břemene na 21 m.s-2.  
V konečné fázi vývoje byl výkres příruby upraven, tak aby výroba mohla probíhat 
pomocí frézování a vrtání. Byly doplněny tolerance délkových rozměrů a geometrické 
tolerance, pro funkční plochy byla předepsána drsnost. Jako závěrečná operace bylo 
předepsáno odjehlení a sražení nekótovaných hran.   
 
 
 
 
 
 
Ústav výrobních strojů, systémů a robotiky 
 
DIPLOMOVÁ  PRÁCE 
Str.  39  
 
 
5.4. Návrh osvětlovače 
 
V rámci návrhu koncového efektoru dle specifikace zadání bylo stanoveno vybrat a 
navrhnout umístění případného osvětlení. V zadání nebylo konkrétně uvedeno, jaký 
objekt pro jakou operaci bude osvětlován. Pouze bylo zadáno, že se bude jednat o 
úkoly typu „pick-and-place“. Osvětlení by proto mělo být univerzální. 
Koncepce konstrukce celého efektoru počítá s umístěním všech funkčních prvků na 
koncový člen robotu. Robot tak může pracovat v celém pracovním prostoru bez 
nutnosti přesouvat některé komponenty systému manuálně. Pro zajištění této 
vlastnosti je nezbytné, umístit také kameru v rámci koncového efektoru. Je žádoucí, 
aby nástroj upevněný na robotu měl pouze minimální hmotnost a nosnost robotu 
mohla být využita pro pracovní úkoly. Posledním parametrem osvětlení, které jsem 
stanovil jsou nízké pořizovací náklady. 
Po seznámení se s sortimentem několika předních dodavatelů osvětlovačů pro 
strojové vidění jsem jako nejvhodnější vyhodnotil osvětlovač firmy Nerlite [24] 
s označením R-70-1 V2. Jedná se o kruhový osvětlovač, který je vybaven 24 LED 
diodami (s bílým nebo červeným světlem). Vyniká malými rozměry, nízkou hmotností 
a snadnou montáží. Adaptér umožňuje upevnit osvětlovač přímo k filtrovému závitu 
objektivu kamery. Osvětlovač existuje v provedení s rozptýleným, bodovým nebo 
zaostřeným světlem.  
 
 
Obr. 14 Osvětlovač Nerlite R-70-1 V2 
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6. Demonstrační aplikace 
6.1. Obecný popis systémové komunikace 
Jedním z hlavních úkolů řešení diplomové práce bylo navržení systému řízení a 
komunikace celé sestavy. Při návrhu jsem vycházel ze zkušeností popsaných ve 
výzkumné práci S.Q. Xie [4], který se se svým kolektivem zabýval rozpoznáváním 
objektů pomocí kamerového PC systému ve spolupráci s robotem KUKA. V rámci 
této práce také rozebírá dvě základní možnosti přenosu dat mezi kontrolérem robotu 
a počítačem, na kterém běží podpůrné programy.  
XIE popisuje možnost komunikace pomocí OPC protokolu (Object Linking and 
Embedding for Process Automation). Jedná se o standardizovaný protokol vyvinutý 
v roce 1996 sloužící ke sdílení dat mezi přístroji upravený pro průmyslové aplikace, 
založený na bázi OLE [27]. OLE je technologie umožňující sdílení dat mezi 
jednotlivými aplikacemi vyvinutými firmou Microsoft. Hlavním přínosem OPC 
protokolu je, že umožňuje komunikaci mezi zařízeními různých výrobců. OPC 
využívá pro sdílení dat mezi dvěma či více počítači architekturu typu klient – server. 
OPC funguje na bázi TCP/IP protokolu a umožňuje připojení více klientů na jediný 
server. Tento způsob komunikace je často používán v robotických aplikacích. 
Kontrolér robotu KUKA umožňuje řídícímu programu získávat data přímo pomocí 
OPC komunikace. Komunikace probíhá tak, že je definováno několik proměnných, 
které mohou být klientem a serverem načítány nebo měněny. Výhody tohoto řešení 
jsou jednoduchost, spolehlivost, dostatečná přenosová rychlost.  
XIE popisuje i druhou variantu fungování celého systému založenou na bázi TCP 
protokolu.  TPC/IP protokol je běžně užívaný k přenosu dat po síti. IP protokol balí 
data do tzv. paketů, které obsahují hlavičku. Hlavička nese údaje o adrese 
odesílatele a příjemce. Takový paket je odeslán po síti a pomocí IP adresy je 
dopraven do cílové destinace. Nevýhodou je, že tento druh přenosu nedokáže 
garantovat doručení paketu. Paket se může ztratit, nebo může být omylem doručen 
dvakrát. Proto se IP protokol pro průmyslovou automatizaci běžně nepoužívá. 
TCP protokol  nabízí více spolehlivosti, protože odesílá pakety tak dlouho, dokud 
neobdrží od příjemce oznámení o úspěšném doručení. TCP umožňuje spolehlivý 
přenos dat bez chyb, ztrát nebo duplikace paketů a je vhodný pro průmyslovou 
komunikaci [4]. 
V rámci navrhování demonstrační aplikace na průmyslovém robotu KUKA bylo 
nutné rozhodnout, která z výše uvedených variant má být použita pro zajištění 
komunikace všech zúčastněných členů. Prvním poznatkem při rozhodování byl fakt, 
že inteligentní kamera SIMATIC VS722A umožňuje přenos dat pouze pomocí 
protokolu TCP/IP nebo UDP/IP a lokální sítě typu Ethernet. Po příslušném 
naprogramování je kamera schopná samostatně odesílat pakety s požadovanými 
daty na zadané adresy. V případě, že je příjemce (v tomto případě kontrolér robotu 
KUKA) schopen přijímat a zpracovávat paketu ze sítě, je komunikace maximálně 
zjednodušena na jeden jediný protokol.  Při ověřování této varianty jsem narazil na 
zásadní nevýhodu, kterou představuje možnost kontroléru robotu přijímat pakety 
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TCP/IP protokolu pouze v případě, že je nainstalován softwarový technologický 
balíček služeb. Tento rozšiřující balíček služeb je nutné zakoupit u firmy KUKA. 
V rámci balíčku softwaru k robotu KUKA KR3 byl k dispozici OPC server, který 
nabízí možnost, jak s kontrolérem robotu komunikovat po síti. Z toho důvodu bylo 
rozhodnuto o využít OPC server. Při použití kamery komunikující pomocí TCP/IP 
protokolu a kontroléru komunikujícího pomocí OPC protokolu vznikl požadavek na 
další součást systému, která propojí oba protokoly. Výsledkem bylo řešení, které 
zobrazeno na Obr. 15.  
 
 
 
Obr. 15 Komunikační schéma systému 
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6.2. Popis funkce komunikačního systému 
Systém se skládá ze čtyř základních členů: 
• Robot 
• Kontrolér robotu 
• Kamera  
• Komunikační PC 
Ústředním prvkem celého systému je kontrolér robotu. Kontrolér představuje 
průmyslový počítač specializovaný na řízení pohonů ovládajících pohyb okolo šesti 
os robotu a několika dalších externích os. Kontrolér nabízí řadu komunikačních 
rozhraní. Jeho hlavním úkolem je zajišťovat běh a provádění programů, kterými je 
robot ovládán.  
V rámci tvorby demonstrační aplikace mojí diplomové práce jsem vybral kontrolér 
robotu pro běh hlavního programu, který bude řídit chod i činnost inteligentní kamery. 
Po spuštění hlavního programu začne robot provádět smyčku, při které se nejdříve 
přesune nad pracovní plochu do pozice vhodné k vytvoření snímku. Po dosažení této 
pozice vyšle hlavní program signál k pořízení snímku. K tomu je kontrolér vybaven 
řadou binárních digitálních výstupů, které lze na definovaný časový úsek sepnout a 
vyslat tak signál (na Obr.15 označen jako (1)). Digitální výstup kontroléru je propojen 
s digitálním vstupem kamery, která tuto linku monitoruje. Pokud software kamery 
zaznamená na vstupu signál, spustí proces pořízení snímku a následně provede 
jeho vyhodnocení (2). Pokud během inspekce zjistí přítomnost požadovaných 
objektů, zjistí jejich souřadnice, provede naprogramované transformace, poskládá 
souřadnice do určeného znakového řetězce a ten uloží do paměti. Vytvoří 
komunikační soket, připojí se na zadanou IP adresu a pokud celý proces proběhne v 
pořádku, načte z paměti řetězec, zabalí jej do paketu a odešle jej pomocí TCP/IP 
protokolu do komunikačního PC na stanovený port  (3).  
Komunikační PC zajišťuje chod TCP/IP serveru, který naslouchá komunikaci na 
určitém portu. V případě, že se vyskytne klient s daty k odeslání, server zřídí 
komunikační soket a začne přijímat data.  Data jsou uložena do paměti a předána 
OPC klientu (4), který běží souběžně na stejném počítači. OPC klient je připojený 
k OPC serveru a neustále aktualizuje požadované proměnné. Když jsou OPC klientu 
předána nová data, při nejbližší aktualizaci je pomocí OPC protokolu odešle do OPC 
serveru (5).  
OPC server je aplikace běžící na pozadí kontroléru robotu KUKA. V rámci systému 
řízení robotů lze definovat globální proměnné, přístupných z jakéhokoliv programu 
v rámci kontroléru robotu. Hodnoty určených proměnných získává OPC server ze 
sítě a tyto hodnoty zapisuje do globálních proměnných robotu, se kterými pracuje 
řídící program robotu(6). Kontrolér vykonává instrukce zadané v programu a vytváří 
signál (7), který ovládá pohony robotu a tudíž jeho polohu v prostoru.    
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Obr. 16 Fyzické zapojení celého systému 
 
6.3. Programování kamery VS722A 
V robotických aplikacích je v manuálu výrobce pro vyhledávání součástí 
doporučeno několik SoftSensorů. Jako nejpřesnější se v rámci testování osvědčil 
ObjectFind Softsensor. Tento SoftSensor způsobuje minimální zkreslení, dokáže 
přesně identifikovat hrany součástí, dokáže najít i více objektů najednou a jako 
výsledek poskytuje jejich souřadnice polohy a natočení. ObjectFind tvoří základní 
prvek celé inspekce v rámci Produktu „HledaniSoucastky“, který jsem pro účel této 
diplomové práce vytvořil.  
 
Obr. 17 Nalezení kostky nástrojem ObjectFind. Vpravo před inspekcí, vlevo po 
lokalizaci 
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Po inspekci SoftSensoru ObjectFind získáme souřadnice objektu nalezeného na 
snímku v pixelech. Protože robot vyžaduje souřadnice součástky v délkových 
jednotkách (mm), je nutné provést transformaci na reálné souřadnice, což umožňuje 
SoftSensor Math Tools: Coordinate System.  
Než je však možné naprogramovat SoftSensor Coordinate System, je nezbytné 
provést kalibraci kamery. Kalibrace se provádí pomocí kamery a plátna s minimálně 
pěti body u kterých známe reálné souřadnice polohy. Je vhodné použít kruhové 
body, tak aby po sejmutí obrazu plátna bylo možné přesně najít středy bodů a jejich 
souřadnice v pixelech. Zadáním polohy bodů v souřadnicích obrázku a ve 
skutečných souřadnicích umožní SoftSensoru vytvořit měřítko, pomocí kterého bude 
při dalších inspekcích generovat již reálné souřadnice. Aby mohl robot tyto 
souřadnice používat, je samozřejmě nutné aby se pomocí bodů na plátně „naučil“ 
shodný souřadný systém.  
 
 
Obr. 18 Schéma kalibračního terče pro kameru 
 
6.4. Foreground skript „UlozeniSouradnic“ 
Třetím krokem inspekce je Foreground skript, který přijde na řadu po dokončení 
prvních dvou SoftSensorů. V rámci skriptu proběhne jako první akce, která zajišťuje 
„čerstvost“ dat, tak aby nedošlo k odeslání zastaralých dat (např. z minulé inspekce) 
a nedošlo ke směrování robotu na falešnou pozici. Toto je ošetřeno signálním bitem 
v registru, který má hodnotu 1 v případě, že data jsou aktuální a připravená 
k odeslání a hodnotu 0, pokud již byla data jednou odeslána, nebo pokud inspekce 
nebyla úspěšná. Aby nemohla být omylem odeslána data z předešlé inspekce, je 
v prvním kroku Foreground skriptu signální bite v registru přepsán na hodnotu 0. 
V dalším kroku skript ověří, zda byla inspekce úspěšná. Dotáže se na výsledek akce 
SoftSensoru a pokud je výsledek FAIL (tedy nebyl nalezen žádný objekt a tudíž 
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nejsou k dispozici žádné nové souřadnice), skript se ukončí a hodnota signálního bitu 
zůstane 0.  
Pokud je zjištěna úspěšná inspekce, skript vyčte z operační paměti výsledné 
souřadnice a úhel natočení, převede je do formátu String, poskládá do jednoho 
řetězce a zapíše do paměti. Jako poslední krok zapíše hodnotu signálního bitu na 1. 
 
 
Obr. 19 Ukázka Foreground skriptu - výpis proměnných z paměti a jejich složení do 
řetězce 
 
6.5. Background skript „Client“ 
Backround skript je spuštěn společně se startem celého systému kamery a pracuje 
ve smyčce. Background skript monitoruje digitální vstup a čeká na impulz z robotu, 
který značí dosažení pozice vhodné k pořízení snímku. Po zaznamenání signálu 
spustí skript inspekční proces. 
 
 
Obr. 20 Pohled na pracoviště s robotem KUKA v inspekční poloze 
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Skript sleduje signální bite a čeká na oznámení, že jsou připraveny auktuální data 
k odeslání. Jakmile se nová data objeví, skript vytvoří nový soket. Pokud se mu to 
zdaří, připojí se na zadanou IP adresu a komunikační port, z registru načte řetězec 
obsahující aktuální souřadnice a odešle jej. Pokud jsou data odeslána a doručena v 
pořádku, skript přepíše signální bite na hodnotu 0 (data byla odeslána a již nejsou 
aktuální). Pokud by se některý z kroků nezdařil, skript vypíše chybové hlášení 
s upřesněním, která část procesu selhala. Po ukončení každého cyklu je program na 
určitý počet milisekund uspán.  
6.6. Programování robotu 
Program robotu byl vyhodnocen jako nejvhodnější platforma k řízení celého 
systému. Nejenom, že ovládá hlavní pohyb robotu, také má dostatek vstupů a 
výstupů a dostatečný potenciál v programovém jazyce k tvorbě složitějších 
programů. Při tvorbě programu bylo nezbytné definovat v systému globální 
proměnné, které bude sdílet řídící program s OPC serverem a které budou 
aktualizovány podle výsledků inspekce kamery.  
 Průběh programu robotu je následující: program začíná v pozici „home“, ze které 
se robot přesouvá do pozice pro pořízení snímku. Tímto pohybem začíná smyčka.  
Po dosažení pozice vyšle signál do kamery, která provede sejmutí obrázku a 
inspekci. Robot čeká, až začne signální proměnná signalizovat příjem nových dat. 
 
Obr. 21 Robot během inspekce 
 
 Poté se robot rozjede na zadané souřadnice. V dostatečné vzdálenosti zpomalí na 
bezpečnou rychlost, kterou provede finální přiblížení ke kostce. Kostku uchopí a 
umístí ji na kraj pracovní plochy. Robot se vrací do snímací polohy a smyčka se 
opakuje. Robot si pamatuje počet již odložených kostek a umísťuje je podél pracovní 
plochy s konstantním rozestupem.  
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Při programování robotu jsem narazil na jeho omezení. Při přiblížení ke kostce, 
která se může nacházet kdekoliv na pracovní ploše musí robot překročit začátek 
nebo konec některých absolutních rotačních snímačů integrovaných v jeho 
pohonech. V běžných programech, kde robot sleduje známou trajektorii naučených 
bodů toto nepředstavuje žádný problém. Ve spolupráci s kamerou byl robot v rámci 
programu nejprve směřován z polohy pro pořizování snímku k pracovní rovině po 
naučené trajektorii a pouze v posledním kroku se pohyboval na libovolné souřadnice 
zadané kamerou v rámci pracovní roviny. Zde se projevil daný problém, protože 
robot se dokázal pohybovat pouze v oblasti, která nevyžadovala překročení ani 
jednoho koncového nebo počátečního bodu absolutního polohového snímače. Pokud 
by směřován do polohy, která vyžadovala překročení těchto bodů, robot se o pohyb 
pokusil, řídící systém vyhodnotil pohyb jako nepovolený a vyvolal chybové hlášení, 
které způsobilo zastavení celého robotu a bylo nutné program restartovat. Tak aby 
robot mohl pracovat v celém rozsahu pracovní plochy snímané kamerou, musí 
překročit tři různé nulové body. 
Protože nebylo možné nastavit robot do takové polohy, aby nemusel překračovat 
body způsobující singularitu, byl problém vyřešen rozdělením pracovní plochy do čtyř 
výchozích kvadrantů a rozdělením výchozí pozice koncového efektoru do dvou poloh 
(podle natočení).  
Systém funguje na základě zhodnocení souřadnic doručených z kamery. Program 
vyhodnotí, ve kterém pracovním kvadrantu se kostka nachází a pomocí jedné ze čtyř 
předem naučených trajektorií směřuje rameno robotu do tohoto kvadrantu, kde se 
nachází střed kostky (v rámci kterého se pak sám robot již dokáže přesně 
pohybovat). Dále zjistí natočení kostky a nastaví výchozí polohu příruby tak, aby byl 
robot později schopen dosáhnout požadované natočení.  Při této konfiguraci robot 
pracoval bez chybových stavů v rozsahu celé pracovní plochy snímané kamerou.  
 
 
Obr. 22 Detail koncového efektoru s kamerou a chapadlem 
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7. Závěr 
V rámci této diplomové práce jsem se zabýval vývojem programů pro spolupráci 
inteligentní kamery Siemens SIMATIC VS722 a průmyslového robotu KUKA KR3, tak 
aby společně vytvořili funkční systém robotického vidění. Na demonstrační aplikace 
jsem měl ověřil funkci jednotlivých prvků, vzájemnou komunikaci a funkčnost celého 
systému jako celku. 
Jako jeden z bodů zadání diplomové práce jsem řešil návrh konstrukce příruby 
koncového efektoru a umístění inteligentní kamery a chapadla na efektor. Funkčnost 
konstrukce jsem ověřil při realizaci praktické aplikace. Během zkoušek se neprojevily 
žádné negativní jevy spojené s umístěním kamery na koncovém efektoru robotu, 
jako např. neostré snímky způsobené vibrací koncového efektoru nebo zasahování 
jiných částí efektoru do zorného pole kamery. 
Demonstrační aplikace ověřila schopnost kamery snímat a vyhodnocovat polohu 
zachycených objektů s dostatečnou přesností. Vytvořené Foreground a Background 
skripty kamery splnily svoji funkci a zajistily odeslání souřadnic nalezených objektů. 
Souřadnice byly úspěšně přijímány komunikačním počítačem a odesílány pomocí 
OPC protokolu do kontroléru robotu. Při návrhu systému komunikace bylo nalezeno 
jedno lepší řešení, umožňující kameře komunikovat s robotem přímo pomocí 
protokolu TCP/IP. Toto řešení však vyžaduje placený softwarový balíček firmy KUKA, 
který nebyl na ÚVSSR k dispozici a proto nemohlo být toto řešení realizováno.  
Tvorbu řídícího programu robotu komplikovala nemožnost překračovat koncové a 
počáteční absolutních rotačních snímačů při pohybu na souřadnice zadané 
proměnnými. Pokus o takový pohyb způsoboval selhání robotu. Nakonec se podařilo 
najít způsob, jak pohyb robotu ošetřit tak, aby k tomuto jevu již nedocházelo.  
Při demonstrační aplikaci byla úspěšně ověřena schopnost kontroléru robotu 
pracovat se souřadnicemi získanými pomocí kamery, vyhledávat  a uchopovat 
předměty náhodně rozložené v pracovní ploše a provádět jejich paletizaci. Při 
demonstrační aplikaci nebylo testováno navržené spouštění kamery pomocí 
digitálního signálu, pro zjednodušení kamera pracovala a odesílala data v nekonečné 
smyčce.  
Při tvorbě diplomové práce jsem využil a prohloubil mé dříve získané znalosti o 
programování průmyslových robotů KUKA. Seznámil jsem se způsoby, jak se 
v průmyslových aplikacích používá strojové a robotické vidění a jak se realizuje vývoj 
inspekčních procesů.  
Existuje celá řada dalších aplikací pro využití spolupráce inteligentní kamery a 
robotu a já doufám, že tato diplomová práce bude sloužit jako základ pro další 
pokročilejší práce, které budou v budoucnu v rámci výuky robotiky na ÚVSSR 
realizovány.  
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Seznam použitých zkratek 
 
a Zrychlení tělesa [m*s-2] 
CCD Charge-Coupled Device 
CMOS  Coplementary Metal Oxide Semiconductor 
CVS Compact Vision System 
FPS Frame Per Second 
Fg Gravitační síla [N] 
Ft Třecí síla [N] 
IPxx Internal Protection 
Lx Vzdálenost těžiště efektoru od středu příruby v ose X [mm] 
Ly Vzdálenost těžiště efektoru od středu příruby v ose Y [mm] 
Lz Vzdálenost těžiště efektoru od čela příruby v ose Z [mm] 
LED Light Emitting Diode  
m Hmotnost tělesa [Kg] 
MB MegaByte 
MIT Massachusetts Institute of Technology  
OCR Optical Charakter Recognition 
OPC Object Linking and Embedding for Process Automation 
PC Personal Computer 
PLC Programmable Logic Controller 
RAM Random Access memory 
RS232 Rozhraní pro sériovou komunikaci 
TCP/IP Transmission Control Protcol, Internet Protocol 
UDP/IP User Datagram Protokol/ Internet protokol 
ÚVSSR Ústav výrobních strojů, systémů a robotiky 
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Příloha 1 – Foreground skript pro kameru VS722A 
 
class UlozeniSouradnic 
{ 
    public void inspect() 
    { 
       int result; 
       double znamenkoY, uhel;  
       byte refresh = 0;  
       String posX, posY, truhel, paket; 
     
        RegisterWriteByte(400, refresh);     
        if (UrceniPolohy.Result == 0)  
//Nasledujici prikazy probihaji pouze pokud byla inspekce uspesna 
   { 
     DebugPrint ("Inspekce byla uspesna."); 
//Uprava souradnice natoceni součásti pro robota 
     uhel = UrceniPolohy.ObjectAngle[0]; 
     if (uhel > 90) 
             { 
    uhel = uhel - 270; 
    } 
     else 
             { 
        if (uhel < 45)  
                      { 
                      uhel = -180 + uhel; 
             }  
       else  
             { 
               uhel = 180 - (90 - uhel); 
             } 
                 } 
 
//Vycteni transformovanych souradnic, konverze z Double na String, slozeni do 
//jedineho stringu, ktery bude odeslan jako paket a zapis paketu do registru.  
     posX = DoubleToString 
(UrceniPolohy.ObjectTransformedPoint.X[0],2); 
     znamenkoY = UrceniPolohy.ObjectTransformedPoint.Y[0]*(-1); 
     posY = DoubleToString (znamenkoY,2); 
     truhel = DoubleToString (uhel,2); 
     paket = posX + ";" + posY + ";" + truhel; 
     DebugPrint ("Slozeni paketu k odeslani: "+paket); 
     result = RegisterWriteString (1000, paket); 
      if (result < 0) 
              { 
              DebugPrint ("Zapis paketu do registru se nezdaril."); 
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            } 
    else  
                                                  { 
                                                  DebugPrint ("Zapis paketu probehl v poradku."); 
                                                  } 
// Zapis informace do registru, ze jsou pripravena aktualni data k odeslani.  
   refresh = 1; 
   RegisterWriteByte(400, refresh); 
   } 
    
        else  
               { 
               DebugPrint ("Inspekce se nezdarila!"); 
               } 
        } 
} 
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Příloha 2 – Background skript pro kameru VS722A 
(Vybrané části) 
 
class Client 
{ 
    public static void main() 
    { 
  
//Deklarace a inicializace 
int cisloPortu = 10000, vysledekPripojeni = -1, vysledekPrenosu = -1 
String ipAdresa = "147.229.136.195", data, vysledek; 
Socket sock; 
 
//Podminkou pro spusteni celeho procesu je uspesna inspekce. Tak nedojde k 
//nacteni dat z minule inspekce, ulozenych v pameti. 
 
  if (RegisterReadByte(400) == 1) 
  { 
 
//Inicializace noveho socketu a pripojeni, pro testovaci ucely ma smycka omezeny 
//pocet opakovani 
      for (int i = 0; i < 1000; i = i + 1) 
   { 
                      sock = new Socket(); 
          if (sock == null) 
             { 
    DebugPrint ("Inicializace socketu se nezdarila."); 
              } 
 
//Pokus o pripojeni soketu k dané IP adrese a k danému portu, odeslani dat 
                                    vysledekPripojeni = sock.Connect(ipAdresa, cisloPortu); 
          if (vysledekPripojeni == 0) 
    { 
    data = RegisterReadString(1000); 
    vysledekPrenosu = sock.Send(data.toByteArray()); 
    if (vysledekPrenosu < 0)  
     { 
     DebugPrint ("Nezdaril se prenos dat."); 
     }     
    else  
     { 
     DebugPrint ("Data odeslana."); 
     RegisterWriteByte (400, 0); 
     } 
    } 
   else 
    { 
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    DebugPrint ("Nezdarilo se pripojeni na IP" +ipAdresa); 
    } 
  } 
   } 
   sleep (2000); 
     } 
} 
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Příloha 3 – Řídící program robotu KUKA KR3 (Vybrané 
části) 
 
DEF kamera5( ) 
 
;Deklarace lokalnich promennych 
REAL skladX 
INT i 
 
INI 
   
;Zacatek programu 
PTP HOME  Vel= 100 % DEFAULT; 
GreiferOff() 
 
;Zacatek smycky 
FOR i=1 TO 10 
;Presun do polohy pro snimani obrazu 
PTP P6  Vel= 100 % PDAT7 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
wait sec 2 
;Priblizeni k bazi 
PTP P7 CONT Vel= 100 % PDAT8 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
PTP P8 CONT Vel= 100 % PDAT9 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
 
IF trposY <151.478 THEN 
  IF uhel < 0 THEN 
 
PTP P13 CONT Vel= 100 % PDAT19 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
      XP1.X = posX 
      XP1.Y = posY 
      XP1.Z = -60 
      XP1.a = uhel 
PTP XP1 
 
;Kolme priblizeni k soucasti 
     XP1.Z = -25 
PTP P1  Vel= 8 % PDAT26 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
 
   ELSE 
 
;Plati pro Y < 151 a uhel >= 0  
PTP P14 CONT Vel= 100 % PDAT20 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
      XP1.X = posX 
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      XP1.Y = posY 
      XP1.Z = -60 
      XP1.a = uhel 
PTP XP1 
      XP1.Z = -25 
PTP P1  Vel= 10 % PDAT27 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
 
   ENDIF 
 
ELSE 
 
;Podminka plati pro Y > 151  
 
  IF uhel < 0 THEN 
 
PTP P16 CONT Vel= 100 % PDAT22 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
      XP11.X = posX 
      XP11.Y = posY 
      XP11.Z = -60 
      XP11.a = uhel 
PTP XP11 
XP11.Z = -25 
PTP P11  Vel= 10 % PDAT28 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
 
  ELSE 
;Podminka plati pro Y > 151 a uhel >= 0   
PTP P15 CONT Vel= 100 % PDAT21 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
      XP11.X = posX 
      XP11.Y = posY 
      XP11.Z = -60 
      XP11.a = uhel 
PTP XP11 
XP11.z = -25 
PTP P11  Vel= 10 % PDAT29 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
 
  ENDIF 
 
ENDIF 
 
;Pokracovani cyklu uchopenim soucasti 
GripperON() 
 
;Kostka je uchopena 
PTP_REL {Z -50} 
PTP P17 CONT Vel= 100 % PDAT23 Tool[14]:ChapadloKamera 
Base[12]:BazeKamera; 
 skladX = 200 - 75*i 
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 XP18.X = skladX 
 XP18.Z = -25 
PTP P18  Vel= 25 % PDAT24 Tool[14]:ChapadloKamera Base[12]:BazeKamera; 
 
;Kostka je ulouzena na misto do skladu 
;GripperOFF() 
PTP_REL {Z -30}  
ENDFOR 
 
PTP HOME  Vel= 100 % DEFAULT; 
 
END 
