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Abstract
Andréka and Maddux [Notre Dame J. Formal Logic 35 (4) 1994] classified the small relation
algebras—those with at most 8 elements, or in other terms, at most 3 atomic relations. They
showed that there are eighteen isomorphism types of small relation algebras, all representable. For
each simple, small relation algebra they computed the spectrum of the algebra, namely the set of
cardinalities of square representations of that relation algebra.
In this paper we analyze the computational complexity of the problem of deciding the satisfiability
of a finite set of constraints built on any small relation algebra. We give a complete classification of
the complexities of the general constraint satisfaction problem for small relation algebras. For three
of the small relation algebras the constraint satisfaction problem is NP-complete, for the other fifteen
small relation algebras the constraint satisfaction problem has cubic (or lower) complexity.
We also classify the complexity of the constraint satisfaction problem over fixed finite representa-
tions of any relation algebra. If the representation has size two or less then the complexity is cubic
(or lower), but if the representation is square, finite and bigger than two then the complexity is NP-
complete.
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1. IntroductionThe study of relation algebra originates in the nineteenth century and constitutes,
along with Frege’s quantifier logic, the foundation of modern logic [1,2]. From the
1970s onwards, computer scientists working in planning [3,4] and temporal reasoning [5–
11] rediscovered relation algebra. Later, scholars working in the field of Knowledge
Representation, and specifically Spatial and Temporal Knowledge Representation, also
used the formalism of relation algebra [10,12–18]. For them, the principal method of
reasoning using a relation algebra was by checking the consistency of a set of constraints
over that algebra. So this work became integrated with a wider study of constraint handling
in computer science [19–24]. This problem of determining the satisfiability of a set of
constraints over a given relation algebra is sometimes called the network satisfaction
problem.
Examples of relation algebras include the Point Algebra, the Allen Interval Algebra
(AIA), the Region Connected Calculus (RCC) [25–27] and a Preference Reasoning
Algebra [28]. The point algebra can be used to represent constraints over a linear flow
of time, AIA expresses constraints between intervals in a linear flow of time, RCC
expresses spatial relationships between regions, and so on. In order to apply one of these
relation algebras to an application in artificial intelligence it is usually necessary to have a
consistency checker for constraints over that algebra. For example, in [3] the AIA is used
to represent relations between non-instantaneous actions, possibly occurring in parallel.
In this way AIA can express the planning problem with simultaneous actions. Allen and
Koomen devise a very elegant solution to the planning problem by testing the consistency
of constraints over AIA using the propagation algorithm (below). Thus consistency
checking is the key to making relation algebra applicable in artificial intelligence and other
applications.
A number of results were obtained. For some relation algebras, e.g., the point algebra
(see [11, Theorem 5.10]), tractable algorithms were obtained and shown to give a sound
and complete method of testing consistency. For many algebras though, e.g., the Allen
Interval Algebra, this consistency checking problem was shown to be NP-complete [21,
Theorems 2 and 3]. An investigation, very relevant to the work conducted here, is in [29]
where some ‘small algebras’ are studied.1 Further complexity analysis of various algebras
can be found in [31]. Typically, it seems, the complexity of the constraint satisfaction
problem for many relation algebras is NP-hard. For some pathological, finite relation
algebras the problem can even be undecidable [32].
A systematic analysis of the complexity of the constraint handling for finite relation
algebras is a challenge for those working in the area between algebraic logic and more
practical computer science. So far we have only ad-hoc results. We believe, however,
that a search for ad-hoc results would not be ideal for more complicated algebras, and
in particular for those algebras that are employed in abstract terms, as in the case of
1 As a matter of fact we found that the name small has a different meaning in [29] with respect to the use we
have made here, which originates in [30]. In that case the algebras studied are in fact those generated by partial
orders, therefore algebras with four atoms.
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Abstract Model Checking or more specifically, Abstract Interpretation of Constraint Logic
Programs [33].
The purpose of this paper is to make a start on this complexity analysis by completely
classifying the complexity of the constraint satisfaction problem for small relation algebras.
We hope this can be used as a criterion for the usability of such algebras. We
handle separately the complexities of two different computational problems: the general
satisfaction problem—roughly, is a given set of constraints (or equivalently, to use the other
terminology, a given network) satisfiable in some representation of the relation algebra; and
secondly, is a given set of constraints satisfiable in a specified representation of the relation
algebra.
The paper is organized as follows: in Section 2 we define the terminology employed in
the rest of the paper; in Section 3 we provide reference to the relevant literature; Section 4
is the main part, where we provide the results of the paper—see Fig. 3 for a summary
of the complexity results established in this paper and elsewhere; Section 5 takes some
conclusions and sketches further developments.
2. Terminology and definitions
Let us shortly recall the three main concepts we are going to use here:
• Relation Algebra;
• Constraint Set;
• Satisfiability Problem.
The very general notion of Relation Algebra we adopt here is based on Tarski [34].
Definition 1 (Tarski). A Relation Algebra A (with domain A) is a nine-tuple
A= (A,+,−,0,1,1′, , ; )
where
(A,+,−,0,1) is a boolean algebra, (1)
(x;y); z= x; (y; z), (2)
(x + y); z= x; z+ y; z, (3)
x;1′ = x, (4)
(x) = x, (5)
(x + y) = x + y, (6)
(x;y) = y;x, (7)
x;−(x;y)+ −y = −y. (8)
Where we consider two different relation algebras (A,B say) and we wish to distinguish
the constants of the two, we may write 0A,1′A,1B etc. to indicate which relation algebra
we are referring to.
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A relation algebra with just one element (#1 below) is called trivial.
We write a • b as an abbreviation of −(−a +−b), we write a  b as an abbreviation of
a + b = b (or, equivalently, a • b = a) and we write a < b for a  b ∧ b  a. The element
0′ = −1′ is called the diversity element.
We name atoms (or basic relations) the minimal non-zero elements of a relation algebra
with respect to <. A finite, non-trivial relation algebra always has atoms, and each element
of a finite relation algebra is a finite sum of atoms.
Given two relation algebras, A,B with domains A,B respectively, their direct product
A× B is the relation algebra with domain A ×B and operators defined by
(a, b)+ (a′, b′) = (a + a′, b + b′),
(a, b)− (a′, b′) = (a − a′, b − b′),
0A×B = (0A,0B),
1A×B = (1A,1B),
1′A×B = (1′A,1′B),
(a, b) = (a,b),
(a, b); (a′, b′) = (a;a′, b;b′)
for all a, a′ ∈A and b, b′ ∈ B.
An algebra is said to be simple iff the only congruences over this algebra are the identity
and the total binary relation over the algebra or, equivalently, iff 1;x;1 = 1 for all x = 0 in
the algebra [35, Theorem 4.10]. By [35, Theorem 4.14] a relation algebra is simple iff it is
not the direct product of two non-trivial algebras.
Given an algebraA, and any subset X of the universe of A, we indicate by Sg(A)X the
subalgebra of A which is generated by X.
The set of all the relations defined on a set ∆ (along with the operations of set union
for +, set complement for −, the empty set for 0, the universal relation ∆2 for 1, the
identity relation {(x, x): x ∈ ∆} for 1′, the converse operator for  and composition of
binary relations | for ;), is henceforth indicated by Re∆. As a special case, for n ∈ N, we
write Ren for the relation algebra of all binary relations over the domain n = {0,1, . . . ,
n− 1}, namely (℘ (n× n),∪,∩,\,∅, n × n,1′, , |). If E is any equivalence relation over
∆ we write ReE for the algebra of all subrelations of E: (℘ (E),∪,∩,\,∅,E,1′, , |).
These uses of the Re operator must be distinguished by the context. It is easy to check that
Re∆,ReE are relation algebras, for any set ∆ and for any equivalence relation E.
We say that a relation algebraA is proper (or concrete), iff it is a subalgebra of ReE for
some equivalence relation E. We say that a relation algebra A is representable iff there is
an isomorphismM fromA to a subalgebra of ReE, for some equivalence relation E over
some set M . Such an isomorphism is called a representation of A and M is the domain of
the representation. If E is an equivalence relation with a single equivalence class (i.e., E is
the universal relation over its domain, E = M × M) and M is an isomorphism from A to
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a subalgebra of ReE then we say M is a square representation of A. Every representable
simple relation algebra has a square representation [35, Theorems 4.26 and 4.28].2
We follow the model-theoretic convention of identifying a structure with its domain.
Thus we may write x ∈M to mean that x belongs to the domain ofM. We write |M| for
the cardinality of the domain ofM. When there is a possibility of ambiguity we may write
dom(M) for the domain of M. If a ∈A we write aM for the interpretation of a in M,
namely (regardingM as an isomorphism)M(a).
Two representations M,N of the relation algebra A are said to be base isomorphic if
there is a bijection ι : dom(M) → dom(N ) such that for all a ∈A and all x, y ∈ dom(M)
we have (x, y) ∈ aM iff (ι(x), ι(y)) ∈ aN .
Let us now define the notion of constraint over a Relation Algebra. In order to make
it familiar to the wider computer science community working in constraints, we take our
definition from Tsang’s book [22] and embed it in Tarski’s theory exposed above. However,
a set of constraints, defined next, is essentially the same as a network, and satisfiability of
constraints is the same as the satisfiability of a network [31].
Definition 2.
(1) Given a Relation AlgebraA and a set of variable names X = {x0, x1, . . . , xn, . . .}, the
logical expression axixj , where a is an element of A, and xi and xj are elements of
X , is called a constraint over A.
(2) Given a representation M of A, a variable assignment v is a partial map from X to
dom(M). The variable assignment v satisfies the constraint axixj iff xi, xj ∈ dom(v)
and (v(xi), v(xj )) ∈ aM.
(3) A set of constraints Ξ over A is M-satisfiable iff there is a variable assignment v
satisfying all the constraints in Ξ .
(4) The problem of deciding the satisfiability of a finite sets of constraints on a Relation
AlgebraA, for a given representationM ofA, is henceforth indicated byM-SAT(A).
(5) The problem, instead, of finding whether a set of constraints over a relation algebra
A can be satisfied in some (i.e., at least one) representation of A is called the Gen-
SAT(A) problem.
If Axixj ,Bxjxk and Cxixk belong to a set of constraints Ξ then let Ξ ′ be the same
as Ξ but with the constraint Cxixk replaced by (C • (A;B))xixk . Clearly Ξ and Ξ ′ are
equivalent in that a variable assignment satisfies Ξ if and only if it satisfies Ξ ′.
2 We restrict to square representations of simple relation algebras for the following reason. Let h,g be
representations of the simple relation algebraA, over domains M,N respectively. Let ∆∩∆′ = ∅. Define another
representation f over the domain M ∪N by f (a) = h(a)∪g(a) (a ∈A). Thus ifA has a representation of size n
then it also has representations of size kn for k = 1,2,3, . . . . In this sense, every representable relation algebra has
infinite representations. We do not wish to count these all representations separately as they are not ‘essentially
different’. The disadvantage of the restriction to square representations is that non-simple relation algebras do not
possess square representations, and so, following [30], we do not define the spectrum of a non-simple relation
algebra.
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Definition 3. A set of constraints is closed if whenever (i) Axixj ,Bxjxk are in the set of
constraints there is also a constraint Cxixk in the set and C  A;B , (ii) if Axixj is in the
set of constraints then Axjxi is also in the set and (iii) for each variable xi occurring in a
constraint in Ξ , there is a constraint exixi , for some e 1′.
The so-called propagation algorithm [6, Section 4.1] takes a finite set of constraints,
adds in the constraint 1′xixi for each variable xi occurring in a constraint, replaces
the constraint Axixj by (A • B)xixj whenever Axixj and Bxjxi are constraints, and
then repeatedly replaces a constraint Cxixk by (C • (A;B))xixk whenever C • (A;B) =
C and Axixj and Bxjxk are in the set, until we obtain an equivalent, closed set of
constraints. If this closed set of constraints contains a constraint 0xixj (some variables
xi, xj ) then it is clearly unsatisfiable. But if all the constraints are non-zero, we cannot
in general be sure whether the constraints are satisfiable or not. Kautz defined a closed
set of constraints over the Allen Interval Algebra, none of which were zero, but which
nevertheless were unsatisfiable (this set of constraints is in [6, Fig. 5]). However, as we
shall see, for some representations of some algebras the propagation algorithm does solve
the satisfiability problem. The propagation algorithm runs in cubic time for finite relation
algebras [21, Theorem 1], though for infinite relation algebras the propagation algorithm
is not guaranteed to terminate.
Definition 4. A set of constraints is called non-zero if none of the constraints has the form
0xy .
A representation U of a relation algebra A is called universal if every closed, non-zero
set of constraints is satisfiable in U .
Proposition 5. Let A be a relation algebra
• Let M be a representation of A. The decision problem M-SAT(A) reduces in cubic
time to the problem of telling whether a closed set of constraints is satisfiable in M.
• Gen-SAT(A) reduces in cubic time to the problem of telling whether a closed set of
constraints is satisfiable in some representation of A.
Proof. In each case the required reduction is the propagation algorithm. 
Lemma 6. If a relation algebra A has a universal representation U then U-SAT(A) and
Gen-SAT(A) have at worst cubic complexity.
Proof. Take an arbitrary set of constraints Ξ overA. Use the propagation algorithm to find
an equivalent, closed set of constraints Ξ ′. This takes cubic time. Clearly, if any (hence by
closure all) constraint in Ξ ′ has the form 0xy then Ξ ′ is unsatisfiable in any representation
(and by equivalence, Ξ is also unsatisfiable). If Ξ ′ consists of non-zero constraints then
by universality, it is satisfiable in U . Thus Ξ is satisfiable in some representation of A iff
it is satisfiable in U iff each constraint in Ξ ′ is non-zero. 
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We will focus on the complexities of the simple relation algebras, partly because of the
following lemma.
Lemma 7.
(1) Let M,N be representations, with disjoint domains, of relation algebras A,B
respectively. The union representation M ∪ N of the direct product A × B, has
as its domain dom(M) ∪ dom(N ), and is defined by (a, b)M∪N = aM ∪ bN for
a ∈A, b ∈ B.
(2) Conversely, let L be a representation of A× B. The domain of L can be partitioned
into two parts, M and N , such that the map a 
→ (a,0)L (for a ∈A) is a representation
of A over the domain M and the map b 
→ (0, b)L (for b ∈ B) is a representation of B
over the domain N . L is base-isomorphic to M∪N .
(3) A representation M of a simple relation algebra A is a disjoint union of square
representations of A. These square representations are called the square components
ofM.
(4) Let M,N be representations of A,B respectively. The complexity of (M ∪ N )-
SAT(A×B) is the maximum of the complexities ofM-SAT(A) and N -SAT(B).
(5) The complexity of Gen-SAT(A × B) is the maximum of the complexities of Gen-
SAT(A) and Gen-SAT(B).
(6) Let A be a simple relation algebra with finitely many simple, non-base-isomorphic
square representations. The complexity of M-SAT(A) is the maximum of the
complexities ofMi-SAT(A) over the square componentsMi ofM.
Proof. The first three parts are easy to verify, and are well-known (see [36, Lemma 3.7]).
For the fourth part, let Ξ be any set of constraints over A× B. Define an equivalence
relation ∼ over the variables occurring in Ξ to be smallest equivalence relation containing
all pairs (xi, xj ) where there is a constraint (a, b)xixj in Ξ . Computing ∼ takes linear time.
For each equivalence class α let Ξα be the restriction of Ξ to the constraints using only
variables in α. Clearly Ξ is satisfiable in M∪N iff Ξα is satisfiable in M ∪N for each
equivalence class α. Also, Ξα is satisfiable inM∪N iff either Ξα is satisfiable inM or Ξα
is satisfiable in N . The reason for this is that if m ∈M and n ∈N then (m,n) /∈ 1M∪N ,
so any variable assignment satisfying Ξα must map all the variables occurring in Ξα into
M or all these variables intoN . This proves the fourth part of the lemma. The proof of the
fifth part of the lemma is similar and the last part follows. 
This lemma will allow us to calculate the complexities of algebras #3, #6, #7 and #8,
later on.
3. Previous work
In this paper we employ the formalism of relation algebra as used in the computer
science literature. For a general reference to relation algebras see [36–38].
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There exist eighteen isomorphism types of relation algebra with no more than eight
relations. Of these eighteen, one is trivial and four are non-simple. In their paper [30],
Andrèka and Maddux have summarized the eighteen types, and proved that the eighteen
isomorphism types of relation algebras with no more than eight elements are all
representable. They established the spectra of the simple, small algebras, namely the sets
of cardinalities of the square representations, see Fig. 1.
To describe the small relation algebras, [30] provides:
• A representative of each algebra, namely a representation of the algebra. This
representative will be a representation of the algebra of smallest possible size.
• The atoms of the algebra.
• The composition table of the atoms.
Fig. 1 summarizes the representatives and atoms of the eighteen isomorphism types.
These results are from [30] where the following notation is adopted (this notation is not
essential for reading the current paper): for any natural numbers κ < α < ω and λ < β < ω
• Pακ = {(λ,µ): λ,µ < α,µ − λ ≡ κ(mod α)},
• Qακ = Pακ ∪ (Pακ )−1,
• Qα,βκ,λ = {((µ, ν), (ζ, η)): (µ, ζ ) ∈ Qακ , (ν, η) ∈ Qλβ}.
No. Representative Atoms Spectrum
#1 Re0 No atoms {0}
#2 Re1 1′ {1}
#3 Re1 × Re1 e0, e1 –
#4 Gg(Re2)∅ 1′,0′ {2}
#5 Gg(Re3)∅ 1′,0′ {κ : κ  3}
#6 Re1 × Re1 × Re1 e0, e1, e2 –
#7 Re1 × Gg(Re2)∅ e0, e1,0′ –
#8 Re1 × Gg(Re3)∅ e0, e1,0′ –
#9 Gg(Re3){P31} 1′, a, a {3}
#10 Gg(ReQ){<} 1′, a, a {κ : κ  ℵ0}
#11 Gg(Re7){P71 ∪ P72 ∪ P74} 1′, a, a {7} ∪ {κ : κ  9}
#12 Gg(Re4){Q41} 1′, a, b {κ : κ  6}
#13 Gg(Re6){Q62} 1′, a, b {κ : κ  6}
#14 Gg(Re6){Q63} 1′, a, b {2κ : κ  3}
#15 Gg(Re9){Q93} 1′, a, b {κ : κ  9}
#16 Gg(Re5){Q51} 1′, a, b {5}
#17 Gg(Re8){Q81 ∪ Q84} 1′, a, b {κ : κ  8}
#18 Gg(Re3×3){Q3,31,1} 1′, a, b {κ : κ  9}
Fig. 1. The eighteen isomorphisms types with one representative, list of atoms and spectrum, from [30].
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′ #3 e0 e1 #4 1′ 0′Algebra #1
has no atoms
#2 1
1′ 1′ e0 e0 0
e1 0 e1
1′ 1′ 0′
0′ 0′ 1′
#5 1′ 0′
1′ 1′ 0′
0′ 0′ 1
#6 e0 e1 e2
e0 e0 0 0
e1 0 e1 0
e2 0 0 e2
#7 e0 e1 0′
e0 e0 0 0
e1 0 e1 0′
0′ 0 0′ e1
#8 e0 e1 0′
e0 e0 0 0
e1 0 e1 0′
0′ 0 0′ e1 + 0′
#9 1′ a a
1′ 1′ a a
a a a 1′
a a 1′ a
#10 1′ a a
1′ 1′ a a
a a a 1
a a 1 a
#11 1′ a a
1′ 1′ a a
a a 0′ 1
a a 1 0′
#12 1′ a b
1′ 1′ a b
a a 1′ b
b b b −b
#13 1′ a b
1′ 1′ a b
a a −b b
b b b −b
#14 1′ a b
1′ 1′ a b
a a 1′ b
b b b 1
#15 1′ a b
1′ 1′ a b
a a −b b
b b b 1
#16 1′ a b
1′ 1′ a b
a a −a 0′
b b 0′ −b
#17 1′ a b
1′ 1′ a b
a a −a 0′
b b 0′ 1
#18 1′ a b
1′ 1′ a b
a a 1 0′
b b 0′ 1
Fig. 2. The composition tables for the atoms of the 18 small relation algebras, from [30].
Fig. 2 gives the composition tables of the 18 small relation algebras and is taken
from [30].
4. Computational analysis of small relation algebras
We have two complexity issues to consider. In this section we firstly check the
complexity of M-SAT(A) for a square representation M of a relation algebra A. For
finiteM this turns out to be easily characterised, see Theorem 9 below. For infiniteM the
problem remains open. Secondly, we will check the complexity of Gen-SAT(A) for each
of the eighteen small relation algebras.
Lets start with the very small relation algebras.
Lemma 8. Each of the following algebras has a square, universal representation (see
Definition 4). In each case this representation is unique up to base isomorphism, i.e., every
square representation of the relation algebra is base isomorphic to the given universal
representation: algebras #1, #2, #4 and Re2.
Hence, by Lemma 6, Gen-SAT() has at worst cubic complexity for these algebras. In
fact, Gen-SAT(#1) can be solved in constant time and Gen-SAT(#2) takes linear time.
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Proof. The notion of a representation for algebra #1 is pathological—the only represen-
tation for this algebra has an empty domain. There aren’t any non-zero constraints over
this algebra (it has only one element and that element is zero) so the only non-zero closed
set of constraints is the empty set of constraints, which is satisfiable. Any non-empty set
of constraints is unsatisfiable for the trivial reason that we cannot assign the variables to
any points in the domain. Checking if a set of constraints is empty takes just constant
time.
If M is a square representation of algebra #2 then it has just one point in its domain
[30, Theorem 1]. Any non-zero set of constraints is closed and is satisfiable in M—just
map all variables to the single point in the domain ofM. Checking to see if all constraints
in a set of constraints are non-zero takes just linear time.
Algebra #4 has just one square representation, M say (up to base isomorphism) [30,
Theorem 1]. Let the domain of this representation be {0,1}. We show thatM is a universal
representation of algebra #4. So, let Ξ be any closed, non-zero set of constraints over
algebra #4. Define an assignment h to the variables, satisfying all the constraints, as
follows. Let h(x0) = 0. Suppose we have defined h on x0, x1, . . . , xk−1 (some k < n) such
that all constraints involving just these first k variables are satisfied. Next we define h on
xk . If there is a constraints 1′xkxj or 1′xjxk (some j < k) then let h(xk) = h(xj ). This
is well-defined, because if 1′xjxk and 1′xixk (some i, j < k) then since Ξ is closed we
must have a constraint 1′xixj in Ξ , and so h(xi) = h(xj ). Similarly, if there is j < k
and a constraint 0′xjxk or 0′xkxj then define h(xk) to be the unique domain element not
equal to h(xj ). Again, this is well-defined by closure of Ξ . If there are no such constraints
involving xk and xj (some j < k) then, arbitrarily, let h(xk) = 0. Thus we can define h on
all the variables and satisfy all the constraints in Ξ . This shows that Ξ is satisfiable inM,
so M is a universal representation of algebra #4.
The algebra Re2 also has just one square representation (itself) upto base-isomorphism.
As in the previous case, we show that this is a universal representation. The domain of our
representation is {0,1}. Let
Ξ = {Cij xixj : i, j < n}
be a closed, non-zero set of constraints over the variables x0, . . . , xn−1, where Cij ∈ Re2
for i, j < n. (If there is no constraint between xi and xj for some i, j < n we just let
Cij = 1.) Closure of the constraints means that Cij ;Cjk  Cik , for i, j, k < n. We must
show that these constraints are satisfiable in Re2, considered as a representation of itself.
Suppose, inductively, that we have defined an assignment h on the variables xi : i < k
(some k < n) such that all constraints Cij xixj : i, j < k are satisfied by h. We must
now define h on xk . The two alternatives are 0 and 1. If h(xk) = 0 is consistent with all
constraints Cjk(xj , xk) ∈ Ξ ′: j  k then we let h(xk) = 0. Otherwise, there is a constraint
Cjk(xj , xk) such that
(h(xj ),0) /∈ CMjk . (9)
In this case we let h(xk) = 1. We claim that (h(xi),1) ∈ CMik for all i  k. If this were
false, there would be i  k and
(h(xi),1) /∈ CMik . (10)
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But then (h(xi), h(xj )) ∈ (Cik;Ckj )M implies there exists z ∈ {0,1} with (h(xi), z) ∈ CMik
and (z,h(xj )) ∈ CMkj . The possibility z = 0 is contradicted by Eq. (9), while z = 1 is
contradicted by Eq. (10). Thus we can extend h, one variable at a time, till it is defined
on all n variables, and all constraints in Ξ will be satisfied. Hence Re2 is a universal
representation of itself. 
We can now deal with M-SAT(A) for all finite representations of any relation
algebra A.
Theorem 9. Given a representable relation algebraA and a finite representationM of A:
(1) if |M| 2, then M-SAT(A) is solvable in cubic time. More specifically, M-SAT(#1)
can be solved in constant time, M-SAT(#2) and M-SAT(#3) can be solved in linear
time, andM-SAT(#4) andM-SAT(Re2) can be solved in cubic time, for anyM with
|M| 2.
(2) if M is square (so A is simple) and |M| > 2 thenM-SAT(A) is NP-complete.
Proof. Suppose that A is a relation algebra and assume that M is a finite representation
of A. We prove the points of the claim separately.
Point 1. For point 1, observe that the only relation algebras with representations of size
two or less are #1, #2, #3, #4 and Re2. By Lemma 8, Gen-SAT(#1) can be solved in
constant time. Since algebra #1 has a unique (empty) representation M, M-SAT(#1)
also can be solved in constant time. Similarly, Lemma 8 proves that Gen-SAT(#2) and
M-SAT(#2) can be solved in linear time, for any representation M of algebra #2.
Lemmas 8 and 6 show that Gen-SAT(#4),M-SAT(#4), Gen-SAT(Re2) andM-SAT(Re2)
can be solved in cubic time, for any square representation M of either algebra. A non-
square representation of either of these two algebras must have size at least four.
Algebra #3 is the direct product Re1 × Re1. Lemma 7 shows that Gen-SAT(#3) is
solvable in linear time.
Point 2. To prove point 2 let |M| = k > 2. We reduce the graph k-colourability problem
to M-SAT. Since k-colourability of graphs is known to be NP-complete for k  3 [39] or
[40, p. 191], this will prove thatM-SAT is NP-hard. It is easy to see thatM-SAT is in NP,
thus it will follow thatM-SAT is NP-complete.
An instance of the k-colourability problem is an undirected graph G. G is a yes-instance
if it is possible to assign each node i of G one of k colours, col(i) ∈ {0,1, . . . , k − 1}, in
such a way that if (i, j) is an edge of G then col(i) = col(j). G is a no-instance otherwise.
For the reduction, let G be a graph. We reduce G to a set of constraints Ξ(G). To write
these constraints we use a distinct variable xi for each node i of G. Let
Ξ(G) = {(0′xixj ): (i, j) is an edge of G}.
We can check that this is a correct reduction by identifying the k colours with the points in
the domain of M. 
From Theorem 9:
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Corollary 10.(1) The following are NP-complete: M-SAT(#9), M-SAT(#12), M-SAT(#16), for any
representationM.
(2) The following are NP-complete: M-SAT(#5), M-SAT(#11), M-SAT(#13), M-
SAT(#14), M-SAT(#15), M-SAT(#17), M-SAT(#18), for any finite representation
of the algebra.
(3) The following are NP-complete: Gen-SAT(#9), Gen-SAT(#12), Gen-SAT(#16).
Proof. The first two parts are direct from Theorem 9.
For the last part, observe that each of the following algebras has only one square
representation, up to base isomorphism: #9 [30, Theorem 1], #12 [30, Theorem 4(i)], #16
[30, Theorem 5]. It follows, for each of these algebras, that M-SAT(#n) is identical to
Gen-SAT(#n). 
Lemma 11. Any infinite representation of algebra #5 is universal.
Proof. Let Ξ be a closed, non-zero set of constraints and let M be any infinite
representation. Suppose inductively that h is an assignment of the variables x0, . . . , xk−1
(some k) into M such that all the constraints in Ξ involving only these k variables
are satisfied. We extend h to xk . If Ξ contains a constraint 1′xixk (some i < k) let
h(xk) = h(xi). This is well-defined, by closure of Ξ . Otherwise, let h(xk) be any point
in the domain of M, with h(xk) /∈ {h(xi): i < k}. Since M is infinite, this can be done.
Clearly, constraints from Ξ involving x0, . . . , xk are still satisfied by this. So we can extend
h until it is defined on all the variables and satisfies all of Ξ . 
Hence by Lemma 6, if M is an infinite representation of algebra #5 then M-SAT(#5)
and Gen-SAT(#5) have cubic complexities.
The complexity of algebra #10 has been analyzed in various papers in particular in the
Temporal Reasoning community (see [19,21,41]).
Theorem 12 [11, Theorem 4.1]. Every representation of algebra #10 is elementarily
equivalent to the representative based on the rational numbers, given in Fig. 1. Gen-
SAT(#10) and M-SAT(#10) (any representation M) are solvable on deterministic
machines in cubic time.
We will construct universal representations of algebras #11, #17 and #18. In each case
the universal representation will be based on a random graph.
Proposition 13. Countable graphs R,T and N exist with the following properties.
R is an undirected graph. Every finite undirected graph embeds into R. R is ultrahomoge-
neous—every finite partial isomorphism3 from R to itself extends to an automorphism
of R.
3 A finite partial isomorphism of a graph is a partial 1–1 map, whose domain and range are finite sets of nodes
of the graph, taking edges and non-edges to edges and non-edges respectively.
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T is a tournament (i.e., a directed graph with no reflexive edges such that for all pairs of
distinct nodes x, y ∈ T exactly one of (x, y) and (y, x) is an edge of T). Every finite
tournament embeds in T. T is ultrahomogenous.
N is an undirected, triangle-free graph. Every finite triangle-free graph embeds into N.
N is ultrahomogeneous.
Proof. These graphs can be constructed in two ways—as random constructions or as
Fraïssé limits. See [42, Section 7.1 and Section 7.4] or [43, Section 2.10] for a discussion
about these constructions. In the former approach, we can construct the graph R as follows.
Start with countably many nodes. For each pair of nodes x and y , include (x, y) as an edge
with probability 12 . The resulting graph will be isomorphic to R with probability 1. The
tournament T can be constructed as a random tournament in this way too. The triangle-free
graph N can also be constructed randomly, but you have to be careful with the construction
and fix it so that no triangles are included.
Here we outline in slightly more detail the second approach. To construct R as a Fraïssé
limit, you have to check that the class F of all finite, undirected graphs has the following
three properties.
Hereditary property. If A ∈F and B is an induced subgraph of A (more generally A is a
finite substructure of B) then B ∈F .
Joint embedding property. If A,B ∈ F then there is C ∈ F such that A and B embed
in C.
Amalgamation property. If A,B,C ∈ F and there are embeddings e :A → B and
f :A → C then there is D ∈ F and embeddings g :B → D and h :C → D such that
ge = hg.
Fraïssé’s theorem [42, Theorem 7.1.2] states that if K is a class of finitely generated (for
graphs this is just finite) structures with the Hereditary Property, the Joint Embedding
Property and the Amalgamation Property, then there is an ultrahomogeneous, countable
structure X into which every member of K embeds, furthermore the only finitely generated
structures which embed into X are the members of K . So Fraïssé’s theorem proves that a
countable, undirected, ultrahomogenous graph exists and every finite graph embeds into it,
as required by this proposition.
Similarly, it is easy to check that the class of all finite tournaments and the class
of all finite triangle-free graphs have the hereditary property, the joint embedding
property and the amalgamation property. Fraïssé’s theorem yields the required graphs T
and N. 
We can use these graphs to provide the universal representations we need.
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Lemma 14. Gen-SAT(#11), Gen-SAT(#17) and Gen-SAT(#18) have universal representa-
tions.
Proof. We define a universal representation T of algebra #11, based on the tournament T
of Proposition 13. The domain of T is the (countable) set of nodes of T. We interpret the
atoms of algebra #11 by letting
(1′)T = {(x, x): x is a vertex of T},
aT = {(x, y): x = y and (x, y) is an edge of T},
(a)T = {(x, y): x = y and (y, x) is an edge of T}.
Having defined the interpretation of the three atoms, it is easy to extend this to all eight
elements of algebra #11.
αT =
⋃{
βT : β  α,β is an atom
}
for any element α ∈#11. The fact that none of 1′T , aT , (a)T are empty is enough to
show that this defines a 1–1 map from algebra #11 into Re(nodes(T)), and the fact that
T is ultrahomogenous (indeed the much weaker fact that for every partial isomorphism
p of T of size two and every node t ∈ T there is a partial isomorphism p+ extending p
with t ∈ dom(p+)) is enough to show that (x;y)T = xT |yT for any x, y belonging to
algebra #11. To illustrate how this works, we show that (a;a)T = aT |aT . Well
(x, y) ∈ aT |aT ⇔ ∃z ((x, z) ∈ aT ∧ (z, y) ∈ aT )
⇔ ∃z ((x, z), (z, y) are both edges of T)
⇒ x = y
⇔ (x, y) ∈ (0′)T = (a;a)T .
The third (one-way) implication holds because T is a tournament, so you cannot have
both of (x, z) and (z, x) being edges of T. This implication may be reversed. Suppose
x = y ∈ T. Since T is a tournament, either (x, y) or (y, x) is an edge. Without loss, assume
the former. Since all finite tournaments embed in T, there are three nodes x ′, y ′, z′ ∈ T
and (x ′, y ′), (x ′, z′), (z′, y ′) are edges of T. By ultrahomogeneity (or the weaker property
described above) the partial isomorphism {(x ′, x), (y ′, y)} extends to a partial isomorphism
{(x ′, x), (y ′, y), (z′, z)} for some node z ∈ T. So (x, z) and (z, y) are edges of T. This
reverses the third implication. Since this implication can be reversed, we have (x, y) ∈
aT |aT ⇔ (x, y) ∈ (a;a)T , as required. Similarly, other products of elements are correctly
represented. This is the critical point in showing that T is indeed a representation of the
algebra.
For universality, let {Cij xixj : i, j < n} be some closed, non-zero set of constraints
over algebra #11. Suppose for contradiction that these constraints are not satisfiable in T .
Further, suppose that the number, n, of distinct variables occurring in the set of constraints
is least possible for such a situation.
If there are k = l < n and Ckl = 1′, then {Cij xixj : i, j < n, k = i, k = j } is a non-zero,
closed set of constraints not satisfiable in T with a smaller set of variables, contrary to
assumption.
M. Cristani, R. Hirsch / Artificial Intelligence 156 (2004) 177–196 191
Hence we can assume, for all i = j < n, that either a  Cij or a  Cij . Closure of
the constraints implies that Cji = Cij , so a  Cij ⇔ a  Cji , for i = j < n. Define
a tournament C with nodes {0,1, . . . , n − 1} by letting (i, j) be an edge of C (for each
i < j < n) iff a  Cij , and (j, i) is an edge of C iff (i, j) is not an edge of C.
Every finite tournament embeds into T, so let ι be an embedding of C into T. This
embedding determines a variable assignment v, given by v(xi) = ι(i), for i < n. We have to
check that v satisfies all the constraints. Let Cij xixj be one of the constraints and suppose
i < j . If a  Cij then (i, j) is an edge of C and hence (ι(i), ι(j)) is an edge of T. Therefore,
(v(xi), v(xj )) = (ι(i), ι(j)) ∈ aT ⊆ CTij . If a  Cij then a  Cij , (j, i) is an edge of T
and (ι(j), ι(i)) is an edge of T. So (ι(i), ι(j)) is not an edge of T, hence (v(xi), v(xj )) =
(ι(i), ι(j)) ∈ (a)T ⊆ CTij . If j < i < n then (v(xj ), v(xi)) ∈ CTji ⇒ (v(xi), v(xj )) ∈ CTij .
Thus all constraints are satisfied by v.
This proves that T is universal.
In a very similar way we can construct universal representationsN ,R of algebras #17
and #18 respectively. For the former we let
(1′)N = {(x, x): x is a vertex of N},
aN = {(x, y): x = y and (x, y) is an edge of N},
bN = {(x, y): x = y and (x, y) is not an edge of N}
and for the latter we let
(1′)R = {(x, x): x is a vertex of R},
aR = {(x, y): x = y and (x, y) is an edge of R},
bR = {(x, y): x = y and (x, y) is not an edge of R}.
As with the first case, the fact that all atoms have non-empty interpretation plus the
ultrahomogeneity of the graph is enough to prove that N and R are representations of
algebras #17 and #18 respectively. And the fact that every finite triangle-free graph embeds
in N (respectively, every finite graph embeds in R) suffices to show that these are universal
representations. 
Lemma 15. Algebra #13 has a universal representation.
Proof. A universal representation M of algebra #13 can be constructed by taking as a
domain the disjoint union of two countably infinite sets X and Y . To interpret the atoms,
1′M = {(z, z): z ∈ X ∪ Y},
aM = {(x, x ′): x = x ′ ∈ X} ∪ {(y, y ′): y = y ′ ∈ Y},
bM = {(x, y), (y, x): x ∈ X,y ∈ Y},
so bM is a bipartite graph over X,Y . To see that this is indeed a representation, just check
that composition of the binary relations just defined corresponds exactly to the composition
table given for algebra #13. For universality, let {Cij (xi, xj ): i, j < n} be a non-zero closed
set of constraints. We claim that these constraints are satisfiable in M.
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For the claim, define constraints Bij over algebra #4 by letting Bij  1′ iffalg.#4
Cij •(−b) = 0, and Bij  0′alg.#4 iff Cij  b, for all i, j < n. Since (−b); (−b)= b;b = −b
and (−b);b = b; (−b) = b, it follows that {Bij xixj : i, j < n} is a closed, non-zero
set of constraints over algebra #4. By Lemma 8 these constraints are satisfiable in the
universal, two element representation M of algebra #4. Let the two elements of M
be {0,1}, say, and let h be a variable assignment into M satisfying the constraints
{Bij xixj : i, j < n}. Let I0 = {i < n: h(i) = 0} and I1 = {i < n: h(i) = 1}. Define new
constraints {Dij (xi, xj ): i, j ∈ I0} over algebra #5 by Dij = Cij • (−b). This is a closed
set of non-zero constraints and so, by Lemma 11, there is a variable assignment f0 from
the variables {xi : i ∈ I0} into a model, whose domain we may as well take to be X,
satisfying all these constraints. Similarly, we can define constraints {Eij (xi, xj ): i, j ∈
I1} over algebra #5 in exactly the same way, and thus find a variable assignment f1
from {xi : i ∈ I1} into a representation whose domain is Y . The variable assignment
f = f0 ∪ f1 is defined on all variables {xi: i < n} and satisfies all the constraints
{Cij : i, j < n}. 
Lemma 16. Algebra #14 has a universal representation.
Proof. Let the domain M = {n,n′: n ∈ N}, i.e., take two disjoint copies of the natural
numbers. To interpret the atoms of algebra #14 let
1′M = {(n,n), (n′, n′): n ∈N},
aM = {(n,n′), (n′, n): n ∈N},
bM = 1M \ (1′M ∪ aM).
As with the previous lemma, you can check that this defines a representation by comparing
the composition of the binary relations just defined with those in the composition table for
algebra #14. We must check that it is universal. So let Ξ = {Cij : i, j < n} be any non-
zero, closed set of constraints. The element −b = 1 + a is an equivalence element, i.e.,
−b 1′, (−b) = (−b); (−b)= −b. Let ∼ be the binary relation over the set of variables
occurring in Ξ defined by xi ∼ xj iff Cij −b, for i, j < n. By closure of the constraints,
∼ is an equivalence relation over the set of variables. The restriction of algebra #14
to the elements below −b is a relation algebra isomorphic to algebra #4. So, for each
∼-equivalence class α, the restriction Ξα of Ξ to the constraints using only variables in α
is a non-zero, closed set of constraints over algebra #4. By Lemma 8 there is an assignment
hα to the variables in Ξα into a representation of algebra #4. Since the only square
representation of this algebra has size two, we can take the domain of the representation
to be {n,n′}, for some n = n(α) ∈ N, and we can assume that n(α) = n(β) ⇒ α = β ,
for any equivalence classes α and β . Now for any variables xi, xj where i ∼ j we have
b  Cij (else i ∼ j ). So h =def ⋃equiv. classes α hα is a variable assignment satisfying all
of Ξ . 
Lemma 17. Algebra #15 has a universal representation.
Proof. For the domain take N×N. Interpret that atoms by
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1′M = {(p,p): p ∈N×N},
aM = {((m,n), (m′, n)): m,m′, n ∈N,m = m′},
bM = {((m,n), (m′, n′)): m,m′, n,n′ ∈N, n = n′}.
Let Ξ = {Cij xixj : i, j < n} be a non-zero closed set of constraints over algebra #15. The
element 1′ + a = −b is an equivalence element. Define an equivalence relation ∼ over
the variables in Ξ by xi ∼ xj iff Cij  −b. This is indeed an equivalence relation, by
the closure of the constraints. As in the previous lemma, if we restrict algebra #15 to the
elements below −b we get a relation algebra isomorphic, this time, to algebra #5. So, if we
restrict Ξ to those constraints using only variables occurring in a given ∼-equivalence class
α, we get a non-zero, closed set of constraints Ξα over algebra #5. By Lemma 11 there is
a variable assignment hα satisfying Ξα . We can take the domain of the representation of
algebra #5 to be {(m,n): m ∈ N}, for some integer n = n(α), since this is an infinite set,
and we can assume that n is unique to α (i.e., n(α) = n(β) ⇒ α = β for any equivalence
classes α,β). Then h =def ⋃α hα is a variable assignment satisfying all of Ξ . 
Pulling all this together:
Theorem 18. The complexities of Gen-SAT(#1)–Gen-SAT(#18) are as given in Fig. 3.
No. Gen-SAT M-SAT
#1 O(1) O(1)
#2 O(n) O(n)
#3 O(n) O(n)
#4 O(n3) O(n3)
#5 O(n3)
{
O(n3) M infinite, square
NPC M finite
#6 O(n) O(n)
#7 O(n3) O(n3)
#8 O(n3)
{
O(n3) M infinite, square
NPC M finite
#9 NPC NPC
#10 O(n3) O(n3)
#11 O(n3) NPC ifM is finite
#12 NPC NPC
#13 O(n3) NPC ifM is finite
#14 O(n3) NPC ifM is finite
#15 O(n3) NPC ifM is finite
#16 NPC NPC
#17 O(n3) NPC ifM is finite
#18 O(n3) NPC ifM is finite
Fig. 3. Summary of results. The eighteen isomorphisms types with complexity results. Only representations
obtained by taking the disjoint union of one square representation for each simple component are considered
here.
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Proof. The first four complexities are given in Lemma 8. The complexity of Gen-SAT(#5)
is given in Lemma 11. Algebra #6 is the direct product #2 × #2 × #2, so Gen-SAT(#6) has
the same complexity as Gen-SAT(#2), by Lemma 7, namely O(n). Similarly, algebra #7 is
isomorphic to #2 × #4 so by Lemma 7 its complexity is O(n3). Algebra #8 is isomorphic
to #2 × #5 so its complexity is O(n3). Gen-SAT(#9), Gen-SAT(#12) and Gen-SAT(#16)
are NP-complete, by Corollary 10. Gen-SAT(#10) has cubic complexity, by Theorem 12.
Gen-SAT(#11), Gen-SAT(#17) and Gen-SAT(#18) have cubic complexity, by Lemma 14
and Lemma 6. The complexities of Gen-SAT(#13), Gen-SAT(#14) and Gen-SAT(#15) are
cubic, by Lemma 6 and Lemmas 15, 16 and 17, respectively. 
5. Conclusions and further work
We have analyzed the computational complexity of the Gen-SAT problem on the
eighteen small relation algebras classified by Maddux and Andrèka in [30]. This analysis
provides a complete computational account for the small relation algebras.
Some problems about computational complexity of the constraint satisfaction problem
for small relation algebras over specified representations remain open. We still need to
establish whether the M-SAT problems are tractable for infinite models (other than those
used for the above analysis).
Another important problem arising from the applications is to restrict Gen-SAT(A) to a
specified subset S of the relation algebraA. That is, we want to know if a set of constraints
{σij xixj : i, j < n}, where σij ∈ S for i, j < n, is satisfiable in a representation of A.
It can happen that the complexity of this restricted problem is lower than that of Gen-
SAT(A). The analysis of subsets has been studied for many algebras used, in particular,
for knowledge representation as in the case of Allen’s algebra [44–47], for the Region
Connection Calculus [48–50], for the congruence algebra [51], but a general solution is
still a long way off.
Finally, an observation about our results, leading to two further problems. For any
small relation algebra A we have seen that the complexity of Gen-SAT(A) is either cubic
(because A has a universal representation) or NP-complete. Two problems arise.
Problem 1. Find a relation algebra A with no universal representation but where the
complexity of Gen-SAT(A) is polynomial.
Problem 2. Find a relation algebra A such that the complexity of Gen-SAT(A) is
polynomial, but worse than cubic.
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