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Abstrakt
Tato práce se zabývá problematikou návrhu a implementace syntaktické analýzy zaloºené na
kontextových jazycích, obsahujících konstrukce, které není moºné analyzovat pomocí stan-
dardních syntaktických analyzátor· zaloºených na bezkontextových gramatikách. Konkrétn¥
se tato práce zabývá moºností roz²í°ení LL-analýzy o kontextovou podporu a to nahrazením
klasických zásobníkových automat· pomocí hlubokých zásobníkových automat· (HZA), tak
jak je p°edstavil a popsal prof. Alexander Meduna.
Abstract
This paper addresses the issue of design and implementation of syntactic analysis based
on the context sensitive languages, respectively, grammars that contains constructs, which
isn't possible to analyze with the help of the standard parsers based on the context free
grammars. More speciﬁcally, this paper deals with the possibility of adding context sensitive
support to the classic LL-analysis by replacing the standard pushdown automata (PDA) with
deep pushdown automata (DP), which were introduced and published by prof. Alexander
Meduna.
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Kapitola 1
Úvod
Drtivá v¥t²ina v²ech dne²ních programovacích jazyk· je kontextových, paradoxn¥ jejich
syntaktické analyzátory jsou zaloºené na bezkontextových gramatikách a zásobníkových
automatech, které dokáºí zpracovávat pouze bezkontextové jazyky. Proto jsou p°eklada£e
obecn¥ dopln¥ny °adou roz²í°ení, ze kterých je z°ejm¥ nejd·leºit¥j²í tabulka symbol·, která
v konjunkci s bezkontextovým syntaktickým analyzátorem je schopna obsáhnout kontex-
tuálnost t¥chto jazyk·. Nicmén¥ i tento p°ístup má svá omezení, jelikoº tabulka symbol·
slouºí p°edev²ím k analýze sémantického charakteru a neumoº¬uje provád¥t kontextovou
analýzu syntaktického charakteru.
Tato práce se zabývá návrhem syntaktické analýzy zaloºené na hlubokých zásobníko-
vých automatech, jenº p°edstavil prof. Alexander Meduna [6], a které pracují na stejném
principu jako klasické zásobníkové automaty s tím rozdílem, ºe mohou expandovat i neter-
minální symboly hloub¥ji na zásobníku. Jejich síla, neuvaºujeme-li 𝜀-pravidla, odpovídá síle
stavových gramatik, které deﬁnoval Takumi Kasai v roce 1970 [9], coº znamená, ºe jsou
stejn¥ jako stavové gramatiky schopny alespo¬ teoreticky obsáhnout nekone£nou hierarchii
jazyk· mezi t°ídami jazyk· bezkontextových a kontextových.
Vzpome¬me si na klasický zásobníkový automat, který p°i kaºdém kroku m·ºe provést
bu¤ operaci 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 (p°i výskytu terminálního symbolu na vrcholu zásobníku) nebo operaci
𝑒𝑥𝑝𝑎𝑛𝑑 (p°i výskytu neterminálního symbolu na vrcholu zásobník·). Hluboký zásobníkový
automat funguje totoºn¥, pouze s tím rozdílem, ºe pokud je na vrcholu zásobníku neterminál,
hluboký ZA umoº¬uje expandovat i neterminály mimo vrchol zásobník·. Tedy, zatímco
operace 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 z·stane nezm¥n¥na, operace 𝑒𝑥𝑝𝑎𝑛𝑑 bude rozdílná.
Zcela jist¥ existuje mnoho p°ístup· jak vyuºít hluboké zásobníkové automaty pro kon-
textovou analýzu, nicmén¥ tato práce se konkrétn¥ bude zabývat moºností roz²í°ení klasické
LL-analýzy pracující ve sm¥ru shora-dol·, náhradou standardního zásobníkového automatu
za hluboký, p°i£emº se primárn¥ zam¥°uje na moºnost obohacení klasických programovacích
jazyk· o pokro£ilé, kontextové, syntaktické konstrukce.
V druhé kapitole tato práce formáln¥ deﬁnuje st¥ºejní pojmy jako jsou: gramatika, LL-
gramatika, stavová gramatika, zásobníkový automat a hluboký zásobníkový automat a n¥-
které dal²í související pojmy. Zárove¬ bude uveden jednoduchý p°íklad práce hlubokého
ZA.
Dal²í kapitola pak detailn¥ zkoumá problémy související s návrhem gramatik (stavových
i t¥ch klasických), které plynou z vy°azení 𝜀-pravidel.
tvrtá kapitola pokra£uje návrhem zm¥n standardní LL-analýzy pot°ebných pro zahr-
nutí hlubokého ZA, p°i£emº zde bude popsána p°edev²ím rozdílná struktura LL-tabulek pro
klasickou a hlubokou formu LL-analýzy, algoritmy pro výpo£et mnoºin hloubek pravidel sta-
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vové gramatiky a algoritmy pro výpo£et mnoºin 𝐹𝑖𝑟𝑠𝑡 a 𝐹𝑜𝑙𝑙𝑜𝑤 pro hlubokou LL-analýzu.
Nezapomeneme v²ak ani na d·leºitou kapitolu v¥novanou zotavení z chyb.
V páté kapitole budou shrnuty výsledky kapitol dva aº £ty°i a to formou formální deﬁnice
pojmu stavové LL-gramatiky.
está kapitola, která se v¥nuje implementaci, vysv¥tluje a formáln¥ deﬁnuje pojem hie-
rarchické hluboké syntaktické analýzy (dále také HSA). Zejména v této £ásti bude popsáno
jak tento systém byl pouºit, respektive, jak usnadnil implementa£ní £ást této práce. Zárove¬
zde bude rozebráno n¥kolik implementa£n¥ d·leºitých oblastí, jako je nap°íklad zpracování
vstupu, zotavení z chyb £i princip a struktura samotné hluboké syntaktické analýzy.
V sedmé kapitole bude p°edstaveno n¥kolik syntaktických konstrukcí, které klasická, bez-
kontextová, syntaktická analýza není schopna pokrýt, a které je moºno analyzovat pomocí
syntaktického analyzátoru implementovaného jako sou£ást této diplomové práce.
Kone£n¥, v osmé kapitole v¥nované dal²ím moºným sm¥r·m výzkumu a vývoje hluboké
syntaktické analýzy, bude stru£n¥ uvedeno n¥kolik málo nejperspektivn¥j²ích oblastí, na
které jiº v této práci nezbylo místo nebo jejich sloºitost zna£n¥ p°esahuje rozsah diplomové
práce. Zejména se jedná o roz²í°ení deﬁnice hlubokého ZA o podporu 𝜀-pravidel a p°edstavení
hypotézy takzvaných makro neterminálních symbol·.
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Kapitola 2
Definice a použitá notace
Tato kapitola formáln¥ deﬁnuje pojmy, které v této práci budou pouºívány. N¥které z t¥chto
pojm· jsou dob°e známé a jsou zde uvedeny z £ásti pro úplnost, z £ásti protoºe pro n¥
existuje vícero deﬁnicí a z £ásti protoºe n¥které deﬁnice jsou mírn¥ pozm¥n¥né pro ú£ely
této práce.
2.1 Definice
Definice 2.1.1. Gramatika je £tve°ice (N, T, P, S), kde:
∙ N je kone£ná mnoºina neterminál·.
∙ T je kone£ná mnoºina vstupní abecedy (terminál·).
∙ P je kone£ná mnoºina pravidel tvaru A → B, kde B ∈ (N ∪ T)+, A ∈ N.
∙ S je po£áte£ní neterminální symbol, tedy S ∈ N.
Definice 2.1.2. LL-gramatika je £tve°ice (N, T, P, S), kde:
∙ N je kone£ná mnoºina neterminál·.
∙ T je kone£ná mnoºina vstupní abecedy (terminál·).
∙ P je kone£ná mnoºina pravidel tvaru A → B, kde B ∈ (N ∪ T)+, A ∈ N. Zárove¬
platí, ºe ∀a ∈ T a ∀A existuje maximáln¥ jedno pravidlo tvaru 𝐴 → 𝑋1𝑋2...𝑋𝑛 ∈ P
takové, ºe 𝑎 ∈ 𝐹𝑖𝑟𝑠𝑡(𝑋1𝑋2...𝑋𝑛).
∙ S je po£áte£ní symbol, tedy S ∈ N.
Definice 2.1.3. Stavová gramatika G je p¥tice (Q, Σ, Γ, P, S), kde:
∙ Q je kone£ná mnoºina stav·.
∙ Σ je kone£ná mnoºina vstupní abecedy (terminál·).
∙ Γ je úplná abeceda, kde Γ = Σ ∪ N, kde N je kone£ná mnoºina neterminál·.
∙ P ⊆ (Q × N) × (Q × Γ+) je kone£ná relace, p°i£emº místo (𝑞, 𝐴, 𝑝, 𝑣) ∈ 𝑃 budeme
psát (𝑞, 𝐴) ⇒ (𝑝, 𝑣) ∈ 𝑃 , p°ípadn¥ 𝑞𝐴→ 𝑝𝑣.
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∙ S je po£áte£ní symbol, tedy S ∈ N.
Pov²imn¥me si, ºe deﬁnice stavové gramatiky zahrnuje pouze po£áte£ní neterminál 𝑆.
Takto ji deﬁnoval Kasai T. s tím, ºe jako startovní stav se mohou pouºít v²echny takové
stavy 𝑞, pro které bude existovat pravidlo ve tvaru 𝑞𝑆 → 𝑝𝑣. Nebo-li, m¥jme mnoºinu
𝑄𝑠𝑡𝑎𝑟𝑡 = {𝑞 ∈ 𝑄|𝑞𝑆 → 𝑝𝑣 ∈ 𝑃 , kde 𝑝 ∈ 𝑄,𝑆 je startovní neterminál a 𝑣 ∈ Γ+}, pak
startovní stav 𝑞 ∈ 𝑄𝑠𝑡𝑎𝑟𝑡. Zárove¬ v²ak pro na²e ú£ely tuto vlastnost stavových gramatik
m·ºeme ignorovat, protoºe my si vºdy startovní stav deﬁnujeme.
Definice 2.1.4. Deriva£ní krok stavové gramatiky pomocí pravidla 𝑟 ∈ 𝑃 zna£íme (𝑞, 𝐴) ⇒
(𝑝,𝑋)[𝑟], kde [r] obvykle vypustíme pro zjednodu²ení zápisu.
Definice 2.1.5. Stavová gramatika je 𝑛-𝑙𝑖𝑚𝑖𝑡𝑒𝑑, pokud kaºdý deriva£ní krok (𝑞, 𝑥𝐴𝑦) ⇒
(𝑝, 𝑥𝐵𝑦)[(𝑞, 𝐴) → (𝑝,𝐵)] (𝑝, 𝑞 ∈ 𝑄, 𝑥, 𝑦 ∈ Γ*, 𝐵 ∈ Γ+ a 𝐴 ∈ 𝑁) spl¬uje podmínku |𝑥𝐴|𝑁 ≤
𝑛, kde |𝑧|𝑁 zna£í po£et výskyt· neterminál· v °et¥zci z.
Definice 2.1.6. Zásobníkový automat Z je sedmice (Q, Σ, Γ, R, s, S, F), kde:
∙ Q je kone£ná mnoºina stav·, nicmén¥ pro LL-analýzu, která je zaloºena na LL-
gramatice se uvaºuje pouze jeden, tak jak bylo ukázáno v p°íklad¥ £íslo 4.22, ve
studijní opo°e p°edm¥tu Teoretická Informatika [3]. Tedy |Q| = 1. Takový ZA pak
z°ejm¥ skon£í svoji £innost vyprázdn¥ním svého zásobníku.
∙ Σ je kone£ná mnoºina vstupní abecedy (terminál·).
∙ Γ je kone£ná mnoºina zásobníkové abecedy, kde Γ = Σ ∪ N ∪ {#}, kde N je kone£ná
mnoºina neterminál· a # zna£í dno zásobníku.
∙ R je kone£ná mnoºina pravidel tvaru pAa → qw, kde p, q ∈ Q, A ∈ N, a ∈ Σ a w ∈
Γ*.
∙ s je po£áte£ní stav.
∙ S je po£áte£ní symbol na zásobníku.
∙ F je mnoºina koncových stav·.
Definice 2.1.7. Konﬁgurace ZA je trojice 𝑄× Σ* × (Γ− {#})*{#}.
Definice 2.1.8. Výpo£etní krok ZA je p°echod mezi jeho dv¥ma konﬁguracemi 𝛼 = (𝑝, 𝑐𝛾, 𝑑𝑋)
a 𝛽 = (𝑞, 𝑒𝛿, 𝑓𝑍) pomocí n¥jakého pravidla 𝑟 ∈ 𝑅 zna£eno 𝛼 ⇒ 𝛽 neboli (𝑝, 𝑐𝛾, 𝑑𝑋) ⇒
(𝑞, 𝑒𝛿, 𝑓𝑍). Obecn¥ u ZA pouºívaných pro analýzu shora-dol· (LL) m·ºeme výpo£etní krok
rozd¥lit na dva typy, kterými jsou 𝑐𝑜𝑚𝑝𝑎𝑟𝑒, který se provede pokud 𝑐 = 𝑑 ∧ 𝑐 ∈ Σ, zna-
£eno (𝑝, 𝑐𝛾, 𝑑𝑋) ⇒𝑐𝑜𝑚𝑝𝑎𝑟𝑒 (𝑞, 𝛿, 𝑍). Toto roz²í°íme o moºnost n¥kolikanásobného 𝑐𝑜𝑚𝑝𝑎𝑟𝑒,
tedy pokud chceme pouºít 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 nap°íklad £ty°ikrát za sebou pro odstran¥ní £ty°i sym-
bol·, pí²eme: 𝛼⇒𝑐𝑜𝑚𝑝𝑎𝑟𝑒(4) 𝛽. Druhý typem p°echodu je 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛, jenº se provede pokud
𝑑 ∈ 𝑁 , zna£eno (𝑝, 𝑐𝛾, 𝑑𝑋) ⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 (𝑞, 𝑐𝛾, 𝑓𝑋), kde neterminál 𝑑 byl expandován na
°et¥zec 𝑓 ∈ (Γ− {#})*.
Definice 2.1.9. Hluboký zásobníkový automat H je sedmice (Q, Σ, Γ, R, s, S, F), kde:
∙ Q je kone£ná mnoºina stav·.
∙ Σ a Γ jsou deﬁnovány stejn¥ jako u ZA.
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∙ R je kone£ná mnoºina pravidel tvaru npAa → qw, kde n ∈ N, p, q ∈ Q, A ∈ N, a ∈ Σ
a w ∈ Γ*, a kde n reprezentuje zásobníkovou hloubku ve které je moºné toto pravidlo
pouºít.
∙ s, S a F jsou deﬁnovány stejn¥ jako u ZA.
Hluboký zásobníkový automat funguje naprosto stejn¥ jako klasický zásobníkový auto-
mat pouze s tím rozdílem, ºe operace 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 muºe být provedena nejenom pro ne-
terminály na samém vrcholu zásobníku. M¥jme dv¥ konﬁgurace HZA 𝛼 = (𝑝, 𝛾,𝑋) a
𝛽 = (𝑞, 𝛿, 𝑍). Expanzi v hlubokém zásobníkovém automatu v hloubce 𝑛 ∈ N budeme zna£it
𝛼⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(𝑛) 𝛽 neboli (𝑝, 𝛾,𝑋) ⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(𝑛) (𝑞, 𝛾, 𝑍).
Pro up°esn¥ní funk£nosti uvaºujme známý kontextový jazyk L = { 𝑎𝑛𝑏𝑛𝑐𝑛 | n ≥ 1 }. Je
z°ejmé, a pomocí pumping lemma pro bezkotextové jazyky snadno dokazatelné, ºe takovýto
jazyk není moºno p°ijat pomocí klasického zasobníkového automatu. Toto v²ak neplatí pro
stavovou gramatiku a hluboký zásobníkový automat.
Příklad 2.1.1. M¥jme stavovou gramatiku G = {{s, q, p, f}, {a, b, c}, Γ = Q ∪ N, P, S}.
Dále m¥jme hluboký zásobníkový automat Z zaloºený na gramatice G. Z = {{s, q, p, f}, {a,
b, c}, Γ = Q ∪ N, R, s, S, {f}}, kde N = {S, A, B}, p°i£emº mnoºiny pravidel P a R jsou
deﬁnovány následovn¥:
1) sS → qAB 1) 1sS → qAB
2) qA → paAb 2) 1qA → paAb
3) qA → fab 3) 1qA → fab
4) pB → qcB 4) 2pB → qcB
5) fB → fc 5) 1fB → fc
𝑠start 𝑞 𝑝
𝑓
1: S/AB 1: A/aAb
1: A/ab
2: B/cB
1: B/c
Obrázek 2.1: Znázorn¥ní automatu Z, respektive gramatiky G, pokud vypustíme £ísla
hloubek jednotlivých p°echod·.
Za pov²imnutí stojí, ºe z deﬁnice Z je z°ejmé, ºe gramatika G je 2-𝑙𝑖𝑚𝑖𝑡𝑒𝑑. Tedy, kaºdý
deriva£ní krok gramatiky G £i automatu Z bude modiﬁkovat maximáln¥ druhý neterminál
na zásobníku. Konkrétn¥ automat Z m·ºe pracovat následovn¥:
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𝑠start 𝑞 𝑝− 𝑓
𝑝
𝑓
1: S/AB 1: A/a P-F
1: P-F/Ab
1: P-F/b
2:
B/
cB
1: B/c
Obrázek 2.2: Opravený automat Z pomocí faktorizace.
(s, aabbcc, S#) ⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(1) (q, aabbcc, AB#)
⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(1) (p, aabbcc, aAbB#)
⇒𝑐𝑜𝑚𝑝𝑎𝑟𝑒(1) (p, abbcc, AbB#)
⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(2) (q, abbcc, AbcB#)
⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(1) (f, abbcc, abbcB#)
⇒𝑐𝑜𝑚𝑝𝑎𝑟𝑒(4) (f, c, B#)
⇒𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛(1) (f, c, c#)
⇒𝑐𝑜𝑚𝑝𝑎𝑟𝑒(1) (f, 𝜀, #)
V prvních dvou výpo£etních krocích hluboký ZA pracuje stejn¥ jako klasický ZA, tedy
expanduje nejvy²²í symbol (neterminál) na zásobníku. V t°etím kroce provede porovnání a
odstran¥ní terminálního symbolu a jak ze vstupu, tak i ze zásobníku a skon£í ve stavu p.
Nyní je v²ak nejvrchn¥j²ím symbolem na zásobníku neterminál pro n¥jº ve stavu p neexis-
tuje ºádné pravidlo. Proto se hluboký ZA musí podívat hloub¥ji, konkrétn¥ na neterminál
B na druhé pozici v zásobníku (terminály se nepo£ítají), který pomocí 4. námi deﬁnova-
ného pravidla expanduje. Dále automat bude pracovat stejn¥ jako klasický ZA a skon£í s
prázdným vstupem a pouze # na zásobníku. V²imn¥me si v²ak, ºe HZA Z by ve vý²e uve-
dené podob¥ nefungoval, respektive ve druhém a t°etím pravidle zde existuje konﬂikt, kdy
není moºné deterministicky rozhodnout, které pravidlo z nich pouºít. e²ením je obdobn¥
jako u klasického ZA pouºít faktorizaci (vytýkání). Jedno z moºných °e²ení je nazna£eno
níºe, p°i£emº pro víceznakové názvy stav· budeme pouºívat notaci <stav> a víceznakové
terminály a neterminály budou odd¥leny mezerou.
1qA → paAb
1qA → fab
⎫⎬⎭
1qA → <p/f>a P-F
1<p-f>P-F → pAb
1<p-f>P-F → fb
Ve výsledku byla konﬂiktní pravidla nahrazena t°emi novými a zárove¬ jsme p°idali
jeden nový neterminál P-F a jeden nový stav <p-f>. Výsledný automat je vid¥t na obrázku
2.2.
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Kapitola 3
Hluboká LL-analýza bez 𝜀-pravidel
V této kapitole se podíváme na n¥která úskalí vylou£ení 𝜀-pravidel z návrhu gramatik.
3.1 Vyloučení 𝜀-pravidel
Stavové gramatiky, které byly p°edstaveny Takumi Kasaiem [9] neuvaºovaly pouºití 𝜀-pravidel.
Stejn¥ tak ani deﬁnice hlubokých zásobníkových automat· [6] 𝜀-pravidla nepouºívá, jelikoº
vychází práv¥ ze zmín¥né deﬁnice stavových gramatik. A vícemén¥ stejn¥ se zachováme i v
této práci, p°i£emº si musíme dát pozor n¥kolik problém· a nep°íjemností, které tato volba
p°iná²í, a které se týkají p°edev²ím návrhu stavové gramatiky.
3.1.1 Faktorizace
V p°íklad¥ 2.1.1 jsme si nazna£ili zp·sob jak je moºné odstranit konﬂikty ve stavové gra-
matice, nicmén¥ to nelze provést vºdy. Uvaºujme nap°íklad následující pravidla:
pA → pa
pA → qab
Tato dv¥ pravidla nelze úsp¥²n¥ opravit, protoºe vytkneme-li spole£ný preﬁx jejich ex-
panzí, tedy °et¥zec ”𝑎” (a vytvo°íme-li nezbytný nový stav a neterminál), nutn¥ nám musí
vniknout 𝜀-pravidlo:
pA → <p-q>a P-Q
<p-q>P-Q → p𝜀
<p-q>P-Q → qb
3.1.2 Problematická konstrukce gramatiky
Dal²ím neduhem nemoºnosti pouºít 𝜀-pravidla je samotný návrh gramatiky. Uvaºujme kla-
sickou bezkontextovou LL-gramatiku G = ({PROG, STATS, ST1, ST2}, {'}', '{', ;}, P,
PROG), kde P je deﬁnováno následovn¥:
PROG → { STATS }
STATS → ST1 ; STATS | ST2 ; STATS | 𝜀
ST1 → ...
ST2 → ...
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Idea skrytá za touto gramatikou je z°ejmá. Na za£átku si vygeneruji hlavní obálku pro-
gramu a poté generuji jednotlivé p°íkazy. Nás v²ak zajímá generování neterminálu STATS
sebou samým, který je kdykoliv moºno smazat pomocí pravidla STATS → 𝜀. Bez moºnosti
pouºít 𝜀-pravidla se nikdy nesmí vygenerovat neterminál, který se nikdy nepouºije. Tedy,
v tomto p°ípad¥ by se z dané gramatiky dalo vý²e zmín¥né pravidlo odstranit nap°íklad
p°idáním neterminálu STAT.
PROG → { STATS
STATS → STAT | }
STAT → ST1 ; STATS | ST2 ; STATS
ST1 → ...
ST2 → ...
Vidíme, ºe se nám gramatika zv¥t²ila a její £itelnost se sníºila. To by samo o sob¥ aº tak
nevadilo, nicmén¥ u v¥t²ích - ale p°esto stále relativn¥ malých - gramatik to d¥lá gramatiku
velice ²patn¥ £itelnou. M¥jme zjednodu²ený kontextový jazyk L pro deﬁnování funkce s
libovolným po£tem návratových hodnot, 0 parametry ([ ]) a pouze dv¥ma r·znými p°íkazy
jenº se mohou objevit v jejím t¥le:
𝐿𝑓𝑐𝑒 = {𝑡𝑛𝑖[ ]{(𝑟𝑖𝑛)?(𝑒(𝑟𝑖𝑛)?)𝑘}|𝑛, 𝑘 ≥ 1}.
Terminál 't', p°edstavuje symbol typu, 'i' p°edstavuje identiﬁkátor, 'r' p°íkaz návratu z
funkce, 'e' prázdný p°íkaz a výraz 𝑥? znamená, ºe se symbol 𝑥 (terminál) m·ºe opakovat
0 nebo 1, nebo-li 𝑥? = (𝑥 + 𝜀). T¥lo funkce lze opustit hned na za£átku a pak vºdy po
libovoln¥ dlouhé sekvenci prázdných p°íkaz·. Nap°íklad funkce 𝑡𝑡𝑖[ ]{𝑒𝑒𝑟𝑖𝑖} ∈ 𝐿𝑓𝑐𝑒 provede
dva prázdné p°íkazy a vrátí dv¥ prom¥nné tak jak jí p°edepisuje její hlavi£ka. Jelikoº je
jazyk 𝐿𝑓𝑐𝑒 kontextový, m·ºe syntaktický analyzátor který jej realizuje, pracovat tak, ºe si
p°i analýze hlavi£ky funkce na zásobník pozna£í kolik typ· má vrátit. Kdyº poté dorazí k
𝑟𝑖𝑖} bude v¥d¥t kolik jich má vrátit a jelikoº pak p°ímo následuje konec funkce, skon£í.
Naproti tomu funkce 𝑡𝑡𝑖[ ]{𝑟𝑖𝑖𝑒𝑒𝑒} ∈ 𝐿𝑓𝑐𝑒 p°i kontrole 𝑟𝑖𝑖 zp·sobí nutnost replikace ne-
terminál· indikujících po£et návratových hodnot pro p°ípad, ºe za bezprost°edn¥ následující
sekvencí 𝑒𝑒𝑒, bude dal²í p°íkaz návratu z funkce. Tady nastává problém protoºe nem·ºeme
pouºívat 𝜀-pravidla, která by smazání zna£ek umoºnila. Jedním z teoreticky moºných zp·-
sob· °e²ení by bylo na£íst tokeny aº po konec funkce a generovat zna£ky jen tehdy pokud
p°íkaz návratu z funkce najdeme. Nicmén¥ to nemusí být nikterak krátký úsek.
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Kapitola 4
Návrh LL-analýzy pro hluboký ZA
Tato kapitola se zabývá problematikou roz²í°ení standardní bezkontextové LL-analýzy o
moºnost analyzovat syntaktické konstrukce náleºících do t°ídy kontextových jazyk·. Krok
po kroku zde budou popsány jednotlivé problémy, které p°i této snaze mohou nastat.
4.1 LL-tabulka pro hlubokou LL-analýzu
Z°ejmým rozdílem mezi syntaktickou LL analýzou zaloºenou na ZA a HZA je podoba LL
tabulky. Zatímco v prvním p°ípad¥ je vhodné pravidlo vyhledáváno pomocí kombinace nej-
vrchn¥j²ího neterminálu na zásobníku a prvního symbolu na vstupu, tak jak je to znázorn¥no
v tabulce 4.1. U hlubokého ZA v²ak k t¥mto dvou parametr·m p°ibude je²t¥ hloubka pra-
vidla a stav. A protoºe tyto údaje jsou u HZA p°ímou sou£ástí levé strany pravidel, logicky
se nabízí nahradit neterminál jako klí£ v °ádku za sloºený klí£. Tedy (𝑛, 𝑠,𝐴), kde n ∈ N, s
∈ Q a A ∈ N. Teoretická podoba této tabulky je op¥t znázorn¥na v tabulce 4.2.
𝑎1 𝑎2 · · · 𝑎𝑖
𝐴1 𝛼(𝐴1, 𝑎1) 𝛼(𝐴1, 𝑎2) · · · 𝛼(𝐴1, 𝑎𝑖)
𝐴2 𝛼(𝐴2, 𝑎1) 𝛼(𝐴2, 𝑎2) · · · 𝛼(𝐴2, 𝑎𝑖)
...
...
...
. . .
...
𝐴𝑗 𝛼(𝐴𝑗 , 𝑎1) 𝛼(𝐴𝑗 , 𝑎2) · · · 𝛼(𝐴𝑗 , 𝑎𝑖)
Tabulka 4.1: Teoretická podoba klasické LL tabulky, kde ∀𝐴𝑗 ∈ 𝑁 a ∀𝑎𝑖 ∈ Σ.
𝑎1 𝑎2 · · · 𝑎𝑚
(𝑛1, 𝑠1, 𝑆1) 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎1) 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎2) · · · 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎𝑚)
(𝑛1, 𝑠1, 𝑆2) 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎1) 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎2) · · · 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎𝑚)
...
...
...
. . .
...
(𝑛1, 𝑠2, 𝑆1) 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎1) 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎2) · · · 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎𝑚)
...
...
...
. . .
...
(𝑛𝑖, 𝑠𝑗 , 𝑆𝑘) 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎1) 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎2) · · · 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎𝑚)
Tabulka 4.2: Teoretická podoba LL tabulky pro HZA, kde ∀𝑛𝑖 ∈ N, ∀𝑠𝑗 ∈ 𝑄, ∀𝑆𝑘 ∈ 𝑁 , i, j,
k, m ≥ 1 a ∀𝑎𝑚 ∈ Σ.
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4.2 Hloubka pravidel
V p°íklad¥ 2.1.1 jsme si ukázali jednoduchou gramatiku pro jazyk L = { 𝑎𝑛𝑏𝑛𝑐𝑛 | n ≥ 1 },
nicmén¥ uº jsme si neukázali jak je tyto hloubky moºno získat. Zde se nabízejí dv¥ moºnosti.
Jelikoº kaºdá stavová gramatika je zárove¬ 𝑛-𝑙𝑖𝑚𝑖𝑡𝑒𝑑 stavová gramatika, první moºnost je
hloubku zcela ignorovat a b¥hem samotné syntaktické analýzy jednodu²e zkou²et v²echny
kombinace (𝑑, 𝑠, 𝑧), kde 0 < 𝑑 ≤ 𝑛, 𝑠 je aktuální stav a 𝑧 je aktuální zásobník. A protoºe je
dobrá ²ance, ºe 𝑛 bude pom¥rn¥ nízké, nemusí to znamenat p°íli² velké zpomalení.
Druhou moºností je pouºít algoritmus 4.2.1, jenº funguje na principu prohledávání sta-
vového prostoru do ²í°ky. Ze startovního stavu se pouºijí v²echna moºná pravidla, p°i£emº
se bude hloubka pouºitých pravidel zaznamenávat. Taktéº se budou poznamenávat v²echna
pouºitá pravidla pro kaºdou jednu prohledávanou v¥tev samostatn¥ a jakmile by se m¥lo
pouºít n¥jaké pravidlo podruhé, daná v¥tev je zahozena.
Algoritmus 4.2.1. Výpo£et mnoºin hloubek pravidel stavové gramatiky.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) a po£áte£ní stav s.
Výstup: 𝑑𝑒𝑝𝑡ℎ𝑠 = { (𝑟, 𝑑𝑟) | 𝑟 ∈ 𝑃 , kde ∀ℎ ∈ 𝑑𝑟 : ℎ ≥ 1 ∧ 𝑑𝑟 je mnoºina v²ech hloubek
pravidla r. }
1. M¥jme mnoºinu 𝑑𝑒𝑝𝑡ℎ𝑠 = 𝑃×{{}} a seznam trojic (stav, zásobník, pouºitá_pravidla)
𝑜𝑝𝑒𝑛 = [(𝑠, 𝑆, {})].
2. Vyjmu první trojici (𝑠𝑡𝑎𝑡𝑒, 𝑠𝑡𝑎𝑐𝑘, 𝑠𝑒𝑡) ze seznamu 𝑜𝑝𝑒𝑛 a provedu jeden deriva£ní
(𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛) krok na nejvy²²í moºné pozici zásobníku 𝑠𝑡𝑎𝑐𝑘 ze stavu 𝑠𝑡𝑎𝑡𝑒 pomocí
∀𝑟 ∈ 𝑃 : 𝑟 /∈ 𝑠𝑒𝑡. Formáln¥ tedy provedeme expanzi pomocí v²ech pravidel 𝑟 : 𝑝𝐴→ 𝑞𝑣
takových, ºe 𝑝 = 𝑠𝑡𝑎𝑡𝑒 a 𝐴 je nejvy²²í moºný neterminál na 𝑠𝑡𝑎𝑐𝑘 takový, ºe existuje
pravidlo 𝑟 ∈ 𝑃 s levou stranou 𝑝𝐴. Pokud ºádné takové pravidlo 𝑟 neexistuje nebo po-
kud pro provedení pravidla není k dispozici pot°ebný neterminál A, vyjmutý záznam
zahodím.
3. Pro v²echny získané stavy vytvo°ím nové trojice (𝑞, 𝑛𝑒𝑤𝑆𝑡𝑎𝑐𝑘, 𝑠𝑒𝑡∪{𝑟}), kde 𝑛𝑒𝑤𝑆𝑡𝑎𝑐𝑘
je zásobník získaný jednou expanzí (𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛) pomocí pravidla 𝑟 a následným od-
stran¥ním v²ech terminál· z vrcholu zásobníku. V²echny nové trojice vloºím na konec
seznamu 𝑜𝑝𝑒𝑛.
4. Hloubku neterminálu A, který pravidlo 𝑟 expandovalo na °et¥zec 𝑣, poznamenám do
mnoºiny 𝑑𝑒𝑝𝑡ℎ𝑠 k p°íslu²nému pravidlu, tedy 𝑟.
5. Opakuji od 2. bodu dokud seznam 𝑜𝑝𝑒𝑛 není prázdný.
Příklad 4.2.1. M¥jme relaci 𝑃 deﬁnovanou následovn¥:
1: sS → qAB
2: qA → paAb
3: qA → fab
4: pB → qcB
5: fB → fc
Dále m¥jme seznam 𝑜𝑝𝑒𝑛 = [(𝑠, 𝑆, {})], mnoºinu 𝑑𝑒𝑝𝑡ℎ𝑠 = 𝑃 × {{}} ⇒ 𝑑𝑒𝑝𝑡ℎ𝑠 = {(𝑠𝑆 →
𝑞𝐴𝐵, {}), (𝑞𝐴→ 𝑝𝑎𝐴𝑏, {}), (𝑞𝐴→ 𝑓𝑎𝑏, {}), (𝑝𝐵 → 𝑞𝑐𝐵, {}), (𝑓 → 𝑓𝑐, {})}. Pro p°ehlednost
místo celých pravidel budeme v následujícím p°íkladu pouºívat pouze jejich £íselné ozna£ení
uvedené vý²e. Opakovaným provád¥ním krok· 2-5 pak dostaneme:
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krok 𝑜𝑝𝑒𝑛
0. [(𝑠, 𝑆, {})]
1. [(𝑞, 𝐴𝐵, {1})]
2. [(𝑝,𝐴𝑏𝐵, {1, 2, 3}), (𝑓,𝐵, {1, 2, 3})]
3. [(𝑓,𝐵, {1, 2, 3}), (𝑞, 𝐴𝑏𝑐𝐵, {1, 2, 3, 4})]
4. [(𝑞, 𝐴𝑏𝑐𝐵, {1, 2, 3, 4}), (𝑓, 𝜀, {1, 2, 3, 5})]
5. [ ]
krok 𝑑𝑒𝑝𝑡ℎ𝑠
0. {(1, {}), (2, {}), (3, {}), (4, {}), (5, {})}
1. {(1, {1}), (2, {}), (3, {}), (4, {}), (5, {})}
2. {(1, {1}), (2, {1}), (3, {1}), (4, {}), (5, {})}
3. {(1, {1}), (2, {1}), (3, {1}), (4, {2}), (5, {})}
4. {(1, {1}), (2, {1}), (3, {1}), (4, {2}), (5, {1})}
5. {(1, {1}), (2, {1}), (3, {1}), (4, {2}), (5, {1})}
Z mnoºiny 𝑑𝑒𝑝𝑡ℎ𝑠 kroku 5 je z°ejmé, ºe v²echna pravidla krom¥ 4. jsou pouºitelná v hloubce
1. tvrté pravidlo naopak v hloubce 2. Také si v²imn¥me £erven¥ zvýrazn¥ných záznam·
v seznamu 𝑜𝑝𝑒𝑛, ze kterých není moºné nic expandovat a proto je seznam 𝑜𝑝𝑒𝑛 v pátém
kroku prázdný. V p°ípad¥ druhé poloºky t°etího kroku a první poloºky £tvrtého kroku by
bylo moºné pouºít jedin¥ pravidla 2 a 3, ale ty uº máme ozna£ená jako pouºitá. V druhém
záznamu naopak není ºádný neterminál k expanzi. Pro z°etelnost obrázek 4.1 znázor¬uje
prohledávání stavového prostoru. Nad kaºdým stavem je uveden aktuální obsah zásobníku
(preﬁx terminál· se odstra¬uje), zatímco pod stavem je mnoºina pouºitých pravidel.
𝑠start
S
{}
𝑞
AB
{1}
𝑝
AbB
{1,2,3}
𝑓
B
{1,2,3}
𝑓
𝜀
{1,2,3,5}
𝑞
AbcB
{1,2,3,4}
S/AB A/aAb
A/ab
B/c
B/cB
ºádný
neterminál
moºná pravidla
uº byla pouºita
Obrázek 4.1: Graﬁcké znázorn¥ní algoritmu 4.2.1.
Algoritmus 4.2.1 funguje pouze relativn¥ dob°e, protoºe nemá zaru£eno, ºe nalezne
v²echny moºné hloubky. Uvaºujme tato pravidla:
𝑠𝑆 → 𝑞𝐴𝐴𝐵 𝑞𝐴→ 𝑞𝑎 𝑞𝐵 → 𝑝𝑋𝑋
Je z°ejmé, ºe pro p°echod ze stavu 𝑠 do stavu 𝑝, je nutné dvakrát uplatnit pravidlo 𝑞𝐴→ 𝑞𝑎
ve stavu 𝑞, coº algoritmus 4.2.1 neumoº¬uje. Proto je tém¥° nutné algoritmus modiﬁko-
vat tak, aby bylo moºné vícenásobné pouºití pravidla v jednom stavu. Zde se v²ak musí
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postupovat opatrn¥, protoºe kaºdé navý²ení limitu opakování o 1 zp·sobí zna£ný nár·st
stavového prostoru a to i pro malé stavové gramatiky, protoºe £asová sloºitost je exponen-
ciální. Stanoví-li se tedy nap°íklad limit na dv¥, pak kaºdé pravidlo s po£áte£ním stavem 𝑞
musí být v navrhované stavové gramatice proveditelné maximáln¥ po dvojnásobném pouºití
v²ech ostatních pravidel s po£áte£ním stavem 𝑞. V opa£ném p°ípad¥ takové pravidlo bude
nedosaºitelné.
Dopl¬me je²t¥, ºe oba p°edstavené zp·soby nalezení (nenalezení) hloubek jednotlivých
pravidel nejsou sama o sob¥ dostate£ná pro realizaci hluboké syntaktické LL-analýzy. D·vod
a °e²ení bude vysv¥tleno v podkapitole 4.5.
4.3 Množina First
Pro samotnou konstrukci LL-tabulky pro klasickou LL-analýzu jsou pot°eba mnoºiny𝐸𝑚𝑝𝑡𝑦,
𝐹𝑖𝑟𝑠𝑡, 𝐹𝑜𝑙𝑙𝑜𝑤 a 𝑃𝑟𝑒𝑑𝑖𝑐𝑡, z nichº v²echny krom¥ mnoºiny 𝐹𝑖𝑟𝑠𝑡 byly p°idány p°edev²ím z
d·vodu zahrnutí 𝜀-pravidel, tedy je m·ºeme pro holou hlubokou SA ignorovat. Na druhou
stranu mnoºinu 𝐹𝑜𝑙𝑙𝑜𝑤 budeme pot°ebovat v kapitole rozebírající zotavení z chyb.
Mnoºina 𝐹𝑖𝑟𝑠𝑡 je v klasické LL-analýze deﬁnována dle vztahu 4.3.1.
𝐹𝑖𝑟𝑠𝑡(𝑋) =
⎧⎨⎩
{X} 𝑋 ∈ Σ
{x ∈ Σ|𝑥 m·ºe být 1. v sekvenci
derivací 𝑋}
𝑋 ∈ 𝑁 . (4.3.1)
Naproti tomu mnoºina 𝐹𝑖𝑟𝑠𝑡 pro hlubokou LL-analýzu (dále jen 𝐹𝑖𝑟𝑠𝑡𝑑) bude odráºet
zm¥ny LL-tabulky navrºené v sekci 4.1. M¥jme 𝑛-𝑙𝑖𝑚𝑖𝑡𝑒𝑑 stavovou gramatikou G𝑛, mnoºinu
𝐷 = {1, 2, ..., 𝑛} v²ech moºných hloubek pravidel gramatiky G𝑛. Dále deﬁnujme mnoºinu
𝐾𝐸𝑌𝐺 = 𝐷 × 𝑄 × 𝑁 reprezentující v²echny moºné klí£e hluboké LL-tabulky, pak funkce
mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 je deﬁnována dle vztahu 4.3.2.
𝐹𝑖𝑟𝑠𝑡𝑑(𝑋) =
⎧⎨⎩
{X} 𝑋 ∈ Σ
{x ∈ Σ|∃𝑟 : 𝑛𝑝𝐴→ 𝑞𝑣 ∈ 𝑃 : x m·ºe
být 1. v sekvenci derivací z 𝑛𝑝𝐴 }
𝑋 ∈ 𝐾𝐸𝑌𝐺. (4.3.2)
Algoritmus 4.3.1 formáln¥ znázor¬uje výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡 (pro gramatiku bez 𝜀-
pravidel). Naproti tomu, pro výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 se nejd°íve musíme vypo°ádat s fak-
tem, ºe °ádkovým klí£em hluboké LL-tabulky je krom¥ neterminálu i stav. To znamená,
ºe s p°echodem mezi stavy se samotný klí£ m·ºe vlivem p°ítomnosti pravidel operujících
mimo vrchol zásobníku, m¥nit. Jako p°íklad uvaºujme deriva£ní krok stavové gramatiky
𝑝𝐴𝐵𝐶 ⇒ 𝑞𝐴𝑏𝐶, kde neterminál B byl p°epsán na terminál b. Je vid¥t ºe klí£ (£ást klí£e,
uvaºujeme-li pravidlo pro hluboký ZA - ignorujeme hloubku) 𝑝𝐴 se zm¥nil na 𝑞𝐴 a striktn¥
°e£eno, pro porovnání jsou oba dva zcela odli²né. Jako °e²ení se nabízí vyuºít takzvaného
uzáv¥ru stavu (tranzitivního), coº je mnoºina v²ech stav· do kterých se p°i vyuºití libovol-
ných pravidel stavové gramatiky m·ºeme dostat, £ímº v podstat¥ vytvo°íme jakýsi slovník
𝑠𝑦𝑛𝑜𝑛𝑦𝑚 stav·. Uvaºme vý²e uvedený p°íklad, kde z derivace 𝑝𝐴𝐵𝐶 ⇒ 𝑞𝐴𝑏𝐶 jasn¥ plyne,
ºe musí existovat pravidlo 2𝑝𝐵 → 𝑞𝑏 a tedy mnoºina StateClosure(p) vypo£tená podle
algoritmu 4.3.2 bude rovna {p,q}.
Dále, jak je to s hloubkou pravidel stavové gramatiky? Uvaºujme stavovou gramatiku
G𝑒𝑥1 = ({𝑠, 𝑝, 𝑞, 𝑟, 𝑓}, {𝑎, 𝑏, 𝑟}, {𝑎, 𝑏, 𝑟, 𝑆,𝐴,𝐵}, 𝑃, 𝑆) na obrázku 4.2. Je z°ejmé, ºe jazyk
𝐿(𝐺𝑒𝑥1) obsahuje jediný °et¥zec 𝑎𝑏𝑟. Pokud bychom ignorovali hloubky pravidel (obrázek
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𝑠start 𝑝 𝑞 𝑟 𝑓
S/A B B B/b A/a B/r
Obrázek 4.2: Stavová gramatika G𝑒𝑥1.
𝑠start 𝑝 𝑞 𝑟 𝑓
1:S/A B B 2:B/b 1:A/a 1:B/r
Obrázek 4.3: Stavová gramatika G𝑒𝑥1 dopln¥ná o hloubky pravidel dle algoritmu 4.2.1.
4.3) nutn¥ by to za pouºití mnoºiny 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑝) znamenalo, ºe 𝐹𝑖𝑟𝑠𝑡𝑑(𝑝𝐵) = {𝑏, 𝑟},
coº je ²patn¥, protoºe pak by hluboký ZA akceptoval 𝐿(𝐺𝑒𝑥1) = {𝑎𝑏𝑟, 𝑎𝑟𝑟}.
Kone£n¥, kdyº známe postup výpo£tu mnoºin 𝐹𝑖𝑟𝑠𝑡 a 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒, m·ºeme formáln¥
deﬁnovat algoritmus 4.3.3 pro výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑.
Algoritmus 4.3.1. Výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡.
Vstup: LL gramatika G = (N, T, P, S) bez 𝜀-pravidel.
Výstup: 𝐹𝑖𝑟𝑠𝑡(𝑋) pro kaºdé 𝑋 ∈ 𝑁 ∪ 𝑇 .
1. ∀𝑎 ∈ 𝑇 : 𝐹𝑖𝑟𝑠𝑡(𝑎) = {𝑎}.
2. ∀𝑟 ∈ 𝑃 : 𝐴→ 𝑎𝑋,𝐴 ∈ 𝑁, 𝑎 ∈ 𝑇,𝑋 ∈ (𝑇 ∪𝑁)*, : 𝐹𝑖𝑟𝑠𝑡(𝐴) = {𝑎}.
3. ∀𝑟 ∈ 𝑃 : 𝐴→ 𝐵𝑋;𝐴,𝐵 ∈ 𝑁,𝑋 ∈ (𝑇 ∪𝑁)*, : P°idej 𝐹𝑖𝑟𝑠𝑡(𝐵) do 𝐹𝑖𝑟𝑠𝑡(𝐴) a opakuj
toto pravidlo dokud se alespo¬ jedna mnoºina 𝐹𝑖𝑟𝑠𝑡 m¥ní.
Algoritmus 4.3.2. Výpo£et mnoºiny 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) bez 𝜀-pravidel.
Výstup: 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑞) pro kaºdé 𝑞 ∈ 𝑄.
1. ∀𝑝 ∈ 𝑄 : 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑝) = {𝑝}.
2. ∀𝑝, 𝑞 ∈ 𝑄 : ∃𝑟 ∈ 𝑃 : 𝑛𝑝𝐴→ 𝑞𝐵, kde 𝐵 ∈ Γ+ : 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑝) = 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑝) ∪
𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑞).
3. Opaku pravidlo 2 dokud se alespo¬ jedna mnoºina 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒 m¥ní.
Algoritmus 4.3.3. Výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) bez 𝜀-pravidel a dopln¥ná o hloubky pravidel
pomocí algoritmu 4.2.1.
Výstup: 𝐹𝑖𝑟𝑠𝑡𝑑(𝑋) pro kaºdé 𝑋 ∈ Σ a pro kaºdé 𝑋 = 𝑛𝑝𝐴.
1. ∀𝑎 ∈ Σ : 𝐹𝑖𝑟𝑠𝑡𝑑(𝑎) = {𝑎}.
2. ∀𝑟 ∈ 𝑃 : 𝑛𝑝𝐴 → 𝑞𝑎𝑋;𝑛 ∈ N; 𝑝, 𝑞 ∈ 𝑄,𝐴 ∈ 𝑁, 𝑎 ∈ Σ, 𝑋 ∈ Γ* : 𝐹𝑖𝑟𝑠𝑡𝑑(𝑛𝑝𝐴) =
𝐹𝑖𝑟𝑠𝑡𝑑(𝑛𝑝𝐴) ∪ {𝑎}.
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3. ∀𝑟 ∈ 𝑃 , kde 𝑟 : 𝑛𝑝𝐴 → 𝑞𝐵𝑋 : 𝑛 ∈ N; 𝑝, 𝑞 ∈ 𝑄;𝐴,𝐵 ∈ 𝑁 ;𝑋 ∈ Γ* a ∀𝑠 ∈
𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑞) p°idej 𝐹𝑖𝑟𝑠𝑡𝑑(𝑛𝑠𝐴) do 𝐹𝑖𝑟𝑠𝑡𝑑(𝑛𝑝𝐴) a opakuj toto pravidlo dokud
se alespo¬ jedna mnoºina 𝐹𝑖𝑟𝑠𝑡𝑑 m¥ní.
Uvaºujme p°íklad s gramatikou v tabulce 4.3 a jejími 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒 mnoºinami, tabulka
4.4. Pak její výsledné mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 jsou v tabulce 4.5.
1sS → qA B
1qA → <p-f>a P-F
1<p-f>P-F → pA b
1<p-f>P-F → fb
2pB → qc B
1fB → fc
Tabulka 4.3: Stavová gramatika z obrázku 2.2
StateClosure(s) {s, q,p-f, p, f}
StateClosure(q) {q, p-f, p, f}
StateClosure(p-f) {q, p-f, p, f}
StateClosure(p) {q, p-f, p, f}
StateClosure(f) {f}
Tabulka 4.4: Znázor¬ující mnoºiny 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑠) ∀𝑠 ∈ 𝑄.
𝐹𝑖𝑟𝑠𝑡𝑑(1𝑠𝑆) {a}
𝐹𝑖𝑟𝑠𝑡𝑑(1𝑞𝐴) {a}
𝐹𝑖𝑟𝑠𝑡𝑑(1⟨𝑝-𝑓⟩𝑃 -𝐹 ) {a, b}
𝐹𝑖𝑟𝑠𝑡𝑑(2𝑝𝐵) {c}
𝐹𝑖𝑟𝑠𝑡𝑑(1𝑓𝐵) {c}
Tabulka 4.5: Výsledné mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑.
Za zmínku stojí, ºe algoritmus pro výpo£et uzáv¥ru stav· by mohl být pro ú£ely hlu-
boké syntaktické analýzy p°esn¥j²í. Uvaºujme stavovou gramatiku na obrázku 4.4. Pokud
bychom uºili algoritmus 4.3.2 pro výpo£et dostupných stav· ze stavu 𝑓𝑐𝑒-𝑡𝑦𝑝𝑒, dostaneme
{𝑓𝑐𝑒-𝑡𝑦𝑝𝑒, 𝑓𝑐𝑒-𝑟𝑒𝑡𝑠, 𝑓𝑐𝑒-𝑎𝑟𝑔𝑠, 𝑓𝑐𝑒-𝑏𝑜𝑑𝑦, 𝑑𝑒𝑐𝑙𝑎𝑟𝑒, 𝑓𝑐𝑒-𝑏𝑜𝑑𝑦-𝑣}. Poslední stav 𝑓𝑐𝑒-𝑏𝑜𝑑𝑦-𝑣 je za-
hrnut chybn¥, jelikoº pro p°echod ze stavu 𝑑𝑒𝑐𝑙𝑎𝑟𝑒 do stavu 𝑓𝑐𝑒-𝑏𝑜𝑑𝑦-𝑣 nutn¥ pot°ebujeme
neterminál DECLARE, který v²ak nikdy nezískáme. Naopak, vºdy budeme mít neterminál
DECLARE2, který povoluje pouze návrat do stavu 𝑓𝑐𝑒-𝑏𝑜𝑑𝑦. Jako °e²ení se nabízí op¥t
pouºít prohledávání stavového prostoru do ²í°ky, kdy postupnou simulací SA s limitem opa-
kování pravidel (popsáno v podkapitole 4.2) jsme schopni odhalit v²echny opravdu dostupné
stavy, coº popisuje algoritmus 4.3.4.
Algoritmus 4.3.4. Výpo£et mnoºiny 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒 pomocí prohledávání stavového pro-
storu.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) bez 𝜀-pravidel.
Výstup: 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑞) pro kaºdé 𝑞 ∈ 𝑄.
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fce-def fce
FCE
0 function FCE-VT 
fce-voidFCE-VT0 void id ( ARGF { RSTATS-EV 
fce-type
FCE-VT
0 RTYPE ( ARGF { RSTATS-E 
ARGF
0 ARG ARGS 
0 ) 
-----
ARGS
0 , ARG ARGS 
0 ) 
-----
ARG
0 type id 
fce-body-v
RSTATS-EV
0 RSTATS-EV 
fce-rets
RTYPE
0 type RTYPE 
fce-args
RTYPE
0 id 
fce-body
RSTATS-E
0 ; RSTATST 
0 } 
0 RSTATST 
-----
RSTATST
0 id 
0 return id declare
RSTATST
0 type DECLARE2 
DECLARE2
0 RSTATS-E 
DECLARE
0 RSTATS-EV 
RSTATS-E
2 RSTATST RSTATS-E 
-----
RSTATST
2 RSTATST RSTATST 
RSTATST
0 RSTATST 
ARGF
0 ARG ARGS 
0 ) 
-----
ARGS
0 , ARG ARGS 
0 ) 
-----
ARG
0 type id 
RSTATS
0 type DECLARE 
RSTATS-EV
0 RSTATS 
0 } 
-----
RSTATS
0 return ; RSTATS-EV 
Obrázek 4.4: P°íklad stavové gramatiky.
1. M¥jme mnoºinu uspo°ádaných seznam· stav· 𝑠𝑡𝑎𝑡𝑒𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 = {} a seznam trojic
(stav, zásobník, pouºitá_pravidla, nav²tívené_stavy) 𝑜𝑝𝑒𝑛 = [(𝑠, 𝑆, {}, {𝑠})].
2. Vyjmu první £tve°ici (𝑠𝑡𝑎𝑡𝑒, 𝑠𝑡𝑎𝑐𝑘, 𝑠𝑒𝑡, 𝑣𝑖𝑠𝑖𝑡𝑒𝑑) ze seznamu 𝑜𝑝𝑒𝑛 a provedu jeden de-
riva£ní (𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛) krok na nejvy²²í moºné pozici zásobníku 𝑠𝑡𝑎𝑐𝑘 ze stavu 𝑠𝑡𝑎𝑡𝑒
pomocí ∀𝑟 ∈ 𝑃 : 𝑟 /∈ 𝑠𝑒𝑡. Formáln¥ tedy provedeme expanzi pomocí v²ech pravidel
𝑟 : 𝑝𝐴 → 𝑞𝑣 takových, ºe 𝑝 = 𝑠𝑡𝑎𝑡𝑒 a 𝐴 je nejvy²²í moºný neterminál na 𝑠𝑡𝑎𝑐𝑘 ta-
kový, ºe existuje pravidlo 𝑟 ∈ 𝑃 s levou stranou 𝑝𝐴. Pokud ºádné takové pravidlo 𝑟
neexistuje nebo pokud pro provedení pravidla není k dispozici pot°ebný neterminál
A, seznam 𝑣𝑖𝑠𝑖𝑡𝑖𝑒𝑑 vloºím do mnoºiny 𝑠𝑡𝑎𝑡𝑒𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 a zbytek vyjmutého záznamu
zahodím.
3. Pro v²echny získané konﬁgurace (neformáln¥ mín¥no) vytvo°ím nové £tve°ice (𝑞, 𝑛𝑒𝑤𝑆𝑡𝑎𝑐𝑘,
𝑠𝑒𝑡∪{𝑟}, 𝑣𝑖𝑠𝑖𝑡𝑒𝑑+ 𝑞), kde 𝑛𝑒𝑤𝑆𝑡𝑎𝑐𝑘 je zásobník získaný jednou expanzí (𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛)
pomocí pravidla 𝑟 a následným odstran¥ním v²ech terminál· z vrcholu zásobníku.
V²echny nové £tve°ice vloºím na konec seznamu 𝑜𝑝𝑒𝑛.
4. Opakuj od 2. bodu dokud seznam 𝑜𝑝𝑒𝑛 není prázdný, pak pokra£uj bodem 5.
5. Nyní mnoºina 𝑆𝑡𝑎𝑡𝑒𝐶𝑙𝑜𝑠𝑢𝑟𝑒(𝑥) = {𝑞 ∈ 𝑄|∀𝑙𝑖𝑠𝑡 ∈ 𝑠𝑡𝑎𝑡𝑒𝑃𝑎𝑡ℎ𝐿𝑖𝑠𝑡 a ∀𝑞 ∈ 𝑙𝑖𝑠𝑡 : 𝑞 se v
seznamu 𝑙𝑖𝑠𝑡 vyskytuje za stavem 𝑥}.
6. Bod 5. provedu ∀𝑞 ∈ 𝑄.
Dal²í moºností je spo£ítat mnoºinu 𝐹𝑖𝑟𝑠𝑡𝑑 p°ímo, s vyuºitím prohledávání stavového pro-
storu, jelikoº tento postup zahrnuje uzáv¥ry stav· implicitn¥. Zp·sob by byl podobný jako
v algoritmu 4.3.4, ale místo sekvencí nav²tívených stav· bychom shromaº¤ovali sekvence
klí£· hluboké LL tabulky, p°i£emº jednotlivé sekvence by byly p°esunovány do seznamu sek-
vencí v p°ípad¥, ºe by se je poda°ilo p°epsat na terminál nebo daná sekvence jiº dále nejde
expandovat. Nap°íklad p°i dosaºení limitu moºných opakování pravidla v jednom stavu by
byla sekvence uloºena pro p°ípad, ºe n¥která její poloºka (klí£) jiº má, nebo bude mít ter-
minální sekvenci. Blíºe znázorn¥no je to v tabulce 4.5, kde je pro p°ehlednost ke kaºdému
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neterminálu v kaºdé v¥tné form¥ zopakována hloubka (pozice neterminálu ve v¥tné form¥
p°i ignorování terminálních symbol·) a aktuální stav.
Na prvním °ádku je neterminál S expandován na A B a dále je pak neterminál A p°epsán
na 𝑎. Z toho je z°ejmé, ºe ∀𝑎 ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(0𝑞𝐴) → 𝑎 ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(0𝑠𝑆), coº je také zvýrazn¥no
modrou barvou. Nazv¥me tuto sekvenci X, pak platí: ∀𝑘 ∈ 𝑋 : 𝑎 ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(𝑘).
0sS
0qA 1qB
a 0⟨p-f⟩P-F 1⟨p-f⟩B
a 0pA b 1pB a b 0fB
a 0qA b c 1qB a b c
Obrázek 4.5: Ilustrace výpo£tu mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 prohledáváním stavového prostoru.
Druhou sekvencí která se v diagramu vyskytuje (£erven¥) je [1qB, 1⟨p-f⟩B, [[1pB,c],[0fB,c]]],
která je z t°etího na £tvrtý °ádek rozdvojena, protoºe zde bylo moºné pouºít dv¥ r·zná pra-
vidla. To samé platí o zelené sekvenci, jenº vznikla expandováním neterminálu A na druhém
°ádku. Zajímavý je p°ípad na posledním °ádku, kdy zelená sekvence skon£ila trojicí 0qA,
coº v²ak nevadí, protoºe uº je obsaºena v modré sekvenci a je tedy ukon£ena symbolem 'a'.
To znamená , ºe 'a' ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(0𝑞𝐴) a zárove¬ 'a' ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(0⟨𝑝-𝑓⟩𝑃 -𝐹 ).
Algoritmus 4.3.5 popisuje jak strukturu na obrázku 4.5 sestrojit a jak z ní získat pot°ebné
mnoºiny.
Algoritmus 4.3.5. Výpo£et mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 prohledáváním stavového prostoru.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) bez 𝜀-pravidel.
Výstup: 𝐹𝑖𝑟𝑠𝑡𝑑(𝑘) pro kaºdý klí£ 𝑘 hluboké LL-tabulky.
1. Simulujme hlubokou SA s limitem opakování pravidel pro jednotlivé stavy podobn¥
jako v algoritmech 4.2.1 a 4.3.4 a zárove¬ m¥jme prázdný seznam sekvencí klí£· hlu-
boké LL-tabulky L. Navíc m¥jme funkci 𝑝𝑜𝑠(𝑥), která pro hloubku neterminálu 𝑥 vrátí
pozici na zásobníku (zahrne i terminály).
2. Kaºdá prohledávaná v¥tev si udrºuje vlastní seznam sekvencí M. M[𝑛] je sekvence v
seznamu M na pozici 𝑛.
3. Po kaºdé expanzi za pomocí pravidla 𝑑𝑝𝐴 → 𝑞𝑥𝑋, kde 𝑥 ∈ Γ a 𝑋 ∈ Γ*, prove¤ tyto
úkony:
a) ∀𝐵 ∈ 𝑁 ve v¥tné form¥ (obsah zásobníku) p°idej trojici 𝑛𝑞𝐵 do sekvence M[𝑛],
kde 0 ≤ 𝑛 < 𝑝𝑜𝑠(𝑑) a je 𝑛 udává pozici na zásobníku.
b) Pozice 𝑑 v¥tné formy. Pokud je prvním symbolem expanze terminál (𝑥 ∈ Σ),
ukon£i jím sekvenci v seznamu M[𝑛] a vloº ji do seznamu L. Jinak prove¤ bod
a), kde 𝑛 = 𝑝𝑜𝑠(𝑑).
c) ∀𝐵 ∈ 𝑁 : vytvo° novou sekvenci, vloº do ní trojici 𝑛𝑞𝐵 a tuto sekvenci vloº do
M na pozici 𝑛, kde 𝑑 < 𝑛 < 𝑑 + 𝑙𝑒𝑛𝑔𝑡ℎ(𝑥𝑋).
d) ∀𝐵 ∈ 𝑁 ve v¥tné form¥ p°idej trojici 𝑛𝑞𝐵 do sekvence M[𝑛], kde 𝑑+𝑙𝑒𝑛𝑔𝑡ℎ(𝑥𝑋) ≤
𝑛.
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4. Bod 3. opakuj dokud je to moºné, pak p°esu¬ v²echny sekvence neukon£ené terminálem
do seznamu L.
5. Ze získaného seznamu sekvencí vypo£teme mnoºiny 𝐹𝑖𝑟𝑠𝑡𝑑 následovn¥:
a) ∀𝑠 ∈ 𝐿 : 𝑠 je ukon£eno terminálem, ∀𝑘 ∈ 𝑠, p°idej ukon£ovací terminál sekvence
𝑠 do 𝐹𝑖𝑟𝑠𝑡𝑑(𝑘).
b) ∀𝑠 ∈ 𝐿 : 𝑠 není ukon£eno terminálem, ∀𝑗, 𝑘 ∈ 𝑠 : 𝑘 je v sekvenci 𝑠 za 𝑗, p°idej
𝐹𝑖𝑟𝑠𝑡𝑑(𝑘) do 𝐹𝑖𝑟𝑠𝑡𝑑(𝑗). (Tento bod je £i není pot°eba v závislosti na velikosti
limitu opakování pravidel ve stavu gramatiky).
6. Bod 5. opakuj dokud se kterákoliv mnoºina 𝐹𝑖𝑟𝑠𝑡𝑑 m¥ní.
4.4 Množina Follow
Algoritmus pro výpo£et mnoºin 𝐹𝑜𝑙𝑙𝑜𝑤 pro hlubokou syntaktickou analýzu (dále ozna£ován
jako 𝐹𝑜𝑙𝑙𝑜𝑤𝑑) je velice podobný jeho klasické variant¥, bohuºel i on trpí stejnými neduhy
jako algoritmus 𝐹𝑖𝑟𝑠𝑡𝑑, coº je zejména prom¥nná podoba sloºených klí£·. Proto op¥t pou-
ºijeme algoritmus na bázi prohledávání stavového prostoru.
Algoritmus 4.4.1. Výpo£et mnoºiny 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 prohledáváním stavového prostoru.
Vstup: Stavová gramatika G = (Q, Σ, Γ, P, S) bez 𝜀-pravidel.
Výstup: 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑘) pro kaºdý klí£ 𝑘 hluboké LL-tabulky.
1. Simulujme hlubokou SA s limitem opakování pravidel pro jednotlivé stavy podobn¥
jako v algoritmech 4.2.1 a 4.3.4 a zárove¬ m¥jme prázdný seznam L dvojic (𝑎, 𝑏), kde
𝑎 je vºdy sloºený klí£ hluboké LL-tabulky a 𝑏 m·ºe být jak sloºený klí£, tak terminální
symbol.
2. Po kaºdé expanzi za pomocí pravidla 𝑑𝑝𝐴 → 𝑞𝑥𝑋, kde 𝑥 ∈ Γ a 𝑋 ∈ Γ*, prove¤ tyto
úkony:
a) M¥jme první symbol 𝑣 nalevo od nov¥ expandované £ásti a symbol 𝑤 odpovídající
prvnímu symbolu v expanzi práv¥ pouºitého pravidla, tedy 𝑥.
b) Pokud je 𝑣 terminál, nastav 𝑣 = 𝑤, 𝑤 = dal²í symbol v expanzi xX a opakuj bod
b), jinak pokra£uj bodem c).
c) Symbol 𝑣 je neterminál. P°idej dvojici (𝑣, 𝑤) do seznamu L, nastav 𝑣 = 𝑤 a 𝑤 =
dal²í symbol v expanzi xX a opakuj bod b).
d) V expanzi xX není dal²í symbol pro p°i°azení do 𝑤, pak nastav 𝑤 na bezpro-
st°edn¥ následující symbol za expanzí xX, a pokud 𝑣 je neterminál, p°idej dvojici
(𝑣, 𝑤) do seznamu L a ukon£i bod 2.
3. Bod 2. opakuj po kaºdé expanzi.
4. Ze získaného seznamu L dvojic (𝑎, 𝑏) vypo£teme mnoºiny 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 následovn¥:
a) ∀(𝑎, 𝑏) ∈ 𝐿, 𝑏 ∈ Σ : prove¤ 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑎) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑎) ∪ {𝑏}.
b) ∀(𝑎, 𝑏) ∈ 𝐿, 𝑏 ∈ 𝑁 : prove¤ 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑎) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑎) ∪ 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(𝑏).
5. Bod 4. opakuj dokud se kterákoliv mnoºina 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 m¥ní.
19
Uvaºme obrázek 4.6, kde jsou znázorn¥ny dv¥ expanze v jedné v¥tvi algoritmu prohle-
dávající stavový prostor (do ²í°ky), respektive t°i po sob¥ následující konﬁgurace hlubokého
ZA, p°i£emº pro p°ehlednost je ke kaºdému neterminál p°idána jeho hloubka a aktuální stav.
zásobník 1: 0pA 1pB a 2pD
zásobník 2: 0qA x 1qB c a 2qC
zásobník 3: b 0rE x 1rB c a 2rC
Obrázek 4.6: Ilustrace výpo£tu mnoºin 𝐹𝑜𝑙𝑙𝑜𝑤𝑑.
V p°íklad¥ byla pouºita pravidla 1𝑝𝐵 → 𝑞𝑥𝐵𝑐 a 0𝑞𝐴 → 𝑟𝑏𝐸, p°i£emº z první konﬁgu-
race je dle algoritmu 4.4.1 z°ejmé, ºe získáme pouze dvojice (0pA, 1pB) a (1pB, a). Dvojice
(a, 2pD) je nezajímavá. V druhé konﬁguraci m·ºeme ignorovat v²echno krom¥ práv¥ expan-
dované £ásti zásobníku a jeho dvou bezprost°edních soused· (levá a pravá strana). Získáme
tedy dvojice (0qA, x) a (1qB, c). V t°etí konﬁguraci m·ºeme vypustit v²echno krom¥ t°í prv-
ních poloºek, £ímº získáme jedinou dvojici (0rE, x). Zde si pov²imn¥me, ºe poslední dvojice
byla získána pomocí bodu 2.a), algoritmu 4.4.1, který slouºí jako náhrada za krok p°i°a-
zení expandovaného neterminálu do posledního neterminálu v pravidle, p°i výpo£tu klasické
mnoºiny 𝐹𝑜𝑙𝑙𝑜𝑤. Jinak °e£eno, pokud je neterminál na konci expanze n¥jakého pravidla,
tak musí být nutn¥ následován v²ím, £ím je následován expandovaný neterminál.
Celkov¥ tedy získáme seznam L = [...,(0pA, 1pB), (1pB, a), (0qA, x), (1qB, c), (0rE,
x),...], ze kterého mnoºiny 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 získáme provedením krok· 4 a 5, konkrétn¥ tedy:
...
𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑝𝐴) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑝𝐴) ∪ 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(1𝑝𝐵)
𝐹𝑜𝑙𝑙𝑜𝑤𝑑(1𝑝𝐵) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(1𝑝𝐵) ∪ {𝑎}
𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑞𝐴) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑞𝐴) ∪ {𝑥}
𝐹𝑜𝑙𝑙𝑜𝑤𝑑(1𝑞𝐵) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(1𝑞𝐵) ∪ {𝑐}
𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑟𝐸) = 𝐹𝑜𝑙𝑙𝑜𝑤𝑑(0𝑟𝐸) ∪ {𝑥}
...
4.5 Srovnání principu zotavení z chyb
Zotavení z chyb není cílem této práce, p°esto v²ak rozebereme alespo¬ základní srovnání
zotavení z chyb u klasické a hluboké LL-analýzy a jaké problémy je t°eba vy°e²it pro jeho
dosaºení.
P°i klasickém zotavení z chyb mohou nastat dv¥ základní chyby. Prvním z nich je neo£e-
kávaný 𝑡𝑜𝑘𝑒𝑛 p°i provád¥ní 𝑐𝑜𝑚𝑝𝑎𝑟𝑒. Ta m·ºe nastat pokud je ve vstupním °et¥zci chybná
ta £ást, která je p°i 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 srovnávána s terminály expandovanými mimo první pozici
pravidla. Nap°íklad pravidlo 𝐴 → 𝑎𝑏𝑐 je uplatnitelné jen pokud na vstupu najdu terminál
'a', znaky 'b' a 'c' jsou v²ak kontrolovány jen pomocí 𝑐𝑜𝑚𝑝𝑎𝑟𝑒.
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Druhým p°ípadem je situace, kdy nem·ºeme aplikovat ºádné pravidlo. V tom p°ípad¥
je na vrcholu zásobníku neterminál X a na vstupu 𝑡𝑜𝑘𝑒𝑛, který není obsaºen ve 𝐹𝑖𝑟𝑠𝑡(𝑋).
B¥ºn¥ se tyto situace °e²í p°esko£ením £ásti vstupu aº po klí£, coº je typicky symbol
náleºící do 𝐹𝑜𝑙𝑙𝑜𝑤(𝑋), coº znázor¬uje obrázek 4.7. Stejnou barvou jsou zde zvýrazn¥ny ty
neterminály a £ásti vstupního °et¥zce, které si samy sob¥ odpovídají. erven¥ podbarvená
je chybná (nadbývající) £ást vstupu. Pro zjemn¥ní se m·ºe do vyhledávání klí£e zahrnout i
mnoºina 𝐹𝑖𝑟𝑠𝑡(𝑋), coº zamezí p°esko£ení £ásti 𝑎1, ..., 𝑎𝑛.
vstup: 𝑥1, ..., 𝑥𝑤 𝑎1, ..., 𝑎𝑛 𝑥 𝑏1, ..., 𝑏𝑚 𝑦 𝑐1, ..., 𝑐𝑘
zásobník: A x B y C
Obrázek 4.7: Ilustrace zotavení z chyb p°i klasické LL-analýze.
U hluboké syntaktické analýzy je toto chování podobné, nicmén¥ zde vyvstává jeden
podstatný rozdíl. Na obrázku 4.8 máme totoºnou situaci jako v p°edchozím p°ípad¥ uzp·-
sobenou pro hlubokou SA. P°esn¥ji °e£eno, aktuální stav je 𝑞 a na zásobníku máme t°i
neterminály A, B a C v hloubkách 0,1 a 2. Zárove¬ uvaºujme, ºe dle deﬁnice gramatiky je
moºno ve stavu 𝑞 pouºít dv¥ pravidla, jejichº levé strany jsou 0𝑞𝐴 a 1𝑞𝐵.
Na za£átku vstupu máme chybný preﬁx °et¥zce 𝑥1, ..., 𝑥𝑤, coº zp·sobí, ºe pravidlo 0𝑞𝐴,
nebude aplikováno a v normálním p°ípad¥ by se zahájila procedura pro zotavení. U hlu-
boké SA v²ak nejd°íve vyzkou²íme pravidlo 1𝑞𝐵, které by si úsp¥²n¥ p°edna£etlo vstup a
expandovalo by neterminál B na °et¥zec 𝑏1, ..., 𝑏𝑚. To samoz°ejm¥ povede na chybu, protoºe
(nap°íklad) do stavu 𝑞, se jiº proces SA nikdy nemusí vrátit.
K tomu navíc m·ºe nastat i p°ípad, kdy vstupní °et¥zec je natolik po²kozen, ºe ani jedno
z pouºitelných pravidel se nepoda°í provést (druhý a t°etí °ádek obrázku 4.8). Nejprve se
vyzkou²í zda-li jde aplikovat pravidlo pro vrchol zásobníku, coº selºe a automaticky se
p°edpokládá, ºe je pot°eba pouºít pravidlo ve v¥t²í hloubce. To selºe také, coº povede na
zotavení z chyb.
vstup: 𝑥1, ..., 𝑥𝑤 𝑎1, ..., 𝑎𝑛 𝑥 𝑏1, ..., 𝑏𝑚 𝑦 𝑐1, ..., 𝑐𝑘
zásobník: 0qA x 1qB y 2qC
vstup: 𝑥1, ..., 𝑥𝑤 𝑎1, ..., 𝑎𝑛 𝑥 𝑒1, ..., 𝑒𝑣 𝑏3, ..., 𝑏𝑚 𝑦 𝑐1, ..., 𝑐𝑘
Obrázek 4.8: Ilustrace zotavení z chyb p°i hluboké LL-analýze.
Z p°edchozích p°íklad· plyne jeden zásadní poznatek. Kdykoliv je hluboká syntaktická
analýza ve stavu 𝑞, ve kterém je moºné pouºít alespo¬ dv¥ pravidla v r·zných hloubkách 𝑑1
a 𝑑2 a aplikuje-li se pravidlo v hloubce 𝑑2, kde 𝑑2 > 𝑑1, není jasné, zda pravidlo pro hloubku
𝑑1 bylo p°esko£eno z d·vod· chyby vstupu, nebo protoºe opravdu m¥lo být p°esko£eno.
To je samoz°ejm¥ nep°ijatelné, protoºe to znamená, ºe hluboká SA v takové podob¥ je
nedeterministická.
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Jedním intuitivn¥ nabízejícím se °e²ením je p°idat omezení na stavovou gramatiku: ∀𝑝 ∈
𝑄,@𝑟1 : 𝑛𝑝𝐴1 → 𝑞1𝐵1, 𝑟2 : 𝑚𝑝𝐴2 → 𝑞2𝐵2 ∈ 𝑃 : 𝑚 = 𝑛, kde 𝑚,𝑛 ≥ 0, 𝐵1, 𝐵2 ∈ Γ. Tedy
by m¥lo platit, ºe v kaºdém stavu existují pouze pravidla operující nad jednou hloubkou
zásobník·.
Nane²t¥stí tato zm¥na má minimáln¥ jeden nep°íjemný d·sledek. V podkapitole 3.1.2
bylo stru£n¥ popsáno n¥kolik problém· vyplývajících z vylou£ení 𝜀-pravidel. Tím, který
nás momentáln¥ zajímá, je p°ípad p°edna£ítání vstupu, kdy je zapot°ebí zkontrolovat jestli
vstupní °et¥zec obsahuje dal²í výskyt n¥jakého symbolu £i ne a jen p°i jeho výskytu chceme
replikovat n¥jaký obsah na zásobníku. To nadále jiº není moºné v·bec nebo jen ve velice
omezené mí°e, jelikoº omezení jedné hloubky na stav gramatiky omezuje generativní sílu
stavové gramatiky.
Uvaºujme nap°íklad p°ípad kontextové SA pro kontrolu zda-li se po£et argument· v pro-
totypu funkce a po£et argument· v jejím volání shoduje. V takové situaci není moºné pouºít
stejný p°ístup jako v p°ípad¥ jazyka 𝐿 = {𝑎𝑛𝑏𝑛𝑐𝑛|𝑛 ≥ 1}, kdy se shodný po£et znak· 'a',
'b' a 'c' kontroluje paraleln¥, protoºe jednotlivé výskyty volání funkce mohou být proloºeny
libovoln¥ dlouhými sekvencemi jiných p°íkaz·. Jediným °e²ením je p°i kontrole prototypu
funkce na zásobník vygenerovat jakési poznámky v podobn¥ neterminál· ozna£ující správný
po£et argument·. P°i výskytu volání funkce se v²ak zárove¬ pot°ebujeme podívat dále a
zjistit jestli je za tímto voláním dal²í, abychom nereplikovali neterminály zbyte£n¥.
Práv¥ tady nastává problém, protoºe po£et parametr· funkce je obecn¥ prom¥nný a tedy
i pravidla snaºící se najít dal²í výskyt musí pracovat v prom¥nné hloubce, coº v²ak jiº není
moºné. Uvaºujme následující obsahy zásobníku:
a) N N N ... FUNCTION-CALL
b) N N N N N ... FUNCTION-CALL
Je z°ejmé, ºe jakékoliv neterminály vyskytující se v £ásti FUNCTION-CALL a kontrolující
dal²í výskyt n¥jakého symbolu £i tokenu, musí v p°ípad¥ (a) pracovat v hloubce 4 a vý²,
respektive v hloubce 6 a vý²e v p°ípad¥ (b).
Jaká p°esn¥ je generativní síla stavové gramatiky s omezením na jednu hloubku na její
stav není jasné, nicmén¥ je moºné její sílu za°adit alespo¬ p°ibliºn¥. Jelikoº je stále moºné
sestavit gramatiku pro vstupní °et¥zce jako je int bool string number flag str = 666
false "Hello World!", je z°ejmé, ºe její síla je v¥t²í neº bezkotextové gramatiky, tedy po-
kud ozna£íme t°ídu jazyk· deﬁnovaných stavovými gramatikami obsahující jen pravidla v
jedné hloubce na stav ℒ𝑆𝐺1, m·ºeme formáln¥ zapsat ℒ2 ⊂ ℒ𝑆𝐺1. Z p°edchozího p°íkladu
víme, ºe ℒ𝑆𝐺1 ⊂ ℒ1, nicmén¥ to není p°íli² uºite£ná informace, jelikoº víme, ºe jakýko-
liv jazyk deﬁnovaný dle stavové gramatiky s omezenou hloubkou, tedy 𝑛-𝑙𝑖𝑚𝑖𝑡𝑒𝑑 SG pat°í
do nekone£né hierarchie t°íd jazyk· mezi t°ídami ℒ2 a ℒ1, tvo°ené postupným p°idáváním
jednotlivých 𝑛-𝑙𝑖𝑚𝑖𝑡𝑒𝑑-𝑆𝐺. A jelikoº ºádný po£íta£ nemá neomezenou opera£ní pam¥´, ni-
kdy síly t°ídy ℒ1 nedosáhne. Tedy víme, ºe ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1 ⊂ ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺, coº celkov¥
znamená:
ℒ2 ⊂ ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1 ⊂ ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺 ⊂ ℒ∞−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺 = ℒ1. (4.5.1)
Je z°ejmé, ºe toto omezení je neºádoucí a tvo°í velice silný argument pro£ zahrnout 𝜀-
pravidla. Na druhou stranu, 𝜀-pravidla nemusí být nutn¥ jediným moºným °e²ením. Jeden
takový p°ípad bude rozebrán v kapitole 8, protoºe v této práci na jeho prozkoumání jiº
nezbylo místo.
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Kapitola 5
Hluboká syntaktická analýza
V této kapitole budou formáln¥ deﬁnovány pojmy stavové LL-gramatiky a hierarchické syn-
taktické analýzy. Základní kostra t¥chto pojm· vzejde z deﬁnic obsaºených v kapitole 2,
které budou dopln¥ny o vlastnosti popsané nap°í£ touto prací.
Definice 5.0.1. Stavová LL-gramatika G je osmice (Q, Σ, Γ, P, S, q0, n, l), kde:
∙ Q je kone£ná mnoºina stav·.
∙ Σ je kone£ná mnoºina vstupní abecedy (terminál·).
∙ Γ je úplná abeceda, kde Γ = Σ ∪ N, kde N je kone£ná mnoºina neterminál·.
∙ P ⊆ (Q × N) × (Q × Γ+) je kone£ná relace, p°i£emº místo (𝑞, 𝐴, 𝑝,𝐵) ∈ 𝑃 budeme
psát 𝑞𝐴→ 𝑝𝐵 ∈ 𝑃 .
∙ S je po£áte£ní symbol na zásobníku, tedy S ∈ N.
∙ q0 je po£áte£ní stav, tedy q0 ∈ 𝑄. (Dopln¥no z d·vodu usnadn¥ní implementace).
∙ n je limit stavové gramatiky G, tak jak byl popsán v deﬁnici 2.1.5.
∙ l je limit ur£ující po£et moºných opakování jednoho pravidla v jednom stavu v algo-
ritmech zaloºených na prohledávání stavového prostoru.
∙ Navíc stavová LL-gramatika musí mít tyto vlastnosti:
a) ∀𝑎 ∈ Σ a ∀𝐴 ∈ 𝑁 existuje maximáln¥ jedno pravidlo tvaru 𝑑𝑝𝐴 → 𝑞𝐵, takové
ºe 𝑎 ∈ 𝐹𝑖𝑟𝑠𝑡𝑑(𝐵), kde 0 < 𝑑 ≤ 𝑛,𝐵 ∈ Γ*. Podmínka omezující faktoriza£ní
konﬂikty.
b) ∀𝑟1 : 𝑑1𝑝1𝐴1 → 𝑞1𝐵1, 𝑟2 : 𝑑2𝑝2𝐴2 → 𝑞2𝐵2 : 𝑝1 = 𝑝2=⇒𝑑1 = 𝑑2. V jednom
stavu existují pouze pravidla operující nad jedinou hloubkou zásobníku (popsáno
v podkapitole 4.5).
c) V gramatice G neexistuje pravidlo, které je dostupné aº po zopakování jakého-
koliv pravidla v jednom stavu více neº l-krát (popsáno v podkapitole 4.2).
Implementace této práce navíc uvaºovala podmínku jediného startovního pravidla, tedy
jakákoliv reáln¥ testovaná gramatika spl¬ovala |𝑛𝑝𝐴→ 𝑞𝐵| = 1, kde 𝐴 = 𝑆 a S je startovní
neterminál.
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Kapitola 6
Implementace
Tato kapitola se zam¥°uje na speciﬁka implementace syntaktické analýzy vyplývající z pou-
ºití hlubokých zásobníkových automat·, respektive z podpory kontextové syntaktické ana-
lýzy. Nicmén¥, nejprve zde bude vysv¥tlen pojem hierarchické hluboké syntaktické analýzy
a co v²echno tento systém p°iná²í.
6.1 Hierarchická hluboká SA
Hierarchická hluboká syntaktická analýza formáln¥ deﬁnovaná v deﬁnici 6.1.1 (dále jen hie-
rarchická SA) slouºí k zjednodu²ení návrhu stavových gramatik pro hlubokou analýzu, p°i-
£emº hierarchická SA p°iná²í hned n¥kolik výhod oproti p°ímo£arému roz²í°ení standardní
LL-analýzy.
Definice 6.1.1. Hierarchická syntaktická analýza je p¥tice H = (I, G = {𝑔1, 𝑔2, ..., 𝑔𝑛}, P
= {𝑝1, 𝑝2, ..., 𝑝𝑛}, 𝑔0, 𝑝0), kde:
∙ I je spole£ný vstup nebo-li spole£ný lexikální analyzátor pro v²echny díl£í hluboké
zásobníkové automaty.
∙ G je kone£ná mnoºina stavových LL-gramatik tak jak je popisuje deﬁnice 5.0.1.
∙ P je kone£ná mnoºina hlubokých zásobníkových automat·, kde |𝐺| = |𝑃 | a kde 𝑝1 je
deﬁnováno dle 𝑔1, 𝑝2 je deﬁnováno dle 𝑔2 aº 𝑝𝑛 je deﬁnováno dle 𝑔𝑛.
∙ 𝑔0 je stavová LL-gramatika deﬁnující po£áte£ní hluboký ZA 𝑝0, kde 𝑔0 ∈ 𝐺, 𝑝0 ∈ 𝑃 .
Na moment ignorujme hierarchickou SA a shr¬me co v²echno je pot°eba realizovat pro
hlubokou LL-analýzu bez 𝜀-pravidel:
a) Zm¥na struktury LL tabulky, respektive klí£e °ádku.
b) Výpo£et hloubek pravidel realizované stavové gramatiky.
c) Modiﬁkace algoritm· 𝐹𝑖𝑟𝑠𝑡 aby reﬂektovala p°edchozí body.
d) Realizuji-li zotavení z chyb, modiﬁkace algoritmu 𝐹𝑜𝑙𝑙𝑜𝑤.
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Body 𝑏, 𝑐 a 𝑑 evidentn¥ vycházejí z bodu 𝑎, nicmén¥ je d·leºité si uv¥domit, ºe tyto
t°i body v sob¥ skrývají algoritmy, které operují nad stavovým prostorem. A práv¥ zde
má hierarchická SA nejv¥t²í p°ínos. V klasickém p°ípad¥ bychom navrhli n¥jakou stavovou
gramatiku, která by byla v p°ípad¥ kompletního popisu b¥ºného programovacího jazyka
zna£n¥ rozsáhlá a s tím i stavový prostor se kterým ve zmín¥ných algoritmech pracuje.
Takovou stavovou gramatiku je z°ejm¥ moºné deﬁnovat pomocí souboru malých stavo-
vých gramatik, mezi kterými by se v pr·b¥hu syntaktické analýzy dynamicky p°echázelo.
Nicmén¥ to není v²echno, jelikoº bychom v takovém p°ípad¥ pracovali se souborem stavových
gramatik, musí to znamenat, ºe budeme pracovat i se souborem hlubokých zásobníkových
automat·, coº sebou p°iná²í zajímavé moºnosti.
Hierarchická syntaktická analýza je tedy systém pracující nad souborem hlubokých ZA,
které mají spole£ný vstup (soubor s analyzovaným textem) a tedy i spole£ný lexikální analy-
zátor, který ºádají o 𝑡𝑜𝑘𝑒𝑛𝑦. A podobn¥ jako ZA, a´ uº klasický £i hluboký, má hierarchická
SA vstupní bod, coº je v na²em p°ípad¥ práv¥ jeden z dostupných hlubokých ZA.
To má evidentn¥ z°etelný p°ínos pro algoritmy zmín¥né v bode 𝑎-𝑐, jelikoº velikost sta-
vové gramatiky se znateln¥ zmen²í, respektive p°esn¥ji °e£eno, její prohledávaný stavový
prostor se zmen²í, coº nám umoº¬uje v¥t²í ﬂexibilitu a volnost p°i návrhu stavových gra-
matik, zejména v souvislosti s problematikou jenº byla popsána v podkapitole 4.2.
Dal²í p°ínos souvisí se zotavením z chyb. Z kapitoly 3 víme, ºe b¥hem klasické LL-analýzy
je b¥ºné v gramatice pouºívat pravidla jako FOR → (DEC, EXPR, EXPR) { STATS } a
DEC → type id ;, kde se koncové terminály '}' a ';', vygenerovaly hned na za£átku analýzy
dané syntaktické konstrukce. Díky tomu je také bylo moºné pouºít jako záchytné body p°i
výskytu chyby. Nastala chyba? Pokud ano, smaº vstup a zásobník aº po koncový terminál
a pokra£uj. V na²em p°ípad¥ to není moºné, jelikoº tyto neterminály se musejí p°ednostn¥
rezervovat pro návrat ze syntaktické konstrukce a to díky absenci 𝜀-pravidel.
program global
PROG
0 { GLOBAL 
GLOBAL
0 } 
fce-def
GLOBAL
0 function FCE 
declare
GLOBAL
0 type DECLARE 
FCE
0 GLOBAL 
DECLARE
0 GLOBAL 
Obrázek 6.1: Stavová gramatika pro hlavní obálku programu.
Jak tedy hierarchická analýza m·ºe tento problém usnadnit? P°edstavme si, ºe zrovna
analyzujeme t¥lo funkce, konkrétn¥ pak nap°íklad deklaraci prom¥nné. V takovém p°ípad¥
p°edáme °ízení syntaktické analýzy hlubokému ZA popisující deklaraci prom¥nné, který má
k dispozici sv·j vlastní zásobník. V p°ípad¥ chyby m·ºeme jednodu²e celý tento zásobník
zahodit, coº znamená, ºe ºádný záchytný bod na zásobníku není pot°eba. Konkretn¥ se
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toto realizuje tak, ºe nezahodím jen zásobník, ale celý hluboký ZA, protoºe by stejn¥ bylo
nutné jeho stav resetovat. Samoz°ejm¥ to taky znamená, ºe p°i p°edání °ízení n¥jakému
HZA, se musí nejprve vytvo°it kopie (klon) z databáze deﬁnovaných hlubokých ZA, jenº
byly vytvo°eny na základ¥ vstupního souboru stavových gramatik.
Pro p°edaní °ízení z jednoho HZA do druhého a pro zachycení jejich hierarchie je za-
pot°ebí zásobník, p°i£emº je uº otázkou konkrétní implementace jak se takový zásobník
realizuje. V této práci bylo zvoleno p°edání °ízení pomocí rekurzivního sestupu, který zá-
sobníkovou strukturu vytvo°í automaticky v pam¥ti po£íta£e. To si samoz°ejm¥ vyºaduje,
aby v deﬁnici stavové gramatiky bylo moºné vyjád°it p°edání °ízení. To bylo realizováno
pom¥rn¥ primitivním zp·sobem, kdy v p°ípad¥, ºe se název stavu shoduje s názvem vstup-
ního souboru gramatiky, jedná se o takzvaný p°edávací stav, vytvo°í se kopie hlubokého
ZA deﬁnovaného podle této gramatiky a zavolá se jeho metoda 𝑅𝑢𝑛(). Podíváme-li se na
obrázek 6.1, stav 𝑓𝑐𝑒-𝑑𝑒𝑓 a stav 𝑑𝑒𝑐𝑙𝑎𝑟𝑒 jsou stavy pro p°edání °ízení, konkrétní realizace
jejich gramatik je vyobrazena na obrázcích 4.4 a 6.2.
declare type
DECLARE
0 TYPES = INITS ; 
repeat-endTYPES0 type TYPES-IDS 
repeat
TYPES-IDS
0 TYPES id 
end
TYPES-IDS
0 id 
INITS
1 l-int INITS 
INITS
0 l-int 
0 id 
Obrázek 6.2: Stavová gramatika deﬁnující kontextovou deklaraci prom¥nných.
Na obrázku 6.3 je znázorn¥no jak by mohla vypadat navigace v hierarchické syntaktické
analýze. Daný p°íklad je inspirován jazyky z OO prost°edí, konkrétn¥ji pak jazykem C♯.
Jednotlivé stavy zde p°edstavují samostatné hluboké ZA, deﬁnované na základn¥ separátních
deﬁnic stavových gramatik. erné obousm¥rné ²ipky p°edstavují jaké syntaktické konstrukce
daný hluboký ZA m·ºe obsahovat, p°i£emº jsou oboustranné, protoºe jakmile se dokon£í
syntaktická analýza, musí se °ízení nutn¥ p°edat zp¥t hierarchicky vy²²ímu HZA. ervené
²ipky pak nazna£ují, ºe daný jazyk konkrétního hlubokého ZA m·ºe obsahovat konstrukci
ze které mu bylo p°edáno °ízení. Tedy, nejen ºe muºe vrátit °ízení vý²e, ale také m·ºe
p°edat °ízení níºe. Tato struktura se neimplementuje, jakékoli provázání je deﬁnováno v
jednotlivých stavových gramatikách, jak je znázorn¥no na obrázcích 6.1 a 6.2. Samoz°ejm¥,
je z°ejmé, ºe obrázek 6.3 není zdaleka kompletní.
Nakonec bych zmínil pom¥rn¥ z°ejmé vlastnosti, jako je zna£n¥ zvý²ená p°ehlednost
deﬁnice stavových gramatik ur£ených pro popis jednotlivých syntaktických konstrukcí jenº
daný programovací jazyk oplývá. Velice uºite£ným nástrojem je i moºnost p°idat do vstup-
ního souboru se seznamem gramatik libovolnou novou poloºku i kdyº nepat°í do daného
celku a ºádná z jiných gramatik ji nezahrnuje. Takto je moºné ji velice snadno zahrnout do
automatizovaného procesu kontroly gramatik tvo°ících hierarchickou SA.
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𝑝𝑟𝑜𝑔𝑟𝑎𝑚 𝑔𝑙𝑜𝑏𝑎𝑙
𝑢𝑠𝑖𝑛𝑔
𝑛𝑎𝑚𝑒𝑠𝑝𝑎𝑐𝑒
𝑐𝑙𝑎𝑠𝑠
𝑠𝑡𝑟𝑢𝑐𝑡
𝑒𝑛𝑢𝑚 𝑑𝑒𝑙𝑒𝑔𝑎𝑡𝑒
𝑚𝑒𝑡ℎ𝑜𝑑 𝑠𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡
𝑓𝑜𝑟
𝑠𝑤𝑖𝑡𝑐ℎ 𝑑𝑒𝑐𝑙𝑎𝑟𝑎𝑡𝑖𝑜𝑛
𝑤ℎ𝑖𝑙𝑒𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒
𝑚𝑒𝑡ℎ𝑜𝑑
𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒
𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦
𝑠𝑖𝑔𝑛𝑎𝑡𝑢𝑟𝑒
𝑝𝑟𝑜𝑝𝑒𝑟𝑡𝑦
Obrázek 6.3: Pohled na navigaci hierarchické hluboké syntaktické analýzy.
6.2 Zpracování vstupu
P°i hluboké syntaktické analýze se vstup zpracovává velice podobn¥ jako p°i b¥ºné SA.
Stále zde platí princip syntaxí °ízeného p°ekladu, kdy syntaktická analýza ºádá lexikální
analyzátor o dal²í 𝑡𝑜𝑘𝑒𝑛𝑦, kdykoli n¥jaký pot°ebuje. Nicmén¥ u hluboké SA, na rozdíl od
té klasické, je nutné p°edna£ítání vstupu.
P°edna£ítání vstupu u p°eklada£· není nic nového. Je b¥ºné, ºe p°i jednom poºadavku
na 𝑡𝑜𝑘𝑒𝑛 jich lexikální analyzátor na£te vícero, ale vrátí pouze jeden, p°i£emº dal²í 𝑡𝑜𝑘𝑒𝑛𝑦
na£te jen tehdy pokud mu do²ly ty jiº p°edna£tené. Zcela jist¥ existuje více variací tohoto
chování s více £i mén¥ odli²nostmi, nicmén¥ d·leºitým faktem je, ºe toto chování je spí²e
volitelné roz²í°ení, implementované z d·vod· efektivity a rychlosti p°ekladu. Na druhou
stranu u hluboké syntaktické analýzy je toto chování naprostou nutností.
Uvaºujme nap°íklad úryvek ze stavové gramatiky (obrázek 6.4) pro deﬁnici funkce zjed-
nodu²en¥ popsané v podkapitole 3.1.2. Pravidlo pro p°echod ze stavu 𝑓𝑐𝑒 do stavu 𝑓𝑐𝑒-𝑡𝑦𝑝𝑒
expanduje neterminál FCE-VT na °et¥zec (£ást v¥tné formy) RTYPE ( ARGF { RSTATS-
E. Zárove¬ je neterminál RSTATS-E zpracovatelný ve stavu 𝑓𝑐𝑒-𝑟𝑒𝑡𝑠 pouze v hloubce dv¥,
coº znamená, ºe abychom mohli toto pravidlo pouºít, musí se nejd°íve správn¥ namapovat
£ást vstupu na neterminál ARGF. To znázor¬uje obrázek 6.6.
Obecn¥ mohou nastat dva p°ípady. První je pokud jsou na zásobníku hlubokého ZA
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p°ítomny terminály, které je²t¥ nebylo moºné odstranit pomocí operace 𝑐𝑜𝑚𝑝𝑎𝑟𝑒. V tom
p°ípad¥ jednodu²e kontroluji pokud jsou tyto neterminály postupn¥ na vstupu. V opa£ném
p°ípad¥ nastává chyba.
𝑓𝑐𝑒-𝑑𝑒𝑓 𝑓𝑐𝑒
𝑓𝑐𝑒-𝑡𝑦𝑝𝑒 𝑓𝑐𝑒-𝑟𝑒𝑡𝑠𝑓𝑐𝑒-𝑎𝑟𝑔𝑠
𝑓𝑐𝑒-𝑏𝑜𝑑𝑦 𝑑𝑒𝑐𝑙𝑎𝑟𝑒
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0 type RTYPE
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ARGF
0 ARG ARGS
0 )
ARGS
0 , ARG ARGS
0 )
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0 type id
RSTATS-E
0 ; RSTATST
0 }
0 RSTATST
RSTATST
0 id
0 return id
Obrázek 6.4: ást realizace stavové gramatiky z podkapitoly 3.1.2.
Druhým p°ípadem je výskyt neterminálu, práv¥ jako nap°íklad neterminál ARGF z ob-
rázku 6.6, který se zpracovává aº po neterminálu RSTATS-E. Zde nutn¥ vyvstává otázka:
Na jaké v²echny terminály se m·ºe ARGF expandovat a je²t¥ lépe, v jakém po°adí. Nicmén¥
to je v podstat¥ samotná syntaktické analýza, proto tuto £ást kontroly provedeme jen zjed-
nodu²eným zp·sobem. Deﬁnujeme si mnoºiny 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑(𝑛𝑝𝐴) = {𝑎 ∈ 𝑊 |𝑛𝑝𝐴 ⇒+ 𝑞𝑤,
kde 𝑤 ∈ Σ* a kde 𝑊 je mnoºina v²ech terminál· ve v¥t¥ 𝑤}. Jinak °e£eno, deﬁnujeme si
mnoºinu podobnou nap°íklad 𝐹𝑖𝑟𝑠𝑡𝑑 £i 𝐹𝑜𝑙𝑙𝑜𝑤𝑑, která bude ur£ovat mnoºinu v²ech termi-
nál·, kterých trojice 𝑛𝑝𝐴 m·ºe nabýt. Výpo£et mnoºin 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑 je £áste£n¥ podobný
výpo£tu mnoºin 𝐹𝑜𝑙𝑙𝑜𝑤𝑑, hlavním rozdílem je, ºe místo dvojic (p°edch·dce, následník) v
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jedné konﬁguraci zásobníku hlubokého ZA, se do seznamu L vkládají dvojice (p°edch·dce,
následník) mezi v²emi po sob¥ následujícími konﬁguracemi HZA. Obrázek 6.5 znázor¬uje
princip výpo£tu, p°i£emº £erné ²ipky znázor¬ují páry p°idávané do seznamu L, ze kterého
jsou následným pospojováním t¥chto dvojic získány jednotlivé mnoºiny 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑.
zásobník 1: 0pA 1pB a 2pD
zásobník 2: 0qA x 1qB c a 2qC
zásobník 3: b 0rE x 1rB c a 2rC
Obrázek 6.5: Ilustrace výpo£tu mnoºin 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑.
Vra´me se k obrázku 6.6, ze kterého je z°ejmé, ºe symbol za£átku t¥la funkce '{' musí
být úsp¥²n¥ namapován jiº p°ed expandováním RSTATS-E, jinak by mohlo dojít k chyb¥.
Nap°íklad v p°ípad¥, kdy úsek vstupu náleºící ARGF by byl £áste£n¥ totoºný s RSTATS-E,
by mohla nastat situace taková, ºe RSTATS-E by bylo expandováno pro neplatnou £ást
vstupu, coº by velice rychle vedlo na chybnou indikaci syntaktické chyby.
Pokud tedy mapujeme °et¥zec RTYPE ( ARGF RSTAT-E na zásobníku v·£i vstupu,
protoºe pot°ebujeme provést expanzi neterminálu RSTATS-E, tak pokud v²echny symboly
mezi ( a {, tedy pokud znaky náleºící neterminálu ARGF nepat°í do mnoºiny 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑
(𝑛𝑝𝐴𝑅𝐺𝐹 ), nastane chyba typu neo£ekávaný 𝑡𝑜𝑘𝑒𝑛, která bude poznamenána do chybového
logu a bude zahájeno zotavení z chyby.
FCE
RTYPE ( ARGF { RSTATS-E
function int int GetInfo ( int p1, bool p2 ) { stat1; ...; statN; }
Obrázek 6.6: Znázorn¥ní mapování neterminál· na vstupní °et¥zec.
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6.3 Zotavení z chyb založené na HSA
Jak uº bylo °e£eno vý²e, zotavení z chyb je jen vedlej²ím úkolem této práce, proto byl
pouºit princip jednodu²²í neº ten popsaný v podkapitole 4.5, a který byl zaloºený na hledání
symbol· náleºících do mnoºiny 𝐹𝑜𝑙𝑙𝑜𝑤𝑑, pop°ípad¥ 𝐹𝑖𝑟𝑠𝑡𝑑 ∪ 𝐹𝑜𝑙𝑙𝑜𝑤𝑑.
Pro jednoduchost byl pouºit triviální systém zotavení, kdy se ve vstupním °et¥zci vy-
hledává p°edem dohodnutý znak nebo skupina znak·. V této práci byly konkrétn¥ pouºity
symboly ’;’ a ’}’, jelikoº ve v²ech testovacích gramatikách byl pouºit programovací jazyk
velice podobný C £i C++.
Uvaºme vstupní °et¥zec int bool a b = 5 true; jehoº syntaxi popisuje gramatika na
obrázku 6.2, a který je bezchybný. V et¥zci int bool a b 5 true; naopak chybí operátor
p°i°azení, který je vygenerován pomocí pravidla 0<declare>DECLARE → TYPES = INITS ;.
Je z°ejmé, ºe chyba nastane b¥hem provád¥ní 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 jelikoº na zásobníku máme operá-
tor p°i°azení ’=’ a zárove¬ na vstupu dostaneme £íselný literál. V takovém p°ípad¥ se do
chybového logu poznamená chyba typu neo£ekávaný 𝑡𝑜𝑘𝑒𝑛, vyhledá se nejbliº²í symbol ’;’
nebo ’}’ a z tohoto místa se syntaktická analýza restartuje.
Sama o sob¥ tato metoda není p°íli² p°esná. Nap°íklad v °et¥zci int bool a b = 5
true chybí symbol ukon£ení p°íkazu ’;’ coº samoz°ejm¥ povede na p°esko£ení alespo¬
jednoho dal²ího p°íkazu (a to i nap°íklad celé smy£ky). Zárove¬ hrozí p°esko£ení 𝑡𝑜𝑘𝑒𝑛𝑢
startu nového bloku (kódu) ’{’, coº m·ºe vést na chybné zotavení, jelikoº se jednodu²e
m·ºeme ocitnout v hierarchii obor· platnosti o dv¥ úrovn¥ níºe. Tento problém byl vy°e²en
pomocí jednoduché inkrementace a dekrementace p°i výskytu znak· ’{’ a ’}’.
K tomu navíc p°ibývá i jeden nový druh chyby, který u klasického zotavení z chyb
nepotkáme. V podkapitole 6.2 byla popsána problematika p°edna£ítání vstupu, která také
m·ºe vést na chybu typu neo£ekávaný 𝑡𝑜𝑘𝑒𝑛 mimo vrchol zásobníku, tedy v hloubce v¥t²í
jedné (v¥t²í nule, pokud indexujeme pravidla od nuly).
B¥hem zotavení z chyb se musí provést dva základní kroky. Prvním je vymazání chybné
£ásti vstupního °et¥zce aº po nalezený záchytný symbol (';' a '}'), který je pom¥rn¥ p°ímo-
£arý. Na druhou stranu vymazání odpovídající £ásti v¥tné formy ze zásobníku je uº t¥º²í,
p°edev²ím protoºe ne vºdy máme onen záchytný symbol v daný moment jiº na zásobníku
obsaºený, coº m·ºe být nap°íklad zp·sobeno vylou£ením 𝜀-pravidel, tak jak to popisuje
podkapitola 3.1. e²ení je pouºití hierarchické SA a zahození práv¥ aktivního hlubokého
ZA, tak jak to bylo popsáno podkapitole. 6.1.
6.4 Detaily implementace
V podkapitole 6.1 byl vysv¥tlen pojem hierarchické (hluboké) syntaktické analýzy jenº prin-
cipiáln¥ pracuje ve dvou hlavních bodech:
∙ Inicializace hierarchické syntaktické analýzy.
a) Na£tení v²ech gramatik 𝑔1, 𝑔2, ..., 𝑔𝑛 a vytvo°ení jim odpovídajících hlubokých
zásobníkových automat· 𝑚1,𝑚2, ...,𝑚𝑛, kde n je po£et stavových gramatik deﬁ-
nujících HSA.
b) Zavolání metody Run() po£áte£ního HZA.
∙ B¥h hlubokého zásobníkového automatu (algoritmus 6.4.1, metoda Run()).
Algoritmus 6.4.1. Princip metody Run() (pseudokód).
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01: while (stack.Count > 0) {
02: var key = GetLLKey();
03: if (key == null)
04: ErrorRecovery();
05: Expand(key);
06: if (currentState != startState && IsTransitState(currentState)) {
07: var newPda = HSA.GetPda(currentState);
08: newPda.Run();
09: }
10: Compare();
11: }
V prvním bod¥ je velice stru£n¥ popsána £ást práce hierarchické SA. Ve skute£nosti v²ak
tyto dva body jsou velice blízko reálné implementaci, protoºe HSA nemá za úkol nic jiného,
neº iniciovat syntaktickou analýzu. Krom¥ toho je²t¥ nepatrn¥ pomáhá s p°edáním °ízení
hlubokému ZA níºe v hierarchii HZA.
V druhém bod¥ je k dispozici zna£n¥ zidealizovaná podoba funkce Run(), p°esto v²ak
zachycuje její podstatu. Idea metody je pom¥rn¥ jednoduchá: dokud není zásobník práv¥
aktivního HZA prázdný, získá se klí£ do hluboké LL-tabulky a provede se expanze na základ¥
pravidla jenº odpovídá danému klí£i s následným provedením porovnání terminálních znak·
na zásobníku a vstupu. V p°ípad¥, ºe aktuální stav po expanzi je tranzitním stavem pro
jiný hluboký ZA, získám jeho novou kopii a rekurzivn¥ zavolám op¥t metodu Run().
Vra´me se nyní k °ádku £íslo t°i, kde voláme metodu GetLLKey() za níº se také ukrývá
zna£ná £ást logiky hluboké syntaktické analýzy. Tu zobrazuje algoritmus 6.4.2.
Algoritmus 6.4.2. Princip metody GetLLKey() (pseudokód).
01: var depth = stateDepths[currentState];
02: var nt = GetIthNonterminal(depth);
03: if (nt == null)
04: threw new Exception(...);
05: var possibleTerms = <all terminals in deep-LL-table associated with
left side equal to (depth, currentState, nt)>;
06: if (possibleTerms.Count == 0)
07: threw new Exception(...);
08: var inputTerm = <obtain the input terminal behind nonterminal nt>;
09: if (!possibleTerms.Contains(inputTerm)) {
10: threw new Exception(...);
11: }
12: LLKey = <obtain LLKey associated with terminal inputTerm>;
13: return var LLKey;
Algoritmus funguje tak, ºe nejprve získá hloubku, coº je moºné a velice jednoduché díky
omezení jediné hloubky pravidel operujících z téhoº stavu. Následn¥ na základ¥ získané
hloubky získá neterminál ze zásobníku aktuáln¥ aktivního HZA. Pro kombinaci (hloubka,
aktuální-stav, neterminál) získá v²echny moºné terminální symboly, jenº jsou obsaºené
v klí£ích hluboké LL-tabulky, a které jsou spárovány práv¥ s touto trojicí. Pokud ºádné
takové symboly neexistují, neexistuje ani pouºitelné pravidlo, coº m·ºe být zp·sobeno bu¤
chybou vstupu, na£eº se zahájí zotavení z chyb, nebo chybou v gramatice.
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V opa£ném p°ípad¥ získáme vstupní terminál, který se ale ve vztahu k zásobníku nachází
aº za neterminálem nt a pokud se shoduje s n¥jakým ze symbol· v possibleTerms, bylo
nalezeno pravidlo, které se také vrátí jako výsledek funkce.
Pozastavme se je²t¥ u °ádku £íslo osm, za kterým se schovává kód (funkce), ve kterém
dochází k p°edna£ítaní vstupu popsaném v podkapitole 6.2. V praxi se na °ádku osm vysky-
tuje funkce p°ebírající index do spole£ného, p°edna£teného vstupu, coº zabra¬uje vyhledání
nekorektního pravidla.
6.5 Použití aplikace
Výsledkem této práce je konzolová aplikace deep-sa.exe, která p°ijímá t°i aº p¥t parametr·.
Následují tyto moºnosti:
deep-sa.exe [--debug=N][--breadthSearchLimit=M] tokens hfile input
První parametr --debug=N je volitelný a m·ºe nabývat hodnot 𝑁 = 0 aº 𝑁 = 2, kde 0
zamezuje výpisu ladících informací (výchozí nastavení), p°i 1 budou vypisovány základní
ladící informace a p°i 2 pokro£ilé ladící informace.
Druhý volitelný parametr --breadthSearchLimit=M je nastavení limitu pro algoritmy
prohledávající stavový prostor, tedy se jedná p°edev²ím o algoritmy pro výpo£et hloubek
pravidel a mnoºin 𝐹𝑖𝑟𝑠𝑡𝑑 a 𝐹𝑜𝑙𝑙𝑜𝑤𝑑. Výchozí nastavení je 𝑀 = 2, coº je také minimální
moºná hodnota.
Dal²í t°i parametry jsou povinné, musí být uvedeny aº za volitelnými parametry a musí
být pouºity v uvedeném po°adí. V²echny t°i p°edstavují vstupní soubory, kde:
token - Vstupní soubor deﬁnující podobu token· pro lexikální analyzátor.
hfile - Vstupní soubor se seznamem vstupních gramatik pro hierarchickou hlubokou syn-
taktickou analýzu.
input - Vstupní soubor, který chceme analyzovat.
P°íklad 1 demonstruje formát vstupního souboru tokens. Kaºdá poloºka zabírá dva
°ádky, kde v prvním °ádku £ást p°ed dvojte£kou je název tokenu. ást za dvojte£kou m·ºe
nabývat hodnot 1 a 2, kde 1 udává, ºe se jedná o vý£tový £i intervalový typ a 2 ºe se jedná
o konstantní symbol, £i °et¥zec. Druhý °ádek je regulární výraz deﬁnující podobu tokenu.
Jediné na co je t°eba dát si pozor je posloupnost token· se stejným preﬁxem. Del²í by m¥ly
p°edcházet ty krat²í, zrovna tak jak je to vid¥t v uvedeném p°íklad¥ p°i deﬁnici token· pro
operátory umocn¥ní a násobení (°ádky 9-12).
01: l-double:2
02: ([-]?)(([0-9]+)(e[0-9]+)|([0-9]*[˙0-9]+)(e[0-9]+)?)
03: l-int:2
04: ([-]?)([0-9])+
05: l-bool:2
06: (true|false)
07: plus:1
08: [+]
09: power:1
10: [*]{2}
11: times:1
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12: [*]
P°íklad 1: P°íklad vstupního souboru, který deﬁnuje tokeny.
P°íklad 2 znázor¬uje formát souboru hfile se seznamem gramatik pro hierarchickou SA.
Kaºdá poloºka je deﬁnována na jednom °ádku, kde £ást p°ed dvojte£kou je název gramatiky
a £ást za dvojte£kou je název souboru tuto gramatiku deﬁnující. Poloºka s názvem start se
pouºije jako deﬁnice pro hlavní (startovní) hluboký zásobníkový automat.
01: start:program.grammar
02: declare:declare.grammar
03: fce-def:fce-def.grammar
04: test:test.grammar
P°íklad 2: P°íklad vstupního souboru se seznamem gramatik pro hierarchickou SA.
P°íklad 3 je ukázkou formátu souboru pro deﬁnici gramatiky (nap°íklad program.grammar).
Na za£átku souboru (ne nutn¥) jsou deﬁnovány základní vlastností gramatiky, kde °ádek
uvozený terms je seznam terminálních symbol· deﬁnovaných v souboru tokens a odd¥lený
£árkami (bez mezer), nonterms je seznam neterminál· (uppercase), start-nonterm ur£uje
po£áte£ní neterminál gramatiky, states je seznam jmen stav·, start-state, po£áte£ní stav
a limit je limit hloubky pravidel v gramatice. Nap°íklad p°i 𝑙𝑖𝑚𝑖𝑡 = 2 jsou moºné hloubky
1 a 2.
Dále následuje seznam samotných pravidel ve tvaru <stav><neterminál> -> <stav><řetězec
znaků zásobníkové abecedy>. Navíc, °ádek za£ínající znakem '#' je povaºován za komen-
tá° a neuvaºuje se.
01: terms:type,id,l-int,=,;
02: nonterms:DECLARE,TYPES-IDS,TYPES, INITS
03: start-nonterm:DECLARE
04: states:declare,type,end,repeat-end,repeat
05: start-state:declare
06: limit:2
07: # samotna pravidla
08: <declare>DECLARE -><type>TYPES = INITS ;
09: <type>TYPES -><repeat-end>type TYPES-IDS
10: <repeat-end>TYPES-IDS -><repeat>TYPES id
11: <repeat-end>TYPES-IDS -><end>id
12: <repeat>INITS -><type>l-int INITS
13: <repeat>INITS -><type>id INITS
14: <end>INITS -><end>l-int
15: <end>INITS -><end>id
P°íklad 3: P°íklad vstupního souboru s deﬁnicí gramatiky pro deklaraci prom¥nné.
Kone£n¥, soubor input je vstupním souborem, který chceme analyzovat. Nap°íklad po-
kud by startovní gramatikou byla gramatika uvedená v p°íklad¥ 3, mohl by obsahovat °et¥-
zec:
int bool int num1 flag num2 = 5 variable 1020;
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Kapitola 7
Syntaktické konstrukce hluboké SA
Tato kapitola p°edstaví n¥kolik gramatik, které mohou p°ijímat kontextové syntaktické kon-
strukce, p°i£emº nejprve bude u kaºdého p°ípadu uveden p°íklad vstupních °et¥zc·, pak
stavová gramatika deﬁnující jazyk do n¥jº uvedené °et¥zce pat°í. Dále bude uveden hluboký
zásobníkový automat deﬁnovaný dle uvedené gramatiky a nakonec, pokud to bude vhodné,
bude uveden p°íklad práce daného HZA nebo krátké vysv¥tlení jeho principu.
7.1 Matice
Jako první p°íklad se zjevn¥ nabízí gramatika umoº¬ující p°ijímat °et¥zce typu
int string bool number str flag = 1234 "It’s a nice day." true,
ale protoºe gramatika pro tento typ deklarace prom¥nných byla pouºita opakovan¥ na-
p°í£ touto prací, uvaºme nap°íklad gramatiku, která by p°ijímala tyto vstupní °et¥zce:
Příklad vstupu
matrix = [ matice = [
1 0 0 0, 1 2 3 1 0 0 1 5 6,
0 1 0 0, 5 6 7 8 5 8 7 4 9,
0 0 1 0, 9 1 1 0 4 5 7 8 8,
0 0 0 1, 1 8 9 7 7 8 5 8 9,
1 1 1 1 1 5 6 7 7 8 1 1 0
]; ];
Stavová gramatika
<matrix>MATRIX -> <a>id = [ A , B , C ] ;
<a>A -> <b-f>l-int B-F
<b-f>B-F -> <b>A l-int
<b-f>B-F -> <f>, l-int
<b>B -> <c>l-int B l-int
<f>B -> <f>l-int , l-int
<c>C -> <a>l-int C
<f>C -> <f>l-int
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Hluboký zásobníkový automat
matrix a
MATRIX
0 id = [ A , B , C ] ; 
b-f
A
0 l-int B-F 
b
B-F
0 A l-int 
f
B-F
0 , l-int c
B
1 l-int B l-int B
0 l-int , l-int 
-----
C
0 l-int 
C
2 l-int C 
Popis
Gramatika pracuje na stejném principu jako ta deﬁnující vý²e zmín¥ný jazyk pro dekla-
raci prom¥nných, tedy kontroluje v²echny °ádky matice paraleln¥ v tom smyslu, ºe nejd°íve
otestuje první token prvního °ádku, pak první token druhého °ádku, atd. Podstatné je, ºe
kaºdá matice náleºící do p°ijímaného jazyka musí mít p°esn¥ p¥t °ádku. Gramatiku pro ma-
tici s libovolnými rozm¥ry 𝑚× 𝑛 není kv·li omezení na jednu hloubku pravidel pro tentýº
stav gramatiky moºno sestrojit.
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Kapitola 8
Další směry výzkumu
V této kapitole se zam¥°íme na dal²í moºné sm¥ry vývoje £i výzkumu vyplývající z této práce.
Zejména zde budou alespo¬ teoreticky navrhnuty algoritmy pro výpo£et mnoºin 𝐸𝑚𝑝𝑡𝑦𝑑,
𝐹𝑖𝑟𝑠𝑡𝑑 a 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 pro hlubokou LL-syntaktickou analýzu zahrnující 𝜀-pravidla, protoºe to se
jeví jako neperspektivn¥j²í budoucnost hluboké LL-analýzy. P°edtím zde v²ak bude popsáno
jedno moºné °e²ení problému jediné hloubky pravidel na stav hluboké LL-gramatiky (HZA),
které s 𝜀-pravidly nemá nic spole£ného.
8.1 Makro neterminální symboly
Jiº víme, ºe pokud stavová gramatika ztratí schopnost disponovat pravidly s libovolnými
hloubkami pro jeden stav, ztrácí zárove¬ schopnost sekven£ní kontroly relací mezi kontrolo-
vanými £ástmi vstupního °et¥zce. Nap°íklad jazyk 𝐿𝑐𝑜𝑚𝑝𝑙𝑒𝑥 = {(𝑎𝑛, )𝑘−1(𝑎𝑛); |𝑛 ≥ 1∧𝑘 ≥ 2}
(takto není t°eba o²et°ovat okrajové podmínky) není moºné analyzovat gramatikou pracu-
jící na paralelním principu, jelikoº jazyk 𝐿𝑐𝑜𝑚𝑝𝑙𝑒𝑥 m·ºe obsahovat libovoln¥ mnoho sekvencí.
áste£ným °e²ením by bylo sestavit n¥kolik gramatik pro r·zné hloubky a 𝑘 vhodn¥ omezit.
Jiným °e²ením by mohla být dynamická generace gramatiky aº za b¥hu syntaktické ana-
lýzy. Kone£n¥, moºné °e²ení, které nás zajímá a které tato práce jiº nestihla prozkoumat je
teorém 8.1.1.
Hypotéza 8.1.1. Každá ničím nepřerušená sekvence totožných neterminálů bude zabírat
jedinou hloubku ℎ na zásobníku.
Zapome¬me te¤ na moment na omezení jediné hloubky pravidel na stav a m¥jme gra-
matiku deﬁnující jazyk 𝐿𝑐𝑜𝑚𝑝𝑙𝑒𝑥:
<s>S → <q>X E
<q>X → <b>a X P
<b>X → <b>a X P
<b>X → <c>,
<c>E → <f>;
<f>P → <f>a
<c>E → <d>A E
<d>P → <e>a
<e>A → <d>A P
<d>A → <c>,
Zárove¬ uvaºme teoretické sekvence konﬁgurací HZA p°i analýze vstupních °et¥zc· jazyka
𝐿𝑐𝑜𝑚𝑝𝑙𝑒𝑥 (i) "a,a,a;", (ii) "aa,aa,aa;" a (iii)"aaa,aaa,aaa;", p°i£emº jednotlivé konﬁgu-
race budou zapsány ve formátu <stav>:<zásobník> a pro zlep²ení názornosti vynecháme
𝑐𝑜𝑚𝑝𝑎𝑟𝑒 kroky.
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ad (i)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
c:a,PE ⇒
d:a,PAE
ad (ii)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
b:aaXPPE ⇒
c:aa,PPE ⇒
d:aa,PPAE
ad (iii)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
b:aaXPPE ⇒
b:aaaXPPPE ⇒
c:aaa,PPPE ⇒
d:aaa,PPPAE
Z posloupností (i),(ii) a (iii) je z°ejmé, ºe kdykoliv syntaktická analýza dosáhne stavu
c, provede se pravidlo <c>E → <d>A E a to pouze tehdy, kdyº za sekvenci neterminál·
P je dal²í znak ',' a tedy se p°edpokládá, ºe musí následovat dal²í °ádek. Podstatné v²ak
je, ºe toto pravidlo se vºdy provedlo v rozdílné hloubce, vlivem prom¥nné délky sekvence
neterminál· P.
Vra´me se nyní k hypotéze 8.1.1. Uváºíme-li, ºe algoritmus pro získání hloubek pravidel
(4.2.1) v nep°eru²ované sekvenci totoºných neterminál· vºdy z d·vod· efektivity vybere
první (p°i SA se snaºíme co nejd°íve dosáhnout terminál· na vrcholu zásobníku), m·ºeme
v daný moment zbytek sekvence ignorovat, respektive pokud implementujeme datový typ
neterminálu nap°íklad takto:
01: class Nonterminal : AbstractStackSymbol
02: {
03: string name;
04: int length;
05: ...
06: }
pak z pohledu algoritmu 4.2.1 neztratíme pot°ebné informace, a zárove¬ to zabrání varia-
bilní hloubce pravidel (<c>E → <d>A E), která nutn¥ musí pracovat s neterminálem aº za
sekvencí neterminál· s prom¥nnou délkou. Samoz°ejm¥ se tímto mimo jiné uspo°í i opera£ní
pam¥´. Na druhou stranu je pot°ebná relativn¥ rozsáhlá reimplementace hluboké SA.
Pokud tedy zopakujeme hlubokou SA z p°edchozího p°íkladu s pouºitím zápisu A(n)
(𝐴 ∈ 𝑁,𝑛 ≥ 1), který vyjad°uje, ºe délka nep°eru²ované sekvence neterminál· A je 𝑛
(sekvence délky jedna zapí²eme jako samotný neterminál), pak je z°ejmé, ºe pravidlo <c>E
→ <d>A E se vºdy pouºije v hloubce dv¥ (nezapome¬me, ºe terminály se ignorují, respektive
v tomto p°íklad¥ byly vynechány 𝑐𝑜𝑚𝑝𝑎𝑟𝑒 kroky).
ad (i)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
c:a,PE ⇒
d:a,PAE
ad (ii)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
b:aaXP(2)E ⇒
c:aa,P(2)E ⇒
d:aa,P(2)AE
ad (iii)
s:S ⇒
q:XE ⇒
b:aXPE ⇒
b:aaXP(2)E ⇒
b:aaaXP(3)E ⇒
c:aaa,P(3)E ⇒
d:aaa,P(3)AE
Dokončení (ii): ... ⇒ e:aa,aPAE ⇒ d:aa,aPAPE ⇒ e:aa,aaAPE ⇒ d:aa,aaAP(2)E
⇒ c:aa,aa,P(2)E ⇒ f:aa,aa,P(2); ⇒ f:aa,aa,aP; ⇒ f:aa,aa,aa;
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8.2 Přidání E-pravidel
Hlavním problémem p°i zahrnutí 𝜀-pravidel do hluboké LL-analýzy a sou£asn¥ i d·vod pro£
je tato práce neuvaºovala, je skute£nost, ºe deﬁnice hlubokého zásobníkového automatu [6]
je taktéº ignoruje, coº odpovídá i deﬁnici stavové gramatiky [9].
Na druhou stranu, bylo prokázáno, ºe stavové gramatiky s 𝜀-pravidly se svojí generativní
silou rovnají turingovu stroji [7]. To samé se v²ak dosud nepoda°ilo dokázat i pro hluboký
zásobníkový automat, coº tvo°í jednu z hlavních oblastí pro budoucí výzkum.
8.2.1 Množiny Empty𝑑, First𝑑, Follow𝑑
Vyjd¥me z algoritmu 8.2.1 pro výpo£et mnoºiny 𝐸𝑚𝑝𝑡𝑦 u klasické LL-analýzy, který funguje
na zp¥tném principu. Tedy, nejd°íve se zjistí ty neterminály, které jsou smazatelné p°ímo
pomocí jednoduchých pravidel a následn¥ se z nich skládají ty sloºit¥j²í. Podobným zp·so-
bem by mohl fungovat i algoritmus pro výpo£et mnoºiny 𝐸𝑚𝑝𝑡𝑦𝑑, který op¥t bude pracovat
na principu prohledávání stavového prostoru.
Algoritmus 8.2.1. Výpo£et mnoºin 𝐸𝑚𝑝𝑡𝑦 u klasické LL-analýzy.
Vstup: Bezkontextová LL- gramatika G = (N, T, P, S).
Výstup: Mnoºina 𝐸𝑚𝑝𝑡𝑦(𝑎) pro kaºdé 𝑎 ∈ Σ ∪𝑁 .
1. ∀𝑎 ∈ Σ : 𝐸𝑚𝑝𝑡𝑦(𝑎) = ∅.
2. ∀𝐴 ∈ 𝑁 : 𝐴→ 𝜀 ∈ 𝑃 ⇒ 𝐸𝑚𝑝𝑡𝑦(𝐴) = {𝜀}, jinak 𝐸𝑚𝑝𝑡𝑦(𝐴) = ∅.
3. Pokud 𝐴→ 𝐵1...𝐵𝑛(𝐵𝑖 ∈ Σ ∪𝑁) ∧ 𝐸𝑚𝑝𝑡𝑦(𝐵𝑖) = {𝜀} pro v²echna 𝑖 ∈ {1, ..., 𝑛}, pak
𝐸𝑚𝑝𝑡𝑦(𝐴) = {𝜀}.
4. Pouºívej pravidlo 3. dokud se n¥která mnoºina 𝐸𝑚𝑝𝑡𝑦 m¥ní.
Mnoºina 𝐸𝑚𝑝𝑡𝑦𝑑 pro terminální symboly není pot°eba °e²it. Pro neterminální symboly,
respektive sloºené klí£e uvaºujme kaºdé pravidlo stavové gramatiky 𝑟 ∈ 𝑃 jako startovní a
simulujme pro n¥j syntaktickou analýzu podobn¥ jako v algoritmu 4.2.1. Pokud se zásobník
poda°í kompletn¥ vymazat, zjistili jsme ºe levá stranu pravidla 𝑟, ºe je smazatelná. A to
nám tedy umoºní zjistit mnoºiny 𝐸𝑚𝑝𝑡𝑦𝑑 pro v²echny sloºené klí£e, které jsou smazatelné
p°ímo, nebo sloºením t¥chto jednoduchých pravidel. Nicmén¥ toto není dostate£né, protoºe
n¥které neterminály mohou být smazatelné jen pokud je k dispozici neterminál (t°eba i
nesmazatelný) z p°edchozích krok· SA (obrázek 8.1), k £emuº je nutná simulace SA za
pouºití opravdového startovního pravidla.
𝑠start 𝑝 𝑞 𝑟
S/A B B/C D E A/a
A/𝜀
D/𝜀
E/𝜀
Obrázek 8.1: Ilustra£ní stavová gramatika pro výpo£et mnoºiny 𝐸𝑚𝑝𝑡𝑦𝑑.
Na obrázku 8.1 je z°ejmé, ºe ve stavu 𝑞 musí být k dispozici neterminál A aby bylo
moºné ve stavu 𝑟 smazat neterminály C, D a E a tedy ur£it neterminál B (1pB u HZA) jako
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smazatelný. Celkov¥ to tedy znamená, ºe pro výpo£et mnoºin 𝐸𝑚𝑝𝑡𝑦𝑑 je pot°eba simulovat
SA klasicky ze startovního pravidla a jakmile se pouºije n¥jaké pravidlo 𝑟 s levou stranou,
která je²t¥ nebyla deklarována jako smazatelná, musí se od tohoto momentu sledovat úsek
zásobníku, který byl expandován pravidlem 𝑟, zda-li nebyl smazán, respektive, jestli jeho
délka následnými expanzemi nebyla redukována na nulu. Dá se £ekat, ºe implementace
tohoto algoritmu nebude p°íli² jednoduchá.
Algoritmy 𝐹𝑖𝑟𝑠𝑡𝑑 a 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 by m¥lo pro p°idání podpory 𝜀-pravidel sta£it roz²í°it po-
dobn¥ jako u klasické LL-analýzy, tedy pro 𝐹𝑖𝑟𝑠𝑡𝑑 zajistit, ºe pokud je první neterminál
v expanzi pravidla 𝑟 : 𝑝𝐴 → 𝑞𝐵1𝐵2 smazatelný, p°idáme do 𝐹𝑖𝑟𝑠𝑡𝑑(𝑝𝐴) = 𝐹𝑖𝑟𝑠𝑡𝑑(𝑞𝐵1) i
𝐹𝑖𝑟𝑠𝑡𝑑(𝐵2), atd. Velice podobn¥ se musí modiﬁkovat i algoritmus pro 𝐹𝑜𝑙𝑙𝑜𝑤𝑑.
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Kapitola 9
Závěr
V rámci této práce byla navrºena a implementována hluboká syntaktická LL-analýza v
rozsahu pot°ebném pro analýzu jazyk· spadajících do t°ídy ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1, jenº p°edsta-
vuje t°ídu jazyk· zaloºených na stavových gramatikách (hlubokých ZA), které jsou sloºeny
pouze z pravidel operujícími nad jedinou hloubkou zásobníku v rámci jednoho stavu. T°ída
ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1 spadá mezi t°ídy jazyk· ℒ2 a ℒ1. Pokud zahrneme i t°ídy reprezentované
nedeterministickými a deterministickými HZA, dostaneme vztah 9.0.1. Uv¥domme si v²ak,
ºe t°ída ℒ𝐷𝐻𝑍𝐴 v rámci této práci a vztahu 9.0.1 odpovídá síle HZA deﬁnovaného podle
gramatiky generující jazyk náleºící do t°ídy ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1, tedy je velice pravd¥podobné,
ºe existují deterministické hluboké ZA s výrazn¥ v¥t²í generativní silou.
ℒ2 ⊂ ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1 = ℒ𝐷𝐻𝑍𝐴 ⊂
⊂ ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺 = ℒ𝑁𝐻𝑍𝐴 ⊂ ℒ∞−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺 = ℒ1.
(9.0.1)
K tomu aby byla hluboká LL-analýza realizovatelná, byla v této práci navrºena °ada
modiﬁkací klasické LL-analýzy. Prvním krokem byla zm¥n¥na struktury LL-tabulky tak, ºe
°ádkovým indexem není nadále jiº pouze neterminální symbol, ale trojice (hloubka-pravidla,
stav, neterminál), z £ehoº samoz°ejm¥ vyplývá °ada dal²ích zm¥n.
Pro výpo£et hloubky pravidel byl navrºen a implementován algoritmus 4.2.1, který si-
muluje hlubokou syntaktickou analýzu na principu slepého prohledávání stavového prostoru
do ²í°ky s omezením na po£et opakování téhoº pravidla v jednom stavu. Pokud bychom
toto omezení (£i n¥jaké jiné) nezavedli, algoritmus by nikdy neskon£il, protoºe pracujeme s
nekone£nými jazyky a tedy je moºné generovat nekone£n¥ mnoho v¥t do nich náleºících.
Dále byly navrºeny a implementovány algoritmy pro výpo£et mnoºin 𝐹𝑖𝑟𝑠𝑡𝑑 (4.3.5)
a 𝐹𝑜𝑙𝑙𝑜𝑤𝑑 (4.4.1), reprezentující hlubokou obdobu mnoºin 𝐹𝑖𝑟𝑠𝑡 a 𝐹𝑜𝑙𝑙𝑜𝑤 klasické LL-
analýzy, p°i£emº uváºíme-li 𝐹𝑖𝑟𝑠𝑡𝑑(𝑎) = 𝑠, pak dohromady se zm¥nou struktury hluboké
LL-tabulky vyplývá, ºe 𝑎 = (hloubka-pravidla, stav, neterminál).
Jelikoº hluboká LL-analýza obecn¥ (teoreticky) operuje v rámci libovolné hloubky zá-
sobníku, je nutné umoºnit p°edna£ítání vstupu, b¥hem kterého je zapot°ebí kontrolovat, ºe
se správná £ást vstupu pouºije pro odpovídající neterminál na zásobníku. Pro tento ú£el
byl navrºen algoritmus pro výpo£et mnoºiny 𝐸𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛𝑑(𝑎) popsaný v sekci 6.2 a který
reprezentuje mnoºinu v²ech terminál· expandovaných z trojice 𝑎.
Dal²ím z d·leºitých výsledk· této práce je nutnost omezení pravidel pracujících v rámci
jednoho stavu na jedinou hloubku zásobníku hlubokého ZA, protoºe v opa£ném p°ípad¥
není jasné, které pravidlo se má pouºít a hluboká syntaktická analýza se tak stává nedeter-
ministickou. Dohromady tedy získáme strukturu LL-tabulky vyobrazenou v tabulce 9.1 a
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formální deﬁnici stavové LL-gramatiky obsaºenou v kapitole 5.
𝑎1 𝑎2 · · · 𝑎𝑚
(𝑛1, 𝑠1, 𝑆1) 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎1) 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎2) · · · 𝛼((𝑛1, 𝑠1, 𝑆1), 𝑎𝑚)
(𝑛1, 𝑠1, 𝑆2) 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎1) 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎2) · · · 𝛼((𝑛1, 𝑠1, 𝑆2), 𝑎𝑚)
...
...
...
. . .
...
(𝑛1, 𝑠2, 𝑆1) 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎1) 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎2) · · · 𝛼((𝑛1, 𝑠2, 𝑆1), 𝑎𝑚)
...
...
...
. . .
...
(𝑛𝑖, 𝑠𝑗 , 𝑆𝑘) 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎1) 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎2) · · · 𝛼((𝑛𝑖, 𝑠𝑗 , 𝑆𝑘), 𝑎𝑚)
Tabulka 9.1: Teoretická podoba LL tabulky pro HZA, kde ∀𝑛𝑖 ∈ N, ∀𝑠𝑗 ∈ 𝑄, ∀𝑆𝑘 ∈ 𝑁 , i, j,
k, m ≥ 1 a ∀𝑎𝑚 ∈ Σ.
Vý²e zmín¥né omezení má v²ak za následek pom¥rn¥ výrazné sníºení generativní síly
p°ijímaných jazyk·, a proto se syntaktická analýza v této konkrétní podob¥ nejeví jako
p°íli² praktická, respektive, její p°ínos by byl naprosto minimální. P°edev²ím, uváºíme-li,
ºe jedním z hlavních p°ínos· kontextové analýzy je úplné £i alespo¬ £áste£né nahrazení
sémantické analýzy zaloºené na technikách jako je tabulka symbol·, pro kterou t°ída jazyk·
ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺1 není dostate£n¥ obecná.
Jako p°irozené °e²ení se nabízí zahrnout 𝜀-pravidla do stavové gramatiky deﬁnující HZA.
Na druhou stranu, jejich zahrnutí nemusí být jediným °e²ením, jak zvý²it obecnost t°ídy
jazyk· p°ijímaných pomocí hluboké LL-analýzy. Jako perspektivní se jeví hypotéza 8.1.1
v kapitole 8, kterou pokud by se poda°ilo ov¥°it, by m¥la za následek výrazné sníºení va-
riability hloubek pravidel a zárove¬ zvý²ení síly hluboké LL-analýzy zp¥t sm¥rem k t°íd¥
ℒ𝑛−𝑙𝑖𝑚𝑖𝑡𝑒𝑑−𝑆𝐺.
Nicmén¥, i tak by bylo p°idání 𝜀-pravidel velice uºite£né. Nejen protoºe se jedná o
p°irozenou nástavbu (roz²í°ení), ale hlavn¥ protoºe návrh stavových gramatik pro p°ijímání
kontextových jazyk·, které jsou implicitn¥ zna£n¥ komplexní, je obtíºné, a 𝜀-pravidla by
práv¥ tuto situaci mohla výrazn¥ zlep²it.
Kone£n¥, sou£ástí této práce je i popis, formální deﬁnice a implementace systému hlu-
boké LL-analýzy nazvaný hierarchická syntaktická analýza, která opou²tí klasickou strukturu
deﬁnice gramatiky v rámci jednoho jediného souboru. Naopak, kaºdá jednotlivá konstrukce
je deﬁnována v samostatném souboru. Vý²e popsané algoritmy je pak moºné pouºít samo-
statn¥ pro jednotlivé stavové gramatiky a na jejich základ¥ deﬁnovat sadu hlubokých zá-
sobníkových automat·, jejichº kopie jsou vyuºívány b¥hem samotného procesu syntaktické
analýzy. Pokud se b¥hem aktuáln¥ analyzované syntaktické konstrukce vyskytne chyba, je
aktuální hluboký ZA zahozen a °ízení je navráceno nad°azenému v hierarchii hlubokých ZA,
reprezentované zásobníkovou strukturou.
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