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0.1 Scopo e pianificazione del corso
Il corso di Complementi di Struttura della Materia (CSM) si occupa di fe-
nomeni di origine essenzialmente elettromagnetica. Le scale dimensionali
minime coinvolte risultano essere gli A˚ngstrom (10−8cm) per le lunghezze,
e gli elettronvolt (eV = 1.602× 10−12erg) per le energie. Assumendo un eV
come indeterminazione massima ∆E sull’energia di un livello, un’applicazio-
ne rudimentale del principio di indeterminazione tempo-energia ∆E∆t ≈ h¯,
fornisce anche una scala di tempi minima ∆t ≈ 10−15s, caratteristica dei
fenomeni in esame1. In questo ambito di valori, vengono trascurate sia le
forze elettrodeboli e gravitazionali, perche´ molto deboli e praticamente inin-
fluenti, sia le forze nucleari, molto intense, ma agenti su scale di lunghezza
(il Fermi: 1 F = 10−5A˚) e di energia (MeV = 106eV) rispettivamente molto
piu` piccole e molto piu` grandi.
In linea di principio, il corso di CSM verrebbe a concludere un ideale
percorso logico, iniziato con un corso di fisica atomica e proseguito con
uno di fisica molecolare. In effetti, le entita` materiali di cui ci occuperemo
(i cosiddetti ”stati condensati”) possono essere viste come macro-molecole,
le cui dimensioni globali passano dalle scale atomico-molecolari, a quelle
macroscopiche. In questo senso, il corso di CSM e` il proseguimento logico
del corso di Struttura della Materia, in cui, almeno a livello elementare, si
sono trattati gli atomi e le molecole come entita` singole, considerando il loro
stato di aggregazione multiplo nella forma piu` semplice possibile, cioe` quella
del gas.
Il percorso logico che porta al corso di CSM puo` essere anche seguito dal
punto di vista delle interazioni fra elementi singoli: la fisica atomica e mole-
colare si occupano essenzialmente di ”poche” particelle elementari (elettroni
e ioni), le cui reciproche interazioni elettromagnetiche si riconducono, per
gradi successivi di approssimazione, a problemi analiticamente o numerica-
mente risolubili. La teoria termodinamica dei gas, a sua volta, fornisce il
primo passo per una trattazione del problema delle interazioni a molti cor-
pi, assumendo che le interazioni fra atomi e molecole si possano considerare
come urti2. La distinzione tra ‘molti’ e ‘pochi’ corpi sta nel fatto che il
numero dei primi va considerato come una variabile divergente nel limite
termodinamico. Il corso di CSM, a questo punto, ha lo scopo di fornire
i rudimenti per il passaggio alla trattazione delle interazioni a molti corpi
che avvengono su scale di tempo-lunghezza abbastanza grandi da rendere il
concetto di urto inadeguato e poco realistico.
La dinamica dei sistemi che ci accingiamo a studiare e` determinata da
un’Hamiltoniana generale che fa riferimento, appunto, a una gigantesca (vir-
1Si ricordi che la costante h¯ = h/(2pi) (costante di Planck divisa per 2pi vale 1.054 ×
10−27erg s.
2Nel modulo di termodinamica statistica inserito nel corso di Struttura della Materia,
si e` identificato il concetto di urto con quello di ”scambio di calore”.
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tualmente infinita, nel limite termodinamico) ”molecola”, che supporremo
neutra:
Hgen =
Hion︷ ︸︸ ︷
Nion−1∑
µ=1
 ~P 2µ2Mion +
Nion∑
ν=µ+1
Z2e2
Rµν
+
+
Nel−1∑
n=1
 ~p 2n2mel +
Nel∑
j=n+1
e2
rnj
︸ ︷︷ ︸
Hel
Uel−ion︷ ︸︸ ︷
−
Nion∑
ν=1
Nel∑
n=1
Ze2
Dνn
, (1)
in cui Rνµ =
∣∣∣~Rν − ~Rµ∣∣∣, rnj = |~rn − ~rj | e Dνn = ∣∣∣~Rν − ~rn∣∣∣ sono, rispet-
tivamente, la distanza tra due ioni, due elettroni, uno ione e un elettrone.
L’Hamiltoniana (1) contiene tre termini: Hion (puramente ionico), Hel (pu-
ramente elettronico) e Uel−ion (interazione elettroni-ioni) ed e` gia` frutto di
una serie di semplificazioni. La prima e` che il sistema si possa ricondurre a
una singola specie di ioni, di carica Z|e| = |e|×(Nel/Nion) (per la ipotizzata
neutralita`) e di massa Mion (molto maggiore della massa elettronica mel).
In particolare, questa scelta esclude dalla trattazione tutte le forme di ‘dro-
gaggio’chimico, attraverso l’introduzione di impurezze, cioe` di ioni diversi da
quelli maggioritari. In tale senso, possiamo dire che ci occuperemo soltan-
to (o quasi) di sistemi puri. La seconda approssimazione e` che si possano
trascurare i fenomeni elettrodinamici, legati alla circolazione delle correnti
interne, rispetto ai fenomeni elettrostatici, descritti dalle interazioni di tipo
Coulombiano. Infine, si assume, per il momento, che non esistano campi
esterni (magnetici, elettrici, gravitazionali). Diamo per scontati, senza in-
dicarli esplicitamente, i termini di energia potenziale di confinamento che
impediscono agli ioni e agli elettroni di uscire da una regione di spazio Ω(V )
di volume V .
E` importante sottolineare che la dinamica quantistica applicata all’Ha-
miltoniana (1), descrive, nel limite termodinamico Nel, Nion → ∞, una
straordinaria varieta` di stati collettivi della materia:
Plasma :
Si verifica quando i termini cinetici in Hion e Hel dominano sul termine le-
gante Uel−ion, e quindi la materia e` quasi totalmente ionizzata, con elettroni
e ioni praticamente liberi nel volume di confinamento. Questo avviene a
temperature molto elevate T >> Eion/κ, tali, cioe`, che κT e` molto maggio-
re dell’energia Eion di (prima) ionizzazione degli atomi.
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Gas Atomico-Molecolare :
Si verifica in un regime di temperature Tvap < T < Eion/κ, in cui i tem-
pi di permanenza degli elettroni negli orbitali atomici-molecolari attorno a
ciascuno ione (o a piccoli aggregati di ioni) cominciano a diventare confron-
tabili con i tempi liberi medi (gas fortemente ionizzato), per poi crescere, col
diminuire della temperatura, fino ad essere molto piu` grandi dei tempi liberi
medi stessi (gas debolmente ionizzato). A temperature di poco superiori a
Tvap, il gas comincia a mostrare fenomeni di aggregazione macroscopia che
definiscono lo stato di vapore.
Si noti che tra il plasma e il gas non vi e` alcuna transizione di fase. Cio`
significa che, in realta`, entrambi rappresentano due stati-limite di una stes-
sa fase, che si trasformano l’uno nell’altro con continuita`. Inoltre entrambi
occupano l’intero volume V del contenitore e sono stabili solo in virtu` dei
termini di confinamento. Alla temperatura Tvap, invece, avviene una tra-
sformazione di fase vapore-liquido, segnalata dal fatto che il sistema tende
ad auto-confinarsi, occupando un volume macroscopico proprio3:
Liquido:
Il sistema occupa un volume proprio, a cui corrisponde la nascita di una ten-
sione superficiale al confine tra l’interno e l’esterno. La disposizione degli
ioni, all’interno del liquido, e` priva di ordine a lungo raggio, al che corrispon-
de una viscosita` relativamente bassa, cioe` una relativa facilita` di scorrimento
di uno strato di liquido su un altro4.
Diminuendo ancora la temperatura, si verificano, tipicamente, due forme
di aggregazione, a seconda della velocita` di raffreddamento:
Vetro(raffreddamento veloce):
Il sistema non ha il tempo di esplorare ergodicamente tutte le configurazioni
accessibili, al fine di minimizzare l’energia libera (equilibrio termico). Il raf-
freddamento veloce lo blocca in una delle possibili configurazioni disordinate
del liquido, il che si realizza con un aumento esponenziale della viscosita`,
fino a valori tali che i tempi di scorrimento divengono secolari o millena-
ri (transizione vetrosa). Il sistema, su scale di osservazione di laboratorio,
appare solido, ma in realta` e` un liquido che scorre con velocita` estrema-
mente bassa. La transizione vetrosa (detta anche congelamento strutturale)
avviene intorno a una temperatura Tg, non esattamente determinata (non
si tratta di una transizione di fase!) e dipendente dalla velocita` di raffred-
damento. In certi casi, come il comune vetro da finestre (biossido di Silicio:
3Per semplicita`, continueremo a chiamare V anche il volume di auto-confinamento.
4Questo fa s`ı che il liquido possa eventualmente cambiare la sua forma, adattandola a
quella del contenitore, in opportune circostanze, senza pero` modificare il suo volume.
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SiO2) la velocita` di raffreddamento sufficiente a realizzare uno stato vetroso
si verifica per normale esposizione all’aria atmosferica.
Cristallo(raffreddamento lento):
Il sistema viene raffreddato lentamente, attraverso stati di quasi-equilibrio
che garantiscono l’ergodicita`, e quindi l’esplorazione di tutte le configura-
zioni accessibili. In questo range di temperature/pressioni, i termini cinetici
sono piccoli, confrontati con Uel−ion. Ad una ben determinata temperatura
critica Tcr(< Tg), si ha un’ulteriore transizione di fase liquido-cristallo, che
porta il sistema allo stato di minima energia configurazionale. Questo si
realizza con una distribuzione periodica delle posizioni di equilibrio ioniche,
secondo le strutture cristallografiche che risultano dai gruppi di simmetria
traslazionale.
Il cristallo puo` attraversare, a mano a mano che la temperatura scen-
de, transizioni di fase molteplici: allotropiche (passaggio da una configu-
razione cristallina a un’altra), magnetiche (generazione di un ordine ferro-
o anti-ferromagnetico spontaneo), superconduttive (generazione di correnti
elettriche senza resistivita`), di Kosterlitz-Thouless (formazione spontanea di
vortici magnetici in sistemi bi-dimensionali), e altre ancora.
Liquido Quantistico:
In opportune condizioni di pressione e per particolari specie atomiche (3He, 4He),
lo stato liquido puo` estendersi fino a temperature molto basse (pochi Kelvin
o meno), nel qual caso si parla di liquidi quantistici. Al di sotto di una
determinata temperatura Tsfl, si possono generare correnti massive, senza
dissipazione di energia cinetica, che segnalano la transizione di fase allo stato
di superfluido.
E` importante ribadire che tutto cio` che precede ha origine dalla sola
Hamiltoniana (1), ed e` scopo del corso di CSM mostrare i percorsi, a volte
piuttosto complessi, attraverso i quali la deduzione di fenomeni cos`ı diversi
possa discendere da un punto di partenza comune e generale. Lo spazio
concesso, tuttavia, limita necessariamente la trattazione ad alcuni temi spe-
cifici. In particolare, non parleremo, se non marginalmente, dei plasmi, dei
gas fortemente ionizzati, dei liquidi normali e dei vetri, ognuno dei quali me-
riterebbe un corso monografico a parte5. Ci occuperemo, per lo piu`, dello
stato cristallino e delle successive fasi che lo caratterizzano a temperature
T < Tcr. Mostreremo in che modo e` possibile, sotto opportune approssima-
zioni, ricondurre la dinamica del cristallo a quella di due ‘gas’di particelle:
5I i vetri, in particolare, costituiscono una parte fondamentale della moderna fisica
degli stati condensati, su cui si sono sviluppate importanti idee e tecniche matematiche,
sia analitiche che numeriche, poi applicate anche ad altri campi della Fisica.
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gli elettroni (fermioni massivi) e i fononi (bosoni senza massa), le cui in-
terazioni elettrone-elettrone, fonone-fonone, elettrone-fonone permettono di
interpretare la massima parte dei fenomeni non magnetici legati alle fasi nor-
mali, superconduttive, superfluide descritte in precedenza. Inoltre, espor-
remo una formulazione semplice della superfluidita` nei liquidi quantistici,
basata su un’applicazione della condensazione di Bose-Einstein, gia` analiz-
zata nel corso di Struttura della Materia. Si noti che in questa parte della
trattazione le varie ‘fasi’verranno studiate separatamente, senza occuparsi
dell’importantissimo aspetto del passaggio tra l’una e l’altra - le transizioni
di fase - fino a questo punto date per scontate. I fenomeni magnetici, che
verranno trattati alla fine del corso, sono particolarmente importanti non
solo per gli effetti specifici che ne risultano (ferro- e anti-ferromagnetismo,
in particolare), ma sopratutto perche´ forniscono un sistema-modello ideale
proprio per lo studio delle transizioni di fase in generale.
Infine, va precisato che il corso di CSM non pretende di formulare teo-
rie esatte, o quantitativamente attendibili. La varieta` chimico-fisica delle
strutture che verremo trattando e` talmente vasta che non si possono dare ri-
sultati precisi se non caso per caso, il piu` delle volte con il supporto di pesanti
calcoli numerici. Quello che si puo` fare, a livello di un corso di base, e` indi-
viduare modelli semplici, risolubili per via analitica, e che siano in grado di
fare emergere le caratteristiche universali dei fenomeni trattati, quelle, cioe`,
che non dipendono dalla particolare specie chimica e/o struttura cristallina.
L’unico aspetto quantitativo che potra` essere assunto con relativa certezza
sara` l’ordine di grandezza delle quantita` fisiche coinvolte, il che costituisce,
comunque, una base utile per ogni successivo sviluppo specialistico che si
voglia intraprendere. Questa ricerca di ‘universalita`’ comporta un ulteriore
prezzo da pagare alla completezza della trattazione. A parte i liquidi quan-
tistici, i sistemi puri che presentano caratteristiche comuni poco dipendenti
dalla chimica, e che, tuttavia, danno origine a fenomeni di interesse fisico
rilevante sono quasi esclusivamente i metalli. Un isolante o semiconduttore
non drogato con aggiunta di specifiche impurezze, e` un sistema relativamente
‘inerte’, la cui dinamica interna e` limitata dalla scarsissima concentrazione
di elettroni ‘efficaci’, in grado di produrre effetti interni degni di nota. Va
da se´ che la situazione cambia drasticamente non appena si introducano gli
effetti del drogaggio e/o di opportuni campi esterni in grado di modificare
la concentrazione di cariche efficaci, aprendo un capitolo - la fisica dei se-
miconduttori - di enorme interesse, anche tecnologico, che verra` trattato in
corsi specifici.
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0.2 Nota tecnica
Prima di entrare nel vivo dei calcoli, e` utile (se non necessario) chiarire la
simbologia che useremo per gli spazi lineari (o vettoriali), applicati all’analisi
funzionale. Quest’ultima, infatti, costituisce la base formale della meccanica
quantistica che verra` sistematicamente usata nel seguito.
Per ragioni di praticita`, la simbologia adottata sara` quella di Dirac, in
cui ogni elemento di uno spazio vettoriale (anche funzionale), viene indicato
con un vettore ‘ket’ | f 〉, a cui corrisponde il vettore coniugato ‘bra’ 〈 f |,
attraverso il quale si indica il prodotto scalare 〈 f | g 〉. Il simbolo | f 〉 corri-
sponde a quello ~f in un ordinario spazio di vettori, e indica il vettore come
entita` geometrica, cioe` indipendente dalla rappresentazione. Se la funzione
f(~r) della coordinata ~r e` considerata come vettore di uno spazio di Hilbert
opportuno, scriveremo f(~r) = 〈 ~r | f 〉, come ‘rappresentazione in ~r del vet-
tore | f 〉’. Questo corrisponde, in un ordinario spazio vettoriale, ad avere
fissato una base di versori ortonormali ~jα (per esempio, un riferimento di
assi cartesiani), in modo che ~f =
∑
α
~jαfα, dove fα = ~jα · ~f e` il prodotto
scalare del versore per il vettore e ‘rappresenta’ ~f su quella base. In effetti
i ket |~r 〉 sono ‘versori’6 , ognuno associato a un ‘indice’ ~r, che formano una
base, in modo tale che f(~r) si traduce come ‘la componente ~r-esima’ del
vettore:
| f 〉 =
∫
Ω
d~r| ~r 〉〈 ~r | f 〉 =
∫
Ω
d~r| ~r 〉f(~r) , (2)
dove Ω e` la regione di spazio in cui le funzioni sono definite. Per tradurre
la simbologia di Dirac in termini esplicitamente funzionali, bastera` quindi
ricordare che:
〈 f | ~r 〉 = f∗(~r) ; 〈 f | g 〉 =
∫
Ω
d~rf∗(~r)g(~r) . (3)
Si noti l’analogia stretta tra il prodotto scalare 〈 f | g 〉 nella (3) e ~f ·~g =∑
α f
∗
αgα, una volta che si interpreti l’integrale come una somma ‘continua’ ,
fatta su un indice ~r continuo, eventualmente a piu` componenti. Quanto
detto finora, si ripete identicamente per la rappresentazione in ~p, cioe` nei
momenti, sostituendo |~r 〉 con | ~p 〉. Una relazione importante, che recupera,
in forma diversa, il significato della trasformata di Fourier, e`:
〈 ~p | ~r 〉 = e
−i~p·~r/h¯
√
V
. (4)
Se O e` un operatore, il vettore ket che risulta applicandolo ad un dato
| f 〉 viene indicato con O| f 〉, mentre il vettore coniugato sara` 〈 f |O†, dove
6Sul piano strettamente formale, questa affermazione e` da prendere con cautela.
6
O† e` l’Hermitiano coniugato di O. Naturalmente, la rappresentazione in ~r
(in ~p) di O| f 〉 sara` 〈 ~r |O| f 〉.
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Parte I
Gli elettroni nei solidi
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Capitolo 1
Teoria delle Bande
Elettroniche
1.1 L’approssimazione di Born-Oppenheimer
Per chi ha seguito un corso di fisica molecolare, l’approssimazione di Born-
Oppenheimer (BO), detta anche ‘dei nuclei fissi’, e` gia` una nozione acquisita:
dal momento che in un sistema isolato gli impulsi delle particelle coinvol-
te, nel sistema del centro di massa (c.d.m.), sommano a zero, ne risulta
che in una struttura in cui elettroni e ioni interagiscono senza influenze
esterne, si ha: pion = Mionvion ≈ pel = melvel1, cioe` l’impulso di un qual-
siasi ione e` confrontabile con quello di un qualsiasi elettrone. Questo im-
plica, pero`, che le rispettive velocita` (nel sistema del c.d.m.) sono molto
diverse: vion ≈ (mel/Mion) vel. Poiche´ il rapporto tra la massa elettro-
nica mel = 9.12 × 10−28g e le masse ioniche Mion (≥ massa del protone
= 1.67 × 10−24g) e` piu` piccolo di un millesimo, gli ioni sono estremamente
‘lenti’, rispetto agli elettroni. L’approssimazione di (BO) consiste, appunto,
nel considerarli fermi nel sistema del c.d.m. La strategia che seguiremo qui e`
del tutto analoga a quella seguita nella fisica molecolare. Quindi tratteremo
le posizioni ioniche R =
{
~Rµ; µ = 1, 2, · · · , Nion
}
come parametri fissi, che
contribuiscono a definire l’Hamiltoniana elettronica di Born-Oppenheimer:
HBO =
Nel−1∑
n=1
 ~p 2n2mel +
Nel∑
j=n+1
e2
rnj
︸ ︷︷ ︸
Hel
Uel−ion︷ ︸︸ ︷
−
Nion∑
ν=1
Nel∑
n=1
Ze2
Dνn
, (1.1)
dedotta dalla (1) eliminando semplicemente la parte puramente ionica,
che, dal punto di vista degli elettroni, risulta essere una ‘costante’. Tro-
1Si da` per scontato che gli effetti relativistici siano trascurabili.
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vati gli autostati elettronici | η,R 〉 e i corrispondenti autovalori Eη (R) di
HBO, in funzione delle posizioni ioniche (η e` un generico indice di stato), si
considerano le Hamiltoniane:
〈Hgen〉η = Hion + Eη (R) , (1.2)
che danno gli autostati e gli autovalori della parte ionica, nel campo di
forze medio generato dagli elettroni in ciascuno degli autostati | η,R 〉. In
pratica, dunque, gli autovalori elettronici Eη (R) diventano, nell’approssi-
mazione di BO, un’energia potenziale ionica, che e` sicuramente attrattiva
ed e` quella che permette al sistema di assumere, eventualmente, un volume
proprio.
Nella maggior parte dei casi l’interesse si concentra sullo stato fonda-
mentale elettronico |0,R 〉. Se poi il solido e` cristallino, allora si assume che
le posizioni ioniche R realizzino un reticolo periodico, in linea di principio
incognito. Idealmente, ad ogni possibile reticolo corrisponde una HBO (ve-
di la (1.1)) e quindi uno stato elettronico fondamentale | 0,R 〉. Salvo che
non si cerchino le eventuali configurazioni allotropiche del cristallo, la scelta
ricade sul sistema piu` stabile: di norma, quindi, sul reticolo che realizza il
piu` basso livello energetico fondamentale dell’Hamiltoniana ionica 〈Hgen〉0
(vedi la (1.2)). All’atto pratico, pero`, in molti casi si assume semplicemente
come reticolo periodico quello che risulta dai dati sperimentali.
1.2 L’approssimazione statica di campo medio e
di singolo elettrone
Stabilito che il primo passo da compiere e` risolvere il problema agli autovalori
per l’Hamiltoniana HBO (eq.ne (1.1)), la si consideri nel limite termodinami-
co, in cui il numero di elettroni e ioni diverge proporzionalmente al volume
occupato dal reticolo periodico formato dagli ioni stessi. In tal caso si potra`
scrivere:
HBO =
Nel∑
n=1
{ ~p 2n
2mel
+
1
2
Nel∑
j 6=n
e2
| ~rn − ~rj |︸ ︷︷ ︸
uel−el
uel−ion︷ ︸︸ ︷
−
Nion∑
µ=1
Ze2∣∣∣ ~rn − ~Rµ∣∣∣
}
, (1.3)
Si ricordi che quanto precede vale, rigorosamente, nel caso statico, in cui le
cariche sono considerate immobili nel sistema di riferimento scelto. Come
vedremo nel Capitolo 2, la mobilita` degli elettroni stessi portera` a modificare
notevolmente la struttura Coulombiana pura delle energie di interazione
della (1.3). Per il momento, questo non ha alcuna importanza.
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Si noti, intanto, che nel limite termodinamico l’energia potenziale uel−ion (~rn)
e` periodica in ciascuno degli ~rn, con la stessa periodicita` del reticolo ionico
(la dimostrazione rigorosa verra` data nella Sezione 1.3). Se non fosse per il
secondo termine uel−el (interazione elettrone-elettrone), la HBO sarebbe se-
parabile in Nel Hamiltoniane di singolo elettrone, ognuna indipendente dalle
altre, in modo tale che l’autovalore complessivo sarebbe semplicemente la
somma degli autovalori di ogni singola Hamiltoniana, e l’autostato sareb-
be semplicemente un determinante di Slater2, realizzato con gli autostati
di singolo elettrone. Tuttavia, l’interazione elettrone-elettrone rende il pro-
blema non separabile, sul piano del rigore formale, e quindi il programma
sopra accennato puo` realizzarsi soltanto attraverso un’ulteriore approssima-
zione, definita ‘di campo medio’(CM). Essa consiste nell’assumere che ogni
singolo elettrone sia influenzato soltanto dal campo di forze medio prodotto
dagli altri. Si prenda l’elettrone 1 come la particella singola che si intende
studiare. Sia:
Ψη
(
~r1, r
′︸ ︷︷ ︸
r˜
)
= 〈~r1, r′|η, R〉 , (1.4)
la rappresentazione nelle coordinate di un autostato dell’Hamiltonia-
na (1.3) (si ricordi la Sezione 0.2), dove r′ = {~r2, ~r3, · · · , ~rNel} indica la
configurazione degli elettroni diversi da 1. Si esegua la media parziale
dell’operatore uel−el nell’equazione (1.3):
〈 uel−el 〉~r1 =
∫
dr′
∣∣Ψη (~r1, r′)∣∣2 uel−el (~r1, r′) , (1.5)
integrando sulle coordinate degli elettroni diversi da 1. Si puo` pensare
di eseguire la medesima procedura per tutti gli elettroni. L’approssimazione
di CM consiste nel sostituire l’interazione a molti corpi uel−el (r˜) con quella
di singolo elettrone 〈 uel−el 〉~rn nella (1.3), ottenendo cos`ı l’Hamiltoniana:
HCM =
Nel∑
n=1
{ Heff (~pn, ~rn)︷ ︸︸ ︷~p 2
2m
+ 〈 uel−el 〉~rn + uel−ion (~rn)︸ ︷︷ ︸
ueff (~rn)
}
, (1.6)
che, essendo separabile in Nel Hamiltoniane ‘efficaci’ identiche, per-
mette di scomporre il problema a Nel elettroni in un problema di singolo
elettrone, applicato Nel volte. Tuttavia, non dovrebbe sfuggire che l’Hamil-
toniana HCM nella (9.19b) paga un notevole prezzo alla separabilita`, e cioe`
la perdita della linearita`. Ripercorrendo a ritroso i passi eseguiti, ci si ac-
corge che 〈 uel−el 〉~rn (eq.ne (1.5)) dipende dall’autostato Ψη (eq.ne (1.4)), il
quale, in virtu` dell’approssimazione fatta, risulta essere un determinante di
2Vedi Appendice A.
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Slater, costruito con le autofunzioni di singola particella dell’Hamiltoniana
Heff stessa. In altri termini, 〈 uel−el 〉~rn contiene gli autostati (incogniti)
della particella, attraverso la Ψη, il che trasforma il problema agli autova-
lori dell’operatore Heff in un problema non lineare di autoconsistenza, che
verra` affrontato nel Capitolo 3. Per il momento, ci limiteremo ad assumere,
come ipotesi di lavoro ragionevole, che, essendo l’interazione elettrone-ione
uel−ion (~rn) periodica in ~rn, lo sia anche l’interazione elettrone-elettrone me-
dia 〈 uel−el 〉~rn , almeno per lo stato fondamentale. Allora l’intera energia
potenziale efficace ueff (~rn) risulta periodica a sua volta con la stessa perio-
dicita` del reticolo ionico. Questa ipotesi di lavoro ragionevole, si dimostrera`
esatta, cioe` autoconsistente, nella Sezione 3.4.
1.3 Teorema di Bloch
Per cominciare, e` utile stabilire le caratteristiche generali di un reticolo pe-
riodico R =
{
~Rµ; µ = 1, 2, · · · , Nion
}
. Avendo fissato l’origine degli as-
si cartesiani in uno dei punti del reticolo in D dimensioni (tipicamente,
D = 1, 2, 3), indichiamo con ~R un generico altro punto. In tal caso, si
individuano D vettori linearmente indipendenti ~bα, α = 1, · · · , D tali che
~R =
D∑
α=1
nα~bα , (1.7)
con nα interi. La condizione di periodicita` impone che la figura geome-
trica avente come lati i ~bα (detta ‘cella unitaria’), riempia tutto lo spazio, il
che limita la scelta dei ~bα a un numero finito di casi diversi: 5 per D = 2,
14 per D = 3 3. Dato un reticolo periodico in piu` dimensioni, la scelta della
cella unitaria non e` unica, ma puo` variare nell’ambito di alcune classi diver-
se. Per molti scopi pratici, la scelta piu` conveniente e` la cella unitaria detta
‘di Wigner-Seitz’, quella, cioe`, che ha tutte le proprieta` di simmetria del-
la struttura periodica in esame. Per un’esauriente trattazione dei problemi
cristallografici in piu` dimensioni, si veda la referenza [1].
Sulla base di quanto ora detto, dimostriamo che l’energia potenziale
uel−ion(~r), nella (1.3) e` effettivamente periodica, con la stessa periodicita`
del reticolo, nel limite termodinamico. Poiche´ nel nostro caso ogni cella
unitaria contiene uno ione posto in uno dei suoi vertici e il numero di ioni
e` arbitrariamente grande, la somma sugli ioni puo` essere sostituita da una
somma sugli ~R stessi, che appaiono nella (1.7), con gli nα che vanno da −∞
a +∞. Allora, detto ~a = ∑Dα=1 ∆nα~bα un qualunque vettore di spostamento
da un punto all’altro del reticolo, e osservando che ~R′ = ~R−~a e` a sua volta
un punto del reticolo, avremo:
3Sembra superfluo dire che la scelta e` unica per D = 1.
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uel−ion(~r + ~a) = −
∑
~R
e2∣∣∣~r + ~a− ~R∣∣∣ =
= −
∑
~R′
e2∣∣∣~r − ~R′∣∣∣ = uel−ion(~r) ,
col che la periodicita` e` dimostrata.
Ricordando l’ipotesi di lavoro fatta nella Sezione 1.2, che dalla periodi-
cita` di uel−ion discenda quella di ueff (eq.ne (9.19b)), si puo` introdurre un
operatore di traslazione T~a che trasforma una funzione f(~r) in f (~r + ~a), il
che si scrive, in rappresentazione di Dirac:
〈 ~r |T~a | f 〉 = 〈 ~r + ~a | f 〉 . (1.8)
Si osservi che, nel limite termodinamico in cui la regione Ω di definizione
delle funzioni tende a concidere con l’intero spazio euclideo RD, la defini-
zione stessa dell’operatore di traslazione porta, dalla formula precedente e
ricordando la Sezione 0.2:
〈 f |T †~a T~a| f 〉 =
∫
Ω→RD
f∗ (~r + ~a) f (~r + ~a) d~r = 〈 f | f 〉 , (1.9)
per qualsiasi |f 〉. Questo basta a dimostrare che l’operatore T~a e` unitario,
cioe` che il suo Hermitiano coniugato coincide con l’inverso:
T †~a = T
−1
~a = T−~a . (1.10)
Gli autovettori di un operatore unitario formano una base, vale a di-
re, sono ortogonali tra loro e i loro autovalori sono necessariamente nella
forma eiθ, con θ reale. In questo caso conviene identificarli con un indice
D-dimensionale ~k. L’equazione agli autovalori che li determina e`, in base
alla (1.8):
T~a| ~k 〉 = eiθ| ~k 〉 =⇒ 〈 ~r + ~a | ~k 〉 = eiθ〈 ~r | ~k 〉 . (1.11)
La soluzione generale dell’ultima equazione e` molto semplice:
〈 ~r | ~k 〉 = ei~k ~rw~k(~r)︸ ︷︷ ︸
φ~k(~r)
; w~k (~r + ~a) = w~k (~r) . (1.12a)
da cui:
θ = ~k · ~a . (1.12b)
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Queste ultime equazioni mostrano che gli autostati | ~k 〉 dell’operatore
di traslazione, nella rappresentazione delle coordinate φ~k(~r), sono costituiti
da un’onda piana ei
~k ~r, modulata da una arbitraria funzione periodica u~k(~r),
con la stessa periodicita` del reticolo. Per verifica diretta, e` facile mostrare
che le equazioni (1.12) soddisfano la (1.11). La dimostrazione che le (1.12)
forniscono la piu` generale delle soluzioni non e` altrettanto semplice, e viene
tralasciata per brevita`. Gli autostati | ~k 〉 dell’operatore di traslazione ven-
gono chiamati stati di Bloch, e la dimostrazione che li ha introdotti va sotto
il nome di teorema di Bloch.
A questo punto si osservi che l’Hamiltoniana Heff (eq.ne (9.19b)), nella
rappresentazione delle coordinate, si scrive:
Heff = −h¯2
∇2~r
2mel
+ ueff (~r) . (1.13)
Il primo termine di energia cinetica e` ovviamente invariante per traslazio-
ni delle coordinate, essendo proporzionale al Laplaciano ∇2~r =
∑D
α=1 ∂
2/∂x2α
ed essendo, ovviamente, ∂/∂x = ∂/∂(x+ a) per ogni a costante. Il secondo
termine di energia potenziale, a sua volta, e` invariante per traslazioni sul
reticolo ionico, essendo periodico lui stesso. Si arriva quindi a concludere
che [T~a, Heff ] = 0, cioe` che qualunque operatore di traslazione sul reticolo
ionico commuta con l’Hamiltoniana Heff . A questo punto, si ricordi che due
operatori, i cui autostati formano una base, se commutano tra loro, hanno
una base comune a entrambi. Questo porta al risultato importante che:
Gli autostati dell’Hamiltoniana di singolo elettrone Heff possono essere
scritti come stati (o onde) di Bloch,
cioe` nella forma (1.12a).
1.4 Il reticolo reciproco e la riduzione alla prima
zona di Brillouin
Una nozione essenziale nello studio dei cristalli e` quella di reticolo reciproco.
Dato un reticolo periodico R, i cui punti ~R corrispondono alla (1.7), il
reticolo reciproco di R e` l’insieme:
G =
{
~g; ~g · ~R = 2pi, per ogni ~R ∈ R
}
. (1.14)
E` facile vedere che anche G e` un reticolo periodico (ma non necessa-
riamente con la stessa struttura cristallografica di R4) in uno spazio che,
4L’unica struttura cristallografica che si mantiene immutata nel passaggio da reticolo
diretto a reticolo reciproco e` il cubico semplice. Va da se´ che il reticolo reciproco di un
reticolo reciproco e` il reticolo diretto.
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dimensionalmente, corrisponde a quello dei vettori d’onda.
In virtu` del teorema di Fourier (in piu` dimensioni), e` possibile sviluppare
qualunque funzione periodica, sul reticolo diretto R, in onde piane di vettori
d’onda ~g. Si puo` allora scrivere, per l’energia potenziale della (1.13):
ueff (~r) =
∑
~g
ei~g ~r û(~g) ; û(−~g) = û∗(~g) (1.15a)
in termini delle sue componenti di Fourier û(~g)
5, e, analogamente:
w~k(~r) =
∑
~g
ei~g ~r ŵ~k(~g) (1.15b)
per la parte periodica degli stati di Bloch, da cui discende l’espressione
(si ricordi la (1.12a)):
φ~k(~r) =
∑
~g
ei(~g+
~k) ~r ŵ~k(~g) . (1.15c)
La condizione di normalizzazione 〈~k |~k 〉 = 1 dell’onda di Bloch implica:
∫
Ω
d~r
∣∣φ~k(~r)∣∣2 = 1 ⇒∑
~g,~g ′
ŵ∗~k(~g
′
)ŵ~k(~g)
V δ
~g,~g
′︷ ︸︸ ︷∫
Ω
d~r ei(~g−~g
′
)~r ⇒
⇒
∑
~g
∣∣ŵ~k(~g)∣∣2 = 1V , (1.15d)
dove V →∞ e` il volume della regione Ω→ RD occupata dal cristallo e
δ~g,~g ′ e` il simbolo di Kronecker. I ŵ~k(~g) sono, a questo punto, le incognite del
problema, da determinarsi attraverso l’equazione agli autovalori Heff |~k 〉 =
(~k)| ~k 〉, che nella rappresentazione delle coordinate e ricordando la (1.13),
si scrive:
− h¯
2
2mel
∇2~r φ~k(~r) + ueff (~r)φ~k(~r) = (~k)φ~k(~r) . (1.16)
Sostituendo la (1.15a) e la (1.15c) in quest’ultima equazione, non e`
difficile ottenere l’equazione per i ŵ~k(~g) :
[
h¯2(~k + ~g)2
2mel
− (~k)
]
ŵ~k(~g) +
∑
~g ′
û(~g − ~g ′)ŵ~k(~g
′
) = 0 . (1.17)
5La seconda equazione (1.15a) e` dovuta al fatto che ueff e` reale.
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Dimostriamo ora che sia gli autovalori che gli autostati risultanti dal-
la (1.17) sono periodici in ~k, con la periodicita` del reticolo reciproco. Sia
dato un arbitrario ~g0 ∈ G. Dalla (1.15c) e` facile vedere che
φ~k+~g0(~r) =
∑
~g
ei(~g+
~k) ~r ŵ~k+~g0(~g − ~g0) . (1.18)
L’equazione per ŵ~k+~g0(~g − ~g0) si ricava dalla (1.17) con le sostituzioni
~k → ~k + ~g0 e ~g → ~g − ~g0. Con facili cambiamenti di variabili da sommare,
il risultato e`:
[
h¯2(~k + ~g)2
2mel
− (~k + ~g0)
]
ŵ~k+~g0(~g − ~g0)+
+
∑
~g ′
û(~g − ~g ′)ŵ~k+~g0(~g
′ − ~g0) = 0 ,
cioe` un’equazione nelle incognite (~k + ~g0) e ŵ~k+~g0(~g − ~g0) identica al-
la (1.17). Questo dimostra che
(~k + ~g0) = (~k) ; ŵ~k+~g0(~g − ~g0) = ŵ~k(~g) . (1.19a)
La prima relazione (1.19a) implica la periodicita` in ~k degli autovalori
dell’energia, mentre la seconda, inserita nella (1.18), implica
φ~k+~g0(~r) = φ~k(~r), per ogni ~r , (1.19b)
il che dimostra la periodicita` degli autostati di Bloch. A questo punto,
il campo di variabilita` del vettore d’onda ~k puo` essere limitato a una zona
finita, coincidente con la cella unitaria di Wigner-Seitz del reticolo reciproco
G. In linea di principio, la collocazione di tale cella nel reticolo e` del tutto
arbitraria, ma per convenienza si sceglie quella che contiene il punto ~k = 0.
Questa cella viene identificata col nome di ‘prima zona di Brillouin’ (ZB).
Nel prosieguo, daremo per scontato, anche senza richiamarlo esplicitamen-
te, che ~k ∈ ZB. Tuttavia, si incontreranno spesso processi nei quali ~k si
trasforma in ~k ± ~q, a causa di perturbazioni dinamiche agenti sul cristallo.
Tali processi si dividono in due specie: normali, in cui anche ~k ± ~q ∈ ZB e
umklapp (termine derivato dal Tedesco: ‘ribaltato’), in cui, viceversa, ~k ± ~q
esce dalla ZB. I processi umklapp possono avvenire per una causa finora
ignorata: il cristallo puo` muoversi come un tutto, spostando il suo c.d.m. di
uno o piu` passi reticolari, e quindi assorbendo o cedendo un vettore d’onda
~g 6= 0. Per quanto rilevanti in alcune applicazioni spettroscopiche, i processi
umkalpp verranno di norma ignorati, nella presente trattazione, anche in
relazione al fatto che, per perturbazioni deboli, come quelle che verranno
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introdotte, la loro probabilita` di accadimento e` piccola, rispetto a quella dei
processi normali.
Nella referenza [2] si dimostra un importante risultato:
vZB =
(2pi)D
vcu
, (1.20)
dove vZB e` il volume della ZB (o di qualsiasi cella unitaria del reticolo
reciproco) e vcu e` il volume di una qualunque cella unitaria del reticolo.
1.5 Il passaggio al continuo nel limite termodina-
mico: la densita` degli stati (DOS)
Nelle sezioni precedenti abbiamo dato per scontato che ~k fosse un vettore
d’onda variabile con continuita`, sia pure all’interno di una regione finita, la
ZB. Per ragioni di chiarezza e di completezza, e` bene discutere con maggiore
dettaglio questo aspetto, che discende dal limite termodinamico. In buona
parte, la discussione ricalca quella gia` fatta nel corso di Struttura della
Materia, a proposito del limite del continuo, ma con alcune specificita`. Qui
ci limiteremo a dare i risultati piu` utili ai nostri scopi, dando per scontate le
dimostrazioni relative. Per una trattazione piu` rigorosa, si veda la referenza
[2].
A stretto rigore, un sistema quantico confinato in una regione spaziale
Ω di volume V finito (anche se grande) ha comunque uno spettro discreto.
Quindi i vettori d’onda ~k, che determinano univocamente l’energia (~k) so-
no in realta` vettori a componenti discrete, attraverso le quali si realizza una
condizione finora sottaciuta: l’annullarsi dell’onda di Bloch alla superficie
di Ω 6. La forma del solido rappresenta un effetto ‘di superficie’, che si an-
nulla come (1/V )1/D nel limite termodinamico. Si puo` quindi assumere una
forma opportuna per i calcoli, che sia inscritta (col volume massimo pos-
sibile), o circoscritta (col volume minimo possibile) a Ω. Questi due solidi
‘virtuali’, nel limite termodinamico, avranno le stesse caratteristiche spet-
trali del solido ‘vero’. Analogamente, si dimostra che anche le condizioni al
contorno stesse producono un effetto di superficie sullo spettro, che svanisce
nel limite termodinamico. Questo permette scelte formalmente piu` semplici
da trattare, che non l’annullamento delle onde di Bloch, come avviene, per
esempio, richiedendo la periodicita` delle onde stesse (condizioni di Born-Von
Karman), nel qual caso la forma piu` conveniente per approssimare Ω risulta
quella che riproduce le simmetrie interne del cristallo, aggregando un nu-
mero opportuno di celle di Wigner-Seitz. Con queste premesse, e` possibile
6Nel caso 1-dimensionale, relativo a Ω = [0, L], questo conduce alla relazione k =
(pi/L)n, n = ±1, ±2, . . . .
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arrivare ad una conclusione generale di notevole utilita` (si vedano, in parti-
colare le pp. 23-26 della referenza [2]), che consente di passare dalle somme
sui ~k discreti che realizzano le condizioni di Born-Von Karman (o quelle di
annullamento), agli integrali nella ZB, attraverso il limite termodinamico:∑
~k
. . . → V
(2pi)D
∫
ZB
d~k . . . . (1.21)
Stabilito, in questo modo, un legame formale tra somme e integrali, defi-
niamo, per brevita`, come ‘risonanti’ i ~k discreti che soddisfano le condizioni
al contorno. Potremo allora utilizzare le somme sui ~k risonanti per pas-
sare agli integrali, o viceversa, a seconda della convenienza di calcolo. In
particolare, questo procedimento ci permette di dare un senso preciso ad
una quantita`, la densita` degli stati (DOS) G(), gia` incontrata nel corso di
Struttura della Materia, che risulta particolarmente utile nella teoria delle
bande. Ricordiamo che G()d rappresenta il numero di stati che hanno
energia compresa tra  ed + d.
Sostituendo ai puntini nella (1.21) la funzione che vale 1 per ~k ∈ W e 0
altrove, si ottiene:
N(W) ≡
∑
~k∈W
→ V
(2pi)D
∫
W
d~k . (1.22)
Cioe`, il numero N(W) di vettori risonanti contenuti in un qualunque
insieme W e` proporzionale al volume di W nel limite termodinamico. Dal
momento che ad ogni ~k (risonante) corrisponde un’onda di Bloch, N(W)
coincide con il numero di onde di Bloch che realizzano una certa condizio-
ne, determinata da W. In particolare, allora, possiamo scrivere il numero
NBloch() di stati di Bloch che hanno energia minore di un valore dato , e
la DOS che ne risulta:
G() =
dNBloch
d
=
V
(2pi)D
d
d
[∫
(~k)<
d~k
]
⇒ (1.23a)
⇒ G((~k))d(~k) = V
(2pi)D
d~k . (1.23b)
Tenuto conto del fatto che ad ogni banda corrisponde una relazione di
dispersione specifica (~k), la DOS complessiva di un cristallo risultera` in una
successione di DOS parziali, ognuna riferita ad una certa banda.
Come ulteriore informazione, vale la pena sottolineare che la struttura
periodica del cristallo si evidenzia nelle DOS, attraverso l’apparizione di
singolarita` particolari (cuspidi, divergenze integrabili, ecc.), che prendono il
nome di ‘singolarita` di Van Hove’, e derivano dagli estremanti delle relazioni
di dispersione, vale a dire dagli insiemi di punti in cui ∇~k = 0.
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1.6 Velocita` di gruppo delle onde di Bloch e massa
efficace
Il fattore di fase ei
~k ~r nell’equazione (1.12a) suggerisce che le onde di Bloch
abbiano forti analogie con le onde piane, e che quindi gli elettroni in un cri-
stallo condividano alcune caratteristiche cinematiche rilevanti con gli elettro-
ni liberi. Questa ipotesi e` realistica, purche´ la si applichi nei casi opportuni
e non la si forzi al di la` dei suoi limiti fisici. Tali limiti, peraltro, sono facil-
mente individuabili sulla base di un ragionamento qualitativo preliminare:
una qualunque struttura discreta, come un cristallo, viene ‘vista’ come un
continuo, se lo stato della particella e` formato da onde piane di lunghez-
za d’onda molto piu` grande delle distanze inter-molecolari, il cui ordine di
grandezza, ricordando la (1.7), e` ≈ bα = |~bα|. Cio` implica vettori d’onda
molto piu` piccoli dell’inverso di tali distanze: k = |~k| << 1/bα. In questo
caso, nel fattore w~k(~r) (eq.ne (1.15b)) dello stato di Bloch, la componente
di Fourier che ha maggiore peso e` la ŵ~k(0), il che equivale ad approssimare
la parte periodica dell’onda di Bloch con una costante. Si puo` allora con-
cludere che la cinematica di un elettrone di Bloch si avvicina a quella di una
particella libera quanto piu` k tende a zero. Un modo piu` preciso e rigoroso
di evidenziare questo aspetto e` dimostrare che:
∇~k(~k)
h¯
= 〈 ~k |~p/mel| ~k 〉 , (1.24)
cioe` che la velocita` di gruppo dell’onda di Bloch nel cristallo coincide
con la velocita` media della particella libera. Questo significa che la diffe-
renza tra un elettrone libero e un elettrone nel cristallo si manifesta nelle
fluttuazioni su piccola scala (le distanze intra-molecolari), che definiscono
la struttura discreta del sistema, e che vengono eliminate nella media 7. Di
seguito, mostriamo una traccia della dimostrazione, tralasciando i dettagli
del calcolo.
Si faccia il gradiente in ~k dell’equazione (1.17). Si moltiplichi per ŵ∗~k(~g) e
si sommi sui ~g. Nella doppia somma risultante su ~g e ~g
′
(quella che contiene
û), si scambino ~g e ~g
′
, osservando che û(~g
′ − ~g) = û∗(~g − ~g ′) (si ricordi la
nota 5 all’equazione (1.15a)). Si osservi che ∇~kŵ~k e` il fattore comune di una
somma di termini che uguaglia il complesso coniugato del membro sinistro
dell’equazione (1.17), e quindi si annulla per definizione. Cio` che rimane
dell’equazione porta semplicemente:
7La relazione fra particella libera e onde di Bloch e` trattata in dettaglio nella
referenza [3].
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∇~k(~k) =
h¯2
mel
∑
~g
∣∣ŵ~k(~g)∣∣2 (~k + ~g)∑
~g
∣∣ŵ~k(~g)∣∣2 = (si ricordi la (1.15d))
=
V h¯2
mel
∑
~g
∣∣ŵ~k(~g)∣∣2 (~k + ~g) .
Si consideri ora il valore medio della velocita` ~p/mel = ~v:
〈 ~k |~v| ~k 〉 = −i h¯
mel
∫
Ω
d~r φ∗~k(~r)
[∇~rφ~k(~r)] = ricordando la (1.15c) =
=
V h¯
mel
∑
~g
∣∣ŵ~k(~g)∣∣2 (~k + ~g) = ricordando la (1.15d) =
=
h¯
mel
[
~k + V
∑
~g
∣∣ŵ~k(~g)∣∣2 ~g︸ ︷︷ ︸
〈 ~g 〉~k
]
. (1.25)
Confrontando tra loro la seconda riga dell’ultima equazione con l’equa-
zione precedente, si arriva alla conclusione che la velocita` di gruppo di un
elettrone di Bloch coincide con la velocita` media di un elettrone libero.
Non e` difficile dimostrare8 che nelle vicinanze di ~k = 0 si ha 〈~g 〉~k = A~k,
nell’equazione (1.25), con A un’opportuna matrice. Cio` mostra che la rela-
zione tra ~k e 〈~k|~v|~k〉, che nel seguito, per brevita`, indicheremo semplicemente
con 〈 ~v 〉, si puo` scrivere:
~k =
Meff 〈 ~v 〉
h¯
+ · · · , (1.26)
essendo Meff una matrice D ×D, che gioca il ruolo di una ‘massa ten-
soriale‘, e che viene indicata con il termine di tensore della massa efficace.
Come si vede dall’Appendice B,Meff dipende dalle derivate dei coefficienti
di Fourier ŵ~k(~g) e, all’apparenza, appare piuttosto complicata da calcolare.
Un’espressione molto piu` leggibile e fisicamente interpretabile (anche se equi-
valente), si ottiene sviluppando l’energia (~k) intorno a ~k = 0, e assumendo,
come normalmente avviene, che questo sia un punto di minimo:
(~k)− (0) = 1
2
~k
[
∂2E]
0
~k+ · · · ⇒ ∇~k(~k) = h¯〈~v 〉 =
[
∂2E]
0
~k+ · · · . (1.27)
L’espressione
[
∂2E]
0
=
[
∂2/∂kα∂kβ
]
~k=0
nella (1.27) e` la matrice D×D
Hessiana associata a (~k), calcolata in ~k = 0 9. La seconda uguaglianza
8Vedi Appendice B.
9Il simbolo ~k
[
∂2E]
0
~k si legge, in esplicito come il prodotto scalare del vettore D-
dimensionale ~k per il vettore ottenuto applicando la matrice
[
∂2E]
0
a ~k stesso.
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segue dalla (1.24). Sostituendo la (1.26) nell’ultimo termine della (1.27), e
considerando l’ultima uguaglianza, si ottiene, finalmente:
Meff = h¯2
[
∂2E]−1
0
, (1.28)
il che permette di collegare la matrice Hessiana, associata all’energia (~k)
dell’elettrone di Bloch, con una massa efficace tensoriale Meff che include
due aspetti importanti, dovuti alla struttura discreta del reticolo, ma assi-
milabili ad un continuo non isotropo: la diversa (in generale piu` grande)
‘inerzia al moto’ che il cristallo puo` generare, rispetto al vuoto, e il fatto
che tale inerzia sia anisotropa, vale a dire piu` grande o piu` piccola, nella
direzione degli assi rispetto ai qualiMeff e` diagonale. Per esempio, un cri-
stallo fortemente anisotropo, formato da piani molecolari sovrapposti molto
compatti, connessi tra loro da legami chimici deboli, mostrera` una grande
massa efficace (scarsa mobilita` degli elettroni) nella direzione ortogonale ai
piani, e una piccola massa efficace (buona mobilita` degli elettroni) nei piani
stessi.
Va notato che gli autovalori della massa efficace, che rappresentano le
‘masse’ nelle direzioni degli assi di diagonalizzazione, possono essere molto
piu` grandi della massa ‘nuda’mel dell’elettrone (fino a 10
3 volte piu` grandi).
Questo puo` avere effetti molto rilevanti sulla superconduttivita` e su altri
fenomeni di bassa temperatura non meno interessanti. In questi casi si
parla, convenzionalmente, di heavy fermion effects. Al contrario, esistono
sistemi particolari, tipicamente bidimensionali (D = 2), in cui, in vicinanza
di speciali valori di ~k, l’elettrone di Bloch si comporta come una particella
priva di massa, nel senso che la sua energia cinetica puo` venire rappresentata
da un’Hamiltoniana di Dirac con massa a riposo zero. Formalmente, la
dinamica di questi elettroni presenta strette analogie con quella di fermioni
ultra-relativistici (neutrini). L’esempio piu` noto di tali sistemi e` il grafene[4].
1.7 Lo spettro a bande come conseguenza della
periodicita`
Uno dei risultati piu` importanti che seguono dal teorema di Bloch, e` che lo
spettro delle energie (~k) si presenta con zone di estensione finita (le bande),
in cui gli autovalori tendono a formare un continuo, nel limite termodinami-
co, separate pero` da zone ‘proibite’ (i gaps), anch’esse di estensione finita,
in cui non vi sono autovalori. Ne daremo un esempio semplice nel caso che
il potenziale periodico sia formato da una successione di δ di Dirac:
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ueff (~r) = u0
∑
~R
δ(~r − ~R)⇒ û(~g) = 1
V
∫
Ω
d~r ei~g ~rueff (~r) =
=
u0
V
∑
~R
ei~g
~R =
u0N
V︸ ︷︷ ︸
U0
(1.29)
(si ricordi che, per definizione ~g · ~R e` un multiplo intero di 2pi). Il risultato
(1.29) segue dalla definizione di trasformata di Fourier per una funzione
periodica, dove V e` il volume del reticolo (in 1, 2, 3, ... dimensioni), CU e` la
cella unitaria del reticolo stesso e N e` il numero di siti reticolari. Il vantaggio
formale dei potenziali a δ e` che le componenti di Fourier del potenziale
risultante sono tutte uguali a un unico valore U0. In questo caso, risolvendo
l’equazione (1.17) rispetto a ŵ~k(~g) e sommando sui ~g, si ottiene:
∑
~g
ŵ~k(~g) = −U0
∑
~g ′
ŵ~k(~g
′
)
∑
~g
[
h¯2(~g + ~k)2
2mel
− 
]−1
⇒ (1.30a)
⇒ 1
U0
= −
∑
~g
[
h¯2(~g + ~k)2
2mel
− 
]−1
︸ ︷︷ ︸
Λ(, ~k)
, (1.30b)
in cui la (1.30b) rappresenta l’equazione agli autovalori da risolvere in . Si
osservi che l’equazione (1.30a) si riduce all’identita` 0 = 0 se
∑
~g ŵ~k(~g) =
0. E` lasciata al lettore la dimostrazione che, se questo avviene, l’onda di
Bloch φ~k(~r) si annulla su tutti i siti reticolari, e dunque rappresenta un
elettrone che non interagisce col potenziale. Va da se´ che questo effetto
rappresenta una peculiarita` del potenziale a δ, sul cui interesse fisico si
potrebbe discutere, cosa che lasciamo, eventualmente, al lettore interessato.
Le soluzioni dell’equazione (1.30b) si ottengono facilmente per via grafica
nel caso 1-dimensionale ~R = n b (n = 0, ±1, ±2, . . . ) che da` ~g = (2pi/b)n e
una ZB = [−pi/b, pi/b] per k. In questo caso, infatti,
Λ(, k) = −2melb
2
h2
∞∑
n=−∞
[(
n+
b k
pi
)2
− 2melb
2
h2
]−1
(1.31)
e` una combinazione lineare di funzioni Poli-Gamma, legate alle derivate della
funzione Gamma di Eulero10. Per un fissato k, la funzione (di ) Λ(, k)
mostra singolarita` divergenti, nei punti:
10Vedi Mathematica o un qualunque buon testo di funzioni speciali.
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 =
h2
2melb2
(
n+
k b
2pi
)
, n = 0, 1, 2, . . . , (1.32)
a cui corrispondono ‘rami’ che passano da ∞ a −∞. E` facile vedere che, al
variare di k, ognuno dei rami passa da un minimo Λm() (k = 0), a un mas-
simo ΛM () (k = ±pi/b). Osservando la Figura 1.1, si vede che all’interno di
ogni striscia fra una curva rossa (Λm) e una blu (ΛM ) passano tutte le pos-
sibili curve tracciate dalle funzioni Λ(, k) al variare di k. Ne consegue che
le zone di ogni striscia attraversate dalla retta orizzontale corrispondente al
valore costante 1/U0 (linea piena) corrispondono a un valore possibile del-
l’energia, e dunque alle bande, mentre le zone al di fuori (linee tratteggiate)
corrispondono ai valori proibiti, cioe` ai gaps.
Lm
LM1
U0
-
1
U0
Ε
L
Figura 1.1
Figura 1.1: Struttura a bande di un cristallo unidimensionale con
potenziali a δ.
I segmenti tratteggiati indicano i gaps, quelli pieni le bande. Si noti la
differenza tra potenziali a δ attrattivi (linea in basso) e repulsivi (linea in
alto): i primi danno origine a una banda di valori energetici negativi.
1.8 Costruzione delle Bande col metodo LCAO
Dall’esempio riportato nella Sezione 1.7 si deduce che lo spettro a bande
nasce dalla mescolanza della continuita` di ~k in una regione limitata ZB, e la
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natura discreta dei ~g che formano il reticolo reciproco. La prima caratteri-
stica si riflette nella parte ‘libera’ ei
~k ~r dell’onda di Bloch, poco influenzata
dalla struttura microscopica del reticolo periodico, mentre la seconda tiene
conto di quest’ultima, attraverso la parte periodica w~k(~r). All’interno di
ciascuna cella unitaria, i massimi e i minimi (periodici) di |w~k(~r)|2 rappre-
sentano zone di maggiore o minore probabilita` di permanenza dell’elettrone.
La struttura a bande, quindi, si puo` pensare come dovuta all’accoppiamento
di stati interni alla cella unitaria, con altri stati analoghi, posti nelle altre
celle unitarie. Sulla base di questa idea, le bande possono essere costruite
una per una (o a gruppi di poche unita`), accoppiando il teorema di Bloch
con un metodo gia` usato in fisica molecolare, detto ‘Linear Combination of
Atomic Orbitals’ (LCAO), che costruisce le funzioni d’onda molecolari come
opportuna combinazione lineare dei singoli orbitali atomici.
Come gia` accennato in precedenza, il sistema e` trattato alla stregua di
una grande molecola, nella quale gli ioni sono posti sul reticolo cristallino
R, e danno origine a un’Hamiltoniana del tipo (1.13) nella Sezione 1.3:
Heff = − h¯
2
2mel
∇2~r︸ ︷︷ ︸
T
+
∑
~R
uat(|~r − ~R|) . (1.33)
L’energia potenziale uat(|~r− ~R|) nel singolo sito contiene certamente una
parte Coulombiana attrattiva, che pero`, nei calcoli realistici, viene modificata
da contributi diversi, a seconda delle caratteristiche specifiche del solido. Per
la presente trattazione, la forma particolare di uat(r) non ha importanza, a
parte la simmetria sferica.
A questo punto, il metodo LCAO procede introducendo un orbitale ato-
mico fat(~r), localizzato e reale
11 (ma per il resto incognito), come ele-
mento base per costruire la parte periodica dell’autostato di Bloch | ~k 〉
dell’Hamiltoniana (1.33):
〈 ~r | ~k 〉 = φ~k(~r) =
∑
~R
ei
~k ~Rfat(~r − ~R) =
= ei
~k ~r
∑
~R
ei
~k(~R−~r)fat(~r − ~R)︸ ︷︷ ︸
w~k(~r)
. (1.34)
In effetti, e` facile verificare che la w~k(~r), definita nella (1.34), e` periodica sul
reticolo cristallino.
11Per quanto ci riguarda, localizzato significa che, nella rappresentazione delle coordi-
nate, lo stato tende esponenzialmente a zero per r →∞. Reale significa che non contiene
fattori di fase dipendenti dalla coordinata ~r. L’aspetto fisico importante degli stati reali e`
che non sono associati ad una corrente.
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La funzione incognita fat(~r) viene determinata con il metodo variazionale
[5], cioe` minimizzando l’energia media:
Evar(~k) =
〈 ~k |Heff | ~k 〉
〈 ~k | ~k 〉
, (1.35)
come funzionale di fat(~r). Utilizzando la (1.34), si ottiene
12:
〈 ~k | ~k 〉 =
∑
~R,~R ′
ei
~k(~R−~R ′ )
∫
Ω
d~r fat(~r − ~R)fat(~r − ~R ′) =
= N
∑
~R
ei
~k ~R
∫
Ω
d~r fat(~r − ~R)fat(~r)︸ ︷︷ ︸
S(~R)
, (1.36a)
dove S(~R) e` definito ‘integrale di sovrapposizione’ , e N e` il numero di siti
reticolari. Avendo scelto la fat normalizzata, si ha S(0) = 1. Dalla (1.34),
utilizzando la (1.33), si ottiene13:
〈 ~k |Heff | ~k 〉 =
= N
∑
~R
ei
~k ~R
∫
Ω
d~r fat(~r − ~R)
[
T +
∑
~R ′
u(|~r − ~R ′ |)
]
fat(~r)︸ ︷︷ ︸
E(~R)
, (1.36b)
e quindi, dalla (1.35), il funzionale da minimizzare rispetto alla funzione
incognita fat risulta:
Evar(~k) =
∑
~R e
i~k ~RE(~R)∑
~R e
i~k ~RS(~R)
. (1.36c)
Per ogni reticolo cristallino, e` in generale possibile scegliere fat in modo
che S(~R) = δ~R,0 cioe` che gli orbitali atomici in siti diversi siano ortogonali.
Questa scelta puo` essere fatta introducendo onde di Bloch ei
~k ~rW~k(~r) con
parti periodiche W~k(~r) arbitrarie e scrivendo:
fat(~r − ~R) =
∫
ZB
d ~k ei
~k(~r−~R)W~k(~r) .
12Vedi Appendice C.
13Vedi Appendice C.
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Le funzioni cos`ı ottenute si dicono ‘funzioni di Wannier’ [6] e formano un
insieme di stati ortonormali14, dove le incognite da trovare, attraverso la mi-
nimizzazione dell’energia (1.35), sono le parti periodiche W~k(~r). La scelta di
operare con funzioni di Wannier e` spesso la migliore, sul piano quantitativo,
quando, cioe`, si affrontino problemi specifici, con l’ausilio di calcoli numerici
ad hoc. Nel caso presente, invece, si preferisce adottare un procedimento
meno efficiente, ma piu` intuitivo sul piano fisico, e piu` vicino allo spirito
della fisica molecolare. L’assunzione che si fa in questo caso e` che la Evar sia
minimizzata dall’orbitale atomico che minimizza l’energia del singolo sito,
cioe` dallo stato fondamentale dell’Hamiltoniana atomica:
[T + uat(r)]︸ ︷︷ ︸
Hat
f0(~r) = 0 f0(~r) , (1.37)
con 0 il livello fondamentale. Assumere fat(~r) = f0(~r), cosa che per brevita`
definiremo ‘approssimazione molecolare’, ha il vantaggio della chiarezza: l’e-
lettrone si trasferisce da sito a sito, trovando in ciascuno lo stesso orbitale
che avrebbe isolatamente. Nello stesso tempo, si rende manifesto il limite
dell’approssimazione stessa: perche´ l’energia variazionale sia davvero vicina
al suo minimo, la maggior parte di essa dovra` venire dai livelli fondamentali
0 degli orbitali in ogni sito, il che sara` tanto piu` vero, quanto piu` l’energia
di accoppiamento tra i siti sara` piccola, cioe` quanto piu` i siti saranno lontani
tra loro. Abbiamo dunque a che fare con un’approssimazione di bassa den-
sita`. Per ragioni che verranno chiarite nella Sezione 2.4, questa procedura
si adatta meglio ai non conduttori che ai conduttori.
Poiche´ dalla (1.37) segue che T f0 = [0 − uat(r)] f0(~r), le equazioni (1.36b)
e (1.36c) danno:
Evar(~k) = (fat → f0) =
=
∑
~R e
i~k ~R
[
0S(~R) +
∑
~R ′ 6=0
∫
Ω d~r uat(|~r − ~R
′ |)f0(~r)f0(~r + ~R)
]
∑
~R e
i~k ~RS(~R)
, (1.38)
che rappresenta, a questo punto, la dipendenza dell’autovalore approssimato
dal vettore d’onda ~k ∈ ZB. In questo modo, si e` costruita una banda LCAO,
a partire dal singolo livello atomico 0. Un’importante considerazione va
fatta sul numero degli stati contenuti nella banda. Dal momento che si e`
usata una base (non necessariamente ortogonale) di stati | ~R 〉 (〈 ~r | ~R 〉 =
fat(~r − ~R)) in numero pari al numero N dei siti reticolari, il numero di
autostati di un qualunque operatore autoaggiunto nello spazio di Hilbert
cos`ı ottenuto non puo` essere che N , e non puo` che tendere all’infinito nel
14E` lasciato al lettore l’utile esercizio di dimostrare l’ortogonalita` delle funzioni di
Wannier in siti diversi.
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limite termodinamico. Tenuto conto delle due possibilita` legate allo spin
dell’elettrone, il numero di stati totale nella banda risulta 2N .
A differenza delle funzioni di Wannier, nell’approssimazione molecolare
gli orbitali in siti diversi non sono ortogonali, e quindi gli integrali di so-
vrapposizione nella (1.36a) sono in generale diversi da zero. Tuttavia, se
f0(~r) ∝ e−r/λ per r → ∞ (come avviene per gli orbitali atomici isolati),
allora, nello stesso limite, si ha S(~R) ∝ e−R/λ. In breve, gli integrali di
sovrapposizione diminuiscono molto rapidamente con la distanza fra i si-
ti. Avendo gia` stabilito che l’approssimazione molecolare e` tanto migliore
quanto piu` bassa e` la densita` di siti, ha senso applicare un’ulteriore ap-
prossimazione, detta ‘dei primi vicini’, che riduce le somme nella (1.38) ai
termini con ~R = 0, oppure ~R = ±~bα, α = 1, 2, . . . , D, dove i ~bα sono
i vettori di base del reticolo, che portano da un sito all’altro (si ricordi la
parte iniziale della Sezione 1.3). Per brevita`, indicheremo ognuno dei vettori
±~bα, α = 1, 2, . . . , D con l’unico simbolo ~b. In questo caso, ricordando che
S(0) = 1, la (1.38) diventa:
Evar(~k) =
0 + 〈 u 〉0 +
∑
~b
ei
~k~b
[
0S(~b ) + 〈 u 〉~b
]
+ . . .
1 +
∑
~b
ei~k~bS(~b ) + . . .
=
= 0 + 〈 u 〉0 +
∑
~b
ei
~k~b
[
〈 u 〉~b − S(~b )〈 u 〉0
]
+ . . . , (1.39a)
dove
〈 u 〉0 =
∑
~R ′ 6=0
∫
Ω
d~r uat(|~r − ~R ′ |)f20 (~r) , (1.39b)
〈 u 〉~b =
∑
~R ′ 6=0
∫
Ω
d~r uat(|~r − ~R ′ |)f0(~r)f0(~r +~b) . (1.39c)
L’equazione (1.39a) e` ottenuta sviluppando il denominatore della formula
precedente al primo ordine in S(~R). Si noti che 〈 u 〉~b (eq.ne (1.39c)) e` di
ordine S(~b), perche´ contiene l’integrale di due orbitali in siti primi vicini.
In effetti, la (1.39a) rappresenta un’approssimazione al primo ordine negli
integrali di sovrapposizione tra primi vicini.
Un caso particolarmente semplice di applicazione della formula (1.39a) e`
quello di un reticolo cubico semplice, i cui D vettori di base sono ortonormali
e di uguale lunghezza b. Di conseguenza, si ha ~k ~bα = kαb. Un’altra ipote-
si semplificativa e` che f0(r) sia un’onda-s, cioe` dipenda solo dalla distanza
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dell’elettrone dallo ione. In tal caso e` facile vedere che anche S(b) dipende
dalla sola lunghezza del vettore di base. Il termine 〈u 〉b, in quanto tale, puo`
dipendere dalla direzione di ~b, ma non nel caso presente, in cui il passaggio
da un ~bα all’altro comporta un semplice scambio degli assi cartesiani di rife-
rimento (e/o un’inversione dei medesimi). Con queste premesse, ricordando
che per ogni termine con~bα esiste quello con −~bα, la formula (1.39a) diventa:
Evar(~k) = 0 + 〈 u 〉0 + 2 [〈 u 〉b − S(b)〈 u 〉0]
D∑
α=1
cos(kαb) + . . . . (1.40)
La Figura 1.2 mostra la struttura della banda di un cristallo bi-dimensionale
‘quadrato semplice’ (D = 2). La linea quadrata. che identifica il centro della
cella di Wigner-Seitz, rispetto ai quattro angoli, e` il luogo dei punti di flesso
dell’energia in funzione di ~k e assume una particolare importanza in alcune
teorie relative alla superconduttivita` ad alta Tc. Le linee equipotenziali tendo-
no ad una circonferenza, sia avvicinandosi al minimo centrale (k1 = k2 = 0),
che avvicinandosi ai massimi (k1 = ±pi/b, k2 = ±pi/b). Attorno al minimo
centrale, la particella ha un comportamento quasi libero (vedi Sezione 1.6).
In effetti, uno sviluppo in serie di Evar(~k) per k piccoli da`:
Evar(~k) =
E0︷ ︸︸ ︷
0 + 〈 u 〉0− 2D [S(b)− 〈 u 〉b]︸ ︷︷ ︸
δE(b)
+ (1.41a)
+ [〈 u 〉0S(b)− 〈 u 〉b] b2k2 + . . . . (1.41b)
L’espressione (1.41b) rappresenta la parte ‘cinetica’ dell’energia. In ef-
fetti, applicando la (1.28) alla (1.41b) troviamo che il tensore Meff della
massa efficace si riduce ad una matrice proporzionale all’identita`, il che si-
gnifica che l’inerzia al moto e` isotropa e risulta da un unico valore della
massa efficace stessa:
meff =
2h¯2
[〈 u 〉0S(b)− 〈 u 〉b] b2 , (1.42)
da cui si vede che la massa efficace e` inversamente proporzionale a termi-
ni di ordine S(b). Molto ragionevolmente, piu` piccolo e` l’integrale di so-
vrapposizione fra primi vicini, meno i siti risultano accoppiati fra loro, piu`
grande, dunque, risulta l’inerzia al moto all’interno del reticolo, cioe` il mo-
dulo della massa efficace da trasportare. Quanto al segno di meff , la (1.42)
lascia aperta la possibilita` di valori negativi, nel qual caso, pero`, il punto
~k = 0 sarebbe un massimo dell’energia. Questa situazione si verifica quando
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Figura 1.2: Linee equipontenziali della banda di un cristallo ‘qua-
drato semplice’.
Zona di Brillouin bi-dimensionale di un cristallo quadrato semplice
(Eq.ne (1.40) con D = 2). Sono indicate alcune linee equipotenziali. La sca-
la di colori va dal blu profondo (minimo dell’energia in (0, 0)), al beige chiaro
(massimo dell’energia nei vertici della ZB). Si noti la linea equipotenziale
quadrata che ha come vertici le meta` dei lati della ZB.
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|〈 u 〉0S(b)| > |〈 u 〉b|. Una massa efficace negativa e` il segno di una reazio-
ne globalmente ‘riflettente’ del reticolo, visto come un continuo. In effetti,
l’interpretazione ondulatoria della massa efficace negativa e` quella di una ri-
flessione di Bragg, legata alla specifica simmetria del cristallo. Per ulteriori
chiarificazioni sul concetto di massa efficace negativa, e per la relazione tra
massa efficace e buca15, si veda la Referenza [7].
Ritornando all’equazione (1.40), si vede che la banda di valori energetici
va da un minimo E0 − δE(b) a un massimo E0 + δE(b) (se, come abbiamo
assunto, δE(b) > 0.). La larghezza della banda, dunque, e`:
∆E0(b) = 2δE(b) = 4D [〈 u 〉0S(b)− 〈 u 〉b] , (1.43)
e risulta essere, quindi, inversamente proporzionale alla massa efficace (eq.ne
(1.42)). Una conseguenza della (1.43) e` che ∆E0(b) ∝ e−b/λ, cioe` la banda si
restringe esponenzialmente con l’aumentare della distanza minima tra i siti.
Nel contempo, anche il termine negativo 〈u 〉0 decresce in modulo, di norma
con andamento ∝ 1/b. Quindi l’energia di un elettrone in un cristallo molto
‘rarefatto’ tende a E0 (eq.ne (1.41a)), che e`, comunque, piu` bassa del livello
isolato 0 (vedi Figura 1.3). In pratica, si puo` dire che al singolo elettrone
conviene sempre passare a uno stato di Bloch di un cristallo, per quanto
rarefatto, piuttosto che rimanere sull’orbitale atomico originario. Cio` po-
trebbe indurre a pensare che una fase cristallina possa essere piu` stabile di
quella gassosa, anche mantenendo la stessa densita` del gas. Vedremo nel
Capitolo 2, Sezione 2.4, che questo non e` piu` vero, non appena si tenga
conto dell’interazione elettrone-elettrone.
Quanto visto ora per il livello e lo stato fondamentale dell’Hamiltoniana
atomica (eq.ne (1.37)), si puo`, in linea di massima, applicare anche agli stati
eccitati, il che porta alla costruzione di ulteriori bande LCAO, a partire dai
livelli successivi 1, 2, . . . (Figura 1.3). Questo procedimento, tuttavia, vale
soltanto se i gaps tra una banda e l’altra hanno ampiezza confrontabile a
quella delle bande stesse. Se il gap calcolato in questo modo risulta invece
piccolo, i due orbitali atomici vanno presi in combinazione lineare, i cui
coefficienti incogniti si determinano col metodo variazionale, a formare un
unico orbitale. Questo costituisce, in forma semplificata, il meccanismo di
base della cosiddetta ‘ibridazione’ delle bande.
15Lo spostamento da un sito all’altro dell’elettrone e` in generale accompagnato da uno
spostamento in senso inverso della carica positiva lasciata sul sito. Questa carica positiva,
legata al moto dell’elettrone, viene detta ‘buca’. Ad essa si puo` associare un’inerzia al
moto e dunque una massa.
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Figura 1.3: Schema semplificato della formazione delle bande LCAO
a partire dai singoli livelli.
I singoli livelli atomici 0, 1 subiscono un’abbassamento 〈 u 〉0, 〈 u 〉1, corri-
spondente alla perturbazione dovuta agli altri potenziali del reticolo. Quindi
l’accoppiamento con tutti i siti reticolari produce due bande, di larghezza
∆E0 e ∆E1, separate da un gap. In condizioni ordinarie, le bande si allar-
gano - e il gap diminuisce - all’aumentare della densita` (in ascisse), fino al
limite di ibridazione, in cui le bande si sovrappongono.
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Capitolo 2
Cariche mobili e potenziali
efficaci
2.1 La costante dielettrica generalizzata
Fino a questo momento, ogni effetto risultante dalla mobilita` delle cariche
e dall’interazione elettrone-elettrone e` stato inglobato nel potenziale effica-
ce uat(r) sul sito ionico (eq.ne (1.33)) senza entrare nei dettagli di cio` che
significa ‘efficace’ in termini concreti. Nel presente capitolo daremo conto
di questo aspetto, partendo da quanto gia` visto nel corso di Fisica 2, nel-
l’ambito dell’elettrodinamica classica, in base alla quale, per esempio, si sa
che all’interno di un metallo non ci sono campi elettrici (statici). La giu-
stificazione classica e` che, essendo gli elettroni (buche) liberi di muoversi,
in un metallo essi si avvicinano o si allontanano (a seconda del segno) dalle
cariche interne che producono il campo, annullandole, il che si traduce in
una migrazione delle cariche stesse verso la superficie del conduttore. In un
isolante, o non conduttore, invece, le cariche sono ‘bloccate’ e possono sol-
tanto orientarsi secondo l’azione dei campi, il che produce l’effetto ben noto
della polarizzazione e la sua conseguenza piu` tangibile: la costante dielettri-
ca (statica) che di fatto riduce l’intensita` delle cariche ‘effettive’ all’interno
dell’isolante, rispetto ai valori che avrebbe nel vuoto. Nel caso degli isolanti,
la stessa meccanica classica, con l’unica variante di assumere per principio
che gli elettroni formino una ‘nuvola di carica’ attorno ai nuclei (atomo di
Rutherford), permette di stimare la polarizzabilita` atomico/molecolare da
cui discende la costante dielettrica [8].
Come vedremo, l’annullarsi dei campi all’interno del metallo e` un’appros-
simazione classica di una realta` quantistica piu` complessa. Analogamente,
la relativa semplicita`, con cui la meccanica classica interpreta e ricava la
costante dielettrica statica, si tradurra` in una procedura quantistica asso-
lutamente non banale. E` comunque un fatto acquisito che la presenza di
materia elettricamente carica, mobile all’interno di un sistema, altera i cam-
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pi elettrici rispetto a quelli che si avrebbero nel vuoto, a causa di processi
che vanno sotto il nome generico di ‘induzione’. Questo vale, pero`, anche
per i campi generati dalle stesse cariche che formano il sistema, e quindi,
in particolare, per l’interazione elettrone-elettrone, ione-ione, elettrone-ione
introdotte nella (1). In sostanza, dobbiamo ricordare che l’Hamiltoniana ge-
nerale da cui siamo partiti rappresenta l’energia del sistema a cariche ferme,
nel qual caso le energie potenziali di interazione sono quelle Coulombiane
scritte nell’eq.ne (1). Se ammettiamo che gli elettroni si muovano, allora
le forze in gioco si modificheranno, dando origine, infine, a quei potenzia-
li ‘efficaci’ uat(r), (in generale non Coulombiani), che abbiamo introdotto
formalmente in precedenza. La procedura che seguiremo si sviluppera` at-
traverso il concetto di costante dielettrica generalizzata, che si presenta come
un’espressione della costante dielettrica χ(~q, ω), dipendente sia dal vettore
d’onda ~q che, eventualmente, dalla frequenza di un potenziale perturbativo
che agisca sulle cariche a riposo, mettendole in movimento e alterandone la
distribuzione.
2.2 Metalli: l’approssimazione del Jellium
Sul piano formale, il caso piu` semplice, e` un sistema metallico (o, piu` generi-
camente, conduttore). I metalli, infatti, si prestano ad una modellizzazione
‘universale’, che li descrive tutti come un plasma a bassa temperatura. Va
detto subito che questa modellizzazione, detta ‘del Jellium’, non e` rigoro-
sa e fornisce, al piu`, una discreta valutazione per ordini di grandezza delle
quantita` che entrano in gioco. Il vantaggio evidente e` che si applica a tutti
i conduttori, e che riesce a dare uno schema ragionevolmente semplice di
quanto avviene.
L’approssimazione (o modello) del Jellium consiste nell’assumere che la
distribuzione ρion degli ioni sia uniforme nella regione Ω, di volume V , oc-
cupata dal metallo. In tal caso, l’interazione elettrone-ione nella (1.13) si
trasforma come segue1:
ueff (~r) =
∑
~R
uat(|~r − ~R|)→
→ ρion
∫
Ω
d~R uat(|~r − ~R|)→ ρion
∫
Ω→RD
d~R uat(R) , (2.1)
da cui si vede che, nel limite termodinamico Ω → RD, l’nterazione con i
1Si osservi che ρiond~R = dN(~R) e` il numero di ioni presenti nel volume d~R, intorno
alla posizione ~R, quindi V ρion = N .
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siti reticolari diventa una costante in ~r 2. Come conseguenza della (2.1),
gli elettroni risultano soggetti a un’energia potenziale uniforme, e quindi si
comportano come particelle libere. In questo senso il cristallo si trasforma
in un plasma, formato da un substrato immobile di cariche positive (per
l’approssimazione di Born-Oppenheimer), distribuito in modo uniforme, che
viene definito, appunto, il ‘Jellium’, all’interno del quale si muovono libe-
ramente (salvo la reciproca repulsione) gli elettroni3. In tal caso, l’onda di
Bloch che li rappresenta e` semplicemente un’onda piana:
〈 ~r | ~k 〉0 = φ0~k(~r) =
ei
~k ~r
√
V
(2.2)
(il pedice e l’apice 0 nella (2.2) stanno ad indicare uno stato imperturbato),
e la struttura a bande si ridurrebbe ad una singola banda, di estensione
infinita, descritta dalla relazione di dispersione 0(~k) = h¯
2k2/(2mel). La
ZB, dal canto suo, diventerebbe l’intero spazio RD dei vettori d’onda 4. In
realta`, nelle applicazioni concrete si adotta un’approssimazione ‘ibrida’, in
cui l’onda di Bloch e` descritta dalla (2.2), ma la relazione di dispersione
0(~k) viene ricondotta a quella vera del cristallo (calcolata o dedotta per
via sperimentale), con una ZB realistica (in particolare finita). La ZB,
infatti, dipende solo dalle simmetrie del cristallo e puo` essere calcolata senza
difficolta` da puri dati spettrografici. Inoltre, come vedremo, la conoscenza
rigorosa di 0(~k) e della ZB risulta superflua per gli scopi che ci proponiamo.
In conclusione, l’approssimazione del Jellium trascura completamente la
parte periodica dell’onda di Bloch, riducendola a una costante 1/
√
V , ma
conserva memoria della struttura cristallina, attraverso la ZB e la relazione
di dispersione 0(~k), riferita alla banda di conduzione del metallo stesso.
Da quanto precede, si ricava che il modello del Jellium e` tanto piu` atten-
dibile, quanto piu` la materia ionica e` densa, realizzando cos`ı una struttura
i cui dettagli di simmetria microscopici hanno sempre minore importanza.
Inoltre, si richiede che i processi interbanda, legati al passaggio di elettroni
da una banda all’altra, siano del tutto trascurabili. Questo fa s`ı che il Jel-
lium si adatti bene ai metalli: per ragioni che vedremo in seguito, i metalli
tendono, infatti, ad essere ‘densi’. Inoltre, dal corso di Struttura della Ma-
teria si sa che la dinamica ordinaria dei conduttori dipende principalmente
2Tale costante potrebbe anche divergere, il che non avrebbe particolare importanza.
Comunque, a posteriori, si vedra` che questo non avviene.
3I lettori piu` ‘speculativi’ noteranno che il Jellium assomiglia molto al modello atomico
di Thomson, a parte il numero divergente di cariche negative leggere vaganti all’interno
del ‘magma’ (pesante) di carica positiva.
4Ricordando che la ZB si estende su scale dell’ordine di 1/bα (l’inverso della lunghezza
dei vettori di base del reticolo, introdotti nella Sezione 1.3), si osservi che un’energia
potenziale uniforme e` periodica rispetto a qualunque traslazione, per quanto piccoli siano
i vettori di base ~bα. Questo implica la divergenza della ZB.
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dagli elettroni efficaci, attorno al livello di Fermi, e quindi si riconduce alla
sola struttura della banda di conduzione.
2.3 Il potenziale efficace di Thomas-Fermi
Dalla sezione precedente si sa che l’Hamiltoniana efficace dell’elettrone, in
assenza di perturbazioni, si riduce a H0 = T + cost (si ricordi la (1.33)), con
autofunzioni date dalla (2.2), tali che:
H0| ~k 〉0 = 0(~k)| ~k 〉0 . (2.3)
Se si introduce una perturbazione statica
δu(~r) = û(~q)ei~q ~r + c.c. , (2.4)
sotto forma di un’onda a valori reali (c.c. vuol dire ‘complesso coniu-
gato’), di vettori d’onda ±~q, la ricerca dei nuovi autostati e autovalori
dell’Hamiltoniana perturbata H0 + δu, attraverso l’equazione:
[H0 + δu] | ~k 〉 = (~k)| ~k 〉 , (2.5)
si puo` affrontare con la teoria delle perturbazioni (indipendenti dal tempo).
Questo porta, all’ordine perturbativo piu` basso in δu:
(~k) = 0(~k) + 0〈 ~k |δu| ~k 〉0 = 0(~k) , (2.6a)
| ~k 〉 = | ~k 〉0 +
δ| ~k 〉︷ ︸︸ ︷∑
~k ′ 6=~k
| ~k ′ 〉0 0〈
~k
′ |δu| ~k 〉0
0(~k)− 0(~k ′)
, (2.6b)
con:
δ| ~k 〉 = û(~q) |
~k + ~q 〉0
(~k)− (~k + ~q)
+ û ∗(~q)
| ~k − ~q 〉0
(~k)− (~k − ~q)
, (2.6c)
dove si e` utilizzata la (2.6a) per sostituire 0(~k) con (~k). L’ultima del-
le (2.6a) e la (2.6c) seguono dal fatto che, in base alle (2.2), (2.4), si
ha:
δu| ~k 〉0 = û(~q)| ~k + ~q 〉0 + û ∗(~q)| ~k − ~q 〉0 . (2.7)
La rappresentazione nelle coordinate φ~k(~r) dello stato perturbato risulta
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facilmente dalle (2.6b) e (2.6c), cos`ı come la densita` di probabilita` |φ~k(~r)|2,
al primo ordine nell’energia potenziale di perturbazione δu(~r) (eq.ne (2.4)):
φ~k(~r) = φ
0
~k
(~r)
[
1 +
û(~q)ei~q ~r
(~k)− (~k + ~q)
+
û ∗(~q)e−i~q ~r
(~k)− (~k − ~q)
+ . . .
]
,
|φ~k(~r)|2 =
1
V
+ δρ~k(~r) , (2.8a)
δρ~k(~r) =
δu(~r)
V
[
1
(~k)− (~k + ~q)
+
1
(~k)− (~k − ~q)
]
+ . . . . (2.8b)
Le equazioni (2.8a) e (2.8b) mostrano che il termine perturbativo ondulato-
rio δu modifica la distribuzione di probabilita` uniforme 1/V dell’elettrone,
aggiungendovi, all’ordine piu` basso, un termine δρ~k(~r) proporzionale alla
perturbazione stessa (e quindi ondulatorio a sua volta), con un’ampiezza
che dipende dal vettore d’onda ~k dello stato imperturbato. In analogia con
quanto fatto nel corso di Struttura della Materia, possiamo introdurre una
funzione di occupazione F (~k), che esprime la probabilita` che i due stati (con
spin anti-parallelo), corrispondenti all’onda imperturbata5 |~k 〉0 siano occu-
pati (ad una certa temperatura T ). La variazione totale della distribuzione
di probabilita` degli elettroni risulta, allora:
∆ρel(~r) = 2
∑
~k
F (~k)|φ~k(~r)|2 −
Nel
V
= 2
∑
~k
F (~k)δρ~k(~r) =
= 2
δu(~r)
V
∑
~k
F (~k)
[
1
(~k)− (~k + ~q)
− 1
(~k − ~q)− (~k)
]
=
= 2
δu(~r)
V
∑
~k
[
F (~k)− F (~k + ~q)
(~k)− (~k + ~q)
]
. (2.9)
Il fattore 2 nella (2.9) e` dovuto alla possibilita` di doppia occupazione dello
stato | ~k 〉, per spin anti-paralleli. Nel e` il numero totale di elettroni6. Il
5A stretto rigore, si dovrebbero considerare anche gli effetti perturbativi sulla F (~k), ma
e` chiaro che si tratterebbe di termini al secondo ordine, quindi trascurabili, nella presente
approssimazione.
6In generale diverso dal numero di siti reticolari N , perche´ ogni ione presente in ogni
sito reticolare puo` avere carica diversa da |e|.
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passaggio dalla seconda linea alla terza si ottiene con la sostituzione ~k−~q → ~k
nel secondo termine della seconda linea, e assumendo che q = |~q| sia tanto
piccolo, rispetto al range di variabilita` di ~k (la dimensione lineare della
ZB), da non influenzare significativamente la somma. La formula (2.9)
rappresenta quindi gia` un’approssimazione di ‘piccoli q’. In effetti, questa
approssimazione e` necessaria per autoconsistenza con il modello del Jellium:
non avrebbe senso fisico occuparsi di perturbazioni che coinvolgono piccole
lunghezza d’onda (grandi q), avendo gia` trascurato i dettagli su piccola scala
nel definire il sistema stesso.
A questo punto e` conveniente passare al continuo, applicando la formu-
la (1.21) nella (2.9) e assumendo la condizione standard:
F (~k) = F˜ ((~k)) =
1
eβ[(~k)−µ] + 1
, (2.10)
in cui β = 1/(κT ) e µ e` il potenziale chimico del sistema fermionico. Svilup-
pando in serie di ~q il numeratore e il denominatore della funzione integranda,
e troncando al primo ordine (in virtu` dell’approssimazione di piccoli q), si
ottiene:
∆ρel(~r) =
2δu(~r)
(2pi)D
∫
d~k
(∇~kF · ~q
∇~k · ~q
)
=
=
2δu(~r)
(2pi)D
∫
d~k
dF˜ ((~k))
d(~k)
=
δu(~r)
V
∫
d G()
dF˜ ()
d
, (2.11)
dove l’ultima uguaglianza segue dalla (1.23b), e il fattore 2 e` stato conglobato
nella DOS elettronica G().
A questo punto, e` conveniente riferirsi al caso piu` rilevante sul piano
fisico, gia` considerato nel corso di Struttura della Materia, in cui gli elet-
troni del metallo formano un gas molto degenere, prossimo al suo stato
fondamentale, anche sotto l’azione della perturbazione. In generale, si puo`
assumere che |δu(~r)| >> κT . Allora gli effetti termici sono trascurabili ri-
spetto a quelli indotti dalla perturbazione, e si puo` prendere la F˜ () nel
limite T → 0, cioe` la funzione a gradino che vale 1 per  < F e 0 per  > F ,
essendo F = limT→0µ il livello di Fermi (eq.ne (2.10)). In tal caso si ha che
dF˜ /d = −δ(− F ), col che l’equazione precedente diventa:
∆ρel(~r) = −δu(~r)
V
G(F ) . (2.12)
L’equazione (2.12) esprime, in forma rigorosa, un risultato che si sarebbe
potuto ottenere da argomenti qualitativi e intuitivi, recuperando la nozione
di ‘Fermioni efficaci’, gia` introdotta nel corso di Struttura della Materia:
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come risultato del principio di esclusione, in condizioni di forte degenerazio-
ne, gli unici Fermioni in grado di reagire ad una perturbazione δ (termica
o di altra natura) sono quelli che si trovano intorno o sopra al Livello di
Fermi. Per un metallo, il loro numero e` ≈ |δ|G(F ). La (2.12) si puo` al-
lora interpretare come la variazione della densita` di elettroni, dovuta allo
spostamento di quelli efficaci, prodotti dall’energia potenziale perturbante
δu(~r) in ogni punto ~r. Si noti che, ragionevolmente, la δρel e` positiva (ac-
cumulo), laddove l’energia perturbante e` negativa (attrazione), e viceversa.
La corrispondente densita` di carica prodotta dalla perturbazione risulta,
semplicemente, dalla (2.12):
∆ρQ = e
−∆ρel = −e(−) δu(~r)
V
G(F ) , (2.13)
essendo e(−) la carica dell’elettrone.
L’effetto di spostamento di cariche sull’energia potenziale effettivamente
percepita dalle cariche stesse del metallo si riflette in una perturbazione
indotta δuind(~r), che va ad aggiungersi a quella ‘nuda’
δu0(~r) = û0(~q)e
i~q ~r + c.c. , (2.14)
che si avrebbe nel vuoto, per dare finalmente l’energia potenziale perturban-
te (2.4) 7:
δu(~r) = δu0(~r) + δuind(~r) . (2.15)
Per il calcolo della δuind(~r), si fa ricorso all’equazione di Poisson che de-
termina l’elettro-potenziale δWind
8 prodotto da una certa densita` di carica
∆ρQ:
∇2~r (δWind) = −4pi∆ρQ = per la (2.13) = 4pie(−)
δu(~r)
V
G(F ) . (2.16)
Poiche´ l’energia potenziale indotta, che agisce su una carica Q, e` Q×δWind,
l’equazione precedente da` l’energia potenziale indotta che agisce sul singolo
elettrone come:
7Attenzione all’errore, abbastanza comune, di prendere δu0(~r) come energia potenziale
perturbante!
8Questo termine indica la funzione che nella terminologia elettrodinamica va sotto il
nome di ‘potenziale’, il cui gradiente genera il campo elettrico cambiato di segno. Si
vuole cos`ı evitare una possibile confusione con il potenziale introdotto in Dinamica, il
cui gradiente da` la forza. Dovrebbe essere chiaro che: Potenziale agente su una carica
=−carica×elettro-potenziale.
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∇2~r (δuind) = 4pie2
δu(~r)
V
G(F )⇒ per la (2.4) ⇒
δuind(~r) = −4pie2G(F )
V q2
û(~q)ei~q ~r + c.c. . (2.17)
Dalle equazioni (2.4), (2.14), (2.17) e (2.15), si ricava la componente di
Fourier û(~q) dell’energia potenziale perturbante, come la componente di
Fourier ‘nuda’ û0(~q), divisa per la costante dielettrica statica generalizzata
χmet(~q) del metallo:
û(~q) = û0(~q)
/(
1 + 4pie2
G(F )
V q2
)
︸ ︷︷ ︸
χmet(~q)
. (2.18)
L’aspetto principale (ma non l’unico) che caratterizza il carattere metallico
di χmet e` il fatto che G(F ) non e` nulla, per definizione stessa di conduttore.
L’applicazione piu` semplice e importante dell’equazione (2.18) e` riferita
a due cariche puntiformi Q1, Q2, poste a distanza r, in 3 dimensioni (D =
3). Nel vuoto, l’energia potenziale risultante e` Coulombiana Q1Q2/r, con
trasformata di Fourier û0(q) = 4piQ1Q2/q
2. In virtu` della (2.18), le stesse
due cariche, poste all’interno di un metallo, sono accoppiate da un’energia
potenziale la cui trasformata di Fourier e`, invece9:
û(q) =
4piQ1Q2
q2 + q20
; q0 =
[
4pie2G(F )
V
]1/2
. (2.19)
L’anti-trasformata di Fourier dell’espressione precedente risulta:
δu(r) =
1
(2pi)3/2
∫
R3
d~q ei~q ~rû(q) =
Q1Q2
r
e−q0r . (2.20)
L’energia potenziale (2.20), viene detta ‘di Thomas-Fermi’ (o ‘di Yukawa’) e
mostra che l’interazione Coulombiana che si avrebbe nel vuoto, all’interno
di un metallo non si annulla rigorosamente (come afferma l’elettrodinamica
classica), ma subisce uno smorzamento esponenziale nella distanza, detto
‘schermaggio’, che la annulla, a tutti gli effetti, su scale dell’ordine di
λTF =
1
q0
= per la (2.19) =
[
V
4pie2G(F )
]1/2
. (2.21)
9Si da` per scontata la conoscenza delle trasformate di Fourier indicate, che possono
comunque essere ricavate da qualunque testo specifico, o consultando la biblioteca del
programma Mathematica.
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E` importante valutare l’ordine di grandezza della ‘lunghezza di schermaggio’
per un metallo in condizioni ordinarie, cos`ı come risulta dalla (2.21). Per
una valutazione grossolana, basta approssimare la banda di conduzione con
la G() = 4piV (2mel)
3/2h−3
√
 degli elettroni liberi, da cui si ottiene, con
facili calcoli10
G (F ) =
V 2melpi
2/3
h2
(3ρel)
1/3 . (2.22)
Questa espressione, sostituita nella (2.21), per valori della densita` elettro-
nica ρel = Nel/V ≈ 1023cm−3 tipici dei metalli, da` λTF ≈ 10−8cm, da cui
si vede che l’annullarsi dei campi elettrici nei metalli avviene su distanze
dell’ordine delle costanti reticolari. Questo risultato recupera quello classico
(campi elettrici nulli) come un’approssimazione di grande scala, rispetto alle
distanze interatomiche. Non dovrebbe sfuggire, tuttavia, il fatto che l’esten-
sione della (2.20) a distanze dell’ordine di λTF = 1/q0 non e` autoconsistente,
rispetto all’approssimazione di piccoli q, proprio perche´ q0 risulta dell’ordi-
ne dell’inverso delle distanze interatomiche, e quindi non molto piu` piccolo
delle dimensioni lineari della ZB, ma paragonabile alle stesse. In altri ter-
mini, la (2.20) e` attendibile, a stretto rigore, solo per r >> λTF , oppure
per r << λTF , nel qual caso si ritrova, come ragionevole, il Coulombiano
puro, non essendoci piu` materia estranea interposta alle due cariche Q1 e
Q2. Nella regione degli r ≈ λ, gli effetti delle cariche mobili vanno calcolati
in modo piu` rigoroso, includendo ordini di approssimazione superiori [9].
2.4 Isolanti di Mott-Hubbard e transizione di Mott
(metallo-isolante)
Lo schermaggio del potenziale Coulombiano descritto nella sezione prece-
dente, come risultato della mobilita` degli elettroni in un metallo, ha alcune
importanti conseguenze, la prima delle quali riguarda la possibilita` che un
insieme di siti atomico/molecolari, intrinsecamente metallici, dia origine, in-
vece, ad un isolante. Per ‘intrinsecamente metallici’ si intendono siti i cui
elettroni di valenza, se condivisi a formare bande, come indicato nella Sezio-
ne 1.8, formerebbero dei conduttori, il cui livello di Fermi, dunque, cadrebbe
all’interno di una delle bande. A titolo di esempio di atomi intrinsecamente
metallici, si pensi agli alcalini H, Li, Na, ecc. Ricordando la Sezione 1.8, si
deduce che il numero degli stati di Bloch che formano una banda e` esatta-
mente uguale al numero di siti ionici N . Poiche´ ogni atomo alcalino possiede
un solo elettrone di valenza (elettrone ottico), si ha Nel = N . Tuttavia, la
doppia degenerazione legata allo spin, fa s`ı che ad ogni stato di Bloch cor-
rispondano due stati elettronici distinti. In tal caso (si ricordi il corso di
10Si ricordi che Nel =
∫ F
0
G()d.
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Struttura della Materia), si ha: Numero di stati della banda = 2Nel, il che
garantirebbe la formazione di un conduttore, se la banda si formasse se-
condo lo schema indicato. Invece, ricordando una questione gia` posta alla
fine della Sezione 1.8, un insieme di atomi alcalini, anche a T = 0, non
necessariamente si organizza in un solido cristallino (metallico), sebbene, in
apparenza, lo stato cristallino appaia quello energeticamente piu` stabile a
qualunque densita`. In realta`, la formazione del metallo puo` avvenire, come
stiamo per vedere, solo a densita` superiori a determinati valori critici.
Gli isolanti formati da componenti microscopiche intrinsecamente me-
talliche, si dicono ‘isolanti di Mott-Hubbard’. Il meccanismo che ne puo`
spiegare l’esistenza e`, in fondo, piuttosto intuitivo. Se si prendono in consi-
derazione anche le variazioni locali dell’interazione elettrone-elettrone (e non
il solo effetto medio, come assunto nel Capitolo 1), non e` difficile compren-
dere che il passaggio di un elettrone da un sito intrinsecamente metallico
a un altro comporta il superamento di una barriera locale di energia re-
pulsiva, dovuta all’elettrone gia` presente sul sito di arrivo. D’altro canto,
la formazione eventuale del metallo, con la condivisione di tutti i siti da
parte di tutti gli elettroni, porterebbe a trasformare la barriera repulsiva
da Coulombiana pura a Coulombiana ‘smorzata‘, alla Thomas-Fermi, come
visto nella Sezione precedente. Si pone dunque il problema su quale dei
due possibili effetti prevalga sull’altro. Se la barriera rimane Coulombiana
pura, le cariche rimarranno vincolate ai loro siti e si avra` un isolante di
Mott-Hubbard. Se, viceversa, la barriera si smorzera` a sufficienza, a causa
della mobilita` (condivisione) degli elettroni, si avra` la formazione del metal-
lo. Il criterio, qualitativo ma efficace, che separa le due possibilita` segue dal
seguente argomento: si immagini che il metallo si sia formato, producendo
una lughezza di schermaggio λTF (eq.ne (2.21)). Se tale lunghezza (ancora
‘virtuale‘) e` piu` grande della lunghezza di localizzazione λat che caratterizza
lo stato elettronico legato al sito, allora la condivisione eventuale ha effetti
scarsi sulla barriera Coulombiana pura che impedisce la mobilita` elettroni-
ca. Se, invece, si verifica il caso opposto, lo smorzamento del Coulombiano
influenza direttamente lo stato legato, favorendo la fuoriuscita dell’elettrone
e la condivisione degli altri siti. Dunque, il criterio (qualitativo) che separa
lo stato metallico da quello di isolante di Mott-Hubbard e`:
λTF
λat
=
[
V
4piλ2ate
2G(F )
]1/2
→

< 1 metallo
> 1 isolante di Mott-Hubbard .
(2.23)
In generale, G(F )/V dipende (tramite F ) dalla densita`. Se (dG/d)F > 0,
che rappresenta il caso tipico, la (2.23) mostra che il metallo si forma al di
sopra di una certa densita` critica. Questo giustifica l’osservazione empi-
rica che molti metalli, in natura, hanno densita` elevate. Una valutazione
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dell’ordine di grandezza ‘universale’ della densita` critica puo` essere azzarda-
to utilizzando l’approssimazione di elettrone libero (2.22), e assumendo per
la lunghezza di localizzazione atomica il valore di riferimento del raggio di
Bohr: λat = rBohr= h¯
2/(mele
2). In questo caso, la (2.22) e la (2.23) portano
a:
ρel >
1
(4 rBohr)3
≈ 1023cm−3 , (2.24)
che costituisce, in effetti, un limite inferiore per la densita` dei metalli (in
condizioni ordinarie) ragionevolmente vicino a quello osservato in natura.
Il passaggio da un isolante (di Mott-Hubbard) a un conduttore, o vice-
versa, prodotto da un cambiamento della densita`, e` denominato ‘transizione
di Mott’. Per molto tempo si e` ritenuto che questo effetto fosse poco piu` che
una curiosita` fisico-matematica, senza alcuna applicazione concreta. Og-
gigiorno, la transizione di Mott e il concetto di isolante di Mott-Hubbard
costituiscono i punti di partenza di alcuni tra i temi piu` importanti del-
la moderna ricerca, sia teorica che applicata. Nei semiconduttori drogati,
per esempio, le impurezze introdotte costituiscono altrettanti siti intrinseca-
mente metallici, relativamente alla dinamica di elettroni (donori) o di buche
(accettori). La densita` di questi siti puo` essere regolata tramite la pres-
sione esterna, o l’intensita` stessa del drogaggio. A bassa densita`, allora,
le impurezze potranno essere trattate come centri praticamente isolati, dal
momento che, nel loro insieme, esse formano un isolante di Mott-Hubbard
in cui le cariche potenzialmente mobili rimangono localizzate intorno ai ri-
spettivi siti ionici. A densita` piu` elevate, e` possibile la formazione di una
‘banda di impurezza’, con natura metallica, il che corrisponde alla tran-
sizione di Mott. Vale la pena osservare che i materiali ceramici (YBCO)
che danno origine alla supercoduttivita` ad alta Tc, sono, per convenzione
ormai universalmente accettata, degli isolanti di Mott-Hubbard, i cui por-
tatori di carica, a seguito di opportuno (alto) drogaggio, sono buche. In
questo caso, la transizione isolante-metallo puo` trasformarsi in una tran-
sizione isolante-superconduttore, governata dalla percentuale di impurezze
iniettate.
2.5 Una breve digressione sui plasmi: la lunghezza
di Debye
Dal momento che dalla Sezione 2.2 in poi il metalli sono stati trattati come
plasmi a bassa temperatura, vale la pena applicare i risultati ottenuti ai veri
e propri plasmi, per i quali la temperatura e` tanto alta da potere considerare
il gas di elettroni nel limite di non degenerazione. Ricordando che Nel =∫
d G()F˜ (), la (2.10) si trasforma in:
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F˜ () ≈ Nel e
−β∫
d ′ G( ′)e−β
′ , (2.25)
per eβ(−µ)  1, che rappresenta, appunto, il limite non degenere. A questo
punto, l’equazione (2.11) diventa:
∆ρel(~r) = −δu(~r)ρel
κT
. (2.26)
Applicando lo stesso procedimento seguito nella Sezione 2.3, si arriva fa-
cilmente alla formula che da` il potenziale Coulombiano schermato δu(~r) ∝
e−qDebr/r (D = 3), dove la lunghezza di schermaggio, detta ‘lunghezza di
Debye’ vale:
λDeb =
1
qDeb
=
(
κT
4pie2ρel
)1/2
, (2.27)
e non dipende da G().
2.6 Costante dielettrica statica nei non conduttori
Come gia` accennato all’inizio del presente capitolo, la teoria classica della
polarizzabilita` negli isolanti e` piuttosto semplice e viene esposta in molti
testi pedagogici [8]. Al contrario, la sua versione quantistica comporta un
certo sforzo, attraverso un procedimento tutt’altro che banale. Come di
norma, per i calcoli quantistici, il vantaggio che ne deriva e` di esprimere
certi parametri fisici, che la procedura classica da` per acquisiti fenomenolo-
gicamente, in termini piu` specifici ed esatti. Inoltre, si riesce a tenere sotto
controllo la natura e l’entita` delle approssimazioni che si vanno facendo, in
vista di successivi miglioramenti.
La procedura, in linea di massima, ricalca quella seguita per i conduttori:
si introduce un potenziale efficace monocromatico (eq.ne (2.4)), si calcola
lo spostamento di carica da esso prodotto, e il relativo elettro-potenziale
indotto, da cui, tramite l’equazione (2.15), si deduce la costante dielettrica
statica generalizzata. Tuttavia, nel caso presente due aspetti, strettamente
connessi l’uno all’altro, complicano notevolmente i calcoli: da un lato, i
processi che contano sono necessariamente interbanda, dal momento che la
banda di valenza quasi interamente piena, nel limite di forte degenerazione,
rende praticamente impossibili i processi intrabanda che caratterizzano gli
elettroni efficaci dei conduttori. Questo implica che si devono introdurre piu`
bande (almeno due), che identificheremo con il simbolo a = 0, 1, . . . , a cui
corrisponderanno gli stati di Bloch (imperturbati):
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| ~k, a 〉0 → φ0~k(~r, a) ≡ 〈 ~r | ~k, a 〉0 = e
i~k ~r
∑
~g
ei~g ~r ŵ~k(~g, a)︸ ︷︷ ︸
w~k(~r)
. (2.28)
Inoltre, la parte periodica w~k(~r) delle onde di Bloch non sara` piu` appros-
simabile con la costante 1/
√
V , dal momento che la differenza fra gli stati
nelle diverse bande e` proprio conseguenza della diversa parte periodica11. In
altri termini, mentre nei conduttori la dinamica di interesse era contenuta
principalmente nel fattore ‘libero’ ei
~k ~r, nei non conduttori questo aspetto
semplificativo cessa di valere, e le fluttuazioni su piccola scala, legate alle
parti periodiche delle onde di Bloch, diventano importanti a loro volta.
Come gia` fatto per i metalli, anche per gli isolanti si introduce un’energia
potenziale efficace data dall’equazione (2.4). Lasciando la verifica al lettore,
si vede che la teoria delle perturbazioni indipendenti dal tempo, al primo
ordine, non modifica, nemmeno in questo caso, l’energia: a(~k) = 
(0)
a (~k),
purche´ si trascurino i processi umklapp (Sezione 1.4), mentre l’onda di Bloch
perturbata risulta:
| ~k, a 〉 = | ~k, a 〉0 + δ| ~k, a 〉 → φ~k(~r, a) = φ0~k(~r, a) + δφ~k(~r, a)
con:
δφ~k(~r, a) =
∑
a′
[
û(~q)Λ(~k + ~q,~k | a′, a)
a(~k)− a′(~k + ~q)
φ0~k+~q(~r, a
′)+
+
û ∗(~q)Λ(~k − ~q,~k | a′, a)
a(~k)− a′(~k − ~q)
φ0~k−~q(~r, a
′)
]
, (2.29)
e con12:
Λ(~k
′
,~k | a′, a) = V
∑
~g
ŵ ∗~k ′ (~g, a
′)ŵ~k(~g, a)⇒ (2.30a)
⇒ Λ(~k ′ ,~k | a′, a) = Λ∗(~k, ~k ′ | a, a′) , (2.30b)
Λ(~k ± ~q,~k | a′, a) = 0〈 a′,~k ± ~q |e±i~q ~r| ~k, a 〉0 (2.30c)
11Si noti, infatti, che le relazioni di ortonormalita` sono 〈 ~k ′ , a′ | ~k, a 〉 = δ~k,~k ′ δa,a′ .
Quindi gli stati di Bloch in bande diverse sono ortogonali anche se hanno lo stesso ~k. In
tal caso, l’ortogonalita` discende solo dalla parte periodica.
12Appendice D.
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Si noti l’identita` tra l’equazione (2.29) e la (2.6c) dei metalli, a parte la
somma sugli a′, che tiene conto dei processi interbanda, e i coefficienti Λ,
che coinvolgono le parti periodiche. Il passo successivo, ancora in analogia
con quanto fatto nella Sezione 2.3, e` calcolare la carica elettronica prodotta
dalla perturbazione, introducendo le funzioni di occupazione Fa(~k), relative
a ciascuna banda a = 0, 1, . . . :
∆Qel(~r) = 2e
(−)∑
a
∑
~k
Fa(~k)
[∣∣φ~k(~r, a)∣∣2 − ∣∣∣φ0~k(~r, a)∣∣∣2
]
=
= 2e(−)
∑
a
∑
~k
Fa(~k)
[
δφ∗~k(~r, a)φ
0
~k
(~r, a) + c.c.
]
+ · · · = (2.31a)
= 2e(−)û(~q)ei~q ~r
∑
a, a′,~k
[
Fa(~k)− Fa′(~k − ~q)
a(~k)− a′(~k − ~q)
]
×
× w~k(~r, a)w ∗~k−~q(~r, a
′)Λ(~k,~k − ~q | a, a′) + c.c.+ . . . . (2.31b)
Il passaggio dalla (2.31a) alla (2.31b) non e` banale e viene trattato nell’Ap-
pendice D.
Fino a questo punto, la procedura seguita e` solo una versione piu` com-
plicata di quanto fatto per i metalli, con l’inclusione della parte periodica
delle onde di Bloch e di possibili effetti interbanda. Da qui in poi, si specia-
lizzano le formule precedenti al caso dei non conduttori, assumendo, come
d’abitudine, l’approssimazione T = 0 per le funzioni di occupazione, cioe`
che gli elettroni siano in stato di forte degenerazione, e che gli effetti del-
la perturbazione elettrostatica siano molto piu` grandi degli effetti termici.
Per un isolante, allora, si avra` F0(~k) = 1, Fa(~k) = 0 per a = 1, , 2, . . . ,
il che corrisponde alla banda piu` bassa (a = 0) completamente piena, con
le altre completamente vuote. Nell’approssimazione di piccoli q, gia` abbon-
dantemente discussa, si puo` assumere Fa(~k) = Fa(~k ± ~q), da cui si vede che
la somma su a e a′ nella (2.31b) si riduce ai termini con a = 0, a′ 6= 0 e
a′ = 0, a 6= 0. Inoltre, di norma non serve introdurre piu` di due bande
(vedi Fig. 1.3), perche´ la banda piu` alta (a = 1) e` spesso interrotta dal
‘limite del vuoto’, vale a dire da quel livello energetico al di sopra del quale
l’elettrone fuoriesce dal cristallo. Un’ulteriore semplificazione viene dall’as-
sumere 1(~k) − 0(~k − ~q) ≈ gap, che significa ignorare le differenze dovute
ai diversi vettori d’onda, nei livelli appartenenti a bande diverse. Quest’ul-
tima approssimazione e` quella piu` discutibile, ma identifica fisicamente il
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non conduttore ‘perfetto’come quello il cui gap e` molto piu` grande della lar-
ghezza delle due bande coinvolte. Con queste specifiche e approssimazioni,
l’equazione (2.31b) si scrive:
∆Qel(~r) = −2e(−) û(~q)e
i~q ~r
gap
∑
~k∈ZB
[
w~k(~r, 0)w
∗
~k−~q(~r, 1)Λ(
~k,~k − ~q | 0, 1)+
+ w~k(~r, 1)w
∗
~k−~q(~r, 0)Λ(
~k,~k − ~q | 1, 0)
]
+ c.c. =
= −2e(−) û(~q)
gap
∑
~g,~g ′
ei(~q+~g−~g
′
) ~r Γ~q(~g,~g
′
) + c.c. , (2.32a)
avendo esplicitato, tramite la (2.28), la dipendenza da ~r delle parti periodi-
che, e avendo posto:
Γ~q(~g,~g
′
) =
∑
~k∈ZB
[
ŵ~k(~g, 0)ŵ
∗
~k−~q(~g
′
, 1)Λ(~k,~k − ~q | 0, 1)+
+ ŵ~k(~g, 1)ŵ
∗
~k−~q(~g
′
, 0)Λ(~k,~k − ~q | 1, 0)
]
. (2.32b)
Dalla (2.32a), l’equazione (2.16) per l’elettro-potenziale indotto porta alla
semplice soluzione:
δWind = 8pie
(−) û(~q)
gap
∑
~g,~g ′
ei(~q+~g−~g
′
) ~r Γ~q(~g,~g
′
)
[~q + ~g − ~g ′ ]2
+ c.c. =
= 8pie(−)
û(~q)ei~q ~r
gap
∑
~g
Γ~q(~g,~g)
q2︸ ︷︷ ︸
processi normali
+
processi umklapp︷ ︸︸ ︷
o
(
(~g − ~g ′)−2
)
+c.c. . (2.33)
Il primo termine della (2.34) rappresenta lo spostamento di carica indotto
dalla perturbazione, attraverso i processi normali (si ricordi la Sezione 1.4),
che spostano il vettore d’onda degli elettroni all’interno della ZB. Il secondo
termine, invece, tiene conto di possibili processi umklapp, in cui e` coinvolta
l’intera struttura reticolare. Come si vede, la perturbazione umklapp contri-
buisce con termini di ordine (q/bα)
2, che si considerano trascurabili. Quanto
al primo termine, le (2.30a) e (7.7b) portano alla seguente espressione:
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δWind(~r) = 16pie
(−) û(~q)ei~q ~r
q2gapV
∑
~k
∣∣∣ 0〈 1,~k |e−i~q ~r| ~k, 0 〉0∣∣∣2 + c.c. , (2.34)
in cui nell’elemento di matrice si e` posto ~k − ~q ≈ ~k. Attraverso una pro-
cedura analoga a quella seguita nella Sezione 2.3, si arriva facilmente alla
costante dielettrica statica che modifica la trasformata di Fourier dell’energia
Coulombiana ‘nuda’ û0(q) = 4piQ1Q2/q
2:
χ = 1 +
16pie2
q2gapV
∑
~k
∣∣∣ 0〈 1,~k |e−i~q ~r| ~k, 0 〉0∣∣∣2 =
= 1 +
16pie2
q2gapV
∑
~k
∣∣∣ 0〈 1,~k |~q ~r| ~k, 0 〉0∣∣∣2︸ ︷︷ ︸
δχ(~q)
+o(q3) , (2.35)
dove il passaggio tra la prima e la seconda linea e` dovuto allo sviluppo in
serie di e−i~q ~r e all’ortogonalita` delle onde di Bloch in bande diverse.
Anche senza procedere ad altri calcoli dettagliati, si vede che δχ ∝ q2,
all’ordine significativo piu` basso. Quindi la (2.35) corrisponde a una costan-
te dielettrica statica uniforme, che non scherma il Coulombiano a grandi
distanze (come avveniva nei conduttori), ma trasforma le cariche nude in
cariche effettive, ridotte di un fattore 1/
√
χ. Una stima di χ puo` comun-
que essere fatta, utilizzando il metodo LCAO descritto nella Sezione 1.8. In
questo caso, in accordo con la (1.34), si ha:
〈 ~r | ~k, a〉0 ≡ φ0~k(~r, a) =
1√
N
∑
~R
ei
~k ~Rfa(~r − ~R) , (2.36)
dove gli orbitali atomici fa(~r) (a = 0, 1) sono usati per costruire le due
bande di interesse e il fattore 1/
√
N e` relativo alla normalizzazione dell’onda
di Bloch | ~k, a〉0. Da questo si ottiene:
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δχ(~q) =
1
N2
∑
~k
∣∣∣~q ∑
~R,~R
′
ei
~k(~R−~R ′ )
∫
Ω
d~r f0(~r − ~R)f1(~r − ~R ′)~r
∣∣∣2 =
=
∑
~k
∣∣∣~q∑
~R
ei
~k ~R
∫
Ω
d~r f0(~r)f1(~r + ~R)~r
∣∣∣2 = ∑
~R,~R ′
N δ~R,~R ′︷ ︸︸ ︷∑
~k
ei
~k(~R−~R ′ )×
×
∫
Ω2
d~rd~r
′
f0(~r)f1(~r + ~R)f0(~r
′
)f1(~r
′
+ ~R
′
)(~r ~q)(~q ~r
′
) =
= N
∣∣∣~q ∫
Ω
d~r f0(~r)f1(~r)~r
∣∣∣2 + o(S) . (2.37)
Il passaggio dalla prima alla seconda linea si dimostra con la sostituzione
~R − ~R ′ → ~R e, successivamente, ~r − ~R → ~r. Il passaggio all’ultima linea
segue dal fatto che gli integrali su orbitali atomici in siti diversi diminuiscono
con la distanza come gli integrali di sovrapposizione (si ricordi la (1.36a)).
La formula che si deduce per χ, sostituendo la (2.37) nella (2.35), e`:
χ = 1 +
8pie2ρel
gap
∣∣∣ ∫
Ω
d~r f0(~r)f1(~r)z
∣∣∣2 = 1 + 4piρelα˜ , (2.38)
dove si e` scelto l’asse z nella direzione di ~q e si e` tenuto conto del fatto che, in
un non conduttore semplice di questo tipo, la densita` elettronica ρel e` 2 volte
quella degli ioni ρat = N/V . L’ultima formula e` l’espressione classica, che
esprime la costante dielettrica dei non conduttori attraverso un parametro
fenomenologico α˜, detto polarizzabilita` atomica. Dal confronto tra le due
espressioni finali si deduce:
α˜ =
2e2
gap
∣∣∣ ∫
Ω
d~r f0(~r)f1(~r)z
∣∣∣2 , (2.39)
che si rapporta ragionevolmente a quanto ricavato per un atomo isolato,
come si puo` vedere, per esempio nella referenza [10]. I valori tipici di
riferimento per la polarizzabilita` si stimano in A˚3.
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Capitolo 3
Interazione
elettrone-elettrone: teoria di
Hartree-Fock e sviluppi
3.1 Cenni sulla rappresentazione di 2a quantizza-
zione
Come gia` accennato a proposito dei determinanti di Slater, la rappresen-
tazione (~z, s) delle coordinate (o dei momenti+spin)1 degli stati a molte
particelle e` piuttosto macchinosa e poco efficiente (e` inteso che ~z puo` in-
dicare ~r oppure ~p). A questo si e` posto (in parte) riparo adottando una
rappresentazione diversa, detta ‘di seconda quantizzazione’ (SQ). In quanto
rappresentazione, questa procedura non aggiunge nulla alla fisica dei proble-
mi, ma permette di leggerla in modo diverso. In particolare, la SQ riesce a
trattare la dinamica delle particelle, anche in interazione tra loro, come una
serie di atti elementari semplici, che si possono ricondurre a urti : una, due,
o piu` particelle spariscono da certi stati ‘in ingresso’, per riapparire in altri
stati ‘in uscita’. Laddove sia consentito (particelle senza massa a riposo),
una o piu` particelle spariscono del tutto, per essere assorbite da altre, ovvero
appaiono come emissione di altre.
Nella trattazione presente, si rinuncia alla deduzione formale e rigorosa
della SQ, per limitarsi alle regole basilari, assegnate come princ`ıpi, in vista
di un utilizzo immediato. D’altra parte, tali regole sono molto intuitive e
facili da memorizzare.
1Si da` per scontata la conoscenza degli elementi basilari della teoria dei momenti ango-
lari intrinseci (spin) e della loro rappresentazione come spinori s a numero pari (Fermioni)
o dispari (Bosoni) di componenti.
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Gli elementi basilari della SQ sono una base ortonormale {|ξ 〉} di stati
di particella singola, scelti secondo convenienza, e uno stato | Ψ 〉N a N
particelle (con N arbitrario), su cui agiscono operatori di creazione a†(ξ), e
di distruzione a(ξ′), che creano una particella nello stato |ξ 〉 e la distruggono
nello stato |ξ′〉. Il simbolo †, come di norma, indica l’Hermitiano coniugato.
Nella rappresentazione (~z, s), lo stato |Ψ 〉N e` una somma simmetrizzata
(Bosoni) o anti-simmetrizzata (Fermioni) rispetto allo scambio di particel-
le, i cui addendi sono prodotti del tipo
∏N
j=1〈 sj , ~zj |ξj 〉, moltiplicati per
opportuni fattori. Ne segue che gli | Ψ 〉N descrivono un insieme di parti-
celle non interagenti, poste negli stati singoli |ξ 〉. Nel caso dei Fermioni,
la rappresentazione (~z, s) degli | Ψ 〉N corrisponde ai determinanti di Sla-
ter introdotti nella Sezione 1.2 e nell’Appendice A. Le eventuali interazioni
particella-particella vengono dunque considerate come canali di passaggio
tra uno | Ψ 〉N e l’altro. L’insieme di tutti i possibili | Ψ 〉N (normalizzati),
costituisce una base ortonormale per costruire qualunque stato a N parti-
celle (Bosoni o Fermioni). Lo spazio di Hilbert costruito su tale base e` detto
‘spazio di Fock’(boso-fermionico). La rappresentazione piu` conveniente, allo
scopo di evitare la (~z, s), si definisce ‘dei numeri di occupazione’, ed e` molto
semplice e intuitiva:
〈 ~n |Ψ 〉N = | · · ·nξ · · · 〉 . (3.1)
In pratica, lo stato a N particelle viene rappresentato dal vettore ~n =
(nξ1 , nξ2 , . . . , nξj , . . . ), che attribuisce ad ogni stato |ξ 〉 una certa po-
polazione nξ. Va da se´ che
∑
ξ nξ = N e che, nel caso fermionico, nξ = 0, 1,
in virtu` del principio di esclusione di Pauli. Si noti che N = 1, cioe` la
singola particella, e` semplicemente un caso particolare. In altri termini, la
rappresentazione di SQ puo` essere benissimo applicata anche alla singola
particella.
Rimandando il lettore ai testi di Fisica Teorica che derivano la SQ dai
primi princ`ıpi (per esempio, ref. [11]), qui ci si limita a fornire le regole
di commutazione degli operatori a†, a, per i casi fermionico (+) e bosonico
(−):
[a(ξ), a(ξ′)]± = [a†(ξ), a†(ξ′)]± = 0 , [a(ξ), a†(ξ′)]± = δξ,ξ′ , (3.2)
dove [A, B]± = AB±BA indicano il commutatore (−) e l’anti-commutatore
(+). Per ragioni di tradizione, si e` soliti indicare coi simboli b, b† gli ope-
ratori di distruzione e creazione bosonici, e coi simboli c, c† quelli fermioni-
ci. Si noti che nel caso fermionico, le regole di commutazione (3.2) danno
c2(ξ) = (c†(ξ))2 = 0. Essendo n(ξ) = 0, 1, questo realizza la condizione che
creare o distruggere due (o piu`) fermioni nello stesso stato | ξ 〉 annulla lo
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stato |Ψ 〉N , il che rende impossibile il processo. Di fatto, si dimostra che
le (3.2) seguono dall’assunzione che l’operatore n˜(ξ), che misura il numero
di particelle presenti in uno stato, detto ‘operatore numero’, sia espresso da:
n˜(ξ) = a†(ξ)a(ξ) , (3.3a)
e che | · · ·nξ · · · 〉 sia un autostato di n˜(ξ):
n˜(ξ)| · · ·nξ · · · 〉 = nξ| · · ·nξ · · · 〉 . (3.3b)
Una importante proprieta` che viene ampiamente sfruttata e` l’annichila-
zione dello stato quando l’operatore a(ξ) agisce sul vuoto:
a(ξ)| · · · 0ξ · · · 〉 = 0 . (3.4)
Molti calcoli di SQ si eseguono facendo commutare operatori di distruzione
con altri, fino ad annichilire lo stato sul vuoto (boso-fermionico).
Altre formule utili, relativamente ai calcoli e alle applicazioni di SQ si
possono trovare nell’eccellente referenza [12]. In particolare, gli stati |Ψ 〉N
si scrivono, in termini dei ‘vuoti’ fermionico e bosonico:
〈 ~n |ΨF 〉N = c†(ξ1)c†(ξ2) . . . c†(ξN )|O 〉F (3.5a)
〈 ~n |ΨB 〉N =
[
b†(ξ1)
]nξ1√
nξ1 !
[
b†(ξ2)
]nξ2√
nξ2 !
. . . |O 〉B . (3.5b)
Per costruire gli operatori in SQ, occorre distinguere il numero di par-
ticelle su cui operano. Un operatore del tipo AI(~z, s), per esempio, viene
denominato ‘a 1 particella’, e puo` essere scritto come matrice utilizzando
la base {| ξ 〉}. La sua rappresentazione in SQ si ottiene semplicemente con
le sostituzioni 〈 ξ | → a(ξ) e | ξ′ 〉 → a†(ξ′), adottando la precauzione di
conservare l’ordine dei bra e dei ket :
AI =
∑
ξ,ξ′
AI(ξ
′, ξ)|ξ′ 〉〈 ξ| → SQ →
∑
ξ,ξ′
AI(ξ
′, ξ)a†(ξ′)a(ξ) , (3.6a)
con
AI(ξ
′, ξ) = 〈 ξ′ |AI |ξ 〉 . (3.6b)
Analogamente, se AII(~z1, ~z2 ; s1, s2) opera su due particelle 1 e 2, potra`
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essere scritto in termini degli stati |ξ 〉1 ⊗ |ξ′ 〉2, cioe` sulla base formata dai
prodotti (Cartesiani) di due stati di singola particella. In tale caso si avra`,
come ovvia estensione della regola di sostituzione 〈· | → a, | ·〉 → a†:
AII =
∑
ξ′2,ξ2
∑
ξ′1,ξ1
AII
(
ξ′2, ξ
′
1| ξ1, ξ2
)
a†(ξ′2)a
†(ξ′1)a(ξ1)a(ξ2) , (3.7a)
con
AII
(
ξ′2, ξ
′
1| ξ1, ξ2
)
= 2〈 ξ′2 | ⊗ 1〈 ξ′1 |AII | ξ1〉1 ⊗ | ξ1〉2 . (3.7b)
Si potrebbe proseguire con operatori a m particelle, in cui apparirebbero
prodotti di m operatori di creazione, seguiti da prodotti di m operatori di
distruzione, sommati su tutti i possibili stati di singola particella, con coef-
ficienti dati dagli elementi di matrice dell’operatore sulla base degli stati a
m particelle. In generale, si osservi che gli operatori cos`ı costruiti conser-
vano il numero totale N di particelle, cosa che si verifica facilmente, dato
che ogni termine contiene un numero uguale di operatori di creazione e di
distruzione. Dunque, per ognuno dei processi elementari in cui l’operatore
e` stato scomposto, tante particelle vengono annichilite in certi stati, quante
ne vengono create in altri stati. Si tenga presente che, in presenza di parti-
celle senza massa a riposo (per esempio, i Fotoni o i Fononi), e` possibile che
certi operatori di accoppiamento con altre particelle massive (per esempio,
gli Elettroni) non conservino il numero totale. In tal caso, l’operatore avra`
termini in cui gli a e gli a† relativi alle particelle senza massa non entrano in
numero uguale. Un esempio importante di questa eventualita` sara` fornito
dall’interazione elettrone-fonone, nel Capitolo ??.
3.2 L’Hamiltoniana elettronica in SQ
Il grande vantaggio della SQ e` espresso proprio dalle (3.6) e (3.7), che mo-
strano come ogni azione quantistica possa venire rappresentata da atti ele-
mentari di trasferimento di particelle da stati ad altri stati, singolarmente,
o a coppie (terne, quaterne, ecc.), indipendentemente da quali stati di sin-
gola particella (gli | ξ 〉) siano stati scelti, e da quante particelle, in totale,
entrino in gioco. In particolare, questo vale per l’Hamiltoniana a molti
elettroni (1.3), introdotta nel Capitolo 1 nella rappresentazione (~z, s), co-
stituita da operatori a 1 particella (l’energia cinetica + l’energia potenzia-
le elettrone-ione) e da un operatore a 2 particelle (l’energia di interazione
elettrone-elettrone). Avendo chiarito, nel frattempo, che la mobilita` stessa
delle cariche altera la forma o l’intensita` dei potenziali Coulombiani nudi
riportati nella (1.3), scriveremo ora:
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HBO =
Nel∑
n=1
{ H(~zn)︷ ︸︸ ︷
Tn + uper(~rn) +1
2
Nel∑
j 6=n
ueff (| ~rn − ~rj |)
}
, (3.8a)
con
uper(~rn) = −Z
Nion∑
µ=1
ueff
(∣∣∣ ~rn − ~Rµ∣∣∣) (3.8b)
dove uper(~rn) e` l’energia potenziale periodica dovuta agli ioni, e le energie
potenziali ueff risultano dagli effetti di induzione elettrica discussi nelle Se-
zioni 2.3 e 2.6, e quindi possono essere Coulombiane schermate (conduttori)
o Coulombiane ‘ attenuate’ (non conduttori). Si noti che H(~zn) e` un opera-
tore a 1 particella, relativamente agli elettroni, essendo formato dall’energia
cinetica Tn e da un’energia di interazione con gli ioni (fissi), periodica sul
reticolo cristallino. L’energia ueff (| ~rn − ~rj |), invece, e` un operatore a 2
particelle. In conclusione, dall’equazione (3.8a), la struttura generale della
HBO, in SQ, risulta:
HBO =
∑
ξ,ξ′
H(ξ′, ξ)c†(ξ′)c(ξ)+
+
1
2
∑
ξ′2,ξ2
∑
ξ′1,ξ1
ueff
(
ξ′2, ξ
′
1| ξ1, ξ2
)
c†(ξ′2)c
†(ξ′1)c(ξ1)c(ξ2) . (3.9)
Come esempio concreto di applicazione di quanto precede, si consideri il caso
degli elettroni in un cristallo. Per semplicita`, cominceremo limitandoci ad
una sola banda.
Una possibile scelta conveniente per la base di singola particella e` spesso
quella che diagonalizza H(~z). In questo caso si pone ξ = ~k, σ e si ha:
〈 ~r, s | ~k, σ 〉 = φ~k(~r) s , s =
∣∣∣∣∣∣
σ
1− σ
∣∣∣∣∣∣ , σ = 0, 1 , (3.10)
dove φ~k(~r) e` un’onda di Bloch, e s e` il vettore che rappresenta lo spin
2. Le
equazioni (3.6), in questo caso, danno:
H(ξ′ | ξ) = δ~k,~k′δσ,σ′ (~k) , ~k ∈ ZB . (3.11a)
2Nel caso di fermioni di spin 1/2, la notazione σ = 0, 1 rappresenta lo stato ‘spin su,
spin giu`’ (o viceversa). Quello che segue si puo` applicare anche a Bosoni liberi, con spin
intero e s a numero di componenti dispari.
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Le equazioni (3.7), danno, a loro volta3:
ueff (ξ
′
2, ξ
′
1 | ξ1, ξ2) = δσ1,σ′1δσ2,σ′2
∫
Ω2
d~r1d~r2ueff (|~r1 − ~r2|)×
× φ∗~k′2(~r2)φ
∗
~k′1
(~r1)φ~k1(~r1)φ~k2(~r2) = (3.11b)
= δσ1,σ′1δσ2,σ′2δ(~k1+~k2),(~k′1+~k′2)
×
× V φ∗~k′2(0)φ~k2(0)
∫
Ω
d~ρ ueff (ρ)φ
∗
~k1
(~ρ)φ~k′1
(~ρ)︸ ︷︷ ︸
U(~k′2,~k′1 | ~k1,~k2)
, (3.11c)
per processi normali in cui ~k1 + ~k2 ∈ ZB. Nel caso dei conduttori, sotto
l’approssimazione del Jellium, in cui gli stati di Bloch si assumono come
onde piane, la parte periodica dello stato si riduce alla costante 1/
√
V . In
tal caso, dalla (3.11c) si ottiene:
U(~k′2,~k′1 | ~k1,~k2) =
1
V
∫
Ω
d~ρ ueff (ρ)e
i~ρ (~k1−~k′1) ≡ ûeff (|~k1 − ~k′1|) . (3.12)
Dovrebbe essere chiaro che le δ sui vettori d’onda e sugli spin, nelle (3.11),
tengono conto, rispettivamente, della conservazione dell’impulso (totale) e
dello spin. L’Hamiltoniana (3.9), infatti, non dipende dagli s, e quindi lo
spin di ogni particella e` conservato attraverso ogni singolo processo di trasfe-
rimento da un’onda di Bloch all’altra.. Si tenga presente che i vettori d’onda
sono quelli ‘risonanti’(discreti), che annullano le onde alla superficie di Ω. A
tempo debito, si fara` il limite del continuo, insieme al limite termodinamico.
In conclusione, per un insieme di Nel (arbitrario) elettroni, in un cristallo,
nell’approssimazione di Born-Oppenheimer (ioni fissi), la rappresentazione
di SQ dell’Hamiltoniana si scrive:
3Vedi Appendice E.
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HBO =
∑
σ
∑
~k
(~k)c†σ(~k)cσ(~k)+
+
1
2
∑
σ′,σ
∑
~k′2,~k
′
1
∑
~k1,~k2
δ
(~k1+~k2),(~k′1+~k
′
2)
ûeff (|~k1 − ~k′1|)×
× c†σ′(~k′2)c†σ(~k′1)cσ(~k1)cσ′(~k2) . (3.13)
Come gia` sottolineato, quanto visto finora si riferisce ad una sola banda.
L’estensione a piu` bande, identificate dall’indice a = 0, 1, . . . , e` ottenu-
ta attraverso l’introduzione di operatori di creazione e distruzione c†σ(~k, a),
cσ(~k, a), che creano e annichilano elettroni nelle rispettive bande. Va da se´
che l’operatore a singola particella nella (3.9) conterra` un’ulteriore somma-
toria sugli a, dal momento che le onde di Bloch sono autostati in ciascuna
banda. Viceversa, il termine di interazione a due particelle conterra` una
sommatoria quadrupla sugli a1, a
′
1, a2, a
′
2, come possibilita` (di solito rara),
che le interazioni elettrone-elettrone portino a superare il gap tra una banda
e l’altra4.
3.3 Metodo autoconsistente di Hartree-Fock: l’e-
nergia variazionale
In condizioni ordinarie, gli elettroni di un solido sono molto degeneri e gli
stati globali che ne caratterizzano la dinamica sono molto prossimi allo stato
fondamentale. Questo mette in evidenza, in particolare, l’importanza del li-
vello di Fermi F , la cui esistenza si manifesta visibilmente nella distinzione
fra conduttori e non conduttori, oltre che attraverso innumerevoli esperien-
ze di laboratorio e applicazioni pratiche. Tuttavia, si dovrebbe ricordare
che il concetto stesso di livello di Fermi deriva, secondo quanto visto nel
corso di Struttura della Materia, dall’avere trattato i termini di interazione
elettrone-elettrone come ‘scambi di calore’, vale a dire come urti, in grado
di ‘ergodicizzare’ il sistema, lasciando tuttavia, come Hamiltoniana da uti-
lizzare per il calcolo dell’energia totale, quella rappresentata dal termine a
singola particella nella (3.13), vale a dire, un’Hamiltoniana separabile nei
contributi indipendenti di ogni singolo elettrone. In pratica, si pone la que-
stione: come giustificare l’esistenza, sperimentalmente indubitabile, di F ,
se le interazioni elettrone-elettrone non sono piu` trattabili come semplici
urti? La risposta a questa domanda segue da un approccio gia` accennato
4Questo non va confuso con un processo umklapp. Il passaggio da una banda a un’altra
puo` avvenire anche per processi normali, se il gap che le separa e` abbastanza piccolo.
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nella Sezione 1.2, cioe` l’approssimazione di campo medio (CM), in cui si
tiene conto soltanto dell’effetto medio delle altre particelle su ogni parti-
cella singola. Questo riduce l’Hamiltoniana vera ad un’Hamiltoniana HCM
(eq.ne (9.19b)) certamente separabile, col che si giustifica l’esistenza di F ,
almeno entro i limiti in cui l’approssimazione CM e` realistica. Tali limi-
ti sono legati alla possibilita` di trattare le fluttuazioni attorno alla media
delle interazioni particella-particella come scambi di calore, o urti. Quando
cio` non avviene, si parla di ‘instabilita` del livello di Fermi’, rispetto alla
formazione di strutture collettive piu` complesse.
L’approccio di CM che si andra` a sviluppare nel seguito prende il no-
me di ‘metodo autoconsistente di Hartree-Fock’, e procede secondo la linea
strategica indicata nella Sezione 1.2, con l’aggiunta di un’applicazione del
metodo variazionale, che, come noto, si presta bene allo studio dello stato
fondamentale dei sistemi in esame. In questo caso, nelle funzioni di singola
particella
| ~k, σ 〉 = | ~k 〉 s , (3.14a)
la parte spaziale
φ~k(~r) = 〈 ~r | ~k 〉 (3.14b)
dello stato viene assunta come incognita del problema5, da determinarsi at-
traverso la minimizzazione dell’energia (media) variazionale, calcolata sullo
stato variazionale:
|Ψvar 〉 = c†↑(~kM )c†↓(~kM ) . . . c†↑(~kα)c†↓(~kα) . . . c†↑(~kβ)c†↓(~kβ) . . . |OF 〉 , (3.15)
dove si e` usata la notazione piu` trasparente σ =↑, ↓, invece di quella piu`
formale σ = 0, 1. Si noti che lo stato (3.15) e` un determinante di Slater
in cui ogni funzione d’onda spaziale φ~k e` occupata da due elettroni con
spin anti-paralleli. Trattandosi dello stato fondamentale, si assume che i ~k
occupati corrispondano a tutti i livelli piu` bassi dell’energia. Per comodita`
di rappresentazione, si puo` pensare che ~kM , nella (3.15), indichi il vettore
d’onda (o i vettori d’onda) che corrispondono all’energia piu` elevata e che gli
altri ~kα siano ordinati in ordine decrescente delle relative energie. Tuttavia,
questo ordinamento non ha la minima importanza, dal momento che ogni
scambio degli operatori c† nella (3.15) produce semplicemente un cambio di
segno complessivo di |Ψvar 〉.
5La scelta del simbolo φ~k, uguale a quello usato per le onde di Bloch, non e` casuale.
Anche se formalmente incognite, si dimostrera` che le φ~k sono, in effetti, onde di Bloch.
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Dal momento che gli stati di singola particella sono le incognite del pro-
blema, si deve assumere la forma generale (3.9) per l’Hamiltoniana, con
l’unica specifica che gli spin si conservano in ogni termine:
HBO =
Htot︷ ︸︸ ︷∑
σ
∑
~k′,~k
H(~k′,~k)c†σ(~k′)cσ(~k) +
+
1
2
∑
σ2,σ1
∑
~k′2,~k2
∑
~k′1,~k1
ueff
(
~k′2,~k
′
1|~k1,~k2
)
c†σ2(~k
′
2)c
†
σ1(
~k′1)cσ1(~k1)cσ2(~k2)
︸ ︷︷ ︸
Utot
.
(3.16)
Il funzionale delle φ~k(~r) da minimizzare e` l’energia media:
E
[{
φ~k
}]
= 〈Ψvar |HBO|Ψvar 〉 =
= 〈Ψvar |Htot|Ψvar 〉+ 〈Ψvar |Utot|Ψvar 〉 . (3.17)
Per esplicitare l’equazione precedente, occorre notare che i termini del-
la (3.16) che contribuiscono sono quelli i cui c appartengono ai ~k occupati.
Gli altri si annullano identicamente, nel calcolo di HBO|Ψvar 〉, per le regole
di commutazione (3.2). Infatti, se l’operatore di distruzione non trova al-
la propria destra un operatore di creazione nello stesso stato, anticommuta
con tutti gli operatori di creazione e annichila sul vuoto fermionico, il che
da` contributo nullo. Se, invece, c trova un c† sullo stesso stato, l’operazione
di passaggio da c c† a c†c lascia un ‘1’ al posto del c†:
c[ . . .︸︷︷︸
n
c† . . . ]|OF 〉 = (−1)n[ . . .︸︷︷︸
n
1 . . . ]|OF 〉+ (−1)n+1
0︷ ︸︸ ︷
[ . . .︸︷︷︸
n
c†c . . . ]|OF 〉 .
(3.18)
Questa operazione, detta ‘contrazione’, cap`ıta una volta per tutte, e` alla
base di tutti i calcoli di SQ6.
Per quanto riguarda il calcolo della (3.17), i termini che contribuiscono
sono quelli in cui anche i c† creano sugli stati occupati, perche´ diversamente
6Nel caso bosonico, non ci sarebbe il fattore (−1)n.
57
lo stato risultante sarebbe ortogonale a | Ψvar 〉. Esso, infatti, conterrebbe
elettroni in stati di singola particella diversi da quelli usati per costruire
|Ψvar〉. In pratica, gli unici termini della (3.16) che contribuiscono alla (3.17)
sono quelli che, applicati a | Ψvar 〉, lo riproducono per intero, moltiplicato
per un opportuno coefficiente. Con queste premesse e utilizzando la (3.18),
e` facile vedere che:
c†σ(~k
′)cσ(~k)|Ψvar 〉 = δ~k,~kαc
†
σ(
~k′)
{
δσ,↑[ . . . 1 c
†
↓(~kα) . . . ]−
− δσ,↓[ . . . c†↑(~kα) 1 . . . ]
}
|OF 〉 = (3.19a)
= δ~k,~kαδ~k′,~kα [δσ,↑ + δσ,↓] |Ψvar 〉+ termini ortogonali , (3.19b)
dove il segno − nella prima delle (6.39b) e` dovuto all’anticommutazione del
c↓ con un numero dispari di c† (tutte le coppie che precedono ~kα, piu` il
c†↑(~kα)). Il segno + nella seconda delle (6.39b) si ricompone per la stessa
ragione. In base alle (6.39b) e alla (3.17) si ha, dunque:
〈Ψvar |Htot|Ψvar 〉 = 2
∑
~k
F (~k)H(~k,~k) , (3.20)
dove F (~k) e`, come al solito, la funzione di occupazione, che vale 1 per i ~k
occupati nello stato |Ψvar 〉 e 0 per gli altri stati.
Per il calcolo del termine di interazione 〈Ψvar |Utot|Ψvar 〉, i modi possibili
di realizzare la condizione:
c†σ2(~k
′
2)c
†
σ1(
~k′1)cσ1(~k1)cσ2(~k2)×
×
[
. . . c†↑(~kα)c
†
↓(~kα) . . . c
†
↑(~kβ)c
†
↓(~kβ) . . .
]
|OF 〉 ∝ |Ψvar 〉 (3.21)
sono:
(A) ~k′2 = ~k2 = ~kα, insieme a ~k′1 = ~k1 = ~kβ, per ogni σ1, σ2.
(B) ~k′2 = ~k1 = ~kα, insieme a ~k′1 = ~k2 = ~kβ, per σ1 = σ2.
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E` facile verificare che:
c†σ2(~k
′
2)c
†
σ1(
~k′1)cσ1(~k1)cσ2(~k2)|Ψvar 〉 =
(A)︷ ︸︸ ︷
δ~k′2,~kα
δ~k2,~kαδ~k′1,~kβ
δ~k1,~kβ
|Ψvar 〉−
−δσ1,σ2δ~k′2,~kαδ~k1,~kαδ~k′1,~kβδ~k2,~kβ︸ ︷︷ ︸
(B)
|Ψvar 〉+ termini ortogonali . (3.22)
Si noti il segno −, dovuto alle anticommutazioni in numero dispari, che
caratterizza il modo (B). In conclusione, sulla base delle (3.20) e della (3.22),
inserite nella (3.17), si arriva a scrivere:
E
[{
φ~k
}]
= 〈Ψvar |HBO|Ψvar 〉 = 2
∑
~k
F (~k)H(~k,~k)+ (3.23a)
+
forze dirette︷ ︸︸ ︷
2
∑
~k′,~k
F (~k′)F (~k) Ueff (~k′,~k | ~k,~k′)− (3.23b)
−
∑
~k′,~k
F (~k)F (~k′) Ueff (~k′,~k | ~k′,~k)
︸ ︷︷ ︸
forze di scambio
. (3.23c)
La giustificazione dei termini ‘forze dirette/di scambio’ segue immediata-
mente dall’esplicitare le (3.23), utilizzando le definizioni generali (3.6) e (3.7)
nella (3.8a), nel caso particolare in cui la parte spaziale degli stati di singola
particella sia definita dalla (3.14b):
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E
[{
φ~k
}]
= 2
∑
~k
F (~k)
∫
Ω
d~r φ ∗~k (~r) [T + uper(~r)]φ~k(~r)+ (3.24a)
+
dirette︷ ︸︸ ︷
2
∑
~k,~k′
F (~k)F (~k′)
∫
Ω2
d~rd~r
′ |φ~k′(~r
′
)|2|φ~k(~r)|2ueff (|~r − ~r
′ |)− (3.24b)
−
∑
~k,~k′
F (~k)F (~k′)
∫
Ω2
d~rd~r
′
φ ∗~k′(~r
′
)φ ∗~k (~r)φ~k(~r
′
)φ ~k ′
(~r)ueff (|~r − ~r ′ |)
︸ ︷︷ ︸
di scambio
.
(3.24c)
Dato che |φ~k(~r)|2 rappresenta la densita` di probabilita` spaziale dell’elettrone
in un certo stato di singola particella, la (3.24b) ha una semplice interpre-
tazione ‘classica’, come il contributo medio di interazione tra due elettroni
in stati diversi. Al contrario, la (3.24c) e` conseguenza della possibilita`, pu-
ramente quantistica, di ciascun elettrone, di condividere entrambi gli stati,
ponendosi in quello che si chiama uno stato ‘entangled’ (aggrovigliato, con-
fuso, rimescolato). Questa fondamentale differenza e` sottolineata dall’uso
dei due termini ‘forze dirette/di scambio’.
3.4 Metodo autoconsistente di Hartree-Fock: l’Ha-
miltoniana efficace di singola particella
Con un breve sforzo di riorganizzazione formale, l’equazione (3.24) puo` essere
posta nella forma:
E
[{
φ~k
}]
= 2
∑
~k
F (~k)〈 ~k |hsp| ~k 〉 , (3.25)
quella, cioe`, di una somma di valori medi, su stati di singola particella | ~k 〉,
di un unico operatore di singola particella hsp. La (3.24a) e la (3.24b) sono
gia` scritte nella forma richiesta, cioe` come somma sui ~k occupati di termini
del tipo ∫
Ω
d~r φ ∗~k (~r) . . . φ~k(~r) ,
mentre la (3.24c) pone un piccolo problema formale, perche´ in questo caso
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l’operatore di cui si deve prendere il valore medio sulla φ~k e` di tipo integrale,
tale, cioe`, che nella rappresentazione delle coordinate assume la forma:
φ~k′(~r)
∫
Ω
d~r
′
φ ∗~k′(~r
′
)ueff (|~r − ~r ′ |) [ . . . ] ,
dove al posto dei . . . si deve inserire la funzione (di ~r
′
) a cui l’operatore stesso
e` applicato. In conclusione, l’Hamiltoniana efficace di singola particella che
intendiamo studiare risulta:
hsp = [T + uper(~r)] + (3.26a)
+
udir︷ ︸︸ ︷∑
~k′
F (~k′)
∫
Ω
d~r
′ |φ~k′(~r
′
)|2ueff (|~r − ~r ′ |)− (3.26b)
−1
2
∑
~k′
F (~k′) φ~k′(~r)
∫
Ω
d~r
′
φ ∗~k′(~r
′
)ueff (|~r − ~r ′ |) [ . . . ]︸ ︷︷ ︸
usc
. (3.26c)
Stabilito, dunque, quale Hamiltoniana di singola particella entra nel cal-
colo del funzionale E
[{
φ~k
}]
(eq.ne (3.24)), si deve procedere a minimiz-
zare il funzionale rispetto alle funzioni incognite φ~k(~r). Questa opera-
zione, pero`, e` superflua, una volta che si riesca a calcolare gli autosta-
ti esatti dell’Hamiltoniana (3.26c), attraverso l’equazione di Scrhro¨dinger
autoconsistente:
hsp| ~k 〉 = (~k)| ~k 〉 . (3.27)
Noti i | ~k 〉 (ovvero i φ~k(~r)), si puo` costruire il determinante di Slater corri-
spondente ai livelli energetici piu` bassi, realizzando in questo modo il minimo
di energia totale variazionale consentito dall’approssimazione di CM.
Come anticipato nella Sezione 1.2, il costo da pagare per ottenere un’Ha-
miltoniana formalmente separabile in ciascuno degli elettroni e` la perdita di
linearita`, nel problema della ricerca degli autostati. La (3.26), infatti, con-
tiene le incognite stesse (i φ~k(~r)), come elementi funzionali essenziali per
la costruzione dell’operatore Hamiltoniano. Nonostante questa difficolta`, e`
possibile ottenere un risultato di carattere generale, che, in un certo senso,
giustifica a posteriori tutto quanto si e` fatto, fino a questo punto, nello stu-
dio dei cristalli:
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Se le φ~k(~r) che entrano nell’Hamiltoniana (3.26) sono onde di Bloch,
allora l’Hamiltoniana stessa commuta con gli operatori di traslazione sul re-
ticolo cristallino, e dunque ammette, come autofunzioni, le onde di Bloch.
Per quello che riguarda l’Hamiltoniana (3.26a), la sua commutativita` con
gli operatori di traslazione T~R sul reticolo segue dalla periodicita` di uper,
come gia` visto nella Sezione 1.3. E` poi immediato verificare la periodicita`
dell’energia potenziale udir(~r) = udir(~r + ~R) (eq.ne (3.26b)), quando le φ~k
sono onde di Bloch. Piu` complesso risulta dimostrare che
[
usc, T~R
]
= 0.
Per farlo, si lavori nella rappresentazione nelle coordinate, applicando usc a
un qualsiasi elemento | f 〉 dello spazio funzionale. In tal caso si dimostra7
che:
〈 ~r |T~R usc| f 〉 = 〈 ~r + ~R | usc| f 〉 = 〈 ~r | uscT~R | f 〉 .
Poiche´ l’equazione precedente vale per ogni | f 〉, la relazione di commuta-
zione
[
usc, T~R
]
= 0 e` dimostrata.
La dimostrazione ora data fornisce la necessaria prova di autoconsistenza
su cui si regge l’applicazione del teorema di Bloch agli elettroni interagenti,
su reticoli ionici periodici. Va osservato che l’ipotesi di periodicita` del re-
ticolo ionico e`, sul piano del rigore formale, irrinunciabile, se si cerca una
qualche proprieta` generale delle autofunzioni alla Hartee-Fock. Cionono-
stante, l’evidenza sperimentale mostra che le bande e i gap esistono anche
in sistemi (vetri, liquidi) il cui reticolo non e` affatto periodico8. La teoria
delle bande e la natura degli autostati in reticoli disordinati sono un capitolo
di grandissima importanza nella fisica degli stati condensati moderna. Nel-
la trattazione presente, si rinuncia a trattare la questione, a cui andrebbe
dedicato un corso monografico a parte.
3.5 Teoria di Hartree-Fock per i conduttori
La soluzione del problema agli autovalori (3.27), che tenga conto rigoro-
samente della struttura periodica del reticolo, e` questione complessa, da
risolvere caso per caso. Questo vale, in particolare, per i non conduttori,
la cui dinamica e`, di norma, molto sensibile ai dettagli su scala atomico-
molecolare, come gia` visto nella Sezione 2.6. Nel caso dei conduttori, invece,
il modello del jellium fornisce ancora una volta una versione approssimata,
7Appendice F.
8L’esistenza di un gap nello spettro elettronico si manifesta, per esempio, nella traspa-
renza dei vetri da finestra, segno che i fotoni dello spettro visibile non trovano elettroni con
cui interagire, nel range di energie hν ≈ eV che li caratterizzano. Questo indica l’esistenza
di un gap energetico in quel range di energie.
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ma ‘universale’, del problema, che ha il grande vantaggio di ammettere una
soluzione analitica semplice. Assumendo, dunque, che il reticolo sia rimpiaz-
zato da una distribuzione omogenea di carica positiva, con densita` Z|e|ρion,
e ricordando la (3.8b), si ha:
uper(~r) = −Zρion
∫
Ω
d~R ueff (~r − ~R) = −Zρion
∫
Ω→RD
d~r ueff (~r)︸ ︷︷ ︸
0
. (3.28)
Nel limite termodinamico, dunque, il contributo degli ioni si riduce a un’e-
nergia uniforme 0. In questo caso, allora, e` facile verificare che le onde pia-
ne φ~k(~r) = (1/
√
V )ei
~k ~r sono autostati dell’Hamiltoniana (3.26). In effetti,
inserendo le onde piane nella (3.26), si ottiene:
hsp = − h¯
2
2mel
∇2~r−
− 1
2V
∑
~k′
F (~k′) ei~k
′ ~r
∫
Ω
d~r
′
e−i~k
′~r
′
ueff (|~r − ~r ′ |) [ . . . ] + 0
2
, (3.29)
dove il termine dovuto alle forze dirette (eq.ne (3.26b)) dimezza l’energia
potenziale attrattiva dovuta agli ioni (3.28)9. Inserendo φ~k(~r) = (1/
√
V )ei
~k ~r
al posto di . . . nell’equazione precedente, ed eseguendo la sostituzione ~r −
~r
′ → ~r ′ , si vede che:
hspφ~k(~r) =
[ h¯2k2
2mel
− 1
2
∑
~k′
F (~k′)ûeff (|~k − ~k′|) + 0
2
]
φ~k(~r)→
→
[ h¯2k2
2mel
− V
2(2 pi)3
∫
ZB
d~k′ F (~k′)ûeff (|~k − ~k′|)︸ ︷︷ ︸
(~k)
+
0
2
]
φ~k(~r) , (3.30)
dove ûeff e` dato dalla (3.12) e si e` fatto uso del limite del continuo (eq.ne (1.21)
per passare dalla prima alla seconda linea.
L’equazione (3.30) mostra che nel modello del jellium per i metalli, gli
stati stazionari autoconsistenti sono onde piane di vettore d’onda ~k, cor-
rispondenti a un’energia (~k) + 0/2, espressa in termini della trasformata
9Si ricordi che
∑
~k′ F (
~k′) = Nel/2 = ZNion/2. E` inoltre utile osservare che, nell’ap-
prossimazione del jellium, il termine 0/2 (negativo) viene poi cancellato da un termine
uguale in modulo, ma positivo, dovuto alla repulsione ione-ione.
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di Fourier del potenziale di interazione elettrone-elettrone. Il calcolo del-
l’energia risulta molto semplice, se si assume una ZB sferica, in modo tale
che l’appartenenza alla ZB si riduca alla semplice condizione k ≤ kZB. Per
quanto poco realistica, questa approssimazione permette di descrivere alcu-
ni aspetti generali della fisica dei metalli in relazione ai potenziali efficaci
indotti dai fenomeni di polarizzazione. Seguendo la tradizione, si puo` comin-
ciare con il calcolo originario di Hartree-Fock, assumendo che l’interazione
elettrone-elettrone sia puramente Coulombiana. In questo caso (Sezione 2.3)
si ha ûeff (k) = 4pie
2/k2. Allora il calcolo dell’integrale nella (3.30) risulta
molto semplice per D = 3 e per lo stato fondamentale per cui k ≤ kM , con
F (k′) che vale 1 per k′ ≤ kM e zero altrove10:
clb(k) =
h¯2k2
2mel
− e
2
2pi k
∫ kM
0
dk′ k′ ln
[
k + k′
|k − k′|
]
, (3.31)
La tecnica e i calcoli precedenti si possono applicare anche al caso degli stati
eccitati piu` bassi, quelli, cioe`, costituiti da un ‘mare di Fermi’ di elettroni
uguale allo stato fondamentale, salvo che una qualsiasi delle coppie di spin
anti-parallelo si separa in un elettrone che resta nel livello originario, mentre
l’altro (con spin arbitrario) si porta al di sopra dell’energia massima. Questo
porta a generalizzare l’espressione (3.31) anche al caso k > kM (la dimostra-
zione e` lasciata al lettore). L’integrale nella (3.31) ammette una primitiva
in forma relativamente semplice, che non viene esplicitata per brevita`. Ci si
limita a riportare l’andamento dell’energia clb(k), come funzione di k (Fig.
3.1a), da cui si evidenzia una singolarita` (divergenza della derivata) nel pun-
to k = kM . Ricordando la formula (1.23b), possiamo esprimere la densita`
degli stati in energia (DOS) come funzione del modulo k del vettore d’onda:
G((k)) =
V d~k
(2pi)3d(k)
= integrando sull’angolo solido =
=
V k2
2pi2(d(k)/dk)
. (3.32)
La Figura 3.1b mostra la DOS nel caso in cui l’energia sia espressa dalla
clb (eq.ne (3.31)). Si nota a prima vista una caratteristica anomala, rispetto
al comportamento atteso per un metallo: la DOS si annulla in (kM ) = M ,
che corrisponde al livello occupato piu` alto, col che si forma una sorta di
banda completamente piena a T = 0. Inoltre, la DOS (dovuta agli stati
10Per arrivare alla (3.31) si deve integrare sull’angolo solido dφd cos θ, assumendo l’asse
polare nella direzione di ~k, in modo che sia ~k~k′ = k′k cos θ.
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Figura 3.1: Energia e Densita` degli Stati di Hartree-Fock con po-
tenziali Coulombiani.
(a) L’energia clb(k) e` misurata in rapporto a at = e
2/(2pikM ). Si noti la
divergenza di dclb/dk in k = kM .
(b) La DOS si presenta come una banda piena a T = 0 (regione azzurra),
separata da una banda vuota (regione viola) da un gap di misura nulla.
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eccitati piu` bassi) forma una sorta di banda vuota, ma separata dall’altra
da un gap di misura nulla. In altri termini, M corrisponde a un livello di
Fermi F , nel mezzo di un gap di misura nulla. Questo comportamento,
al confine tra conduttore (M = F ) e non conduttore (G(F ) = 0) non
trova riscontro nella realta` fisica, se non in quei particolari non conduttori
che si definiscono ‘a piccolo gap’ 11. In sostanza, la teoria originaria di
Hartree-Fock, anche se applicata ad un modello tipicamente metallico, come
il jellium, non riproduce la caratteristica universale dei conduttori, cioe`:
G(F ) > 0. La ragione di questo risultato negativo sta nell’uso dell’energia
di interazione Coulombiana nuda, fra le particelle. Se ci si aspetta che il
sistema sia metallico, i risultati della Sezione 2.3 suggeriscono di introdurre,
invece, un’energia di interazione schermata, la cui trasformata di Fourier
risulta ûeff (k) = 4pie
2/(k2 + q20) (eq.ne (2.19)). In questo caso, la (3.31)
diventa:
sch(k) =
h¯2k2
2mel
− e
2
4pi k
∫ kM
0
dk′ k′ ln
[
(k + k′)2 + q20
(k − k′)2 + q20
]
. (3.33)
L’energia sch(k) appare in Fig. 3.2a e non mostra alcuna singolarita`. La
conseguenza della regolarita` si manifesta in Fig. 3.2b, dove viene riportata
la DOS risultante. In questo caso kM cade all’interno di una banda, con
G(M ) > 0, e dunque coincide a pieno titolo con F . Questo e` precisamente
quanto ci si aspetta, come caratteristica universale di un conduttore. Si puo`
osservare che la lunghezza di schermaggio λ = 1/q0 richiede un calcolo in
linea di principio non facile, poiche´ la formula (2.21) mostra come λ dipen-
da esplicitamente da G(F ), il che comporta la soluzione di un’equazione
di autoconsistenza altamente non lineare. Il problema e` affrontato nella
referenza [13].
11Un esempio di non conduttore a piccolo gap e` lo Stagno grigio, che a temperatura
ambiente si comporta come un conduttore (viene usato, infatti, per le saldature elettriche),
anche se il suo livello di Fermi cade nel mezzo di un gap di larghezza ≈ 10−3eV.
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Figura 3.2: Energia e Densita` degli Stati di Hartree-Fock con po-
tenziali schermati.
(a) L’energia sch(k) e` misurata in rapporto a at, come nella Fig. 3.1a.
(b) La DOS si presenta come una singola banda, entro cui cade il livello
massimo M = F .
Entrambe le figure riportano i grafici relativi a due diversi valori di q0, il
piu` piccolo dei quali corrisponde alle curve inferiori. Si noti la presenza del
minimo nella DOS, che portera` al risultato in Fig. 3.1b, nel limite q0 → 0.
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Capitolo 4
Cenni sula Teoria del
Funzionale Densita` (DFT)
4.1 Il Funzionale Densita` e i teoremi di Kohn-
Hohenberg
Di norma, il problema agli autovalori nella fisica quantistica procede dalla
conoscenza dell’operatore Hamiltoniano H = T + U , e quindi dell’energia
potenziale U , avendo come incognita gli autostati | Ψ 〉. La trattazione del
problema di Hartree-Fock svolta nelle Sezioni 3.4 e 3.5 mostra un esem-
pio di come questa strategia debba essere modificata, non appena l’ener-
gia U risulti a sua volta un funzionale dell’incognita Ψ(x) = 〈 r, {σ} | Ψ 〉
(x = (r, {σ}) = (~r1, σ1; ~r2, σ2; . . . ~rN , σN ) rappresenta l’insieme delle coordi-
nate e degli spin delle particelle coinvolte). In questo caso, infatti, conviene
ipotizzare determinate proprieta` di Ψ(x) (p.e. che sia un determinante di
Slater di onde di Bloch), indagando su come queste proprieta` si riflettano
sull’energia potenziale incognita (p.e. rendendola commutante con gli ope-
ratori di traslazione). Inutile dire che saranno proprieta` ‘buone’ quelle che
hanno conseguenze compatibili con se stesse (autoconsistenti). Dovranno
invece essere escluse quelle proprieta` (ipotizzate) che portano a conseguenze
contraddittorie.
In breve, la catena logica U → Ψ(x), che determina la strategia ordinaria,
ora si trasforma in qualcosa di piu` complesso: Ψ(x)→ U → Ψ(x). Acquista
dunque un significato molto rilevante lo sforzo di collegare qualche proprieta`
di Ψ(x) con quelle di U . In particolare, una caratteristica fisica, derivabile
dalla Ψ(x) e di estrema importanza (non fosse altro, per il fatto che puo`
essere misurata, almeno per gli elettroni), e` la densita` di particelle (di spin
σ):
n(~r, σ) = N
∫
dx′
∣∣Ψ(~r, σ; x′)∣∣2 , dove ∫ d~x ′n · · · ≡∑
σn
∫
dr
′
n . . . (4.1)
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con
x′ = (~r2, σ2; ~r3, σ3 ; . . . ~rN , σN )
e ~r1, σ1 = ~r, σ. Si osservi che, essendo la |Ψ(x)|2 invariante per scambio
delle coordinate/spin, l’integrale/somma nella (4.1) e` la densita` di proba-
bilita` spaziale di un elettrone qualunque, in una qualunque configurazione
spin/spaziale assunta dagli altri. Le caratteristiche della n(~r, σ) sono rela-
tivamente intuitive, a seconda dei sistemi in esame. In un atomo a molti
elettroni, p.e., si puo` pensare a una densita` a simmetria sferica attorno al
nucleo, mentre in un cristallo risulta del tutto ovvio assumere una n(~r, σ)
periodica nello spazio. Per gli sviluppi che si intende discutere nel segui-
to, lo spin non gioca un ruolo decisivo, pertanto introdurremo una densita`
n(~r) =
∑
σ n(~r, σ), che rappresenta la pura densita` spaziale, per qualunque
configurazione spinoriale.
A questo punto, due teoremi, dovuti a Kohn e Hohenberg, forniscono
le basi per una corretta indagine dell’interconnessione tra n(~r) e U(r). Il
primo e`, di fatto, un teorema di unicita`:
Primo Teorema di Kohn-Hohenberg
Data un’Hamiltoniana H = Hnt +
∑
n u(~rn), con Hnt nota, la densita` di
particelle n0(~r) risultante dallo stato fondamentale |Ψ0〉 di H determina
univocamente l’energia potenziale di singola particella u(~r), se il livello
fondamentale E0 e` non degenere.
In altri termini, assegnate H0 e n0(~r), l’energia potenziale di singola parti-
cella u(~r) che genera la densita` n0(~r) nello stato fondamentale, e` unica. La
dimostrazione si fa per assurdo: si assuma che la stessa n0(~r) sia genera-
ta da due energie potenziali diverse u(~r) e u′(~r), che danno origine a due
Hamiltoniane H = Hnt +
∑
n u(~rn) e H
′ = Hnt +
∑
n u
′(~rn), con stati fon-
damentali |Ψ0〉 e |Ψ′0〉, di autovalori E0 (non degenere) e E′0. Per il teorema
variazionale, si ha
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〈Ψ′0|H|Ψ′0〉 = 〈Ψ′0|H ′ +
∑
n
[
u(~rn)− u′(~rn)
] |Ψ′0〉 > E0 ⇒
= E′0 +
∑
n
〈Ψ′0|
[
u(~rn)− u′(~rn)
] |Ψ′0〉 > E0 (4.2a)
⇒ E′0 +N
∫
d~r
∫
dr′ |Ψ′0(~r, r′)|2
[
u(~r)− u′(~r)] = (4.2b)
= E′0 +
∫
d~r n0(~r)
[
u(~r)− u′(~r)]︸ ︷︷ ︸
〈∆u 〉
> E0 ⇒ (4.2c)
⇒ E0 − E′0 < 〈∆u 〉 (4.2d)
Si osservi che la minorazione forte < segue dalla non degenerazione di E0. Il
passaggio dalla (4.2a) alla (4.2c) si fa osservando che |Ψ0|2 e` invariante per
scambio delle coordinate. Di conseguenza, gli addendi della somma nella
(4.2a) sono tutti uguali e coincidono con l’integrale nella (4.2b). Infine,
ricordando la definizione (4.1), si arriva alla (4.2c).
Si proceda, ora al medesimo calcolo, scambiando tutte le quantita` ‘primate’
con quelle non ‘primate’. In questo modo si ottiene E0 −E′0 ≥ 〈∆u 〉 1, che
contraddice la (4.2d). Dunque, l’ipotesi u 6= u′ conduce a un assurdo.
E` evidente che, fissata Hnt, ad ogni u(~r) corrisponde uno ed un solo stato
fondamentale | Ψ0〉. Ma il Primo Teorema di K-H mostra che alla densita`
n0(~r) corrisponde uno ed un solo u(~r). Una decisiva conseguenza e` che, a
fissata Hnt:
L’energia (non degenere) E0 = 〈 Ψ0 |Hnt +
∑
n u(~rn)| Ψ0 〉 dello stato
fondamentale risulta essere un funzionale della sola densita` n0(~r):
E0 = E0[n(~r)] .
Questo risultato non e` affatto banale, poiche´ si traduce nella possibilita` di
esprimere 〈Ψ0|H|Ψ0〉 = E[n0(~r)], cioe` un funzionale di Ψ0(~r, r′), in uno che
dipende solo da n0(~r), nonostante il fatto che lo stato quantico puo` conte-
nere molte piu` informazioni della sola densita` che ne deriva.
1La maggiorazione debole ≥ e` dovuta alla possibilita` che E′0 sia degenere.
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Il secondo teorema apre la strada verso un approccio variazionale al
calcolo della n0(~r) e dell’energia del sistema a molte particelle, nello stato
fondamentale:
Secondo Teorema di Kohn-Hohenberg
Se l’energia non degenere E0[n(~r)] dello stato fondamentale | Ψ0〉 di
H = Hnt +
∑
n u(~rn) e` esprimibile come funzionale di una densita` incognita
n(~r), allora E0[n(~r)] ≥ E0[n0(~r)], cioe` la densita` n0(~r), corrispondente allo
stato fondamentale, rende minimo il funzionale E0[n(~r)].
La dimostrazione segue facilmente dal Primo Teorema: poiche´ n0(~r) de-
termina u univocamente, una qualunque altra densita` n(~r) determinera` una
diversa u′ e, di conseguenza, corrispondera` ad uno stato fondamentale |Ψ 〉
dell’Hamiltoniana H ′ = Hnt +
∑
n u
′(~rn), diverso da | Ψ0〉. Per il teorema
variazionale, allora, si avra`:
E0[n(~r)] = 〈Ψ |H|Ψ 〉 > 〈Ψ0 |H|Ψ0 〉 = E0[n0(~r)] . (4.3)
Il Secondo Teorema permette quindi di utilizzare un approccio variazionale
alla determinazione della densita` n0(~r), e alla corrispondente energia, at-
traverso la minimizzazione di E0[n(~r)], a fissato numero N =
∫
d~r n(~r) di
particelle. Formalmente questo porta all’equazione generale:
δ
[
E0[n(~r)]− µ
∫
d~r n(~r)
]
δn(~r)
= 0 , (4.4)
dove µ rappresenta il potenziale chimico del sistema (a T = 0, trattandosi
dello stato fondamentale).
Si presti attenzione alla condizione ‘Se l’energia non degenere E0[n(~r)]
dello stato fondamentale ... e` esprimibile come funzionale di una densita`
incognita n(~r) ...’. In effetti, data una qualunque densita`, non c’e` modo
di sapere se essa e`, come dovrebbe, derivabile dallo stato fondamentale di
un’ Hamiltoniana della forma Hnt +
∑
n u(~rn), per un opportuno u (nel
qual caso di dice che e` ‘v-rappresentabile’). Quindi, in linea di principio,
il Secondo Teorema di K-H risulta di difficile applicazione, nel senso che
la procedura indicata dalla (4.4) dovrebbe essere eseguita sul sottoinsieme
dello spazio delle n(~r) v-rappresentabili, una proprieta` che pero` risulta pra-
ticamente impossibile da verificare. In realta` questo problema puo` essere
facilmente aggirato, osservando che lo spazio v-rappresentabile e` un sottoin-
sieme di quello ‘N-rappresentabile’, cioe` formato dalle densita` derivabili da
stati di Fock antisimmetrici, senza ulteriori condizioni. Dal momento che i
due teoremi di K-H garantiscono che l’energia minima si raggiunge all’inter-
no dello spazio v-rappresentabile, la procedura (4.4) di ricerca del minimo
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puo` essere fatta nello spazio N-rappresentabile (piu` ampio), con la certez-
za che il risultato portera` comunque al minimo cercato. Rispetto alla v-
rappresentabilita`, la costruzione di una densita` N-rappresentabile e`, eviden-
temente, molto piu` semplice, il che permette di applicare l’equazione (4.4)
a una classe di funzioni molto vasta e ben definita.
4.2 Il funzionale energia
Le considerazioni fatte nella Sezione 4.1 possono essere applicate a una gran-
de varieta` di problemi, che vanno dalla fisica atomico/molecolare, fino alla
fisica dei solidi. Tuttavia i due teoremi di K-H si limitano a stabilire (il
primo) che lo stato fondamentale E0 (non degenere) e` un funzionale E0[n0]
della densita`, e a dimostrare (il secondo) che per la ricerca di E0, il metodo
variazionale puo` applicarsi al funzionale energia E0[n], con n(~r) appartenen-
te allo spazio N-rappresentabile. Nessuna indicazione viene fornita, pero`, su
come esprimere E0[n]. Si consideri, in particolare, l’Hamiltoniana elettronica
ottenuta dalla teoria di H-F (eq.ne (3.26)):
Htot =
Nel∑
n=1
hsp(n) =
Nel∑
n=1
[T (n) + uext(~rn) + udir(~rn) + usc(n)] , (4.5)
dove si e` sostituita l’energia potenziale periodica uper con una piu` gene-
rale energia ‘esterna’ uext, agente su ogni singolo elettrone. Si osservi che
entrambi gli operatori energia cinetica T (n) e di scambio usc(n) non sono
rappresentabili come funzioni della sola coordinata elettronica ~rn. Data una
funzione d’onda variazionale Ψ(r) (antisimmetrica) e la relativa densita` (4.1)
(N-rappresentabile), a stretto rigore si puo` soltanto dire che se n(~r) coinci-
de con la densita` n0(~r) dello stato fondamentale, allora 〈 Ψ |Htot| Ψ 〉 e` un
funzionale di n(~r), ma non esistono regole che dicano quale funzionale deve
essere adottato. E` facile vedere che la parte dell’Hamiltoniana (4.5) dipen-
dente solo da ~rn si riconduce immediatamente a un funzionale di n(~r) che
definiremo Eok[n], ma la parte restante non ha, in generale, un’espressione
nota, e per questa introdurremo la notazione E?[n]:
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〈Ψ |Htot|Ψ 〉 =
=
Eok[n]︷ ︸︸ ︷∫
Ω
d~r uext(~r)n(~r) +
∫
Ω2
d~r d~r
′
ueff (|~r − ~r ′ |)n(~r)n(~r ′) + (4.6a)
+
∑
n
〈Ψ |T (n) + usc(n)|Ψ 〉︸ ︷︷ ︸
E?[n]
. (4.6b)
Si osservi che il funzionale E?[n] e` universale, se viene assegnata l’energia
potenziale di interazione elettrone-elettrone ueff (r). Infatti, la parte che
distingue un problema di elettroni interagenti dall’altro e` soltanto il termine
contenente uext(~r).
4.3 L’approssimazione di densita` locale (LDA)
Vista dunque la impossibilita` pratica di dare al funzionale E?[n] una forma
esplicita e generale, non rimane che adottare criteri di approssimazione che,
per loro natura, saranno piu` o meno attendibili, a seconda dei sistemi in
esame.
Di fronte a problemi la cui soluzione generale e` impraticabile, ma di cui
si conoscono soluzioni particolari esatte, una strategia usuale consiste nel
partire da tali soluzioni note, estendendole dal caso particolare a quello ge-
nerale, con opportune modifiche, sia perturbative, sia basate sull’intuizione
fisica. Le seconde avranno il vantaggio di essere piu` ‘percepibili’, sul piano
fenomenologico, ma avranno lo svantaggio di non permettere un controllo a
priori del livello di accuratezza raggiunto.
Nel caso della DFT, una soluzione esatta delle equazioni autoconsistenti
di H-F, per lo stato fondamentale (Sezione 3.5), e` costituita da un deter-
minante di Slater di onde piane, doppiamente occupate da due elettroni
con spin antiparalleli. Dalla definizione (4.1), sommando sugli spin, si ha
immediatamente:
n(~r) =

Nel
V per ~r ∈ Ω
0 altrove ,
(4.7)
cioe` una densita` uniforme nella regione Ω occupata dal sistema. L’energia
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totale che ne risulta, a parte una costante, e` precisamente la E?[n], nel caso
di una n(~r) uniforme. Per una ueff Coulombiana, si deriva dalla (3.31):
E?[n] = 2
∑
~k
F (~k)clb(k) =
V
(2pi)3
∫
k<kM
d~k clb(k) =
= V
[
h¯2
10mpi2
k5M −
e2
4pi2
k4M
]
=
∫
Ω
d~r
[
h¯2
10mpi2
k5M −
e2
4pi2
k4M
]
. (4.8)
Essendo pero`
n =
Nel
V
=
2
(2pi)3
∫
k<kM
d~k =
k3M
3pi2
⇒ kM = (3pi2n)1/3 , (4.9)
l’ultima relazione permette di riscrivere la (4.8) come ‘funzionale’ della fun-
zione costante (4.7):
ELDA? [n] =
∫
Ω
d~r
[
3h¯2
10m
(3pi2)2/3n2/3 − 3e
2
4pi
(3pi2)1/3n1/3
]
n . (4.10)
L’approssimazione di densita` locale (LDA) consiste nell’assumere che l’e-
spressione (4.10), rigorosa per n = costante, sia applicabile anche quando
n(~r) dipende esplicitamente da ~r. Va da se´ che la LDA sara` tanto migliore,
quanto maggiore sara` la scala di lunghezza su cui avverranno le variazioni
della densita` vera. In conclusione, in base alle (4.6) e (4.10), il funzionale
energia nella LDA risulta:
ELDA[n] =
∫
Ω
d~r
[ 3h¯2
10m
(3pi2)2/3n2/3(~r) + uext(~r)+
+
1
2
∫
Ω
d~r
′
ueff (|~r − ~r ′ |)n(~r ′)− 3e
2
4pi
(3pi2)1/3n1/3(~r)
]
n(~r) , (4.11)
da cui, applicando la procedura (4.4), si ottiene la seguente equazione inte-
grale per la n(~r):
h¯2(2pi2)2/3
2m
n2/3(~r) +
∫
Ω
d~r
′
ueff (|~r − ~r ′ |)n(~r ′)−
− e
2(3pi2)1/3
pi
n1/3(~r) = µ− uext(~r) . (4.12)
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La LDA, nella versione piu` semplice ora descritta, non fornisce risulta-
ti quantitativamente attendibili. Per esempio, sottostima la larghezza dei
gaps (spesso dimezzandoli, rispetto ai risultati sperimentali), e, corrispon-
dentemente, sovrastima le energie di legame. Il tentativo di eliminare questi
aspetti negativi ha portato a una serie di sviluppi, pur rimanendo nell’am-
bito di una teoria ‘locale’, vale a dire riferita alle proprieta` rappresentabili
tramite funzioni della sola posizione ~r. Queste approssimazioni hanno in
comune un’espressione generale del funzionale energia di scambio:
Esc[n] =
∫
Ω
d~r sc[n(~r), ∇~r n(~r)]n(~r) , (4.13)
dove sc[. . . ] viene assunta dipendente non solo da n(~r), ma anche dal gra-
diente∇~rn, nel qual caso si parla di ‘generalized gradient approximation’(GGA).
Come e` ovvio, il caso ∇~rn = 0 deve riprodurre la soluzione esatta derivata
dal jellium, cioe` sc[n, 0] ∝ n1/3. Inoltre, e` sensato assumere che l’intera-
zione elettrone-elettrone non abbia direzioni privilegiate, nel qual caso si ha
sc[n, ∇~r n] = f [n, |∇~r n|2].
L’introduzione della GGA, con i vari modelli proposti per la f [n, |∇~rn|2],
ha consentito notevoli miglioramenti, non soltanto nell’uso dell’equazio-
ne (4.12), ma soprattutto negli sviluppi successivi, che hanno portato alle
equazioni di Kohn-Sham.
4.4 Le equazioni di Kohn-Sham
La procedura elaborata da Kohn e Sham per applicare il metodo variazio-
nale alla DFT si basa su un’assunzione iniziale analoga a quella formulata
da Hatrtree e Fock, e cioe` uno stato fondamentale |Ψ0 〉 formato da un de-
terminante di Slater, quindi da Fermioni non interagenti. In questo caso, la
densita` (incognita) si ‘parametrizza’ in una somma di densita`:
n(~r) =
∑
ξ,σ
|φξ(~r, σ)|2 , (4.14)
ognuna relativa ad uno stato φξ(~r, σ) di singola particella, di spin σ. La (4.14)
vale se i φξ(~r, σ), con cui e` costruito il determinante di Slater |Ψ0 〉, formano
una base ortonormale. In tal caso si dimostra facilmente anche che:
〈Ψ0 |
Nel∑
n=1
AI(n)|Ψ0 〉 =
∑
ξ,σ
∫
Ω
d~r φ ∗ξ (~r, σ)[AIφξ(~r, σ)] , (4.15)
dove AI(n) e` un operatore di singola particella, che agisce soltanto nello
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spazio di Hilbert della n-esima particella. Allora l’energia variazionale che
si intende minimizzare risulta, in base alle (4.5) e (4.6):
〈Ψ0 |Htot|Ψ0 〉 ≡ EKS [n] =
∑
ξ,σ
∫
Ω
d~r
{
φ ∗ξ (~r, σ)[T φξ(~r, σ)]+
+
[
uext(~r) +
1
2
∫
Ω
d~r
′
ueff (|~r − ~r ′ |)n(~r ′)+
+ sc[n(~r), ∇~r n(~r)]
]
|φξ(~r, σ)|2
}
. (4.16)
Le equazioni di Kohn-Sham si ottengono per minimizzazione funzionale
della (4.16), rispetto alle φξ(~r, σ), sotto le condizioni di normalizzazione:∫
Ω
d~r |φξ(~r, σ)|2 = 1 ,
che portano altrettanti moltiplicatori di Lagrange µξ,σ:
{
− h¯
2
2m
∇2~r + uext(~r) +
∑
ξ′,σ′
∫
Ω
d~r
′
ueff (|~r − ~r ′ |)|φξ′(~r ′ , σ′)|2+
+
sc[n,∇~rn] + ∑
ξ′,σ′
|φξ′(~r, σ′)|2 δsc
δn(~r)
}φξ(~r, σ) = µξ,σφξ(~r, σ) . (4.17)
Sia HKS l’operatore (non lineare!) fra parentesi graffe nella (4.17), e sia
φξ(~r, σ) = 〈~r|ξ, σ〉, in modo che l’equazione stessa si presenti comeHKS |ξ, σ〉 =
µξ,σ| ξ, σ 〉. La procedura di calcolo numerico che permette di approssimare
la soluzione al grado di precisione voluto consiste, di norma, nell’iterazione.
Partendo da uno stato | ξ, σ 〉0, scelto in base a criteri di ragionevolezza fisi-
ca (approssimante all’ordine zero), si ricava lo stato HKS | ξ, σ 〉0, che viene
posto uguale a µ(0)| ξ, σ 〉1 (si sono eliminati da µ gli indici superflui). Da
questo si ricava l’espressione dell’approssimante (normalizzato) | ξ, σ 〉1 al
primo ordine, e dell’autovalore µ0 all’ordine zero:
| ξ, σ 〉1 = HKS | ξ, σ 〉0|µ0| ; µ0 = ±
√
0〈 ξ, σ |H2KS | ξ, σ 〉0 . (4.18)
Iterando la procedura, si passa dall’approssimante | ξ, σ 〉n e autovalore µn
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all’n-esimo ordine, a quelli all’ordine successivo. Se la scelta iniziale e` stata
ragionevole, ci si aspetta che la differenza in norma tra stati e autovalori ad
ordini successivi tenda a zero per n→∞. Questo permette di approssima-
re la soluzione vera con un grado arbitrario di accuratezza. Si noti, pero`,
che gli autostati/autovalori trovati attraverso le equazioni di K-S non vanno
interpretati come quelli realmente occupati dagli elettroni. Le quantita` che
hanno un preciso senso fisico sono soltanto la densita` n(~r, σ) =
∑
ξ |φξ(~r, σ)|2
e l’autovalore piu` elevato µM , attraverso il quale la minima energia di ioniz-
zazione puo` essere stimata in modo attendibile.
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Parte II
Bosoni massivi negli stati
consensati
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Capitolo 5
Dinamica dei Bosoni massivi
a bassa temperatura
5.1 L’Hamiltoniana dei bosoni massivi in SQ
Nella trattazione dei Bosoni massivi, la rappresentazione di SQ e` formal-
mente identica a quella dei Fermioni. Quindi, assegnata un’Hamiltoniana di
singola particella h(~z) e un’energia potenziale di interazione bosone-bosone
ueff (|~r1 − ~r2|) (entrambi indipendenti dallo spin), si possono scegliere gli
autostati | ~k 〉 di h:
h| ~k 〉 = (~k)| ~k 〉 , (5.1)
come base per rappresentare lo spazio di Fock. Se si assume che i bosoni
abbiano spin zero, non vi e` necessita` di includere un indice di spin per iden-
tificare lo stato del bosone. Con queste premesse, che riducono il problema
ai suoi elementi fondamentali, l’Hamiltoniana di N bosoni massivi (N con-
servato), e` identica alla (3.13), salvo la sostituzione (per convenzione) dei c
con i b:
Hbos =
∑
~k
(~k)b†(~k)b(~k)+
+
1
2
∑
~k′2,~k
′
1
∑
~k1,~k2
ueff (~k
′
2,
~k′1 | ~k1,~k2)b†(~k′2)b†(~k′1)b(~k1)b(~k2) .
L’elemento di matrice ueff e` dato dalla (3.11c). Se, come assumeremo nel
seguito, l’Hamiltoniana h = T contiene solo l’energia cinetica, cioe` i bosoni
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(di massa M) formano un gas interagente, allora gli autostati | ~k 〉 sono
semplici onde piane, e l’equazione precedente si specializza in:
Hbos =
∑
~k
0(k)︷ ︸︸ ︷(
h¯2k2/2M
)
b†(~k)b(~k)+
+
1
2
∑
~k′2,~k
′
1
∑
~k1,~k2
δ
(~k1+~k2),(~k′1+~k
′
2)
ûeff (|~k1 − ~k′1|)×
× b†(~k′2)b†(~k′1)b(~k1)b(~k2) , (5.2)
dove compare la trasformata di Fourier dell’energia di interazione (eq.ne (3.12)).
5.2 Bosoni debolmente interagenti e Hamiltoniana
ridotta
Nella trattazione che segue si intende descrivere un gas di N bosoni massivi
(tipicamente, atomi di 4He) a bassa temperatura, in cui la grande maggio-
ranza delle particelle occupa lo stato fondamentale e solo poche particelle
accedono agli stati eccitati a causa delle interazioni bosone-bosone. Cio` si-
gnifica che tali interazioni vengono considerate come perturbazioni, il che
giustifica la definizione di bosoni ‘debolmente interagenti’. In pratica, si as-
sume una dinamica limitata a quei processi in cui coppie di particelle, con
vettori d’onda opposti, escono dal condensato (A), o entrano nel condensato
(B), oppure si scambiano tra fuori e dentro (C). A causa della conservazione
dell’impulso totale (la δ nella (5.2)), questi processi elementari rappresenta-
no tutto cio` che il termine di interazione nell’Hamiltoniana (5.2) puo` pro-
durre, come minima modifica sulla popolazione di |0 〉. Ovviamente, si tiene
conto anche dei processi che lasciano lo stato immutato (E, F). In dettaglio,
i termini che interessano sono:
(A) Eccitazione di una coppia fuori da | 0 〉:
~k1 = ~k2 = 0⇒ ~k′1 = −~k′2 = ~k
termine corrispondente→ 1
2
∑
~k 6=0
ûeff (~k)b
†(~k)b†(−~k) [b(0)]2 (5.3a)
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(B) Decadimento di una coppia in | 0 〉:
~k′1 = ~k
′
2 = 0⇒ ~k1 = −~k2 = ~k
termine corrispondente→ 1
2
∑
~k 6=0
ûeff (~k)
[
b†(0)
]2
b(~k)b(−~k) (5.3b)
(C) Scambio fuori ↔ dentro a | 0 〉:
~k′1 = ~k2 = 0⇒ ~k′2 = ~k1 = ~k oppure ~k′2 = ~k1 = 0⇒ ~k′1 = ~k2 = ~k
termine corrispondente→
∑
~k 6=0
ûeff (~k)b
†(0)b(0)b†(~k)b(~k) =
= N̂0
∑
~k 6=0
ûeff (~k)b
†(~k)b(~k) . (5.3c)
(E) Interazione diretta in | 0 〉
~k′1 = ~k1 = ~k2 = ~k
′
2 = 0
termine corrispondente→ ûeff (0)
2
[
b†(0)b(0)
]2
=
ûeff (0)
2
N˜20 . (5.3d)
(F) Interazione diretta fra stati eccitati:
~k′1 = ~k1 = 0⇒ ~k′2 = ~k2 = ~k oppure ~k′2 = ~k2 = 0⇒ ~k′1 = ~k1 = ~k
termine corrispondente→
∑
~k 6=0
ûeff (0)b
†(0)b(0)b†(~k)b(~k) =
= ûeff (0)N˜0
[
N˜ − N˜0
]
. (5.3e)
dove nelle (5.3c), (5.3d) e (5.3e) si sono introdotti l’operatore numero di
bosoni nello stato fondamentale b†(0)b(0) = N˜0 e l’operatore numero totale
di bosoni N˜ = N˜0 +
∑
~k 6=0 b
†(~k)b(~k).
Dunque, la parte di Hamiltoniana che viene estratta dalla (5.2), e che
definiremo ‘Hamiltoniana ridotta’, risulta dalla somma dei termini (A) - (F),
piu` il termine cinetico:
Hrid = ûeff (0)N˜0
[
N˜ − N˜0/2
]
+
∑
~k
[
0(k) + N˜0 ûeff (k)
]
b†(~k)b(~k)+
+
1
2
∑
~k 6=0
ûeff (k)
[
b†(~k)b†(−~k) [b(0)]2 + b(~k)b(−~k)[b†(0)]2
]
. (5.4)
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5.3 Il Condensato di Bose-Einstein (BE) e l’Ha-
miltoniana di Bogoliubov
Per la ricerca degli autostati e autovalori della (5.4) conviene tenere conto
fin dall’inizio della condizione di debole interazione, secondo la quale la
popolazione Nout degli stati eccitati (~k 6= 0) e` molto piu` piccola di Nin,
quella dello stato fondamentale | 0 〉. Lo spazio di Fock in cui si opera sara`
dunque formato da stati del tipo |Nout;Nin〉, che contengonoNin bosoni nello
stato fondamentale e Nout = αNin bosoni negli stati eccitati, con α  1.
Fissato il numero totale N = Nin +Nout, risultera` Nout = N [1−α+ o(α2)].
Introducendo gli opportuni operatori numero, si ha:
N˜0|Nout ;Nin 〉 = Nin|Nout ;Nin 〉 (5.5a)
∑
~k 6=0
b†(~k)b(~k)︸ ︷︷ ︸
N˜~k
|Nout ;Nin 〉 = Nout|Nout ;Nin〉 . (5.5b)
Si definiscano i seguenti operatori:
β†(~k) ≡ b
†(~k)b(0)√
N
; β(~k) ≡ b
†(0)b(~k)√
N
. (5.6a)
Le loro regole di commutazione, applicando quelle bosoniche della Sezio-
ne (3.1), sono:
[
β†(~k), β†(~k′)
]
=
[
β(~k), β(~k′)
]
= 0 , (5.6b)
[
β(~k), β†(~k′)
]
= δ~k,~k′
N˜0
N
− b
†(~k′)b(~k)
N
. (5.6c)
Si esamini l’azione degli operatori definiti dalla (5.6a) sugli stati di Fock (5.5),
facendo il limite termodinamico N →∞:
β†(~k)β(~k)|Nout ;Nin 〉 =
N˜~k + N˜~kN˜0
N
|Nout ;Nin 〉 =
=
[
N˜~k
Nin
N
+
N~k
N
]
|Nout ;Nin 〉 = N˜~k [1 + o(α)] |Nout ;Nin 〉 ,
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dove, dalla (5.5b), N~k e` il numero di bosoni nello stato | ~k 〉. Quest’ultima
relazione mostra che, all’ordine piu` basso nella frazione α di bosoni eccitati,
si puo` porre β†(~k)β(~k) = b†(~k)b(~k). Allora e` facile vedere1 che la (5.4) si
puo` riscrivere come:
HBog = ûeff (0)
N2
2
+
∑
~k
1(k)︷ ︸︸ ︷
[0(k) +N ûeff (k)]β
†(~k)β(~k)+
+
N
2
∑
~k 6=0
ûeff (k)
[
β†(~k)β†(−~k) + β(~k)β(−~k)
]
, (5.7)
qualora la si applichi a stati di Fock con pochi bosoni eccitati. Sotto questa
stessa condizione, la regola di commutazione (5.6c) diventa
[
β(~k), β†(~k′)
]
=
δ~k,~k′ + o(α), che, insieme alle (5.6b), si riconduce alle normali regole di
commutazione bosoniche, all’ordine piu` basso in α.
In conclusione, il problema di diagonalizzare Hrid viene assimilato al
problema di diagonalizzare l’Hamiltoniana HBog (eq.ne (5.7)), detta ‘di Bo-
goliubov’2. All’ordine di approssimazione che si e` assunto, HBog appare co-
me un’Hamiltoniana bosonica, che non conserva il numero delle ‘particelle’.
Questo aspetto merita un chiarimento: come si vede dalle definizioni (5.6a),
i β†(~k) e i β(~k) in realta` conservano il numero di bosoni veri. Cio` che creano
(distruggono), senza conservarne il numero, sono delle pseudoparticelle di
natura (approssimativamente) bosonica, che in questo caso risultano come
eccitazioni di bosoni dallo stato fondamentale, prodotte dall’interazione di-
namica delle particelle stesse. Il vuoto bosonico | OB 〉 e` dunque sostituito
dallo stato fondamentale |0; N 〉, che funziona come serbatoio/pozzo di ecci-
tazioni bosoniche, in numero arbitrario (purche´ molto minore di N). Questa
situazione e` del tutto analoga a quella dei sistemi bosonici al di sotto della
temperatura di condensazione, come gia` visto nel corso di Struttura della
Materia, dove il condensato di BE funge da pozzo/serbatoio di bosoni veri,
eccitati o decaduti per scambi di calore (urti). E` quindi del tutto logico
identificare | 0 ; N 〉 con il condensato di BE a T = 0, cos`ı come e` immediato
1Si ricordi che
[
b(0), b†(~k)
]
=
[
b†(0), b(~k)
]
= 0 per ~k 6= 0.
2In realta` l’Hamiltoniana originariamente introdotta da Bogoliubov conteneva i b, b†
e non i β, β†, ed era stata ottenuta nell’ipotesi di considerare i b†(0), b(0) come numeri
(≈ √N), invece che come operatori. La presente trattazione di fatto non si discosta da
quella di B., salvo che per alcuni aspetti di maggiore chiarezza pedagogica. La validita`
delle approssimazioni che conducono alla HBog e` stata argomento di molte discussioni e
analisi. Chi volesse approfondire questi aspetti, puo` riferirsi alla [14], sia come bibliografia,
che come trattazione formale.
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identificare l’energia costante ûeff (0)N
2/2 con l’interazione media tra gli
N bosoni del condensato. D’ora in poi, la assumeremo come origine delle
energie del sistema, e quindi la elimineremo dai calcoli.
5.4 Diagonalizzazione di HBog
Il metodo brillantemente escogitato da Bogoliubov per la ricerca degli auto-
stati e autovalori di HBog consiste nell’introdurre una trasformazione cano-
nica:
B(~k) = x~k β(
~k)− y~k β†(−~k) ; B†(~k) = x ∗~k β
†(~k)− y ∗~k β(−~k) , (5.8)
che conservi le regole di commutazione bosoniche per i B e i B†, e tale che
si abbia:
HBog =
∑
~k
(~k)
[
B†(~k)B(~k) +
1
2
]
= (5.9a)
=
∑
~k 6=0
{
1(k)β
†(~k)β(~k) +
N
2
ûeff (k)
[
β†(~k)β†(−~k) + β(~k)β(−~k)
]}
. (5.9b)
In questo modo si ottiene una rappresentazione dell’Hamiltoniana, diagona-
lizzata dagli stati di Fock di nuovi pseudobosoni non interagenti, creati e
distrutti dai B†, B, nei livelli energetici (~k). E` facile vedere che le regole
di commutazione bosoniche implicano le seguenti condizioni sui coefficienti
x e y:
|x~k|2 − |y~k|2 = 1 ; x~ky−~k = x−~ky~k . (5.10)
Per determinare gli autovalori (k) e i coefficienti xk, yk (anticipiamo gia`
che dipenderanno dal modulo k = |~k| 3), conviene eseguire il commutatore
di B(~k) con la forma di HBog come appare nella (5.9a), sfruttando solo le
regole di commutazione tra i B e i B†:
[
B(~k), HBog
]
= (k)B(~k) = (k)
[
xk β(~k)− yk β†(−~k)
]
. (5.11a)
3Si noti che, in questo modo, la seconda condizione (5.10) e` automaticamente
soddisfatta.
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La medesima operazione, eseguita utilizzando l’espressione (5.8) di B(~k),
sulla forma (5.9b) di HBog, da`:
[
B(~k), HBog
]
= [1(k)xk +N ûeff (k)yk]β(~k)+
+ [N ûeff (k)xk + 1(k)yk]β
†(−~k) . (5.11b)
Uguagliando i coefficienti di β†(−~k) e β(~k) nelle espressioni risultanti dal-
la (5.11a) e dalla (5.11b), si ottiene un sistema di equazioni che, posto in
forma matriciale, si legge: 1(k) N ûeff (k)
−N ûeff (k) −1(k)
 xk
yk
 = (k)
xk
yk
 . (5.12)
L’equazione agli autovalori risultante e` 2(k) = 21(k) − N2û2eff (k), che,
tenuto conto della (5.7), da`:
2(k) = 20(k) + 2N ûeff (k)0(k) =
=
h¯2k2
2m
[
2N ûeff (k) +
h¯2k2
2m
]
.
Se l’interazione bosone-bosone e` repulsiva (di fatto, se ûeff (k) > 0), allora la
formula precedente ha senz’altro senso, poiche´ il membro a destra e` positivo.
Inoltre, dal momento che abbiamo fissato l’origine delle energie coincidente
con l’energia dello stato fondamentale, si deve avere necessariamente (k) >
0, col che si ottiene il risultato cercato:
(k) =
h¯ k√
2m
√
2N ûeff (k) +
h¯2k2
2m
. (5.13)
La determinazione degli xk, yk non e` di particolare interesse per gli scopi
presenti. Basti dire che, utilizzando la prima delle condizioni (5.10), le
equazioni (5.12) e (5.13) implicano la stessa fase (arbitraria) per xk e yk, e
danno:
1
|xk|2 = 2
[
1− 
2
1(k)
N2û2eff (k)
+
1(k)
Nûeff (k)
√
21(k)
N2û2eff (k)
− 1
]
.
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5.5 La superfluidita` bosonica
La mancata conservazione del numero di pseudoparticelle create e distrutte
dai β†, β, lascia intuire che tali pseudobosoni sono privi di massa, come
avviene per i fotoni e i fononi. Questo verra` confermato dall’analisi dei
risultati della Sezione 5.4, nel caso di un’energia potenziale repulsiva tra i
bosoni. Tali risultati potranno poi essere utilizzati per un’interpretazione
relativamente semplice della superfluidita`.
Si osservi che, essendo ueff (r) a simmetria sferica, si ha:
ûeff (k) = ûeff (0) + o(k
2) =
1
V
∫
Ω
d~r ueff (r)︸ ︷︷ ︸
U0
+o(k2) . (5.14)
Ne consegue che, all’ordine piu` basso in k, l’energia degli pseudobosoni (5.13)
diventa:
(k) =
√
ρbosU0
m︸ ︷︷ ︸
vc
h¯ k[1 + o(k2)] , (5.15)
dove va segnalato che U0 > 0 caratterizza la natura globalmente repulsi-
va dell’interazione bosone-bosone4 e ρbos = N/V e` la densita` di bosoni. La
quantita` vc rappresenta (dimensionalmente) una velocita` caratteristica. Sul-
la base delle relazioni di De Broglie  = h¯ω, ~p = h¯~k, la (pseudo)particella a
cui si riferisce l’energia (5.15) e` caratterizzata dalla relazione  = vcp, tipi-
ca di particelle ‘ultra-relativistiche ’, prive di massa, associate a onde piane
monocromatiche Ψ(~r, t), che soddisfano all’equazione v2c∇2~rΨ−∂2Ψ/∂t2 = 0.
Questo mostra che la perturbazione introdotta dall’interazione repulsiva tra i
bosoni ‘veri ’ si manifesta attraverso la propagazione di onde, nel condensato
di BE, il cui fronte procede con velocita` vc.
Se un corpo macroscopico di massa M viaggia all’interno del condensato
con velocita` iniziale ~vi, la dissipazione della sua energia cinetica avviene at-
traverso l’eccitazione degli pseudobosoni descritti in precedenza. La conser-
vazione dell’energia e dell’impulso totali implica, per ogni atto di creazione
della singola pseudoparticella (a spese dell’energia cinetica del corpo):
v2fM
2
=
v2iM
2
− h¯vck (5.16a)
M~vf = M~vi − h¯~k , (5.16b)
4Si da` per scontato che l’integrale che dell’energia potenziale nella (5.14) sia
convergente. Cio` e` senz’altro vero per un gas interagente di atomi di Elio.
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dove ~vf e` la velocita` finale. Eseguendo il quadrato dei due membri del-
la (5.16b) e dividendo per 2M , si ottiene un’espressione alternativa al-
la (5.16a) per l’energia cinetica finale. Uguagliando le due espressioni, si
ha, allora:
h¯2k2
2M
− h¯~vi~k = −h¯vck ⇒ vi = vc + h¯k/(2M)| cos θ| > vc ,
essendo θ l’angolo tra ~vi e ~k. Quest’ultima equazione mostra che la dissipa-
zione di energia cinetica di un corpo a spese del condensato, attraverso la
creazione di pseudobosoni, associati a onde materiali nel condensato stes-
so, puo` avvenire soltanto se la velocita` del corpo (relativa al condensato) e`
superiore alla velocita` critica (eq.ne (5.15)):
vc =
√
ρbosU0
m
, (5.17)
che aumenta in ragione diretta alla radice quadrata della densita` bosonica,
e diminuisce in ragione inversa alla radice quadrata della massa dei bosoni
(veri). Al di sotto di tale velocita`, il corpo non ha canali di dissipazione (per
processi a singolo pseudobosone), dunque, procede senza perdita di energia
cinetica, salvo che per processi a numero maggiore di pseudoparticelle, la cui
probabilita` di accadimento e` progressivamente piu` piccola. Questo giustifica
la superfluidita`, intesa come scorrimento (quasi) senza attrito di un corpo
all’interno del fluido, o, viceversa, lo scorrimento del fluido attraverso un
corpo cavo che lo confini.
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Parte III
I Fononi
88
Capitolo 6
Moti ionici nei cristalli
6.1 L’approssimazione elastica nei solidi
Seguendo la strategia tracciata nella sezione introduttiva 0.1, attraverso l’ap-
prossimazione di Born-Oppenheimer (Sezione 1.1), la dinamica degli ioni
di un solido si deriva dall’Hamiltoniana (1), sostituendo all’Hamiltoniana
di Born-Oppenheimer HBO = Hel + Uel−ion il suo autovalore Eη (R), di-
pendente dalle posizioni reticolari R = {~R1, ~R2, . . . ~RNion}, assunte come
fisse. Di norma, l’autovalore elettronico che interessa e` quello relativo allo
stato fondamentale (η = 0), che contiene la parte ‘legante’ dell’interazione
ione-ione. In questo modo, E0 (R) ≡ Uatt(R) corrisponde alla parte attrat-
tiva dell’energia potenziale (come funzione delle posizioni ioniche R), che si
somma alla parte repulsiva Coulombiana attenuata (isolanti) o Coulombia-
na schermata (conduttori) Urep(R), per dare origine all’Hamiltoniana ionica
generale (1.2), nella forma:
〈Hgen〉0 = Hion + E0 (R) =
Nion∑
µ=1
~P 2µ
2Mion
+ Urep(R) + Uatt(R) . (6.1)
E` importante osservare che il sistema descritto dalla (6.1) e` monoatomico,
il che introduce alcune notevoli semplificazioni, rispetto al caso di sistemi a
piu` atomi, di cui ci occuperemo brevemente nella Sezione 6.2.
Come si vede dall’eq.ne (1.2), la Urep(R) si presenta come una somma
di interazioni a due ioni, dipendente dalla loro distanza Rµν =
∣∣∣~Rµ − ~Rν∣∣∣.
Questo non e` necessariamente vero per la Uatt(R), nella quale appaiono, in
generale, anche termini a tre o piu` ioni, che si rivelano importanti, per esem-
pio, nello studio della fase liquida. Inoltre, anche se invarianti per scambio di
segno di ~Rµν = ~Rµ− ~Rν , i contributi a due ioni contenuti nella Uatt(R) non
sono necessariamente a simmetria sferica. Essi diventano comunque predo-
minanti nella fase solida cristallina (o in quella altamente viscosa del vetro),
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in particolare nell’approssimazione elastica, che risulta valida per la maggio-
ranza dei fenomeni a bassa energia. Il potenziale complessivo utot(~Rµν) fra
due ioni (fissata la direzione di ~Rµν) ha un andamento con la distanza alla
Lennard-Jones, come indicato in Fig. 6.1.
R
ΜΜ'
Figura 6.1
RΜΜ'
UtotHRΜΜ'L
Figura 6.1: Andamento con la distanza dell’energia potenziale inte-
rionica.
Utot(Rµµ′) mostra una parte repulsiva a piccole distanze, seguita da una
parte attrattiva. Il minimo che ne consegue corrisponde a una distanza di
equilibrio stabile Rµµ′ .
La distanza e le direzioni corrispondenti alla minima energia di interazio-
ne individuano l’insieme R delle posizioni reticolari di equilibrio stabile (nel
caso cristallino), o quasi stabile (nel caso vetroso1). Nei cristalli R identifica
un reticolo periodico, virtualmente infinito, mentre nei vetri il reticolo risulta
privo di periodicita`, almeno su distanze grandi rispetto a quelle interatomi-
che (disordine a lungo range). In entrambi i casi, l’approssimazione elastica
consiste nel sostituire le energie Utot(R), con l’espressione quadratica che ne
risulta sviluppando in serie di x = R−R = {~x~R ; ~R ∈ R}, attorno ai punti
di stabilita` (o quasi stabilita`), il che porta all’Hamiltoniana
Harm =
∑
~R∈R
~p 2~R
2Mion
+
1
2
xK(R)x + Utot(R) . (6.2)
Si noti che gli spostamenti ~x~R attorno alle posizioni di equilibrio (e i relativi
1Si ricordi che il vetro e` in realta` un liquido che scorre con estrema lentezza. La quasi
stabilita` si manifesta nella dipendenza dal tempo delle posizioni di equilibrio R(t), che
possono modificarsi su scale temporali molto lunghe.
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momenti coniugati), vengono ora numerati attraverso le posizioni di equi-
librio stesse ~R ∈ R, invece che dal generico indice ν che identifica gli ioni.
Questo e` reso possibile dalla corrispondenza biunivoca tra ioni e posizioni
di equilibrio.
Quanto precede equivale a sostituire i legami elettronici tra due ioni
µ e µ′ con ‘molle’, di lunghezza propria Rµµ′ , le cui costanti elastiche so-
no gli elementi della matrice DNionxDNion Hessiana delle costanti elastiche
K(R) ≡ ∂2Utot(R). Il termine costante Utot(R) rappresenta l’energia di for-
mazione del solido. Per ogni Hamiltoniana come la (6.2), quadratica nei
parametri Lagrangiani ~x~R e nei momenti coniugati ~p~R, esiste una trasforma-
zione canonica in nuove variabili ~ξ~q e momenti coniugati ~pi~q che trasforma
l’Hamiltoniana in una somma di singoli oscillatori indipendenti:
Harm =
1
2
∑
~q∈Q
[
|~pi~q| 2 + ω(~q)2|~ξ~q|2
]
+ Utot(R) . (6.3)
Nel caso cristallino monoatomico, la trasformazione e` definita da:
~x~R =
1√
MionNion
∑
~q∈Q
~ξ~q e
i~q ~R ; ~pi~q =
d~ξ~q
dt
, (6.4)
dove ~ξ∗~q = ~ξ−~q, per rendere ~x~R reale, e Q e` l’insieme degli Nion vetto-
ri d’onda che soddisfano la condizione di periodicita` ai bordi della regione
occupata dal solido (condizioni di Born-Von Karman). Nel limite termodi-
namico Nion → ∞, si realizza anche il limite del continuo per i ~q, secon-
do una procedura ormai consolidata. Nei reticoli cristallini, il limite del
continuo dell’insieme Q viene a coincidere con la ZB. Le frequenze ω(~q),
denominate frequenze proprie, si ricavano dalla diagonalizzazione della ma-
trice K(R)/Mion (nel caso monoatomico) e corrispondono alle cosiddette
bande fononiche acustiche. I corrispondenti quanti di oscillazione armonica,
di energia h¯ω(~q) e impulso h¯~q, corrispondono ai fononi acustici. Come si
vedra` nella Sezione 6.2 (in un esempio 1-dimensionale), la compresenza di
piu` ioni nel reticolo produce bande fononiche aggiuntive, denominate bande
ottiche. La ragione delle due definizioni verra` discussa in seguito.
6.2 Esempi 1-dimensionali
Un cristallo monoatomico 1-dimensionale, nell’approssimazione armonica, e`
descritto dalla Figura (6.2(A)).
I siti occupati dagli N + 1 ioni in equilibrio possono essere individuati
da un indice intero n. Questo ci consente di scrivere l’Hamiltoniana (6.3) (a
meno dell’energia di formazione) come:
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y n -1 x n +1
Figura 6.2
x x xn n +1n -1
aa
(A)
x ynn 
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(B)
a
L
Figura 6.2: Catena elastica monoatomica (A) e biatomica (B).
I cerchi indicano gli ioni, i rombi indicano le posizioni di equilibrio. Gli
spostamenti dalle posizioni di equilibrio sono definiti da xn e yn.
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Harm =
N/2∑
n=−N/2
[
p2n
2M
+
κ
4
[
(xn − xn−1)2 + (xn − xn+1)2
]]
, (6.5)
in funzione degli spostamenti dalle posizioni di equilibrio, dove κ e` la co-
stante elastica della molla indicata in Fig. (6.2(A)). In previsione del limite
termodinamico N → ∞, si possono trascurare le condizioni di Born-Von
Karman. La trasformazione canonica (6.4) diventa, in questo caso:
xn =
1√
MN
∑
q∈Q
ξqe
i qa n ; pn =
√
M
N
∑
q∈Q
dξq
dt
ei qa n . (6.6)
Sostituendo le espressioni (6.6) nella (6.5), e ricordando che, per q, q′ ∈ Q,
si ha
∑N/2
n=−N/2 e
i (q+q′)a n = (N + 1)δq′,−q, la (6.5) si trasforma in:
Harm =
1
2
∑
q∈Q
[
|piq|2 + 2ω20(1− cos(qa))︸ ︷︷ ︸
ω2
|ξq|2
]
, (6.7a)
dove ω0 =
√
κ/M . Dal momento che cos(qa) = 1 − 2 sin2(qa/2), la rela-
zione di dispersione che da` la banda acustica (Fig. (6.3-a)) e`, nel limite
termodinamico (o del continuo):
ω(q) = 2ω0| sin(qa/2)| ; q ∈
[
−pi
a
,
pi
a
]
. (6.7b)
Come si vede dalla Fig. (6.3a) e dall’eq.ne (6.7b), la relazione di dispersione
e` lineare (ω(q) = vs|q|) nel limite di grandi lunghezze d’onda (|q| << pi/a),
in cui la catena si puo` considerare come un mezzo elastico continuo. In
questo caso, la velocita` di gruppo delle onde elastiche vg(q) = dω/dq tende
al suo limite superiore vs = ω0a, che viene assunto come valore di riferimento
per la velocita` del suono. Si osservi che, viceversa, vg(q) tende a zero per
|q| → pi/a. In altri termini, le onde acustiche di alta frequenza viaggiano a
velocita` inferiore a quelle di bassa frequenza, fenomeno che si puo` facilmente
apprezzare nel caso di complessi musicali ascoltati da lontano (centinaia di
metri), e che si percepisce come un fastidioso sfasamento delle parti acute
(trombe, flauti), rispetto a quelle basse (grancassa, basso-tuba)2.
La Fig. (6.2(B)) mostra una catena elastica biatomica, nella quale sono
presenti due specie di ioni, di masse Mx e My diverse. In questo caso e` facile
vedere che:
2Si da` per scontato che l’aria si possa trattare, per quanto riguarda la trasmissione dei
suoni, come un mezzo elastico, cosa non banale da dimostrare.
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Figura 6.3: Relazioni di dispersione di catene elastiche.
Caso monoatomico (a): si genera una sola banda di frequenze (banda acu-
stica).
Caso biatomico (b): si generano due bande, separate da un gap. Le frequenze
piu` alte corrispondono alla banda ottica.
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Harm =
N/2∑
n=−N/2
[ p2x,n
2Mx
+
p2y,n
2My
+
+
κ
4
[
(xn − yn−1)2 + 2(xn − yn)2 + (yn − xn+1)2
] ]
=
=
N/2∑
n=−N/2
[
p2x,n
2Mx
+
p2y,n
2My
+
κ
2
[
(xn − yn−1)2 + (xn − yn)2
]]
, (6.8)
dove il passaggio alla seconda uguaglianza segue, nel limite N → ∞, sosti-
tuendo n + 1 con n nell’ultima sommatoria della seconda riga. A questo
punto conviene generalizzare la trasformazione canonica (6.6) introducendo
i vettori a due componenti ~ξq e ~piq = d~ξq/dt tali che:
1√
N
∣∣∣∣∣∣∣∣
xn/
√
Mx
yn/
√
My
∣∣∣∣∣∣∣∣ =
∑
q∈Q
~ξq e
i qL n (6.9a)
1√
N
∣∣∣∣∣∣∣∣
px,n
√
Mx
py,n/
√
My
∣∣∣∣∣∣∣∣ =
∑
q∈Q
~piq e
i qL n , (6.9b)
dove Q = [−pi/L, pi/L]. Sostituendo le (6.9) nella (6.8), si ottiene:
Harm =
1
2
∑
q∈Q
[
|~piq|2 + ~ξ∗qW2(q)~ξq
]
, (6.10)
con:
W2(q) =
∣∣∣∣∣∣
2ω2x −ωxωy
(
1 + ei qL
)
−ωxωy
(
1 + e−i qL
)
2ω2y
∣∣∣∣∣∣ ; ω2x,y = κMx,y . (6.11)
La diagonalizzazione della matrice 2x2 W2(q) porta alla seguente soluzione
per gli autovalori (frequenze proprie al quadrato):
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ω2±(q) = 4ω
2
0
[
1±
√
1− (1− ρ2) sin2(qL/2)
]
, (6.12)
con:
ω20 =
ω2x + ω
2
y
2
; ρ =
ω2x − ω2y
ω2x + ω
2
y
. (6.13)
Il grafico delle due bande risultanti e` riportato nella Fig. (6.3b).
Come si vede, la presenza di piu` ioni nella cella unitaria porta alla for-
mazione di piu` bande fononiche. Il numero di bande, in realta`, e` pari al
numero di frequenze diverse che caratterizzano i legami inter-ionici. Tali
differenze possono risultare non solo dalle diverse masse ioniche, ma anche
(in piu` dimensioni) dalle diverse costanti elastiche dei legami che connettono
tra loro ioni identici, ma situati diversamente gli uni rispetto agli altri. Cio`
avviene, per esempio, nei cristalli di grafite, dove i legami tra gli atomi di
Carbonio complanari sono molto piu` intensi (frequenza maggiore) di quelli
tra atomi posti in piani contigui (frequenza minore).
La banda piu` bassa e` sempre detta acustica, perche´ corrisponde ai fononi
che portano il suono (e il calore). Le bande piu` alte sono dette ottiche perche´
i fononi corrispondenti non possono venire attivati da processi termo-acustici
(di energia troppo bassa), ma solo da eventuali campi elettromagnetici,
attraverso processi di interazione fotone-fonone.
6.3 Cinematica del Continuo
A parte il caso 1-dimensionale discusso nella 6.2, e le sue ovvie generaliz-
zazioni ai casi 2-dimensionali (quadrato semplice) e 3-dimensionale (cubi-
co semplice), la diagonalizzazione in piu` dimensioni della matrice Hessiana
DNionxDNion delle costanti elastiche quadrate K(R) ≡ ∂2Utot(R) e` un pro-
blema di notevole complessita` matematica, che viene usualmente risolto per
via numerica e caso per caso. Tuttavia, se le lunghezze d’onda associate
ai fenomeni in esame sono grandi, confrontate con le distanze inter-ioniche,
l’approssimazione del continuo fornisce uno strumento di indagine abbastan-
za semplice e universale anche per la dinamica degli ioni, come gia` visto per
la dinamica elettronica nei metalli (Sez. 2.2). In questo caso, cio` che in-
teressa e` la dinamica del mezzo continuo stesso (il jellium della Sez. 2.2),
vale a dire l’evoluzione nel tempo della sua ‘deformazione’, rispetto a una
configurazione iniziale di riferimento, sotto l’azione di qualche sollecitazione
esterna o interna.
Premesso che la Cinematica si occupa, in generale, del problema di in-
dividuare la struttura formale delle variabili che individuano lo stato di un
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sistema3, la Cinematica dei Continui costituisce un importante capitolo della
Fisica, le cui applicazioni vanno dalla teoria dell’elasticita`, di cui ci occu-
peremo nel testo presente, fino alla Relativita` Generale, passando per la
Fluidodinamica4. Come vedremo, lo stato del Continuo e` determinato da
due campi tensoriali xjn(~R, t) e ∂txjn(~R, t) (j, n = 1, 2, 3), dove t e` il tempo
e ~R ∈ A(0) e` un vettore che individua la posizione di un punto del conti-
nuo, nella configurazione di riferimento A(0), che viene assegnata una volta
per tutte. L’evoluzione temporale A(t) della configurazione e` caratterizzata
dalle posizioni dei punti ~R
′(
t, ~R
)
, dove si assume che, ad ogni istante, ogni
punto della configurazione ‘deformata’ A(t) sia in corrispondenza biunivo-
ca con la sua (e solo sua) posizione corrispondente nella configurazione di
riferimento A(0) (Figura 6.4).
L’effetto di una deformazione sul continuo e` quello di modificare le di-
stanze tra la stessa coppia di punti prima e dopo la deformazione stessa,
ossia, di modificare la metrica locale dello spazio occupato dal continuo.
Assegnare la variazione della distanza infinitesima tra coppie di punti per-
mette di costruire una rappresentazione esatta di tutta la deformazione. Sia
quindi
d`2 =
(dRj)
2︷ ︸︸ ︷
dRjdRj (6.14)
la distanza al quadrato tra due punti ~R + d~R e ~R, in A(0), espressa in
co-ordinate cartesiane Rj (j = 1, 2, 3), con la convenzione di somma sugli
indici ripetuti. Si noti la differenza tra il simbolo (dRj)
2 =
∑
j dR
2
j e quello
dR2j , che rappresenta il quadrato del singolo termine dRj .
Tralasciando la dipendenza dal tempo, si definisce il vettore spostamento
~x:
~x
(
~R
)
= ~R
′(~R)− ~R , (6.15)
in termini del quale e` possibile esprimere la distanza quadrata nella configu-
razione A(t), cioe` tra i due punti ~R ′(~R + d~R) e ~R ′(~R), come risulta dalle
(6.15) e (6.14):
3Il punto materiale, per esempio, e` individuato da una coppia di vettori 3-dimensionali
di numeri reali (posizione e velocita` del punto), mentre il Corpo Rigido richiede, oltre a
questa, anche una terna di angoli (angoli di Eulero), e le relative velocita` angolari.
4Il testo presente e` tratto dai primi capitoli della referenza [15], che puo` servire come
punto di riferimento anche per sviluppi sulla dinamica dei continui che non verranno
trattati qui.
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Figura 6.4: Cinematica del continuo.
La configurazione di riferimento A(0) (in nero) e quella deformata A(t) (in
rosso). Sono indicati il punto ~R e il suo corrispondente ‘deformato’ ~R
′
.
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(d`
′
)2 =
[
R
′
j
(
~R+ d~R
)−R ′j (~R)]2 =
=
[
Rj + dRj + xj
(
~R+ d~R
)− (Rj + xj(~R))]2 =
= [dRj + (∂xj/∂Rn) dRn]
2 =
= d`2 + 2
∂xj
∂Rn
dRndRj︸ ︷︷ ︸
=(∂xn/∂Rj)dRndRj
+
∂xm
∂Rn
∂xm
∂Rj
dRndRj
(si ricordi sempre la convenzione di somma sugli indici ripetuti). L’espres-
sione precedente viene riscritta in forma piu` compatta:
(d`
′
)2 = d`2 + 2xjn
(
~R
)
dRndRj (6.16a)
dove la quantita` adimensionale a due indici
xjn
(
~R
)
=
1
2
[ ∂xj
∂Rn
+
∂xn
∂Rj
+
II ordine︷ ︸︸ ︷
∂xm
∂Rn
∂xm
∂Rj
]
≈
≈ 1
2
[
∂xj
∂Rn
+
∂xn
∂Rj
]
(6.16b)
determina una matrice 3x3, denominata tensore delle deformazioni (o degli
strains). L’approssimazione al primo ordine nei ∂xj/∂Rn e` giustificata dal
fatto che per deformazioni ragionevoli, tali quantita` risultano molto minori
di 1. A questo proposito, si osservi che l’entita` del vettore spostamento ~x
nella (6.15), (quantita` con dimensioni di una lunghezza), non va confusa con
l’entita` degli
xjn
(
~R
)
= 2
(
d`
′
)2 − d`2
dRjdRn
(numeri puri). Questi ultimi, infatti, misurano la variazione relativa delle
distanze quadrate fra coppie di punti ‘infinitamente’ vicini.
Come funzione di ~R, il tensore delle deformazioni
[
xjn
(
t, ~R
)]
=
[
xnj
(
t, ~R
)]
e` il campo tensoriale che individua la configurazione deformata del conti-
nuo, assegnando ad ogni punto ~R della configurazione di riferimento A(0),
99
una matrice simmetrica. Come funzione del tempo, questo campo tenso-
riale rappresenta l’insieme di parametri Lagrangiani che determinano la
‘posizione’del continuo deformabile. Dalla simmetria della matrice, segue la
possibilita` di diagonalizzarla attraverso una rotazione degli assi Cartesiani,
corrispondente a una matrice unitaria O~R:∣∣∣∣∣∣
x11 x12 u13
x21 x2,2 x23
x31 x132 x33
∣∣∣∣∣∣
~R
= O−1~R
∣∣∣∣∣∣
x˜1 0 0
0 x˜2 0
0 0 x˜3
∣∣∣∣∣∣
~R
O~R (6.17)
(il pedice ‘~R’ indica che ognuno degli elementi di matrice che entrano nell’e-
spressione (6.17) dipende dalla posizione indeformata). Gli autovalori x˜j(~R)
(j = 1, 2, 3) della matrice risultante dal tensore delle deformazioni sono ov-
viamente reali, come ulteriore conseguenza della simmetria. Poiche´ la distan-
za e` invariante per rotazioni, l’espressione (6.16a) puo` essere rappresentata
nel sistema di riferimento ruotato:(
d`
′)2
=
(
dR
′
j
)2
= (dRj)
2 + 2x˜j
(
~R
)
dR2j , (6.18)
da cui si deduce che, nella direzione di ciascuno degli assi cartesiani ruotati,
le variazioni di lunghezza infinitesime risultanti dalla deformazione sono:
dR
′
j = dRj
√
1 + 2x˜j
(
~R
)
(6.19)
(senza regola degli indici ripetuti, ovviamente). La variazione relativa di
lunghezza, lungo l’asse (ruotato) j, risulta allora:
dR
′
j − dRj
dRj
=
√
1 + 2x˜j
(
~R
)− 1 ≈ I ordine ≈ x˜j(~R) . (6.20)
In breve, gli autovalori della matrice delle deformazioni rappresentano le
variazioni relative di lunghezza nella direzione di ciascuno dei tre assi Car-
tesiani ruotati, dette anche dilatazioni (x˜j > 0) o contrazioni (x˜j < 0).
Quanto precede illustra un importante risultato della cinematica dei con-
tinui: dato un parallelepipedo retto infinitesimo, di lati dRj , nella configu-
razione A(0), avente come spigolo il punto ~R, il risultato di qualsiasi defor-
mazione si puo` scomporre in una rotazione O~R del parallelepipedo stesso,
attorno a ~R, accompagnata da un dilatazione/contrazione dei lati (Figura
6.5).
Un altro importante risultato riguarda la variazione dei volumi infinite-
simi dV (~R), a seguito di una deformazione. Dato che dV = dR1dR2dR3 e,
in base alla (6.19)
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Figura 6.5: Scomposizione della deformazione.
Un cubo di lato infinitesimo, nella configurazione di riferimento A(0) (in
nero), viene ruotato e i suoi lati vengono allungati/accorciati secondo la
(6.19), passando alla configurazione deformata A(t) (in rosso).
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dV ′ = dR
′
1dR
′
2dR
′
3 =
=
3∏
j=1
(1 + x˜j) dRj = ( I ordine) = dV
1 + 3∑
j=1
x˜j
 ,
si ha immediatamente la variazione relativa di volume infinitesimo, detta
dilatazione ∆
(
~R
)
:
∆
(
~R
)
=
dV ′ − dV
dV
=
3∑
j=1
x˜j = xjj
(
~R
)
. (6.21a)
Infatti, poiche´ la traccia di una matrice e` invariante per rotazioni, la som-
ma degli autovalori del tensore delle deformazioni, nella (6.21a), coincide
con la somma (indici ripetuti!) degli elementi della diagonale principale in
qualunque base. In particolare, ricordando la (6.16b) e la (6.15), si ottiene
∆
(
~R
)
= div ~R~x
(
~R
)
, (6.21b)
cioe´: la dilatazione e` data dalla divergenza del vettore spostamento.
Per concludere questo breve compendio di cinematica dei continui, e`
utile esprimere il tensore delle deformazioni come somma di due tensori
particolari:
xjn =
[
xjn − 1
3
δjnx``
]
︸ ︷︷ ︸
x
(sh)
jn
+
x
(cp)
jn︷ ︸︸ ︷
1
3
δjnx`` . (6.22)
Per la (6.21a), il tensore a traccia nulla x(sh) corrisponde a una deformazione
che non modifica il volume (infinitesimo) della regione, e dunque puo` soltanto
modificarne la forma. Tale tensore e` denominato ‘di slittamento’ o di ‘shear’.
Al contrario, il tensore x(cp), proporzionale alla matrice identita` (si ricordi
che x`` e` la traccia), e` invariante per rotazioni e corrisponde a una pura
variazione del volume. Per questa ragione e` denominato ‘compressionale’.
6.4 Dinamica del Continuo
La dinamica Newtoniana dei continui si basa, come quella dei punti mate-
riali, sulla proporzionalita` tra forza e accelerazione, attraverso la massa. In
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questo caso, tuttavia, ci si riferisce ad azioni che interessano un volume W
(indeformato) nel suo insieme, il che porta a introdurre il concetto di densita`
di massa ρm(~R) e il vettore densita` di forza (forza per unita` di volume) ~F (~R),
di componenti Cartesiane Fj(~R). Sotto ipotesi molto generali sulle Fj(~R)
5,
e` possibile definire tre vettori ~σj , tali che Fj(~R) = div ~R~σj , da cui, definendo
σjn la componente n-esima del j-esimo vettore, si ha Fj = ∂σjn/∂Rn. La ver-
sione ‘continuizzata’ della legge di Newton coinvolge quindi l’accelerazione
del vettore spostamento (6.15) nel modo seguente:
∫
W
dV ρmx¨j =
∫
W
dV Fj =
∫
W
dV
∂σjn
∂Rn
⇒
⇒ ρmx¨j = ∂σjn
∂Rn
. (6.23)
Questo porta alla definizione di tensore degli sforzi (o degli stress), di ele-
menti σjn(~R), attraverso il quale l’azione delle forze, agenti sui punti, viene
trasformata in quella delle pressioni, agenti su un volume. E` facile vedere,
infatti, che le dimensioni fisiche del tensore degli sforzi sono quelle di una
pressione (forza/superficie).
Un’altra conseguenza delle leggi di Newton e` la relazione di proporzio-
nalita` tra la densita` del momento delle forze e la variazione della densita`
del momento della quantita` di moto. Nella referenza [15] si dimostra che da
questo discende la simmetria del tensore degli sforzi:
σjn(~R) = σnj(~R) . (6.24)
Consideriamo ora il lavoro totale fatto della densita` di forze, per realiz-
zare gli spostamenti infinitesimi δ~x(~R), all’interno del volume di riferimento
W:
5Non si confondano queste ipotesi con quelle, piu` restrittive, che porterebbero a scrivere
~F = grad~RU , cioe` che la densita` di forza sia derivabile da una ‘densita` di potenziale’U(
~R).
Per cio` che si deve intendere come ‘densita` di potenziale’, vedi il seguito.
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δL =
∫
W
dV δL =
∫
W
dV Fjδxj =
=
∫
W
dV
∂σjn
∂Rn
δxj =
∫
W
dV
(
div ~R~σj
)
δxj =
= −
∫
W
dV
∂δxj
∂Rn
σjn︸ ︷︷ ︸
−δL
+
δLsup=0︷ ︸︸ ︷∫
Σ(W)
d~S · ~σjδxj , (6.25)
in cui, nella prima linea si e` introdotta la densita` di lavoro δL, e nel pas-
saggio tra la seconda e la terza linea, si e` applicato il teorema di Gauss.
Dunque d~S e` l’elemento infinitesimo orientato della superficie Σ(W) che
racchiude W, e δLsup = 0 rappresenta il lavoro di superficie, che si annulla
per puri spostamenti interni. Utilizzando la (6.16b) nell’ultima espressione
(6.25), insieme alla relazione di simmetria (6.24), e` immediato scrivere, per
la densita` di lavoro:
δL = −1
2
[
σjn
∂δxj
∂Rn
+ σnj
∂δxn
∂Rj
]
=
= −1
2
[
σjn δ
(
∂xj
∂Rn
)
+ σnj δ
(
∂xn
∂Rj
)]
= −σjnδxjn ,
avendo presente che le derivate (∂) delle variazioni (δ) equivalgono alla va-
riazione delle derivate. L’espressione precedente evidenzia la proporzionalita`
tra densita` di lavoro e tensore delle deformazioni, attraverso il tensore degli
sforzi. Se e` possibile introdurre una densita` di energia potenziale U(xjn),
funzione del campo tensoriale delle deformazioni, la cui variazione uguagli
la densita` di lavoro cambiata di segno, allora l’equazione precedente da`:
dU = −δL = σjnδxjn ⇒ σjn = ∂U
∂xjn
. (6.26)
L’equazione (6.26) rappresenta, nel continuo, cio` che, per il punto materiale,
e` la richiesta che la forza derivi da un potenziale. In ultima analisi, quindi,
la (6.26) equivale a introdurre un tensore degli sforzi conservativo, tale, cioe`,
che la densita` di lavoro compiuto tra due configurazioni diverse non dipende
dal percorso seguito nello spazio degli xjn.
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6.5 Il Continuo Elastico: modi Trasversali e Lon-
gitudinali
Dal punto di vista formale, la dinamica del continuo elastico si realizza
attraverso un semplice modello di densita` di energia:
U = µ
(
x
(sh)
jn
)2
+
κ
2
(
x
(cp)
jn
)2
+ U0 =
= µ
(
xjn − 1
3
δjnx``
)2
+
κ
2
(
x``
)2
+ U0 , (6.27)
in cui entrano le componenti quadrate dei tensori di shear e compressio-
nale (eq.ne (6.22)), attraverso due costanti di proporzionalita` positive µ e
κ. Queste sono dette, rispettivamente, modulo di shear e modulo di com-
pressione uniforme, hanno dimensioni fisiche di pressioni, e si ricavano da
opportune tabelle di valori, in dipendenza del materiale, della temperatura,
ecc... L’ordine di grandezza tipico (per i metalli) e` 101÷2GPa (Giga-Pascal).
Dal punto di vista fisico, il modello elastico (6.27) rappresenta la den-
sita` di energia dovuta a piccole deformazioni attorno ad una configurazione
indeformata di equilibrio, con energia U0. La positivita` di µ e κ, infatti, as-
sicura che nello spazio delle variabili di stato del sistema (le componenti del
tensore delle deformazioni), U0 e` un minimo. Si intuisce facilmente come
l’espressione (6.27) rappresenti, per il continuo, cio` che un’energia poten-
ziale parabolica (e positiva) rappresenta per il punto materiale. Si tratta,
in buona sostanza, di una generalizzazione dell’oscillatore armonico, ad un
caso infinito-dimensionale, in cui le variabili Lagrangiane sono costituite dal
campo tensoriale delle deformazioni.
Come utile esercizio, che aiuta a familiarizzarsi con il formalismo degli
indici ripetuti, si lascia al lettore la dimostrazione (che sembra banale, ma
non lo e`) della formula:
∂U
∂xjn
= κδjnx`` + 2µ
(
xjn − 1
3
δjnx``
)
= dalla (6.26) = σjn .
da cui segue, per la (6.23):
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ρmx¨j = κ
∂x``
∂Rj
+ 2µ
(
∂xjn
∂Rn
− 1
3
∂x``
∂Rj
)
= per la (6.16b)
= κ
∂2x`
∂Rj∂R`
+ 2µ
[
1
2
(
∂2xn
∂Rj∂Rn
+
∂2xj
∂Rn∂Rn
)
− 1
3
∂2x`
∂Rj∂R`
]
=
= µ
∂2xj
∂Rn∂Rn
+
(
κ+
µ
3
) ∂2xn
∂Rj∂Rn
, (6.28)
che rappresenta l’equazione evolutiva alle derivate parziali per le componenti
Cartesiane del vettore spostamento. Ricordando la regola della somma sugli
indici ripetuti, si ha:
∂2x`
∂Rj∂R`
= div ~R
(
grad~Rxj
)
;
∂2xn
∂Rj∂Rn
=
[
grad~R
(
div ~R~x
)]
j
col che l’equazione (6.28) puo` essere scritta in una forma piu` semplice che,
inoltre, non dipende dal sistema di riferimento scelto (Cartesiano o altro):
ρm~¨x = µ∇2~R~x+
(
κ+
µ
3
)
grad~R
(
div ~R~x
)
. (6.29)
E` inteso che ∇2~R e` il Laplaciano, applicato a ciascuna delle componenti di ~x.
L’equazione (6.29) e`, in realta`, una semplice equazione delle onde. Nel
caso di una densita` ρm uniforme (grad~Rρm = 0), la soluzione generale risulta
dalla sovrapposizione lineare di onde piane del tipo:
~x = ~x0(t)e
i~q·~R , (6.30)
Infatti, inserendo questa espressione nella (6.29) si ottiene facilmente un’e-
quazione differenziale nel tempo per il vettore ~x0:
ρm~¨x0 = −µ q2~x0 −
(
κ+
µ
3
)
~q(~q · ~x0) . (6.31)
Scomponendo ~x0 in un vettore parallelo e in uno perpendicolare al vettore
d’onda ~q:
~x0(t) = x‖(t)
~q
q
+ ~x⊥(t) con ~x⊥(t) · ~q = 0 , (6.32)
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l’equazione (6.31) si separa in due equazioni indipendenti:
x¨‖ = −ω2`x‖ ; ω` = q
c`︷ ︸︸ ︷√
κ+ 4µ/3
ρm
(6.33a)
~¨x⊥ = −ω2tr~x⊥ ; ωtr = q
√
µ
ρm︸ ︷︷ ︸
ctr
, (6.33b)
le cui soluzioni (∝ exp(−iω`,trt)) completano la (6.30):
~x(~R, t) =
[
x
(`)
‖
~q
q
e−iω`t + ~x(tr)⊥ e
−iωtrt
]
ei~q·~R + c.c. , (6.33c)
dove x
(`)
‖ e ~x
(tr)
⊥ sono costanti da determinarsi attraverso le condizioni iniziali.
Le condizioni al contorno, invece, selezionerebbero i vettori d’onda, problema
che non si pone nel limite (termodinamico) di un continuo infinito, per il
quale i ~q sono vettori reali arbitrari.
Le equazioni (6.33) mostrano gli aspetti fisici salienti della dinamica
del continuo elastico: gli spostamenti dalla configurazione di equilibrio so-
no scomponibili in modi longitudinali (o compressionali) e trasversali (o di
shear), cioe` onde piane, monocromatiche, di vettore d’onda ~q, caratterizza-
te da stati di polarizzazione paralleli o ortogonali a ~q, a cui corrispondono,
rispettivamente, le frequenze ω` e ωtr, con velocita` c` e ctr (eq.ni (6.33a),
(6.33b)). Si noti che la velocita` dei modi longitudinali e` necessariamente
piu` elevata di quella dei modi trasversali, sebbene l’ordine di grandezza di
entrambe sia, comunque, 105cm/s, tipico della velocita` del suono.
E` importante notare che la procedura che porta all’equazione delle onde
(6.29) si applica anche ai reticoli discreti (cristalli, vetri, ecc.), periodici e
non. L’unica differenza e` la relazione di dispersione, tra le frequenze dei
modi propri ondulatori e i vettori d’onda. Nell’approssimazione del conti-
nuo, tale relazione e` lineare (eq.ni (6.33a), (6.33b)), mentre nei casi discreti
la linearita` si applica soltanto nel limite q → 0, e si perde completamente
quando i vettori d’onda diventano confrontabili con l’inverso delle distanze
interatomiche (vedi Fig. 6.3). In effetti, la stessa distinzione tra i modi
longitudinali e trasversali e` una conseguenza dell’approssimazione del conti-
nuo. A stretto rigore, quindi, tale distinzione non e` applicabile alle strutture
discrete, se non come approssimazione valida soltanto per onde di lunghezza
d’onda grande confrontata con le distanze interatomiche.
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6.6 I Fononi e l’Operatore di Dilatazione
La dinamica classica dei modi elastici (trasversali o longitudinali) e` gover-
nata dalle equazioni (6.33). La nozione di Fonone (portatore di suono) di-
scende dal trattamento quantistico del problema. A questo scopo, si deriva
la densita` di Hamiltoniana elastica:
Hfon = 1
2
[(
pj
)2
ρm
+
(U(xjn)− U0)] =
=
1
2
[(
pj
)2
ρm
+
α
2
(xjj)
2 +
β
2
(xjn)
2
]
, (6.34a)
dove, ricordando la (6.27), invece dei moduli κ e µ, si sono introdotti altri
due moduli:
α = κ− 2µ
3
; β = 2µ , (6.34b)
per comodita` di calcolo. I parametri Lagrangiani che entrano nella (6.34a),
tramite gli xjn, sono gli spostamenti ~x(~R), mentre i ~p(~R) rappresentano
i rispettivi momenti coniugati canonici. Poiche´ la dinamica classica del
problema si riduce a quella di tre oscillatori armonici6 per ciascun vettore
d’onda ~q (eq.ni (6.33)), ci si aspetta che l’Hamiltoniana
Hfon =
∫
W
dVHfon (6.35)
si riconduca ad una somma (sui ~q) di Hamiltoniane di singolo oscillato-
re. Questo si realizza attraverso una trasformazione canonica, che con-
nette le variabili Lagrangiane e i momenti coniugati originari ~x(~R), ~p(~R)
(‘indicizzati’ dalle posizioni ~R), a nuove variabili e momenti ~Q(~q), ~P (~q)
(‘indicizzati’ dai vettori d’onda ~q). Tale trasformazione e`, a tutti gli effetti,
la trasformata di Fourier nella regione W di volume V :
6Un oscillatore per i modi longitudinali, nella stessa direzione di ~q, piu` due oscillatori
nel piano ortogonale a ~q, per i modi trasversali.
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~Q(~q) =
1√
V
∫
W
d~R ei~q·~R~x(~R) ⇒ ~x(~R) = 1√
V
∑
~q
e−i~q·~R ~Q(~q) (6.36a)
~P (~q) =
1√
V
∫
W
d~R ei~q·~R~p(~R) ⇒ ~p(~R) = 1√
V
∑
~q
e−i~q·~R ~P (~q) (6.36b)
~Q(−~q) = ~Q∗(~q) ; ~P (−~q) = ~P ∗(~q) , (6.36c)
dove la (6.36c) segue, ovviamente, dalla condizione che gli spostamenti e i
relativi momenti coniugati siano reali. In base alle proprieta` delle trasfor-
mate di Fourier, le somme vanno fatte sui ~q che soddisfano a condizioni al
contorno opportune (periodicita` o annullamento), sulla superficie Σ(W). In
previsione del limite termodinamico (V → ∞), ci riferiremo semplicemente
a ‘somme sui vettori d’onda risonanti’, senza necessita` di specificare le con-
dizioni di risonanza usate.
Applicando la definizione (6.16b) alla prima delle espressioni (6.36a), si
ottiene facilmente:
xjn =
i
2
√
V
∑
~q
[
Qj(~k)kn +Qn(~k)kj
]
ei~q·~R . (6.37)
Dalla formula fondamentale:∫
W
ei
~R(~q
′
+~q)d~R = V δ~q′,−~q ,
dalle (6.36) e dalla (6.37), seguono le espressioni:
∫
W
(
pj
)2
=
∑
~q
|~P (~q)|2
∫
W
(
xjj
)2
d~R =
∑
~q
|~q · ~Q(~q)|2
∫
W
(
xjn
)2
d~R =
1
2
∑
~q
[
|~q|2| ~Q(~q)|2 + |~q · ~Q(~q)|2
]
,
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che, richiamando le (6.34) e (6.38), portano alla:
Hfon =
1
2
∑
~q
[
|~P (~q)|2
ρm
+ (α+ β/2)|~q · ~Q(~q)|2 + (β/2)|~q|2| ~Q(~q)|2
]
.
In analogia con quanto fatto nella Sezione 6.5 per ~x, anche ~Q = ~Q` +
~Qtr e ~P = ~P` + ~Ptr si possono scomporre secondo le direzioni parallela (o
longitudinale `) e perpendicolari (o trasversali tr) a ~q, col che l’equazione
precedente diventa, ricordando le (6.34b) e le (6.33):
Hfon =
1
2
∑
ξ=`, tr
∑
~q
[
|~Pξ(~q)|2
ρm
+ ρmω
2
ξ |~q|2| ~Qξ(~q)|2
]
. (6.38)
Come previsto, dunque, l’Hamiltoniana risulta da una somma di oscillatori
armonici indipendenti, con le frequenze caratteristiche dei modi longitudi-
nali e trasversali. La loro quantizzazione puo` essere fatta introducendo gli
operatori di creazione e distruzione bosonici:
~b†ξ(~q) = −
i√
2ρmh¯ωξ
~Pξ(~q) +
√
ωξρm
2h¯
~Qξ(~q) (6.39a)
~bξ(~q) =
i√
2ρmh¯ωξ
~Pξ(−~q) +
√
ωξρm
2h¯
~Qξ(−~q) , (6.39b)
che creano/distruggono un bosone senza massa, denominato, appunto fono-
ne, di energia h¯ωξ e impulso h¯~q, il cui indice ξ = `, tr ne qualifica lo stato
di polarizzazione longitudinale o trasversale, rispetto alla direzione del pro-
prio impulso. L’Hamiltoniana elastica (6.38), allora, assume la forma piu`
semplice possibile:
Hfon =
∑
ξ=`, tr
∑
~q
h¯ωξ
[
~b†ξ(~q) ·~bξ(~q) + 1/2
]
, (6.39c)
in cui ~b†ξ(~q) ·~bξ(~q) rappresenta l’operarore numero di fononi (longitudinali o
trasversali).
Dalle (??), (??) segue immediatamente che:
~Qξ(~q) =
√
h¯
2ωξρm
[
~b†ξ(~q) +~bξ(−~q)
]
,
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che, sostituita nella seconda delle (6.36a), permette di esprimere ~x in termini
degli operatori di creazione/distruzione fononici:
~x(~R) =
1√
V
∑
ξ
∑
~q
√
h¯
2ωξρm
[
~b†ξ(~q)e
−i~q·~R +~bξ(−~q)e−i~q·~R
]
. (6.40a)
Infine, ricordando la (6.21b), l’equazione (6.40a) fornisce la rappresentazione
dell’operatore dilatazione:
∆(~R) = div ~R~x = −
i√
V
∑
ξ
∑
~q
√
h¯
2ωξρm
~q ·
[
~b†ξ(~q)e
−i~q·~R −~bξ(~q)ei~q·~R
]
=
= − i√
V
∑
~q
√
h¯
2ω`ρm
q
[
b†`(~q)e
−i~q·~R − b`(~q)ei~q·~R
]
, (6.40b)
dove si e` tenuto conto del fatto che il prodotto scalare nella prima riga
si annulla per i fononi trasversali, mentre per i fononi longitudinali che
appaiono nella seconda riga, gli opertori di creazione/distruzione sono senza
segno di vettore, essendo inteso che si riferiscono a fononi che viaggiano
lungo l’unica direzione ~q/q di interesse.
Come e` ragionevole, l’operatore di dilatazione, che misura la variazione
relativa di volume, dipende soltanto dai fononi longitudinali, legati ai modi
compressionali. E` anche importante sottolineare che ∆(~R) non conserva
il numero di fononi, il che non v`ıola alcun principio di conservazione, dal
momento che le particelle prive di massa (e quindi di carica) possono essere
create e distrutte da un ‘vuoto’ opportuno, che in questo caso e` lo stato
fondamentale di tutti gli oscillatori che appaiono nella (6.38).
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Parte IV
L’Interazione Elettrone-Ione
al di la` dell’approssimazione
di Born-Oppenheimer
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Capitolo 7
Interazione elettrone-fonone
7.1 Processi a singolo fonone in un continuo con-
duttore
Se si abbandona l’approssimazione di Born-Oppenheimer degli ioni fissi, l’in-
terazione elettrone-ione non si limita piu` a generare un’energia potenziale
costante e identica per ciascuno degli elettroni, come, per esempio, quella
periodica nello spazio, che da` origine alle bande (Cap. 1, Sez.ni 1.1 - 1.3). Il
moto degli elettroni, infatti, modifica lo stato degli ioni, il che, a sua volta,
si riflette sullo stato degli elettroni stessi. La dinamica del sistema, allora,
non puo` piu` essere separata in una parte elettronica, indipendente da quella
ionica. Come vedremo, questo processo interattivo puo` essere rappresenta-
to come uno scambio di fononi tra il reticolo ionico e gli elettroni, di cui
il primo e piu` importante elemento sono gli scambi a singolo fonone. In
questo caso, l’interazione viene approssimata come una serie di ‘urti’ che
creano/distruggono un solo fonone alla volta.
L’energia di interazione fra un singolo elettrone in ~r e gli N ioni del
reticolo
{
~Rn; n = 1, 2, . . . , N
}
si scrive:
Uel−ion
(
~r; ~R1, ~R2, . . . , ~RN
)
=
=
N∑
n=1
ueff
(|~r − ~Rn|) = ∑
~R
ueff
(|~r − ~R− ~x(~R)|)→ (lim.cont.)
(lim.cont.) →
∫
W
d~Rρ(~R)ueff
(|~r − ~R− ~x(~R)|), (7.1)
dove, nel passaggio tra la prima e la seconda espressione della seconda ri-
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ga, si e` identificato ogni ione con la sua posizione nel reticolo fisso, e si e`
introdotto lo spostamento ~x(~R) dello ione stesso dalla posizione fissa. E`
immediato identificare ~R con la configurazione indeformata, e ~x(~R) con il
vettore spostamento che individua la configurazione deformata. L’approssi-
mazione del continuo, a questo punto, segue senza difficolta`, nella terza riga,
introducendo la densita` numerica ρ (numero di ioni/cm3). Sviluppando in
serie di ~x l’espressione precedente, si ha:
Uel−ion(~r) =
U
(BO)
el−ion︷ ︸︸ ︷∫
W
d~Rρ(~R)ueff
(|~r − ~R|)+
+
∫
W
d~Rρ(~R)~x(~R) · ∇~Rueff
(|~r − ~R|)︸ ︷︷ ︸
interazioni a 1 fonone
+ o
(
~x2
)︸ ︷︷ ︸
interazioni a piu` fononi
,
(7.2)
dove U
(BO)
el−ion (ordine zero) coincide con l’approssimazioone di Born-Oppenheimer
degli ioni fissi. Invece l’approssimazione al primo ordine (detta anche ‘di
Nordheim’) e` quella che da` i contributi a singolo fonone e di cui ci occu-
peremo sistematicamente nel seguito. D’ora in poi, il termine o
(
~x2
)
verra`
omesso per brevita`, pur conservando il segno di uguaglianza tra i due membri
delle equazioni. Assumiamo, in generale, che la densita` del continuo possa
dipendere dalla posizione ~R. Se ci si aspetta che la variazione percentuale
δρ, rispetto ad una densita` uniforme ρ0, sia piccola, conviene porre:
ρ(~R) = ρ0
[
1 + δn(~R)
]
. (7.3)
Al secondo integrale nella (7.2) si puo` applicare il teorema di Gauss, che,
per spostamenti nulli sulla superficie di W, da`:
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Uel−ion(~r) =
= U
(BO)
el−ion − ρ0
∫
W
d~R ueff (|~r − ~R|)
[
(1 + δn)(∇~R · ~x) + (∇~Rδn) · ~x
]
=
= ρ0
∫
W
d~R ueff (R)
[
1 + δn(~r + ~R)
]
−
− ρ0
∫
W
d~R ueff (R)
[
(1 + δn)∆ + (∇~Rδρ) · ~x
]
~R+~r
. (7.4)
Nel passaggio tra la seconda e la terza uguaglianza si e` tenuto conto del
limite termodinamico W → R3 e si e` fatta la sostituzione ~R − ~r → ~R,
ricordando, infine, che la divergenza del vettore spostamento e` l’operatore
di dilatazione ∆ (eq.ne (6.21b)).
Nel Cap. 2 si e` dimostrato che l’energia Coulombiana di interazione tra
due cariche Q1, Q2 si modifica a causa dell’induzione prodotta dai moti delle
altre cariche. In particolare, nel caso dei metalli, e nell’approssimazione del
continuo (jellium), si ha un effetto di schermaggio che porta il Coulombiano
a decadere esponenzialmente, con una lunghezza di schermaggio q−10 dell’or-
dine di poche distanze interatomiche (energia potenziale di Thomas-Fermi,
eq.ne (2.20)). Dunque l’effettivo volume di integrazione negli integrali del-
l’ultima espressione (7.4) e` dell’ordine di q−30 , quindi molto piccolo, rispetto
al volume ‘infinitesimo’ d~R che, per l’approssimazione stessa del continuo,
contiene un numero grande di siti reticolari. E` allora ragionevole sviluppare
gli integrandi in serie di ~R, di punto iniziale ~0, il che porta:
Uel−ion(~r) = −C1 [1 + δn(~r)] + C1∆(~r)+ (7.5a)
+ C1
[
δn(~r)∆(~r) + ~x(~r) · ∇~r(δn) + o
(
q−30
)]︸ ︷︷ ︸
trascurabili
(7.5b)
con
C1 = −ρ0
∫
R3
d~R ueff (r) . (7.5c)
Applicando la (2.20) alla (7.5c), con Q1 = −e (carica elettronica) e Q2
una carica ionica dello stesso ordine di grandezza, la costante C1 risulta
essere, per un metallo tipico, dell’ordine di qualche eV. Si noti che C1
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e` positiva. La trascurabilita` dei termini indicati nella (7.5b) segue dalla
assunzione che x(~R) e ∆(~R) siano molto piccoli, e che δn(~R), a sua volta,
vari sensibilmente su scale molto grandi, rispetto a q−10 . D’ora in avanti, ci
limiteremo a utilizzare la (7.5a), mantenendo il segno di uguaglianza.
Nell’ambito delle approssimazioni fatte, il quadro che si ricava dalla
(7.5a) e` piuttosto semplice: l’interazione elettrone-ione si realizza attraverso
un’energia potenziale, funzione della co-ordinata ~r dell’elettrone. Una parte
e` proporzionale alla densita` ionica, mentre l’altra e` proporzionale alla dila-
tazione ∆(~r). Nel caso di una densita` (indeformata) uniforme (δn = 0), il
termine di Born-Oppenheiner si riduce ad una costante negativa, come gia`
visto nelle Sez.ni 1.1 - 1.3.
7.2 L’interazione elettrone-fonone nel continuo con-
duttore
L’interazione elettrone-fonone e` data semplicemente dalla Uel−ion(~r), at-
traverso la rappresentazione di 2a quatizzazione dell’operatore dilatazione
(eq.ne (6.40b)). Per il momento, ci limiteremo al caso di densita` uniforme:
Uel−ion(~r) = −C1 − iC1√
V
∑
~q
√
h¯
2ω`ρm
q
[
b†(~q)e−i~q·~r − b(~q)ei~q·~r
]
. (7.6)
Si osservi che il pedice ` e` stato eliminato dagli operatori di creazione/distruzione
per brevita`: d’ora in avanti si dara` per scontato che i fononi di cui si par-
la sono solo longitudinali. In effetti, questi sono gli unici che intervengo-
no nei processi a singolo fonone, mentre nei processi a piu` fononi possono
intervenire anche fononi trasversali.
Per cio` che riguarda l’elettrone, la (7.6) e` un operatore a una particella,
la cui rappresentazione di 2a quantizzazione, in termini degli operatori di
creazione/distruzione c†σ, cσ (σ =↑, ↓ e` lo spin), si completa facilmente, se-
condo le regole viste nella Sez.ne 3.1. Il calcolo e` particolarmente semplice,
se si assumono onde piane 〈~r |~k 〉 = ei~k·~r/√V , come stati di singolo elettrone,
in accordo con la teoria di Hartree-Fock (Sez.ne 3.5). In tal caso, essendo
〈 ~k′ |e±i~q·~r| ~k〉 = δ~k,~k′∓~q ,
la (7.6) diventa:
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Uel−fon ≡ Uel−ion + C1 = − iC1√
V
∑
σ
∑
~k,~q
√
h¯
2ω`(q)ρm
×
× q
[
b†(~q)c†σ(~k − ~q)cσ(~k)− b(~q)c†σ(~k + ~q)cσ(~k)
]
=
= −i
∑
σ
∑
~k,~q
Λ(q)c†σ(~k + ~q)cσ(~k)
[
b†(−~q)− b(~q)
]
, (7.7a)
con
Λ(q) =
C1q√
V
√
h¯
2ω`(q)ρm
. (7.7b)
L’espressione (7.7a) segue dalla riga precedente per sostituzione ~q → −~q
negli addendi proporzionali a b†(~q), e osservando che Λ(q) dipende da q = |~q|
ed e` quindi invariante per il cambio di segno.
La (7.7a) mostra chiaramente che l’interazione elettrone-ione e` stata tra-
sformata in una serie di urti dell’elettrone con il reticolo (approssimato dal
jellium), in ognuno dei quali viene assorbito o emesso un fonone di impulso
±h¯~q, tale da garantire la conservazione dell’impulso totale (Fig. 7.1).
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k + q
K
k + q
K
q
-q
Figura 7.1
(a) (b)
Figura 7.1: Interazione elettrone-fonone.
Processi di urto corrispondenti ai due addendi di (7.7a): (a) L’elettrone
acquisisce un impulso addizionale h¯~q emettendo un fonone di impulso −h¯~q.
(b) L’elettrone acquisisce un impulso addizionale h¯~q assorbendo un fonone
di impulso h¯~q.
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Capitolo 8
Approccio perturbativo
all’interazione
elettrone-fonone
8.1 Il Polarone
Una volta abbandonata l’approssimazione di Born-Oppenheimer, e dopo
avere introdotto i fononi come conseguenza dell’approssimazione elastica
dei moti ionici, l’Hamiltoniana dell’intero sistema si scrive:
Hpol = Hel +Hfon + Uel−fon , (8.1)
doveHel contiene, oltre all’energia cinetica e all’interazione elettrone-elettrone,
anche la parte di interazione U
(BO)
el−ion con il reticolo ionico fisso (eq.ne (7.2)).
L’Hamiltoniana Hfon, a sua volta, e` data dalla (6.38), e si riferisce alla
dinamica dei soli fononi. Infine, la componente Uel−fon, che in un conti-
nuo conduttore assume la forma (7.7a), tiene conto dell’interazione tra gli
elettroni e i fononi.
Come gia` visto nelle Sez.ni 3.4 e 3.5, in un jellium ‘rigido’, l’approssima-
zione di campo medio (Hartree-Fock), applicata alle interazioni elettrone-
elettrone, porta a concludere che gli stati elettronici di minima energia sono
onde piane. Possiamo pensare che questo valga anche per stati debolmen-
te eccitati, in cui la grande maggioranza degli elettroni forma il cosiddetto
‘mare di Fermi’, distribuendosi a coppie di spin antiparalleli fino al livello di
Fermi F , e solo pochi hanno energie superiori a F . Quindi, se gli elettroni
sono in stato di forte degenerazione, potremo esplicitare la (8.1) come segue:
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Hpol =
Hel︷ ︸︸ ︷∑
σ
∑
k≥kF
sch(k)c
†
σ(
~k)cσ(~k) +
+
∑
~q
h¯ω`(~q)
[
b†(~q)b(~q) + 1/2
]
︸ ︷︷ ︸
Hfon
−
− i
∑
σ
∑
k≥kF
∑
~q
Λ(q)c†σ(~k + ~q)cσ(~k)
[
b†(−~q)− b(~q)
]
, (8.2)
dove i c†σ(~k), cσ(~k) creano/distruggono elettroni in onde piane, con spin σ, e
i vettori d’onda sono in modulo maggiori o uguali al vettore d’onda di Fermi
kF . Per quanto visto nei paragrafi precedenti, l’energia sch(k) e` data dalla
(3.33), che risulta dalla teoria di Hartree-Fock, con potenziali elettrostati-
ci alla Thomas-Fermi. Tuttavia, per ragioni di semplicita`, approssimeremo
sch(k) ≈ h¯2~k2/(2m) con la pura energia cinetica dell’elettrone, e la sosti-
tuiremo per brevita` con il simbolo (k). Come stabilito in precedenza, inol-
tre, la parte fononica e` implicitamente quella longitudinale, essendo quella
trasversale indipendente dalla dinamica elettronica (per processi a singolo
fonone).
Sia pure nei limiti delle molte approssimazioni introdotte, l’espressione
(8.2) sembra tenere conto di tutte le possibili interazioni tra le componenti
del sistema. In realta`, nello scrivere Hpol si e` assunta una densita` ionica
uniforme, trascurando il fatto che il moto degli elettroni, di fatto, defor-
ma il reticolo ionico, producendo una δn non nulla (vedi (7.3)), che, come
vedremo, finisce per influenzare l’interazione elettrone-elettrone stessa, ag-
giungendovi un termine attrattivo. Questo termine e` responsabile di un tipo
di superconduttivita`, detta ‘BCS’ dalle iniziali degli autori della teoria che
l’ha codificata (Bardeen, Cooper, Schrieffer), e di cui parleremo nel Cap. 9.
Se si trascura questo aspetto, la (8.1) e` un operatore a elettroni indipen-
denti, la dinamica dei quali e` influenzata soltanto dagli scambi di energia
fononici. La diagonalizzazione di Hpol, allora, portera` a identificare nuovi
stati di singolo elettrone, che definiremo polaroni (da cui il pedice ‘pol’).
Il principio di esclusione di Pauli impedisce agli elettroni del mare di
Fermi di cambiare impulso. Essi, infatti, corrispondono agli elettroni ‘con-
gelati’, di cui si e` abbondantemente parlato nel corso di Struttura della
Materia. L’interazione elettrone-fonone, quindi, non ha su di loro effetti
dinamici di alcun tipo. Al contrario, l’ampia disponibilita` di stati vuoti fa
s`ı che gli elettroni al di sopra del livello di Fermi (detti ‘efficaci’ nel corso
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di Struttura della Materia) siano sensibili agli scambi fononici col reticolo,
descritti dalla (7.7a). In effetti, la situazione fisica che si intende trattare e`
quella di un elettrone efficace (quindi sopra il livello di Fermi) di impulso h¯~k,
allo zero assoluto, a cui corrisponde il vuoto fononico. Se Uel−fon e` trattata
come una perturbazione, lo stato imperturbato dell’intero sistema si scrive
allora, negli spazi di Fock elettronico e bosonico:
| ~k 〉el+fon = | 1~k〉el ⊕ | 0~q 〉fon , (8.3a)
cioe`: 1 elettrone in |~k〉, 0 fononi di qualunque momento. A meno dell’energia
di punto zero dei fononi, l’energia imperturbata risulta allora (k), poiche´:
Hsep| ~k 〉el+fon = (k)| ~k 〉el+fon , (8.3b)
Dalla (8.3a) segue, in base alla (7.7a):
Uel−fon| ~k 〉el+fon = −i
∑
σ
∑
~q 6=0
Λ(q)| 1~k+~q 〉el ⊕ | 1−~q 〉fon . (8.4a)
dove gli stati di Fock sono autostati di Hsep
Hsep| 1~k+~q 〉el ⊕ | 1−~q 〉fon =
=
[
(|~k + ~q|) + h¯ω`(q)
]
| 1~k+~q 〉el ⊕ | 1−~q 〉fon , (8.4b)
corrispondenti a 1 elettrone in |~k+~q 〉 e 1 fonone di vettore d’onda −~q. Date
queste premesse, dalle (8.4), la teoria delle perturbazioni indipendente dal
tempo, sviluppata al 1 ordine, da`:
| ~k 〉pol = | ~k 〉el+fon
scambi di fononi virtuali︷ ︸︸ ︷
−i
∑
~q 6=~0
Λ(q)| 1~k+~q 〉el ⊕ | 1−~q 〉fon
(k)− (|~k + ~q|)− h¯ω`(q)
, (8.5a)
per l’autostato di Hpol (eq.ne (8.1)). Per cio` che riguarda l’energia del
polarone, la teoria delle perturbazioni al primo ordine da`:
pol(k) = (k) + el+fon〈 ~k |Uel−fon| ~k 〉el+fon = (k) . (8.5b)
121
L’espressione (8.5a) viene comunemente denominata polarone. In realta`,
la (8.5a) e` una delle molte possibili forme di polaroni che sono state di vol-
ta in volta introdotte nella fisica degli stati condensati. Pur con differenze
relative ai meccanismi di formazione e alla dinamica che ne consegue, il po-
larone e` definito in generale come una pseudoparticella, costituita da una
carica e dalla deformazione dell’ambiente circostante prodotta per polariz-
zazione dalla carica stessa. Come si vede, in questo caso l’elettrone non e`
piu` in un autostato dell’impulso, ma fluttua (intorno a h¯~k), scambiando fo-
noni virtuali con il reticolo ionico. Nella rappresentazione delle co-ordinate
elettroniche, l’espressione (8.5a) si scrive:
〈 ~r | ~k 〉pol = 〈 ~r | ~k 〉⊕
⊕
| 0~q 〉 − i∑
~q 6=~0
ei~q·~rΛ(q)| 1−~q 〉fon
(k)− (|~k + ~q|)− h¯ω`(q)

︸ ︷︷ ︸
| ~r, ~k 〉fon
, (8.6)
dove si mette in evidenza lo stato dell’elettrone ‘nudo’ 〈~r |~k 〉, accompagnato
da uno stato fononico | ~r 〉fon, che si e` soliti chiamare ‘nuvola di fononi
virtuali’.
8.2 Rappresentazione del Polarone in 2a quantiz-
zazione
Dalla (8.5a) e` facile ricavare l’operatore di creazione del polarone1:
C†(~k) = c†(~k)− i
∑
~q 6=~0
R(~k,~q)︷ ︸︸ ︷
Λ(q)
(k)− (|~k + ~q|)− h¯ω`(q)
c†(~k + ~q)b†−~q , (8.7)
dove i simboli di spin sono stati eliminati per brevita`. L’Hermitiano co-
niugato da`, naturalmente, l’operatore di distruzione C(~k). E` lasciata al
lettore, come utile esercizio, la dimostrazione delle seguenti regole di (an-
ti)commutazione polaroniche:[
C†(~k), C†(~k
′
)
]
+
=
[
C(~k), C(~k
′
)
]
+
= 0 , (8.8a)
1Si noti che negli stati fononici (ed elettronici) coinvolti i numeri di occupazione sono
tutti o zero, o uno, il che evita la complicazione di dover tenere conto dei fattoriali dei
numeri di occupazione fononici.
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[
C†(~k), C(~k
′
)
]
+
= δ~k,~k ′ + (1− δ~k,~k ′ )×
×
[
ib~k ′−~kR(
~k
′
,~k − ~k ′)− ib†~k−~k ′R(~k
′
,~k − ~k ′)
]
+ 0
(
R2
)
, (8.8b)
dove il fattore 1−δ~k,~k ′ , nella (8.8b), deriva dalla condizione che la somma sui
~q nella (8.7) escluda ~q = 0. Al primo ordine di approssimazione in R(. . . ),
il commutatore (8.8b) soddisfa alle regole di commutazione canoniche dei
Fermioni per ~k = ~k
′
e per |~k − ~k ′ | > qM , essendo qM il massimo valore
dei vettori d’onda fononici, corrispondente al limite della zona di Brillouin
fononica. In effetti, non esistono operatori b†~q, b~q per q > qM .
In conclusione, nei limiti di una teoria perturbativa al primo ordine, i
polaroni si comportano come Fermioni canonici, nei due casi opposti di vet-
tori d’onda uguali, o tanto diversi da non essere collegabili attraverso alcun
processo (normale2) a un fonone. A futura memoria (Sezione 9.3), vale la
pena sottolineare che la massima diversita` si realizza per ~k
′
e ~k antiparalleli.
Quindi le regole di commutazione fermioniche di polaroni formati da elet-
troni in stati di momento anti-parallelo, con k , k′ ≈ kF (il vettore d’onda di
Fermi), sono certamente soddisfatte, purche´ 2kF >> q.
Dunque l’Hamiltoniana Hpol, nelle condizioni esposte in questa sezione,
si puo` scrivere a sua volta in 2a quantizzazione, tenuto conto della (8.5b),
come:
Hpol =
∑
σ
∑
k≥kF
(k)C†σ(~k)Cσ(~k) , (8.9)
con spin reintrodotto.
8.3 Deformazione indotta dal polarone
La nuvola di fononi virtuali | ~r, ~k 〉fon (eq.ne (8.6)) costituisce la rappre-
sentazione quantistica del nuovo stato fononico, indotto da un elettrone di
momento h¯~k, che si trovi nella posizione ~r. Come gia` anticipato nella Sezio-
ne 8.5a, questa modifica si accompagna ad una deformazione del reticolo,
che puo` essere valutata, in prima approssimazione, come il valore medio del-
l’operatore di dilatazione ∆(~R) (eq.ne (6.40b)) sullo stato | ~r, ~k 〉fon (eq.ne
(8.6)):
2Come sempre, i processi umklapp (Sezione 1.4) vengono trascurati in quanto del tutto
improbabili nelle condizioni fisiche in cui si opera.
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〈∆(~R− ~r) 〉~k ≡ fon〈 ~k, ~r |∆(~R)| ~r, ~k 〉fon =
=
1
C1
∑
~q
Λ2(q)ei~q(~r−~R)
[
1
∆(~k,−~q)
+
1
∆(~k, ~q)
]
. (8.10a)
con
∆(~k, ~q) ≡ (k)− (|~k + ~q|)− h¯ω`(q) . (8.10b)
Il calcolo viene eseguito nell’Appendice G. L’espressione (8.10a) da` la defor-
mazione subita dal reticolo (jellium) in un punto ~R, a causa della presenza
di un elettrone di momento h¯~k nella posizione ~r. Si noti che 〈∆(~R−~r) 〉~k =
〈∆(~r − ~R) 〉~k
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Capitolo 9
Superconduttivita` BCS
9.1 Premessa
Prima di affrontare l’argomento della superconduttivita` BCS, occorre pre-
cisare che il metodo seguito nel testo presente differisce non poco da quello
originario, proposto prima da Bardeen e Pines [?], e successivamente svilup-
pato da Bardeen, Cooper e Shrieffer [16]. Tale differenza di impostazione
e` dovuta all’esigenza di dare un’interpretazione piu` fisica e meno forma-
le al meccanismo microscopico che genera un accoppiamento attrattivo tra
gli elettroni, via scambio di fononi. Il prezzo da pagare e` un percorso piu`
complicato, che procede passo dopo passo, partendo dal presupposto che
l’interazione attrattiva nasca come effetto della deformazione del lattice, in-
dotta da ogni singolo elettrone, sugli altri elettroni presenti. La procedura
di BCS, invece, ricorre ad una trasformazione canonica che, eliminando la
deformazione stessa, introduce il termine attrattivo come effetto al secondo
ordine. A parte un fattore numerico, il risultato e` comunque lo stesso, nel-
l’ambito delle approssimazioni che si assumono ordinariamente per la teoria
BCS. Vi sono, tuttavia, delle differenze non irrilevanti, sul piano di princi-
pio, che verremo sottolineando in corso d’opera. Va detto che la procedura
standard e` piu` elegante e rapida, ma, a parere di chi scrive (e di altri), risul-
ta abbastanza oscura nelle motivazioni fisiche da cui dovrebbe discendere.
Quanto alla letteratura pedagogica corrente, alcuni testi seguono l’approc-
cio BCS originario, magari con qualche semplificazione (vedi, p.e. [?]), altri
preferiscono evitare ogni complicazione, limitandosi a postulare l’Hamilto-
niana BCS, per procedere rapidamente verso l’obbiettivo di interpretare la
superconduttivita` come elegante applicazione delle trasformazioni di Bogo-
liubov ad un problema di particelle in interazione. Vi sono poi testi che
analizzano la superconduttivita` come esempio di applicazione della Teoria
dei Campi [?], utilizzando, quindi, tecniche piu` avanzate di quelle esposte nel
testo presente. Queste ultime esposizioni forniscono certamente il migliore
e piu` completo approccio formale al problema, consigliabile a chi intenda
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proseguire al di la` delle conoscenze pedagogiche di base, verso un’attivita` di
ricerca specifica.
Si consiglia al lettore di prendere visione anche del metodo originario,
sia come utile materia di confronto con quanto esporremo nel testo presente,
sia per ragioni di convenienza ‘strategica’, in vista di esami, colloqui, o
altre occasioni di interazione con ambienti piu` tradizionalisti, da cui possa
dipendere il proprio futuro professionale.
9.2 Le Coppie di Cooper
Nella Sezione 3.5 si e` visto come la teoria di campo medio di Hartree-Fock,
applicata ai conduttori, porti alla conservazione del livello di Fermi F , an-
che in presenza di un’interazione elettrone-elettrone repulsiva. Nel 1956, L.
Cooper dimostro` che in presenza di una interazione attrattiva, non importa
quanto piccola, il livello di Fermi diventa instabile, rispetto alla formazione
di stati legati elettrone-elettrone, denominati, appunto, ‘Coppie di Cooper’.
La procedura da seguire, nella sua forma piu` semplice, si limita a consi-
derare una coppia di elettroni di spin antiparalleli, descritti da una funzione
d’onda:
|Ψ 〉 = ψ(~r1, ~r2) [| ↑↓〉 − | ↓↑〉] (ψ(~r1, ~r2) = ψ(~r2, ~r1)) , (9.1)
interagenti tramite un’energia potenzale (negativa) u(|~r1−~r2|). L’equazione
di Schro¨dinger per gli autostati della coppia risulta, allora:
[
~p 21
2m
+
~p 22
2m
+ u(|~r1 − ~r2|)
]
ψ(~r1, ~r2) = (2F − B)ψ(~r1, ~r2) , (9.2)
dove la parte incognita dell’autovalore e` B, che risultera` essere l’energia di
legame della coppia. Introducendo le coordinate del centro di massa ~R =
(~r1 + ~r2)/2 e relativa ~r = ~r1 − ~r2, insieme ai rispettivi operatori Laplaciani,
l’equazione (9.2) diventa:
−
[
h¯2K2
4m
+
h¯2∇2~r
m
− u(r)
] ψ(~r1, ~r2)︷ ︸︸ ︷
ei
~K ~Rφ(~r) = (2F − B) ei ~K ~Rφ(~r)︸ ︷︷ ︸
ψ(~r1, ~r2)
.
Gli stati di minima energia sono, ovviamente, quelli in cui il centro di massa
della coppia e` ‘fermo’, il che implica ~K = 0. L’equazione precedente diventa,
in questo caso:
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−
[
h¯2∇2~r
m
− u(r)
]
φ(~r) = (2F − B)φ(~r) . (9.3)
A questo punto e` opportuno porre:
φ(~r) =
1
V
∑
|~k ′ |>kF
φ̂(~k
′
)ei~r
~k
′
, (9.4)
dove kF e` l’impulso di Fermi e V il volume del metallo. L’espressione (9.4),
di fatto, tiene conto degli altri elettroni presenti, assumendo che, in con-
dizione di forte degenerazione, la grandissima maggioranza di essi siano
‘congelati’ (|~k| < kF ), e che quindi l’interazione attrattiva non possa mo-
dificarne sensibilmente l’impulso, a causa del principio di esclusione1. Da
questo discende che gli unici stati disponibili, per evidenziare gli effetti del
potenziale attrattivo su una coppia di elettroni, sono quelli corrispondenti
agli elettroni ‘efficaci’ (|~k| > kF ). Utilizzando la ben nota relazione∫
V
d~r ei(
~k−~k ′ ) = V δ~k,~k ′ ,
e inserendo la (9.4) nella (9.3), si ottiene facilmente l’equazione per φ̂(~k):
1
V
∑
|~k ′ |>kF
û(|~k − ~k ′ |)φ̂(~k ′) = [2(F − (k))− B] φ̂(~k) , (9.5a)
con
û(|~k − ~k ′ |) =
∫
V
d~r e−i(~k−~k
′
)u(r) ; (k) =
h¯2k2
m
. (9.5b)
Un’ulteriore semplificazione al problema viene dall’assunzione:
û(|~k − ~k ′ |) =

−u0 per F ≤ (k), (~k ′) ≤ F + h¯ω`
0 altrove,
(9.6)
sebbene l’espressione a destra non sia autoconsistente col risultato che û
e` funzione della differenza ~k − ~k ′ 2. Quanto all’energia h¯ω`, che fissa lo
1Questo implica u(r) << EF , cioe` che il potenziale attrattivo sia sufficientemente
debole.
2Di fatto, questo problema nasce dall’assunzione a priori che l’interazione attrattiva
sia rappresentabile come una funzione della distanza |~r1 − ~r2|, il che, come si vedra` piu`
avanti, non e` vero per l’energia attrattiva che da` origine alla superconduttivita` BCS.
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spessore della sfera di stati coinvolti nell’energia di attrazione, si tratta di
un valore legato alla frequenza dei fononi longitudinali (eq.ne (6.33a)), la
cui scelta si chiarira` in seguito, non appena l’attrazione elettrone-elettrone
verra` attribuita, appunto, ad uno scambio di fononi virtuali.
In virtu` della (9.6), l’equazione (9.5a) si semplifica in:
− u0
V
A︷ ︸︸ ︷∑
F≤(k′)≤F+h¯ω`
φ̂(~k
′
) = [2(F − (k))− B] φ̂(~k)⇒ (9.7a)
⇒ φ(~k) = u0
V
A
2((k)− F ) + B . (9.7b)
Infine, l’equazione (9.7b), per consistenza con la definizione di A(6= 0) nella
(9.7a), fornisce l’equazione per l’incognita B:
1 =
u0
V
∑
F≤(k)≤F+h¯ω`
1
2((k)− F ) + B = (Sez.1.5, eq.ne (1.21))
=
u0
(2pi)3
∫
F≤(k)≤F+h¯ω`
d~k
2((k)− F ) + B = (Sez.1.5, eq.ne (1.23b))
= u0
∫ F+h¯ω`
F
g() d
2(− F ) + B , (9.8)
dove si e` passati al continuo e g() e` la densita` degli stati che caratterizza la
banda di conduzione del metallo. Dal momento che F >> h¯ω`, l’equazione
(9.8) si semplifica in:
1 = u0g(F )
∫ h¯ω`
0
d
2+ B
=
u0g(F )
2
ln
(
2h¯ω`
B
+ 1
)
,
nell’ipotesi ragionevole che g() non mostri variazioni significative nell’in-
torno di F . Dall’equazione precedente, segue l’espressione per l’energia di
legame della coppia di Cooper:
B =
2h¯ω`
eu0g(F )/2 − 1 ≈ 2h¯ω`e
−u0g(F )/2 (u0g(F ) << 1) , (9.9)
che risulta positiva, se u0 > 0 (interazione attrattiva). Questo dimostra che,
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anche in presenza di un’attrazione arbitrariamente debole, l’energia totale
degli elettroni si abbassa di −B per ogni coppia di Cooper che si formi a
spese del mare di Fermi. Come gia` preannunciato, un modello fisico, detto
BCS, che illustra la possibilita` di un’interazione attrattiva tra elettroni in
un metallo sara` studiato nelle sezioni seguenti.
Come ultima osservazione utile, si osservi che se c†σ(~k) e cσ(~k) crea-
no/distruggono un elettrone di spin σ e vettore d’onda ~k, allora:
B†(~k) = c†↑(~k)c†↓(−~k) (9.10)
si puo` considerare l’operatore di creazione di una coppia di Cooper, con
natura approssimativamente bosonica.
9.3 Hamiltoniana BCS
Ricordando quanto gia` accennato nella Sezione 8.1, la deformazione 〈∆(~R−
~r) 〉~k del reticolo, che accompagna il polarone, modifica l’Hamiltoniana pola-
ronica stessa Hpol (eq.ne (8.2)), trasformandola da un problema a polaroni
indipendenti, in uno a polaroni interagenti. Il diagramma che illustra sinteti-
camente i processi a singolo fonone coinvolti in questa interazione e` riportato
in Fig. 9.1.
Usando una metafora ‘nautica’, imprecisa, ma efficace, due polaroni inte-
ragiscono attraverso la ‘scia’ fononica, prodotta dal proprio moto nel ‘mare’,
altrimenti in quiete, corrispondente al vuoto fononico (si ricordi che il tutto
avviene a T = 0). Lo scopo che ci si propone non e` quello di dimostrare che
l’interazione polarone-polarone e` attrattiva in ogni caso (che sarebbe falso),
ma che una parte di essa lo e`, in un sotto-insieme dell’intero spazio di Fock
che contiene gli stati piu` vicini al livello di Fermi, dunque quelli che ci si
aspetta entrino in gioco a basse energie.
La modifica di Hpol segue dalla modifica della densita` ionica, in presenza
di una deformazione ∆(~R). Sia dV = d~R il differenziale del volume nella
configurazione non deformata. Dalla (6.21a) segue che dV ′ = d~R(1+∆(~R)).
Data una densita` ρ0 = dNion/dV uniforme, in assenza di deformazioni, si
ha, allora, per la densita` dNion/dV
′ in presenza della deformazione:
ρ(~R) =
dNion
dV
[
1 + ∆(~R)
] = ρ0
1 + ∆(~R)
≈ ρ0
[
1−∆(~R)
]
. (9.11)
Dalla (7.3) segue allora che δn(~R) = −〈 ∆(~R − ~r) 〉~k. Se un elettrone di
momento h¯~k~r1 si trova nella posizione del lattice
~R = ~r1 e un altro, di
momento h¯~k~r2 , si trova in ~r2, la deformazione indotta dal secondo produce,
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Kk + q-K
q
Figura 9.1
-k - q
Figura 9.1: Interazione polarone-polarone.
Due polaroni di impulso opposto si scambiano un fonone virtuale,
modificando il proprio impulso di conseguenza.
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sul primo, un’energia potenziale C1〈 ∆(~r1 − ~r2) 〉~k~r2 , in base alla (7.5a).
Lo stesso vale, naturalmente, per l’effetto del primo elettrone sul secondo.
Quindi, ricordando la (8.10a), l’energia potenziale di interazione fra i due
polaroni risulta:
Upol−pol (~r1 − ~r2) = C1
2
[
〈∆(~r1 − ~r2) 〉~k~r2 + 〈∆(~r2 − ~r1) 〉~k~r1
]
= (9.12a)
=
1
2
∑
~q 6=0
Λ2(q)
[
ei~q(~r2−~r1)
(
1
∆(~k~r2 , ~q)
+
1
∆(~k~r2 , −~q)
)
+
+ e−i~q(~r2−~r1)
(
1
∆(~k~r1 , ~q)
+
1
∆(~k~r1 , −~q)
)]
, (9.12b)
dove la simbologia evidenzia che i vettori d’onda ~k~rj (j = 1, 2) sono legati
biunivocamente alle posizioni ~rj occupate dai polaroni, dal momento che
il ~k~rj corrisponde al polarone in ~rj e a nessun altro. L’energia potenziale
Upol−pol, allora, puo` essere rappresentata, in 2a quantizzazione, come un
operatore a due corpi. Il fatto che questi ultimi non siano semplici elettroni
introdurrebbe notevoli complicazioni, in un calcolo rigoroso. Tuttavia, gli
stati polaronici differiscono dalle onde piane solo per termini proporzionali
a Λ (eq.ne (8.5a)), in accordo con la teoria perturbativa al primo ordine.
Ne consegue che nella rappresentazione della (9.12b) in termini di C†σ(~k),
Cσ(~k) (con spin reintrodotti), possiamo associare questi ultimi operatori
alla creazione/distruzione di particelle in onde piane ei
~k·~r/
√
V , a meno di
termini o
(
Λ3
)
. In tal caso, dalle regole esposte nella Sezione 3.1, si potra`
scrivere:
ei~q(~r2−~r1) →
∑
σ1,σ2
∑
~k1,~k2
C†σ2(~k2 − ~q)C†σ1(~k1 + ~q)Cσ1(~k1)Cσ2(~k2) ,
da cui la (9.12b) diventa, per la biunivocita` che lega i ~k e gli ~r:
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Upol−pol (~r1 − ~r2)→
→ 1
2
∑
σ1,σ2
∑
k1,k2≥kF
∑
~q 6=0
C†σ2(~k2 − ~q)C†σ1(~k1 + ~q)Cσ1(~k1)Cσ2(~k2)×
× Λ2(q)
[
1
∆(~k2, ~q)
+
1
∆(~k2, −~q)
+
1
∆(~k1, ~q)
+
1
∆(~k1, −~q)
]
. (9.13)
Secondo quanto visto nella Sezione 8.2, la natura fermionica dei polaroni
dipende dagli stati a cui Upol−pol si pensa applicata. Nel caso che ci interessa
al momento, la migliore approssimazione fermionica si realizza con ~k2 e ~k1
antiparalleli (vedi Fig. 9.1). Per stati di bassa energia, ci si aspetta che
l’insieme dei polaroni sia globalmente ‘fermo’ nel sistema di riferimento del
metallo, il che porta a considerare ~k2 = −~k1 = ~k, essendo k ≥ kF , con
q ≤ qM << kF . Questo suggerisce di isolare i termini con ~k2 = −~k1 = ~k,
nella (9.13), aggiungendovi la condizione di spin antiparalleli (σ2 = −σ1),
che appare la piu` adatta a rappresentare uno stato di minima energia, per
Fermioni di spin 1/2 accoppiati. In conclusione, conviene scrivere la (9.13)
come segue:
Upol−pol =
1
2
∑
σ
∑
k≥kF
∑
0<q<<kF
C†σ(~k − ~q)C†−σ(~q − ~k)C−σ(−~k)Cσ(~k)×
× Λ2(q)
[
1
∆(~k, ~q)
+
1
∆(~k, −~q)
]
+ altri termini, (9.14)
dove si e` fatto uso della definizione (8.10b) per dimostrare che ∆(−~k,−~q) =
∆(~k, ~q). La parte principale dell’energia di interazione polarone-polarone
e` attrattiva quando il termine in parentesi quadra nella (9.14) e` negativo.
Per mostrare in che limite la (9.14) si avvicina alla formula BCS tradi-
zionale, si osservi, intanto, che, in base alla definizione (8.10b), e in virtu`
dell’approssimazione (k) = h¯2k2/(2m), si ha:
∆(~k,±~q) = h¯
2
2m
(
∓2~q · ~k − q2
)
− h¯ω`(q) =
= ±
[
(|~k − ~q|)− (k)
]
− h¯ω`(q)− q2(1± 1) .
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Dall’espressione precedente, e ricordando che ω`(q) = c`q, e` facile dimostrare
che
1
∆(~k, ~q)
+
1
∆(~k, −~q)
=
2h¯ω`(q)[
(~k − ~q)− (~k)
]2 − h¯2ω2` (q)+ (9.15)
+ o(q2) .
Quindi e` possibile usare l’espressione (9.15) come approssimazione al primo
ordine in q. Ponendo ~k − ~q = ~k ′ , l’interazione risulta attrattiva sotto la
condizione per la coppia ~k, ~k
′
:
{~k, ~k ′ ; k, k ′ ≥ kF ; |(k ′)− (k)| < h¯ω`(|~k ′ − ~k|)} ,
che, all’atto pratico, si traduce in una condizione sui singoli ~k:
Weff = {~k; k ≥ kF ; (k) < F + h¯ω`(qM )} . (9.16a)
Sostituendo allora la (9.15) nella (9.14), e ricordando la semplice espres-
sione (8.9) dell’Hamiltoniana dei polaroni non interagenti, si arriva final-
mente all’Hamiltoniana:
Hpol−pol = Hpol + Upol−pol =
=
HBCS︷ ︸︸ ︷∑
σ
∑
~k,~k ′∈Weff
[
(k)C†σ(~k)Cσ(~k)δ~k,~k ′ + Ψ(
~k,~k
′
)C†σ(~k)C
†
−σ(−~k)C−σ(−~k
′
)Cσ(~k
′
)
]
+
(9.16b)
+ altri termini ,
con
Ψ(~k,~k
′
) ≡ 2Λ
2(|~k ′ − ~k|)h¯ω`(|~k ′ − ~k|)
[(k ′)− (k)]2 − h¯2ω2` (|~k ′ − ~k|)
. (9.16c)
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A parte il fattore 2, l’espressione (9.16b), insieme alla (9.16c), e` l’Hamil-
toniana con interazione polarone-polarone3 attrattiva, che J. Bardeen, L.N.
Cooper e J.R. Shrieffer introdussero nel 1957 [16], come modello microscopi-
co del meccanismo che porta alla superconduttivita`. Va ricordato, tuttavia,
che il metodo esposto nel testo presente assume la forma BCS solo nel limite
q << kF e q << 2mc`/h¯ (sempre a meno del fattore 2), cioe` per scambi
di fononi di grande lunghezza d’onda. Inoltre, si richiede che (k) sia ∝ k2,
mentre l’approccio BCS non comporta alcuna limitazione sulla forma di (k).
Avendo chiarito i limiti dell’identificazione tra l’approccio presente e quello
di BCS, di qui in poi, si prenderanno le (9.16) come punto di riferimento
per le trattazioni successive.
Un commento e` indispensabile, riguardo agli ‘altri termini’che complete-
rebbero la (9.16b). Se l’insieme di stati quantici individuato da Weff fosse
un sottospazio e, in piu`, fosse chiuso rispetto all’applicazione della HBCS ,
allora limitarsi allo studio di quest’ultima parte della Hpol−pol sarebbe una
semplice questione di scelta di condizioni iniziali: dato uno stato iniziale in
Weff , tutta la dinamica successiva si svilupperebbe al suo interno. Pur-
troppo, non e` questo il caso: una combinazione lineare di stati in Weff , e
l’applicazione di HBCS a uno stato inWeff , in generale fanno uscire lo stato
da Weff stesso. Dunque, limitare il problema allo studio di HBCS e` un’ul-
teriore approssimazione, che si aggiunge a quelle gia` fatte in precedenza. A
differenza di queste ultime, tuttavia, non e` chiaro quale sia il parametro di
piccolezza, in serie del quale si dovrebbe sviluppare un calcolo esatto, che
tenesse conto degli altri termini nella (9.16b). Con un certo grado di fede
ottimistica, si accetta la (9.16b) come buona rappresentazione della realta`,
a temperature molto basse, soprattutto perche´ HBCS porta a previsioni che
sono state confermate sperimentalmente, in particolare, l’esistenza di un
gap energetico, tra lo stato fondamentale superconduttivo e gli stati eccitati
(Sezioni 9.6, 9.7), e l’effetto isotopico (Sezione 9.8).
Va detto che non mancano voci fortemente critiche, riguardo all’atten-
dibilita` della teoria BCS, la piu` autorevole delle quali (J.E. Hirsch [17]),
sostiene che BCS non sarebbe in grado di giustificare molte altre evidenze
sperimentali, legate alla superconduttivita`, la piu` rilevante delle quali sareb-
be l’effetto Meissner (levitazione magnetica legata all’espulsione del campo
magnetico dal superconduttore). Inoltre, sembra assodato che BCS non puo`
applicarsi al problema della superconduttivita` ad alta temperatura (HTC
superconductivity), scoperta nel 1987 da J.G. Bednorz e K.A. Mu¨ller, per
la cui interpretazione sono state proposte altre teorie, sia da Hirsch stesso
3In realta` BCS introdussero HBCS come interazione elettrone-elettrone, il che, se
non porta differenze significative all’atto pratico, segna pero` una notevole diversita`
nell’approccio al problema.
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(asimmetria elettrone-buca), che da P.W. Anderson (resonant valence bon-
ding). Si e` ritenuto necessario accennare a questi aspetti controversi, che
costituiscono un importante tema di ricerca avanzata, anche se, per gli scopi
presenti, ci si limitera` alle conseguenze della teoria BCS che, a dispetto delle
critiche, ha comunque il merito di introdurre concetti e tecniche di calcolo
di importanza generale.
9.4 L’Hamiltoniana BCS e l’approssimazione di cam-
po medio
L’Hamiltoniana BCS (9.16b) e` canonica, cioe` conserva il numero di polaro-
ni, ma, puo`, per ragioni che si chiariranno a breve, essere scritta in forma
grancanonica, introducendo il potenziale chimico µ ≈ F (in condizioni di
forte degenerazione4)
HBCS =
∑
σ
∑
~k,~k ′∈Weff
[(
(k)− µ
)
C†σ(~k)Cσ(~k)δ~k,~k ′+
+ Ψ(~k,~k
′
)C†σ(~k)C
†
−σ(−~k)C−σ(−~k
′
)Cσ(~k
′
)
]
. (9.17)
In ogni caso, la (9.17) non e` diagonalizzabile in forma esatta, e dunque
richiede qualche tipo di approccio che, salvando il contenuto fisico universale,
permetta di aggirare le difficolta` matematiche non essenziali. Come gia` visto
per la teoria di Hartree-Fock degli elettroni interagenti, l’idea di sostituire
alle interazioni vere degli opportuni valori medi permette di trasformare
un problema a particelle interagenti, in uno a particelle apparentemente
indipendenti, in cui l’effetto delle interazioni reciproche si realizza attraverso
opportune condizioni di autoconsistenza.
Poiche´ le trasformazioni di Bogoliubov bosoniche (Sezione 5.4) sono ge-
neralizzabili al caso fermionico e permettono la diagonalizzazione di qua-
lunque Hamiltoniana quadratica negli operatori di creazione/distruzione,
l’approssimazione di campo medio piu` conveniente consiste nelle sostituzioni:
C−σ(−~k)Cσ(~k)→ 〈BCS|C−σ(−~k)Cσ(~k)|BCS〉 ≡ 〈 CC 〉σ,~k (9.18a)
C†σ(~k)C
†
−σ(−~k)→ 〈BCS|C†σ(~k)C†−σ(−~k)|BCS〉 ≡ 〈 C†C† 〉σ,~k , (9.18b)
4Secondo quanto visto finora, µ rappresenta l’energia necessaria ad aggiungere un po-
larone (non un elettrone) al sistema. Questo, pero`, non fa differenza, nei limiti delle
approssimazioni assunte.
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dove l’equazione agli autovalori
HCM |BCS〉 = EBCS |BCS〉 (9.19a)
definisce |BCS〉 come l’autostato (incognito) dell’Hamiltoniana di campo
medio:
HCM =
∑
σ
∑
~k,~k ′∈Weff
[(
(k)− µ
)
C†σ(~k)Cσ(~k)δ~k,~k ′ +
Ψ(~k,~k
′
)
2
×
×
[
〈 CC 〉
σ,~k ′C
†
σ(
~k)C†−σ(−~k) + 〈 C†C† 〉σ,~k ′C−σ(−~k)Cσ(~k)
] ]
.
(9.19b)
Per arrivare alla (9.19b) si e` sfruttata l’uguaglianza delle somme per scambio
~k ↔ ~k ′ e il fatto che Ψ(~k,~k ′) = Ψ(~k ′ ,~k) (eq.ne (9.16c)).
Poiche´ |BCS〉 risultera` dipendere dai valori medi (9.18), le due definizioni
(9.18a) e (9.18b) diventeranno altrettante equazioni di autoconsistenza.
L’Hamiltoniana (9.19b) puo`, a questo punto, essere posta in una forma
particolarmente utile:
HCM =
∑
σ
∑
~k∈Weff
hσ(~k) , (9.20a)
con:
hσ(~k) = [(k)− µ]C†σ(~k)Cσ(~k)−
− Φσ(
~k)
2
C†σ(~k)C
†
−σ(−~k)−
Φ∗σ(~k)
2
C−σ(−~k)Cσ(~k) , (9.20b)
avendo posto
Φ∗σ(~k) = −
∑
~k
′∈Weff
Ψ(~k,~k
′
)〈 C†C† 〉
σ,~k ′
Φσ(~k) = −
∑
~k ′∈Weff
Ψ(~k,~k
′
)〈 CC 〉
σ,~k ′ . (9.20c)
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Dalle regole di anticommutazione Fermioniche, e` semplice verificare l’impor-
tante relazione:
Φσ(~k) = −Φ−σ(−~k) . (9.20d)
La somma su σ =↑, ↓ nella (9.20a) porta a considerare una Hamiltoniana
hCM (~k) che contiene entrambi gli spin:
HCM =
∑
~k∈Weff
[
h↑(~k) + h↓(−~k)
]
=
∑
~k∈Weff
hCM (~k) . (9.21)
Sfruttando l’uguaglianza delle somme per scambio ~k ↔ −~k, e ricordando le
(9.18), (9.20d), si arriva all’espressione:
hCM (~k) = [(k)− µ]
[
C†↑(~k)C↑(~k) + C
†
↓(−~k)C↓(−~k)
]
−
− Φ↑(~k)C†↑(~k)C†↓(−~k)− Φ∗↑(~k)C↓(−~k)C↑(~k) . (9.22)
Come conseguenza dell’approssimazione di campo medio, l’Hamiltoniana
hCM , cos`ı come la HCM (eq.ni (9.20)), non conservano il numero di polaroni,
il che giustifica la necessita` di utilizzare la forma grancanonica, senza che
questo modifichi nella sostanza il contenuto fisico della teoria.
9.5 Le trasformazioni di Bogoliubov
Essendo la hCM (~k) nella (9.22) una forma quadratica negli operatori di crea-
zione/distruzione, sappiamo che esiste una trasformazione canonica, detta,
genericamente, di Bogoliubov, che permette di diagonalizzarla esattamente,
secondo uno schema gia` adottato per i Bosoni interagenti (Sezione 5.4). In
questo caso, per i nuovi operatori di creazione/distruzione γ†, γ, si pone:
γ↑(~k) = x∗(k)C↑(~k) + y(k)C
†
↓(−~k) (9.23a)
γ†↓(−~k) = −y∗(k)C↑(−~k) + x(~k)C†↓(k) , (9.23b)
dando per scontato (salvo verifica finale) che le incognite x(k) e y(k) dipen-
dano dal modulo del vettore d’onda. Assumendo, inoltre, che
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|x(k)|2 + |y(k)|2 = 1 , (9.24)
la matrice dei coefficienti della trasformazione (9.23)
Uk =
∣∣∣∣ x∗(k) y(k)−y∗(k) x(k)
∣∣∣∣ (9.25)
diventa unitaria, cioe´: UkU†k = U†kUk = 1, ovvero U−1k = U†k , col che la
trasformazione inversa della (9.23) diventa:
∣∣∣C↑(~k) , C†↓(−~k)∣∣∣ = U†k
∣∣∣∣∣∣∣
γ↑(~k)
γ†↓(−~k)
∣∣∣∣∣∣∣ , (9.26)
con l’ovvia convenzione della moltiplicazione matriciale riga×colonna. E`
lasciato al lettore l’utile esercizio di dimostrare che, in base alle (9.23) e alla
(9.24), i nuovi operatori di creazione/distruzione γ†µ, γν (µ, ν =(~k, ↑), (−~k, ↓))
soddisfano alle regole di anticommutazione Fermioniche:
[γν , γµ]+ =
[
γ†ν , γ
†
µ
]
+
= 0
[
γν , γ
†
µ
]
+
= δµν
(posto che tali regole siano soddisfatte dai C†, C).
9.6 Diagonalizzazione di HCM
Definita la matrice
Mk =
∣∣∣∣∣∣∣
(k)− µ −Φ↑(~k)
−Φ∗↑(~k) −(k) + µ
∣∣∣∣∣∣∣ , (9.27a)
e utilizzando la moltiplicazione matriciale e le (9.25), si puo` riscrivere la
(9.22) come segue:
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hCM (~k) = [(k)− µ] +
+
∣∣∣C†↑(~k) , C↓(−~k)∣∣∣Mk
∣∣∣∣∣∣∣
C↑(~k)
C†↓(−~k)
∣∣∣∣∣∣∣ = (per le (9.26))
= [(k)− µ] +
+
∣∣∣γ†↑(~k) , γ↓(−~k)∣∣∣UkMkU†k
∣∣∣∣∣∣∣
γ↑(~k)
γ†↓(−~k)
∣∣∣∣∣∣∣ = (scelta opportuna di Uk) =
= [(k)− µ] +
∣∣∣γ†↑(~k) , γ↓(−~k)∣∣∣
∣∣∣∣∣∣
+(k) 0
0 −(k)
∣∣∣∣∣∣
∣∣∣∣∣∣∣
γ↑(~k)
γ†↓(−~k)
∣∣∣∣∣∣∣ =
= [(k)− µ+ −(k)] + +(k)γ†↑(~k)γ↑(~k)− −(k)γ†↓(−~k)γ↓(−~k) , (9.27b)
dove ±(k) sono gli autovalori della matriceMk (eq.ne (9.27a)), diagonaliz-
zata da una scelta opportuna della matrice unitaria Uk. Il problema, dunque,
si riduce alla ricerca degli autovalori e autostati (normalizzati) diMk, il che
da`, banalmente:
±(k) = ±
√
((k)− µ)2 + |Φ|2↑(k) ≡ ±bcs(k) , (9.28a)
da cui segue, per la (9.27b) e per la (9.21):
HCM =
∑
~k∈Weff
[(k)− µ− bcs(k)] +
+
∑
~k∈Weff
bcs(k)
[
γ†↑(~k)γ↑(~k) + γ
†
↓(−~k)γ↓(−~k)
]
. (9.28b)
La forma diagonalizzata di HCM si presenta come un’Hamiltoniana di fer-
mioni non interagenti, creati/distrutti dagli operatori γ†σ(~k), γσ(~k), a partire
da un vuoto |BCS 〉0, tale che:
139
γσ(~k)|BCS 〉0 = 0 . (9.29)
Tali Fermioni sono generalmente indicati come quasiparticelle e rappresen-
tano eccitazioni collettive del sistema, di cui, comunque, e` conservato il
numero (per ogni ~k):
N˜~k = γ
†
↑(~k)γ↑(~k) + γ
†
↓(−~k)γ↓(−~k) . (9.30)
Si osservi che, per le (9.23), i quasifermioni hanno modulo e direzione del
momento h¯~k definiti, ma non il verso, che risulta dalla sovrapposizione di
stati polaronici di verso opposto.
L’energia bcs(k) e` quella necessaria a creare un quasifermione dal vuoto.
Dalla (9.28a) segue che, per ogni ~k, esiste un’energia minima |Φ↑(k)| che
separa lo stato fondamentale, privo di quasifermioni, dagli stati eccitati piu`
bassi, che contengono un singolo quasifermione. Si e` soliti indicare come
‘gap BCS’ la quantita`:
∆bcs(k) ≡ |Φ↑(k)| . (9.31)
9.7 Equazione autoconsistente del gap
A questo punto, ci si dovrebbe chiedere che ruolo giochi l’attrattivita` del-
l’energia potenziale Upol−pol, dal momento che le deduzioni fatte fino ad ora
non coinvolgono il segno di Φ↑(k). Come vedremo, e` l’equazione autocon-
sistente per Φ↑(k), che ammette soluzioni non nulle solo se l’interazione
polarone-polarone e` attrattiva.
Per ricavare l’equazione autoconsistente del gap, occorre risalire alla ri-
cerca degli autostati di Mk (eq.ne (9.27a)), in termini dei quali si possono
poi ricavare le incognite x(k) e y(k) che appaiono nella Uk (eq.ne (9.25))5.
Le relazioni che interessano per gli scopi presenti sono:
Φ↑(k)y∗(k) = [(k)− µ− bcs]x(k) (9.32a)
|x(k)|2 = 1
2
[
1 +
(k)− µ
bcs(k)
]
, |y(k)|2 = 1
2
[
1− (k)− µ
bcs(k)
]
(9.32b)
5Si ricordi che gli autostati normalizzati di Mk, espressi come vettori-colonna,
rappresentano le 2 colonne della matrice U†k .
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x(k)y(k) = − Φ↑(k)
2bcs(k)
. (9.32c)
Si calcoli il valore medio che compare nella (9.18a) sul vuoto di quasiparti-
celle |BCS 〉0, sostituito, per brevita`, dal solo simbolo 〉0. Tenendo presente
le (9.26), si ha:
〈 CC 〉
σ,~k
=
= 0〈
[
y(k)γ†↑(~k) + x(k)γ↓(−~k)
] [
x(k)γ↑(~k)− y(k)γ†↓(−~k)
]
〉0 =
= −x(k)y(k) = Φ↑(k)
2bcs(k)
(per la (9.32c)). (9.33)
Il passaggio dalla seconda alla terza riga segue dal fatto che l’unico termine
che non si annichila su uno dei due vuoti e` x(k)y(k)γ↓(−~k)γ†↓(−~k). Dalle
definizioni (9.20c), l’equazione precedente permette di ricavare l’equazione
del gap (a temperatura zero):
Φ↑(k) = −
∑
~k ′∈Weff
Ψ(~k, ~k
′
)
Φ↑(k
′
)
2bcs(k
′)
, (9.34)
da cui si vede che la soluzione puo` essere diversa da zero solo se Ψ(~k, ~k
′
) < 0.
In tal caso Φ↑(k) > 0, e le (9.28a), (9.31) danno:
∆bcs(k) = −
∑
~k ′∈Weff
Ψ(~k, ~k
′
)
∆bcs(k
′
)
2
√
((k′)− µ)2 + ∆2bcs(k′)
. (9.35)
Dalla definizione (9.16c), segue allora che tutta la procedura adottata per la
diagonalizzazione di HCM (ovvero, in approssimazione di campo medio, di
HBCS) e` autoconsistente soltanto se l’interazione polarone-polarone risulta
attrattiva. In tal caso, la soluzione della (9.35) permette di ricavare il gap
BCS ∆bcs(k) a T = 0.
Un’estensione dell’equazione (9.35) a temperatura finita segue assumen-
do, invece del valore medio (9.33) sullo stato fondamentale, il valore medio
termico:
〈 CC 〉T
σ,~k
=
Tr
[
C↓(−~k)C↑(~k)e−βHMF
]
Tr [e−βHMF ]
,
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dove ‘Tr’ sta per traccia dell’operatore corrispondente. In tal caso, invece
della (9.33), si ottiene
〈 CC 〉T
σ,~k
=
Φ↑(k)
2bcs(k)
[
1− 2
eβbcs(k) + 1
]
=
=
Φ↑(k)
2bcs(k)
tanh
(
βbcs(k)
2
)
,
da cui risulta l’equazione del gap a temperatura finita:
∆bcs(k) =
= −
∑
~k ′∈Weff
Ψ(~k, ~k
′
)
∆bcs(k
′
)tanh
(
β
√
((k′)− µ)2 + ∆2bcs(k′)/2
)
2
√
((k′)− µ)2 + ∆2bcs(k′)
.
(9.36)
E` a questo gap energetico che si deve la transizione da una popolazione di
coppie di Cooper6 sub-estensiva, nel livello fondamentale, a una estensiva,
a temperatura finita Tc, in analogia con la condensazione di Bose-Einstein.
9.8 L’Effetto Isotopico
Uno dei successi piu` rilevanti di BCS e` stato quello di spiegare l’Effetto
Isotopico7, cioe` la relazione:
Tc ∝M−1/2ion , (9.37)
che evidenzia la dipendenza della temperatura critica di transizione super-
conduttiva dalla massa Mion degli ioni che formano il reticolo. Innanzi
tutto, va menzionato (senza dimostrarlo) il fatto che la temperatura critica
Tc risulta essere un funzionale lineare del gap BCS. Sviluppando il secondo
membro dell’equazione (9.35) in serie di (k′)− µ, si ottiene:
6Attenzione a non confondere le coppie di Cooper con i quasifermioni.
7Questa denominazione deriva dal procedimento sperimentale con cui l’effetto in que-
stione viene misurato, che consiste nell’usare atomi metallici di diversa massa ma di uguali
caratteristiche chimiche, cioe` isotopi diversi dello stesso atomo.
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∆bcs(k) =
∑
~k ′
[
Ψ(~k, ~k
′
) + o
(
((k′)− µ)2)] , (9.38)
da cui si vede che, all’ordine piu` basso, il gap e` un funzionale lineare di
Ψ(~k, ~k
′
), e quindi, dalla (9.16c), ponendo ~k
′
= −~k, e tenendo conto della
(7.7b):
∆bcs(k) ∝ C
2
1k
2
V ρmω`(k)
= (dalle (6.33a)) =
C21k
V ρmc`
∝M−1/2ion . (9.39)
Infatti, si noti che C1 (eq.ne (7.5c)) e` proporzionale a ρ0 = Nion/V , cioe`
alla densita` ionica numerica. Dunque C1 non dipende dalla massa ionica.
Invece la velocita` fononica c` =
√
(κ+ 4µ)/(3ρm) (eq.ne (6.33a)) decresce
con la radice quadrata della densita` di massa ionica ρm = ρ0Mion/V . Quindi
dalla (9.39) segue immediatamente la relazione (9.37), che illustra l’effetto
isotopico.
9.9 Lo Stato Fondamentale BCS
La struttura dello stato fondamentale |BCS 〉0 riveste una notevole impor-
tanza di principio, poiche´ permette di comprendere cosa avviene (a T = 0)
degli elettroni prossimi al livello di Fermi, in seguito alla instabilita` del me-
desimo, dovuta alla formazione dei polaroni e all’accoppiamento attrattivo
BCS. A meno di una costante moltiplicativa arbitraria, le equazioni che
permettono di ricavare | BCS 〉0 seguono dalla sua natura di vuoto delle
eccitazioni collettive create dai γ†↑,↓(~k):
γ↑,↓(~k)|BCS 〉0 = 0 ⇒ (per le (9.23))
⇒
[
x∗(k)C↑,↓(~k) + y(k)C
†
↓,↑(~k)
]
|BCS 〉0 = 0 . (9.40)
per ogni ~k. Posto che |0~k 〉 sia lo stato di Fock corrispondente a zero polaroni
in ~k, e` immediato verificare che:
γ↑,↓(~k)
[
1− y(k)
x∗(k)
C†↑(~k)C
†
↓(−~k)
]
| 0~k 〉 = 0 . (9.41)
Identificando il prodotto (antisimmetrizzato)
| ∅ 〉pol ≡
∏
~k∈Weff
| 0~k 〉 (9.42)
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con il vuoto polaronico, le (9.40) e (9.41) danno, infine:
|BCS 〉0 =
∏
~k∈Weff
|x(k)|2
[
1− x(k)y(k)|x(k)|2 C
†
↑(~k)C
†
↓(−~k)
]
| ∅ 〉pol , (9.43)
avendo posto la condizione di normalizzazione 0〈BCS |BCS 〉0 = 1, che fissa
la costante moltiplicativa arbitraria. Un semplice trucco formale permette di
esprimere la (9.43) in una forma piu` significativa, sul piano fisico: si osservi
che, per le regole di commutazione canoniche si ha
[
C†↑(~k)C
†
↓(−~k)
]n
= δn,0 +
δn,1. Inoltre, le coppie C
†C†, corrispondenti a ~k diversi, commutano tra loro.
Ma allora la quantita` in parentesi quadre nella (9.43) si puo` pensare come
lo sviluppo in serie di un operatore esponenziale8, e quindi:
|BCS 〉0 =
∏
~k∈Weff
|x(k)|2×
× exp
− ∑
~k∈Weff
x(k)y(k)
|x(k)|2 C
†
↑(~k)C
†
↓(−~k)
 | ∅ 〉pol . (9.44)
E` ragionevole interpretare C†↑(~k)C
†
↓(−~k) come l’operatore di creazione di
una coppia di Cooper (Sezione 9.2), con natura approssimativamente boso-
nica9. Con questa assunzione, si vede allora che lo stato fondamentale BCS,
descritto dalla (9.44), e` uno stato coerente10 di coppie di Cooper (eq.ne
(9.10)).
8Si osservi che, senza la commutativita` delle coppie C†C†, l’equazione (9.44) sarebbe
sbagliata: il prodotto di esponenziali di operatori e` uguale all’esponenziale della somma
se e solo se gli operatori commutano tra loro.
9Per operatori del tipo B†λ,λ′ ≡ c†λc†λ′ e Bλ,λ′ ≡ cλ′cλ, le regole di commutazione
bosoniche sono tutte rispettate esattamente per λ 6= λ′, salvo
[
Bλ,λ′ ,B†λ,λ′
]
= 1 + c†λc
†
λ −
c†λ′c
†
λ′ , che richiede, per essere soddisfatta, l’uguaglianza del numero di fermioni presenti
nei due stati λ e λ′.
10Per la definizione di stato bosonico coerente, si rimanda a qualunque testo moderno
di meccanica quantistica.
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Appendice A
Appendice A
Come noto, gli stati |Ψ 〉N a N particelle di natura fermionica debbono
essere anti-simmetrici rispetto allo scambio delle particelle stesse. Il caso piu`
semplice e` quello in cui i fermioni non interagiscono tra loro e popolano un
set di stati |x〉 di singola particella, che supporremo ortonormali : 〈x ′ |x〉 =
δx,x ′ . Il simbolo x e` un indice, che definisce lo stato di un qualunque singolo
elettrone. Per semplicita`, indichiamo col solo simbolo j = 1, 2, . . . , N
l’insieme delle variabili (posizione/impulso, spin, ecc.) che identificano il
j-esimo fermione: j ≡ (~rj , sj , . . . ). In questo modo, il simbolo 〈 j | x 〉 =
f~x(~rj , sj , . . . ) si legge come ‘la rappresentazione nella posizione/impulso,
spin, ecc. del j-fermione nell’~x-esimo stato’. Numerando da 1 a N gli
stati occupati dai fermioni, otteniamo un oggetto a 2 indici: 〈 j | xn 〉 =
f~xn(~rj , sj , . . . ), con cui si puo` formare una matrice quadrata N × N . Il
determinante di questa matrice, diviso per
√
N !, e` denominato Determinante
di Slater e rappresenta lo stato |Ψ 〉N di tutti i fermioni, normalizzato, e
antisimmetrico rispetto allo scambio di due qualsiasi fermioni:
〈 1, 2, . . . , N |Ψ 〉N = 1√
N !
Det
[
〈 j | xn〉
]
= (A.0.1)
=
1√
N !
N !∑
P=1
Sign(P )
N∏
j=1
f~xj
P
(~rj , sj , . . . ) , (A.0.2)
dove P numera le permutazioni dei simboli 1, 2, . . . , N , a partire da una
fondamentale, Sign(P ) e` 1 se la permutazione e` pari (numero pari di scambi
da quella fondamentale) oppure −1 se la permutazione e` dispari. Infine jP
e` il j-esimo elemento della P -esima permutazione.
La antisimmetria segue dalla proprieta` del determinante di cambiare di
segno scambiando due righe o due colonne. In effetti, scambiare tra loro
il j-esimo e il j′-esimo fermione significa proprio scambiare due righe (o
due colonne) nella matrice (A.0.1). Analogamente, il Principo di Esclusio-
ne di Pauli discende dalla proprieta` del determinante di annullarsi quando
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due righe o due colonne sono uguali, il che, applicato alla matrice (A.0.1),
corrisponde, appunto ad avere due fermioni nel medesimo stato.
La rappresentazione funzionale (A.0.2) ha il difetto di essere complessa
e faticosa da gestire nei calcoli. Molto piu` agile e conveniente risulta, allora,
la rappresentazione detta di ‘2a quantizzazione’:
|Ψ 〉N = c†(x1)c†(x2) . . . c†(xN )| O 〉F , (A.0.3)
in cui | O 〉F e` il vuoto fermionico e i c†(xj) sono gli operatori di creazio-
ne fermionici che ‘creano’ un fermione nello stato | xj 〉. Nella presente
trattazione, daremo per scontato la conoscenza della rappresentazione di 2a
quantizzazione, limitandoci a richiamarne gli aspetti salienti nel Capitolo 3,
Sezione 3.1.
146
Appendice B
Appendice B
Dalla definizione:
〈 ~g 〉~k = V
∑
~g
∣∣ŵ~k(~g)∣∣2 ~g , (B.0.1)
si ha:
〈 ~g 〉0 = V
∑
~g
|ŵ0(~g)|2 ~g = 0 . (B.0.2)
Per dimostrarlo, si segua la seguente procedura: fare il complesso coniugato
della (1.17); sostituire û ∗(~g−~g ′)→ û(~g ′ −~g); sostituire ~g → −~g; sostituire
~g
′ → −~g ′ ; infine, sostituire ~k → −~k. La conclusione e` un’equazione per
ŵ ∗−~k(−~g), identica alla (1.17) per ŵ~k(~g), da cui segue
ŵ~k(~g) = ŵ
∗
−~k(−~g)⇒ ŵ0(~g) = ŵ
∗
0 (−~g)⇒ |ŵ0(~g)|2 = |ŵ0(−~g)|2. (B.0.3)
Dato che ad ogni ~g corrisponde l’opposto −~g, la (B.0.3) implica immediata-
mente la (B.0.2).
A questo punto, lo sviluppo di 〈 ~g 〉~k intorno a ~k = 0, si scrive, per
componenti α = 1, 2, . . . , D:
〈 gα 〉~k =
D∑
β=1
Aα βkβ + · · · = V
∑
~g
D∑
β=1
(∂ ∣∣ŵ~k(~g)∣∣2
∂kβ
)
~k=0
κβgα + . . . , (B.0.4)
da cui segue che la matrice A risulta:
A =
[∑
~g
gα
(∂ ∣∣ŵ~k(~g)∣∣2
∂kβ
)
~k=0
]
. (B.0.5)
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Per passare dalla prima uguaglianza nella (1.36a) alla seconda, e` sufficiente
sostituire ~r − ~R ′ → ~r nell’integrale. Questo porta ~r → ~r + ~R ′ , col che si
arriva a:
〈 ~k | ~k 〉 =
∑
~R,~R ′
ei
~k(~R−~R ′ )
∫
Ω
d~r fat(~r − (~R− ~R ′))fat(~r) = (~R− ~R ′ → ~R)
= N
∑
~R
ei
~k ~R
∫
Ω
d~r fat(~r − ~R)fat(~r) ,
dove N e` il numero di siti reticolari. La stessa procedura, applicata alla:
〈 ~k |Heff | ~k 〉 =
=
∑
~R,~R ′
ei
~k(~R−~R ′ )
∫
Ω
d~r fat(~r − ~R)
[
T +
∑
~R ”
u(|~r − ~R ”|)
]
fat(~r − ~R ′),
con le ridefinizioni ~R− ~R ′ → ~R e ~R ”− ~R ′ → ~R ′ , porta alla (1.36b), tenuto
conto del fatto che la sommatoria sugli ~R ” si estende all’intero reticolo
(virtualmente infinito).
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Dai calcoli perturbativi, e` facile dedurre che la definizione di Λ(~k
′
, ~k | a′, a)
segue dall’elemento di matrice:
0〈 a′,~k ′ |e±i~q ~r| ~k, a〉0 = per la (2.28) =
=
∑
~g, ~g ′
ŵ ∗~k ′ (~g
′
, a′)ŵ~k(~g, a)
V δ~k−~k ′±~q+~g−~g ′ , 0︷ ︸︸ ︷∫
Ω
d~r ei(
~k−~k ′±~q+~g−~g ′ )~r =
= δ~k ′ , ~k±~q V
∑
~g
ŵ ∗~k ′ (~g
′
, a′)ŵ~k(~g, a)︸ ︷︷ ︸
Λ(~k′,~k|a′,a)
. (D.0.1)
In effetti, la δ di Kronecker che definisce l’integrale nella seconda linea deve
essere valutata tenendo conto del fatto che ~k ∈ ZB e q = |~q| e` molto piccolo,
confrontato con le dimensioni lineari della ZB stessa. In tal caso, si trascu-
rano i processi umklapp e si puo` assumere δ~k−~k ′±~q+~g−~g ′ , 0 = δ~k ′ , ~k±~q δ~g ′ , ~g
col che si giustifica la (D.0.1). Le equazioni (2.30a) e (7.7b) sono immediate
conseguenze della (D.0.1). L’identita` (2.30b) segue per verifica diretta.
Per passare dalla (2.31a) alla (2.31b), si proceda pazientemente al cal-
colo, utilizzando la (2.28), poi si raccolgano a fattore i termini e±i~q ~r. Nella
sommatoria a fattore di e±i~q ~r (la procedura che segue si ripete, identica, per
il c.c.) si esegua la sostituzione ~k+ ~q → ~k, ignorando gli effetti della sostitu-
zione sulla somma in ~k, come gia` fatto nel caso metallico. Poi si scambino a
con a′ nel termine che contiene Λ. Infine, si ricordi la (2.30b), in virtu` della
quale si ha Λ = Λ∗, quando si scambiano i ~k e gli a.
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Dai risultati della Sezione 1.3, esplicitando la parte periodica delle onde
di Bloch, e` facile trasformare l’integrale nella (3.11b) in un integrale che,
estratti i 4 coefficienti di Fourier, si presenta come:
I =
∫
Ω2
d~r1d~r2 ueff (|~r1 − ~r2|)ei(~k1−~k′1+~g1−~g
′
1 )~r1+i(
~k2−~k′2+~g2−~g
′
2 )~r2 =
=
∫
Ω
d~ρ ueff (ρ)e
i
[
(~k1−~k′1+~g1−~g
′
1 )−(~k2−~k′2+~g2−~g
′
2 )
]
~ρ/2×
×
∫
Ω
d ~X e
i
[
(~k1−~k′1+~g1−~g
′
1 )+(
~k2−~k′2+~g2−~g
′
2 )
]
~X
︸ ︷︷ ︸
V δ
(~k1−~k′1+~g1−~g
′
1 )+(
~k2−~k′2+~g2−~g
′
2 ), 0
, (E.0.1)
dove il passaggio dalla prima uguaglianza alla seconda si realizza passando
al sistema del c.d.m.: ~X = (~r1 + ~r2)/2, ~ρ = ~r1 − ~r2. Se ci si limita a
considerare processi normali, per i quali ~k ± ~k′ ∈ ZB, la δ che appare
nell’equazione (E.0.1), come conseguenza della conservazione del momento
totale, si separa in due vincoli di conservazione separati, per i ~k e per i
vettori del reticolo reciproco ~g, da cui si ottiene
I(~g1, ~g
′
1 , ~g2, ~g
′
2) = V δ(~k1−~k′1)+(~k2−~k′2),0 δ(~g1−~g
′
1 )+(~g2−~g
′
2 ), 0
×
×
∫
Ω
d~ρ ueff (ρ)e
i(~k1−~k′1+~g1−~g
′
1 )~ρ . (E.0.2)
L’elemento di matrice (3.11b) risulta da:
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∑
~g1,~g
′
1
∑
~g2,~g
′
2
ŵ∗~k′2
(~g
′
2)ŵ
∗
~k′1
(~g
′
1)ŵ~k1(~g1)ŵ~k2(~g2)× I(~g1, ~g
′
1 , ~g2, ~g
′
2) . (E.0.3)
In virtu` della (E.0.2), la sommatoria doppia sui ~g1, ~g
′
1 recupera le onde di
Bloch in funzione di ~ρ, il che porta all’integrale esplicitato nella (3.11b).
La sommatoria doppia sui ~g2, ~g
′
2 , invece, dopo un’opportuna manipolazione,
porta il valore delle onde di Bloch per ~r = 0, il che completa la formu-
la (3.11b).
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Per la definizione (3.26c) dell’operatore integrale usc, si ha:
〈 ~r + ~R | usc| f 〉 =
= −
∑
~k′
F (~k′) φ~k′(~r + ~R)
∫
Ω
d~r
′
φ ∗~k′(~r
′
)ueff (|~r + ~R− ~r ′ |)f(~r ′) =
−
∑
~k′
F (~k′) φ~k′(~r + ~R)
∫
Ω
d~r
′
φ ∗~k′(~r
′
+ ~R)ueff (|~r − ~r ′ |)f(~r ′ + ~R) =
−
∑
~k′
F (~k′) φ~k′(~r)
∫
Ω
d~r
′
φ ∗~k′(~r
′
)ueff (|~r − ~r ′ |)f(~r ′ + ~R) =
= 〈 ~r | uscT~R | f 〉 . (F.0.1)
Il passaggio dalla seconda linea alla terza si fa con la sostituzione ~r
′−~R→ ~r ′ ,
mentre il passaggio dalla terza alla quarta linea segue dalla forma generale
delle onde di Bloch φ~k(~r). L’ultima espressione segue dalla definizione di
operatore di traslazione 〈 ~r |T~R| f 〉 = f(~r + ~R).
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Per calcolare fon〈 ~r |∆(~R)| ~r 〉fon, si cominci dal calcolo di
∆(~R)| ~r 〉fon =
= − i
C1
∑
~q
Λ(q)
[
b†(~q)e−i~q·~R − b(~q)ei~q·~R
]
×
×
| 0~q 〉 − i∑
~q ′′
ei~q
′′ ·~rΛ(q
′′)| 1−~q ′′ 〉
∆(~k, ~q ′′)
 =
= − i
C1
∑
~q
[
e−i~q·~RΛ(q)| 1~q 〉+ i ei~q(~R−~r) Λ
2(q)
∆(~k,−~q)
| 0~q 〉−
− i
∑
~q ′′
ei~q
′′ ·~r Λ(q)Λ(q′′)
∆(~k,−~q ′′)
| 1~q, 1−~q ′′ 〉
]
, (G.0.1)
e si osservi che l’addendo nell’ultima riga non contribuisce al valore medio
fon〈~r |∆(~R)|~r 〉fon, poiche´ contiene 2 fononi, ed e` quindi ortogonale a |~r 〉fon.
Completando il prodotto scalare da sinistra, si ha, allora:
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fon〈 ~r |∆(~R)| ~r 〉fon = − i
C1
i∑
~q ′
Λ(q′)
∆(~k, ~q ′)
e−i~q
′ ·~r〈 1−~q ′ |+ 〈 0~q |
×
×
∑
~q
[
e−i~q·~RΛ(q)| 1~q 〉+ i ei~q(~R−~r) Λ
2(q)
∆(~k,−~q)
| 0~q 〉
]
=
=
1
C1
∑
~q
Λ2(q)
[
e−i~q(~R−~r)
∆(~k,−~q)
+
ei~q(
~R−~r)
∆(~k,−~q)
]
=
=
1
C1
∑
~q
Λ2(q)ei~q(~r−~R)
[
1
∆(~k,−~q)
+
1
∆(~k, ~q)
]
(G.0.2)
a` e´
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