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Equating an Adaptive Testing to a Linear Test
In large-scale testing programs, test scores are generally reported along with a set of test items for their interpretation. If the tests are released immediately after their administration, they can be used for this purpose. Otherwise, an equivalent set of items has to be used.
In computerized adaptive testing (CAT), release of the test items after the test is administered is impossible without immediate decrease in the quality of the item pool for the next test takers. Instead, CAT programs usually give their test takers a linear reference test, for example, a previous paper-and-pencil form or a special form assembled to the same content specifications as the CAT. Typically, they equate the ability estimates on the adaptive test to the number of items the test taker would have had correct on the reference test.
A good reference test has to satisfy potentially conflicting demands-for example, the demands of the same content composition as the adaptive test and conditional standard errors for the observed number-correct scores that guarantee equally accurate reference scores for all test takers. Although not trivial, this article does not focus on the problem of selecting a good reference test. Instead, it addresses the subsequent problem of identifying a method that can be used to equate CAT scores to number-correct scores on a chosen reference test. The same need for an equating method exists in testing programs that offer their test takers a choice between an adaptive and linear version of the same test.
In the CAT literature, three different methods for this equating problem have been investigated: (a) test characteristic function equating, (b) equipercentile equating, and (c) a method based on constraints on the items selected for the adaptive test.
The first method is true-score equating using the test characteristic function (TCF) of the reference test. Suppose the items in the CAT pool and the reference test have been calibrated using the three-parameter logistic response model p i ðθÞ = PrðU i = 1 | θÞ = c i + ð1 À c i Þf1 + exp½Àa j ðθ À b j Þg À1 ;
where U i is a binary variable for the response of the test taker to item i, θ ∈ ðÀ∞; ∞Þ represents the test taker's ability level, and a i ∈ ½0; ∞Þ, b i ∈ ðÀ∞; ∞Þ, and c i ∈ ½0; 1 are the discriminating power, difficulty, and guessing parameters for item i (Lord, 1980) . Let X denote the observed number-correct score on the reference test. The TCF for the reference test is defined as
where τ X is the classical test theory true score associated with observed score X, and n is the length of the test. In TCF equating, (3) is used to transform the test taker's ability estimate,θ; into an estimate of his or her true score on the reference test. The estimate iŝ
This method is less expensive than the method of equipercentile equating below. The only requisite is previous calibration of the reference test along with the items in the CAT pool. A subtle problem, however, is the difference between the estimated true score in (3) and the observed score on the reference test. Generally, these two scores are differently distributed for each test taker. If the two tests are not too short and the reference test has been calibrated accurately, the differences between (3) and the observed score on the reference test are not large for most of the test takers, though. The second method equates the ability estimates on the CAT to the number-correct scores on the reference test matching the quantiles of their distributions for an assumed population of test takers. The method requires a separate empirical study prior to the operational stage of the test to estimate the population distributions of the ability estimates and number-correct scores on the two respective tests. The data in this study are usually collected following a randomly equivalent groups design or a design with nonequivalent groups but common items. The former has been used to equate the CAT version of the Armed Services Vocational Aptitude Battery (ASVAB) to its paper-and-pencil version (Segall, 1997) ; the latter is used to equate the same two versions of the Scholastic Assessment Test (SAT) (Lawrence & Feigenbaum, 1997) .
Suppose a randomly equivalent groups design is used to estimate the distributions. Let FÂðθÞ be the (cumulative) distribution function of the ability estimates on the CAT for the population of test takers and F X ðxÞ the function of the number-correct scores on the reference test, X. The transformation that has to be estimated equates the quantiles of the two distributions to each other. More formally, it is defined asx
whereθ is the ability estimate equated to the scale of the number-correct score X, and eð:Þ is the transformation used to perform this equating. The transformation has the same general form as the traditional equipercentile transformation for number-correct scores on two linear tests (see, e.g., Braun & Holland, 1982) ; the only difference is the replacement of the distribution function of the number-correct score on the test from which the scores are equated by the function of the ability estimates,θ; on the adaptive test for the population of test takers.
Conducting an equating study to estimate (4) is usually expensive. To obtain accurate estimates of both distribution functions, large sample sizes are needed. If the samples are too small, it may be possible to compensate somewhat by using an appropriate smoothing technique, but the choice of such a technique always has to strike a delicate balance between inaccurate and biased estimates of the distributions functions. In addition, each time the item pool or the CAT algorithm changes, a new equating study has to be conducted.
The third approach is to impose constraints on the selection of the items for the adaptive tests that guarantee their observed number-correct scores to be automatically equated to the observed number-correct scores on the reference test. The constraints follow from a result in van der Linden and Luecht (1998) . Let i = 1; . . . ; n and j = i; . . . ; n denote the items in the reference test and a CAT for an arbitrary test taker, respectively. These authors show that the observed-score distributions on the two tests for a test taker with ability θ are identical if and only if 
that is, if the two tests have equal sums of powers of the response probabilities of the order r = 1; . . . ; n for the test taker. Because they also show that the importance of the higher order powers vanishes quickly with increasing test length, typically for a real-life test, equality of the sums of powers of the first two or three orders is sufficient. When applied to CAT, after each update of the ability estimate,θ, the numbers on the left-hand sides of (5), for, say, r = 1; 2; 3, can be calculated from the response functions in the reference test. If the next item is selected, these numbers need to be imposed as a constraint on the sums on the right-hand side of (5) at the currentθ for all items in the CAT. This seems hardly possible for traditional CAT in which one item is selected from the pool at a time. But as the constraints in (5) are linear in the items, they can easily be imposed using the shadow test approach to CAT (van der Linden, 2000a (van der Linden, , 2005 ). An empirical study (van der Linden, 2001) showed that this method yields excellent equating without any discernible loss of accuracy for the ability estimator for the test lengths typically used in CAT.
The focus of this article is on a comparison of the equating error in the TCF and the equipercentile method and two new methods for equating CAT scores to number-correct scores on a reference test. The new methods are local in that, instead of using a single transformation for all test takers as in the equipercentile and TCF methods, they approximate the true equating transformation at the test taker's θ value as closely as possible using a local transformation (van der Linden, 2006) . For an introduction to local equating, this reference should be consulted. Below, only the main idea on which this local equating rests is repeated.
From an operational point of view, the use of local equating to report scores in adaptive testing is natural: Its methods are easy to implement when the tests involved in the equating are calibrated using a response model, such as the one in (1). This condition is always met in adaptive testing with a linear reference test. As shown below, the equating transformation follows directly from the item parameters and the ability estimate on the adaptive test. Thus, they do not require any empirical equating study prior to the operational administration of the test. Neither do the transformations have to be reestimated if the population changes, the item pool is replaced, or the CAT algorithm is modified. In this respect, local equating resembles the TCF method in (3). It differs from the latter, however, in that the TCF method is also based on a single transformation instead of a family of transformations and therefore leads to the same type of statistical errors as the equipercentile equating.
Results from a study with simulated CAT administrations are presented to illustrate these points.
Local Observed-Score Equating
An extended introduction to local observed-score equating is given in van der Linden (2006) . Here, only its key features are summarized.
Local equating follows directly from two basic assumptions on which both classical and modern test theory rest:
1. The observed score of a fixed test taker is random across replications of the test.
2. For each individual test taker, the observed score has a different distribution.
The first assumption is equivalent to that of nonzero measurement error. The second assumption can be motivated, for example, by the fact that observed scores are bounded; consequently, observed-score distributions are more skewed, the more extreme the true score or ability level of the test taker.
Suppose one wanted to equate the observed score Y of a single test taker on one test to his or her score X on another test. The equating transformation should map the scale of Y to the scale of X such that the distributions of score X and the transformed version of score Y are identical. The transformation that does this exactly is the true equating transformation for the test taker. If it would be used in an actual equating, the equated score and the score to which it is equated are indistinguishable, and it becomes impossible for the test taker to have a preference for either score.
It follows from the second assumption that a different true transformation should be defined for a different test taker. In fact, it is important to think of true equating transformations as a family of transformations with a different member for each ability level. This family is derived in the next section. The idea of an entire family of equating transformations is an important improvement over the current methods of observed-score equating (for a review, see Kolen & Brennan, 1995) . These methods seem to ignore the two basic assumptions of test theory above; instead, they assume a fixed observed score for each test taker and equate the distribution of these fixed scores for a population of test takers on one test to the distribution on another test. Obviously, to map a population distribution to another distribution, only one transformation is needed.
In a practical application, the ability of the test taker is not known, but an estimate of it can be inferred from the test taker's response vector. The choice of transformation based on this estimate is called a local equating transformation. The name is used to distinguish this transformation from the single or global transformation used in current observed-score equating. Two different types of local transformations are derived below.
It seems natural to define equating error as the difference between a local and the true transformation for a fixed examinee. Alternatively, the equating error can be defined as the difference between the distributions of the equated score and the original score on the test to which the equating occurs. Below, it is shown that the two definitions differ in the scale on which they are defined but are otherwise equivalent.
True Equating Transformation
Suppose the three-parameter logistic (3PL) model in (1) holds both for the adaptive test and the reference test and the items have been calibrated with enough precision to use the estimated values of the item parameters as their true values. We consider a test taker with ability level θ and use F Y | θ ðyÞ and F X | θ ðxÞ to denote the distribution functions of number-correct scores Y and X on the adaptive test and reference test. The observed-score distributions are known to belong to the generalized binomial family (also known as the compound binomial; see, e.g., Lord, 1980) . The distribution functions of this family do not have a closed form, but they can easily be calculated from the response functions in (1) for a given θ value using the well-known simple recursive procedure in Lord and Wingersky (1984) .
The goal of observed-score equating is to map the scores on Y to the score on X for each test taker. The family of transformation that performs this job exactly is
Once the items in the two tests have been calibrated and are on the same scale, the distribution functions F X | θ ðxÞ and F Y | θ ðyÞ are known for any value of θ, and the transformation in (6) follows immediately. The transformation is the Q-Q transformation used as the universal tool for transforming a distribution function into any given distribution function in statistics (see, e.g., Wilks & Gnanadesikan, 1968) . It is also the one in (4), but in (6), it is applied to the conditional distributions of the observed scores given θ, not to the marginal distributions for an assumed population of test takers. This family of transformations can be conceived of as the true equating transformations for test Y to X. If the θ values of the test takers were known, using the members of the family would lead to perfect equating. Statistically, it would be impossible to distinguish between the use of test Y with subsequent transformation of the score and the score directly on test X for any test taker.
It should therefore not come as a surprise that this family meets each of the criteria for equating in the literature (van der Linden, 2000b, Proposition 1). First, as just indicated, it meets the criterion of identical distributions for the equated scores and the scores equated to. This criterion is known as Lord's (1980, section 13 .2) criterion of equity. Second, it meets the criterion of symmetry of the transformation in X and Y. If the role of X and Y in (6) is exchanged, the inverse of the transformation e * ðy; θÞ is obtained-that is, e * ðx; θÞ = e * À1 ðy; θÞ, which should be used to equate X to Y. Third, because the family in (6) is indexed by θ, the equating is population invariant; that is, the family holds for any distribution over θ. For an introduction to these three criteria, see Harris and Crouse (1993) and Kolen and Brennan (1995) . In addition, the family of transformations meets the criterion of identical (stochastic) order of the test takers by the equated score eðYÞ and the score on the test to which it is equated, X. This condition is equivalent to the one of the two tests being unidimensional with a common dimension (van der Linden, 2000b) .
The fact that the transformations in (6) take a different shape for each value of θ is necessary to meet these criteria. Observed number-correct scores are random because of measurement error, and the scores of different test takers have different random components. If a single equating transformation for test takers at different ability levels is used, one cannot allow for these differences and create bias in the equated scores.
The choice between a single equating transformation and a family of transformations has an instructive parallel in the choice of a standard error of measurement. The history of testing had a long period of using a single standard error of measurement for the entire population that took the test. This practice is obviously wrong; it creates the impression that all test takers have identical observed-score distributions, whereas, as argued above, some are more skewed than others. With the advent of item response theory, the standard error of measurement was redefined as VarðY | θÞ ½ À1=2 -that is, as a family of errors with a different member for every value of θ. This family shows intuitively better behavior and has been the choice of standard error ever since. The family of true transformations in (6) is based on the same conditional distributions of observed scores as this standard error of measurement. It therefore automatically allows for the differences between these distributions. The current equating methods have to compromise between these distributions and, consequently, are biased for each test taker.
Local Transformations
In operational testing, the true value of θ is not known, but it can be estimated from the test taker's response vector. This estimate can be used to make the best possible choice from the family of transformations in (6). Continuing the parallel in the preceding section, the same practice is followed if a standard error for a test taker's ability estimate is reported.
Depending on the type of estimation, two different types of local equating are proposed (van der Linden, 2006) . If a point estimate of θ is inferred from the response vector-for example, the maximum likelihood (MLE) or the Bayesian expected a posteriori (EAP) estimate-the best choice from the family of equating transformation in (6) is the member at the estimate:
If a fully Bayesian estimation procedure is used, it makes sense to allow for the remaining uncertainty about θ in the procedure and take the expectation of the transformations in (6) over the test taker's posterior. Let f Â | u 1 ;...;un ðθÞ denote the density of this posterior after the responses U 1 = u 1 ; . . . ; U n = u n to the n items in the test. The best choice of equating transformation then becomes
These two equation transformations will be referred to as the estimated true and posterior expected true transformation, respectively. These transformations are called local to distinguish them from the single transformation used in the current equating practice and to emphasize that they approximate the true transformations e Ã ðy; θÞ in (6) for test takers with an unknown ability level. It is easy to extend the CAT algorithm with a procedure for calculating these local transformations. The core of the procedure is Lord and Wingersky's (1984) algorithm for calculating the distributions in (6), which involves only a few lines of computer code. If the estimated true transformation in (7) is used, the algorithm is executed at the ability estimate. The equated score eðy;θ Þ the same quantile under F X | θ ðxÞ as Y = y under F Y | θ ðyÞ. If the posterior expected true transformation in (8) is used, the true transformations in (6) are calculated at a well-chosen grid of θ values covered by the posterior distribution, numerical integration is used to find the transformation, and then the equated score is identified.
It is important to note that, although an estimate of θ is needed to choose a local transformation, the transformations are not applied toθ but to the number-correct score Y on the CAT. Hence, as an additional service to the test takers, local equating enables one to report number-correct scores on the CAT along with the conversion table for the transformation that equates their score to a number-correct score on the reference test. The only thing they need to understand is that because each of them takes a different set of items, they receive different conversion tables.
Defining Equating Error
Suppose one wants to evaluate an arbitrary transformation, x = 'ðyÞ, for the equating of an observed score on a test Y to a test X. If a person with ability θ had taken test X directly, the distribution of his or her observed score would have been one with distribution function F X | θ ðxÞ. This function can be calculated directly from the item parameters for X using the Lord and Wingersky (1984) algorithm. However, the person takes test Y instead, upon which his or her score is transformed back to X using 'ðyÞ. If the same transformation 'ðyÞ is applied to the distribution function F Y | θ ðyÞ for the score of the test taker on Y, the distribution function for the equated score follows. The result is denoted as F 'ðYÞ | θ ðxÞ.
The difference between the two distribution functions is a measure for the error in the equated score:
An equivalent definition of error is obtained if one focuses on the error in the transformation that leads to a mismatch between the two distribution functions in (9). Using the true transformation e * ðy; θÞ in (6) would have led to zero error in (9) for each value of θ. It is thus natural to use these transformations as the benchmark and define the error in equating transformation 'ðyÞ as ε 2 ðy; θÞ = 'ðyÞ À e * ðy;
A general treatment of these error definitions for observed-score equating is given in van der Linden (2006) , where it is emphasized that both definitions define a family of functions with parameter θ. The family in (9) contains functions of x; for each value of θ, they show the difference between the distributions of the equated and the original scores on the scale of the test to which we equate. The family in (4) has a function of y for each value of θ. The function shows the error in the value of the equated score at Y = y. For example, it shows for what regions the transformation results in equated scores that are too large or too small. An empirical study with the error function in (10) for the equating of two linear tests is given in van der Linden (2006) . In this article, the focus is on the evaluation of equating transformations for an adaptive to a linear test. For this application, the error function in (9) is a natural choice, because the transformations 'ðyÞ are not on a common scale y. This observation holds for two different reasons. First, in adaptive testing, different test takers get different sets of items, and consequently, the number-correct scale used in the local transformations in (7) and (8) is different for each test taker. Second, these transformations need to be evaluated against the equipercentile and TCF transformations in (4) and (3), which are not defined on a number-correct scale at all but on the scale of the ability estimates,θ. The error functions in (9) evaluate the impact of the transformations on the distribution of the equated scores, no matter what scores one equates from. Also, they always take values in [-1, 1]. The endpoints of this interval are approached when one of the distribution functions in (9) approaches its minimum and the other its maximum value.
In the next sections, this study discusses how to use the family of functions in (9) to evaluate equating error in the equating of an adaptive test to a linear test using the equipercentile and TCF methods and the two local methods considered in this article. Because the distributions of the equated scores in (9) depend onθ (or the posterior distribution of θ) and hence on the selection of items in the test by the CAT algorithm, the error functions have to be evaluated using a Monte Carlo method with simulation of adaptive testing administrations.
Equipercentile and TCF Method
The distribution functions of the equated scores for the equipercentile transformation in (4) and the TCF transformation for a test taker with ability θ are denoted as F eðÂÞ | θ ðxÞ and F τ X ðÂÞ | θ ðxÞ, respectively. For these two methods, the family in (9) assumes the following form: ε eðÂÞ ðx; θÞ = F eðÂÞ | θ ðxÞ À F X | θ ðxÞ; θ ∈ R; ð11Þ and ε τ X ðÂÞ ðx; θÞ = F τ X ðÂÞ | θ ðxÞ À F X | θ ðxÞ; θ ∈ R:
For a given value of θ, their members can be calculated using the following steps:
1. Calculate the distribution function F X | θ ðxÞ of the observed number-correct score on the reference test at θ, using the Lord and Wingersky (1984) algorithm.
2. Approximate the distribution function of the CAT estimatesθ at θ, FÂ | θ ðθÞ, using simulated CAT administrations for test takers at θ and recording their estimates.
3. Use the transformation for the equipercentile method in (4) or the TCF method in (3) to transform distribution function FÂ | θ ðθÞ from Step 2 to the distribution function of the equated scores F eðÂÞ | θ ðxÞ or F τ X ðÂÞ | θ ðxÞ, respectively. 4. Calculate the difference between F eðÂÞ | θ ðxÞ or F τ X ðÂÞ | θ ðxÞ in Step 3 and F X | θ ðxÞ in Step 1.
The calculation of the distribution function of the equated scores F eðÂÞ | θ ðxÞ or F τ X ðÂÞ | θ ðxÞ in
Step 3 in this procedure can be executed with any required degree of precision by manipulating the number of simulated CAT administrations in Step 2. In practical applications, it is efficient to execute Steps 1 and 2 for a fine grid of θ values in advance and choose the value closest toθ during operational testing.
Method of Estimated True Equating
The family of error functions for this method is given by ε eðy;θÞ ðx; θÞ = F eðY;θÞ | θ ðxÞ À F X | θ ðxÞ; θ ∈ R:
However, from (9) and using 'ðYÞ = X, it follows that F eðY;ÂÞ | θ ðxÞ = F X |θ ðxÞ. Therefore, (13) specializes to ε eðy;θÞ ðx; θÞ = F X |θ ðxÞ À F X | θ ðxÞ; θ ∈ R; ð14Þ which is just the difference between the distributions of X at θ =θ and at the true value of θ. This result leads to the following simple procedure for the calculation of the error function:
1. Simulate a CAT administration for a test taker at θ and calculate the ability estimateθ. 2. Calculate the distribution functions F X |θ ðxÞ and F X | θ ðxÞ of the observed number-correct score on the reference test at the ability estimateθ and the true ability θ, respectively, using the Lord and Wingersky (1984) algorithm.
3. Calculate the difference between the two distribution functions in Step 2. This difference is the error function in (7).
Method of Posterior Expected True Equating
Likewise, the family of error functions for this transformation becomes ε eðY;U 1 ;...;UnÞ ðx; θÞ = F eðY;U 1 ;...;UnÞ | θ ðxÞ À F X | θ ðxÞ; θ ∈ R:
The procedure for calculating this error function is more complicated than for the estimated true transformation. It consists of the following steps:
1. Simulate a CAT administration for a test taker at θ, calculate the posterior distribution of θ, and record the items.
Average the local transformations in
Step 3 over the posterior distribution of θ calculated in
Step 1. The result is the posterior expected local transformation in (8) for the test taker in
Step 2. 5. Use the transformation in Step 4 to transform the conditional distribution function of the number-correct score Y on the adaptive test in
Step 1 into the function of the equated score on X.
6. Calculate the difference between the result in Step 5 and the distribution function for the number-correct score X at θ, F X | θ ðxÞ, in Step 2. This difference is the error function in (15).
The distribution function of the equated score in (15) has no closed form. Therefore, just like the equipercentile transformation in (4), the transformation has to be found by matching the quantiles in the distributions and interpolating to allow for the discreteness of the scores (for this procedure, see Kolen & Brennan, 1995, chap. 2) . Also, the averaging in Step 4 typically leads to the necessity of finer interpolation than between the original discrete scores. If the impact of this interpolation is considered to be undesirable, then the error function can be approximated in (15) by the difference between the posterior expectation of the distribution of the equated score and the distribution of X at the true value of θ. This approximation leads to errors that are negligible in the region of y values for which the transformation is close to linear but to larger errors at the extremes of y.
Bias and Mean Squared Error
Observed-score equating has a long tradition of evaluating equating methods only by their standard error of equating. This is correct as long as the method is known to be unbiased. In the empirical example below, it is shown that this assumption does not hold for equating methods based on a single transformation. It is therefore more appropriate to evaluate equating methods by their bias and mean squared error (MSE) or root mean squared error (RMSE) functions. As is well known, the standard error of the equating is related to these quantities; its square is equal to the difference between the MSE and the squared bias function. This standard error is not the one currently used in the testing industry, which is the standard error of (4) across sampling from the assumed population of test takers.
Except for numerical error in the Monte Carlo calculation of FÂ | θ ðθÞ, the error functions for the equipercentile and TCF transformations in (11) and (12) are fixed quantities. These functions can therefore also be viewed as the bias functions of these transformations, whereas their squares are their MSE functions.
The local transformations in (7) and (8) are dependent on the ability estimates; each adaptive test administration would lead to a different transformation and, hence, to a different error function. The bias and MSE functions for these transformations should therefore be defined as expectations of the error functions over adaptive test administrations.
For the family of estimated true transformation, these expectations are as follows:
Biasðeðy;θÞ; θÞ = ε U 1 ;...;Un | θ ½F eðY;ÂÞ | θ ðxÞ À F X | θ ðxÞ; ð16Þ and MSEðeðy;θÞ; θÞ = ε U 1 ;...;Un | θ ½F eðY;ÂÞ | θ ðxÞ À F X | θ ðxÞ 2 :
where ε U 1 ;...;Un | θ denotes the expectation over replicated test administrations for test takers at θ. The definitions for the posterior expected true transformation are analogous.
Empirical Study
An empirical evaluation of the following four methods of equating an adaptive test to a linear test in this article was conducted:
1. the equipercentile method in (4), 2. the method based on the TCF in (3), 3. the estimated true equating method in (7), 4. the posterior expected true equating method in (8).
For each method, the bias and RMSE functions were estimated using CAT simulations for a test length of n = 20. This length is typical of the adaptive tests in use in large-scale testing programs. The RMSE functions were chosen instead of the MSE functions because this choice enables one to compare the bias and accuracy of the equatings on the same scale.
Item Pool and Tests
The simulations were conducted with a previous pool of 753 items from the Law School Admission Test (LSAT). The pool was calibrated under the three-parameter logistic model in (1). The 20-item reference test was sampled randomly from an old form of the LSAT.
The ability estimator in the adaptive test was the EAP estimator with a uniform prior over [-4, 4] . The estimator was always initiated at θ = 0. The items were selected using the maximuminformation criterion (Thissen & Mislevy, 1990) .
Equipercentile Method
This method was applied assuming a population with θ ∼ Nð0; 1Þ. To calculate the equipercentile transformation, the population distribution function of the ability estimates,θ; was approximated by simulating 100,000 CAT administration for test takers randomly sampled from Nð0; 1Þ. This number was chosen to be large to avoid significant numerical error in the equating transformation. The population distribution function of the number-correct scores on the reference test was calculated by averaging the distributions for the test takers sampled from Nð0; 1Þ. The equipercentile transformation was calculated using the method of linear interpolation described in Kolen and Brennan (1995, chap. 2) .
This transformation was evaluated at θ = À 2:0; À1:5; . . . ; 2:0. At each of the θ values, 20,000 CAT administrations were simulated to estimate the distribution function ofθ given the θ value.
The error function in (11) at these values was calculated following the procedure outlined above. As already noted, the bias function is equal to this error function, whereas the RMSE function is equal to its absolute value.
TCF Method
The TCF transformation in (3) was calculated from the response functions of the items in the reference test.
This transformation was evaluated at the same values θ = À 2:0; À1:5; . . . ; 2:0 and using the same procedure as for the evaluation of the equipercentile transformation in the preceding section.
Local Methods
The two local methods were evaluated at the same θ values. At each value, 1,000 CAT administrations were simulated to estimate the bias and RMSE functions for the equated scores produced by these methods. The error functions at each of these replications were calculated following the procedure outlined above. The posterior expected true transformations were calculated using numerical integration over a grid of θ values about the mean of the posterior distribution with a step size of .01.
Results
Before presenting the estimates of the bias and RMSE functions, the plots of the distribution functions for the equated scores in Figure 1 are discussed. The typical shapes of these plots help to explain the behavior of the bias and RMSE functions presented in Figures 3 and 4 below. The lefthand side plots show the distribution functions of the scores on the adaptive test after they were equated to the linear test by the equipercentile and TCF methods. To save space, only the results for θ = −2.0, −1.0, .0, 1.0, and 2.0 are presented; the results for the intermediate points are easy to interpolate. The right-hand side plots show the average distribution functions of the locally equated scores over the 1,000 CAT replications in this study. All distributions functions in Figure  1 move to the right with an increase in the values of θ. This is as expected because under the 3PL model in (1), more able test takers have an observed-score distribution that is stochastically larger (i.e., located more to the right) than less able students.
Both series of plots also show the true distribution function for a test taker at the given θ value, that is, F X | θ ðxÞ. This distribution function is the point of reference; if a person at this θ had taken the linear test directly, his or her observed score would have had a distribution represented by this function. The difference between the distribution function of the actual equated score and the function for the true distribution is the error in the equating. The bias is the average difference over adaptive test replications; the MSE function is the square root of the average squared differences.
The largest differences in Figure 1 were obtained for the equipercentile and TCF methods. In particular, the TCF method showed extremely large differences at the lower tail of the distribution. The reason for this is the lower asymptote in the equating transformation in (3) due to the presence of the guessing parameter in the 3PL model in (1). Figure 2 shows the equipercentile and TCF transformations found in this study. Their shapes are nearly identical except for the fact that the lower part of the TCF transformation is much higher. This portion of the transformation reflects the asymptote.
The bias and RMSE functions are shown in Figures 3 and 4 . The functions for the equipercentile and TCF methods and for the two local methods behave as two distinct groups. Several of the bias functions for the first two methods show a characteristic wave that is explained by the difference between their distribution functions and the function for the true distribution in Figure 1 . The fact that the bias function for the TCF method begins with a negative peak follows from the lower asymptote that its transformation has (see Figure 2) . Hardly any bias was found for the local equating methods, especially at the lower θ values.
The RMSE functions for the equipercentile and TCF methods are the absolute value of their error/bias functions. The RMSE functions for the two local methods reflect both their bias and their variation over CAT administrations. For the negative θ values, the equipercentile and TCF methods show generally less favorable RMSE functions than the local methods. For the other θ values, the size of the mean squared error is of comparable order. This study is only able to offer a partial explanation for the increase in mean squared error for the local methods at the higher θ values. A minor portion of it is due to the increase in bias at the higher θ values (see Figure 2 ), which shows this best). An additional portion of it is the result of error in the estimation of θ. But these factors do not entirely explain the differences between the results for the low and high θ values. One possible reason for the extra error may be the impact of the interpolation in the equating transformation necessary to account for the discreteness of the observed scores across replications. Another reason might be the composition of the item pool.
Final Remarks
The results from this evaluation study can be summarized by observing that for the lower θ values, the two local equating methods outperformed the equipercentile and the TCF methods both in bias and accuracy, whereas for the higher values, they outperformed these methods in bias but showed comparable inaccuracy.
Unexpected results were those obtained for the TCF method. Intuitively, one would predict its transformation to perform best. In large-scale adaptive testing programs, the TCF of the linear test can be expected to be well estimated. In this study, the TCF was even error free; the same item parameters were used in the TCF as for the calculation of the observed-score distribution on the linear test. The only error for this method was in the estimatesθ used as input for the TCF.
However, as indicated elsewhere (van der Linden, 2006) , it is necessary to equate because of the measurement error in the scores from and to which one equates. It may be tempting to assume that the errors inθ are generally small and do not matter. But the assumption is misleading. First of all, the scale of θ has an arbitrary unit, and ''large'' and ''small'' errors inθ do not have an absolute meaning. More important, the focus should be on the error in the transformation that maps the distribution ofθ to the distribution on the number-correct scale of test X. The crucial factor, however, is that the distributions ofθ and X are not identical for different values of θ. A single transformation can therefore never equate satisfactorily. Because the individual distributions ofθ at the different θ values are so important, the large number of 20,000 CAT replications was used at each of these values to estimate them precisely. The equipercentile transformation also has difficulty compromising between the different error distributions on the two tests. But it does a slightly better job at the lower end of the x scale than the TCF transformation because of the lower asymptote of the latter. The two local methods are better at taking into account the differences between the conditional distributions on the adaptive test and generally had negligible bias.
Because the equipercentile and TCF transformations are fixed, replications of adaptive test administrations do not add any additional error. But the local transformations are random over these replications and, as a consequence, show less accuracy. For the lower θ values, the net results for both types of error are in favor of the local equating methods, but for the higher values, the choice depends on a preference for bias or inaccuracy.
Of course, these conclusions cannot be generalized to other item pools, CAT algorithms, and reference tests because their individual features also play a role. From a statistical point of view, 
