This paper gives some new families of non-congruent numbers with arbitrarily many prime divisors. The main idea is based on Monsky's formula for the 2-Selmer rank of congruent elliptic curves.
Introduction
A positive integer n is called a congruent number if it is the area of a right triangle with rational lengths, or equivalently if the congruent elliptic curve
has positive Mordell-Weil rank [9, Proposition 3.1 and Corollary 4.3]. Otherwise n is called a non-congruent number. The problem of determining which positive integers are congruent or non-congruent is one of long-standing problems in number theory. Without loss of generality we can restrict attention to square-free numbers. The famous conjecture of Birch and Swinnerton-Dyer predicts that each positive integer lying in the residue classes of 5, 6 , and 7 modulo 8 should be a congruent number [18] . This paper is concerned in particular with non-congruent numbers. So in what follows, only positive integers lying in the residue classes of 1, 2, and 3 modulo 8 are involved.
There are many studies on non-congruent numbers. For the known results on non-congruent numbers with arbitrarily many prime divisors in recent years, see for instance [1-4, 8, 10, 12-15, 18, 19] . In order to estimate the Mordell-Weil rank r(n) of the congruent elliptic curve E n one may use the method of descents, for details we refer to Silverman's book [17, Chap. X] . We now introduce the notion of 2-Selmer rank, following Heath-Brown [5, 6] . The number of 2-descents is the order of the Selmer group S (2) . This is a power of 2, and will be a multiple of 4, on account of the rational points of order 2 on E n . We shall therefore write |S (2) | = 2 2+s(n) . The exponent s(n) is said to be 2-Selmer rank of the elliptic curve E n .
The basic idea in this paper is to apply the fundamental inequality 0 ≤ r(n) ≤ s(n), which implies that one can use information about s(n) to say something about r(n). Particularly, we see that the upper bound s(n) = 0 implies r(n) = 0. In [6, Appendix] , Monsky described the pure 2-Selmer group as the kernel of a square matrix M over the finite field F 2 , and gave an explicit formula to compute s(n). Based on these two facts, Reinholz et al. [14, 15] described two families of odd noncongruent numbers whose odd prime divisors lying in at most two residue classes modulo 8 .
In this paper, we are going to give some new families of non-congruent numbers including both odd and even cases with arbitrarily many number of prime divisors. In particular, Theorems 1.3 and 1.4 described some non-congruent numbers whose odd prime divisors lying in more than two residue classes modulo 8. Following Theorems 1.1-1. 4 , we see that these non-congruent numbers are described by the parity of the number of odd prime divisors lying in each residue classes modulo 8.
Throughout this paper, we study the square-free positive integers given by (2) g 1 = 0, = 2, g 3 ≡ 1 (mod 2), g 5 ≥ 1, g 5 ≡ 0 (mod 2) and g 7 = 1; (3) g 3 = 0, = 1, g 1 ≡ g 5 ≡ 1 (mod 2) and g 7 = 1; (4) g 3 = 0, = 2, g 1 ≡ 1 (mod 2) and g 5 = g 7 = 1; (5) g 5 = 0, = 1, g 1 ≥ 1, g 3 ≥ 1, g 1 ≡ g 3 ≡ 0 (mod 2) and g 7 = 1; (6) g 5 = 0, = 2, g 1 ≥ 1, g 3 ≥ 1, g 1 ≡ g 3 ≡ 1 (mod 2) and g 7 = 1; (7) g 7 = 0, = 1, g 1 ≥ 1, g 5 ≥ 1, g 1 ≡ g 5 ≡ 0 (mod 2) and g 3 ≡ 1 (mod 2); (8) g 7 = 0, = 2, g 1 = 1, g 3 ≥ 1, g 3 ≡ 0 (mod 2) and g 5 ≡ 1 (mod 2); or g 7 = 0, = 2, g 1 ≥ 1, g 3 ≥ 1, g 1 ≡ g 3 ≡ 0 (mod 2) and g 5 = 1.
Then n is a non-congruent number.
Theorem 1.4.
Let n be a square-free positive integer defined by ( * ). If = 1, g 1 ≥ 1, g 1 ≡ 0 (mod 2), g 3 ≡ g 5 ≡ 1 (mod 2) and g 7 = 1; or = 1, g 1 ≡ g 5 ≡ 1 (mod 2), g 3 ≥ 1, g 3 ≡ 0 (mod 2) and g 7 = 1. Then n is a non-congruent number.
The organization of this paper is the following. In Sec. 2, we briefly sketch the Monsky formula for the 2-Selmer rank s(n). In Sec. 3, we setup some matrix notations and state a proposition for block determinants. Theorems 1.1-1.4 are proved in Sec. 4 by using Monsky's formula.
Monsky's Formula for Counting 2-Selmer Rank
In the appendix of Heath-Brown's paper [6] , Monsky proved the following formula to compute the 2-Selmer rank s(n).
Let n be a square-free positive integer with odd prime divisors p 1 
The Monsky matrices M o and M e are defined by
and
Here and subsequently, A t denotes the transpose matrix of A. Then Monsky's formula for the 2-Selmer rank s(n) says that
Matrix Notations
We now state some notations of matrix which will be used throughout the paper. Let I m denote the m × m identity matrix; 0 m×n denote the zero matrix with size m × n; and 1 m×n denote the m × n matrix with all entries 1. The set of all m × n matrices over Z is denoted by Mat m×n (Z), and we write it Mat m (Z) when m = n. For abbreviation, we will omit the subscript which indicates when no confusion can arise. Let A = (a ij ) and B = (b ij ) be two matrices with the same size. The matrix congruence A ≡ B (mod 2) means that a ij ≡ b ij (mod 2) for any possible i and j. And we write A ∼ B if B can be derived from A by a combination of types I and III elementary (row or column) operations [7, Definition 2.7(i) and (iii), Chap. VII]. According to [7, Theorem 3.5(viii) 
For block matrix notations, especially the multiplication of block matrices, we refer the reader to [11, Chap. 3] . In Sec. 4, we will frequently use the following proposition to compute the determinants of M o and M e . 
Proof of Main Results
In this section, we give proofs of Theorems 1.1-1.4. For any square-free positive integer n, according to the fundamental inequality 0 ≤ r(n) ≤ s(n), in order to show that n is non-congruent, it is sufficient to prove the 2-Selmer rank s(n) = 0. On account of Monsky's formula (2.3), we are reduced to proving the corresponding Monsky matrix is invertible over F 2 , i.e. the corresponding determinant is congruent to 1 modulo 2.
Proof of Theorem 1.1
Since the results stated in Theorem 1.1(2)-(3) are classical, we omit their proofs here. Now we give a simple proof for case (1) . Note that the same method can be used to prove cases (2) and (3) as well.
In case (1), we consider the square-free positive integer n = 2q 1 q 2 · · · q g3 , where q i ≡ 3 (mod 8) for 1 ≤ i ≤ g 3 , and satisfying ( qj qi ) = − 1 for all 1 ≤ j < i ≤ g 3 . According to the law of quadratic reciprocity, it is easy to observe that D 2 = D −1 = I g3 , and
where the ijth entries for i < j lie in blank spaces which are equal to 0. Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). By applying Proposition 3.1, we obtain det(M e ) = det(I g3 − (A t + I g3 )(A + I g3 )).
It is easy to compute the inner matrix (A t + I g3 )(A + I g3 ) ≡ g 3 1 g3×g3 (mod 2), and
. It follows that det(M e ) ≡ 1 (mod 2) if and only if g 3 ≡ 0 (mod 2). This is the desired conclusion.
Proof of Theorem 1.2
The following proof is quite similar to that of Theorem 1.1 but involves much more complicated block matrices operations.
(1) In this case, since g 1 = g 7 = 0 and = 1, we consider the square-free positive
r i defined by ( * ). According to the law of quadratic reciprocity, it is easy to check that
Ig 5
, and A =
A11 1 1 A22
, where
Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). By interchanging rows k and g 3 
In order to determine the right-hand determinant in Eq. (4.1), we first compute the inner matrix by using the block matrix multiplication (see for instance [11, Chap. 3] ). That is
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where α 22 = (g 3 + g 5 )1 g5 − (g 3 + g 5 − 1)I g5 , and we omit the detail. It follows that
Here and subsequently, we use braces to count the corresponding rows or columns, and we will omit the below ones when all diagonal blocks are square. In order to study the determinant of First, we subtract all rows between row 2 and row g 3 + g 5 by the first row, respectively. Second, we add the first row by rows between row g 3 + 1 and row g 3 + g 5 , and then add the first row by g 5 times of rows between row 2 and row g 3 , respectively. It yields a lower triangular matrix as 
In order to determine the right-hand determinant modulo 2 in Eq. (4.3), we first compute the inner matrix (A t + D 2 )(A + D 2 ) by applying the block matrix multiplication as before. That is
where First of all, we add rows between row 2 and row g 3 by the first row; and add rows between row g 3 + 2 and row g 3 + g 5 by row g 3 + 1, respectively. This yields
We use the diagonal matrices appearing in the top left and bottom right blocks to eliminate the non-zero entries on rows (respectively, columns) one and g 3 + 1. We add the first row by g 3 times of rows from 2 to g 3 ; and subtract the first column by columns from 2 to g 3 , respectively. Furthermore, we add row g 3 +1 by g 5 +1 times of rows from 2 to g 3 ; and add row (respectively, column) g 3 + 1 by rows (respectively, columns) from g 3 + 2 to g 3 + g 5 , respectively. We thus get
(mod 2).
(4.5)
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We now only need to consider the right-hand matrix in Eq. (4.5) through the following two subcases:
. Then we have g 3 + g 5 ≡ 0 (mod 2) and g 3 (g 5 + 1) ≡ 0 (mod 2). This implies that
where we use S to denote the block lying in the top left corner which does not contribute to the determinant of M e . So we can now return to Eq. (4.3) and get that det(M e ) ≡ g 3 + 1 (mod 2). It is easy to see that det(M e ) ≡ 1 (mod 2) if and only if g 3 ≡ g 5 ≡ 0 (mod 2) in this situation.
Case (ii).
If g 3 ≡ g 5 (mod 2). Then we must have g 5 = 1, otherwise the last row of the right-hand matrix in Eq. (4.5) is congruent to zero modulo 2. So we have
(3) In this case, since g 1 = g 5 = 0 and = 2, we consider the square-free positive integer n = 2
. By the law of quadratic reciprocity, it is easy to check that , where
Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). Note that D −1 = I g3+g7 and use Proposition 3.1 again, we see that
In order to determine the right-hand determinant in Eq. (4.6), we first compute the inner matrix (A + D 2 )(A t + D 2 ) by block matrix multiplication. That is
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It follows that
where γ g3 = 1 g3 − I g3 . In order to make det(M e ) ≡ 1 (mod 2), it is easy to see that there must be g 7 = 1, otherwise the last two rows in the right-hand matrix in Eq. (4.7) will be equal when modulo 2. So we have
where we add rows between row one and row g 3 by row g 3 + 1 respectively for the first ∼, and then add row g 3 + 1 by the resulting rows from 1 to g 3 for the second ∼. This implies that det(M e ) ≡ g 3 (mod 2). Consequently, det(M e ) ≡ 1 (mod 2) if and only if g 3 ≡ 1 (mod 2) and g 7 = 1.
Remark 4.1.
A similar discussion shows that if g 1 = g 5 = 0, = 1, and n is given by ( * ), then det(M o ) ≡ 0 (mod 2) always holds.
(4) As we know, the result stated in case (4) is classical, see for instance [16, Table 3 .8, p. 232] or [4, Lemma 1.1(3)]. Here we give a new proof for it by using Monsky's formula.
Since g 1 = g 3 = 0 and = 1, we consider the square-free positive integer
. By the law of quadratic reciprocity, it is easy to check that
Ig 7 = I g5+g7 , and
, where , where α 12 = 0 A 11 + I g5 1 g5×g7 ∈ Mat g5×(g7+g5+g7) (Z),
, and
According to Proposition 3.1, we see
By block matrix multiplication again, it is easy to compute that
Then it follows that
(4.8) We now only need to consider the right-hand matrix in Eq. (4.8) through the following three subcases:
. Then there must be g 5 = 1. Otherwise, if g 5 ≥ 2 then rows between row g 7 + 1 and row g 7 + g 5 are equal when modulo 2 in the right-hand matrix in (4.8), which implies that the determinant of M o is congruent to 0 modulo 2. And then we also have g 7 ≡ 1 (mod 2) in this situation. It follows that
By comparing rows g 7 + g 5 + 1 and g 7 + g 5 + 2 in the right-hand matrix in Eq. (4.9), we get g 7 = 1, otherwise these two rows are equal when modulo 2. Then we see that
Case (ii). If g 5 ≡ g 7 (mod 2) and g 7 ≥ 2. By considering the first two rows in the right-hand matrix in Eq. (4.8), there must be g 5 ≡ 1 (mod 2), otherwise these two rows are equal when modulo 2 and thus cannot lead to det(M o ) ≡ 1 (mod 2). But if we consider rows g 7 + g 5 + 1 and g 7 + g 5 + 2, then there must be g 5 ≡ 0 (mod 2) for the same reason. This leads to a contradiction.
Case (iii).
If g 5 ≡ g 7 (mod 2) and g 7 = 1. Then g 5 ≡ 0 (mod 2). It follows that the last row in the right-hand matrix in Eq. (4.8) is equal to zero when modulo 2, which also implies that det(M o ) ≡ 0 (mod 2). In summary, the desired conclusion is proved.
Remark 4.2.
A similar discussion shows that if g 1 = g 3 = 0, = 2, and n is given by ( * ), then det(M e ) ≡ 0 (mod 2) always holds.
(5) In this case, since g 5 = g 7 = 0 and = 1, we consider the square-free positive 
Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). We write M o as a 4 × 4 block matrix
Now we perform elementary row and column operations on M o in Eq. (4.10). First, we interchange rows k and g 1 + g 3 + k for all 1 ≤ k ≤ g 1 + g 3 , respectively. Second, we interchange block rows (respectively, columns) one and two to produce a block matrix whose top left corner and lower right corner are the identity matrix I g3 . Then we get
Here we denote the right-hand matrix in Eq. (4.11) by
. Due to Proposition 3.1, it follows that
And according to the block matrix multiplication, it is easy to compute that
(4.12) (mod 2) ∈ Mat g1+g1 (Z), and
We now remain to consider the following four subcases: 
where
It is easy to compute that det(γ g1 ) ≡ g 1 − 1 ≡ 0 (mod 2). Thus we have det(M o ) ≡ 0 (mod 2).
Case (ii)
. If g 3 ≡ 0 (mod 2) and g 1 = 1. Then we see that Eq. (4.13) becomes β 11 − β 12 β 21 ≡ 0 g1+1 g1+1 0 (mod 2). It also follows that det(M o ) ≡ 0 (mod 2).
Case (iii)
where γ g1 is the same as in case (i). Using Proposition 3.1 once again, we see that (mod 2). It also follows that det(M o ) ≡ 1 (mod 2). In summary, the desired conclusion is proved. , where
Case (iv)
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Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). Note that A is symmetric, it is easy to see det 
(4.14)
Now it is sufficient to consider the following two subcases:
Case (ii).
If g 1 = 1 and g 5 ≥ 2. Then there must be g 5 ≡ 1 (mod 2), otherwise the last g 5 rows of A + D 2 in Eq. (4.14) are equal when modulo 2, which follows that det(M e ) ≡ 0 (mod 2). We thus have
Case (iii).
If g 1 ≥ 2. Then there must be g 1 + g 5 ≡ 1 (mod 2), otherwise the first g 1 rows of A + D 2 in Eq. (4.14) are equal when modulo 2, which follows that det(M e ) ≡ 0 (mod 2). And for the same reason, there must be g 5 = 1 by considering rows between row g 1 + 1 and row g 1 + g 5 . This implies that g 1 ≡ 0 (mod 2). So we have
where γ g1 = I g1 + 1 g1 . And we get that det(M e ) ≡ det(A + D 2 ) ≡ 1 (mod 2).
Remark 4.4.
A similar discussion shows that if g 3 = g 7 = 0, = 1, and n is given by ( * ), then det(M e ) ≡ 0 (mod 2) always holds.
Remark 4.5.
A similar discussion shows that if g 3 = g 5 = 0, n is given by ( * ), then det(M e ) ≡ 0 (mod 2) always holds. 
Proof of Theorem 1.3
(1) In this case, since g 1 = 0 and = 1, we consider the square-free positive integer
s i defined by ( * ). By the law of quadratic reciprocity, it is easy to check that
here and subsequently, we write
Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). First of all, we interchange rows k and 
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Note that if g 7 ≥ 2, then we see g 1 ≡ 1 (mod 2) by considering rows g 1 − 1 and g 1 in the right-hand matrix in Eq. (4.15), otherwise these two rows must be equal when modulo 2. For the same reason, we see g 1 ≡ 0 (mod 2) by considering rows 2g 1 − 1 and 2g 1 . This implies a contradiction. So there must be g 7 = 1. Now we perform more elementary row operations on the right-hand matrix in Eq. (4.15). We add row g 1 to rows between row one and row g 3 + g 5 , respectively; and add the last row to rows between row g 1 + 1 and row g 1 + g 3 + g 5 , respectively. Note that g 1 = g 3 + g 5 + 1 and g 1 + 1 ≡ g 3 + g 5 (mod 2). We denote the resulting matrix by , where
both α 12 and α t 21 belong to Mat (g3+g5)×(g7+g3+g5+g7) (Z), and
On account of Proposition 3.1, we have
It is easy to compute that
(4.16)
We now divide the proof into two subcases as follows: 
In order to compute the determinant of the right-hand matrix, we add g 5 + 1 times of rows between row g 7 + 1 and row g 7 + g 3 to the last row, and also add columns between column g 7 + g 3 + 1 and column g 7 + g 3 + g 5 to the first column. Then we get a upper triangular matrix when modulo 2 and det (2) In this case, since g 1 = 0 and = 2, we consider the square-free positive integer n = 2·
Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). Following the same notation and computational results as in the proof of Theorem 1.3(1), we see that (4.17) where g 1 = g 3 + g 5 + g 7 as before. First of all, note that there must be g 7 ≤ 2 by considering rows between row g 3 + g 5 + 1 and row g 3 + g 5 + g 7 in M e . Otherwise, there exist two adjacent rows being equal when modulo 2, this implies that det(M e ) ≡ 0 (mod 2).
We now divide the proof into subcases as follows:
Case (i). Suppose that g 5 ≥ 2. In order to ensure det(M e ) ≡ 1 (mod 2), there must be g 1 ≡ 0 (mod 2) by considering rows between row g 1 + g 3 + 1 and row g 1 + g 3 + g 5 modulo 2 in Eq. (4.17). Otherwise, these rows are equal when modulo 2.
It is easy to compute the inner matrix
We now perform more elementary row and column operations on the right-hand matrix in Eq. (4.18). We add all columns between column g 7 + g 3 + 1 and column g 7 + g 3 + g 5 to column one; and add the last row to rows between row g 7 + 1 and row g 7 + g 3 , respectively. Remind that g 5 + g 3 + 1 = g 1 ≡ 0 (mod 2). It follows that
And then using [7 , where
By Proposition 3.1, we see det(M e ) ≡ det(δ 22 − δ 21 δ 12 ) (mod 2). As before, it is easy to compute the inner matrix
Remember that g 7 ≤ 2. First, if g 7 = 1, then g 1 ≡ g 3 (mod 2). We see that g 3 ≡ 1 (mod 2) by considering rows g 1 and g 1 + g 7 in the right-hand matrix in Eq. (4.19). Otherwise, these two rows are equal when modulo 2. However, this also causes rows one and g 1 + g 7 to be equal, too. It follows that det(M e ) ≡ 0 (mod 2) always holds.
Second, if g 7 = 2, then g 1 ≡ g 3 + 1 (mod 2). We see that g 3 ≡ 1 (mod 2) by considering the first two rows in the right-hand matrix in Eq. (4.19). Otherwise, these two rows are equal when modulo 2. However, if we add the last two rows to the second row, then the first two rows in the resulting matrix are equal when modulo 2, which also follows that det(M e ) ≡ 0 (mod 2).
In summary, the desired conclusion is proved. (3) In this case, since g 3 = 0 and = 1, we consider the square-free positive
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Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). It is easy to see that
Note that g 1 ≥ 1 and g 7 ≥ 1. In order to ensure det(M o ) ≡ 1 (mod 2), we see that g 3 ≡ 1 (mod 2) by considering the first row and row g 3 of M o in Eq. (4.20) . Furthermore, suppose that g 7 ≥ 2, then rows g 3 −1 and g 3 are equal when modulo 2, so there must be g 7 = 1. This implies that g 1 + g 5 ≡ 0 (mod 2) and g 1 ≡ g 5 (mod 2).
We now perform elementary row and column operations on M o . We adding rows between row one and row g 1 + g 5 by row g 3 ; and add rows between row g 3 + 1 and row g 3 + g 1 + g 5 by row 2g 3 , respectively. Then apply [7, Proposition 3.6, Chap. VII] to the resulting matrix finitely many times, we get det(M o ) ≡ det (4) In this case, since g 3 = 0 and = 2, we consider the square-free positive
Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). Following the same notation and computational results as in the proof of Theorem 1.3(3) , we see
where g 1 = g 3 + g 5 + g 7 as before. Note that g 1 ≥ 1 and g 7 ≥ 1. In order to ensure det(M o ) ≡ 1 (mod 2), we get that g 3 ≡ 1 (mod 2) by considering the first row and row g 3 of M o in (4.21). Furthermore, if g 5 ≥ 2 then g 3 ≡ 1 (mod 2) implies that the rows between row g 3 + g 1 + 1 and row g 3 + g 1 + g 5 are equal when modulo 2. So we only need to consider the situation when g 5 = 1. This implies g 1 + g 7 ≡ 0 (mod 2) and g 1 ≡ g 7 (mod 2).
Similarly, if g 7 ≥ 2, then rows g 3 and g 3 − 1 are equal when modulo 2 because of g 3 ≡ 1 (mod 2). So we also only need to consider the situation when g 7 = 1. This implies g 1 ≡ 1 (mod 2).
We now perform elementary row and column operations on M e . First, we add rows (respectively, columns) between row (respectively, column) g 3 + 1 and row (respectively, column) g 3 + g 1 by row (respectively, column) g 3 +g 1 +g 5 , respectively. Second, we add the last row (respectively, column) by row (respectively, column) g 3 +g 1 +g 5 . And then we apply [7, Proposition 3.6, Chap. VII] to the resulting matrix finitely many times, which follows that det(M e ) ≡ g 1 det
(5) In this case, since g 5 = 0 and = 1, we consider the square-free positive
. By the law of quadratic reciprocity, it is easy to check that where
Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). That is
Note that g 1 ≥ 1 and g 7 ≥ 1. In order to ensure det(M o ) ≡ 1 (mod 2), we get that g 5 ≡ 1 (mod 2) by considering row one and row g 5 in M o , for otherwise these two rows are equal when modulo 2. Furthermore, if g 7 ≥ 2, then row g 5 is equal to row g 5 − 1 when modulo 2. So we only need to consider the situation when g 7 = 1. It follows that g 1 + g 3 ≡ 0 (mod 2) and g 1 ≡ g 3 (mod 2).
We now perform elementary row and column operations on M o in Eq. (4.22). We add rows between row one and row g 1 + g 3 by row g 5 ; and add rows between row g 5 + 1 and row g 5 + g 1 by row 2g 5 , respectively. After this, we continue to add all columns between column one and column g 1 to column g 5 . For the resulting matrix, we use [7, Proposition 3.6 
. Now it is obvious that det(M o ) ≡ 1 (mod 2) if and only if g 1 ≡ g 3 ≡ 0 (mod 2) and g 7 = 1.
(6) In this case, since g 5 = 0 and = 2, we consider the square-free positive integer n = 2
Since n is even, we only need to consider the Monsky matrix M e defined by formula (2.2). Following the same notation and computational results as in the proof of Theorem 1.3(5), we see that
where g 5 = g 1 + g 3 + g 7 as before. Note that g 1 ≥ 1 and g 7 ≥ 1. In order to ensure det(M e ) ≡ 1 (mod 2), we get g 5 ≡ 1 (mod 2) by considering row one and row g 5 in M e , for otherwise these two rows are equal when modulo 2. Furthermore, if g 7 ≥ 2, then row g 5 is equal to row g 5 − 1 when modulo 2. So we also only need to consider the situation when g 7 = 1. It follows that g 1 + g 3 ≡ 0 (mod 2) and g 1 ≡ g 3 (mod 2).
We now perform elementary row and column operations on M e in Eq. (4.24). Fisrt, we add rows between row one and row g 1 + g 3 by row g 5 , and add rows between row g 5 + 1 and row g 5 + g 1 + g 3 by row 2g 5 , respectively. Second, we add all rows (respectively, columns) between row (respectively, column) one and row (respectively, column) g 1 to row (respectively, column) g 5 . Finally, continue to add g 1 times column 2g 5 to column g 5 . This yields (4.26)
So Proposition 3.1 implies that det(M e ) ≡ det
≡ g 3 (mod 2). Now it is obvious that det(M e ) ≡ 1 (mod 2)
if and only if g 1 ≡ g 3 ≡ 1 (mod 2) and g 7 = 1. (7) In this case, since g 7 = 0 and = 1, we consider the square-free positive
r i defined by ( * ). By the law of quadratic reciprocity, it is easy to check that
27)
here and subsequently, we write g 7 = g 1 + g 3 + g 5 . Since n is odd, we only need to consider the Monsky matrix M o defined by formula (2.1). That is
We now perform elementary row operations on M o by adding the first row to rows between row 2 and row g 7 , and adding row g 7 + 1 to rows between row g 7 + 2
and row 2g 7 , respectively. It follows that
(mod 2), where 
(4.28)
Note that if g 7 ≡ 0 (mod 2) then row g 1 + g 3 + k is equal to row
. Thus we only need to consider the situation when g 7 ≡ 1 (mod 2). Now we perform more elementary row and column operations on M o . First, we add all rows (respectively, columns) between row (respectively, column) 2 and row (respectively, column) g 1 to the first row (respectively, column); and add all rows (respectively, columns) between row (respectively, column) g 7 + 2 and row (respectively, column) g 7 + g 1 to row (respectively, column) 
We denote the resulting matrix
by α11 α12 α21 Ig 3 +g 5
. By Proposition 3.1, we see det(M o ) ≡ det(α 11 − α 12 α 21 ) (mod 2). And according to block matrix multiplication, it is easy to compute that
We now perform elementary column operations on the right-hand matrix in Eq. (4.29). We add the first column by columns between column g 1 + 1 and column g 1 + g 3 , respectively; and also add column g 7 + 1 by columns between column g 1 + 1 and column g 7 , respectively. Then we get where κ = g 3 + g 5 + g 3 (g 1 + g 5 ) and λ = g 1 + g 3 (g 1 + g 5 ). By using [7, Proposition 3.6, Chap. VII] finitely many times on the right-hand matrix, then we get
≡ g 3 (g 1 + 1) (mod 2). We thus see that det(M o ) ≡ 1 (mod 2) if and only if g 1 ≡ 0 (mod 2), g 3 ≡ 1 (mod 2) and g 5 ≡ 0 (mod 2).
(8) In this case, since g 7 = 0 and = 2, we consider the square-free positive integer n = 2 ·
r i defined by ( * ). Since n is even, we only need to consider the determinant of the Monsky matrix M e defined by formula (2.2). Following the same notation and computational results as in the proof of Theorem 1.3(7), it is easy to see that It is easy to compute that A 
Case (ii).
For g 7 ≡ 1 (mod 2). Note that rows from g 7 + g 1 + g 3 + 1 to 2g 7 are equal when modulo 2 in this situation, which implies that g 5 = 1. Otherwise det(M o ) ≡ 0 (mod 2) follows. So we also have g 1 + g 3 ≡ 0 (mod 2) and g 1 ≡ g 3 (mod 2).
Similarly, we perform elementary row and column operations on the right-hand matrix in Eq. (4.31) under the assumption that g 7 ≡ 1 (mod 2). First, we add the last row (respectively, column) to rows (respectively, columns) between row (respectively, column) g 7 + 2 and row (respectively, column) g 7 + g 1 + g 3 , respectively. Second, we add all rows (respectively, columns) between row (respectively, column) g 7 + 2 and row (respectively, column) g 7 + g 1 to row (respectively, column) g 7 + 1. Third, we add row (respectively, column) g 7 to row (respectively, column) g 7 + 1. Finally, add row (respectively, column) g 7 + 1 to rows (respectively, columns) between row (respectively, column) g 1 + 1 and row (respectively, column) g 1 + g 3 , respectively. Also apply [7, Proposition 3.6 In summary, the desired conclusion is proved.
Proof of Theorem 1.4
In this case, since = 1, we consider the square-free positive integer n =
s i defined by ( * ). By the law of quadratic reciprocity, it is easy to check that here and subsequently, we write g = g 1 + g 3 + g 5 + g 7 and g 7 = g − g 7 .
