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Abstract 
In this paper, the two parameter ADK entropy, as a generalized of Re'nyi entropy, is introduced and some properties of it is 
investigated. Furthermore, The joint ADK entropy, conditional ADK entropy, and chain rule of this entropy is discussed.  The 
ADK entropy rate is defined and is used for derive the rate of an irreducible- aperiodic Markov chain.  
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1. Intoduction 
The concept of entropy or (more accurately) entropy rate whether of a stochastic process, information source or 
dynamical system has proved to be instrumental in many fields of science[12]. Originated in the works of Clausius, 
Boltzmann and Gibbs on thermodynamics and statistical mechanics, entropy (appropriately generalized and 
transformed) was made the cornerstone of information theory by Shannon [4] and it became a key parameter of 
ergodic theory and dynamical systems. Shannon [4] introduced his entropy and axiomatic characterization of it. But 
since then a number of entropy-like quantities have appeared in the scientific literature. All these new quantities 
share some but not all properties with the Shannon entropy. The most important examples are the Re´nyi entropy 
and the Tsallis entropy. There are so many other definitions of entropy-like quantities that Arndt [3] was able to 
write a whole book entitled ‘‘Information Measures ’’. The Re´nyi entropy was introduced by Re´nyi [1] and soon 
after it found application in graph theory. The original reason for Re´nyi to introduce his new entropy is said to be 
that he planned to use it in an information theoretic proof of the central limit theorem. Re´nyi entropies of order 
greater than 2 are also known to be related to search problems, see [2,5].  Aczel and Daroczy [9], Kapur [10], have 
introduced a general form of entropy that we call it henceforth ADK entropy, so that Re'nyi entropy is a special case 
of it. The focus in this paper will be on some properties of this entropy. Obviously this paper can only present a few 
results on this huge topic and give some pointers to the literature. The fact is that most of the alternative definitions 
of entropy may be useful in very special situations or may fulfill modified axiom systems but they do not have 
operational definitions. Some of the alternative definitions will find applications and operational definitions in the 
future, but most of them have already been more or less forgotten. This was what happened with the ADK entropy.  
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This paper is organized as follows: 
In Section 2, the basic concepts and definitions is introduced.  In Section 3 ADK entropy and some properties of it 
are presented. The chain rule of this entropy is defined. In section 4 a relation for obtaining the rate of ADK entropy 
is obtained. Then, by using this relation, the ADK entropy rate for an irreducible-aperiodic Markov chain, with finite 
and infinite state spaces, is derived. Finally, the conclusions are drawn in section 5. 
2. Preliminaries 
This section introduces most of the basic definitions required for the next basic subjects. Here we assume that all 
random variables are discrete and log is to the base 2 and entropy is expressed in bits.  
2.1 Markov chain 
Definition 2.1. A stochastic process is a system ^ `TtX t ; of real random variables with time parameter Tt . If the 
time parameter spaceT is equal to the set ^ `.,2,1,0 rr{Z of all integers or a subset of Z , then ^ `TtX t ; is called a 
discrete time stochastic process. On the other hand, ^ `TtX t ; is called a continuous time stochastic process, if T is 
equal to the set of all real numbers or subinterval of . In the following we assume that the stochastic process is a 
discrete time and is denoted by ^ `0, tnX n .
The process is characterized by the joint probability mass functions as 
^ ` nnnnn xxxxxxpxxxXXX B),,,(),,,,(),,,(),,,(Pr 21212121   .... , for .,2,1 n (1)
A stochastic process is said to be stationary if the joint distribution of any subset of the sequence of random 
variables is invariant with respect to shifts in the time index, i.e.,  
^ ` ^ `nknkknn xXxXxXxXxXxX         ,,,Pr,,,Pr 22112211 .. , (2)
for every shift k  and for all B,,, 21 nxxx . .
Definition 2.2.  A  Markov  chain  is  a  sequence  of  random  variables  .,,, 210 XXX  with the Markov property, 
namely that, given the present state, the future and past states are independent. Formally, a discrete stochastic 
process ^ `0, tnX n is said to be a Markov chain with state space ^ `.. ,,,, 10 nxxxS  , if , for .,2,1,0 n
^ ` ^ `nnnnnnnnnn xXxXxXxXxXxXxX          1100111111 Pr,,,,Pr . ,                       (3)
for all Sxxxx nn 110 ,,,, . . In this case, the probability transition matrix is given by 
^ `.. ,,2,1,0,][ njixx jipP  , where )Pr( 1 injnxx xXxXp ji     . (4)
Thus, the joint probability mass function of the random variables can be written as  
nn xxxxnnn ppxpxxpxxpxxpxpxxxp 110)()()()()(),,,( 011201010    ... . (5)
Definition 2.3.  A probability distribution on the S , such that the distribution at time 1n  is  the  same as  the  
distribution at the time n , i.e., PSS   is called a stationary distribution. Note that if the finite state Markov chain 
is irreducible and aperiodic, then the stationary distribution is unique, and from any starting distribution, the 
distribution of nX tends to the stationary distribution as fon .
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2.2  General family of entropy 
Let 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where, 0!iv , is the weight associated to the element ix of S ( ni ,,2,1 . ), >  o1,0:jM ,  ( 2,1 j ) and 
o:h . In (6) if we put xrsxhxxxxvv sri log)()(,)(,)(,
1
21
    MM  we get Aczel -Daroczy [9] entropy 
measure and if we put xtxhxxxxvv stsi log)1()(,)(,)(,
1
2
1
1
     MM , we get Kapur [10] entropy measure.   
3. ADK entropy 
In information theory, the ADK entropy, as a generalization of Renyi and Shannon entropy, is one of  a family of 
functional for quantifying the diversity, uncertainty or randomness of a system. It is  named ADK because  Aczel , 
Daroczy and Kapur works. In this paper, henceforth it’s supposed that for all relations 0, !ED and 1zD .
Definition 3.1. The ADK entropy of any probability distribution nnppP ' ),,( 1 .  of a random variable X is 
defined as  
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Some particular cases of this entropy are:  
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which is the Re'nyi entropy of orderD .
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to X , is called collision entropy. 
i
ni
pXHXH
,,1
1, suplog)()(lim
. 
f
fo
 {DD
, is called min-entropy, because it is smallest value of )(1, XHD .
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Definition 3.2. The ADK divergence of orderD  and E , of an approximate distribution )(xQ  from  a  true  
distribution )(xP is as follows 
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Definition 3.3.   The joint ADK entropy ),( 21, XXH ED of a pair of discrete random variables ),( 21 XX  with a joint 
distribution ),(),( 212211 xxpxXxXP     is defined as 
¦
¦ 

 
21
21
,
21
,
21
1
21, ),(
),(
log
1
1),(
xx
xx
xxp
xxp
XXH E
ED
ED D
, (10)
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Definition 3.4.  If ),(~),( 2121 xxpXX , then  the conditional ADK entropy of random variable 2X , given 1X , is 
defined as 
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Definition 3.5. (extension)  Let nXXX ,,, 21 . be drawn according to ),,,( 21 nxxxp . . Then the conditional ADK 
entropy of random variable nX , given 121 ,,, nXXX . , is defined as 
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By using (2) and (14) we get 
    ZkXXXXHXXXXH knkkknnn   121,121, ,,,,,, .. EDED . (15)
We  now  show  that  the  ADK  entropy  of  a  collection  of  random  variables  is  the  sum  of  the  conditional  ADK  
entropies. 
Theorem 3.1. Chain rule: Let nXXX ,,, 21 . be drawn according to ),,,( 21 nxxxp . . Then  
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Now, multiplying both sides of the above relation through 
D1
1 and taking the log, the desired result is obtained.  
The naturalness of the definition of conditional ADK entropy is exhibited by the fact that the entropy of a pair of 
random variables is the entropy of one plus the conditional entropy of the other. This is shown in the following 
relation. 
   21,2,12,1,21, )()(),( XXHXHXXHXHXXH EDEDEDEDED   . (17)
4. ADK entropy rate 
Roughly speaking, the entropy rate quantifies the average uncertainty, disorder or irregularity generated by a process 
or system per time unit. If we have a sequence of random variables such as .. ,,,, 21 nXXX  , a natural question to 
ask is    " how does the entropy of the sequence grow with n ? "  
Definition 4.1.  The regular relation for ADK entropy rate of  a stochastic process  ^ 1`, tnX n  is defined as   
n
XXXH
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n
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when the limit exists. Furthermore, by (16) we have   
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 when the limit exists. 
Remark 4.1.  If  the limits exists, then 
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Now, we use relation (20) and the theory of non-negative matrices to find the rate of ADK entropy for an 
irreducible-aperiodic Markov chain, with finite or infinite state space. 
Theorem 4.1.  The ADK entropy rate of  an ergodic Markov chain with an infinite state space is  
 11, ~loglog1
1  

 RRH
DED
, (21)
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By defining two row vectors  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 Now, consider the generating functions of the two matrices, i.e. 
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Since, this chain is irreducible, then the matrices M  and M~  are also irreducible and by Theorem1 of the chapter 6 
of Seneta’s book [7], these matrices have common convergence radiuses R  and   R~ respectively, where 
1~,0  RR . Using this theory we have 
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Now by taking the limit of this equation, as fon ,  and  making  use  of  the  fact  that  all  of  the  assumptions  of  
Theorem 5 of chapter 6 of Seneta’s book [7] hold, relation (21) is obtained. 
Corollary 4.1. The ADK entropy rate for an ergodic Markov chain with a finite state space is expressed as  
 OO
DED
~
loglog
1
1
, 
 H , (24)
where O  is the largest positive eigenvalue of the matrix  
Sxxxx jiji
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,
1EDM  and where O~  is the largest positive 
eigenvalue of the matrix 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O
1 R  and 
O~
1~  R .
Example 4.1. Consider a homogeneous two-state Markov chain with ^ 1`,0 S and unit-step transition 
matrix »
¼
º
«
¬
ª
 
75.025.0
7.03.0
P .  The values of ADK entropy rate for some values ofD and E was exhibited in the below 
table. 
Table 1. ADK entropy rate for two-state Markov chain 
D 0.00001 0.1 0.2 0.3 0.4 0.5 0.5 0.6 0.7 0.8 0.9 
E 1 0.1 0.2 0.3 0.4 0.5 1 0.6 0.7 0.8 0.9 
O 2 1.709 3.366 2.809 2.361 2 1.373 1.709 1.473 1.282 1.127 
O~ 1 1.847 1.709 1.585 1.473 1.373 1 1.282 1.201 1.127 1.06 
ED ,H 1 3.23 3.155 3.078 2.997 2.915 0.915 2.829 2.743 2.645 2.566 
D 0.99 0.999 0.9999 0.9999 1.0001 1.001 1.01 1.3 1.4 1.5 2
E 0.99 0.999 0.9999 1 1 1 1 1.3 1.4 1.5 1
O 1.012 1.001 1 1 1 0.999 0.994 0.735 0.673 0.62 0.62 
O~ 1.006 1.001 1 1 1 1 1 0.85 0.808 0.77 1
ED ,H
2.584 2.884 0 0 0 1.443 0.868 2.262 2.197 2.133 0.69 
In this table, whereas 1 E we have Rényi entropy rate and whereas 1oD and 1 E  we have Shannon entropy 
rate. 
Example 4.2.  Let ^ 1`, tnX n  be an ergodic Markov chain with the transition matrix ^ `.. ,,2,1,][ njiijpP  where 
qppp iii     11 11 and 10  p , then from [6,11] the ADK entropy rate is given by 
»
»
¼
º
«
«
¬
ª
¸
¸
¹
·
¨
¨
©
§



 

EE
EDED
ED D qp
qpH log
1
1
, , (25)
where Re'nyi entropy rate  ¸
¹
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©
§ 

 DDD D
qpH log
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1,
, and Shannon entropy rate  
¹¸
·
©¨
§  
o
ppqqH logloglim 1,
1 DD
 are special 
cases of it.
5. Conclusions 
In this paper, I introduced a definition for ADK entropy and conditional ADK entropy, and demonstrated that the 
chain rule holds for this definition. Furthermore, a relation for the rate of  ADK entropy obtained and we used this 
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relation to obtain the rate of ADK entropy for an irreducible-aperiodic Markov chain. In other words, whatever 
carried out here is an extension of [11]. 
Acknowledgements 
The author is very grateful for the positive criticism of the referees. This work partially supported by Islamic Azad 
University- Karaj Branch, Karaj, Iran. 
References 
[1]  A.  Re´nyi,  On  measures  of  entropy  and  information,  in:  Proceedings  of  the  Fourth  Berkeley  Symposium  on  
Mathematics, Statistics and Probability, vol. 1, University California Press, Berkeley, ( 1961) 547–561. 
[2] A. Re´nyi, On the foundation of information theory, Rev. Inst. Int. Stat. 33 (1965) 1–14. 
[3] C. Arndt, Information Measures, Springer, Berlin, 2001. 
[4] C.E. Shannon, A mathematical theory of communication, Bell Syst. Tech. J 27, (1948) 379–423. 623–656. 
[5] C.E. Pfister, W.G. Sullivan, Re´nyi entropy, guesswork moments, and large deviations, IEEE Trans. Inform. 
Theory 50 (11), (2004) 2794–2800.  
[6] E. Pasha, L. Golshani, The Rényi entropy rate for Markov chains with countable state space, Bulletin of the 
Iranian Mathematical Society (submitted for publication). 
[7] E. Seneta, Nonnegative Matrix and Markov Chains, Springer-Verlag, New York, 1981. 
[8] H.K. Wimmer, Spectral radius and radius convergence, American Mathematical Monthly 81, (1974) 625–627. 
[9] J. Aczel and Z. Daroczy, Characterisierung der entropien positiver ordnung und der Shannons chen entropie. 
Act.Math.Acad.Sci.Hunger 14, (1963) 95-121. 
[10] J.N. Kapur, Generalized entropy of order D and type E . The Math. Seminar 4, (1967) 78-82. 
[11] L.Golshani, E. Pasha, G. Yari, Some properties of Rényi entropy and Rényi entropy rate, Information Sciences 
179, (2009) 2426–2433. 
[12] T. Cover, J.A. Thomas, Elements of Information Theory, Wiley, New York, 2006. 
[13] Z. Rached, A. Fady, L.L. Campbell, Rényi’s entropy rate for discrete Markov sources, in: Proceedings of the 
CISS’99, Baltimore, MD, March, (1999) 17– 19. 
M. Khodabin / Procedia Computer Science 3 (2011) 1170–1177 1177
