The timetabling of lecturers, seminars, practical sessions and examinations is a core business process for academic institutions. A feasible timetable must satisfy hard constraints, an optimum timetable will additionally satisfy soft constraints, which are not absolutely essential. An Ant Colony based Timetabling Tool (ANCOTT) has been developed for solving timetabling problems. New variants of Ant Colony Optimisation (ACO) called Best-Worst Ant System (BWAS) and Best-Worst Ant Colony System (BWACS) were embedded in the ANCOTT program. Local Search (LS) strategies were developed and embedded into BWAS and BWACS to enhance their efficiency and to help find the best timetable with the lowest number of soft constraint violations. Statistical tools for experimental design and analysis were adopted to investigate the factors affecting the BWAS performance. Eight benchmarking instant problems were used for benchmarking the performance. The proposed LS enhanced both BWAS and BWACS performances by up to 70% but required longer execution time.
1.
Introduction Effective timetabling is critical for educational institutions as it effects resource utilization as well as staff and student satisfaction. Solving large course timetabling problems is extremely difficult and may require a group of people to work for several days (Burke and Petrovic, 2002; MirHassani, 2006) . A common approach is to modify previous timetables to meet new requirements (Azimi, 2005; Daskalaki et al., 2004) . However, this approach often does not work because the numbers of students, lecturers and student preferences are uncertain and vary from year to year (Azimi, 2005) . In recent years, with better computing technology, automated tools based on mathematical models and algorithms are becoming increasingly effective at constructing timetables to the desired specification (Daskalaki et al., 2004; Lee and Chen, 2009 ).
Timetabling is a combinatorial optimisation (CO) problem. It is an non-deterministic polynomial (NP) hard problem (Daskalaki et al., 2004; Socha et al., 2003) , which means that the amount of computation required increases exponentially with problem size. Enumerative search algorithms can guarantee optimal solutions (Blum, 2005) , but those algorithms are often infeasible in practice, because it might take exponential computational time to find a solution (Blum and Roli, 2003; Dorigo et al., 2006) . Approximation algorithms, such as metaheuristics, have been widely used for solving large-scale CO problems (Blum, 2005) . These algorithms can produce high-quality solutions, in reduced computational time, but they do not guarantee optimum solutions (Blum and Roli, 2003; Lewis, 2008) . Blum and Roli (2003) categorised metaheuristic search techniques as: i) single point, such as Tabu Search (TS) (Glover, 1989) , Simulated Annealing (SA) (Kirkpatrick et al., 1983) and Iterated Local Search (ILS) ( ); and ii) population-based, including Genetic Algorithms (GA) (Goldberg, 1989) , Particle Swarm Optimisation (PSO) (Kennedy and Eberhart, 2001) and Ant Colony Optimisation (ACO) (Dorigo and Blum, 2005; Dorigo and Stützle, 2004) .
In the last decade, ACO has been successfully used to solve various NP-hard problems such as machine layout problems (Leechai et al., 2009) , bin packing problems (Thapatsuwan et al., 2008) , and scheduling problems (Chainual et al., 2007; Neto and Filho, 2011) . The approach produces high quality solutions to a wide range of problems . The use of the ACO method and hybrids has been reported in the literature. For example, the Max-Min Ant System (MMAS) has been used to solve course timetabling problems, in which good solutions could be obtained even for large problems (Eley, 2006; Socha et al., 2003) . Another variant of ACO called the Elitist Ant System (EAS) has been reported to be superior to the Ant System (AS) (Jaradat and Ayob, 2010) . ACO algorithms have also been hybridised with other heuristics (GA, SA and TS) and applied to timetabling problems (Azimi, 2005) . Other variants of ACO called the Best-Worst Ant System (BWAS) and Best-Worst Ant Colony System (BWACS) have been introduced to solve travelling salesman problems (TSP) (Cordón et al., 2000a) and quadratic assignment problems (QAP) (Cordón et al., 2002a) . The methods produced high quality solutions to these problems. However, the BWAS and BWACS algorithms and the optimisation of the associated parameter settings have not been addressed by the timetabling literature.
There have been a number of research articles that have focused upon improving metaheuristics, by adopting optimal parameter settings (Figlali et al., 2009; Naderi et al., 2010; Pongcharoen et al., 2002) or hybridisation approaches (Azimi, 2005; Pongcharoen et al., 2008a; Shelokar et al., 2007) . Due to the nature and complexity of the problem domains, some of these algorithms are problem specific. The performance of the algorithms usually depends on the parameter settings (Li et al., 2010; Pongcharoen et al., 2008b; Zandieh et al., 2009 ). There are several ways to select parameter settings: ad hoc selection (Aytug et al., 2003) ; adopting recommendations of previous work; a best-guess approach (Montgomery, 2012) or systematically identifying optimum settings through designed experiments. Due to the problem specific nature of the algorithms there is no generic optimal parameter set that can be efficiently applied to every problem domain (Figlali et al., 2009 ). Thus, the settings recommended by previous studies will only be applicable in similar domains. Trial-and-error experiments can be used to identify good parameter settings, but this approach is based upon experience and intuition. It is costly and time-consuming and it is impossible to verify that the best values have been identified . The one-factor-at-a-time experimental strategy has been adopted by some researchers, but this approach is inefficient and fails to consider any possible interaction between the factors (Figlali et al., 2009 ). When there is interaction between factors the effect of one factor will vary according to the levels of other factors. Montgomery (2012) suggested that the correct approach to dealing with several factors is to conduct a factorial experiment, in which factors are systematically varied together, instead of one at a time. Relatively few researchers have investigated optimal parameter settings for metaheuristics by using proper experimental designs.
The objectives of this paper were to: (i) describe the development of the BWAS and BWACS for solving university course timetabling problems; (ii) demonstrate the use of experimental design and analysis for investigating the appropriate BWAS parameter setting; (iii) verify the performance of the algorithms with appropriate settings for parameters; (iv) compare the performance of BWAS and BWACS with the original variants of ACO in terms of average results and convergence speeds; (v) improve the performance of both the BWAS and BWACS methods by combining the approaches with new Local Search (LS) strategies; and (vi) compare the performance of the combined approaches with the original BWAS and BWACS algorithms in terms of the quality of the results obtained, solution convergence speed, and the computational time required.
The next section describes course timetabling problems. Section 3 briefly explains the concepts of BWAS and BWACS. Section 4 considers the application of those methods and proposes Local Search strategies which are embedded in the Ant Colony based Timetabling Tool (ANCOTT). Section 5 presents the experimental design and analysis followed by conclusions.
2.
Course Timetabling Problem There are many types of general timetabling problems such as nurse roistering, sports timetabling, transportation timetabling, and educational timetabling (Burke et al., 2007) . In educational institutions, timetabling courses and examinations is a crucial activity, which assigns appropriate timeslots for students, lecturers, and classrooms. The general constraints in course timetabling can be classified into two types: hard constraints (HC) and soft constraints (SC) (Burke et al., 1997; Burke et al., 2007; Lewis, 2008) . Hard constraints are the most important and must be satisfied to have a feasible timetable (Burke and Newall, 2004) . For example it is necessary to avoid the double booking of lecturers, students or classrooms. Soft constraints are more relaxed as some violations are acceptable; however, algorithms should aim to minimise the number of violations. Eighteen soft constraints have been reported in literature (Pongcharoen et al., 2008b) , some of these constraints do not apply in all institutions (e.g. compulsory lunch times). A commercial version of the timetabling tool may require some customisation to cover special constraints such as those related to cultural or religious issues that may not apply to universities in other countries.
The second international timetabling competition (ITC, 2007) described hard and soft constraints (Di Gaspero et al., 2007) . The hard constraints considered in this work were: i) all lectures within a course must be scheduled and assigned to distinct periods (HC 1 ); ii) only one lecture can take place in the same classroom during the same period (HC 2 ); iii) lectures within different modules or taught by the same lecturers must be scheduled in other periods (HC 3 ); and iv) if a teacher for a course is not available to give a lecture during a given period, it cannot be scheduled during that period (HC 4 ). The soft constraints considered in this research were: i) for each module, the number of students attending the course must be less or equal to the number of seats for all the classrooms hosting the lectures (SC 1 ); ii) the lectures for each module must be spread into a minimum number of days (SC 2 ); iii) lectures belonging to a programme should be adjacent to each other (i.e., in consecutive periods) (SC 3 ); and iv) each lecture for a module should take place in the same classroom (SC 4 ).
The objective was to construct timetables for students, lecturers, and classrooms that satisfied all of the hard constraints (to produce a feasible timetable) and that minimized the number of violations of the soft constraints (Kostuch, 2005) . The total violation index (Z) for soft constraints can be used to determine the quality of feasible timetables by using the basic equation (1).
Subject to;
Where i is an index of soft constraints i th (i = 1 … S), j is an index of hard constraints j th (j = 1 … H), where S is the number of hard constraints, and H is the number of soft constraints. SC i is a variable used to count the number of soft constraint violations i, which is greater than 0 if violations were found. HC j is a variable used to prevent hard constraint violations j. W i are the weights parameters for soft constraints i corresponding to the number of soft constraint violations. The weightings are not restricted and depend upon the decision m k 's preferences between soft constraints. Higher weightings indicate higher priorities. In
this work, the weights (W 1 -W 4 ) were adopted from the ITC2007 criteria with values of 1, 5, 2 and 1 respectively. The violations of soft constraints were minimised using the BWAS and BWACS.
3.
Best-Worst Ant System (BWAS) and Best-Worst Ant Colony System (BWACS) New variants of Ant Colony Optimisation (ACO), known as the Best-Worst Ant System (BWAS) and the Best-Worst Ant Colony System (BWACS) were first introduced by Cordón et al. (2002a; 2000a) . These methods have been successfully applied to solve travelling salesman problems (TSP) and quadratic assignment problems (QAP). The general concepts of the BWAS and BWACS are similar to other ACO variants, which were all inspired by the foraging behaviour of ants searching for the shortest path between a food source and their nest (Dorigo and Stützle, 2004) .
3.1
Best-Worst Ant System (BWAS) The BWAS mechanism is based on the Ant System (AS), which includes the process of random proportional rules and pheromone evaporation (Cordón et al., 2002b) . The random proportional rule is used to determine the probability of ant k moving from node i to j (p ij k ) depending on the amount of the pheromone trail from node i to j ( ij ) and heuristic information from node i to j ( ij ) (Dorigo and Stützle, 2004) . After a tour has been constructed, the pheromone evaporation process is implemented (Dorigo and Stützle, 2004) . However, the obvious difference between the AS and the BWAS is that three components (including the best-worst pheromone update rule, the pheromone trails mutation, and the reinitialisation of the pheromone trails) are added into the AS in order to improve its performance (Cordón et al., 2002a; Cordón et al., 2002b) .
The best-worst pheromone update rule is a crucial process for the BWAS Ant variant. The basic concept for updating the pheromone is by increasing pheromone on the arcs that belong to the best tour so far (T bs ) by using equation (3) and also decreasing pheromone on the arcs that belong to the worst tour (T w ) by using equation (4) (Cordón et al., 2002b) ;
Where  ij bs = 1/(1+Z bs ) is the amount of pheromone trail for tour T bs , Z bs is the total violation index associated with the best ant tour (T bs ).  is the pheromone evaporation rate that is uniformly distributed between 0 to 1. Afterwards, the pheromone value in the pheromone matrix is randomly mutated either by increasing or decreasing its value based on a binary random value (a). The mutation range for the pheromone value depends on the average of the pheromone trial that belongs to the T bs given by the equation (5) (Cordón et al., 2002b) ;
if z ≤ P m and a = 0;
Where z is a random variable and is uniformly distributed between 0-1, P m is the mutation probability, which use to control the mutation of the pheromone values in the pheromone matrix. The amount of mutated pheromone mut(it, threshold ), which is based on the current iteration (it) and the average of the pheromone trial ( threshold ) on the T bs arcs, can be calculated by the equation (6) and (7) (Cordón et al., 2000a) .
Where n is the number of arcs; Nit is the maximum iteration;  is the power of the mutation;
and it r is the last resetting iteration of the pheromone trails.
Finally, the re-initialisation of the BWAS is performed by resetting all the components of the pheromone matrix to the initial pheromone value ( 0 ). It is reset if the percentage of total pheromone trails between the iteration best tour (T ib ) and T w are less than or equal to the percentage for pheromone resetting (P r ) (Cordón et al., 2002a) . The value of  0 proposed by Dorigo and Stützle (2004) was modified in order to solve timetabling problems. The value can be determined from the formula  0 = max_ants/(1 + Z nn ) for BWAS. max_ants is the number of ants, and Z nn is the total violation index of the ant tour that was constructed by using the nearest-neighbourhood rule.
Best-Worst Ant Colony System (BWACS)
The main BWACS processes were developed from the ACS, which are different from the AS in terms of the pseudorandom proportional rules, local pheromone update rules, and global pheromone update rules. The accumulated search experience (pseudorandom proportional rule) is used to determine the probability of ant k moving from node i to j (Dorigo and Stützle, 2004) . Afterwards, a local pheromone update rule is used immediately after having crossed an arc (i, j) during the tour construction (Dorigo and Stützle, 2004) . After the tour construction procedure, the pheromone evaporation process is implemented. Then, an ant deposits some pheromone on the arcs belonging to the T bs called the global pheromone update rule (Dorigo and Stützle, 2004) .
The BWACS was improved by adding three procedures to the ACS: i) the best-worst pheromone update rule, which was used to improve the convergence of solutions by using equations (3) and (4); ii) the pheromone trail mutation procedure, which was used to reduce exploitation and increase exploration to find a new solution by using equations (5)- (7); and iii) re-initialisation -setting the pheromone value to  0 if no pheromone difference was found between T ib and T w . This was to avoid becoming trapped in a local sub-optimum solution. Although both the BWAS and BWACS have been successfully applied to solve combinatorial optimizations, they have rarely been used to solve timetabling problems.
Application of BWAS and BWACS with Local Search for Timetabling Problems
The applications of BWAS and BWACS to address timetabling challenges were developed in an automated timetabling program, which was coded using the TCL/TK programming language (Ousterhout, 2009) . These algorithms, which were embedded in the ANCOTT, consisted of four main parts including initialisation (lines 1 to 3), solution construction (lines 4 to 11), local search (lines 12 to 15), and pheromone update (lines 16 to 21) as shown in Figure 1 . 
Initialisation Procedure
After uploading the course timetable data and assigning the algorithm parameters, the total number of events (n) can be determined from the number of teaching periods required for all modules (courses). An event list (E) containing a set of n events (e 1 , e 2 , ..., e n ) was initialised. The event sequence in the list was sorted by using a priority heuristic called the largest degree first (Burke et al., 2007) , in which priority is given to the event with the highest number of conflicts or constraints. This rule reduces the probability of getting infeasible timetables that generally occur in the process of constructing solutions. The next step is to create the ACO candidate list, which contains the components required for ant tour construction. The candidate list represents the total number of available timeslots (N= rmt), which were encoded into integer values as shown in Figure 2 . The timeslot components consisted of three coded numbers {c r , d m , p t } which included a set of r classrooms (c 1 , c 2 … c r ), a set of m days/week (d 1 , d 2 … d m ), and a set of t possible periods/day (p 1 , p 2 … p t ). For example, if there are 6 classrooms, 5 working days/week, 4 periods/week (t), the available timeslots contained in ACO candidate list are shown in Figure 2 . The next step in the initialisation process was to create the pheromone matrix for ACO, which was used for solution construction and by the pheromone update mechanism. The size of the pheromone matrix was equal to the total number of possible timeslots, from which ants could generate tours (timetables) in the search space. The pheromone matrix used in this work is shown in Figure 3 , which represents three dimensions including the number of events n, numbers of classrooms r, and the timeslots/week (m × t), each of which also contained a small pheromone value ( 0 > 0). 
4.2
Construct solution procedures The construction of solutions by the BWAS and BWACS for timetabling was based on artificial ants gradually building an ant tour (timetable) by using state transition rules as shown in Figure 4 . At the first event, an ant (k) considers the feasible tour components (timeslots) from the candidate list. The characteristics of the feasible timeslots must not have been previously visited by the current ant and must not guide the ant into an infeasible tour, which would violate the hard constraints (HC 1 -HC 4 ). Then, the state transition rule is used to randomly select the feasible timeslots in the partial tour (T k ) based on the pheromone trail and heuristic information. Once the timeslot is selected, the candidate list is then updated while the local pheromone update is produced by BWACS methods. After that, the ant (k) from the first event is moved into the next event in order to choose a new feasible timeslot from the candidate list.
Figure 4. The timetable construction of BWAS and BWACS.
The process is repeated until the ant (k) completes a full tour (T k ). Each complete tour is then determined for the quality by using the equation (1) before the next ant (k+1) starts to construct a new tour. The number of tours depends on the number of ants (max_ants) previously defined. The efficiency of the tours can be enhanced by introducing Local Search strategies.
4.3
Local search procedures Local Search (LS) procedures may be adopted to enhance the efficiency of metaheuristics. In this work, two new strategies based upon hill climbing local search were proposed and embedded into the conventional variants of the BWACS and BWAS. The aims were to: i) improve the quality of the timetable (ant tour or T k ); ii) avoid becoming trapped in a local optimum; and iii) increase the probability of discovering the global optimum quickly. The new local search procedures can be used independently or in combination.
Local Search type I (LS1)
Local Search type I (LS1) is proposed for improving the efficiency of the ant tour (T k ) by reducing the number of violations of the first and the fourth soft constraints (SC 1 and SC 4 ). The LS1 process randomly interchanges two components (timeslots) within the ant tour. Only the classroom index (c r ) for randomised timeslots is allowed to swap the position when the day (d m ) and period (p t ) indexes for those components are fixed in order to prevent the ant tour from the violating hard constraints. For example (see Figure 5) , the first event (e 1 ) of the old ant tour was randomly selected and it was assigned the {2,1,1} timeslot (c r = 2, d m = 1, and p t = 1). The first step of the LS1 was to search the components (timeslots) within the tour to find a timeslot with the same day (d m ) and period (p t ) as the first event, but with a different classroom (c r ) such as {1,1,1}, {3,1,1}, and {4,1,1} as shown in Figure 5 . Then, the timeslots found were collected into a group of feasible timeslots, and their local fitness was calculated taking into account the number of students and the number of classroom seats (SC 1 ) and keeping a course in the same classroom (SC 4 ). In Step 2, the feasible timeslot that had the best local fitness from the previous step was selected to switch timeslot positions within the tour. If the {4,1,1} timeslot had the best local fitness, the {2,1,1} timeslot of the first event was allowed to interchange with {4,1,1} the timeslot, while the remaining feasible timeslots were restored to their old positions. This process was repeated until all events in the tour were improved.
Local Search type II (LS2)
The objective of the Local Search 2 (LS2) was to reduce the number of violations of the second and the third soft constraints (SC 2 and SC 3 ) of the ant tour (T k ) by paying more attention to the working days of each course and the compactness of the timetable. This is illustrated in Figure 6 ; the first-five events (e 1 -e 5 ) of the ant tour (T k ) violated the soft constraint SC 2 or SC 3 . The first step of LS2 was to restore the timeslots of those events (e 1 -e 5 ) into the remaining candidate list of ant (k), whilst leaving the other timeslots for that tour unchanged. Then, the total timeslots in the current candidate list were checked for hard constraint violations (HC 1 -HC 4 ). The local fitness (SC 2 -SC 3 ) of feasible timeslots that did not violate the hard constraints was calculated. After that, the feasible timeslots were selected and restored back into the empty tour slots using the greedy rule (Odajima et al., 2008) , based upon the local fitness (i.e. in terms of SC 2 and SC 3 ). This process was repeated until all the empty components of the ant tour (T k ) were completely scheduled.
LS1+LS2 and LS2+LS1
There are two combinations of local search strategies: LS1 followed by LS2 (LS1+LS2) or LS2 followed by LS1 (LS2+LS1). The quality of each T k was then determined by using the objective function from equation (1). The global-best ant tour (T bs ), the iteration-best ant tour (T ib ), and the worst ant tour (T w ) in the current iteration were recorded before performing the next procedure. 
4.4
Pheromone update procedures The BWAS and BWACS pheromone updating process for timetabling is directly related to the pheromone matrix. First, the pheromone values for all timeslots (small boxes) in the pheromone matrix are evaporated. The pheromone values for the timeslots on the best ant tours (T bs ) are then increased, whilst the values for the timeslots on worst ant tour (T w ) are decreased by both methods. The next step is for all the events in the pheromone matrix to be randomly selected for pheromone mutation, the selection is based upon the difference between a random value (z) and the mutation parameter (P m ). A timeslot for selected events is again randomised for mutation. The pheromone value obtained for random timeslots may be increased or decreased by mutation based on a binary random value (a). Finally, the percentage difference in average pheromone values between T ib and T w is calculated. If the percentage difference is less than the probability of pheromone resetting (forbidden condition), the pheromone values for all timeslots in the pheromone matrix are reset to the initial value ( 0 ). The construction solution procedures, local search procedures, and pheromone update procedures are repeated until the maximum iteration is satisfied. The ANCOTT program then reports the best-so-far timetables (T bs ) for students, teachers and classrooms.
Experimental Design and Analysis
The computational experiments were designed in three steps to: i) verify the significance of the BWAS factors; ii) confirm the best BWAS parameter setting; iii) compare the performance of the BWAS and BWACS with their original variants (AS and ACS respectively); and iv) establish the performance of the BWAS and BWACS with/without Local Search (LS) strategies. Due to limited computational time and resources two variants of ACO were considered with/without the proposed local search heuristics. Eight of the twentyone instant course timetabling problems were selected from the third track of ITC2007 (Di Gaspero et al., 2007) . The selected instant problems ranged from small to large sizes (more details are provided in Table 1 ). All the computational runs were performed on personal computers with a Core 2 Quad 2.66 GHz CPU and 4 GB DDR3 RAM. 
BWAS's screening experiment
The first experiment aimed to demonstrate the use of advanced statistical design and analysis to investigate the influence of factors within the BWAS. The factors and levels are summarised in Table 2 . The factors considered were a combination of the number of ants multiplied by the number of iterations (AI), pheromone weight (α), heuristic information weight (β), pheromone evaporation rate (ρ), power of mutation (), probability of pheromone mutation (P m ), and probability of pheromone resetting (P r ). The values of the parameters selected were based upon previous research (Cordón et al., 2002a; Dorigo and Stützle, 2004; Figlali et al., 2009 ). Due to the number of parameters and their levels applying a full factorial design would have led to excessive computation. To overcome this difficulty, an efficient fractional factorial experimental design was used. The one-half fraction of the 2 VII 7-1 experimental design (Montgomery, 2012 ) was adopted for the screening experiment, which reduced the number of computational runs by 50% per replication. The first instant problem was considered in this experiment and was repeated five times by using different random seed numbers. The computational results obtained from 320 (2 7-1 *5) runs were analysed by using a general linear model form of analysis of variance (ANOVA). Table 3 shows an ANOVA table consisting of Source of Variation (Source), Degrees of Freedom (DF), Sum of Square (SS), Mean Square (MS), and F and P values. A factor with value of P≤ 5 w s c sid d s is ic y significant with a 95% confidence interval.
Factors
From Table 3 , it can be seen that all BWAS's p m s except α and  were statistically significant in terms of the main effect or interaction with a 95% confidence interval. The most influential factor was β followed by ρ, P r , P m , and AI, respectively. The most influential two- way interaction was P m *P r followed by ρ*Pr, β*Pr, β*ρ, ρ*Pm, β*Pm, AI*β, AI*, AI*Pr, respectively. The main effect plots are shown in Figure 7 and Figure 8 , suggesting that the main factors including AI, α, β, ρ, P m , and P r should be specified as 20*45, 1 or 5, 5, 0.9, 0.1, and 5%, respectively. The power of mutation () was found to be insignificant as a main effect, but it had a significant interaction effect with the AI parameter. The interaction effect plot for AI* shown in Figure 8 . This suggests that the  parameter should be set to 1 whilst the AI parameter should be 20*45. 
5.2
Confirming the parameter settings for the BWAS The aim of this experiment was to confirm the appropriate parameter setting of BWAS that had been previously identified by the earlier experiment. The experiment was repeated ten times using different random seed numbers. The total violation index (Z) results were analysed statistically in terms of their average and standard deviation (SD) from the best-sofar solutions. The BWAS results that adopted the optimised parameter setting were compared with the BWAS's s s obtained using other randomised parameter settings and Gordón et al. (2000b) settings as shown in Table 4 . For a fair comparison, the total number of candidate solutions created during the stochastic search for exploring a solution space must be similarly defined. In this case, the total number of candidate solutions was determined by the number of ants multiplied by the number of iterations (AI), which were fixed at 20*45 (900 solutions). From figure 4, it can be seen that the average best-so-far solutions obtained from the BWAS that adopted the optimised parameters identified in the previous experiment was significantly lower (i.e. less s f c s i vi i s) h h BWAS's s s based upon the adoption of the settings used by other researchers (Cordón et al., 2000b) . The parameter settings identified by the previous experiment proved to be the optimal parameter setting for BWAS. The standard deviation (SD) of the BWAS results obtained from the optimised parameter showed lower variability compared with the other results. This demonstrated that the improved performance of ACO algorithms depended on both the mechanisms and the parameter settings. However, the appropriate parameter setting for the BWAS may vary depending upon the type of timetabling problem. 
Performance comparison of BWAS and BWACS with original variants
The performance of the BWAS and BWACS have been successfully used to solve both the TSP (Cordón et al., 2000a ) and the QAP (Cordón et al., 2002a) . However, the performance and speed of convergence of the methods have not been tested for course timetabling problems. The goal of this experiment was to compare the performance of BWAS and BWACS with its original variants (AS and ACS respectively) based upon the construction of the timetables with the lowest total violation index (Z). The optimal parameter setting for the BWAS identified by the previous experiment were adopted, whilst the optimal parameter settings for the ACS were taken from Lutuksin and Pongcharoen (2009) . The BWACS parameter values recommended by Lutuksin and Pongcharoen (2010) were adopted and the values for AS were based on the work of Dorigo and Stützle (2004) .
Eight course timetabling problems (detailed in Table 1 ) were used to benchmark performance in terms of the minimum (Min), maximum (Max), average (Avg), and standard deviation (SD) for the best solutions obtained (shown in Table 4 ). Each optimisation was replicated ten times using different random seed numbers. The percentage improvement (%Imp) was calculated from the difference between the average values for the classical variants (AS and ACS) and the new variants (BWAS and BWAC). Since all eight problems were different sizes, the amount of search, determined by the combination of the number of ants multiplied by the number of iterations, should be increased when the problem size increases. The high value of this combination usually increases the probability of getting the best solution, but also requires longer computational time and resources. In practice, when a computational limitation is imposed, this combination can be fixed to suit the time limit.
From the computation results shown in Table 5 , the BWAS performed up to 80% better than the AS for all problems, whilst the BWACS outperformed ACS by up to 32% for all problems with the exception of the third problem, where the ACS performed better than the BWACS. This indicates that no particular variant of ACO method performed best for all sizes of the instant problems considered. The fifth problem was selected for comparing the amount of computation required to find the best-so-far solution. From Figure 9 , the convergence speed of BWAS in early iterations was obviously better than AS and remained so until the end of computation for finding the best solution. From a comparison of convergence results from the ACS and BWACS, it can be seen that the performance of BWACS was faster than the ACS. However, the performance of ACS was close to BWACS in the last iteration. 
Performance comparison of BWAS and BWACS with/without LS strategies
This experiment was designed to demonstrate the performance improvement gained by embedding the proposed LS strategies into the BWAS and the BWACS algorithms. The optimal parameter setting for the BWAS was based on the previous experiment, whilst the optimal parameter setting of the BWACS was adopted from previous research (Lutuksin and Pongcharoen, 2010) , which systematically investigated and verified the results by using The analysis of the experimental results is summarised in Table 6 . According to the Min, Avg, and SD values of total violation index (Z) obtained from the BWAS and BWACS without LS, the BWAS only produced timetables with a lower total violation index (Z) than the BWACS for problem number 2. For the remaining problems, the BWACS produced better timetables than the BWAS. Table 6 , shows that the total violation index of the timetables obtained from both BWAS and BWACS methods with LS strategies were better than those methods without LS strategies. Moreover, the combinations of local search strategies (LS1+LS2 and LS2+LS1) improved the performance of the BWAS and BWACS methods compared to using only LS1 or LS2 for all the instant problems except the third problem, in which the BWAS and BWACS with LS1 outperformed other approaches. For example, in the second instant problem, the combined local search strategy produced an improvement of up to 70% compared to the classical BWAS and BWACS. The negative values of %Imp shown in Table 6 indicated that, in a few cases, the performance of BWACS with LS2 dropped slightly when compared to the results without local search. The possible reason was that the goal of the LS2 process was only to consider the violation of SC 2 and SC 3 . There may have been an increase in SC 1 and SC 4 violations for problem number 1, whilst problem number 3 had more violations of SC 2 and SC 3 than the other problems.
In terms of the comparing the convergence of the results obtained from both the BWAS and the BWACS with/without LS strategies, the computational results from problem number 5, which was a relatively large problem, are shown in Figure 10 and Figure 11 . From Figure 10 , the convergence of the results created by the BWAS with LS2+LS1 was the best followed by the BWAS with LS1+LS2, whilst the original BWAS without LS was the worst. From Figure  11 , the convergence of the result created by the BWACS with LS2+LS1 was the best followed by the BWACS with LS1+LS2. It can be seen that the LS strategies can help both BWAS and BWACS to find the near optimal solutions quicker than the classical ant system methods. However, the average computational times of both methods with LS strategies was slightly increased in some problem sizes. 
Conclusions
The BWAS and BWACS were used to solve timetabling problems. New Local Search (LS) strategies were developed and embedded into BWAS and BWACS to enhance efficiency. This paper demonstrated the use of the experimental design and analysis tools to investigate the appropriate parameter settings before sequentially conducting a comparative study on the performance of the proposed methods. The analysis indicated that the efficiency of BWAS was dramatically improved by using the optimised parameter setting. This was investigated via the statistical design and analysis tools. The performance of the BWAS and BWACS in terms of the quality of the obtained solution and its convergence speed were better than that of the original variances of ACO for course timetabling. The BWAS produced timetables with a lower total violation index for small problems than the BWACS while BWACS is better than BWAS for the larger problems. Moreover, the performances of those methods were greatly improved by the LS strategies, but required longer computational time.
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