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Summary
Drinfeld modules over global function fields are the analogue of elliptic curves
over the complex numbers.
The theory of Drinfeld modules is highly developed. But there is only one stan-
dard example, namely Drinfeld modules (of rank 2) over the ring of polynomials
 
q[T ].
In this thesis we introduce an second class of examples: Drinfeld modules of
rank 2 over the affine coordinate ring A =
 




First we collect known results in this situation and introduce objects like the
quotient GL(2, A)\T of the Bruhat Tits tree T described by Takahashi.
Next we merge these results and develop our own. So we can explicitly give the
1-1-correspondence between the vertices of GL(2, A)\T and the modular sheaves
with trivial determinant of dimension 2 over the scheme of the elliptic curve.
We then consider constant field extensions and the connections between T and
GL(2, A)\T for various constant fields.
Another important result is the description of certain modular forms and functi-
ons. For the Eisenstein series of weight q − 1 and the canonical modular form ∆
we give the first terms of the Laurent series all cusps. So we can prove that the
GL(2, A)-invariant Eisenstein series of the same weight are linearly independent.
Moreover, we give a formula to calculate the dimension of the space of modular
forms of weight k and type m.
In addition we show that theta functions are GL(2, A)-invariant. Therefore we
define the j-invariants as theta functions. Later we present a power of a j-invariant
as a quotient of certain modular forms and determine the first terms of the
Laurent series of these invariants at the cusp at infinity.
Zusammenfassung
Drinfeld-Moduln u¨ber globalen Funktionenko¨rpern sind das Analogon zu ellipti-
schen Kurven u¨ber den komplexen Zahlen.
Die Theorie der Drinfeld-Moduln ist weit entwickelt. Aber es gibt im gewissen
Sinne nur ein Referenzbeispiel, na¨mlich Drinfeld-Moduln (vom Rang 2) u¨ber dem
Polynomring
 
q[T ]. In dieser Arbeit stellen wir eine zweite Klasse von Beispielen
vor: Drinfeld-Moduln vom Rang 2 u¨ber dem affinen Koordinatenring A :=
 
q[E]
einer elliptischen Kurve. Seien K = Quot(A) und K̂∞ die Vervollsta¨ndigung von
K an der Stelle Unendlich.
Zuna¨chst stellen wir die bekannten Ergebnissse kurz vor, wie beispielsweise den
Quotienten GL(2, A)\T des Bruhat-Tits-Baumes T zur PGL(2, K̂∞), der von
Takahashi beschrieben wurde.
Danach verbinden wir diese Ergebnisse und entwickeln unsere eigenen. Auf diese
Weise erhalten wir explizit die 1-1-Korrespondenz der Knoten von GL(2, A)\T
mit den Modulgarben u¨ber dem Schema der elliptischen Kurve, die Dimension 2
und eine affin trivale Determinante haben.
Hier untersuchen wir auch die Konstantenerweiterungen von
 
q(E) und die Zu-
sammenha¨nge zwischen T und GL(2, A)\T fu¨r verschiedene Konstantenko¨rper.
Ein zweiter Schwerpunkt ist die Beschreibung von Modulformen. Sowohl fu¨r die
Eisensteinreihen vom Gewicht q − 1 als auch fu¨r die kanonische Modulform ∆
geben wir die ersten Terme der Laurentreihenentwicklung in allen Spitzen an.
Daraus ko¨nnen wir dann die lineare Unabha¨ngigkeit der GL(2, A)-invarianten
Eisensteinreihen gleichen Gewichtes ableiten.
Daru¨ber hinaus geben wir eine Formel an, mit der sich die Dimension des Raumes
der Modulformen vom Gewicht k und Typ m bestimmen la¨ßt.
Zudem zeigen wir, daß die Thetareihen GL(2, A)-invariant sind. Daher definieren
wir die j-Invarianten als Thetafunktionen. Wir stellen die (q−1)-te Potenz einer j-
Invariante als Quotient zweier Modulformen dar und bestimmen die ersten Terme
der Laurentreihenentwicklung einer j-Invarianten in der Spitze Unendlich.
Einleitung
Die klassische Zahlentheorie bescha¨ftigt sich mit verschiedenen Konstruktionen
u¨ber dem Ko¨rper   der rationalen Zahlen und ihren zahlentheoretischen Eigen-
schaften oder Bedeutungen.
Ihnen gegenu¨ber gestellt werden ha¨ufig Konstruktionen u¨ber globalen Funktio-
nenko¨rpern. Dabei verstehen wir unter einem globalen Funktionenko¨rper K eine






Diese Gegenu¨berstellung fu¨hrte zu einem fruchtbaren Wechselspiel. Einige offene
Fragen der klassischen Zahlentheorie sind u¨ber Funktionenko¨rpern einfacher zu
beantworten. Dies liefert ha¨ufig Hinweise auf die Struktur des Problems.
Umgekehrt gibt es durchaus Fragen, deren Antworten die klassische Theorie schon
lange kennt, die aber fu¨r Funktionenko¨rper weiterhin offen sind.
In dieser Arbeit widmen wir uns einer speziellen Konstruktion in einer speziellen
Situation, den Drinfeld-Moduln vom Rang 2 u¨ber dem affinen Koordinatenring
einer elliptischen Kurve u¨ber
 
q.
Die von Drinfeld 1974 u¨ber globalen Funktionenko¨rpern konstruierten
”
ellipti-
schen Moduln“, wie er sie nannte, tragen heute seinen Namen. Er wa¨hlte die
Bezeichnung, um die Analogie zu klassischen elliptischen Kurven zu betonen.
Elliptische Kurven und klassische Modulformen
Sei  der Ko¨rper der komplexen Zahlen und H := {z ∈  | Im(z) > 0} die obere
Halbebene. Jeder elliptischen Kurve E u¨ber  la¨ßt sich ein  -Gitter Λ =  ω+ 
mit ω ∈ H zuordnen, so daß  /Λ bijektiv auf E(  ) abgebildet werden kann.
Umgekehrt existiert zu jedem  -Gitter Λ eine elliptische Kurve
EΛ/  : y2 = x3 + g1(ω)x+ g2(ω) ,
bei der die Koeffizienten g1(ω) und g2(ω) von dem gewa¨hlten Gitter Λ =  ω+ 
abha¨ngen.
Zur Lo¨sung des Modulproblems
”
elliptische Kurven u¨ber  “ betrachtet man nun
die obere Halbebene genauer.
i
ii Einleitung












∈ Γ, z ∈ H .
Die Kompaktifizierung von H ist H = H ∪   1(   ). Die Elemente von H − H
heißen Spitzen. Auf den Spitzen operiert Γ transitiv; die einzige Bahn wird meist
∞ genannt.
Interessante Funktionen auf H sind die Modulformen vom Gewicht k fu¨r Γ. Dies












Ist eine Modulform holomorph (meromorph) in den Spitzen, so heißt sie holo-
morphe (meromorphe) Modulform.
Aus dem Transformationsverhalten ergibt sich f(z + b) = f(z) fu¨r alle b ∈  .
Und da Γ\   1(   ) nur aus einer Bahn besteht, erha¨lt man zu jeder Modulform die
Fourierentwicklung





mit q(z) = e2piiz. An dieser Reihenentwicklung lassen sich Null- bzw. Polstellen-
ordnung wie u¨blich ablesen.
Zu den intensiv untersuchten Modulformen za¨hlen die Eisensteinreihen vom Ge-








Sie konvergieren lokal uniform und normal auf H und sind fu¨r k ≥ 3 holomorph.
Ihre exakte Fourierentwicklung ist bekannt.
Der Raum aller Modulformen ist das Algebrenerzeugnis von E4 und E6 u¨ber  .
Da auch g1(ω) und g2(ω) Modulformen sind, lassen sie sich als Ausdru¨cke in
diesen Eisensteinreihen beschreiben:
g1(ω) = 60 · E4(ω) und g2(ω) = 140 ·E6(ω) .
Mit ∆(ω) := g1(ω)






die an ∞ einen einfachen Pol hat. Sie identifiziert Γ\H mit  und lo¨st somit das
Modulproblem.
Einleitung iii
Drinfeld-Moduln und Drinfeld’sche Modulkurve u¨ber
 
q(T )
Zahlreiche Vero¨ffentlichungen bescha¨ftigen sich mit dem Analogon der elliptischen
Kurven u¨ber dem rationalen Funktionenko¨rper.
In K =
 




∞ genannt. Der zugeho¨rige normalisierte Absolutbetrag wird mit |.| bezeichnet.
Dann ist A =
 
q[T ] der Ring der außerhalb ∞ ganzen Elemente.
Dem Paar (  ,   ) entspricht nun das Paar (A,K).
Der Ko¨rper K wird bezu¨glich |.| vervollsta¨ndigt, der entstandene Ko¨rper K̂∞ wird
algebraisch abgeschlossen und |.| darauf fortgesetzt. Nachtra¨gliches Vervollsta¨ndi-
gen fu¨hrt auf den Ko¨rper C, der das Analogon zu  ist. Im Unterschied zur klassi-
schen Situation, dort ist  /   eine Erweiterung vom Grad 2, hat der algebraische
Abschluß von K̂∞ den Grad∞ u¨ber K̂∞. Dies ermo¨glicht es, A-Gitter beliebigen
Ranges in C zu definieren.
Der komplexen oberen Halbebene entspricht die Drinfeld’sche obere Halbebene
Ω := C− K̂∞. Ihre Kompaktifizierung ist Ω = Ω ∪   1(K).
Nun lassen sich A-Gitter in C vom Rang 2 definieren:
Λ := Aω + A mit ω ∈ Ω .
Das Analogon zu den elliptischen Kurven sind die Drinfeld-Moduln φ vom Rang
2, die durch
φT := T + gτ + ∆τ
2 ∈ C{τ}
eindeutig bestimmt sind, wobei τ : z 7→ zq die Frobeniusabbildung ist. Vermo¨ge
dieser Vorschrift verleihen wir der additiven Gruppe  a(C) eine A-Modulstruktur
(dabei ist C{τ} der getwistete Polynomring mit der Kommutatorregel τc = cqτ
fu¨r alle c ∈ C).
Jedem Gitter Λ := Aω +A la¨ßt sich ein Rang-2 Drinfeld-A-Modul φΛ zuordnen,
der durch
φT := T + g(ω)τ + ∆(ω)τ
2
bestimmt ist. Umgekehrt existiert zu jedem Drinfeld-A-Modul vom Rang 2 ein
A-Gitter in C vom Rang 2.
Neben der Drinfeld’schen oberen Halbebene existiert ein zweites Analogon zur
klassischen oberen Halbebene H, der Bruhat-Tits-Baum T zu PGL(2, K̂∞).
Den Zusammenhang zwischen T und Ω beschreibt eine (geeignet definierte)
Geba¨udeabildung λ. Deren Definition ist technisch aufwendig.
Sowohl auf T als auch auf Ω operiert die Gruppe GL(2, A) – auf Ω vermo¨ge
Mo¨biustransformationen –, und die Abbildung λ ist vertra¨glich mit der Quotien-
tenbildung von T und Ω nach GL(2, A).
Auf der Menge der Spitzen Ω−Ω operiert GL(2, A) transitiv, die Bahn von Ω−Ω
nach GL(2, A) wird meist wiederum mit ∞ bezeichnet. Der Quotientengraph
GL(2, A)\T ist dementprechend eine Halbgerade.
iv Einleitung
Der komplexen Analysis auf H entspricht die (nicht-archimedische) rigide Ana-
lysis auf Ω. Dazu wird auf Ω ein geeigneter Abstandsbegriff eingefu¨hrt. Zudem
werden nur
”
zula¨ssige“ U¨berdeckungen betrachtet. Auf diese Weise ergeben sich
dann geeignete Definitionen von Holomorphie und Meromorphie.
Nun lassen sich auch auf Ω Modulformen definieren und zwar vom Gewicht k










∈ GL(2, A) .
Daß hier die Determinante in das Transformationsverhalten eingeht, steht durch-
aus im Einklang mit der klassischen Theorie: bei dieser werden allerdings nur
Matrizen mit Determinante 1 betrachtet.
Holomorphe bzw. meromorphe Modulformen sind nun wiederum solche, die ho-
lomorph bzw. meromorph in den Spitzen sind.
Analog zur klassischen Situation haben die Modulformen vom Typ 0 in der Spitze









so ist tq−1 := e1−q(z) eine Uniformisierende.
Sollen Modulformen vom Typ l > 0 in dieser Spitze in eine Laurentreihe ent-
wickelt werden, so ist dies allerdings nur noch fu¨r t, nicht mehr fu¨r die (q− 1)-te
Potenz tq−1 mo¨glich. Geometrisch gesprochen weicht man auf eine verzweigte
U¨berlagerung der Modulkurve GL(2, A)\Ω aus.
Das wichtigste Beispiel fu¨r Modulformen sind hier wiederum die Eisensteinreihen





(az + b)−k ,
die alle Typ 0 haben. Die Laurentreihenentwicklung dieser Eisensteinreihen ist in
[Gek88] ausgefu¨hrt.
Der Raum aller Modulformen vom Typ 0 ist das Algebrenerzeugnis von Eq−1 und
Eq2−1 u¨ber C.
Die Koeffizienten g(ω) und ∆(ω) in φΛT mit Λ = Aω + A sind
g(ω) =(T q − T )Eq−1(ω)
und ∆(ω) =(T q
2 − T )(Eq2−1(ω) + Eq+1q−1(ω)) .
Dabei entspricht die Modulform ∆ in gewisser Weise der klassischen Diskriminan-
te, aufgefaßt als Modulform. Sie wird zumeist kanonische Modulform genannt.
Einleitung v
Die Funktion j(ω) := g
q+1(ω)
∆(ω)
ist GL(2, A)-invariant und
j : GL(2, A)\Ω '−→ C
ist ein Isomorphismus.
Somit hat das Modulproblem
”




Startet man nun mit einem globalen Funktionenko¨rper K, der eine echte Erwei-
terung von
 
q(T ) ist, so finden sich in der Literatur noch sehr viele strukturelle
Aussagen, aber wenige explizite Berechnungen.
Hier wa¨hlt man in K eine Stelle, die wiederum∞ genannt wird. Die Konstruktion
der oberen Halbebene, des Bruhat-Tits-Baums und der Geba¨udeabbildung lassen
sich nun durchfu¨hren.
Nennt man den Ring der außerhalb∞ ganzen Elemente A, so lassen sich ebenfalls
A-Gitter in C und vom Rang 2 definieren, die Drinfeld-A-Moduln vom Rang 2
entsprechen, und umgekehrt.
Menge und Gestalt der Gitter und der (nicht isomorphen) Drinfeld-A-Moduln
ha¨ngen aber stark von der Gro¨ße der Picardgruppe Pic(A) ab. Nimmt diese Gro¨ße
zu, erha¨lt man immer komplexere Strukturen.
So hat beispielsweise die algebraische Kurve, die das Modulproblem beschreibt,
#Pic(A) viele irreduzible Komponenten.
Hier ist eine Drinfeld’sche Modulkurve die Kompaktifizierung einer dieser Kom-
ponenten, beispielsweise GL(2, A)\Ω.
Wie man das Geschlecht einer solchen Kurve berechnet, zeigt Gekeler in [Gek86,
VI.5.8]. Dabei ergibt sich, daß das Geschlecht der Modulkurve vom Geschlecht
des zugrunde liegenden Funktionenko¨rpers abha¨ngt. Ist dieses gro¨ßer als 1, so ist
das Geschlecht der Modulkurve gro¨ßer als 0.
Jede dieser Modulkurven hat ihrerseits #Pic(A) viele Spitzen, die den Idealklas-
sen entsprechen.
Infolgedessen sind analytische Berechnungen und geschlossene Aussagen nur noch
in einem gewissen Rahmen mo¨glich. In der Literatur ist daher auch die (nahelie-
gende) Tendenz zu beobachten, sich mehr um strukturelle Aussagen und deren
Verallgemeinerungen zu bemu¨hen. Dies hat zu weitreichenden und tiefgehenden




Fall“ blieb bislang noch wenig beachtet, in dem konkrete Rechnungen noch
mo¨glich sind und zu umfassenden Resultaten fu¨hren.
Wa¨hlt man na¨mlich als globalen Funktionenko¨rper K =
 
q(E), den Funktio-
nenko¨rper einer elliptischen Kurve E u¨ber
 
q und darin eine ∞-Stelle vom Grad
vi Einleitung
1, so hat jede Drinfeld’sche Modulkurve (zur vollen Gruppe) das Geschlecht 0.
Zudem ist der Quotient GL(2, A)\T ein Baum (hier ist A =   q[E] der affine
Koordinatenring). Daher ist es mo¨glich, die fu¨r K =
 
q(T ) bewiesenen Aussagen
teilweise fu¨r K =
 
q(E) analog zu entwickeln.
Dazu greifen wir zahlreiche in der Literatur vorhandene Ergebnisse auf. Einige
allgemeine Resultate zu Drinfeld-Moduln und Drinfeld’schen Modulkurven sowie
zu gewissen Modulformen spezialisieren wir auf unsere Situation.
Andererseits u¨bertragen wir einige Aussagen und Beweisstrukturen im Fall K =
 
q(T ) auf den Fall K =
 
q(E). Insbesondere hier wird ein erheblicher technischer
Mehraufwand notwendig sein, der seinerseits die Grenzen der Berechenbarkeit
aufweist.
Zusammenfassung und Einordnung der Arbeit
Dieser Arbeit liegen insbesondere der Lecture-Notes-Band [Gek86] und der Ar-
tikel [GR96] zugrunde. Dort werden fu¨r uns zentrale Begriffe und Aussagen fu¨r
allgemeine globale Funktionenko¨rper ausgefu¨hrt und bewiesen.
Beide Arbeiten sind sehr umfassend und greifen viele der nachfolgenden Stich-
worte auf, auch wenn sie nicht jeweils explizit erwa¨hnt werden.
Daneben entha¨lt [Hay79] eine intensive Einfu¨hrung in die Drinfeld-Moduln und
ihre Isogenien. Hier entwickelt Hayes die Klassenko¨rpertheorie fu¨r globale Funk-
tionenko¨rper. Er zeigt, daß der Hilbertklassenko¨rper der Koeffizientenko¨rper der
Rang-1 Drinfeld-A-Moduln ist, die den Idealen des Ganzheitsrings A zugeordnet
sind.
Spezialisiert auf A =
 
q[E] werden Vereinfachungen sichtbar, die in der Natur
des Funktionenko¨rpers liegen.
Die verwendeten analytischen Aussagen sind in [FvdP81] und [GvdP80] umfa-
ßend ausgefu¨hrt. In beiden Arbeiten wird auch die reine U¨berdeckung von Ω, die
wir verwenden werden, angefu¨hrt. Daneben greifen zahlreiche weitere, hier nicht
erwa¨hnte Artikel diese Ausarbeitung auf.
Den Quotienten GL(2, A)\T mit A =   q[E] bestimmt Takahashi in [Tak93] expli-
zit, indem er jedem Knoten eine Matrix zuweist und die Kanten angibt. Daru¨ber
hinaus bestimmt er zu allen Knoten und Kanten die Stabilisatoren.
Die Menge der Knoten steht in 1-1-Korrespondenz zu (gewissen) Klassen von
Modulgarben der Dimension 2 mit affin trivialer Determinante u¨ber dem Schema
(X,OX), das zu der elliptischen Kurve assoziiert ist. (Im folgenden nennen wir
diese Objekte Modulgarben.) In [Ser03] beschreibt Serre die Enden dieses Baumes
explizit. Deren Knoten entsprechen zerlegbaren Modulgarben. Fu¨r den endlichen
Anteil des Baumes gibt er eine Abscha¨tzung u¨ber dessen Durchmesser.
In ihrer Dissertation [Til83] kla¨rt Tillmann, welche unzerlegbaren Modulgarben
es u¨ber (X,OX) gibt. Dabei nutzt und erweitert sie intensiv die Arbeit [Ati57] von
Atiyah, in der er dies fu¨r algebraisch abgeschlossene Konstantenko¨rper ausfu¨hrt.
Einleitung vii
Wir bestimmen nun die Automorphismengruppen der unzerlegbaren Modulgar-
ben. Dies fu¨hrt zu einer vollsta¨ndigen Zuordnung von Knoten und Modulgarben.
Denn die Stabilisatoren der Knoten sind isomorph zu den Automorphismengrup-
pen der entsprechenden Modulgarben.
Zugleich geben wir einen elementaren Beweis zur Bestimmung der Automorphis-
mengruppen zerlegbarerer Modulgarben. Die Anregung dazu stammt aus der Ar-
beit von Tillmann.
Zudem betrachten wir (quadratische) Konstantenerweiterungen und zeigen, daß
diese eine Einbettung von Ba¨umen, die mit der Quotientenbildung vertra¨glich ist,
zur Folge haben. Dies fu¨hrt auch zu einer Klassifizierung der elliptischen Punkte.
Auf T lassen sich nun Flu¨sse definieren, die das Wachstumsverhalten von inver-
tierbaren Funktionen auf Ω beschreiben. Dieser Zusammenhang wurde von van
der Put gezeigt.
Diese Flu¨sse werden unter Quotientenbildung zu gewichteten Flu¨ssen. In [GR96],
[Gek97a] und [Gek00b] fu¨hrt Gekeler fu¨r allgemeine globale Funktionenko¨rper die
Theorie der Thetafunktionen auf Ω und GL(2, A)\Ω ein und kla¨rt den Zusam-
menhang mit den (gewichteten) Flu¨ssen.
Wir werden zeigen, daß fu¨r A =
 
q[E] die cuspidalen Thetafunktionen GL(2, A)-
invariant sind.
Damit begru¨ndet sich auch die Definition der j-Invarianten als spezielle The-
tafunktionen. Wir finden na¨mlich #Pic(A)− 1 viele Thetafunktionen, die einen
einfachen Pol in der Spitze∞ von GL(2, A)\Ω und eine einfache Nullstelle in einer
anderen Spitze ω haben. Diese nennen wir j-Invariante jω. Diese j-Invarianten
geben eine analytische Parametrisierung von G(A)\Ω ∼−→ C
Wir werden die allgemeine Definition von Modulformen vom Gewicht k und Typ
m aus [Gek86] u¨bernehmen, ebenso wie die Definition von Eisensteinreihen.
In [Gek88] werden zu gegebenem k ≡ 0 mod q − 1 die ersten Terme der Lau-
rentreihenentwicklung der Eisensteinreihe Ek hergeleitet.
In unserer Situation ist die Anzahl der Eisensteinreihen fu¨r GL(2, A) die Klassen-
zahl h(A) = #Pic(A). Zudem gibt es h(A) viele Bahnen von Spitzen, in denen
es zu einer Eisensteinreihe verschiedene Laurentreihenentwicklungen gibt.
Dennoch lassen sich die Arbeitsansa¨tze aus [Gek88] u¨bertragen, die Ausfu¨hrung
wird geeignet modifiziert.
Dabei fu¨hren wir auch Normierungsfaktoren ein, die die Rationalita¨tseigenschaf-
ten gewisser Terme verbessern. Fu¨r die vorliegende Arbeit ist dieses Vorgehen
zwar nicht erforderlich; aber es erleichtert mo¨gliche Fortfu¨hrungen, die dieser
Arbeit folgen ko¨nnten.
Als direktes Resutat erhalten wir die lineare Unabha¨ngigkeit der Eisensteinreihen
gleichen Gewichtes.
Eine entscheidende Rolle wird die kanonische Modulform ∆ einnehmen, ebenso




Im Falle eines beliebigen Funktionenko¨rpers entwickelt Gekeler in [Gek86] in ei-
nem beliebigen Punkt von Ω− Ω eine Produktdarstellung sowohl fu¨r ∆ als auch
fu¨r ∆n. Der technische Aufwand dieses Abschnittes ist sehr hoch. Maßgeblich fu¨r
unsere Arbeit ist die Spezialisierung auf A =
 
q[E].
In [Cor97] bestimmt Cornelissen fu¨r A =
 
q[T ] die Dimension des Raumes der
Modulformen zu gegebenem Gewicht k und Typ l. Dabei greift er eine Anregung
aus [Gek86] auf. Die Ausfu¨hrung nutzt wesentlich die Modulformen Eq−1 und ∆.
Die Vorgehensweise la¨ßt sich auf den Fall A =
 
q[E] u¨bertragen. Im Beweis
benutzen wir wesentlich die Laurentreihenentwicklung der entsprechenden Eisen-
steinreihe und von ∆.
Dabei stellt sich heraus, daß der Raum der Modulformen vom Gewicht q− 1 und
Typ 0 die Dimension h(A) + q2 − 2q hat. Wir haben h(A) viele Basiselemente
berechnet, na¨mlich die G(A)-invarianten Eisensteinreihen vom Gewicht q − 1.
Die noch fehlenden Basiselemente ha¨ngen zumindest ihrer Anzahl nach nur noch
vom Ko¨rper
 
q und nicht mehr von der gewa¨hlten elliptischen Kurve ab. Sich
mit dieser
”
Lu¨cke“ zu bescha¨ftigen, wa¨re eine mo¨gliche Fortfu¨hrung der Arbeit.






wobei das Ideal p von der Wahl von ω abha¨ngt (und umgekehrt). Die Konstante
const(ω) bestimmen wir exakt.
Zu jω erhalten wir daraus in der Spitze∞ von GL(2, A)\Ω bis auf einen Vorfaktor
die ersten Terme der Laurentreihenentwicklung.
Kapitelu¨berblick
Wir werden uns zu Anfang mit elliptischen Kurven u¨ber
 
q bescha¨ftigen. Die
zahlreichen konkreten Rechnungen in den folgenden Kapiteln erfordern, daß wir
die arithmetischen Eigenschaften der elliptischen Kurve gut kennen. So werden
wir beispielsweise zu jedem Primideal vom Grad 1 eine Uniformisierende und das
inverse Ideal bestimmen.
Kapitel 2 ist ein zweites einfu¨hrendes Kapitel. Hier stellen wir die Fakten zur Drin-
feld’schen oberen Halbebene, zu Drinfeld-Moduln und zu den Drinfeld’schen Mo-
dulkurven kurz vor. Wir geben eine spezielle (reine) U¨berdeckung an und ordnen
ihr den Schnittgraphen zu, der dem ungerichteten Bruhat-Tits-Baum entspricht.
Zentrale Themen in Kapitel 3 sind Gitter und Modulgarben.
Zuna¨chst bestimmen wir explizit Isomorphismen zwischen Gittern. Anschließend
skizzieren wir die Ergebnisse von Tillmann. Im Abschnitt 3.3 geben wir eine kurze
Einfu¨hrung u¨ber den Zusammenhang des Bruhat-Tits-Baumes und O∞-Gittern.
Zudem zitieren wir die Aussagen von Takahashi.
Einleitung ix
Damit lassen sich nun die Modulgarben der Dimension 2 klassifizieren. Hier wie-
derum zitieren wir zuna¨chst die Ergebnisse aus [Ser03]. In einer Folge kleine-
rer Lemmata berechnen wir nun die Automorphismengruppen der Modulgarben.
Hierbei verwenden wir vornehmlich Mittel der linearen Algebra. Die Idee, in die-
ser Weise vorzugehen, haben wir bei Tillmann aufgegriffen. Sie zeigt auf diese
Weise die Unzerlegbarkeit gewisser Modulgarben.
In Kapitel 4 stellen wir zuna¨chst den Zusammenhang von Ω und T dar. Dann
gehen wir na¨her auf die Quotientenbildung T −→ GL(2, A)\T ein. Mit diesem





d ∈  >1 betrachten. Seien A′, K ′, Ω′ und T ′ die Objekte, die wir nach Konstan-
tenerweiterung erhalten. Die Einbettung GL(2, A)\T −→ GL(2, A′)\T ′ erhalten
wir aus der Betrachtung der entsprechenden Modulgarben. Wir zeigen die Kom-
mutativita¨t von T −−−→ T ′y y
G(A)\T −−−→ G(A′)\T ′
und erhalten eine Vertra¨glichkeit mit der Geba¨udeabbildung.
Das umfangreichste Kapitel ist das fu¨nfte. Zuna¨chst definieren wir hier Modul-
formen. Anschließend untersuchen wir sowohl die Eisensteinreihen als auch die
kanonische Modulform ∆. Die Herleitung der ersten Terme der Laurentreihenent-
wicklung in den Spitzen ist vor allem technisch aufwendig und umfaßt sehr viele
la¨ngliche Rechnungen, was nicht unerheblich zur Seitenzahl beitra¨gt.
Erst anschließend bestimmen wir allgemein den Divisorgrad einer Modulform von
vorgegebenem Gewicht und Typ.
Der Beweis der Formel, mit der sich die Dimension des Raumes der Modulformen
vom Gewicht k und Typ l berechnen la¨ßt, bescha¨ftigt uns in Abschnitt 5.4.
Der letzte Abschnitt ist der Interpretation von jq−1ω als Quotient von Modulfor-
men gewidmet.
Danksagung
Mein Dank gilt Herrn Prof. Dr. E.-U. Gekeler fu¨r das interessante Thema und
die gute Betreuung. Ihm sowie Herrn Dr. Bodo Wack, Herrn Dr. Max Gebhardt
und Frau Christine Wilk-Pitz danke ich fu¨r die intensive Zusammenarbeit und
die hervorragende Atmospha¨re in der Arbeitsgruppe.
Auch den Mitgliedern der AG Zahlentheorie mo¨chte ich an dieser Stelle fu¨r die
vielen anregenden und kla¨renden Diskussionen u¨ber die verschiedensten mathe-
matischen Themen danken.





1 Elliptische Kurven 3
1.1 Arithmetik elliptischer Kurven . . . . . . . . . . . . . . . . . . . . 5
1.2 Schema zu einer elliptischen Kurve . . . . . . . . . . . . . . . . . 11
1.3 Zahlentheorie elliptischer Kurven . . . . . . . . . . . . . . . . . . 13
Die Idealklassengruppe . . . . . . . . . . . . . . . . . . . . . . 13
Die Zeta-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . 16
2 Drinfeld-Moduln 19
2.1 Drinfeld’sche obere Halbebene . . . . . . . . . . . . . . . . . . . . 20
2.2 Gitter und e-Funktionen . . . . . . . . . . . . . . . . . . . . . . . 23
2.3 Drinfeld-Moduln und Gitter . . . . . . . . . . . . . . . . . . . . . 25
Normalisierte Drinfeld-Moduln . . . . . . . . . . . . . . . . . . 29
Drinfeld’sche Modulkurven . . . . . . . . . . . . . . . . . . . . 32
3 Gitter 35
3.1 Isomorphien von Gittern . . . . . . . . . . . . . . . . . . . . . . . 35
3.2 Modulgarben . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Invertierbare Garben . . . . . . . . . . . . . . . . . . . . . . . 42
Unzerlegbare Modulgarben . . . . . . . . . . . . . . . . . . . . 44
3.3 Der Bruhat-Tits-Baum zu PGL(2, K̂∞) . . . . . . . . . . . . . . . 46
Der Quotientenbaum G(A)\T . . . . . . . . . . . . . . . . . . 49
3.4 Klassifizierung von Modulgarben . . . . . . . . . . . . . . . . . . 52
4 Ba¨ume und Thetafunktionen 61
4.1 Zusammenhang von Ω und T . . . . . . . . . . . . . . . . . . . . 62
4.2 Quotientenbildung . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.3 Konstantenerweiterung . . . . . . . . . . . . . . . . . . . . . . . . 69
Quadratische Konstantenerweiterungen . . . . . . . . . . . . . 71
4.4 Spitzen der Modulkurve . . . . . . . . . . . . . . . . . . . . . . . 74
xi
xii INHALTSVERZEICHNIS
4.5 Thetafunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Koketten und invertierbare Funktionen . . . . . . . . . . . . . 78
Gewichtete Flu¨sse . . . . . . . . . . . . . . . . . . . . . . . . . 80
Cuspidale Thetafunktionen . . . . . . . . . . . . . . . . . . . . 83
5 Modulformen 87
5.1 Definition und Beispiele . . . . . . . . . . . . . . . . . . . . . . . 87
Logarithmische Ableitung von Thetafunktionen . . . . . . . . . 90
5.2 Eisensteinreihen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Zusammenhang mit Drinfeld-Moduln . . . . . . . . . . . . . . 94
Entwicklung in den Spitzen . . . . . . . . . . . . . . . . . . . . 98
5.3 Kanonische Modulform ∆ . . . . . . . . . . . . . . . . . . . . . . 116
Reihenentwicklung in den Spitzen . . . . . . . . . . . . . . . . 120
5.4 Herleitung der Dimensionsformel . . . . . . . . . . . . . . . . . . 125






Im Vorfeld legen wir nun einige Notationen fest. Diese und alle weiteren kapi-
telu¨bergreifenden sind der besseren U¨bersicht wegen noch einmal im Symbolver-
zeichnis am Ende der Arbeit aufgefu¨hrt.
Bijektionen machen wir durch
∼−→ kenntlich, Isomorphismen durch '−→.
 bezeichnet die Menge der natu¨rlichen Zahlen (ohne die 0).
 
q ist der Ko¨rper mit q Elementen der Charakteristik p.
 




n(K) ist der projektive Raum der Dimension n+ 1 u¨ber einem Ko¨rper K.
a, b, . . . , p, q sind stets Ideale.
Nach Bourbaki [Bou65, 2.3.] ko¨nnen wir jedem Ideal a eines Dedekindringes einen
Divisor zuordnen, diesen bezeichnen wir mit div(a). U¨blicherweise schreiben wir
Divisoren als D, P, . . .
0.I. Bemerkung. Bei der Zuordnung a 7→ div(a) gehen wir wie u¨blich von einer
multiplikativen zu einer additiven Struktur u¨ber und betrachten dann die Ideale
selbst auch als Divisoren, eine genauere Beschreibung dieser Zuordnung wird in
(1.3.) fu¨r unsere spezielle Situation angefu¨hrt.
G(R) = Gl(2, R) bezeichnet die Gruppe der regula¨ren (2 × 2)-Matrizen eines
kommutativen Ringes R. Mit Z(R) bezeichnen wir das Zentrum von G(R).
Das Symbol RS(G/H) bezeichnet ein Repra¨sentantensystem der A¨quivalenzklas-
sen von G modulo H. Elemente von G/H bezeichnen wir mit [g], wobei g ∈ G
ist.
Unter einem Graphen G verstehen wir stets einen einfachen Graphen. Seine Kno-
tenmenge bezeichnen wir mit Vert(G) und seine Kantenmenge mit Edge(G). Wir
schreiben auch G = (Vert(G),Edge(G)). Sind die Kanten des Graphen orientiert,
so schreiben wir Edge±(G).
Kanten, auch ungerichtete, schreiben wir stets als geordnetes Tupel e = (v, w),
orientierte Kanten −→e = (v, w) haben den Ursprung o(−→e ) = v und den Endkno-
ten t(−→e ) = w.
1
2 Notationen
De facto bescha¨ftigen wir uns stets mit Ba¨umen. In Anlehnung an das Wort
”
Tree“ bezeichnen wir diese mit T oder T .
0.II. Verweise.
Interne Referenzen sind stets in der Weise zu verstehen:
(i) Mit (x.) wird das Kapitel x bezeichnet,
(ii) ein Abschnitt y in Kapitel x mit (x.y.),
(iii) Definitionen, Sa¨tze, Beispiele usw. haben eine dreistellige Nummer (x.y.z),
wobei auch hier x das Kapitel und y den Abschnitt bezeichnet, z wird
fortlaufend innerhalb eines Abschnittes geza¨hlt.




Vereinbarung“. In letzteren werden globale Notationen festgelegt. Diese sind
auch im Symbolverzeichnis festgehalten.
Kapitel 1
Elliptische Kurven
Wir wollen in den folgenden Kapiteln Drinfeld-Moduln u¨ber elliptischen Grund-
ringen betrachten. Daher gehen wir in diesem Kapitel auf die geometrische und
zahlentheoretische Beschreibung von elliptischen Kurven u¨ber endlichen Ko¨rpern
ein.
Eine elliptische Kurve ist eine projektive, vollsta¨ndige, nichtsingula¨re Kurve vom
Geschlecht 1 mit Basispunkt, d.h. einem (ausgewa¨hlten) Punkt vom Grad 1.
Nach [Sil86, III.3.1.] ist jede elliptische Kurve isomorph zu einer in Weierstraßform
gegebenen Kurve. U¨ber einem algebraisch abgeschlossenen Ko¨rper L genu¨gen die
Punkte (x0 : x1 : x2) ∈   2(L) einer solchen elliptischen Kurve einer Gleichung
f(X, Y, Z) = Y 2Z + a1XY Z + a3Y Z
2 −X3 − a2X2Z − a4XZ2 − a6Z3 = 0
mit a1, . . . , a6 ∈ L.
Die Bedingung der Nichtsingularita¨t dru¨ckt sich nun darin aus, daß die Diskri-
minante
Disk(a1, . . . , a6) = 288a4a2a6 + a
5
1a4a3 + 144a2a1a6a3 − 64a34 − 96a24a1a3









1 − a61a6 + 72a2a4a23 − 216a6a23 − 64a32a6 + a33a31
− 16a32a23 + 36a2a33a1 + 8a2a4a3a31 − a2a23a41 + 16a22a4a3a1
− 8a22a23a21 + 36a6a3a31 − 48a22a6a21 − 12a41a2a6 ,
ein isobares Polynom vom Grad 12 in den ai, auf a1, . . . , a6 nicht verschwindet.
In dieser Form hat die Kurve den Basispunkt ∞ := (0 : 1 : 0).
U¨blicherweise ([Sil86, III.1]) beschreibt man eine elliptische Kurve jedoch durch
eine affine Gleichung. In der obigen Gleichung setzen wir dazu x = X
Z
und y = Y
Z
und erhalten die (u¨bliche) Weierstraßgleichung
fE(x, y) = y
2 + a1xy + a3y − x3 − a2x2 − a4x− a6 = 0 . (1.0.1)
In den projektiven Raum werden die Lo¨sungen dieser Gleichung vermo¨ge
(x1, x2) 7→ (x1 : x2 : 1)
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eingebettet, das Symbol ∞ stellt auch hier den Basispunkt dar.
Nun ko¨nnen wir eine fu¨r diese Arbeit angemessene Definition einer elliptischen
Kurve angeben.
1.0.2 Definition. Eine elliptische Kurve E u¨ber
 
q ist gegeben durch die Punkt-
menge
E := {(x, y) ∈   2q | fE(x, y) = 0} ∪ {∞} ,
wobei fE ein wie in (1.0.1) gegebenes, absolut irreduzibles Polynom mit Koeffizi-
enten a1, . . . , a6 ∈   q und Disk(a1, . . . a6) 6= 0 ist. Ha¨ufig schreiben wir E/   q,





q ⊂ F ⊂   q ist eine elliptische Kurve E/   q auch
u¨ber F definiert.
1.0.3 Bemerkung. Ist char(
 
q) 6= 2, 3, so ko¨nnen wir die elliptische Kurve auch
durch
fE(x, y) = y
2 − x3 − Ax−B , A,B ∈   q ,
beschreiben, im weiteren setzen wir in solchen Fa¨llen a1 = a2 = a3 = 0.
Die Gleichung liefert genau dann eine elliptische Kurve, wenn das Polynom
x3 + Ax +B keine doppelten Nullstellen hat.
1.0.4 Vereinbarung. Mit E bzw. E/
 
q bezeichnen wir nun stets eine elliptische
Kurve, die vermo¨ge einer Weierstraßgleichung (1.0.1)
fE(x, y) = y
2 + a1xy + a3y − x3 − a2x2 − a4x− a6 = 0
gegeben ist, wobei die a1, . . . , a6 in
 
q liegen mit Disk(a1, . . . , a6) 6= 0 und fE(x, y)
absolut irreduzibel ist.
Durch geeignete Koordinatentransformation (vgl. [Sil86, III.1. und A.1.1.])
ko¨nnen verschiedene der Koeffizienten ai auf 0 oder 1 gesetzt werden. Wir brau-




fE(x, y) = y
2 − g(x) , wobei g(x) = x3 + a2x2 + a4x+ a6
keine mehrfachen Nullstellen besitzt.
(b) char(
 
q) = 2 und j-Invariante j(E) = 0:
fE(x, y) = y
2 + a3y + x
3 + a4x + a6 mit a3 6= 0 .
(c) char(
 
q) = 2 und j(E) 6= 0:
fE(x, y) = y
2 + xy + x3 + a2x
2 + a6 mit a6 6= 0 .
Im folgenden nehmen wir stillschweigend an, daß einer dieser Fa¨lle vorliegt.
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1.1 Arithmetik elliptischer Kurven
Sei nun E/
 
q eine elliptische Kurve.
Da wir auf zahlentheoretischer Seite auch Konstantenerweiterungen betrachten
wollen, definieren wir die verschiedenen Objekte in allgemeiner Form.
Fu¨r jeden Zwischenko¨rper
 
q ⊂ F ⊂   q setzen wir
E(F ) := {(x, y) ∈ F 2 | fE(x, y) = 0} ∪ {∞} . (1.1.1)
Ist F =
 
q, so ist dies die Punktmenge der elliptischen Kurve. Fu¨r F (
 
q ist
dies die Menge der F -rationalen Punkte.
Die Punktmenge E(F ) ist eine Gruppe bezu¨glich der Addition, wie sie in (1.1.2)
beschrieben ist. Das neutrale Element bezu¨glich dieser Verknu¨pfung ist der Ba-
sispunkt ∞. Ist   q ⊂ F ⊂ F ′ ⊂   q, dann ist E(F ) eine Untergruppe von E(F ′)
(vgl. [Sil86, III.3.6.]).
1.1.2 Algorithmus (Gruppengesetz). (vgl. [Sil86, III.2.3]) Sei P0 = (x0, y0)
ein Punkt der elliptischen Kurve E/
 
q. Dann ist
−P0 = (x0,−y0 − a1x0 − a3) .
Sei nun
P1 + P2 = P3 mit Pi = (xi, yi) ∈ E .
Fu¨r x1 = x2 und y1 + y2 + a1x1 + a3 = 0 ist
P1 + P2 =∞ .
Fu¨r x1 = x2 und y1 + y2 + a1x1 + a3 6= 0 setzen wir
λ :=
3x21 + 2a2x1 + a4 − a1y1
2y1 + a1x1 + a3
, ν :=
−x31 + a4x1 + 2a6 − a3y1
2y1 + a1x1 + a3
,
fu¨r x1 6= x2
λ :=
y2 − y1





2 + a1λ− a2 − x1 − x2 ,
y3 =− (λ+ a1)x3 − ν − a3 .









q) = 2 und j(E) = 0
(α, β) ist 2-Teilungspunkt ⇔ β + a3 = β ⇔ a3 = 0 ,




q) = 2 und j(E) 6= 0
(α, β) ist 2-Teilungspunkt ⇔ β + α = β ⇔ α = 0 .
1.1.4 Definition. Der Dedekindring F [E] := F [x, y]/(fE(x, y)), wobei
fE ∈   q[x, y] als Polynom u¨ber F betrachtet wird, heißt affiner Koordinatenring
der elliptischen Kurve E/F , sein Quotientenko¨rper F (E) := Quot(F [E]) der
Funktionenko¨rper der elliptischen Kurve E/F .
1.1.5 Bemerkung. (i) Ist E u¨ber F definiert, so ist F der volle Konstan-
tenko¨rper der Kurve ([Sti93, VI.1.3.]).
(ii) Fu¨r die affinen Koordinatenringe und ihre Quotientenko¨rper gilt (vgl.
[Sti93, III.3] oder [Lor97, VII.4.16.])
F [E] = F ·   q[E] bzw. F (E) = F ·   q(E) .
Jeder endliche F -rationale Punkt P = (α, β) ∈ E(F ) − {∞} definiert eine Be-
wertung auf F (E):
1.1.6 Proposition. ([Lor97, III.3.5]) Sei (α, β) ∈ E(F )−{∞} ein F -rationaler
Punkt. Dann ist das Ideal p = (x− α, y− β) ⊂ F [E] maximal und definiert eine
Bewertung vp. Der Ring
Op(F ) := {h ∈ F (E) | vp(h) ≥ 0}
ist ein diskreter Bewertungsring bezu¨glich der Bewertung vp mit maximalem Ideal
pOp(F ).
1.1.7 Lemma. Eine Uniformisierende zu pOp(F ) ist




1 , −(α, β) 6= (α, β)
2 , −(α, β) = (α, β) .
Beweis. Nach [Lor97, II.8.6] ist x − α oder y − β eine Uniformisierende von
(x− α, y − β)Op(F ). Sei −(α, β) =: (α, β ′), dann ist (vgl. (1.0.4))
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(i) im Fall (a)
(y − β) · (y − β ′) = g(x)− g(α)
= x3 + a2x
2 + a4x + a6 − α3 − a2α2 − a4α− a6
= (x− α)(x2 + (a2 + α)x+ α2 + a2α + a4) ,
(ii) im Fall (b)
(y − β) · (y − β ′) = a3y + x3 + a4x+ a6 + a3β + α3 + a4xα + a6 + a3y + a3β
= (x− α)(x2 + αx+ α2 + a2α + a4) ,
(iii) im Fall (c)
(y − β) · (y − β ′) = xy + x3 + a2x2 + αβ + α3 + a2α2 + αy + αβ
= (x− α)(x2 + (a2 + α)x + y + α2 + a2α) .
Allgemein ist also (y − β) · (y − β ′) = (x− α) · gα(x, y) mit
gα(x, y) = x
2 + (a2 + α)x+ a1y + α
2 + a2α+ a4 .
Da die Kurve nichtsingula¨r ist, ist vp(gα(x, y)) = 0.
Ist nun β 6= β ′, so ist vp(y − β ′) = min{vp(y − β), vp(β − β ′)} = 0. Fu¨r β = β ′
erhalten wir vp(x− α) = 2 · vp(y − β) = 2.
Der Zusammenhang zwischen beliebigen maximalen Idealen und Punkten der
elliptischen Kurve ergibt sich aus den folgenden zwei Propositionen.
1.1.8 Proposition. ([Lor97, VII.2.5]) Sei p ⊂ F [E] ein maximales Ideal. Dann
existiert ein Punkt (µ, ν) ∈ E(   q), so daß gilt:
Die Abbildung
ψ(µ,ν) : F [E] −→   q
f(x, y) 7−→ f(µ, ν)
hat den Kern ker(ψ(µ,ν)) = p.
Fu¨r einen F -rationalen Punkt (α, β) ist ker(ψ(α,β)) = (x−α, y−β) (vgl. (1.1.6)).
1.1.9 Proposition. ([Lor97, VII.3]) Die Galoisgruppe Gal(
 
q/F ) operiert mit





q(E)). Jeder Bahn B von maximalen Idealen wird in wohlbe-
stimmter Weise ein maximales Ideal p ⊂ F [E] zugeordnet, na¨mlich p = P∩F [E],








Anschaulich wird dies durch das folgende kommutative Diagramm beschrieben,









P ∩ F [E]
(E(
 
q)− {∞})/Gal(   q/F ) ∼−−−−−−−−−−−−−−−−→
Bahn von (µ,ν)7→ker(ψ(µ,ν))
Max(F [E])
Einer Bewertung von F (E) mit zugeho¨rigem maximalen Ideal p entspricht somit




Somit haben wir nun alle
”
endlichen“ Bewertungen beschrieben. Dem Punkt ∞
entspricht ebenfalls eine Bewertung.
1.1.10 Definition/Proposition. ([Koc97, 5.8])





die Bewertung an ∞ bezeichnen wir mit v∞. Dann ist
v∞(x) = −2 und v∞(y) = −3 .
(ii) A¨hnlich wie im Fall des rationalen Funktionenko¨rpers fassen wir v∞ auch
als
”
negative“ Gradfunktion auf: Zu g ∈ F (E) ist
deg(g) := −v∞(g) .
1.1.11 Bemerkung. Aus fE(x, y) = 0 ergibt sich fu¨r y
2 ein Ausdruck in x, y
und xy. Daher ko¨nnen wir jedes Element des Ringes F [E] in eindeutiger Weise in
eine Summe mit Termen geraden Grades und eine Summe mit Termen ungeraden
Grades zerlegen. Dies erlaubt uns die Beschreibung
F [E] = F [x]⊕ yF [x] .
Ebenso ist es mo¨glich die einzelnen Terme eines
”
Polynoms“ in F [E] eindeutig
dem Grade nach auf- oder absteigend zu sortieren, denn es ist
F [E] = F ⊕ Fx⊕ Fy ⊕ Fx2 ⊕ Fxy ⊕ Fy2 + . . . .
Der Grad eines Elementes la¨ßt sich also leicht bestimmen. Insbesondere erhalten
wir direkt, daß es in F [E] kein Element des Grades 1 gibt.
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Ebenso ko¨nnen wir die Elemente eines Primideals leicht dem Grade nach sortiert
aufza¨hlen:
1.1.12 Lemma. Sei (α, β) ∈ E(F )− {∞}. Dann ist
(x− α, y − β) = (x− α)F [x]⊕ (y − β)F [x] ,
d.h. jedes Element f(x, y) ∈ p besitzt eine eindeutige Darstellung
f(x, y) = (x− α)f1(x) + (y − β)f2(x) mit f1, f2 ∈ F [x] .
Beweis. Es ist F [E] = F [x] + yF [x], und damit ist
p = (x− α)F [x] + (x− α)yF [x] + (y − β)F [x] + (y − β)yF [x] .
Aus dem Beweis zu (1.1.7) wissen wir, daß zu (α, β), (α, β ′) ∈ E(F )− {∞}
y2 − (β + β ′)y + ββ ′ = (y − β)(y − β ′) = (x− α)gα(x, y)
ist, und somit ist
(y − β)y = y2 − βy = y2 − βy − β ′y + ββ ′ + β ′y − ββ ′
= (x− α)gα(x, y) + β ′(y − β) .
Also ist (y − β)yF [x] ⊂ (x− α)F [x] + (y − β)F [x].
Ist nun h(x) ∈ F [x], dann ist
(x−α) y h(x) = (x−α)βh(x)+ (y−β)(x−α)h(x) ∈ (x−α)F [x] + (y−β)F [x] .
Daraus ergibt sich p = (x− α)F [x] + (y − β)F [x].
Zudem ist (x− α)F [x] ∩ (y − β)F [x] = {0}.
Schließlich beno¨tigen wir hier noch einige Bezeichnungen, die in den beiden fol-
genden Definitionen festgelegt werden.
1.1.13 Definition. (i) Zu jeder normierten diskreten Bewertung vp von F (E)
erhalten wir neben dem Bewertungsring Op(F ) und der Stelle, also dem
maximalen Ideal pOp(F ), auch den Rest(klassen)ko¨rper
κ(p) = Op(F )/pOp(F ) .
Ha¨ufig schreiben wir auch κ(P ) = κ(p), falls P zu dem maximalen Ideal
pOp(F ) korrespondiert; dabei ist P eine Bahn von Punkten der elliptischen
Kurve unter der Operation von Gal(
 
q/F ).
Des weiteren setzen wir
deg(pOp(F )) = deg(p) = [κ(p) : F ] .
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(ii) Die Menge aller Stellen von F (E) bezeichnen wir mit P(F (E)).
1.1.14 Vereinbarung. Die Elemente der Stellenmenge bezeichnen wir zumeist
mit p. Dabei kann p =∞ sein. Ist p 6=∞, so erhalten wir jetzt eine Doppelbedeu-
tung des Symbols p, das sowohl ein Primideal in F [E] als auch eine Stelle, also
ein maximales Ideal eines lokalen Ringes, bezeichnet. Zugleich aber besteht zwi-
schen diesen beiden Objekten ein eineindeutiger Zusammenhang. Daher werden
wir im folgenden endliche Stellen auch direkt mit den zugeho¨rigen Primidealen
aus F [E] bezeichnen.
1.1.15 Definition. Seien
 
q ⊂ F ⊂ F ′ ⊂   q mit endlichem Grad [F ′ : F ] und
a ⊂ F ′[E] ein Ideal. Dann definieren wir die Norm von a in der Konstantener-
weiterung F ′/F durch
NF
′
F (a) := N
F ′(E)




Wir werden viele Aussagen an einem
”
Standardbeispiel“1 darstellen. Es bietet
sich an, es an dieser Stelle einzufu¨hren.
1.1.16 Standardbeispiel. Wir betrachten die elliptische Kurve
E/
 
3 : fE(x, y) = y
2 − x3 − x .
Nachrechnen liefert E(
 
3) = {(0, 0), (2, 1), (2, 2), ∞}; dabei ist der Punkt (0, 0)
in gewisser Weise ausgezeichnet, denn er ist der einzige 2-Teilungspunkt, d.h.
2 · (0, 0) = (0, 0) + (0, 0) =∞ (vgl. (1.1.3)).
Die Gruppenstruktur von E(
 
3) ist somit bereits bestimmt: E(
 
3) ∼= C4, die
zyklische Gruppe mit vier Elementen.
Einzig die Gleichung fE(1, y) = y
2 − 2 = 0 hat keine Lo¨sung u¨ber   3, da in
diesem Ko¨rper 2 kein Quadrat ist.
Sei ω Nullstelle des Polynoms T 2 +1 ∈   3[T ], dann ist   9 =   3(ω). Wir erhalten
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{(0, 0)}, {(2, 1)}, {(2, 2)}, {∞},
{(1, ω), (1, 2ω)}, {(ω, 0), (2ω, 0)}, {(ω + 1, 2ω), (2ω + 1, ω)},
{(ω + 2, 1), (2ω + 2, 1)}, {(ω + 2, 2), (2ω + 2, 2)}, {(ω + 1, 2ω), (2ω + 1, ω)} .





Betrachten wir nun speziell die Bahn {(ω, 0), (2ω, 0)}, so erhalten wir fu¨r die
korrespondierenden maximalen Ideale
(x− ω, y) ∩   3[E] = (x− 2ω, y) ∩   3[E] = (x2 + 1, y) ,
ein maximales Ideal vom Grad 2 in
 
3[E].
1als Stichwort im Index aufgenommen
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Ehe wir die zahlentheoretische Betrachtung des Funktionenko¨rpers F (E) fortset-
zen, nutzen wir die obigen Aussagen, um das Schema zu einer elliptischen Kurve
E/F zu beschreiben.
1.2 Schema zu einer elliptischen Kurve
Eine Einfu¨hrung in die Theorie der Schemata findet sich in [EH00]. Hartshorne
widmet dem Schema zu einer elliptischen Kurve den Paragraphen [Har77, IV.4.].
Ein Schema ist ein Paar (X,OX), das aus einem topologischen Raum X und einer
Strukturgarbe OX besteht.
Sei nun E eine elliptische Kurve u¨ber
 
q, wie sie in (1.0.4) definiert ist, und
 
q ⊂ F ⊂   q ein Zwischenko¨rper. Da wir mit verschiedenen Konstantenko¨rpern
arbeiten, beru¨cksichtigen wir dies in unserer Notation und bezeichnen das F -
Schema zu E/F mit (X/F,OX/F ).
Die Punkte des topologischen Raumes X/F lassen sich nun auf verschiedene
Weisen beschreiben.
Einerseits entspricht jeder abgeschlossene Punkt von X/F genau einer Bahn von
E(
 
q). Diese Beschreibung wa¨hlt Lorenzini in [Lor97, VII.4.17].
Andererseits entsprechen die Bahnen von E(
 
q) in eineindeutiger Weise den Stel-
len von F (E) und somit den maximalen Idealen von F [E] zuzu¨glich des Ideals
m∞.
Wir wa¨hlen hier nun die Beschreibung durch die Stellen, die uns eine in gewis-
ser Weise glatte Benennung der Objekte erlaubt (wir beno¨tigen keine Fallun-
terscheidungen) und zugleich der klassischen und intuitiven Beschreibung durch
maximale Ideale sehr nahe kommt (vgl. (1.1.14)).
1.2.1 (Topologischer Raum). Der topologische Raum X/F besteht aus
(i) dem generischen Punkt ξ, der der trivialen Bewertung entspricht, und
(ii) den Punkten p, wobei p ∈ P(F (E)) die Menge der Stellen von F (E)
durchla¨uft.
Die zugrunde liegende Topologie ist die Zariski-Topologie mit den abgeschlosse-
nen Mengen
∅, X/F, A ⊂ X/F − {ξ} endlich ;
die offenen Mengen sind die Komplemente der abgeschlossenen Mengen. Insbe-
sondere entha¨lt jede offene nichtleere Menge den generischen Punkt ξ, und der
Abschluß des generischen Punktes ist der ganze Raum.
Die offene Teilmenge Spec(F [E]) = X/F−{∞} ist der topologische Raum des af-
finen Schemas der elliptischen Kurve, das ha¨ufig selbst mit Spec(F [E]) bezeichnet
wird.
12 Elliptische Kurven
1.2.2 (Strukturgarbe). Die Halme der Strukturgarbe sind
(i) im generischen Punkt ξ der Ko¨rper F (E) und
(ii) in einem abgeschlossenen Punkt p der diskrete Bewertungsring Op(F ).





Sind V ⊂ U ⊂ X/F offene Teilmengen, so ist die Restriktionsabbildung die
Einschra¨nkungsabbildung auf Ringen
resU,V : OX/F (U) −→ OX/F (V ) .
Wir erhalten nun beispielsweise OX/F (X/F − {∞}) = F [E].
Die Einschra¨nkung (X/F−{∞},OX/F |X/F−{∞}) ist nun gerade das affine Schema
von E/F .
Das Schema (X/F,OX/F ) ist noethersch, reduziert, irreduzibel und integer, d.h.
es existiert eine endliche offene U¨berdeckung durch affine Schemata, deren Struk-
turgarben aus noetherschen, nullteilerfreien Ringen bestehen.
1.2.3 Bemerkung. (i) Wir ko¨nnen jedes Element g ∈ F (E) als
”
Funktion“
auf einer offenen Teilmenge von X/F − {ξ} betrachten. Dabei ordnen wir
g im Punkt p ∈ X/F − {ξ} den Wert g(p) ∈ κ(p) zu. Die obigen Identifi-
kationen sind dabei so zu verstehen, daß fu¨r jede offene, affine Teilmenge
U ⊂ X/F jedes Element g ∈ OX/F (U) eine solche ”Funktion“ induziert,
die allerdings von Punkt zu Punkt wechselnde Wertebereiche haben kann.
Solche g heißen regula¨re Funktionen oder Schnitte auf U . Eine global re-
gula¨re Funktion, ein globaler Schnitt also, ist eine auf ganz X/F regula¨re
Funktion.
(ii) Zu jedem Ko¨rperturm
 
q ⊂ F ⊂ F ′ ⊂   q la¨ßt sich ein Morphismus
(X/F ′,OX/F ′) −→ (X/F,OX/F )
konstruieren.
1.2.4 Standardbeispiel. Fu¨r die Bezeichnungen verweisen wir auf (1.1.16). Ab-
geschlossene Punkte von X/
 
3 sind beispielsweise p = (x, y) und q = (x
2 + 1, y).











| f, h ∈ F [E], h /∈ q
}
.
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q : fE(x, y) = y
2 + a1xy + a3y − x3 − a2x2 − a4x− a6 = 0
fest gewa¨hlt haben, wobei einer der Fa¨lle (a), (b), (c) aus (1.0.4) vorliegt, und
fu¨hren die abku¨rzenden Schreibweisen
A :=
 
q[E] , K :=
 
q(E)
ein. Zu einer Stelle p ∈ P(K) bezeichnet K̂p die Vervollsta¨ndigung von K




q-Schema zu E bezeichnen wir mit (X,OX). Insbesondere ist dann
OX(Spec(A)) = A. Wir fu¨hren die Notation Of = OX |Spec(A) ein und bezeich-
nen ha¨ufig (Spec(A),Of) als affinen oder endlichen Anteil des Schemas. Ebenso
nutzen wir oft eine Zerlegung der Strukturgarbe in ihren endlichen und ihren
unendlichen Anteil, was wir mit (Of ,O∞) bezeichnen.
1.3 Zahlentheorie elliptischer Kurven
Nun setzen wir die Ausfu¨hrung jener zahlentheoretischer Erkenntnisse u¨ber ellip-
tische Kurven fort, die wir in dieser Arbeit nutzen werden.
Die Idealklassengruppe
Eine zentrale Rolle in der Zahlentheorie nehmen die Idealklassengruppe I(A) und
die Divisorklassengruppe von K ein.
In der Literatur werden beide Gruppen auch als Picardgruppen bezeichnet. Die
verschiedenen Definitionen kann man in [Lor97, 7.3] (Zugang u¨ber Stellenmenge)
und in [Sil86, II.3] (Zugang u¨ber Punktmenge der Kurve) nachlesen.
Wir werden nun den Zusammenhang zwischen den Punkten der Kurve, den Ide-
alklassen und den Divisorklassen darstellen, da wir sowohl in Literaturverweisen
als auch in konkreten Rechnungen davon Gebrauch machen werden.
Wir erinnern daran (vgl. (1.1)), daß jedem Punkt von E−{∞} sowohl eine Stelle
von
 
qK als auch ein Primideal von
 




q ⊂ F ⊂   q ein Zwischenko¨rper und L := FK. Dann ist
die Divisorgruppe Div(L) die freie abelsche Gruppe, die von allen Stellen von L
erzeugt wird.














vp(f) p mit f ∈ L∗
haben alle Grad 0 und bilden die Untergruppe P (L). Die Divisorklassengruppe
ist
Cl(L) := Div(L)/P (L) .
Sie entha¨lt die Untergruppe




qK ist die Divisorgruppe gleich der freien abelschen Gruppe, die von allen
Punkten der elliptischen Kurve erzeugt wird.
1.3.2 Proposition. ([Sti93, III.63], [Ros02, 8.13]) Seien
 
q ⊂ F ⊂ F ′ ⊂   q
endliche Zwischenko¨rper und [F ′ : F ] = n.
(i) Die Erweiterung F ′K/FK ist in allen Stellen unverzweigt.
(ii) Sei p ∈ P(K). In F ′K liegen u¨ber p genau ggT(n, deg(p)) = d viele Stellen.
(iii) Sei P | p eine Stelle in F ′K, die u¨ber p liegt. Dann ist deg(P) = 1
d
deg(p)
und [κ(P) : κ(p)] = n
d
.
In unserer Situation ergibt sich
1.3.3 Proposition. ([Sil86, III.3.4, 3.5.1], [Sti93, VI.1] und [Lor97, VIII.9.1])
Seien
 
q ⊂ F ⊂   q und L = FK.
Die Abbildung
ρ : E(F )
'−→ Cl0(L)
P 7→ [P ]− [∞]
ist ein Isomorphismus von Gruppen.
Zudem haben wir die Bijektionen
σ : {Stellen vom Grad 1} ∼−→ Cl0(L)
p 7→ [p]− [∞]
τ : {endl. Stellen vom Grad 1} ∼−→ {Klassen der ganzen Ideale
vom Grad 1 in FA}
pOp 7→ [p]
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der Stellenmenge vom Grad 1 sowohl auf die Grad-0-Divisoren von FK als auch
auf die Grad-1-Idealklassen von FA.
Speziell fu¨r den affinen Koordinatenring einer elliptischen Kurve werden die
nichttrivialen Idealklassen von den Primidealen vom Grad 1 repra¨sentiert, so daß
sich die Abbildung τ wie folgt formulieren la¨ßt:
τ : {endl. Stellen vom Grad 1} ∼−→ I(FA)− {(1)}
pOp 7→ [p] .
Insbesondere ergibt sich fu¨r endliche F , daß die Gruppen Cl0(L) und I(FA) end-
lich sind. Ihre Ma¨chtigkeit ist die Klassenzahl
hL := #E(F ) = #Cl
0(L) = #I(FA) .
Dies motiviert und begru¨ndet die
1.3.4 Definition. Sei (E,A,K) wie in (1.2.5) gegeben. Dann setzen wir
Pic(K) := Cl(K) ,
Pic(A) := I(A) , RS(I(A)) := {p ⊂ A | Primideal mit deg(p) = 1} ∪ {(1)}
und erhalten die bijektive Zuordnung von Idealklassen auf Divisorklassen
div : Pic(A)− {(1)} ∼−→ Cl0(K)− {0}
[p] 7−→ [p]− [∞] .
1.3.5 Lemma. Sei (E,A,K) eine elliptische Kurve und p = (x− α, y − β) das
maximale Ideal zum
 




x− α · (x− α, y + β
′) .
Beweis. Aus den obigen Zuordnungen ist bereits klar, daß die Idealklassen
[p] = [(x− α, y − β)] und [p′] = [(x − α, y − β ′)] invers zueinander sind. Um
nun p−1 zu berechnen, genu¨gt es, h ∈ K mit p · p′ = (h) zu bestimmen, denn
dann ist
p−1 = p′ · (h)−1 .
Aus dem Beweis zu (1.1.7) wissen wir bereits, daß (y−β)(y−β ′) = (x−α)gα(x, y)
fu¨r ein Polynom gα(x, y) ∈ A ist, daher ist
(x− α, y − β)(x− α, y − β ′) =
((x− α)2, (x− α)(y − β), (x− α)(y − β ′), (x− α) · gα(x, y)) = (x− α) .
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1.3.6 Vereinbarung. Wir schreiben ha¨ufig p ∈ Pic(A) und verstehen darunter
dann stets den Repra¨sentanten der Idealklasse, also das Primideal vom Grad 1
oder das triviale Ideal (1).
1.3.7 Standardbeispiel. Seien die Bezeichnungen wie in (1.1.16) gewa¨hlt. Dann
ist (2, 1) + (2, 1) = (0, 0) und (2, 1) + (2, 2) = ∞. Fu¨r die Idealklassen bedeutet
dies [(x−2, y−1)]·[(x−2, y−1)] = [(x, y)] und [(x−2, y−1)]·[(x−2, y−2)] = [(1)].
Wir fu¨hren nun einige Aussagen an, die im Zusammenhang mit dem Satz von
Riemann-Roch stehen.
1.3.8 Definition/Proposition. Sei (E,A,K) wie in (1.2.5) gegeben.
(i) Die kanonische (Divisor-)Klasse ist die Nulldivisorklasse ([Sti93, VI.1]).
(ii) Sei D ∈ Div(K). Dann ist der L-Raum zu D der endlichdimensionale   q-
Vektorraum
L(D) = {g ∈ K∗ | (g) ≥ −D} ∪ {0} ,
also die Menge aller Elemente aus K∗, deren Bewertung an jeder Stelle
gro¨ßer oder gleich der Bewertung von −D ist. Die Dimension l(D) dieses
Vektorraumes ist
l(D) = dim(L(D)) =

0, falls deg(D) ≤ 0 und D 6= 0
1, falls D = 0
deg(D), falls deg(D) ≥ 1
.
(iii) Fu¨r Divisoren D und D′ mit [D] = [D′] gilt l(D) = l(D′) ([Ros02, 5.2]).
Die Zeta-Funktion
Die Zeta-Funktion codiert fu¨r uns wichtige Gro¨ßen der elliptischen Kurve, wie
etwa die Zahl der
 
qn-rationalen Punkte.
Wir fassen ihre Definition und einige ihrer Eigenschaften zusammen.
1.3.9 Definition/Satz. (siehe [Sil86, V.2.]) Sei (E,A,K) eine elliptische Kur-
ve.
(i) Sei D ∈ Div(K). Dann setzen wir
|D| := qdeg(D) .
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(ii) Die Zeta-Funktion von E/
 
q ist definiert durch




wobei die Summe die Divisoren D aus Div(K) durchla¨uft, fu¨r die vp(D) ≥ 0
ist fu¨r alle p ∈ P(K). Diese Summe konvergiert fu¨r alle komplexen s mit
einem Realteil gro¨ßer 1 und hat eine Produktentwicklung






















(1− Sdeg(P ))−1 ,






q) durchla¨uft (vgl. [Lor97,




1− aS + qS2
(1− S)(1− qS) ,
wobei a := 1 + q − hK ist. Das Za¨hlerpolynom P (S) := 1− aS + qS2 aus-






(iv) Daru¨ber hinaus existieren komplexe Zahlen ω, ω ∈  mit |ω| = |ω| = √q
und ωω = q, fu¨r die
1− aS + qS2 = (1− ωS)(1− ωS) d.h. a = ω + ω ist.
Fu¨r die Zahl der
 
qn-rationalen Punkte ergibt sich daraus
#E(
 
qn) = 1 + q
n − ωn − ωn .
Die Zahl P (−1) = Z(E/   q,−1) ist die Klassenzahl des quadratischen Twists der
elliptischen Kurve, und es gilt hK + h
′
K = 2q + 2 (siehe auch Kapitel (4), Seite
71 ff und [Gek86, V.4.]).
1.3.10 Standardbeispiel. (Bezeichnungen siehe (1.1.16))
Das Za¨hlerpolynom der Zetafunktion von E/
 
3 ist wegen a = 1 + 3 − 4 = 0
gerade
P (S) = 1 + 3 · S2 = (1 +√−3S) · (1−√−3S) .
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Fu¨r die Zahl der
 
3n-rationalen Punkte ergibt sich
#E(
 
3n) = 1 + 3
n −√−3n − (−√−3)n .
Daraus ergibt sich #E(
 
9) = 1 + 3
2 − √−32 − (−√−3)2 = 16, und diese Zahl
haben wir bereits in (1.1.16) ermittelt.
1.3.11 (Partielle Zetafunktion). ([Gek86, III.1,2.]) Analog zur Zetafunktion
ζE/   q(s) = Z(E/
 
q, S) mit S = q
−s ko¨nnen wir fu¨r ein ganzes Ideal n ⊂ A und
ein a ∈ A die partiellen Zetafunktionen ζ[n](s) bzw. ζa,n(s) durch Z[n](S) bzw.
Za,n(S) beschreiben:













Fu¨r diese gelten die Relationen
(i) (q − 1)Z[n−1](S) = S−dZ0,n(S),
(ii) Za,n = Zb,n, falls a ≡ b mod n,
(iii) Zab,bn(S) = S
deg(b)Za,n(S) fu¨r alle b ∈ A− {0},
(iv) Zca,n = Za,n fu¨r alle c ∈   ∗q.
Insbesondere genu¨gt es, Repra¨sentanten der Idealklassen zu untersuchen.
1.3.12 (Spezielle Werte). Wir ko¨nnen mit [Gek86, III.2] diese Funktion explizit
bestimmen. Alle dort angefu¨hrten Gro¨ßen lassen sich aus den uns gegebenen
Daten leicht bestimmen, und man erha¨lt
Z0,n(S) = (q − 1)Sd+1 + (q − 1)q · S
d+2
1− qS = (q − 1)
(





wobei d = deg(n) ist.
Fu¨r die von uns gewa¨hlten Repra¨sentanten der Picardgruppe, die Primideale p
vom Grad 1, ist
Z0,p(S) = (q − 1)
(






Z ′0,n(S) = (q − 1)
(
(d+ 1)Sd +





Z[p](S) = S +
qS2
1− qS und Z
′





In diesem Kapitel werden wir Drinfeld-Moduln definieren und ihre Isomorphie-
klassen parametrisieren. Dazu fu¨hren wir zuna¨chst die Drinfeld’sche obere Halb-
ebene ein und kla¨ren ihre analytische Struktur.
Anschließend werden wir Gitter und deren e-Funktion sowie Drinfeld-Moduln
selbst definieren und den Zusammenhang der Objekte darstellen, was uns schließ-
lich die gewu¨nschte Parametrisierung liefert.
Unsere Ausfu¨hrungen folgen dabei [GR96, 1. und 2.] und [Gek86], wobei die in
[Gek86] gemachten und bewiesenen Aussagen, die wir fu¨r den Fortgang beno¨tigen,
in [GR96] kurz zusammengefaßt sind.
Sei dazu K wie in (1.2.5) der Funktionenko¨rper einer elliptischen Kurve.
2.0.1 Bemerkung. (i) Die in diesem Kapitel gemachten Aussagen gelten in
gleicher Weise fu¨r den rationalen Funktionenko¨rper
 
q(T ). Als Uniformi-
sierende an ∞ wa¨hlen wir hier 1
T
. Der entsprechende Ring außerhalb ∞
ganzer Funktionen ist der Polynomring
 
q[T ].
Beru¨cksichtigen wir, daß die Klassenzahl von
 
q[T ] stets 1 ist, so erhalten
wir in einigen Aussagen starke Vereinfachungen.
(ii) Die angefu¨hrten Aussagen gelten in a¨hnlicher Weise fu¨r beliebige globale
Funktionenko¨rper.
Allerdings geht in viele der folgenden Aussagen der Grad der ∞-Stelle ein.
Fu¨r
 
q(T ) oder K ist κ(∞) =   q. Da wir hier vornehmlich den Fall K




q(T ) am Bei-
spiel erla¨utern werden, verzichten wir auf Einbeziehung dieses Faktors. Der
Deutlichkeit halber schreiben wir an geeigneten Stellen κ(∞) statt   q.
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2.1 Drinfeld’sche obere Halbebene
Die ∞-Stelle von K ist die
”
negative Gradbewertung“, d.h. fu¨r K =
 
q(E) ist
die Unifomisierende t = x
y
(vgl. (1.1.10)).
Die Vervollsta¨ndigung an∞ wird mit K̂∞ bezeichnet (vgl. (1.2.5)). Wir definieren
den Absolutbetrag |.| bezu¨glich ∞ durch
|x| := q−v∞(x) fu¨r alle x ∈ K̂∞ .
Auf den algebraischen Abschluß K̂∞ la¨ßt sich |.| bzw. v∞ eindeutig fortsetzen. Der
Ko¨rper K̂∞ ist allerdings nicht mehr vollsta¨ndig bezu¨glich |.|. Komplettieren wir
ihn nun, so erhalten wir einen Ko¨rper, den wir mit C bezeichnen. Dieser ist nicht
nur vollsta¨ndig bezu¨glich |.|, sondern auch algebraisch abgeschlossen ([BGR84,
Prop. 3, S.146]).
2.1.1 Definition. Die Drinfeld’sche (obere) Halbebene ist
Ω :=   1(C)−   1(K̂∞) = C− K̂∞ .
2.1.2 Bemerkung. Der Ko¨rper C ist in einem gewissen Sinn unabha¨ngig von
der Wahl des globalen Funktionenko¨rpers. Hingegen ist die Struktur von Ω, wie
wir gleich sehen werden, abha¨ngig von κ(∞), also sowohl vom Konstantenko¨rper
als auch vom Grad der ∞-Stelle.













∈ G(K̂∞) und z ∈ Ω .
Wir wollen nun Ω als analytisches Gebilde beschreiben. Dazu beno¨tigen wir
zuna¨chst einen geeigneten Abstandsbegriff.
2.1.4 Definition. Wir definieren den imagina¨ren Absolutbetrag auf C durch
|z|i := inf{|z − x| | x ∈ K̂∞} fu¨r alle z ∈ C .
2.1.5 Bemerkung. (vgl. [Gek86, V.1.1. und 1.2]) Der imagina¨re Absolutbetrag
hat die folgenden Eigenschaften. Sei z ∈ C.
(i) Ist |z| 6∈ |K̂∗∞| = q  , so ist |z|i = |z|.
(ii) Ist |z| = 1, und ist [z] ∈ κ(∞) =   q seine Restklasse, so ist
|z|i = 1 ⇔ [z] 6∈ κ(∞) =   q .
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(iii) Es ist |cz|i = |c| · |z|i fu¨r alle c ∈ K̂∞.
(iv) Fu¨r alle γ = ( a bc d ) ∈ G(K̂∞) und alle z ∈ Ω gilt
|γz|i = | det(γ)| · |cz + d|−2 · |z|i .
Wir nutzen nun einige Aussagen aus der rigiden Analysis. Eine ausfu¨hrliche Be-
schreibung dazu findet man in [BGR84], [GvdP80] oder [FvdP81]. Eine genauere
Beschreibung von Ω ist – neben den zu Anfang des Kapitels aufgefu¨hrten Quellen
– auch in [Tei92] und [Rev92] zu finden.
Da   1(K̂∞) kompakt ist, ist Ω ein rigid analytischer Raum. Insbesondere existiert
eine zula¨ssige U¨berdeckung durch affinoide Ra¨ume (in unserem Fall Kreisschei-
ben), die wir hier nun angeben (vgl. [FvdP81, III.3]).
Dazu beno¨tigen wir zuna¨chst eine geeignete Indexmenge, die auch in nachfolgen-
den Kapiteln Verwendung finden wird.
2.1.6 Vereinbarung. Wir setzen RS(K̂∞/tn+1Ô∞) fu¨r den   q-Vektorraum,
der von den t i mit i ≤ n erzeugt wird. Dies ist ein Repra¨sentantensystem fu¨r
K̂∞/tn+1Ô∞. Weiter sei
Inde := {(n, s) | n ∈  , s ∈ RS(K̂∞/tn+1Ô∞)} .
Damit erhalten wir
2.1.7 Definition/Satz. ([GR96, 1.2 und 1.5.5], [Rev92, 2.], [FvdP81, I.3.2])
(i) Fu¨r alle (n, s) ∈ Inde sei
D(n, s) := {z ∈ C | q−(n+1) ≤ |z − s| = |z − s|i ≤ q−n} ,






und (D(n, s))Inde eine (zula¨ssige) U¨berdeckung von Ω.
(ii) Eine Funktion f auf D(n, s) heißt holomorph (im rigid analytischen Sinn),
wenn es eine Folge rationaler Funktionen auf   1(C) ohne Pole in D(n, s)
gibt, die auf D(n, s) gleichma¨ßig gegen f konvergiert. Eine holomorphe
Funktion auf Ω ist eine Funktion, deren Einschra¨nkungen auf die Mengen
D(n, s) holomorph sind (vgl. [FvdP81, V.]).
(iii) Die D(n, s) sind affinoide Ra¨ume, ihre Algebren A(n, s) holomorpher
Funktionen bilden eine Garbe OΩ holomorpher Funktionen auf Ω mit
OΩ(D(n, s)) = A(n, s).
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(iv) Eine meromorphe Funktion auf D(n, s) ist ein Element des Quotien-
tenko¨rpers von A(n, s). Entsprechend heißt eine Funktion f auf Ω mero-
morph, wenn ihre Einschra¨nkungen auf endlich viele der D(n, s) mero-
morph und auf allen anderen D(n, s) holomorph sind.
2.1.8 Bemerkung. Die U¨berdeckung (D(n, s))Inde ist eine reine U¨berdeckung
(vgl. [GvdP80, III.2.10], [FvdP81, IV.4.]).
Wir wollen nun den Schnittgraphen T dieser U¨berdeckung bestimmen. Dabei
ordnen wir jedem D(n, s) eine Kante zu. Zwei Kanten treffen sich in einem Knoten
genau dann, wenn die zugeho¨rigen Ra¨ume nichttrivialen Durchschnitt haben.
2.1.9 Proposition. ([GR96, 1.2]) Sei (n, s) ∈ Inde. Dann hat D(n, s) nichttri-
vialen Durchschnitt mit genau den folgenden Mengen D(n′, s′):
(i) D(n, s) ∩D(n′, s′) = D(n, s) genau dann, wenn (n, s) = (n′, s′) ist,
(ii) D(n− 1, s) ∩D(n, s) = {z ∈ C | |z − s| = |z − s|i = q−n},
(iii) D(n, s)∩D(n+1, s+ εtn+1) = {z ∈ C | |z− s| = |z− s|i = q−(n+1)}, wobei
ε ∈   q ist.
2.1.10 Vereinbarung. Zur Indizierung der Durchschnitte wa¨hlen wir die Index-
menge
Indv := {(n, s) | n ∈  , s ∈ RS(K̂∞/tnÔ∞)} .
Zu jedem Tupel (n, s) ∈ Indv setzen wir
C(n, s) := D(n, s) ∩D(n− 1, s) .
2.1.11 Bemerkung. (i) Anschaulich ist ein C(n, s) eine
”
Riemannsche Zahl-
kugel“ mit q+1 Lo¨chern bzw. eine Kreisscheibe mit q Lo¨chern. D0(n, s) ist
ein Kreisring.
(ii) Die kanonische Abbildung von Inde nach Indv ordnet jeder Kante einen End-
knoten zu und definiert also eine Orientierung auf T . Anschaulich entspricht






2.1.12 Proposition. (i) Es sei T der Schnittgraph der reinen U¨berdeckung
(D(n, s))Inde von Ω. Dann steht die Knotenmenge Vert(T ) in Bijektion zu
Indv und die Kantenmenge Edge(T ) zu Inde.
(ii) Der Graph T ist wegen (2.1.9) ein (q + 1)-wertiger Baum, d.h. in jedem
Knoten treffen sich genau q + 1 Kanten, und es gibt keine Zykel.
(iii) Die Gruppe G(K̂∞) operiert auf (D(n, s))Inde und auf der Menge der
C(n, s), und diese Operation ist vertra¨glich mit der Schnittbildung. Also
operiert sie auf dem Baum T .
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2.1.13 Standardbeispiel. Fu¨r q = 3 hat der Baum die graphische Darstellung:
In Kapitel 3 und 4 werden wir uns noch ausfu¨hrlich mit diesem Baum bescha¨fti-
gen.
2.2 Gitter und e-Funktionen
Wir werden nun A-Gitter in C definieren und diesen dann eine e-Funktion zu-
ordnen.
2.2.1 Erinnerung. [Lan02, III.4.] Ein projektiver A-Modul M ist ein A-Modul,
der direkter Summand eines freien Moduls ist.
A¨quivalent dazu ist, daß jede exakte Sequenz
0 −→M ′ −→M ′′ −→M −→ 0
von A-Moduln aufspaltet, oder (falls M endlich erzeugt ist) daß M torsionsfrei
ist.
2.2.2 Definition. (i) Ein A-Gitter Y vom Rang r in Kr mit r ∈  ist ein
projektiver A-Untermodul von Kr vom Rang r.
(ii) Die Gruppe GL(r,K) operiert von rechts auf dem Zeilenvektorraum K r.
Die gro¨ßte Untergruppe von GL(r,K), die ein A-Gitter Y ⊂ Kr festla¨ßt,
bezeichnen wir mit GL(Y ).
(iii) Zwei A-Gitter Y und Y ′ in Kr sind isomorph genau dann, wenn sie als
A-Moduln isomorph sind.
Wir bezeichnen die Menge der Isomorphieklassen von Gittern vom Rang r
mit Pr(A).
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(iv) Ein A-Gitter Λ in C vom Rang r ∈  ist ein projektiver A-Untermodul vom
Rang r, der mit jedem Ball in C, der endlichen Radius hat, einen endlichen
Schnitt hat.
(v) Ein Morphismus von A-Gittern Λ1 −→ Λ2 in C ist die Null oder die Mul-
tiplikation mit einem Element c ∈ C∗, so daß cΛ1 ⊂ Λ2 ist.
(vi) Zwei A-Gitter Λ und Λ′ in C vom Rang r heißen a¨hnlich genau dann, wenn
ein c ∈ C∗ existiert mit c · Λ = Λ′.
2.2.3 Bemerkung. Zwei A-Gitter Y und Y ′ in Kr sind isomorph als A-Moduln
genau dann, wenn ein γ ∈ GL(r,K) existiert mit Y γ = Y ′.
2.2.4 Bemerkung. Wir werden unsere Betrachtungen auf die Fa¨lle r = 1 und
r = 2 beschra¨nken.
Jeder projektive Rang-1 A-Modul ist isomorph zu einem Ideal in A, jeder pro-
jektive Rang-2 A-Modul isomorph zu einem Gitter
Y = (1, 0)a + (0, 1)b ⊂ K2 ,
wobei wir K2 als Zeilenvektorraum auffassen und a und b Ideale in A sind.
2.2.5 Korollar. (vgl. [GR96, 2.5]) Fu¨r jedes A-Gitter Λ in C vom Rang 2 exi-




∞ −→ C ,
{
(1, 0) 7→ z
(0, 1) 7→ 1
Λ = c · iz(Y ) mit Y ∼= (1, 0)a + (0, 1)b ist.
Jede A¨hnlichkeitsklasse von A-Gittern la¨ßt sich also durch ein Yz := iz(Y ) re-
pra¨sentieren, wobei Y ein A-Gitter in K2 ist.
2.2.6 Definition. Sei Λ ein A-Gitter in C vom Rang r. Die e-Funktion zu Λ ist








Die folgenden Eigenschaften der e-Funktion sind leicht zu zeigen und in [GR96,
2.3], [Gek86, 2.2] sowie [Gos96, 4.2] zu finden.
2.2.7 Proposition. (i) eΛ(z) konvergiert gleichma¨ßig auf allen beschra¨nkten
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(iii) Fu¨r zwei a¨hnliche Gitter Λ′ = cΛ gilt
eΛ′(cz) = ceΛ(z) .









meromorpher Funktionen auf C.





2.3 Drinfeld-Moduln und Gitter
Wir ko¨nnen nun die eΛ-Funktion zu einem Gitter Λ nutzen, um Drinfeld-Moduln
zu konstruieren analog zur Konstruktion elliptischer Kurven zu gegebenen  -
Gittern in  via der Weierstraß-Funktion. Zuna¨chst jedoch geben wir eine alge-
braische Definition von Drinfeld-Moduln.
Sei  a/C das additive Gruppenschema u¨ber C und EndC(  a) der Endomorphis-
menring von  a.
Diesen Endomorphismen entsprechen eineindeutig die (absolut) additiven Poly-
nome. Dabei heißt ein Polynom P (z) (absolut) additiv, falls fu¨r alle z1, z2 ∈ C
gilt P (z1 + z2) = P (z1) + P (z2).
Sind nun P und H additive Polynome, so auch P (z)+H(z) und P (H(z)). Insbe-




◦“ ein (nicht kommutativer) Ring.
Wir setzen nun fu¨r die Frobeniusabbildung
τp : C −→ C
z 7→ zp






p | ai ∈ C
}
.
Die Multiplikation ist die Hintereinanderausfu¨hrung von Endomorphismen. Die
Kommutatorregel ist folglich
τp · c = cp · τp fu¨r alle c ∈ C.
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Der Ring ist sowohl Rechts- als auch Linkshauptidealring, insbesondere ist die
Links- bzw. Rechtsdivision mit Rest eindeutig (vgl. [Gos96, 1.6]).
Der Ring C{τp} entha¨lt die   q-Algebra der   q-linearen Polynome C{τ} mit
τ = τq = τ
s
p , wobei q = p
s ist.
2.3.1 Bemerkung. Wir werden ein f(τ) =
∑
biτ
i ∈ C{τ} auch als ein Polynom




Da wir ha¨ufig Aussagen u¨ber die Koeffizienten eines Polynoms in C{τ} machen
werden, fu¨hren wir noch eine abku¨rzende Schreibweise ein.
2.3.2 Definition. Sei P (τ) ∈ C{τ} ein Polynom mit degτ (P (τ)) = d. Dann ist
coeff(P, i) der i-te Koeffizient von P . Zudem setzen wir
D(P ) = coeff(P, 0) und l(P ) = coeff(P, d) .
2.3.3 Definition. (i) Ein Drinfeld-A-Modul oder einfach ein Drinfeld-Modul
φ u¨ber C vom Rang r ist ein injektiver Homomorphismus
φ : A −→ C{τ}
a 7→ φa ,
so daß fu¨r alle a ∈ A gilt:
(a) degτ (φa) = r · deg(a), wobei degτ den Grad als Polynom in τ bezeich-
net,
(b) der konstante Term fu¨r jedes a ∈ A ist D(φa) = a.
(ii) Ein Morphismus des Drinfeld-Moduls φ in den Drinfeld-Modul ψ ist ein
Element µ ∈ C{τ} mit
µ ◦ φa = ψa ◦ µ fu¨r alle a ∈ A .
Nichttriviale Morphismen zwischen Drinfeld-Moduln heißen Isogenien.
(iii) Zwei Drinfeld-Moduln φ und ψ heißen isomorph, wenn ein c ∈ C∗ existiert
mit
cφa = ψac fu¨r alle a ∈ A .
2.3.4 Bemerkung. (i) Bei gegebenem Drinfeld-A-Modul φ wird das additive
Gruppenschema  a/C auf diese Weise zu einem Schema in A-Moduln.
(ii) Ha¨ufig werden Drinfeld-Moduln statt u¨ber C u¨ber einem beliebigen A-
Ko¨rper L definiert. Statt der Einbettung A ↪→ C wa¨hlt man dann einen
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Homomorphismus γ : A → L von   q-Algebren. In diesem Fall wird dem
Ko¨rper L eine A-Charakteristik in der folgenden Weise zugeordnet
charA(L) =
{
∞, falls γ injektiv ist
ker γ, sonst
.
Wir werden allerdings nur im Fall charA(C) =∞, also im Fall generischer
Charakteristik (vgl. [Gos96, 3.6.1]), arbeiten.
(iii) Isogenien existieren nur zwischen Drinfeld-Moduln gleichen Ranges.














(v) Wir werden im folgenden Drinfeld-Moduln vom Rang 1 zumeist mit ρ be-
zeichnen.
2.3.5 Beispiel. Im Fall
 
q[T ] la¨ßt sich jeder Drinfeld-Modul eindeutig durch
Angabe von φT (τ) charakterisieren (vgl. [Gek83, 1.2]). Fu¨r r = 2 erhalten wir
dann beispielsweise
φT (τ) = T + gτ + ∆τ
2
mit g,∆ ∈ C und ∆ 6= 0.
Zahlreiche konkrete Beispiele zu verschiedenen A-Charakteristiken finden sich in
[Geb03, 1.4].
2.3.6 Bemerkung. Im Fall A =
 
q[E] ist ein Drinfeld-Modul durch
φx(τ) = x + b1τ + . . .+ b2rτ
2r ,
φy(τ) = y + c1τ + . . .+ c3rτ
3r
eindeutig bestimmt. Die Koeffizienten bi, ci sind jedoch nicht unabha¨ngig vonein-
ander. So mu¨ssen beispielsweise die Relation φxφy = φyφx und die entsprechende
Relation aus der Weierstraßgleichung erfu¨llt sein.
In konkreten Rechnungen fu¨hrt dies auf ein aufwendiges Gleichungssystem, das
schon im Fall r = 1 schwer zu lo¨sen ist (vgl. (2.3.16) und (2.3.17)).
Nun ko¨nnen wir jedem A-Gitter in C einen Drinfeld-A-Modul zuordnen.
2.3.7 Proposition. ([Gos96, 4.36]) Zu einem A-Gitter Λ des Ranges r sei
φa = φ
Λ
a das Element von C{τ}, fu¨r welches das Diagramm mit exakten Zeilen
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kommutativ ist, d.h. eΛ(az) = φa(eΛ(z)). Dabei ist
C
'←− C/ker(eΛ) = C/Λ .
Dann ist φΛ : a 7→ φΛa ein Drinfeld-Modul vom Rang r.
Daraus ergibt sich sogar
2.3.8 Satz (Drinfeld). (vgl. [Gos96, 4.3.5 und 4.6.9]) Die Zuordnung Λ→ φΛ
definiert eine A¨quivalenz zwischen der Kategorie der A-Gitter in C vom Rang r
und der Kategorie der Drinfeld-A-Moduln vom Rang r.
Seien sowohl die A-Gitter Λ1,Λ2 ⊂ C als auch c ∈ C so gewa¨hlt, daß cΛ1 ⊂ Λ2
ist. Vermo¨ge der Isomorphismen
eΛ1 : C/Λ1
'−→ C und eΛ2 : C/Λ2 '−→ C
korrespondiert das Element c zu einem µc(τ) ∈ C{τ} mit
µc ◦ φΛ1a = φΛ2a ◦ µc fu¨r alle a ∈ A .
2.3.9 Bemerkung. (vgl. [Gek86, II.3]) Sei Λ ein A-Gitter in C. Setzen wir
Λ′ = a−1Λ fu¨r ein ganzes Ideal a, dann ist Λ ⊂ Λ′. Seien φ bzw. φ′ die zugeho¨rigen
Drinfeld-Moduln und µ : φ→ φ′ der Morphismus mit Leitkoeffizienten l(µ). Dann
entspricht in der Notation von Hayes in [Hay79] l(µ)−1µ dem Morphismus
φΛa : φ
Λ −→ a ∗ φΛ ,
wobei dort gezeigt wird, daß φΛa der Erzeuger des Linksideals {φΛa | a ∈ a} ⊂ C{τ}
ist. In [Hay79, 5.14] wird zudem die Isomorphie gezeigt
a ∗ φΛ ∼= φa−1Λ
gezeigt. Der τ -Grad von φΛa ist r · deg(a), wobei r der Rang des A-Gitters Λ ist.
Fu¨r a = (x−α, y−β) ist also beispielsweise φΛa = rggT(φΛx−α, φΛy −β), wobei hier
der gro¨ßte gemeinsame Teiler bezu¨glich der Division von rechts zu betrachten ist.
2.3.10 Beispiel. Sei a ⊂ A ein Ideal vom Grad 1 und b ein gebrochenes Ideal.
Weiter sei ρb der Rang-1 Drinfeld-Modul zum Gitter b. Wir schreiben die e-
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Der Koeffizientenvergleich der Potenz zq liefert nun
D(ρba) = (α(a
−1b, 1)− α(b, 1))−1.
Somit ist
ρba = (α(a
−1b, 1)− α(b, 1))−1 + τ
und die Abbildung µ = D(ρba)
−1ρba in U¨bereinstimmung mit (2.3.9).
Normalisierte Drinfeld-Moduln
Fu¨r jede A¨hnlichkeitsklasse von Gittern des Rangs 1 suchen wir nun einen
Drinfeld-Modul mit mo¨glichst
”
einfachen“ Koeffizienten als kanonischen Vertreter
seiner Klasse. Dazu spezialisieren wir die Ergebnisse aus [Gek86, IV] fu¨r unsere
Situation.
Den geeigneten Koeffizientenbereich leitet Hayes in [Hay79, 8] mit Mitteln der
Klassenko¨rpertheorie her:
Sei H der Hilbertklassenko¨rper von K bezu¨glich∞. Dann ist H/K u¨berall unver-
zweigt und voll zerlegt in ∞; die Galoisgruppe ist Gal(H/K) ∼= Pic(A). Weiter
sei B der ganze Abschluß von A in H.
Das Kriterium
”
Einfachheit der Koeffizienten“ wird durch eine (fest gewa¨hlte)
sgn-Funktion formalisiert. Dies ist eine Funktion sgn : K̂∞ −→ κ(∞) mit den
Eigenschaften
(i) sgn(xy) = sgn(x) · sgn(y) fu¨r alle x, y ∈ K̂∞,
(ii) sgn(x) = 1, falls x eine Einseinheit ist,
(iii) sgn(x) = x fu¨r x ∈ κ(∞).
In unserer Situation ist durch die Wahl der Uniformisierenden t an ∞ bereits
eine sgn-Funktion ausgezeichnet.






eine Einseinheit ist, sind sgn(x) = 1 und sgn(y) = 1. Fu¨r alle normierten
Polynome g ∈ A ist also sgn(g) = 1.
2.3.12 Definition. Ein Drinfeld-Modul φ heißt genau dann sgn-normalisiert,
wenn die Abbildung a 7→ l(φa) mit der sgn-Funktion zusammenfa¨llt.
2.3.13 Satz. Jeder Drinfeld-Modul u¨ber C des Rangs 1 ist isomorph zu einem
sgn-normalisierten Drinfeld-Modul mit Koeffizienten in B.
Beweis. Der Satz entspricht [Gek86, IV.2.1], wenn wir beachten, daß der dort
beschriebene Ko¨rper H˜ in unserer Situation mit H zusammenfa¨llt.
2.3.14 Bemerkung. Es gibt hK viele sgn-normalisierte Drinfeld-Moduln vom
Rang 1 (vgl. [Hay92, 13.4]).
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In [Hay91] gibt Hayes einen Algorithmus an, mit dem zu einer vorgegebenen
elliptischen Kurve alle sgn-normalisierten Rang-1 Drinfeld-Moduln konstruiert
werden ko¨nnen:
2.3.15 (Berechnung der sgn-normalisierten Rang-1 Drinfeld-Moduln).
Sei (E,A,K) eine elliptische Kurve. Dann ist jeder sgn-normalisierte Rang-1
Drinfeld-A-Modul ρ durch
ρx = x+ aτ + τ
2 ,
ρy = y + c1τ + c2τ
2 + τ 3
mit a, c1, c2 ∈ B eindeutig bestimmt.
Hayes vergleicht nun in ρxρy = ρyρx (wobei die Koeffizienten a, c1, c2 als Unbe-
stimmte angenommen werden) die Koeffizienten sowohl von τ 3 als auch von τ 4
auf beiden Seiten und erha¨lt zwei Polynome in A[a]. Deren gro¨ßter gemeinsamer
Teiler in A[a] ist ein irreduzibles Polynom vom Grad hK . Jede Nullstelle die-
ses Polynoms repra¨sentiert nun einen sgn-normalisierten Rang-1 Drinfeld-Modul.
Denn sei a0 eine Nullstelle, dann lassen sich die Koeffizienten c1, c2 bestimmen
durch
c1 = a0 · y
q − y
xq − x ,
c2 =
yq
2 − y + a0cq1 − c1aq0
xq2 − x .
Und auf diese Weise lassen sich alle sgn-normalisierten Rang-1 Drinfeld-Moduln
zu (E,A,K) berechnen.




2 + y = x3 + x+ 1 ,
so ist hK = 1. Der sgn-normalisierte Rang-1 Drinfeld-Modul ρ ist gegeben durch
ρx = x + (x
2 + x)τ + τ 2 ,
ρy = y + (y
2 + y)τ + x(y2 + y)τ 2 + τ 3 .
Auch zu unserem Standardbeispiel berechnet Hayes die sgn-normalisierten Rang-
1 Drinfeld-Moduln.
2.3.17 Standardbeispiel. Seien die Bezeichnungen wie in (1.1.16) gewa¨hlt.
Der in (2.3.15) beschriebene gro¨ßte gemeinsame Teiler fu¨hrt auf a = (x − 1)b,
wobei b die Gleichung
g(b) = b4 − (x2 + x− 1)yb3 + x(x− 1)b2 + xyb+ x2(x3 + x2 − x+ 1) = 0
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x3 (x8 − 1) ·
(
x14 + x12 + b4x9 + (1 + 2 b4)x8 + b4x7
+x6 + 2 b4x5 + b4x3 + 2 x2 + b4x + b4
)
.
Die vier sgn-normalisierten Rang-1 Drinfeld-Moduln ergeben sich nun durch Ein-
setzen der verschiedenen Nullstellen von g(b).
Die Auszeichnung gewisser Drinfeld-Moduln fu¨hrt auch zur Auszeichnung der
zugeho¨rigen Gitter. Hier beschra¨nken wir uns auf den Rang 1.
2.3.18 Definition/Satz. Ein Rang-1 A-Gitter Λ heißt speziell genau dann,
wenn der assoziierte Rang-1 Drinfeld-Modul ρΛ sgn-normalisiert ist.
Jede A¨hnlichkeitsklasse von Rang-1 A-Gittern entha¨lt genau ein spezielles Gitter.
Zu einem Rang-1 Gitter Λ existiert ein ξ(Λ) ∈ C, so daß ξ(Λ)Λ ein spezielles Git-




2.3.19 Beispiel. (vgl. [Gek86, IV.1.4 und 1.5]) Wir betrachten
 
q[T ]. Sei ρ der
Carlitz-Modul, also der Rang-1 Drinfeld-Modul, dessen Koeffizienten so einfach
wie mo¨glich sind:
ρT (τ) = Tτ
0 + τ .
Das zu ρ assoziierte Gitter ist ξ ·   q[T ] mit






= (T q − T )
∑
g∈   q [T ]−{0}
g1−q .
2.3.20 Bemerkung. Im allgemeinen la¨ßt sich eine Gitterinvariante nur schwer
konkret berechnen. In [Yu86] und [Yu85] wird gezeigt, daß ξ(Λ) im allgemeinen
transzendent ist.
In (5.2) werden wir einen Zusammenhang von ξ(b) mit den Bestimmungsglei-
chungen des Rang-1 Drinfeld-Moduls ρb herleiten.
Betrachten wir nun ein gebrochenes Ideal b mit einer Gitterinvarianten ξ(b), so
ist fu¨r L = ξ(b)b
ξ(b)eb(z) = eL(ξ(b)z)
nach (2.2.7). Nun ko¨nnen wir die Isogenie ρLa fu¨r ein ganzes Ideal a aus der
Isogenie ρba unter Einbeziehung der Gitterinvarianten ξ(b) berechnen.
2.3.21 Lemma. Seien die Bezeichnungen wie oben und in (2.3.10) gewa¨hlt. Der
konstante Term von ρLa ist D(ρ
L
a ) = ξ(b)
q−1(α(a−1b, 1)− α(b, 1))−1.
Insbesondere ist D(ρLa ) unabha¨ngig von der Wahl von ξ(b).
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Beweis. Schreiben wir in
ξ(b)ea−1b(z) = ea−1L(ξ(b)z) =D(ρ
L
a )








die e-Funktionen als Reihen in z, so ergibt sich durch Vergleich der Koeffizienten
der Potenz zq
ξ(b)α(a−1b, 1) = ξ(b)α(b, 1) +D(ρLa )
−1ξ(b)q .
Da ξ(b) bis auf (q − 1)-te Einheitswurzeln eindeutig bestimmt ist, ist D(ρLa )
hierdurch eindeutig bestimmt.
Drinfeld’sche Modulkurven
Man ist nun daran interessiert, die Isomorphieklassen von Drinfeld-Moduln zu
parametrisieren. Dies fu¨hrt auf das Modulproblem
”
Drinfeld-Moduln vom Rang
r“, das in [Dri74, 5] und [Gek86, I.1] diskutiert wird.
Dort ergibt sich schließlich ein affines A-Schema M rA, das ein grobes Modulschema
des Modulproblems
”
Drinfeld-A-Moduln vom Rang r“ ist.
2.3.22 Satz (Drinfeld). M 1A ist das Spektrum des ganzen Abschlusses von A in
der maximalen abelschen Erweiterung von K, die an ∞ voll zerlegt ist.
Wir untersuchen nun den Fall r = 2. Statt die Isomorphieklassen von Drinfeld-
A-Moduln vom Rang 2 u¨ber C zu untersuchen, ko¨nnen wir auch die a¨quivalenten
Objekte, die A¨hnlichkeitsklassen von Rang-2 A-Gittern in C betrachten.
Jedes Rang-2 A-Gitter in K2 ist isomorph zu einem Gitter der Form
(1, 0)a + (0, 1)A
mit einem Ideal a von A (vgl. auch (3.2.9)). Nach (1.3.3) kann die Idealklasse
von a durch ein Primideal p vom Grad 1 oder das triviale Ideal (1) repra¨sentiert
werden.
Insbesondere gibt es genau hK nichtisomorphe A-Gitter in K
2.
Wir fixieren nun ein (beliebiges) A-Gitter Y ⊂ K2 und bestimmen die A¨hnlich-
keitsklassen der Gitter in C, die isomorph zu dem Gitter Y sind, also die Bilder
von Y unter verschiedenen iz : K̂
2
∞ −→ C aus (2.2.5).
Dazu betrachten wir die Menge S der Einbettungen von K̂2∞ ↪→ C , die wir mit
{(ω1, ω2) | ω1, ω2 ∈ C und K̂∞-linear unabha¨ngig} identifizieren (vgl. [Gek86,
II.1.5 und II.1.6]).
Die Gruppe G(K) operiert von rechts auf K̂2∞ und daher von links auf S.
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Da Y ⊗ K̂∞ ∼= K̂2∞ und GL(Y ) diskret in GL(Y ⊗ K̂∞) = G(K̂∞) ist, ist
GL(Y )\S/C∗ kanonisch isomorph zur Menge der A¨hnlichkeitsklassen der Gitter,
die zu Y isomorph sind. Andererseits ist
S/C∗
'−→ Ω
(ω1, ω2) 7→ ω1
ω2
.
Somit haben wir die gewu¨nschte Beschreibung gefunden.
2.3.23 Bemerkung. Die Bijektion{
A¨hnlichkeitsklassen von
Gittern isomorph zu Y
}
∼−→ GL(Y )\Ω
ha¨ngt von der Wahl von Y in seiner Klasse und von der Identifizierung
Y ⊗ K̂∞ = K̂2∞ ab.
Beschreibt man die Gitter jedoch u¨ber den Ring der Adele, so wird die Konstruk-







GL(Y )\Ω . (2.3.24)
Da es hK viele Isomorphieklassen von A-Gittern in K
2 gibt, hat M2A×A C genau




Fu¨r den Moment betrachten wir den einfacheren Fall, in dem der Koeffizientenring
A durch
 
q[T ] ersetzt wird. Nach (2.3.5) ist jeder Drinfeld-Modul φ des Rangs 2
eindeutig bestimmt durch
φT (τ) = T + gτ + ∆τ
2 .
Daher ist jeder Drinfeld-Modul φ durch φ = (g,∆) mit g,∆ ∈ C und ∆ 6= 0






2.3.25 Satz. (vgl. [Gek83, 4.]) Das Spektrum Spec(
 
q[T ][j]), wobei j als Unbe-






Insbesondere ist M 2
  q [T ]
= Spec(
 
q[T ][j]), und M
2
  q [T ]
×
  q [T ] C hat nur eine irre-
duzible Komponente.
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Der Fall A =
 
q[E]
Fu¨r den Funktionenko¨rper K einer elliptischen Kurve ist im allgemeinen hK > 1.
In diesem Fall wollen wir eine Komponente na¨her betrachten.
Sei MGL(Y ) die affine zusammenha¨ngende Kurve u¨ber C, deren C-wertige Punkte
MGL(Y )(C) = GL(Y )\Ω sind.
2.3.26 Definition. Die kanonische Kompaktifizierung MGL(Y ) von MGL(Y ) heißt
Drinfeld’sche Modulkurve zu GL(Y ).
Die C-wertigen Punkte von MGL(Y ) −MGL(Y ) heißen Spitzen.
2.3.27 Satz. ([Gek86, 5.8, 5.9]) Das Geschlecht von MGL(Y ) ist g(MGL(Y )) = 0.
Insbesondere ko¨nnen wir versuchen, auf einer solchen Komponente eine j-
Invariante explizit zu bestimmen, also eine holomorphe Abbildung
j : GL(Y )\Ω −→   1(C) ,
die sich bijektiv auf die Kompaktifizierung von GL(Y )\Ω fortsetzt.
Dazu mu¨ssen wir allerdings zuna¨chst die Gitter na¨her untersuchen, was wir in
den zwei folgenden Kapiteln tun werden.
Kapitel 3
Gitter
Ziel ist es nun, der Modulkurve MG(A) ein kombinatorisches Modell zuzuordnen.
Dazu werden die A¨hnlichkeitsklassen der Gitter, die isomorph zu Y = Ae1 +Ae2
sind, bestimmt.
Zuna¨chst werden wir die Isomorphien derjenigen Gitter berechnen, die in diesem
Zusammenhang relevant sind.
Bislang haben wir Gitter stets als A-Moduln betrachtet. In diesem Kapitel werden
wir auch die ∞-Stelle in unsere Betrachtung mit einbeziehen. Denn wir ko¨nnen
aus den A-Moduln Modulgarben u¨ber (X,OX) konstruieren (vgl.(1.2)). Folgen
wir diesem Ansatz, so erhalten wir alle Modulgarben M, deren affiner Anteil
M(Spec(A)) isomorph zu dem Gitter Y ist.
3.1 Isomorphien von Gittern
Sei (E,A,K) eine elliptische Kurve und p ⊂ A ein Primideal vom Grad 1. Zudem
seien
Y = Ae1 + Ae2 und Y
′ = p e1 + p
−1 e2 .
Daß diese Gitter isomorph sind, folgt auch aus (3.2.9). Wir werden nun eine
Matrix ϑ ∈ G(K) bestimmen mit Y ϑ = Y ′ (vgl. (2.2.2)).
3.1.1 Erinnerung. (vgl. (1.0.4) und (1.1.7))
(i) Die elliptische Kurve (E,A,K) liegt in einer der folgenden Formen vor
(a) fE(x, y) = y
2− g(x) mit g(x) = x3 + a2x2 + a4x+ a6 fu¨r char(   q) 6= 2,
(b) fE(x, y) = y
2 + a3y + x
3 + a4x+ a6 fu¨r char(
 
q) = 2 und j(E) = 0,
(c) fE(x, y) = y
2 + xy + x3 + a2x
2 + a6 fu¨r char(
 





q-rationalen Punkt (α, β) erhalten wir das maximale Ideal p =
(x− α, y − β), und es ist
p−1 =
1








(x+ α, y + β + α) im Fall (c) .







daß die Eintra¨ge h1, h3 ∈ HomA(A, p) = p und h2, h4 ∈ HomA(A, p−1) = p−1
erfu¨llen.
Die Matrix ist nicht eindeutig bestimmt, denn die Matrizen zu Automorphismen
von Y bzw. Y ′ ko¨nnen von links bzw. rechts an ϑ multipliziert werden; das Er-
gebnis ist wieder eine Matrix zu einem Isomorphimus zwischen den Gittern Y
und Y ′.









fu¨r alle q ∈ Spec(A) − {p} erfu¨llen. Die Eintra¨ge h2 und h3 werden so erga¨nzt,
daß det(ϑ) = 1 ist.
Insbesondere in die Erfu¨llung der letzten Forderung geht die Struktur der zu-
grunde liegenden elliptischen Kurve ein. Dies macht eine getrennte Betrachtung
des Falles (c) notwendig.
Wir zeigen nun zuna¨chst den Rechenweg auf und fassen die Ergebnisse am Ende
zusammen. Sei nun (α, β) ∈ E(   q) und −(α, β) = (α, β ′). Dann ist
ϑ =
(
b1(x− α) + b2(y − β) c1 + c2 y−β′x−α
d1(x− α) + d2(y − β) f1 + f2 y−β′x−α
)
mit b1, b2, c1, c2, d1, d2, f1, f2 ∈ A und hat die Determinante
det(ϑ) =(b2f2 − c2d2) · (y − β)(y − β
′)
x− α + (b1f2 − c2d1) · (y − β
′)
+ (b2f1 − c1d2) · (y − β) + (b1f1 − c1d1) · (x− α) .
Zur Berechnung der Determinanten wollen wir nun die lineare Darstellung des
ggT’s von x− α und gα(x, y) = (y−β)(y−β′)x−α nutzen.
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Im Beweis zu (1.1.7) hatten wir gα bereits bestimmt:
gα(x, y) =

x2 + (a2 + α)x+ α
2 + a2α + a4 im Fall (a)
x2 + αx + α2 + a2α+ a4 im Fall (b)
x2 + (a2 + α)x+ y + α
2 + a2α im Fall (c)
.
Wir untersuchen nun die Fa¨lle (a) und (b) gemeinsam.
Da gα und x− α teilerfremd sind, ist ggT(gα(x, y), x− α) ∈   ∗q. Aus
gα(x, y) = (x + 2α+ a2)︸ ︷︷ ︸
:=hα(x)









Um det(ϑ) = 1 zu erreichen, ko¨nnen wir nun die folgenden Bedingungen stellen:
(I) b2f2 − c2d2 = 1cα
(II) b1f2 − c2d1 = 0
(III) b2f1 − c1d2 = 0
(IV) b1f1 − c1d1 = −hαcα
.
Um auf den Diagonalen Uniformisierende von pOp bzw. p−1Op zu erhalten, setzen
wir
b1 = 0 , b2 =
1
cα
, f1 = 0 , f2 = 1
und zur Lo¨sung von (IV) d1 =
1
cα
sowie c1 = hα(x). Setzen wir zudem c2 = d2 = 0,
so ergeben sich (II) und (III).
Fu¨r den Fall (c) ergibt Divison mit Rest
gα(x, y) = (x+ α)(x+ a2) + α
2 + y .
Nun verwenden wir ggT(gα(x, y), x+ α, y + β) ∈   ∗q:
gα(x, y) = (x+ a2)(x+ α) + α
2 + y









(y + β) +
x+ a2
α2 + β
(x + α) .
38 Gitter
Um Determinante det(ϑ) = 1 zu erfu¨llen, ko¨nnen wir also fordern
(I) b2f2 − c2d2 = 1α2+β
(II) b1f2 − c2d1 = 0
(III) b2f1 − c1d2 = 1α2+β
(IV) b1f1 − c1d1 = x+a2α2+β
.
Setzen wir
b1 = c2 = f1 = 0, b2 = c1 =
1
α2 + β
, f2 = d2 = 1 und d1 = x + a2 ,
so sind die Gleichungen (I) bis (IV) wahr. Somit haben wir die folgende Propo-
sition bewiesen.





q-rationaler Punkt und −(α, β) = (α, β ′) sowie p = (x− α, y − β).
(i) Seien im Fall (a) und (b)
gα(x, y) =
(y − β)(y − β ′)
x− α = (x− α)hα(x) + cα










die Bedingungen (Ae1 + Ae2)ϑ = p e1 + p
−1 e2 und det(ϑ) = 1.
(ii) Ist char(
 





(y + β) 1
α2+β








p e1 + p
−1 e2 .
3.2 Modulgarben
Unsere Ausfu¨hrungen beinhalten zahlreiche Aussagen, die in [Til83] angefu¨hrt
sind. Diese Doktorarbeit blieb leider unvero¨ffentlicht (sie ist nur u¨ber Fernleihe
von der Bibliothek Go¨ttingen zu beziehen). In [Ati57] sind die entsprechenden
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Aussagen fu¨r algebraisch abgeschlossene Grundko¨rper bewiesen, in [AEJ92] wird
die Arbeit von Tillmann verallgemeinert.
Wir werden an dieser Stelle keine Einfu¨hrung in die Theorie der Modulgarben
geben. Diese findet man in [EH00] sehr gut dargestellt. A¨hnlich wie im ersten Ka-
pitel werden wir uns auf die uns interessierenden Objekte beschra¨nken, na¨mlich
die koha¨renten Garben, die sich gewissen Gittern zuordnen lassen. Diese Zuord-
nung werden wir ebenfalls darstellen und somit die verschiedenen Gitter mit ihren
lokalen Daten versehen.
Sei (E,A,K) eine elliptische Kurve und (X,OX) das zugeho¨rige   q-Schema (vgl.
(1.2.5)).
3.2.1 Definition. (i) Eine koha¨rente ModulgarbeM auf X ist gegeben durch:
(a) Fu¨r alle offenen Mengen U ⊂ X ist M(U) ein OX(U)-Modul. Fu¨r
alle offenen Mengen V ⊂ U ⊂ X ist die Restriktionsabbildung
M(U) −→ M(V ) vertra¨glich mit den Modulstrukturen vermo¨ge des
Ringhomomorphismus OX(U) −→ OX(V ).
(b) Es existiert eine offene affine U¨berdeckung von X durch Ui = Spec(Ai),
so daß fu¨r jedes i ein Ai-Modul Mi existiert und M|Ui die zu Mi as-
soziierte Modulgarbe ist (vgl. [Har77, II.5]).
(c) Fu¨r alle offenen Mengen U ⊂ X ist M(U) als OX-Modul endlich
erzeugt.
(ii) Eine invertierbare Garbe ist eine Modulgarbe I mit den Eigenschaften
(a) Es existiert eine offene U¨berdeckung {U} von X, so daß fu¨r jedes Glied
U der U¨berdeckung I(U) ein freier OX(U)-Modul ist.
(b) Der Rang aller Moduln I(U) ist 1.
(iii) Die triviale invertierbare Garbe OX bezeichnen wir mit   .
3.2.2 Bemerkung. ([Har77, II.6.12]) Die Menge der Isomorphieklassen invertier-
barer Garben ist eine abelsche Gruppe. Die Verknu¨pfung ist das Tensorprodukt,
das neutrale Element ist
 
.
3.2.3 Definition. Sei p eine Stelle von K und r ∈  . Ein Op-Gitter Yp in Kr
ist ein freier Op-Untermodul von Kr vom Rang r, der Kr erzeugt.
Im wesentlichen basiert der Zusammenhang auf dem folgenden Satz.
3.2.4 Satz. ([Til83, 1.10])
(i) Jedem abgeschlossenen Punkt p ∈ X sei ein Op-Gitter M(p) zugeordnet.
Genau dann existiert eine Modulgarbe M mit Halmen Mp = M(p) in
jedem Punkt p ∈ X, wenn es eine K-Basis b von Kr gibt, so daß fu¨r fast
alle p ∈ X der Modul M(p) gleich dem von b erzeugten Op-Gitter ist.
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(ii) Die Vorgabe auf den Halmen bestimmt die Garbe eindeutig. Fu¨r alle offenen





Mp in Kr .
(iii) Fu¨r alle U ′ ⊂ U ⊂ X gilt
M(U ′) = OX(U ′)⊗OX(U)M(U) .
Aufgrund ihrer Konstruktion sind alle diese Modulgarben lokal frei und endlich-
dimensional, also koha¨rent (vgl. [Har77, II.5.4]).
Dabei nennen wir r auch die Dimension der Modulgarbe.
3.2.5 Vereinbarung. Im folgenden betrachten wir ausschließlich lokal freie
koha¨rente Modulgarben und nennen diese Modulgarben.
Insbesondere ko¨nnen wir jedem A-Gitter Y ⊂ Kr eine affine Modulgarbe Yf
zuordnen (dabei steht das Suffix f hier fu¨r
”
finite“, also den endlichen Anteil).
3.2.6 Satz. ([Har77, II.5.1, 5.2, 5.5])
(i) Die Halme Yf,p sind isomorph zu den Lokalisierungen Yp fu¨r alle
p ∈ Spec(A).
(ii) Der Modul der globalen Schnitte ist Yf(Spec(A)) = Y .
(iii) Die Zuordnung Y → Yf ist ein exakter und volltreuer Funktor zwischen den
Kategorien der A-Moduln und der OSpec(A)-Modulgarben.
(iv) Sie ist vertra¨glich mit dem Tensorprodukt und der direkten Summe:
Die Garbe zu Y ⊗ Y ′ ist Yf ⊗Spec(A) Y ′f , die Garbe zu Y ⊕ Y ′ ist Yf ⊕ Y ′f .
3.2.7 Bemerkung. Wir zerlegen Modulgarben ha¨ufiger in ihren endlichen und
ihren unendlichen Anteil und schreiben dannM = (Mf ,M∞).
Die Modulgarbe Y entha¨lt also mehr Informationen als das A-Gitter Y , na¨mlich
das zusa¨tzliche Datum Y∞. Selbst wenn wir Y festhalten und nur die Modulgar-
ben betrachten, deren affine Schnitte zu Y geho¨ren, erhalten wir eine reichhaltige
Struktur.
Wir werden nun die fu¨r uns interessanten Modulgarben anfu¨hren und ihrer Ge-
samtheit im Anschluß einen Baum zuordnen, dessen Knoten zu diesen Modulgar-
ben korrespondieren.
Zuna¨chst beno¨tigen wir jedoch den Begriff der Determinante eines Gitters bzw.
einer Modulgarbe. Auch hier beschra¨nken wir uns auf Rang r = 2, alle Aussagen
lassen sich aber entsprechend verallgemeinern.
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die zweifache a¨ußere Potenz von Y . Sie ist ein A-Gitter vom Rang 1.
(ii) Zu jeder Modulgarbe M der Dimension 2 definieren wir die Determinante
Det(M) :=
∧2 M .
3.2.9 Satz. Seien die Bezeichnungen wie in (3.2.8) gewa¨hlt.
(i) Zu jedem A-Gitter Y in K2 existieren eine Basis (b1, b2) von K
2 und ge-
brochene Ideale a, b, so daß Y = a b1 + b b2 ist. (Diese Darstellung ist nicht
eindeutig.)
Fu¨r die Determinante gilt dann
det(Y ) ∼= a⊗ b ∼= ab .
(ii) Zwei Rang-2 Gitter Y und Y ′ mit det(Y ) ∼= c und det(Y ′) ∼= d sind genau
dann isomorph, wenn gilt [c] = [d].
(iii) Die Zuordnung von Isomorphieklassen von A-Gittern
det : P2(A) −→ P1(A) ∼= Pic(A) ,
die von Y 7−→ det(Y ) induziert wird, ist bijektiv ([Bou65, 4.10.24]).
(iv) Nach Auswahl einer (geeigneten) Basis b = (b1, b2) von K
2 ist fu¨r alle
offenen Mengen U ( X der Modul Det(M)(U) das von
{a1 · a2 | a1 · b1 + a2 · b2 ∈ M(U), a1, a2 ∈ K}
erzeugte gebrochene Ideal in OX(U). Wir erhalten also eine invertierbare
Garbe; die zugeho¨rige Divisorklasse (vgl. (3.2.12)) ist unabha¨ngig von der
Wahl der Basis (vgl. [Til83, 1.17]). Der Determinantengrad einer Modul-
garbe ist der Grad des zugeho¨rigen Divisors.
(v) Ist M =M(Spec(A)), dann ist
det(M) = Det(M)(Spec(A)) .
3.2.10 Bemerkung. Der Isomorphismus det(Y )
'−→ a⊗ b ha¨ngt von der Wahl
der Basis b ab: Seien c1, c2 ∈ a und c3, c4 ∈ b, dann ist
(c1b1 + c2b2) ∧ (c3b1 + c4b2) = (c1c4 − c2c3)(b1 ∧ b2) 7→ c1 ⊗ c4 − c2 ⊗ c3 .
3.2.11 Vereinbarung. Von nun an hat jede Modulgarbe, wenn nichts anderes
bestimmt wird, Dimension 2. (Modulgarben der Dimension 1 sind fu¨r uns stets
invertierbare Garben.)
Modulgarben der Dimension 2 ko¨nnen unzerlegbar oder zerlegbar sein. Im letz-
teren Fall sind sie direkte Summe zweier invertierbarer Garben.
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Invertierbare Garben
Die Notationen in diesem Abschnitt entsprechen denen in der Literatur, z.B.
[Har77], [EH00] oder [Ati57]. Insbesondere unterscheidet sich die Definition der
invertierbaren Garbe zu einem Divisor um ein Vorzeichen von der bei Tillmann.
Die Isomorphieklassen von Rang-1 A-Gittern in K2 werden repra¨sentiert von den
Primidealen vom Grad 1 und von A selbst. Sie entsprechen dem affinen Anteil
gewisser invertierbarer Garben.
Statt nun einem Ideal direkt eine Garbe zuzuordnen, wa¨hlen wir den Weg u¨ber
den Zusammenhang von Idealklassen und Divisorklassen.
3.2.12 Definition. Sei D ein Divisor. Fu¨r alle offenen Teilmengen U ⊂ X
setzen wir
L(D)(U) := {g ∈ K∗ | vp(g) ≥ −vp(D) fu¨r alle p ∈ U} ∪ {0}
und erhalten die invertierbare Garbe L(D).
Der Grad einer invertierbaren Garbe ist der Grad des zugeho¨rigen Divisors.
Global ist L(D)(X) = L(D) der L-Raum zu D (vgl. (1.3.8)).
3.2.13 Satz. ([Har77, II.6.13, 6.16]) Seien D1 und D2 zwei Divisoren von K.
Dann gilt:
(i) L(D)−1 ∼= Hom(L(D),OX).
(ii) L(D1−D2) ∼= L(D1)⊗L(D2)−1. Insbesondere ist das Tensorprodukt zweier
invertierbarer Garben wieder eine invertierbare Garbe.
(iii) Genau dann liegen D1 und D2 in derselben Klasse, wenn L(D1) als abstrakte
invertierbare Garbe isomorph zu L(D2) ist.
(iv) Die Zuordnung
Cl(K) −→ {Isomorphieklassen invertierbarer Garben}
D 7−→ L(D)
ist ein Isomorphismus von Gruppen, wobei die Gruppenstruktur rechts vom
Tensorprodukt induziert wird.
Nun ko¨nnen wir jedem ausgewa¨hlten nichttrivialen Repra¨sentanten der Picard-
gruppe von A eine invertierbare Garbe zuordnen und ebenso der ∞-Stelle.
3.2.14 Definition. (i) Sei p ein Primideal vom Grad 1. Dann ist die zu p
assoziierte invertierbare Garbe
F(p) := L(−div(p)) .
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(ii) Dem Divisor ∞ wird die invertierbare Garbe
I := L(∞)
zugeordnet (vgl. [Ser03, II.2.1]).
Das folgende Korollar verdeutlicht, weshalb wir dem Ideal p die Garbe
F(−div(p)) zuordnen. In (3.4.6) werden wir diese invertierbaren Garben auf-
greifen und aus ihnen zerlegbare Modulgarben konstruieren, deren affiner Anteil
p⊕ p−1 entsprechen soll.
3.2.15 Korollar. Seien p ein Primideal vom Grad 1 und q ∈ X . Dann ist
F(p)q =

pOp, q = p
t−1O∞, q =∞
Oq, sonst






Somit ist I(Spec(A)) = A.
Beweis. Nach (1.3.4) ist div(p) = p−∞ und nach (1.3.8) ist
L(−div(p)) = {g ∈ K | (g) ≥ div(p)}
= {g ∈ K | vp(g) ≥ 1, v∞(g) ≥ −1, vq(g) ≥ 0 fu¨r q 6= p,∞} .
Analog erhalten wir
Iq = L(∞)q = L(∞)q =
{











Iq = A .
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Unzerlegbare Modulgarben
Da X ein Schema u¨ber einem vollkommenen, aber nicht algebraisch abgeschlos-
senen Ko¨rper ist, gibt es hier zwei Begriffe der Unzerlegbarkeit.
3.2.16 Definition. (i) Eine ModulgarbeM heißt unzerlegbar, wenn eine Zer-
legung von M in eine direkte Summe von Untermodulgarben M1 und M2
u¨ber dem Schema (X,OX) = (X/   q,OX/   q) nur fu¨r M1 = 0 oder M2 = 0
mo¨glich ist.
(ii) Eine Modulgarbe M von (X,OX) heißt absolut unzerlegbar, wenn sie als
OX/   q-Modulgarbe unzerlegbar ist.
Zur Bestimmung gewisser unzerlegbarer Modulgarben, die nicht absolut unzer-
legbar sind, wird das folgende Lemma hilfreich sein, dessen Inhalt bekannt ist
oder sich leicht nachrechnen la¨ßt (siehe (1.1) und (4.3)).
3.2.17 Lemma. Sei (E,A,K) eine elliptische Kurve wie in (1.2.5) festgelegt.
Weiter sei α ∈   q so gewa¨hlt, daß fE(α, δ) 6= 0 fu¨r alle δ ∈   q ist, d.h. α ist
nicht x-Koordinate eines
 
q-rationalen Punktes. Dann ist
fE(α, y) = y
2 + a1αy + a3y − α3 − a2α2 − a4α− a6
ein u¨ber
 
q irreduzibles quadratisches Polynom in y. Ist nun β ∈   q eine Null-









(P)] = [(1)] .
Die Klassifizierung aller absolut unzerlegbaren Modulgarben der Dimension r ≥ 1
ist von Atiyah in [Ati57] vorgenommen worden; die explizite Darstellung fu¨rM2
habe ich [Til83] entnommen.
3.2.18 Satz. (i) ([Ati57, Part II, Theorem 5 (i)] und [Til83, 6.1]) Sei (e1, e2)
die Standardbasis von K2. Die Garbe M2, die auf den Halmen durch
M2,p = Ope1 +Ope2 fu¨r alle p ∈ Spec(A) ,
M2,∞ = O∞e1 +O∞(t−1e1 + e2)
definiert ist, ist eine absolut unzerlegbare Modulgarbe, die eine triviale De-
terminante und einen nichttrivialen globalen Schnitt hat. Sie ist bis auf
Isomorphie durch diese Eigenschaften eindeutig bestimmt.
(ii) ([Ati57, Part II, Theorem 5 (ii)]) Jede absolut unzerlegbare Modulgarbe der
Dimension 2 mit Determinantengrad 0 ist isomorph zu L ⊗M2 fu¨r eine
invertierbare Garbe L vom Grad 0.
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(iii) Die Modulgarbe H, die gegeben ist durch
Hp = Ope1 +Ope2 fu¨r alle p ∈ Spec(A) ,
H∞ = O∞te1 +O∞(t−1e1 + e2) ,
ist eine absolut unzerlegbare Modulgarbe.
(iv) ([Til83, Satz 2.5, Paragraph 3]) Sei (α, β) ∈ E(   q2) − E(   q). Dann ist
F((x−α, y−β)) eine invertierbare Garbe u¨ber dem Schema X/   q2. Durch
Einschra¨nkung der Konstanten ko¨nnen wir sie als Modulgarbe u¨ber X/
 
q
betrachten: dies liefert eine unzerlegbare Modulgarbe der Dimension 2, die
wir mit Gα bezeichnen.
3.2.19 Bemerkung. (i) Die Wahl der Basis in (i) und (iii) ist unerheblich fu¨r
qualitative Aussagen. Dadurch, daß wir die Standardbasis wa¨hlen, verein-
fachen sich jedoch zahlreiche Rechnungen.




. Die Garbe H ist eine nichttriviale Erweiterung von I durch   .
(iii) Mit Modulgarben der Form Gα aus (iv) werden wir uns in (4.3) noch inten-
siver bescha¨ftigen.
(iv) Wir haben in (3.2.18) nur jene unzerlegbaren Modulgarben angefu¨hrt, an
denen wir im folgenden interessiert sind.
In [Til83, Paragraph 6] zeigt Tillmann: zu jedem n ∈  und jedem d ∈ 
gibt es einen Isomorphismus zwischen den Isomorphieklassen unzerlegbarer
Modulgarben der Dimension n vom Determinantengrad d und der Menge
{p ∈ X | deg(p) teilt n} .
3.2.20 Lemma. Mit den Bezeichnungen von (3.2.18) gilt
Det(M2) =   und Det(H) = I .
Insbesondere hat H den Determinantengrad 1.
Beweis. Nach ihrer Definition gilt fu¨r beide Garben, daß sie affin trivial sind.
Betrachten mu¨ssen wir also nur noch den Halm an ∞.
(i) Fu¨rM2 mu¨ssen wir also berechnen
Det(M2)∞ = {g1g2 | g1e1 + g2e2 ∈ M2,∞} .
Ein Element ausM2,∞ hat die Form
h1e1 + h2(t
−1e1 + e2) = (h1 + h2t
−1)e1 + h2e2
mit h1, h2 ∈ O∞. Damit ergibt sich direkt, daß Det(M2)∞ = O∞ ist und
damit Det(M2) = (   f ,O∞) =   .
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(ii) Eine a¨hnliche Rechnung la¨ßt sich nun auch fu¨r Det(H)∞ anstellen. Aus
h1te1 + h2(t
−1e1 + e2) = (h1t + h2t
−1)e1 + h2e2
mit h1, h2 ∈ O∞ ergibt sich Det(H) = (   f , t−1O∞) = I (vgl. (3.2.15)).
3.2.21 (Strategie der Klassifizierung). Unser Ziel ist nun die Klassifizierung
der Modulgarben mit affin trivialer Determinante. (Die genauen Definitionen der
hier angefu¨hrten Objekte erfolgen weiter unten.)
Konstruiert man nun den Bruhat-Tits-Baum T zur PGL(2, K̂∞) und faßt die
Knoten des Baumes als O∞-Gitterklassen auf, so erha¨lt man eine eineindeutige
Zuordnung zwischen den Modulgarben mit affin trivialer Determinante und den
Knoten des Quotientengraphen G(A)\T .
Takahashi betrachtet in [Tak93] sowohl T als auch G(A)\T als Graphen zu der
PGL(2, K̂∞). Serre hingegen interpretiert die Knoten als O∞-Gitter. Zur Verbin-
dung beider Objektmengen nutzen wir die in [GR96] beschriebene Definition der
Operation von GL(2, K̂∞) auf der Menge der O∞-Gitter.
Auf die Eigenschaften von T −→ G(A)\T werden wir im na¨chsten Kapitel na¨her
eingehen, ebenso wie auf den Zusammenhang von T mit der Drinfeld’schen Halb-
ebene.
Die Beschreibung aller Knoten und Kanten von G(A)\T sowie ihrer Stabilisato-
ren genu¨gt uns, um gewissen Klassen von Modulgarben eineindeutig den Knoten
zuzuordnen. Diese Zuordnung wird explizit sein und den Rest des Kapitels um-
fassen.
3.3 Der Bruhat-Tits-Baum zu PGL(2, K̂∞)
Die A¨hnlichkeitsklassen von O∞-Gittern in K2 lassen sich durch den Bruhat-
Tits-Baum zu PGL(2, K̂∞) beschreiben. Hier nutzen wir
3.3.1 Satz. [Ser03, II.1.1] Die Abbildung
{O∞-Gitter in K2} −→ {Ô∞-Gitter in K̂2∞}
Y∞ 7−→ Y∞ ⊗O∞ Ô∞
ist eine Bijektion.
3.3.2 Definition. Der Graph T = (Vert(T ),Edge(T )) ist gegeben durch:
(i) Die Knoten entsprechen eineindeutig den O∞-Gitterklassen in K2.
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(ii) Zwei O∞-Gitterklassen [Y∞] und [Y ′∞] heißen genau dann benachbart, wenn
ein O∞-Gitter Y ′′∞ ∈ [Y ′∞] existiert, so daß Y ′′∞ ⊂ Y∞ ist und Y∞/Y ′′∞ als
O∞-Modul die La¨nge 1 hat.
Wir erhalten eine orientierte Kante −→e = ([Y∞], [Y ′∞]) und ihre Inverse
−−→e = ([Y ′∞], [Y∞]).
Die Menge der orientierten Kanten bezeichnen wir mit Edge±(T ).
(iii) Sei ([Y∞], [Y
′
∞]) eine orientierte Kante. Die Menge
e := {([Y∞], [Y ′∞]), ([Y ′∞], [Y∞])}
ist eine nicht-orientierte Kante von T .
Die Menge aller nicht-orientierten Kanten nennen wir Edge(T ).
(iv) Auch nicht-orientierte Kanten schreiben wir als geordnete Tupel, d.h. zu−→e = ([Y∞], [Y ′∞]) ist





Wir werden jeweils vermerken, ob wir mit ([Y∞], [Y
′
∞]) eine orientierte oder
eine nicht-orientierte Kante benennen.
Wir verwenden auch T = (Vert(T ),Edge±(T )). Aus dem Zusammenhang
wird stets ersichtlich, ob wir die orientierten oder die nicht-orientierten
Kanten von T betrachten.
3.3.3 Beispiel. Setzen wir Y∞,i := O∞t ie1 +O∞e2 mit i ∈  ∪ {0}, so erhalten
wir eine Folge von ineinander enthaltenen Gittern, deren Klassen benachbart
sind.
[Y∞,0] [Y∞,1] [Y∞,2] [Y∞,3] [Y∞,4] . . .
3.3.4 Satz. ([Ser03, II.1]) Der Graph T ist ein (q + 1)-wertiger Baum.
Betrachten wir statt der O∞-Gitterklassen in K2 die Ô∞-Gitterklassen in K̂2∞, so
ergibt sich ebenfalls ein Baum, der zu T isomorph ist. Dies folgt aus der Aussage
(3.3.1) von Serre. Im folgenden identifizieren wir beide Ba¨ume miteinander.
Die Gruppe G(K̂∞) operiert von rechts auf dem Zeilenvektorraum K̂
2
∞. Auf der
Menge der Ô∞-Gitter definieren wir die Linksoperation ∗ durch
γ ∗ Y∞ := Y∞γ−1 .
Diese Operation ist transitiv.
Wir setzen nun
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∣∣∣∣ v∞(c) > 0}
heißt Iwahori-Gruppe. Der Normalisator von I(Ô∞) ist
N(I(Ô∞)) := I(Ô∞)Z(K̂∞) ∪ I(Ô∞)Z(K̂∞) ( 0 t1 0 ) .
Mit diesen beiden Gruppen ko¨nnen wir nun die Menge der Knoten sowie die
Mengen der orientierten und der nicht-orientierten Kanten des Baumes T durch
Matrizengruppen beschreiben.
3.3.6 Proposition. ([GR96, 1.3.2]) Seien die Bezeichnungen wie in (3.3.3)
gewa¨hlt.
(i) Die Zuordnungen
G(K̂∞)/G(Ô∞)Z(K̂∞) ∼−→ Vert(T )
γ 7→ γ ∗ [Y∞,0]
G(K̂∞)/I(Ô∞)Z(K̂∞) ∼−→ Edge±(T )
γ 7→ γ ∗ ([Y∞,1], [Y∞,0])
G(K̂∞)/N(I(Ô∞)) ∼−→ EdgeT
γ 7→ γ ∗ ([Y∞,1], [Y∞,0])
sind bijektiv.
(ii) Unter diesen Identifikationen entspricht die kanonische Abbildung
G(K̂∞)/I(Ô∞)Z(K̂∞) −→ G(K̂∞)/G(Ô∞)Z(K̂∞)
der Abbildung −→e 7→ t(−→e ).
(iii) Die Abbildung
G(K̂∞)/I(Ô∞)Z(K̂∞) −→ G(K̂∞)/I(Ô∞)Z(K̂∞)
γ 7→ γ ( 0 t1 0 )
entspricht der Zuordnung −→e 7→ −−→e .
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Der Quotientenbaum G(A)\T
Die diskrete Untergruppe G(A) von G(K̂∞) operiert auf den Mengen der Kno-
ten, Kanten und orientierten Kanten von T , und diese Operationen sind mit
den Inzidenzrelationen vertra¨glich. Deshalb gibt es einen Graphen G(A)\T mit
Knotenmenge G(A)\Vert(T ) und Kantenmenge G(A)\Edge(T ).
In [Tak93] zeigt Takahashi, daß dieser Quotientengraph ein (kombinatorischer)
Baum ist. Wir zitieren nun diese Arbeit. Takahashis Ergebnisse verknu¨pfen wir
im folgenden Abschnitt mit den Aussagen aus [Ser03].
In der Zusammenfassung am Ende des Abschnittes (3.4) geben wir eine explizite
Beschreibung der Knoten, Kanten und Stabilisatoren des Quotientenbaumes.
3.3.7 Satz. ([Tak93])
(i) Der Quotientengraph G(A)\T ist ein Baum.
(ii) Die Knoten von G(A)\T werden repra¨sentiert durch
(a) einen Ursprung o,
(b) einen Knoten v(α) zu jedem α ∈   q und zudem einen Knoten v(∞),
(c) zu jedem 2-Teilungspunkt (α, β) ∈ E(   q) und p = (x−α, y−β) sowie
fu¨r p =∞ einen Knoten e(p),
(d) zu jedem Primideal p vom Grad 1 sowie fu¨r p =∞ und fu¨r alle n ∈ 
einen Knoten c(p, n).
(iii) Die Folgen c(p, n) bilden Enden im Baum, d.h. fu¨r alle n ∈  erhalten wir
eine Kante (c(p, n), c(p, n+ 1)), und die Knoten c(p, n) mit n ≥ 2 geho¨ren
zu genau zwei Kanten.
Wir nennen S(p) := (c(p, n))n∈   die Spitze zu p.
Insbesondere erhalten wir hK viele Spitzen.
(iv) (Vgl. auch [Ser03, II.2.3, Prop. 8]) Der Baum G(A)\T ist die Vereinigung
eines endlichen Teilbaumes S mit den S(p), wobei gilt:
(a) Fu¨r alle p ∈ Pic(A) sowie p =∞ ist Vert(S) ∩ Vert(S(p)) = {c(p, 1)}
und Edge(S) ∩ Edge(S(p)) = ∅.
(b) Jeder Knoten in G(A)\T hat einen Abstand ≤ 3 von wenigstens einer
der Spitzen.
3.3.8 (Kanten im endlichen Anteil). Wir geben zu den Knoten des endlichen
Anteils alle Nachbarn an. (Die Aufza¨hlung entha¨lt Redundanzen.)
(i) Der Knoten o hat q + 1 Nachbarn, na¨mlich die v(α) fu¨r alle α ∈   q und
v(∞).
(ii) Ist α ∈   q nicht x-Koordinate eines   q-rationalen Punktes, so hat v(α) nur
den Nachbarn o.
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(iii) Sei α ∈   q die x-Koordinate eines 2-Teilungspunktes (α, β) ∈ E(   q) und
p = (x− α, y − β).
• v(α) hat die Nachbarn o und c(p, 1),
• c(p, 1) hat die Nachbarn v(α), e(p) und c(p, 2),
• e(p) hat den Nachbarn c(p, 1).
(iv) Existieren zu α ∈   q Elemente β 6= β ′ ∈   q, so daß (α, β), (α, β ′) ∈ E(   q)
sind, dann hat
• v(α) die Nachbarn o, c((x− α, y − β), 1) und c((x− α, y − β ′), 1),
• c((x− α, y − β), 1) die Nachbarn v(α) und c((x− α, y − β), 2),
• c((x− α, y − β ′), 1) die Nachbarn v(α) und c((x− α, y − β ′), 2).
(v) Fu¨r die Stelle ∞ ergibt sich
• v(∞) hat die Nachbarn o und c(∞, 1),
• c(∞, 1) hat die Nachbarn v(∞), e(∞) und c(∞, 2),
• e(∞) hat den Nachbarn c(∞, 1).




3 : fE(x, y) = y
2 − x3 − x .
Sie hat die
 
q-rationalen Punkte (0, 0), (2, 1), (2, 2) und ∞. Die Primideale vom
Grad 1 sind daher p := (x, y), q := (x− 2, y − 1) und q′ := (x− 2, y − 2).

















c(p, 2) c(p, 3)
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Dabei geho¨ren die blauen Kanten zum endlichen Unterbaum S und die gru¨nen
sind Kanten der Spitzen.
Takahashi beschreibt die Stabilisatoren der Knoten und Kanten explizit als Ma-
trizengruppen. Allerdings ist diese Beschreibung sehr undurchsichtig, da sie tech-
nisch recht aufwendig ist. Uns genu¨gen (weitgehend) die strukturellen Eigenschaf-
ten, die er durch Isomorphismen von Gruppen angibt. Dazu legen wir zuna¨chst
ein semidirektes Produkt fest.














ς(α)((β1, . . . , βn)) = (αβ1, . . . , αβn) .
Um die Stabilisatoren der Kanten beschreiben zu ko¨nnen, beno¨tigen wir noch die
Nachfolgerrelation fu¨r Knoten.
3.3.11 Definition. Seien v und w benachbarte Knoten. Genau dann heißt v
Nachfolger von w, wenn auf dem Pfad o = v0, v1, . . . , vn = v der Knoten w = vn−1
ist.
3.3.12 Satz. ([Tak93, Theorem 4 und 5])





v(∞)   q ×   ∗q
v(α)
  ∗

























q ∀n ∈ 
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Dabei entha¨lt die letzte Spalte Bedingungen an die Argumente der ersten
Spalte. In den Zeilen, in denen sowohl p als auch α vorkommen, ist stets
(α, β) ∈ E(   q) mit geeignetem β ∈   q und p = (x− α, y − β).
(ii) Seien v und w zwei Knoten und v der Nachfolger von w. Dann hat die
Kante e = (w, v) den Stabilisator G(A)e = G(A)v ∩G(A)w = G(A)w.
3.3.13 Bemerkung. Die letzte Aussage ist von Takahashi bewiesen. Sie folgt
auch aus (3.4.15).
3.4 Klassifizierung von Modulgarben
Der Strategie folgend, die wir in (3.2.21) beschrieben haben, ordnen wir den
Knoten von G(A)\T gewisse Klassen von Modulgarben u¨ber X mit affin trivialer
Determinante zu.
Dazu beno¨tigen wir eine geeignete A¨quivalenzrelation.
3.4.1 Definition. Zwei Modulgarben M und M′ heißen I-a¨quivalent genau
dann, wenn ein n ∈  existiert mit M′ ∼= I⊗n ⊗M.
3.4.2 Proposition. ([Ser03, II.2.1, Lemma 5])
(i) Fu¨r eine Modulgarbe M der Dimension 2 sind a¨quivalent:
(a) Die Einschra¨nkung von M auf Spec(A) ist trivial, es ist also
M|Spec(A) ∼= Of ⊕Of .
(b) Die Einschra¨nkung von Det(M) auf Spec(A) ist trivial.
(c) Es existiert ein n ∈  , so daß Det(M) ∼= I⊗n ist.
Eine Modulgarbe, die eine der drei Bedingungen erfu¨llt, nennen wir affin
trivial.
(ii) Es ist Det(I⊗m ⊗M) ∼= I⊗2m ⊗Det(M).
Fu¨r jede affin triviale Modulgarbe Y existiert daher eine ganze Zahl m, so daß
Det(I⊗m ⊗ Y) isomorph zu   oder I ist.
3.4.3 Satz. ([Ser03, II.2.1, Prop. 4 und 5]) Es sei Yf eine triviale Modulgarbe
der Dimension 2 u¨ber Spec(A). Die Zuordnung
Knoten [Y∞]←[ Y∞ 7→ Y = (Yf ,Y∞) = (Yf , Y∞)
induziert eine Bijektion von Vert(G(A)\T ) auf die Menge der I-Klassen von
Modulgarben der Dimension 2 u¨ber X, die affin trivial sind.
Die Automorphismengruppe einer Modulgarbe entspricht dem Stabilisator des zu-
geordneten Knotens.
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3.4.4 Proposition. ([Ser03, II.2.1 und II.1.2 Prop. 1] Seien Y∞ ein O∞-Gitter
und γ ∈ G(K) so gewa¨hlt, daß O2∞γ = Y∞ ist. Weiter sei dem Gitter Y∞ die
Garbe Y zugeordnet vermo¨ge des Isomorphismus aus (3.4.3). Dann ist
Det(Y) = I⊗n mit n = v∞(det(γ)) .
Wir werden nun sukzessive den Knoten Modulgarben zuordnen. In [Ser03, II.2]
klassifiziert Serre die Spitzen genau. Fu¨r den endlichen Anteil gibt er Abscha¨tzun-
gen u¨ber den Durchmesser an. Kombinieren wir Serres Beschreibung der Spitzen
und die Aussagen u¨ber die Stabilisatoren von Takahashi, so erhalten wir eine
vollsta¨ndige Zuordnung zwischen Knoten und affin trivialen Modulgarben.
3.4.5 Bemerkung. Eine wesentliche Methode ist dabei, daß wir die Automor-
phismengruppen der Modulgarben explizit bestimmen. Statt dies nun in abstrak-
ter Weise zu tun, werden wir sie elementar berechnen.
Dazu betrachten wir die Automorphismen auf den Halmen der Modulgarben.
IstM eine Modulgarbe, so ist nach Auswahl einer Basis b = (b1, b2) von K2
Mξ = K2 und
Mp = Opb1 +Opb2 fu¨r fast alle abgeschlossenen p ∈ X .
Fu¨r einen Automorphismus vonM gilt nun: Es existiert eine Matrix Mb ∈ G(K),
so daß u¨ber dem generischen Punkt der Automorphismus die Abbildung
K2 −→ K2
g1b1 + g2b2 7→ (g1b1 + g2b2)Mb
ist. In allen abgeschlossenen Punkten p ∈ X, fu¨r die Mp = Opb1 + Opb2 ist, ist
Mb ∈ G(Op); der Automorphimus in diesem Halm ist
Mp −→ Mp
g1b1 + g2b2 7→ (g1b1 + g2b2)Mb .
Eventuell mu¨ssen wir an endlich vielen abgeschlossenen Punkten q ∈ X eine




2) wa¨hlen (die Basis ha¨ngt von q ab). Dann erhalten wir













Die Matrix Mb′ , aufgefaßt als Element von G(K), ist konjugiert zur Matrix Mb,
denn die beiden Matrizen unterscheiden sich nur um einen Basiswechsel.
Beginnen wir zuna¨chst mit den Aussagen von Serre.
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Zerlegbare Modulgarben
3.4.6 Satz. [Ser03, II.2.2] Alle zerlegbaren Modulgarben, die affin trivial sind,
sind bis auf I-A¨quivalenz von der Form
E(∞, n) =   ⊕ (   ⊗ I⊗n) =   ⊕ I⊗n oder
E(p, n) = F(p)⊕ (F(p)−1 ⊗ I⊗n) ,
wobei p ∈ RS(Pic(A)) ein Primideal vom Grad 1 und n ∈  ∪{0} ist. Die E(p, n)
und E(q, m) mit (p, n) 6= (q, m) sind verschieden.
Fu¨r alle n ≥ 0 ist E(p, n) in E(p, n+ 1) enthalten, und jede Folge von E(p, n)n≥1
bildet eine Spitze (dabei ist p =∞ zula¨ssig).
Die letzte Aussage des Satzes ergibt sich direkt aus der kanonischen Einbettung
I⊗n ↪→ I⊗n+1.
3.4.7 Lemma. Die Automorphismengruppe der Modulgarbe E(p, n) ist
(i) Aut(E(p, 0)) = G(   q), falls p =∞ oder [p2] = [(1)] ist, und
(ii) Aut(E(p, 0)) = {( µ 00 ν ) | µ, ν ∈   ∗q} fu¨r alle anderen p,
(iii) fu¨r n ≥ 1
Aut(E(∞, n)) = {( µ b0 ν ) | µ, ν ∈   ∗q, b ∈ A und v∞(b) ≥ −n} ,
(iv) fu¨r n ≥ 1 und alle p ∈ (Pic(A)− {(1)})
Aut(E(p, n)) = {( µ b0 ν ) | µ, ν ∈   ∗q, b ∈ p−2 und v∞(b) ≥ −n} .
Beweis. (a) Ist M = M1 ⊕ M2 eine zerlegbare Modulgarbe, dann existiert
eine geordnete Basis b := (b1, b2) von K
2, so daß
Mp =M1,pb1 +M2,pb2 fu¨r alle p ∈ X








bezu¨glich der Basis b. Wegen
g1b1Mb = g1h1b1 + g1h2b2
g2b2Mb = g2h3b1 + g2h4b2
(g1, g2 ∈ Op) gilt fu¨r die Eintra¨ge der Matrix Mb
h1 ∈ EndOp(M1,p) , h2 ∈ HomOp(M1,p,M2,p) ,
h4 ∈ EndOp(M2,p) , h3 ∈ HomOp(M2,p,M1,p) .
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(b) Wir betrachten zuna¨chst E(∞, n) =   ⊕ (   ⊗ I⊗n) mit n ∈  ∪ {0}. Da
E(∞, n)(Spec(A)) = Ab1 + Ab2
ist, sind alle hi ∈ A. Im Halm u¨ber ∞ ∈ X erhalten wir
E(∞, n)∞ = O∞b1 + t−nO∞b2 ,
und daher muß fu¨r die hi gelten
h1 ∈ EndO∞(O∞) = O∞ , h2 ∈ HomO∞(O∞, t−nO∞) = t−nO∞ ,
h4 ∈ EndO∞(t−nO∞) = O∞ , h3 ∈ HomO∞(t−nO∞,O∞) = tnO∞ .
Sei nun zuna¨chst n ≥ 1. Dann ergeben die Bedingungen
h3 ∈ tnO∞ ∩ A = {0} .
Somit erhalten wir eine obere Dreiecksmatrix. Die Eintra¨ge auf der Dia-
gonalen mu¨ssen invertierbar sein und in O∞ ∩ A =   q liegen, also sind
h1, h4 ∈   ∗q.
Der Eintrag h2 muß in A liegen und einen Grad deg(h2) ≤ n haben.




G(K) ∩Mat(2,   q) = G(   q)
ergibt sich die erste Behauptung des Lemmas fu¨r p =∞.
(d) Sei nun [p2] = [(1)]. Dann ist
E(p, n) = F(p)⊗ E(∞, n) fu¨r alle n ≥ 0 ,
und wir erhalten
Aut(E(p, 0)) = G(   q) ,
Aut(E(p, n)) = {( h1 h20 h4 ) | h1, h4 ∈   ∗q, h2 ∈ p−2 mit deg(h2) ≤ n}
fu¨r n ∈  .
(e) Sei nun [p2] 6= [(1)]. Dann ist
F(p)−1 = Hom(L(−p +∞),OX) .
Deren Halme sind also
(F(p)−1)p = p−1Op
(F(p)−1)∞ = tO∞
(F(p)−1)q = Oq fu¨r alle q 6= p,∞ .
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(f) (Weiter ist [p2] 6= [(1)].) Daher hat die Garbe
E(p, n) = F(p)⊕ (F(p)−1 ⊗ I⊗n)
die Halme
E(p, n)p = pOpb1 + p−1Opb2 ,
E(p, n)∞ = O∞t−1b1 +O∞t−(n+1)b2 ,
E(p, n)q = Oqb1 +Oqb2 fu¨r alle q 6= p,∞ .




Oq =   q .
Fu¨r die Eintra¨ge auf der Nebendiagonalen mu¨ssen wir nun die entsprechen-
den Homomorphismengruppen von Moduln betrachten:
HomOp(pOp, p−1Op) = {g ∈ K | vp(g) ≥ −2} ,
HomOp(p
−1Op, pOp) = {g ∈ K | vp(g) ≥ 2} ,
HomO∞(t
−1O∞, t−(n+1)O∞) = t−nO∞ ,
HomO∞(t
−(n+1)O∞, t−1O∞) = tnO∞ .
Dies liefert nun die Bedingungen
h2 ∈{g ∈ K | vp(g) ≥ −2, vp−1(g) ≥ 1, v∞(g) ≥ −n und vq(g) ≥ 0 sonst}
= L(2p + n∞) ,
h3 ∈{g ∈ K | vp(g) ≥ 2, vp−1(g) ≥ −1, v∞(g) ≥ n und vq(g) ≥ 0 sonst}
= L(−2p− n∞) = {0} .
Aus vp(h2) ≥ −2 und vq(h2) ≥ 0 fu¨r alle q 6= p,∞ folgt, daß h2 in p−2 liegt.
Speziell fu¨r n = 0 ist L(−2p) = {0} nach dem Satz von Riemann-Roch.
Somit ist dann h3 = 0.
Fu¨r die Diagonalelemente folgt fu¨r alle n ∈  ∪ {0} wiederum, daß ihr
Produkt von 0 verschieden sein muß.
Damit ist das Lemma gezeigt.
Die Garbe H
Die in (3.2.18) definierte absolut unzerlegbare Modulgarbe H ist affin trivial und
auf dem Halm u¨ber ∞ gegeben durch
H∞ = O∞te1 +O∞(t−1e1 + e2) .
3.4. Klassifizierung von Modulgarben 57
3.4.8 Lemma. Die Automorphismengruppe von H ist   ∗q.








Die Matrix Mb zum Halm ∞ erhalten wir durch Basiswechsel. Sei dazu B die














g1 − g2t−1 g2t
g1t−2 + g3t−1 − g2t−3 − g4t−2 g2t−1 + g4
)
.
Nun mu¨ssen g1, g2 ∈ A und g1 − g2t−1 ∈ O∞ liegen; in A −   q existiert kein
Element a mit v∞(a) ≥ −1, daher ist g2 = 0 und g1 ∈ O∞ ∩ A =   q sowie
g2t−1 + g4 = g4 ∈   q. Da die Determinante der Matrix ungleich 0 sein muß, gilt
sogar g1, g4 ∈   ∗q. Fu¨r den Term (g1− g4)t−2 + g3t−1 folgt nun, da (g1− g4) ∈
 
q






| µ ∈   ∗q
}
.
Nun hat G(A)\T nur einen Knoten mit einer Automorphismengruppe isomorph
zu
  ∗
q, und dies ist der Knoten o.
Die Garben M2 und F(p)⊗M2
Auch fu¨rM2 werden wir erst einmal die Automorphismengruppe bestimmen.











Beweis. Bezeichnen wir wie im Beweis zu (3.4.8) die Darstellungsmatrix eines
Automorphismus auf Spec(A) mit Me = (
g1 g2
g3 g4 ) und auf dem Halm ∞ mit Mb









g1 − g2t−1 g2
g1t−1 + g3 − g2t−2 − g4t−1 g2t−1 + g4
)
.
Nun muß wieder g2 ∈   q gelten, und da A−   q kein Element mit Bewertung ≥ −1
an ∞ hat, ist g1 − g2t−1 ∈ O∞ nur fu¨r g2 = 0 mo¨glich. Somit sind g1, g4 ∈   ∗q.
Schließlich ist der Term der zweiten Zeile und ersten Spalte (g1−g4)t−1+g3 ∈ O∞
genau dann, wenn g1 = g4 und g3 ∈ A ∩ O∞ =   q ist.
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Nun bestimmt diese Angabe den Knoten nicht eindeutig, denn es gibt mehrere
Stabilisatoren von Knoten, die isomorph sind zu
 
q×   ∗q. Die Eindeutigkeit folgt
allerdings aus
3.4.10 Lemma. Die Garbe M2 ist benachbart zu E(∞, 1).
Beweis. Wegen M2(Spec(A)) = E(∞, 1)(Spec(A)) = Ae1 + Ae2 mu¨ssen wir die
Behauptung nur noch am Halm ∞ u¨berpru¨fen. Sei g = g1e1 + g2(t−1e1 + e2) ∈
M∞, d.h. g1, g2 ∈ O∞. Genau dann liegt g in E(∞, 1)∞, also
g = (g1 + g2t
−1)e1 + g2e2 ∈ O∞t−1e1 +O∞e2 ,
wenn g1 und g2 in O∞ liegen.
Also ist M2 ⊂ E(∞, 1). Die Automorphismengruppen der beiden Modulgarben
ergeben nun direkt die Nachbarschaft.











und ist benachbart zu E(p, 1) = F(p)⊗ (   ⊕ I).
Folgerungen
3.4.12 Korollar. Ist α nicht x-Koordinate eines
 
q-rationalen Punktes und Gα
die in (3.2.18) definierte Garbe, dann ist
Aut(Gα) ∼=   ∗q2 ,
und der Knoten, der dieser Garbe entspricht, ist v(α).
Beweis. Die einzigen Knoten, denen noch keine Modulgarben zugeordnet sind,
sind diese v(α). Daß Gα genau dem Knoten v(α) (und keinem Knoten v(α′)
mit α 6= α′) zugeordnet wird, ergibt sich aus der Proposition (4.3.8), die wir
unabha¨nigig von dieser Aussage im Abschnitt (4.3) zeigen werden.
3.4.13 Proposition. Fu¨r n ≥ 1 entsprechen die E(p, n) den Knoten c(p, n). Fu¨r
n = 0 wird E(p, 0) dem Knoten e(p) zugeordnet, falls [p2] = [(1)] oder p =∞ ist,
und sonst dem Knoten v(α) fu¨r p = (x− α, y − β).
Beweis. Da die E(p, n) fu¨r n ≥ 1 eine Spitze bilden und ihre Automorphismen-
gruppen den Stabilisatoren der Knoten entsprechen mu¨ssen, ist die Zuordnung
der E(p, n) zu einem S(q) zwingend. Aus der Enthaltensbedingung vonM2 bzw.
F(p)⊗M2 fu¨r [p2] = [(1)] folgt die Zuordnung.
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3.4.14 Korollar. Alle affin trivialen, absolut unzerlegbaren Modulgarben mit un-
geradem Determinantengrad sind I-a¨quivalent zu H.
3.4.15 (Zusammenfassung). Zum Abschluß des Kapitels stellen wir alle Kno-
ten, I-Klassen von Modulgarben mit affin trivialer Determinante und die zu-
geho¨rigen Gruppen zusammen. Schließlich geben wir noch eine Basis fu¨r einen
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) | µ ∈   ∗q}
v(∞) M2 (1, 0), (t−1, 1) {
( µ ν
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(t−2 + α, t−1)




) | µ ∈   ∗q, ν ∈   q} [p2] = [(1)]
E(p, 0) {( µ 00 ν ) | µ, ν ∈   ∗q} [p2] 6= [(1)]
e(∞) E(∞, 0) (1, 0), (0, 1) G(   q)






G(   q) [p
2] = [(1)]




) | µ, ν ∈   ∗q, b ∈ A, v∞(b) ≥ −n} ∀n ∈ 




{( µ b0 ν ) | µ, ν ∈   ∗q, b ∈ p−2, v∞(b) ≥ −n} ∀n ∈ 
Kapitel 4
Ba¨ume und Thetafunktionen
Der Bruhat-Tits-Baum T kann als ungerichteter Graph in direkten Zusammen-
hang mit der Drinfeld’schen oberen Halbebene Ω und dem Schnittgraphen T
gebracht werden.
Nachdem wir diesen Zusammenhang hergleitet haben, werden wir auf die Quoti-
enten G(A)\T und G(A)\Ω na¨her eingehen.
Interessant sind fu¨r uns auch die Auswirkungen von Konstantenerweiterungen
auf G(A)\T . Hier werden wir uns insbesondere mit quadratischen Erweiterungen
bescha¨ftigen.
Aus der Quotientenbildung erhalten wir eine Gewichtung der Kanten von
G(A)\T . Nun lassen sich gewichtete Flu¨sse auf dem Quotientenbaum definieren
und eine Basis des freien  -Moduls der Flu¨sse angeben.
Den gewichteten Flu¨ssen ko¨nnen wir cuspidale Thetafunktionen zuordnen. Diese
werden wir als j-Invarianten von G(A)\Ω interpretieren.
Wir beginnen unsere Untersuchungen mit einer genaueren Beschreibung von T
selbst. Dazu geben wir die Ergebnisse aus [GR96, 1.3.5] an.
4.0.1 Definition. Eine Halbgerade von T ist ein Teilgraph, der isomorph zu
• • • ist. Zwei Halbgeraden heißen a¨quivalent,
wenn sie sich nur um einen endlichen Teilgraphen unterscheiden. Ein Ende von
T ist eine A¨quivalenzklasse von Halbgeraden.
Die Knoten eines Endes werden repra¨sentiert durch eine absteigende Folge von
ineinander mit Index q enthaltenen Gittern. Diese konvergiert gegen ein eindi-
mensionales Gitter Ô∞(ue1 + ve2).
4.0.2 Proposition. Sei Y∞ ein Ô∞-Gitter in K̂2∞ und [Y∞] der zugeho¨rige Kno-
ten von T .
(i) Die Kanten, die einen Endknoten [Y∞] haben, korrespondieren zu den Punk-
ten von   (Y∞/tY∞) ∼=   1(   q), die Pfade (ohne Ru¨cksetzen) der La¨nge l zu
den Punkten von   (Y∞/t lY∞) ∼=   1(Ô∞/t lÔ∞).
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∼−→ {Enden von T } ∼−→   1(K̂∞)
([Y∞,i])i 7−→ K̂∞ ∩ Y∞,i
.
Konvergiert die Gitterfolge (Y∞,i) gegen das Rang-1 Gitter Ô∞(ue1 + ve2), so
wird ([Y∞,i])i unter dieser Bijektion das Element (u : v) zugeordnet.
Leider ist dies nicht mit der Gruppenoperation vertra¨glich. Daher verknu¨pfen wir
die Bijektion mit einer geeigneten linearen Abbildung:





1(K̂∞) −→   1(K̂∞)
(u : v) 7→ W (u : v) = (−v : u) .
Da nun W−1γW = 1
det(γ)
(γ−1)T ist, ergibt sich (mit den obigen Bezeichnungen)
([γ ∗ Y∞,i])i = ([Y∞,iγ−1])i 7→W (γ−1)T (u : v) = γ(−v : u) .
4.0.3 Definition. Sei ([Y∞,i])i ein Ende und Ô∞(ue1 + ve2) das 1-Gitter, ge-
gen das die Gitterfolge (Y∞,i)i konvergiert. Dann heißt (−v : u) ∈   1(K̂∞) die
Koordinate des Endes.
4.0.4 Beispiel. (vgl. (3.3.3)) Die Folge Y∞,i := Ô∞t ie1 + Ô∞e2 von Gittern
konvergiert gegen (1 : 0).
4.1 Zusammenhang von Ω und T
4.1.1 Definition. Die Realisierung T (   ) von T ist ein topologischer Raum, der
gegeben ist durch:
(i) Jeder nicht orientierten Kante wird ein Einheitsintervall zugeordnet.
(ii) Entsprechend der Inzidenzrelation von T werden diese Intervalle miteinan-
der verklebt.
Dabei bezeichnen wir mit e(   ) bzw. e(   )0 die zugeho¨rige abgeschlossene bzw.
offne Kante von T (   ).
Diese Realisierung steht in engem Zusammenhang mit den nichtarchimedischen
Normen auf K̂2∞.
4.1.2 Erinnerung. Eine nichtarchimedische Norm auf K̂2∞ ist eine Abbildung
ν : K̂2∞ −→   ,
die den Bedingungen genu¨gt: Fu¨r alle v, w ∈ K̂2∞ und x ∈ K̂∞ ist
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(i) ν(v) ≥ 0 und ν(v) = 0 ⇔ v = 0,
(ii) ν(xv) = |x| · ν(v),
(iii) ν(v + w) ≤ sup{ν(v), ν(w)}.
Zwei Normen heißen a¨hnlich, wenn sie sich nur um eine Konstante unterscheiden.
Die A¨hnlichkeitsklasse einer Norm ν bezeichnen wir mit [ν].
Die Gruppe G(K̂∞) operiert von links auf der Menge der Normen durch
(γν)(v) = ν(vγ) fu¨r alle γ ∈ G(K̂∞) .
4.1.3 Satz (Goldmann, Iwahori). ([GI63] und [DH87]) Zwischen T (   ) und
der Menge der A¨hnlichkeitsklassen nichtarchimedischer Normen auf K̂2∞ gibt es
eine kanonische G(K̂∞)-a¨quivariante Bijektion.
Diese Bijektion werden wir nun angeben. Seien Y∞ und Y
′
∞ zwei Ô∞-Gitter, die
benachbart sind.
Zu dem Knoten [Y∞] ∈ Vert(T ) = T (  ) assoziieren wir die A¨hnlichkeitsklasse
von Normen [νY∞ ], wobei νY∞ den Einheitsball Y∞ hat:
νY∞(v) = inf{|x| | x ∈ K̂∞, v ∈ xY∞} . (4.1.4)
Sei 0 ≤ t ≤ 1 und P = (1 − t)[Y∞] + t[Y ′∞] ∈ T (   ) ein Punkt auf der Kante
([Y∞], [Y
′
∞]); dann ordnen wir P die Klasse [νP ] zu mit
νP (v) = sup{νY∞(v), qtνY ′∞(v)} .
Die A¨quivarianz ist in [GR96, 1.4.6] gezeigt.
4.1.5 Definition. Die Geba¨udeabbildung λ : Ω −→ T (   ) assoziiert zu jedem
ω ∈ Ω die A¨hnlichkeitsklasse der Norm [νω] auf K̂2∞, wobei wir setzen:
νω(ue1 + ve2) := |uω + v| .
Die Wertegruppe von |.| ist q   , daher ist λ(Ω) = T (   ).
Aus der Definition ergibt sich direkt, daß ein ω ∈ Ω genau dann auf einen Knoten
abgebildet wird, wenn [νω] die Form (4.1.4) hat.
4.1.6 Proposition. Die Geba¨udeabbildung ist a¨quivariant.






∈ G(K̂∞), ω ∈ Ω und ue1 + ve2 ∈ K̂2∞. Dann ist γω = aω+bcω+d und
νγω((u, v)) =
aω + bcω + du+ v

= |cω + d|−1|(aω + b)u+ (cω + d)v| = |cω + d|−1νω((u, v)γ)
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und
λ(γω) = [νγω] = [νω((.)γ)] = [γνω] = γλ(ω) .
4.1.7 (Identifikation von T und T ). (Die Bezeichnungen sind hier wie oben
und in (2.1.7) gewa¨hlt). Die Geba¨udeabbildung liefert uns nun auch die Identifi-





Hier ergeben sich fu¨r ein geeignetes (n, s) ∈ Inde die Urbilder
λ−1(e(   )) = D(n, s) λ−1(e(   )◦) = D(n, s)◦
und entweder
Fall (a): λ−1([Y∞]) = C(n, s) und λ
−1([Y ′∞]) = C(n + 1, s)
oder
Fall (b): λ−1([Y∞]) = C(n+ 1, s) und λ
−1([Y ′∞]) = C(n, s) (vgl. [GR96, 1.5.9]).
Umgekehrt geho¨rt zu einem Knoten C(n, s) das Gitter





(vgl.[Rev92, 3.]) und γ = ( t
n s
0 1 ) ist ein geeigneter Repra¨sentant fu¨r den Knoten
von T , dem der Knoten (n, s) ∈ Indv zugeordnet wird.
4.1.8 Beispiel. Mit den Bezeichnungen aus (4.0.4) ist das Urbild der Kante
([Y∞,0], [Y∞,1]) die Umgebung D(0, 0) = {z ∈ C | 1 ≤ |z| ≤ q}.
4.1.9 Vereinbarung. Im folgenden werden wir den Schnittgraphen T und den
Bruhat-Tits-Baum T miteinander identifizieren.
4.1.10 Proposition. ([GR96, 1.6]) Sei (zn)n≥0 eine Folge aus Ω, die gegen
(u : v) konvergiert und die λ(zn) = [Y∞,n] erfu¨llt.
(i) |zn|i →∞ ⇔ (u : v) = (1 : 0).
(ii) (λ(zn))n≥0 ist das Ende mit den Koordinaten (u : v).
(iii) (λ(γzn))n≥0 bestimmt das Ende mit den Koordinaten γ(u : v).
Setzen wir nun log als den Logarithmus bezu¨glich der Basis q = #κ(∞) und
definieren die Metrik d(u, v) auf T (   ) so, daß benachbarte Knoten den Abstand
1 haben, dann erhalten wir




− log(|z|i), |z| ≤ 1
− log(|z−1|i), |z| ≥ 1
.
Insbesondere ist die Metrik linear auf den Kanten.
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4.2 Quotientenbildung
Welche Kanten des Baumes T bei der Reduktion auf G(A)\T zusammenfallen,
la¨ßt sich direkt aus [Tak93, Theorem 4] ableiten. Wir geben zuna¨chst diese Er-
gebnisse an.
Danach werden wir die Quotientenbildung explizit fu¨r einige der Mengen der
U¨berdeckung von Ω aus (2.1.7) an unserem Standardbeispiel bestimmen.
4.2.1 Definition. Sei V ein Graph und v ∈ Vert(V ) ein Knoten. Die Nachbar-
schaft von v ist der Untergraph von V , der aus allen Nachbarknoten von v und
allen Kanten, die in v enden, besteht.
Sind nun v ∈ Vert(T ) und w ∈ Vert(G(A)\T ), so daß v unter der Reduktions-
abbildung T −→ G(A)\T auf w abgebildet wird, dann ist
G(A)v\{Nachbarschaft von v} −→ {Nachbarschaft von w}
bijektiv sowohl auf der Menge der Knoten als auch auf der Menge der Kanten.
A priori kann dieser Graph Schleifen und Mehrfachkanten besitzen, was aber in
unserer Situation wegen (3.3.7) nicht vorkommt.
Wir gehen nun stets von einem Knoten w ∈ Vert(G(A)\T ) aus. Zu diesem wa¨hlen
wir ein Urbild v ∈ Vert(T ). Dann konzentrieren wir uns auf die Nachbarschaften
von v und von w. Wir benennen zu
{Nachbarschaft von v} −→ {Nachbarschaft von w}
die Zuordnung der einzelnen Kanten explizit, d.h. wir fu¨hren [Tak93, Theorem
3.4] aus. Diese Zuordnung la¨ßt sich aus den Bahnen ablesen, die wir unter der
Operation von G(A)v auf der Menge der Kanten in der Nachbarschaft von v
erhalten.
4.2.2 (Bahnen der Kanten). (Bezeichnungen wie in (3.3.7))
(i) Sei v ein Urbild von o. Die Kanten der Nachbarschaft von v sind Fixpunkte
unter der Operation von G(A)v. Daher ist
{e ∈ T | t(e) = v} ↪→ {e ∈ G(A)\T | t(e) = o}
eine Einbettung.
(ii) Sei v Urbild des Knotens c(∞, 1), c(q, 1) oder v(α) fu¨r [q2] = [(1)] und
(α, β), (α, β ′) ∈ E(   q) mit β 6= β ′. Die Menge der Kanten aus der Nachbar-
schaft von v hat unter der Operation von G(A)v zwei Fixpunkte, na¨mlich die
Kanten zu den Nachbarn (der Nachbarschaft), die Urbilder von e(∞) und
c(∞, 2) bzw. e(q) und c(q, 2) bzw. c((x−α, y−β), 1) und c((x−α, y−β ′), 1)
sind. Die u¨brigen Kanten bilden eine Bahn und werden unter der Reduk-
tionsabbildung auf die Kante im Quotientenbaum abgebildet, zu der noch
kein Urbild bestimmt ist.
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(iii) Sei v Urbild des Knotens e(∞), e(q) oder v(α), wobei [q2] = [(1)] und α
nicht x-Koordinate eines
 
q-rationalen Punktes ist. Dann bilden die Kanten
der Nachbarschaft genau eine Bahn. Sie werden (je nach Wahl des Knotens)
auf die Kante (e(∞), c(∞, 1)), (e(q), c(q), 1) bzw. (v(α), o) abgebildet.
(iv) Ist v Urbild des Knotens v(α), c(∞, m), c(q, m) oder c(p, n) fu¨r m ≥ 2,
n ≥ 1 und [q2] = [(1)] 6= [p2] sowie (α, β) ein 2-Teilungspunkt, dann hat die
Menge der zugeho¨rigen Kanten einen Fixpunkt, na¨mlich die Kante, deren
Bild ein Ende in dem Knoten c((x − α, y − β), 1) bzw. c(∞, m + 1) bzw.
c(q, m+ 1) bzw. c(p, n+ 1).
4.2.3 Standardbeispiel. Wir verdeutlichen uns diese Aussagen an unserem
Standardbeispiel (Bezeichnungen wie in (1.1.16) und (3.3.9)).
In dieser Tabelle vermerken wir links den Knoten v als Bild [v] unter der Redukti-
onsabbildung. Die zweite und dritte Spalte enthalten die Nachbarschaften. Dabei
ist der zentrale Knoten, dessen Nachbarschaft betrachtet wird, stets schwarz.
Knoten bzw. Kanten aus derselbsen Bahn unter der G(A) haben dieselbe Farbe.
Ab der zweiten Zeile spielt die Orientierung im Baum G(A)\T eine Rolle.
Fu¨r die Knoten verwenden wir die Bezeichnungen aus (4.2.2)
















c(q, n), c(q′, n), n ≥ 1
c(∞, m), c(p, m), m ≥ 2
U¨blicherweise ist der Ausgangspunkt aller U¨berlegungen das triviale Gitter bzw.
die triviale Modulgarbe
  ⊕   . Die Beschreibung von Takahashi hingegen ru¨ckt
den Knoten o in den Mittelpunkt der Betrachtungen.
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Insbesondere wenn wir uns orientierten Kanten und Konstantenerweiterungen
zuwenden, ist es notwendig, eine klare Vorstellung beider Sichtweisen und ih-
rer Unterschiede zu haben. Deshalb fu¨hren wir nun fu¨r die Elemente der reinen
U¨berdeckung den Pfad von e(∞) nach o explizit aus.
Wir beschra¨nken uns allerdings dabei auf das Standardbeispiel. Es ist einerseits so
allgemein, daß strukturelle Aussagen sofort sichtbar sind, andererseits ermo¨glicht
es uns eine kurze Benennung aller vorkommenden Objekte.
4.2.4 Erinnerung. (vgl. (2.1.6) bis (2.1.13)) Der Graph T hat die Knoten- bzw.
Kantenmenge
Vert(T ) = {v(n, s) | n ∈  , s ∈ RS(K̂∞/tnÔ∞)} ,
Edge(T ) = {e(n, s) | n ∈  , s ∈ RS(K̂∞/tn+1Ô∞)} .
In einem Knoten v(n, s) treffen sich die Kanten
e(n− 1, s) = (v(n, s), v(n− 1, s)) ,
e(n, s+ εtn) = (v(n, s), v(n+ 1, s+ εtn)) fu¨r alle ε ∈   q .
Wir werden nun angeben, welche Kanten unter G(A) zusammenfallen. Dazu be-
schreiben wir, welche Knoten aus der Nachbarschaft des jeweiligen Ausgangskno-
tens unter der Reduktionsabbildung auf denselben Knoten abgebildet werden.
4.2.5 Standardbeispiel. Dem Knoten e(∞) entspricht C(0, 0) = {z ∈ C | |z| =




















fallen alle Kanten, die in G(A)\T in v(0, 0) enden, bei der Reduktion zusammen.
Wir wa¨hlen nun v(−1, 0) als Repra¨sentanten der Bahn der Knoten. Diesem ent-
spricht der Knoten c(∞, 1) ∈ Vert(G(A)\T ). In der Nachbarschaft von v(−1, 0)
sind außer v(0, 0) die Knoten v(0, t−1), v(0,−t−1) und v(−2, 0).





repra¨sentieren und entspricht c(∞, 2).




















zusammen. Im Quotientenbaum G(A)\T entspricht diese Bahn der Kante
(c(∞, 1), v(∞)).
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Wir wa¨hlen den Knoten v(0, t−1) als Repra¨sentanten und mu¨ssen nun die Kanten
e(0, t−1 +ε) fu¨r alle ε ∈   3 betrachten. Diese haben ein Ende in den v(1, t−1 +ε).
Wegen (











fallen diese wiederum zusammen und entsprechen dem Knoten o in G(A)\T .
Da die Matrizen(


















alle in verschiedenen Doppelnebenklassen von G(A)\G(K̂∞)/G(Ô∞)Z(K̂∞) lie-
gen, sind die entsprechenden Knoten von T paarweise ina¨quivalent.
4.2.6 Bemerkung. (i) Es ist nun klar, wie wir aus der Geba¨udeabbildung
λG(A) : G(A)\Ω −→ G(A)\T
eine zula¨ssige offene U¨berdeckung von G(A)\Ω gewinnen ko¨nnen. Dazu
mu¨ssen wir nur die in [Tak93] angegebenen Matrizenrepra¨sentanten der






























(ii) Wir erhalten die Bijektionen (vgl. (2.3.26))
MG(A) −MG(A) ∼−→ {Spitzen von G(A)\T } .
Dies rechtfertigt auch die Bezeichnung
”
Spitze“ fu¨r S(p) ⊂ G(A)\T aus
(3.3.7).
4.3. Konstantenerweiterung 69
(iii) Zudem ist (vgl. [Gek86, V.2.4.])
{Spitzen von G(A)\T } ∼−→ G(A)\   1(K) ∼−→ Pic(A)
S(p) 7→ [sp] 7→ [p]
S(∞) 7→ [∞] 7→ [(1)]
.
S(p) mit p = (x−α, y−β) wird von einer Folge von Gittern repra¨sentiert, die
gegen Ô∞( y−βx−αe1+e2) konvergieren. Deshalb wird S(p) durch die Koordinate
sp = (−(x− α) : y − β)
repra¨sentiert (vgl. (4.0.1)).
(iv) Sprechen wir nun von einer Spitze, so wa¨hlen wir meist zu ihrer Benen-
nung den entsprechenden Repra¨sentanten p ∈ Pic(A) − {(1)} oder ∞ und
identifizieren G(A)\   1(K) = MG(A) −MG(A). Unter sp verstehen wir stets
die explizite Koordinate von S(p). Die Bahn von sp in   1(K) unter G(A)
bezeichnen wir wieder mit S(p).
4.3 Konstantenerweiterung
Die Idee, sich mit der Auswirkung von Konstantenerweiterungen zu bescha¨ftigen,
ergab sich aus der Betrachtung von Modulgarben der Form Gα. Es zeigte sich,
daß insbesondere quadratische Konstantenerweiterungen fu¨r das Versta¨ndnis von
G(A)\T und λG(A) : G(A)\Ω −→ G(A)\T hilfreich sind.
Wir geben zuna¨chst einen kurzen U¨berblick u¨ber allgemeine Konstantenerweite-
rungen. Eine umfangreiche Ausarbeitung findet sich in [Til83, Paragraph 3].













qm,OX/   qm ),
somit ergibt sich Ω′ = C − K̂ ′∞. Des weiteren sei T ′ der Bruhat-Tits-Baum
zur PGL(2, K̂ ′∞). Wir wa¨hlen eine Einbettung
 




4.3.1 Proposition. Zu einem O∞-Gitter Y∞ sei Y ′∞ :=
 
q⊗Y∞. Die Abbildung
Vert(T ) −→ Vert(T ′)
[Y∞] 7→ [Y ′∞]
ist wohldefiniert und injektiv. Ihre Fortsetzung auf den Kanten
Edge(T ) −→ Edge(T ′)
([Y∞], [Y˜∞] 7→ ([Y ′∞], [Y˜ ′∞])
ist wiederum wohldefiniert und injektiv. Wir erhalten einen Morphismus T → T ′
von Ba¨umen, der eine Einbettung ist.
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Beweis. Die Aussagen folgen direkt aus (3.3.6).
Wir wollen nun G(A)\T in G(A′)\T ′ einbetten. Dazu betrachten wir Konstan-
tenerweiterungen auf den Modulgarben. Zuna¨chst fu¨hren wir in loser Folge einige
Bezeichnungen ein.
Eine OX -Modulgarbe M heißt eingebettet, wenn der Halm Mξ im generischen
Punkt ξ mit K2 u¨bereinstimmt.
Zu einer Menge U ⊂ X sei U ′ := {P ∈ X ′ | P ∩ K ∈ U} die Menge aller
Primstellen von K ′, die eine Primstelle von K fortsetzen.
Wir ko¨nnen eine OX -Modulgarbe M auf (X,OX) zu einer O′X′-Modulgarbe





SeiM′ eine eingebettete Modulgarbe u¨ber (X ′,O′X′). Die ModulgarbeM′ ∩K2
u¨ber (X,OX) ist gegeben durch
(M′ ∩K2)(U) =M′(U ′) ∩K2
fu¨r alle offenen Mengen U ⊂ X.




q) die Galoisgruppe der Konstanten-
erweiterung. Weiter sei M′ eine eingebettete O′X-Modulgarbe. Genau dann ist
M′ = (M′ ∩K2)′ ,
wenn fu¨r alle Elemente σ ∈ Gal(   qm/   q) gilt
σ(M′) =M′ ,
d.h. σ(M′)(V ) = {σ(g) | g ∈ M′(V )} =M′(V ) gilt fu¨r alle offenen V ⊂ X ′.
4.3.3 (Einbettungen der Modulgarben aus (3.4)). (i) Da die Modulgar-
benM2 und H absolut unzerlegbar sind, sindM′2 und H′ die nichttrivialen
Erweiterungen von
 
bzw. I durch   in (X ′,O′X′).
(ii) Entsprechend sind fu¨r die Primideale vom Grad 1 aus Pic(A)
E(p, n)′ = E(P, n) fu¨r alle n ∈  ∪ {0} ,
wobei P | p die eindeutige Fortsetzung von p in A′ ist.
(iii) Zudem ist
E(∞, n)′ = E(∞′, n) fu¨r alle n ∈  ∪ {0}
fu¨r die Fortsetzung ∞′ von ∞.
Somit haben wir – abgesehen von Modulgarben der Form Gα, die wir gesondert




Sei nun m = 2 fest. Neben der tieferen Erkenntnis u¨ber Modulgarben der Form Gα
ergibt die quadratische Konstantenerweiterung auch die Zuordnung elliptischer
Punkte von Ω auf den Baum G(A)\T .
4.3.4 Definition. Ein ω ∈ Ω heißt elliptischer Punkt von G(A), falls der Sta-
bilisator G(A)ω !
  ∗
q echt gro¨ßer als
  ∗
q ist. Sei E die Menge aller elliptischen
Punkte auf Ω und Ell(G(A)) := G(A)\E.
Wir bezeichnen die Elemente aus Ell(G(A)) ebenfalls als elliptische Punkte.
In [Gek86, V.4.] werden die elliptischen Punkte von Ω wie folgt charakterisiert.
4.3.5 Proposition. (i) Ein elliptischer Punkt ω ∈ Ω erfu¨llt eine quadratische
Gleichung
cω2 + (d− a)ω − b = 0 ,




(ii) Die Menge Ell(G(A)) korrespondiert zu den Klassen der Ideale a′ ∈ A′, die
als A-Moduln isomorph zu Ae1 + Ae2 sind.
(iii) Sei P (S) := 1− aS + qS2 das Za¨hlerpolynom der Zeta-Funktion der ellip-
tischen Kurve (vgl. (1.3.9)). Dann gibt es P (−1) viele G(A)-Klassen ellip-
tischer Punkte.
(iv) Der Stabilisator eines elliptischen Punktes ist isomorph zu
  ∗
q2 .
Die Bedingung (ii) ist a¨quivalent dazu, daß die Norm [N
  qm
  q
(a)] = [(1)] erfu¨llt, a




: Pic(A′) −→ Pic(A)
[P] 7→ [P · σ(P)]
liegt, wobei σ ∈ Gal(K ′/K) den nichttrivialen Galoisautomorphismus bezeichnet.
Der Kern der Norm entha¨lt nun aber genau jene Idealklassen aus Pic(A′), deren
invertierbare Garben unter Konstanteneinschra¨nkung zu Rang-2-Modulgarben
u¨ber X mit affin trivialer Determinante werden. Betrachten wir diesen Kern nun
genauer.
Sei P = (x− α, y − β) ∈ Pic(A′).
Genau dann ist P ∈ ker(N   qm
  q




Somit ist σ(α) = α und σ(β) = −a1α−a3−β (vgl. (1.0.1) und (1.1.2)). Insbeson-
dere ist nun entweder σ(α, β) = (α, β) und (α, β) ∈ E(   q) ein 2-Teilungspunkt
oder σ(β) 6= β und (α, β), (α, σ(β)) ∈ E(   q2)− E(   q).
Daraus erhalten wir direkt die Aussagen (4.3.6) bis (4.3.8).
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4.3.6 Proposition. Die Bezeichnungen sind wie oben und in (3.4) gewa¨hlt. Sei
P ∈ ker(N   qm
  q
).
(i) Ist (α, β) ein 2-Teilungspunkt, dann ist σ(α, β) = (α, β) und (x−α, y−β) =
p ∈ Pic(A) sowie P = pO′p.
(ii) Sei (α, β) 6∈ E(   q). Fu¨r die Modulgarbe F(P) zu P u¨ber (X ′,O′X′) ist
F(P) ∩K2 = F(σ(P)) ∩K2 = Gα .
Da die Klassen der elliptischen Punkte von Ω genau den Idealklassen mit trivialer
Norm entsprechen, haben wir nun auch diese klassifiziert.
4.3.7 Proposition. U¨ber Knoten, die Garben Gα entsprechen, liegen zwei Klas-
sen elliptischer Punkte, u¨ber den Knoten e(p) bzw. e(∞) jeweils eine Klasse.
Zugleich erhalten wir den Zusammenhang von v(α) als Knoten von G(A)\T und
als Knoten von G(A′)\T ′.
4.3.8 Proposition. Sei α ∈   q und (α, β) ∈ E(   q2) − E(   q) sowie P das von
x− α, y − β in A′ erzeugte Ideal.
Der Knoten v(α) ∈ G(A)\T wird auf den Knoten v(α) in G(A′)\T ′ abgebildet
und somit Gα nach
F(P)⊕ σ(F(P)) = F(P)⊕F(P)−1 ,






o v(α) wird abgebildet auf o v(α) ,
d.h an die Endkante (o, v(α)) ∈ Edge(T ) werden unter Konstantenerweiterung
zwei Spitzen angefu¨gt.
Aus




∼= Aut(Gα) ↪→ Aut(F(P)⊕F(P)−1) ∼=   ∗q2 ×
  ∗
q2
und damit fu¨r die Stabilisatoren der Knoten v = v(α) ∈ Vert(G(A)\T ) und
v′ = v(α) ∈ Vert(G(A′)\T ′) die (kanonische) Abbildung
Aut(Gα) = G(A)v ↪→ G(A′)v′ = Aut(F(P)⊕ F(P)−1) .
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Alle u¨brigen Einbettungen von Stabilisatoren der Knoten und Kanten ergeben
sich aus der Einbettung
 
q ↪→   q2 .
Mit (4.3.3) und (4.3.6) ist die Einbettung der Knoten
Vert(G(A)\T ) ↪→ Vert(G(A′)\T ′)
vollsta¨ndig bestimmt. Die Einbettung der Kanten
Edge(G(A)\T ) ↪→ Edge(G(A′)\T ′) .
ergibt sich daraus unmittelbar (vgl. (4.3.3) und (4.3.8)). Wir halten fest:
4.3.9 Proposition. Die Einbettung i : T ↪→ T ′ induziert einen Morphismus
i : G(A)\T ↪→ G(A′)\T ′
von Ba¨umen, der eine Einbettung ist; d.h. das Diagramm
T i−−−→ T ′y y
G(A)\T i−−−→ G(A′)\T ′
ist kommutativ. Aus der Einbettung
 
q ↪→   q2 und aus (4.3.8) ergeben sich zu
jeder Zuordnung v 7→ v′ von Knoten bzw. e 7→ e′ von Kanten die Zuordnungen
G(A)v ↪→ G(A′)v′ bzw. G(A)e ↪→ G(A′)e′
der Stabilisatoren der Knoten bzw. Kanten.
Der Zusammenhang mit der kanonischen Einbettung Ω′ ↪→ Ω ergibt sich aus





Ein ω ∈ Ω, das eine Norm νω auf K̂2∞ definiert, definiert genau dann eine Norm
auf (K̂ ′∞)
2, wenn ω /∈ K̂ ′∞ liegt (vgl. [Gek86, V.1.5]).
Gilt nun νω = νY∞ fu¨r ein Ô∞-Gitter Y∞ und ist ω /∈ K̂ ′∞, dann hat νω den





2, indem wir |.| zu |.|′,
dem Absolutbetrag der Fortsetzung ∞′ von ∞, fortsetzen und ν ′ω(ue1 + ve2) :=
|uω + v|′ setzen, dann hat ν ′ω den Einheitsball Y ′∞ = Y∞ ⊗   q
 
q2 .
Analog ko¨nnen wir die Urbilder von Kantenpunkten aus e(   ) zu Normen auf
(K̂ ′∞)
2 liften.




T −−−→ T ′
.
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4.4 Spitzen der Modulkurve
In (2.3.26) haben wir die Spitzen einer Drinfeld’schen Modulkurve MGL(Y ) de-
finiert, wobei Y ein A-Gitter vom Rang 2 in K2 ist. Den Zusammenhang der
Spitzen von MG(A) und G(A)\T haben wir in (4.2.6) gekla¨rt.
Nun wollen wir Funktionen auf MG(A) = G(A)\Ω untersuchen. Dazu ist es not-
wendig, Uniformiserende in den Spitzen zu bestimmen. Wir folgen hier [Gek86,
V.2] bzw. [GR96, 2.7], spezialisieren die Aussagen aber auf unsere Situation.
Zuna¨chst rekapitulieren wir die vorangegangenen Aussagen.
Die Komponenten von ∐
Y ∈P2(A)
GL(Y )\Ω
lassen sich durch die Elemente der Picardgruppe repra¨sentieren:
Sei [d] ∈ Pic(A) ein Element der Picardgruppe, dann sind die Gitter, deren Deter-
minanten in der Klasse [d] liegen, zueinander isomorph. Deren A¨hnlichkeitsklassen
wiederum lassen sich repra¨sentieren von Gittern der Form
dpe1 + p
−1e2 ,
wobei p ∈ RS(Pic(A)) das Repra¨sentantensystem der Picardgruppe durchla¨uft.
Die Menge aller Spitzen steht daher in Bijektion zu Pic(A) × Pic(A). Voru¨ber-
gehend bezeichnen wir eine solche Spitze mit s([e], [f]). (In dieser Notation ist
S(p) = s([p], [p−1]).)
Zu einem gegebenen Gitter Y = ae1 + be2 wird die Spitze s([a], [b]) in GL(Y )\Ω






)∣∣∣∣µ, ν ∈   ∗q, b ∈ a−1b} .
Wir beschra¨nken nun unsere Betrachtungen auf MG(A). Denn einerseits lassen
sich mit der obigen Beschreibung die Aussagen leicht auf eine andere Komponen-
te u¨bertragen. Andererseits werden wir genau mit dieser Komponente weiterar-
beiten. Zu diesem Zweck haben wir in den vorangegangenen Kapiteln Notationen
eingefu¨hrt, die hier eine pra¨gnante Bezeichnung aller Objekte erlauben.
Spitzen von MG(A)
In (3.3.7) haben wir die Spitze S(∞) von G(A)\T als S(∞) = (c(∞, n))n∈  
definiert. In (3.4.13) haben wir diesen Knoten die Modulgarben E(∞, n) zuge-
ordnet. Fu¨r alle n ∈  ist die Menge der affinen Schnitte einer solchen Garbe
Y := Ae1 + Ae2.
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Als Repra¨sentanten von S(∞) wa¨hlen wir nach Bemerkung (4.2.6) das Element





)∣∣∣∣µ, ν ∈   ∗q und b ∈ A} .
Sei nun (α, β) ∈ E(   q) − {∞} ein   q-rationaler Punkt und p = (x − α, y − β)
das zugeho¨rige Primideal. Die Knoten der Spitze S(p) stehen in Korrespondenz
zu Modulgarben E(p, n) (vgl. (3.4.6)). Zu jedem n ∈  ist die Menge der affinen
Schnitte der Garbe Y ′ := pe1 + p
−1e2.
Die Spitze S(p) wird von dem eindimensionalen Gitter O∞( y−βx−α t−1, t−1) repra¨sen-
tiert und damit von
sp = (t
−1 : −y − β
x− α t
−1) = (−x− α
y − β : 1) .
Die beiden Gitter sind offensichtlich isomorph. Daher sind G(A)\Ω = GL(Y )\Ω
und GL(Y ′)\Ω in gewisser Weise gleich: sie unterscheiden sich nur um einen
Koordinatenwechsel.
Ist na¨mlich ϑ ∈ G(K) die Matrix aus (3.1.2) mit Y ϑ = Y ′, so sind
ϑ(∞) = sp und
GL(Y ′) = ϑ−1G(A)ϑ .
In GL(Y ′)\Ω wird die Spitze S(p) von ∞ = (1 : 0) ∈   1(K) repra¨sentiert. Der




ist der induktive Limes der Stabilisatoren der Knoten der Spitze S(p):
GL(Y ′)∞ = lim−→
n∈  
Aut(E(p, n)) = {( µ b0 ν )∣∣µ, ν ∈   q, und b ∈ p−2} .
Gehen wir nun wie in [Gek86, V.2.5.] von den Elementen von Ω − Ω aus, lo¨sen
wir uns von diesen speziellen Koordinaten.
Um einem Element s ∈   1(K) = Ω−Ω eine Uniformisierende zuzuordnen, wa¨hlen
wir zuna¨chst eine Matrix ϑ ∈ G(K) mit ϑ(∞) = s. Die Gruppe ϑ−1G(A)ϑ ope-
riert auf Ω, und (ϑ−1G(A)ϑ)\Ω unterscheidet sich von G(A)\Ω durch Koordina-
tentransformation innerhalb der Komponenten MG(A).
Bezu¨glich dieser neuen Koordinaten ist der Stabilisator von ∞
(ϑ−1G(A)ϑ)∞ = ϑ
−1G(A)sϑ
mit dem Stabilisator G(A)s von s unter der Operation von G(A).
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Bestimmung von Uniformisierenden
Voru¨bergehend nennen wir die Gruppe Γ := ϑ−1G(A)ϑ. Der Stabilisator von ∞






| b ∈ b
}
fu¨r ein geeignet gewa¨hltes gebrochenes Ideal b.
Diese Gruppe operiert durch Translationen z 7→ z + b auf Ω und stabilisiert
Ωc := {z ∈ Ω | |z|i ≥ c} fu¨r alle c ∈ q  










und t(ϑ,G(A)) := e−1b .
Dabei ist eb eine e-Funktion im Sinne von (2.2.6). Sie ist b-invariant und daher
eine auf b\Ω = Γu∞\Ω nichtverschwindende Funktion.
Es existieren ein r(c) ∈   >0 und ein punktierter Ball
Br(c) − {0} := {z ∈ C | 0 < |z| ≤ r(c)} ,
so daß t(ϑ,G(A)) nun b\Ω mit Br(c) − {0} identifiziert.
(Wa¨re nun Γ∞ = Γ
u
∞, dann wa¨re t(ϑ,G(A)) eine Uniformisierende der Spitze in
Γ\Ω, die von ∞ ∈   1(K) repra¨sentiert wird.)
Nach [GR96, 2.7.4] existiert eine Konstante c0 > 0, so daß fu¨r alle c ≥ c0 und






eine offene Einbettung von analytischen Ra¨umen. Hierbei sind r′ = r(c)q−1 und
t = t(ϑ,G(A)). Daraus la¨ßt sich nun eine geeignete Definition von Holomorphie
einer Funktion in einer Spitze ableiten.
4.4.2 Definition. (i) Eine Funktion f auf Γ\Ω ist holomorph in der Spitze,






(q−1)i(z) mit ai ∈ C
mit einem strikt positiven Konvergenzradius hat. In a¨hnlicher Weise lassen
sich Meromorphie sowie Null- und Polstellenordnung definieren.
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(ii) Seien [s] ∈ G(A)\   1(K) und ϑ ∈ G(K) mit ϑ(∞) = s. Hat eine Funktion





i mit n ∈  und ai ∈ C, an 6= 0
mit strikt positivem Konvergenzradius bezu¨glich des Parameters t(ϑ,G(A)),
so bezeichnen wir mit ord[s](f) die Ordnung von f bezu¨glich dieses Para-
meters t(ϑ,G(A)).
Wenn wir nun eine Funktion f in der Spitze S(p) von G(A)\Ω untersuchen wollen,
und dazu f in einem Repra¨sentanten s ∈   1(K) untersuchen mu¨ßten, so wa¨hlen
wir stattdessen eine Matrix ϑ ∈ G(K) und betrachten die Funktion f ◦ ϑ auf
(ϑ−1G(A)ϑ)\Ω. Diese untersuchen wir dann in ∞.
Allerdings sind weder die Wahl des Repra¨sentanten aus s ∈   1(K) zu einer Spit-
ze noch die Wahl von ϑ ∈ G(K) eindeutig. Daher sind zwar Holomorphie bzw.
Meromorphie sowie Null- und Polstellenordnung von f und seiner Ableitungen
an f ◦ϑ und dessen Ableitungen abzulesen (diese Eigenschaften sind unabha¨ngig
von den getroffenen Wahlen), nicht aber die Koeffizienten der Laurentreihenent-
wicklungen.
4.4.3 Bemerkung. Aus dem Blickwinkel der Geometrie der Riemannschen
Fla¨chen ist t(ϑ,G(A))q−1 der
”
richtige“ Parameter. Allerdings sind die Modul-
formen, die wir in Kapitel 5 definieren werden, nicht notwendig bezu¨glich dieses
Parameters entwickelbar, daher werden wir ha¨ufig t(ϑ,G(A)) verwenden. Geome-
trisch gesprochen weichen wir dabei auf eine verzweigte U¨berlagerung vom Grad
q − 1 aus.
Den Begriff
”
Spitze“ werden wir in Anlehnung an [GR96] und an die klassische
Literatur beibehalten, uns in konkreten Rechnungen aber auf das Element in Ω−
Ω =   1(K) beziehen, nicht auf die Klasse unter GL(Y ) die von ihm repra¨sentiert
wird.
Nun ist insbesondere zu beachten: in [Gek86], [Gek97a] und [Gek00b] wird als
Parameter stets t(ϑ,GL(Y ))q−1 gewa¨hlt, in [GR96], [Gek88], [Gek85], [Gek97b]
und in [Cor97] hingegen t(ϑ,GL(Y )).
Erst in Abschnitt [Gek86, VI.1] erfolgt die fu¨r uns endgu¨ltige Festlegung der
Uniformisierenden. Um bessere Rationalita¨tseigenschaften zu erhalten, mu¨ssen
Normierungsfaktoren eingefu¨hrt werden. Daher definieren wir nun
4.4.4 Definition. Seien Y = ae1 + be2 ein A-Gitter in K
2 und ξ(a−1b) eine





eine Uniformisiernde der Spitze s(a, b) von GL(Y )\Ω.
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4.4.5 Korollar. Sind p ∈ Pic(A) ein Standardrepra¨sentant und ξ(p−2) eine Git-
terinvariante zu p−2 sowie Y = pe1 + p




der Spitze S(p) in GL(Y )\Ω.
4.5 Thetafunktionen
Die auf Ω invertierbaren Funktionen stehen in engem Zusammenhang mit den
harmonischen Koketten auf T .
Eine Klasse invertierbarer Funktionen sind cuspidale Thetafunktionen bezu¨glich
G(A). Dies sind Funktionen, die fu¨r alle Elemente aus G(A) eine Funktionalglei-
chung erfu¨llen und die in den Spitzen meromorph sind.
Wir werden zeigen, daß diese Thetafunktionen in unserem Fall sogar G(A)-
invariant sind. Damit ko¨nnen wir sie als Funktionen auf G(A)\Ω betrachten. Ihr
strukturelles Verhalten bestimmt sich vollsta¨ndig aus den gewichteten Flu¨ssen
auf G(A)\T .
Koketten und invertierbare Funktionen
Sei B =  ,   oder unser Ko¨rper C der
”
komplexen Zahlen der Charakteristik p“.
Auf T lassen sich B-wertige Funktionen definieren, die harmonischen Koketten
oder currents, wie sie van der Put in [vdP92] bezeichnet. Dies sind Funktionen
ϕ : T −→ B




ϕ(−→e ) = 0 fu¨r alle v ∈ Vert(T ) .
Die Menge aller B-wertigen harmonischen Koketten H(T , B) bildet einen Rechts-
G(K̂∞)-Modul vermo¨ge
(ϕϑ)([−→e ]) = ϕ([ϑ∗−→e ]) fu¨r alle ϕ ∈ H(T , B), ϑ ∈ G(K̂∞) und −→e ∈ Edge±(T )
(vgl. [Gek97a, 1.3] und (3.3.6)).
Die Strukturgarbe auf Ω ist OΩ (vgl. (2.1.7)), eine invertierbare Funktion f auf Ω
ist also eine nirgends verschwindende holomorphe Funktion im Sinne von (2.1.7).
Aus der nicht-archimedischen Funktionentheorie ist bekannt, daß der Absolut-
betrag |f(z)| fu¨r solche Funktionen f u¨ber die Geba¨udeabbildung λ faktorisiert
([Gek00a, 3.6]).
Zu einer invertierbaren Funktion f definieren wir daher
r(f) : Edge(
−→T ) −→  
−→e = (u, v) 7−→ r(f)(−→e ) = log |f(ω1)||f(ω2)| ,
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wobei ω1 bzw. ω2 im Urbild unter λ von v bzw. w liegt.
4.5.1 Satz. ([FvdP81, I.8.8]) Mit den Bezeichnungen von oben gilt:
(i) r(f) ∈ H(T ,  ).
(ii) Die Abbildung r : f 7→ r(f) induziert eine kurze exakte Sequenz von G(K̂∞)-
Moduln
0 −→ C∗ −→ OΩ(Ω)∗ r−→ H(T ,  ) −→ 0 .
Eine genauere Beschreibung der Abbildung r liefert [GR96, 1.7.3]:
Da f ∈ OΩ(Ω)∗ keine Nullstellen hat, finden wir zu jeder Kante e, der die Teil-
menge D(n, s) = λ−1(e(   )) von Ω entspricht (vgl. (4.1.7)), ein c ∈ C∗, ein k ∈ 
und ein g ∈ OΩ(Ω)∗, so daß auf D(n, s) gilt:
f(z) = c · (z − s)kg(z) und
|g(z)| = 1 .
Mit den Bezeichnungen aus (4.1.7) ist dann
r(f)(−→e ) =
{
k , im Fall (a)
−k , im Fall (b) .
In dieser Arbeit beschreiben Gekeler und Reversat auch den Zusammenhang der
Abbildung r mit den Residuen global holomorpher Differentialformen.
Setzen wir s1 = t−n(z− s) und s2 = tn+1(z− s)−1, so erhalten wir fu¨r jede global












mit ak, bk ∈ C. Das Residuum von ω ist
res(ω,−→e ) =
{
a−1 , im Fall (a)
b−1 , im Fall (b)
.
Insbesondere ist res(ω,−→e ) = −res(ω,−−→e ).
4.5.2 Proposition. (vgl. [GR96, 1.8.5 bis 1.8.7])
(i) Sei ω eine holomorphe Differentialform auf Ω. Dann ist die Abbildung
res(ω) : Edge(
−→T ) −→ C
−→e 7−→ res(ω,−→e )
eine C-wertige harmonische Kokette, also res(ω, .) ∈ H(T ,C).
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(ii) Ist ω eine holomorphe Differentialform der Form df
f
mit invertierbarem f ,
dann ist
r(f)(−→e ) ≡ res(ω,−→e ) mod p ,
und das Diagramm
OΩ(Ω)∗ r−−−→ H(T ,  )
dlog









Die Quotientenbildung induziert eine Gewichtung der Kanten von G(A)\T . Dabei
ist es notwendig, gerichtete Kanten zu betrachten.
Sei nun B :=  oder   .
4.5.3 Definition. Sei [−→e ] = ([v], [w]) ∈ Edge±(G(A)\T ) eine gerichtete Kante.
Das Gewicht von [−→e ] ist
m([−→e ]) := [G(A)v : G(A)e] ,
und das ist unabha¨ngig von der Wahl des Repra¨sentanten von [−→e ] = ([v], [w]).
4.5.4 Bemerkung. Seien die Bezeichnungen wie in (4.5.3) gewa¨hlt.
(i) Es ist m([−−→e ]) = [G(A)[w] : G(A)[e]].
(ii) Die Gro¨ßen [G(A)[v]] mit [v] ∈ Vert(G(A)\T ) ko¨nnen wir der Tabelle aus
Satz (3.3.12) entnehmen.
(iii) Aus diesem Satz ergibt sich auch: Ist [w] ein Nachfolger von [v], dann ist
m([−→e ]) = 1.
(iv) Im allgemeinen ist m([−→e ]) 6= m([−−→e ]).
(v) Fu¨r alle Knoten [v] ∈ Vert(G(A)\T ) gilt∑
t([−→e ])=[v]
m([−→e ]) = q + 1 .
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4.5.5 Standardbeispiel. (vgl. (3.3.9)) In unserem Standardbeispiel hat der
Knoten v(2) drei Kanten. Als orientierte Kanten erhalten diese die Gewichte
[−→e ] [(o, v(2))] [(v(2), c(q))] [(v(2), c(q′))]
m([−→e ]) 1 1 1
m([−−→e ]) 2 3 3
Wir setzen nun
H(T , B)G(A) := {ϕ ∈ H(T , B) | ϕ(γ−→e ) = ϕ(−→e ) ∀γ ∈ G(A)} .
4.5.6 Proposition. ([Gek00b, 1.4]) Sei B =  oder   .
(i) H(T , B)G(A) ist ein freier B-Modul vom Rang hK − 1 (zur Erinnerung: hK
ist die Klassenzahl von K).
(ii) Es gilt
H(T ,   )G(A) = H(T ,  )G(A) ⊗   .
Die Gruppe H(T , B)G(A) kann als Funktionenraum auf G(A)\T betrachtet wer-
den.
Genau dann ist eine alternierende Funktion ϕ auf Edge±(G(A)\T ) eine Element
von H(T , B)G(A), wenn fu¨r alle [v] ∈ Vert(G(A)\T ) gilt∑
t([−→e ])=[v]
m([−→e ])ϕ([−→e ]) = 0 . (4.5.7)
Diese notwendige und hinreichende Bedingung ergibt sich aus der Definition der
harmonischen Koketten auf T (vgl. [GR96, 3.1]).
4.5.8 Definition. Ein Element aus H(T , B)G(A) heißt ein (gewichteter) Fluß
auf G(A)\T .
Nun werden wir eine  -Basis von H(T ,  )G(A) konstruieren und gehen dabei wie
folgt vor.
Wir starten in o und gehen in Richtung einer Spitze S(p), weisen der ersten Kante
auf diesem Weg den Wert 1 zu und der Kante (o, v(∞)) den Wert −1. Auf dem
endlichen Anteil des Baumes gibt es (genau) einen Pfad zwischen den Spitzen
S(p) und S(∞). Allen Kanten außerhalb der Spitzen S(p) und S(∞) sowie dieses
Pfades weisen wir den Wert 0 zu. Die restlichen Zuweisungen ergeben sich dann
aus den Bedingungen (4.5.7) an einen gewichteten Fluß.
Bei diesem Konstruktionsverfahren mu¨ssen wir unterscheiden, ob [p2] = [(1)] ist
oder nicht; dies liefert die beiden unterschiedlichen Fa¨lle in (4.5.9).
Auf diese Weise werden wir hK−1 linear unabha¨ngige Elemente von H(T ,   )G(A)
erhalten, also eine Vektorraumbasis.
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4.5.9 Definition/Satz. Der   -Vektorraum H(T ,   )G(A) hat eine Basis
{ϕp | p ∈ Pic(A)− {(1)} } ,
die auch eine  -Basis des  -Moduls H(T ,  )G(A) ist.
Dabei sind die ϕp wie folgt definiert:




1 , [−→e ] = (o, v((α))
−1 , [−→e ] = (o, v(∞))
q , [−→e ] = (v(α), c(p, 1))
−q , [−→e ] = (v(∞), c(∞, 1))
(q − 1) · qn , [−→e ] = (c(p, n), c(p, n+ 1)), n ≥ 1
−(q − 1) · qn , [−→e ] = (c(∞, n), c(∞, n+ 1)), n ≥ 1
sowie ϕp(−[−→e ]) = −ϕp([−→e ]) und ϕp([−→e ]) = 0, falls [−→e ] nicht in den Spit-
zen S(p), S(∞) oder auf dem Pfad zwischen diesen liegt.




1 , [−→e ] = (o, v(α))
−1 , [−→e ] = (o, v(∞))
q − 1 , [−→e ] = (v(α), c(p, 1))
−q , [−→e ] = (v(∞), c(∞, 1))
(q − 1) · qn , [−→e ] = (c(p, n), c(p, n+ 1)), n ≥ 1
−(q − 1) · qn , [−→e ] = (c(∞, n), c(∞, n+ 1)), n ≥ 1
sowie ϕp(−[−→e ]) = −ϕp([−→e ]) und ϕp([−→e ]) = 0, falls [−→e ] nicht in den Spit-
zen S(p), S(∞) oder auf dem Pfad zwischen diesen liegt.
Beweis. Ist hK = 1, dann hat G(A)\T nur eine Spitze. Daher gibt es dann auf
G(A)\T nur den trivialen Fluß.
Sei nun hK > 1.
Es ist B =  oder   . Wir betrachten H(T , B)G(A) als Funktionenraum auf
G(A)\T .
Daß die ϕp in H(T , B)G(A) liegen, la¨ßt sich leicht nachrechnen.
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So ist beispielsweise fu¨r 2 · (α, β) =∞ und p = (x− α, y − β)∑
t([−→e ])=c(q,1)
m(−→e )ϕ(−→e ) =m(−(v(α), c(p, 1)))︸ ︷︷ ︸
=q−1
ϕ(−(v(α), c(p, 1)))︸ ︷︷ ︸
=−q
+m(c(p, 1), e(p))︸ ︷︷ ︸
=1
ϕ(c(p, 1), e(p))︸ ︷︷ ︸
=0
+m(c(p, 1), c(p, 2))︸ ︷︷ ︸
=1
ϕ(c(p, 1), c(p, 2))︸ ︷︷ ︸
=q(q−1)
=(q − 1) · (−q) + 1 · 0 + 1 · q(q − 1) = 0 .
Die anderen Rechnungen sind analog zu fu¨hren.
Die lineare Unabha¨ngigkeit ist offensichtlich. Somit bilden diese Elemente eine
  -Vektorraumbasis.





apϕp mit ap ∈   .
Zu jedem p existiert eine Kante [−→e ] mit ϕq([−→e ]) = 0 fu¨r alle q 6= p und ϕp([−→e ]) =
1. Also liegt ap in  .
4.5.10 Bemerkung. In [GR96] wird die Gruppe
H !(T , B)G(A) :=
{
ϕ ∈ H(T , B)G(A)
 ϕ hat kompaktenTra¨ger modulo G(A)
}
als Gruppe der B-wertigen Spitzen-Koketten fu¨r G(A) definiert. Ihr Rang ist
g(MG(A)), daher ist sie in unserem Fall trivial. Zahlreiche Aussagen in [GR96],
die wir im folgenden nutzen werden, ha¨ngen von der Gro¨ße von H !(T , B)G(A) ab.
Cuspidale Thetafunktionen
4.5.11 Definition. (i) Eine Thetafunktion (zu G(A)) ist eine meromorphe
Funktion f : Ω→ C mit den Eigenschaften:
(a) Fu¨r jede Matrix γ ∈ G(A) exitsiert ein cf(γ) ∈ C∗, so daß die Funk-
tionalgleichung
f(γz) = cf (γ)f(z)
fu¨r alle z ∈ Ω erfu¨llt ist.
(b) f ist meromorph in den Spitzen (vgl. (4.4.2)).
(ii) Eine holomorphe Thetafunktion ist auf Ω holomorph und invertierbar und
in den Spitzen holomorph.
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(iii) Eine meromorphe Thetafunktion ist meromorph auf Ω und holomorph in
den Spitzen.
(iv) Eine cuspidale Thetafunktion ist invertierbar und holomorph auf Ω und
meromorph in den Spitzen.
In [Gek97a] nennt Gekeler die cuspidalen Thetafunktionen auch Thetafunktionen
mit degenerierten Parametern. Dieser Arbeit folgend geben wir nun ein Erzeu-
gendensystem fu¨r die Gruppe der cuspidalen Thetafunktionen.
Zuna¨chst stellen wir das wichtigste Konstruktionsverfahren fu¨r Thetafunktionen




Diese Gruppe operiert effektiv auf Ω.
4.5.12 Definition. Fu¨r alle ω, η ∈ Ω und z ∈ Ω setzen wir




, ω 6=∞ 6= η
(1− z
η
)−1 , ω =∞, η 6= 0,∞
1− z
ω
, η =∞, ω 6= 0,∞
z−1 , ω =∞, η = 0
z , η =∞, ω = 0
1 , ω = η =∞
und definieren die Thetafunktion fu¨r G(A)
θ(ω, η, z) :=
∏
γ∈eΓ
F (γω, γη, z) .
Fu¨r Funktionen dieser Art gilt
4.5.13 Proposition. ([Gek00b, 2.3 und 2.6])
(i) θ(ω, η, z) konvergiert lokal uniform fu¨r alle z ∈ Ω und definiert auf Ω eine
meromorphe Funktion.
(ii) Fu¨r alle ω, η ∈ Ω ist θ(ω, η, .) eine Thetafunktion.
(iii) Sind ω, η ∈   1(K) oder ist G(A)ω = G(A)η, dann ist θ(ω, η, .) auf Ω
invertierbar.
(iv) Fu¨r ω, η ∈ Ω mit G(A)ω 6= G(A)η hat θ(ω, η, .) Nullstellen der Ordnung
#Γ˜ω in G(A)ω, Pole der Ordnung #Γ˜η in G(A)η und keine weiteren Null-
oder Polstellen.
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(v) Bezu¨glich der Uniformisierenden tq−1s in der Spitze [s] von G(A)\Ω hat
θ(ω, η, .)
(a) eine einfache Nullstelle, falls s ∈ G(A)ω 6= G(A)η ist,
(b) einen einfachen Pol, falls s ∈ G(A)η 6= G(A)ω ist.
Ist G(A)ω = G(A)η, so ist θ(ω, η, .) in allen Spitzen invertierbar.
(vi) Seien ω ∈   1(K) und η ∈ Ω.
(a) θ(ω, η, .) hat in der Spitze [s] mit s ∈ G(A)ω bezu¨glich der Uniformsie-
renden tq−1s eine einfache Nullstelle, in den Punkten G(A)η Pole der
Ordnung #Γ˜η und keine weiteren Nullstellen oder Pole.
(b) θ(η, ω, .) hat in den Punkten G(A)η Nullstellen der Ordnung #Γ˜η,
einen einfachen Pol bezu¨glich der Uniformisierenden tq−1s in der Spitze
[s] mit s ∈ G(A)ω und keine weiteren Nullstellen oder Pole.
4.5.14 Proposition. Fu¨r alle γ ∈ G(A) und alle ω, η ∈ Ω gilt
θ(ω, η, γz) = θ(ω, η, z) ,
d.h. der Faktor cθ(γ) =: c(ω, η, γ) ist 1 fu¨r alle Thetafunktionen dieser Form, und
diese sind somit G(A)-invariant.
Beweis. Der Faktor c(ω, η, γ) ha¨ngt nach [GR96, 5.4.1] nur von der Klasse von
γ in G(A) = G(A)ab/{Torsion} ab. Nach [GR96, 3.2.] ist G(A) = {1}, weil
G(A) den Rang g(MG(A)) hat. Also ist c(ω, η, .) auf ganz G(A) gleich. Aus
θ(ω, η, ( 1 00 1 ) z) = θ(ω, η, z) folgt c(ω, η, .) = 1.
4.5.15 Bemerkung. (i) Die in [Gek00b] definierte Gruppe Θ′c(G(A)) fa¨llt
in unserer Situation mit der Gruppe der cuspidalen Thetafunktionen
Θc(G(A)) zusammen.
(ii) Jede cuspidale Thetafunktion hat in einer Spitze [s] eine Entwicklung
bezu¨glich t(ϑ,G(A))q−1 fu¨r ein ϑ ∈ G(K) mit ϑ(∞) = s.
Damit ergibt sich auch
4.5.16 Proposition. (i) Die Gruppe der holomorphen Thetafunktionen
Θh(G(A)) ist C
∗.
(ii) Die Gruppe der cuspidalen Thetafunktionen Θc(G(A)) wird von C
∗ und den
hK − 1 Thetafunktionen
θ(ω,∞, .)
erzeugt, wobei ω ein Repra¨sentantensystem von G(A)\(   1(K) − G(A)∞)
durchla¨uft.
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Beweis. Nach [Gek00b, 3.4] induziert die Abbildung r die Bijektionen
Θh(G(A))/C
∗ ∼−→ H !(T ,  )G(A) und Θ′c(G(A))/C∗ ∼−→ H(T ,  )G(A) .
Da nach (4.5.10) die Gruppe H !(T , B)G(A) trivial ist, sind alle holomorphen The-
tafunktionen konstant.
Die Funktionen θ(ω,∞, .) haben fu¨r die verschiedenen Repra¨sentanten von
G(A)\(   1(K)−G(A)∞) lauter verschiedene Nullstellen, ko¨nnen also nicht multi-
plikativ auseinander erzeugt werden. Da es hK−1 viele sind, die wir als Erzeuger
außer C∗ beno¨tigen, haben wir sogar ein minimales Erzeugendensystem gefun-
den.
Nun ist auch die folgende Definition gerechtfertigt.
4.5.17 Definition (j-Invariante). (i) Sei Pic(A) 6= {(1)}. Dann definieren
wir die j-Invarianten von G(A)\Ω vermo¨ge
jω : G(A)\Ω −→ C
z 7−→ θ(ω,∞, z) ,
wobei ω ein Repra¨sentantensystem von G(A)\(   1(K)−G(A)∞) durchla¨uft.
(ii) Ist Pic(A) = {1}, dann existieren P (−1) ≥ 1 viele Klassen elliptischer
Punkte. Fu¨r alle elliptischen Punkte α setzen wir
jα(z) = θ(∞, α, z) .
Zu beachten ist, daß jα eine meromorphe, aber keine cuspidale Thetafunk-
tion ist.
Den Zusammenhang mit den gewichteten Flu¨ssen erhalten wir u¨ber die Abbildung
r und mit der folgenden Definition.
4.5.18 Definition. Die Gruppe der Spitzendivisoren bezeichnen wir mit
Div(G(A)\Ω)∞. Sie entha¨lt die Untergruppe Div(G(A)\Ω)0∞ der Spitzendiviso-
ren von Grad 0.
Fu¨r ein f ∈ Θc(G(A)) ist der Spitzendivisor von f gleich dem Divisor von f ,





q − 1 · [s] ∈ Div(G(A)\Ω)∞ .
4.5.19 Satz. Die Abbildung f 7→ div(f) induziert einen Isomorphismus
r(Θc(G(A)))
'−→ Div(G(A)\Ω)0∞ .
Beweis. Die Aussage folgt aus [Gek97a, 3.8] angewandt auf unsere Situation.
Kapitel 5
Modulformen
Drinfeld’sche Modulformen sind holomorphe Funktionen (vgl. (2.1.7)) mit einem
vorgeschriebenen Transformationsverhalten unter GL(Y ) und vorgegebenen Re-
gularita¨tsbedingungen (Y ist ein A-Gitter).
Der Raum der Modulformen ist ein graduierter Ring, dessen Summanden end-
lichdimensionale C-Vektorra¨ume sind. Diese Dimensionen werden wir bestimmen
und dabei strukturell der Herleitung der Formel fu¨r
 
q[T ] von Cornelissen in
[Cor97] folgen.
Zudem werden wir das Verhalten einiger Modulformen in den Spitzen untersuchen
und so in einigen Fa¨llen lineare Unabha¨ngigkeit nachweisen ko¨nnen.
Wir haben wie stets eine elliptische Kurve (E,A,K) fest gewa¨hlt.
5.1 Definition und Beispiele
Seien a und b gebrochene Ideale sowie Y = ae1 + be2. Von einer Modulform f










∈ GL(Y ) . (5.1.1)
Wir fixieren nun k,m ∈  ∪ {0} und beginnen mit einer technischen Voru¨berle-
gung, die die Erla¨uterung zu [Gek86, V.3.1] na¨her ausfu¨hrt.
5.1.2 Definition. Ist f eine meromorphe Funktion auf Ω, dann definieren wir









5.1.3 Lemma. (i) Die Zuordnung (f, ϑ) 7→ f[ϑ] definiert eine Rechtsoperation
von G(K) auf der Menge der meromorphen Funktionen f : Ω→ C.
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(ii) Erfu¨llt f die Bedingung (5.1.1), so gilt:
(a) Fu¨r γ ∈ GL(Y ) ist f[γ](z) = f(z).
(b) f[ϑ] ist fix unter ϑ
−1GL(Y )ϑ bezu¨glich der Operation aus (i).
(c) f[ϑ](z) ist invariant unter z 7→ z + b, falls ( 1 b0 1 ) ∈ ϑ−1GL(Y )ϑ ist.
Beweis. Wir definieren (voru¨bergehend)
















ψ(ϑ, ϑ′z) = h3(ϑ








































f(ϑϑ′z) = f[ϑϑ′](z) .
Ist γ ∈ GL(Y ), so ist offensichtlich f[γ](z) = f(z).
Wa¨hlen wir nun ϑ′ = ϑ−1γϑ mit γ ∈ GL(Y ), dann ist
f[ϑ][ϑ−1γϑ](z) = f[γϑ](z) = f[γ][ϑ](z) = f[ϑ](z) .



























Somit ist f[ϑ](z) genau dann invariant unter z 7→ ϑ′z, wenn ψ(ϑ′,z)kdet(ϑ′)m = 1 ist.
Wa¨hlen wir nun ϑ′ wie im Lemma angegeben, so ist diese Bedingung sicherlich
erfu¨llt.
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5.1.4 Korollar. Sei f : Ω → C eine meromorphe Funktion, die (5.1.1) erfu¨llt.
Dann hat f eine Laurentreihenentwicklung bezu¨glich e−1
a−1b
= t(( 1 00 1 ) ,GL(Y )) und
f[ϑ] eine Laurentreihenentwicklung bezu¨glich der Uniformisierenden t(ϑ,GL(Y ))
aus (4.4.1).
Mit dieser Voru¨berlegung lassen sich nun Modulformen definieren.
5.1.5 Definition. Seien k,m ∈  ∪ {0}. Eine holomorphe (Drinfeld’sche) Mo-
dulform fu¨r GL(Y ) vom Gewicht k und Typ m ist eine Funktion
f : Ω −→ C ,
die die Bedingungen erfu¨llt:
(i) f(γz) = (h3z+h4)
k
det(γ)m




) ∈ GL(Y ).
(ii) f ist rigid holomorph.
(iii) f ist holomorph in den Spitzen, d.h.
(a) in der Spitze ∞: f hat bezu¨glich ta−1b eine Potenzreihenentwicklung
mit strikt positivem Konvergenzradius;
(b) in der Spitze s mit ϑ(∞) = s: Hier hat f[ϑ] bezu¨glich der Uniformi-
sierenden t(ϑ,GL(Y )) (vgl. (4.4.1)) eine Potenzreihenentwicklung mit
strikt positivem Konvergenzradius.
Die Menge der holomorphen Modulformen vom Gewicht k und Typ m bezeichnen
wir mit Mk,m(GL(Y )). Zudem setzen wir Mk(GL(Y )) := Mk,0(GL(Y )).
5.1.6 Bemerkung. (i) Eine getrennte Definition von Holomorphie in der
Spitze ∞ dient nur der Veranschaulichung, notwendig ist sie nicht. Wir
ko¨nnen ebenso eine Matrix ϑ mit ϑ(∞) =∞ wa¨hlen und die Definition aus
Teil (b) verwenden.
(ii) Analog lassen sich meromorphe Modulformen definieren, ebenso Null- und
Polstellenordnung.
(iii) Mk,m(GL(Y )) ist ein C-Vektorraum.
(iv) Es genu¨gt, den Typ m zwischen 0 und q − 2 zu wa¨hlen.
(v) Ist k 6≡ 2m mod q − 1, so ist Mk,m(GL(Y )) = {0}.





























ist f(z) im allgemeinen nicht invariant unter GL(Y )∞. Daher hat eine Modulform
im allgemeinen nur eine Potenzreihenentwicklung bezu¨glich des Parameters ta−1b,
nicht jedoch bezu¨glich tq−1
a−1b
.
Wir nennen eine Modulform eine Spitzenform oder cuspidal, wenn sie in allen
Spitzen von GL(Y ) verschwindet. Ist in allen Spitzen die Verschwindungsordnung
der Modulform f bezu¨glich des Paramters t(∗,GL(Y )) gro¨ßer oder gleich i, so
nennen wir f eine i-fache Spitzenform oder i-fach cuspidal.
Den Unterraum der i-fachen Spitzenformen bezeichnen wir mit M ik,m(GL(Y )).
Fu¨r die Gesamtheit aller Modulformen gilt
5.1.7 Proposition. ([GR96, 2.8.5])






 = {0} ,
wobei m die Klassen modulo q − 1 durchla¨uft (vgl. (5.1.6)). D.h. die







Logarithmische Ableitung von Thetafunktionen
Die im letzten Kapitel definierten Thetafunktionen θ(ω, η, z) mit ω, η ∈ Ω sind
als Funktionen auf Ω invariant unter G(A).





Fu¨r das Transformationsverhalten von d
dz
f(γz) entscheidend ist das Verhalten der
inneren Ableitung, das wir noch ha¨ufiger beno¨tigen. Zur Betrachtung der Null-
und Polstellenordnung beno¨tigen wir zudem die Ableitungen von t(∗,GL(Y ))k.
Daher halten wir fest
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5.1.9 Lemma. Sei Y ein A-Gitter in K2 vom Rang 2.











(ii) Sei k ∈  − {0} und t(ϑ,GL(Y )) der Parameter zu s ∈   1(K). Dann ist
d
dz
t(ϑ,GL(Y ))k = −k t(ϑ,GL(Y ))k+1 .









h1(h3z + h4)− h3(h1z + h2)
(h3z + h4)2
ergibt die Aussage.
(ii) Sei t(ϑ,GL(Y ))(z) = e−1b (z) fu¨r ein geeignetes gebrochenes Ideal b. Dann
ist d
dz






e−kb (z) = −ke−(k+1)b (z) = −k t(ϑ,GL(Y ))k+1 .
Beweis von (5.1.8). Das Transformationsverhalten ist nun leicht nachzuweisen,
denn fu¨r die Ableitung gilt
d
dz
θ(ω, η, z) =
d
dz










) ∈ G(A) ist. Der Nachweis der Holomorphie von θ′
θ
in den
Spitzen erfordert etwas mehr Sorgfalt.
Wir bezeichnen hier nun zu einem s ∈   1(K) mit ϑ(∞) = s und fest gewa¨hltem
ϑ die Uniformisierende mit ts := t(ϑ,G(A)).
Wir mu¨ssen zwei Fa¨lle unterscheiden. Liegen ω und η in verschiedenen Bahnen
unter GL(Y ), dann hat θ(ω, η, .) nach (4.5.13) bezu¨glich der Uniformisierenden
der Spitzen die Entwicklungen





ω , a1 6= 0





η , b−1 6= 0





δ , c0 6= 0
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mit δ /∈ G(A)ω ∪G(A)η und ai, bi, ci ∈ C.
Andererseits sind d
dz





−a1tqω(z) + {Terme ho¨herer Ordnung}
a1t
q−1
ω (z) + {Terme ho¨herer Ordnung}






η (z) + {Terme ho¨herer Ordnung}
b−1t
−q+1
η (z) + {Terme ho¨herer Ordnung}






δ(z) + {Terme ho¨herer Ordnung}
c0 + {Terme ho¨herer Ordnung}
und mindestens q-fache Nullstellen in   1(K)− (G(A)ω ∪G(A)η).
Wenn ω und η in derselben Bahn unter GL(Y ) liegen, dann ist nach (4.5.13)
die Funktion θ(ω, η, tη) in allen Spitzen invertierbar. Nach Definition (4.5.11) ist
θ(ω, η, z) also eine holomorphe Thetafunktion. Diese sind nach (4.5.16) konstant.
5.2 Eisensteinreihen
Die wohl prominentesten Modulformen sind Eisensteinreihen. Sie werden zu ei-
nem vorgegebenen Gitter Λ konstruiert, und sowohl die Koeffizienten der e-
Funktion eΛ als auch die der Polynome φ
Λ
a mit a ∈ A (vgl. (2)) sind Ausdru¨cke
in Eisensteinreihen.
Da sie einerseits als Funktionen, andererseits aber auch als Konstanten Verwen-
dung finden, ist es nicht einfach, eine geeignete Notation zu finden.
5.2.1 Definition. Sei k ∈  . Weiter seien Y = ae1 + be2 ein A-Gitter in K2




bezeichnen wir die Summation u¨ber alle nichttrivialen Ele-
mente aus M , z.B. hat
∑′
λ∈Λ
die Indexmenge Λ− {(0, 0)}.















(iv) Wir setzen E
(0)
Y (z) = −1.
Ist nun Λ = Yz = iz(Y ), so ist E
(k)(Λ) = E
(k)
Y (z) (vgl. (2.2.5)).
5.2.2 Proposition. Sei k ∈  und Y ein A-Gitter in K2. Die Eisensteinreihe
E
(k)
Y (z) ist eine Modulform vom Gewicht k und Typ 0. Sie hat in jeder Spitze eine
Entwicklung bezu¨glich des Parameters t(∗,GL(Y ))q−1.




) ∈ GL(Y ), dann ist
aγz + b =
1
h3z + h4
((ah1 + bh3)z + ah2 + bh4) ,








Daß eine Eisensteinreihe holomorph auf Ω ist, ist klar (vgl. (2.1.7)). Die Holo-
morphie in den Spitzen zeigt Goss in [Gos80, Theorem 2.19].
Da E
(k)
Y (z) vom Typ 0 ist, hat sie eine Entwicklung bezu¨glich t(∗,GL(Y ))q−1.
Sind die A-Gitter Λ und Λ′ in C a¨hnlich, existiert also ein c ∈ C∗ mit Λ′ = cΛ,
so ist E(k)(Λ′) = c−kE(k)(Λ). Eisensteinreihen zu isomorphen A-Gittern in K2
lassen sich ebenfalls ineinander u¨berfu¨hren.
5.2.3 Lemma. Seien Y = ae1+be2 und Y
′ = ape1+bp
−1e2, wobei p ein Primideal




) ∈ G(K) eine Matrix mit Y ϑ = Y ′ bezu¨glich
der Basis (e1, e2). Dann gilt fu¨r die Eisensteinreihen vom Gewicht k
E
(k)
Y ′ (z) = E
(k)






















Betrachten wir nun mit den Bezeichnungen des Lemmas zu E
(k)
Y die Entwicklung
in einer Spitze sp ∈ GL(Y )\   1(K), so untersuchen wir E(k)Y ′ in der Spitze ∞ von
GL(Y ′)\   1(K). Dies ist aber nur eine Koordinatentransformation von MGL(Y ) −
MGL(Y ) (vgl. Abschnitt (4.4)).
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Zusammenhang mit Drinfeld-Moduln
Zu einem gegebenen A-Gitter Λ in C hatten wir in (2.2) die e-Funktion eΛ und
in (2.3) den Drinfeld-Modul φΛ definiert.
In [Gek86, II.2] werden die Zusammenha¨nge zwischen e-Funktion, Koeffizienten-
funktionen von φΛ und den Eisensteinreihen hergeleitet. Diese Aussagen sind fu¨r
uns von Interesse.
5.2.4 Proposition. Sei Λ ein A-Gitter in C.
(i) z
eΛ(z)
= 1−∑k≥1E(k)(Λ)zk = −∑k≥0E(k)(Λ)zk.
(ii) Sei a ∈ A und φΛa =
∑2 deg(a)
i=0 liτ









(iii) Wa¨hlen wir nun Y ⊂ K2 fest und variieren iz (vgl. (2.2.5)), so erhalten wir
die Koeffizientenfunktionen









Y (z) coeff(Y, a, j, z)
qi .
(iv) Die Funktionen coeff(Y, a, i, z) sind Modulformen vom Gewicht qi − 1 und
Typ 0 fu¨r GL(Y ).
Insbesondere sind die Koeffizientenfunktionen linear abha¨ngig von den Eisen-
steinreihen und umgekehrt.
5.2.5 Vereinbarung. Zu einem fixierten A-Gitter Y ⊂ K2 wollen wir die Ein-
bettungen iz : K̂
2
∞ ↪→ C variieren. Um einige Schreibweisen zu vereinfachen,
schreiben wir nun ha¨ufig φYa mit a ∈ A und meinen damit das Tupel der Koeffi-
zientenfunktionen
coeff(Y, a, i, z) fu¨r alle 0 ≤ i ≤ 2 deg(a) ,
die wir in (5.2.4) definiert haben.
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Der Funktionenko¨rper von MGL(Y )
Meromorphe Modulformen vom Gewicht 0 und Typ 0 sind GL(Y )-invariant. Wir
nennen sie modulare Funktionen. Wie wir bereits gesehen haben, sind die cuspi-
dalen Thetafunktionen modulare Funktionen fu¨r G(A).
Der folgende Satz besagt, daß sich modulare Funktionen als rationale Ausdru¨cke
in Modulformen schreiben lassen.
Fu¨r eine Menge M meromorpher Modulformen bezeichnen wir mit C(M)0 die
Elemente vom Gewicht und Typ 0 in C(M). Dann gilt
5.2.6 Satz. [Gek86, VII.1] Sei a ∈ A mit deg(a) = d.
(i) Der Funktionenko¨rper von MGL(Y ) ist
C(MGL(Y )) = C(E
(qi−1)
Y | 1 ≤ i ≤ 2d)0
= C(coeff(Y, a, i, .) | 1 ≤ i ≤ 2d)0 .
(ii) Der Funktionenko¨rper des groben Modulschemas M 2A ist
K(M2A) = K(coeff(Y, a, i, z) | 1 ≤ i ≤ 2d)0 .
(iii) Der algebraische Abschluß von K in K(M 2A) ist der Hilbertklassenko¨rper H
von K bezu¨glich ∞.
Wie wir im ersten Kapitel bereits festgestellt haben, hat A kein Element vom
Grad 1. Da jedoch deg(x) = 2 ist, erhalten wir als direkte Folgerung
C(MGL(Y )) = C(E
(qi−1)
Y | 0 ≤ i ≤ 4)0 .
Isogenien von Rang-1 Drinfeld-Moduln
Nun lassen sich auch die Koeffzienten der eΛ-Funktion als Ausdru¨cke in den
Eisensteinreihen E(k)(Λ) beschreiben.
5.2.7 Lemma. Sei Λ ein A-Gitter in C (beliebigen Ranges). Die in (2.2.6) de-







Dann sind die α(Λ, i) Polynome in den Eisensteinreihen E(k)(Λ) mit k ≤ qi.
Insbesondere sind α(Λ, 1) = E(q−1)(Λ) und
α(Λ, 2) = E(q
2−1)(Λ) + E(q−1)(Λ)q+1 .
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mu¨ssen wir zu einem gegebenen j alle i, k ermitteln mit qi + k = j. Sei imax mit
qimax ≤ j < qimax+1, dann ist





















−E(j−1)(Λ)α(Λ, 0)− E(j−q)(Λ)α(Λ, 1)− E(j−q2)(Λ)α(Λ, 2)
)
zj + . . .
Da der Koeffizient von z gleich 1 ist und von zj fu¨r j > 1 gleich 0, erhalten wir
−E(0)(Λ)α(Λ, 0) = α(Λ, 0) = 1 ,
−E(q−1)(Λ)− E(0)(Λ)α(Λ, 1) = −E(q−1)(Λ) + α(Λ, 1) = 0
und damit α(Λ, 1) = E(q−1)(Λ). Aus
−E(q2−1)(Λ)α(Λ, 0)− E(q2−q)(Λ)α(Λ, 1)− E(0)(Λ)α(Λ, 2) = 0
und E(q
2−q)(Λ) = E(q−1)(Λ)q folgt
α(Λ, 2) = E(q
2−1)(Λ) + E(q−1)(Λ)q+1 .
Wir wenden nun das Lemma auf Rang-1 A-Gitter an.
5.2.8 Korollar. Seien a, b Ideale, a ⊂ A und L = ξ(b)b ein spezielles Gitter zu
b (vgl. (2.3.18)). Dann ist der konstante Term der Isogenie ρLa
D(ρLa ) = ξ(b)
q−1(E(q−1)(a−1b)− E(q−1)(b))−1 ,
und dieser ist unabha¨ngig von der Wahl der Gitterinvarianten.
Beweis. Die Aussage folgt aus (2.3.21) und dem obigen Lemma.
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Gitterinvarianten
Auch die in (2.3.18) eingefu¨hrten Gitterinvarianten lassen sich als Ausdru¨cke in
Eisensteinreihen zu Rang-1 Gittern auffassen. Dabei bestimmen wir hier konkret
die (q − 1)-te Potenz der Invarianten.
Sei b ein gebrochenes Ideal, ξ(b) eine Gitterinvariante und L = ξ(b)b ein spezielles
Gitter.
Dann ist der zugeho¨rige Rang-1 Drinfeld-Modul sgn-normalisiert (vgl. (2.3.12));
ist also f ein normiertes Polynom, so ist l(ρLf ) = 1.
Andererseits ko¨nnen wir die Koeffizienten der τ -Potenzen mit (5.2.4) bestimmen.
Wegen deg(x) = 2 ist
ρLx = x + coeff(ρ
L




und aus (5.2.4) folgt
coeff(ρLx , 1) = (x
q − x)E(q−1)(L) ,
1 = coeff(ρLx , 2) = (x





2 − x)E(q2−1)(b) + (xq2 − xq)E(q−1)(b)q+1
)
.
Analog erhalten wir aus der Betrachtung von 1 = l(ρLy ) die Potenz ξ(b)
q3−1.
5.2.9 Korollar. Sei b ein gebrochenes Ideal. Dann gilt fu¨r alle Gitterinvarianten
ξ(b)q
2−1 =(xq
2 − x)E(q2−1)(b) + (xq2 − xq)E(q−1)(b)q+1 ,
ξ(b)q
3−1 =(yq
3 − y)E(q3−1)(b) + (yq3 − yq)E(q−1)(b)E(q3−q)(b)
+ (yq
3 − yq2)(E(q−1)(b)q2+q+1 + E(q2−1)(b)E(q3−q2)(b)) ,
und ξ(b)q−1 = ξ(b)q
3−1(ξ(b)(q
2−1))−q ist ein rationaler Ausdruck in Eisensteinrei-
hen.
Ebenso la¨ßt sich nun der Zusammenhang zwischen den Gitterinvarianten ξ(b)
und ξ(a−1b) fu¨r ein ganzes Ideal a bestimmen.
Nach [Gek86, IV.5] ist der Rang-1 Drinfeld-Modul a ∗ ρL sgn-normalisiert und
a ∗ ρL ∼= ρM mit M := ξ(a−1b)a−1b, d. h. es existiert ein c ∈ C∗ mit
c · (a ∗ ρL) = ρM · c .
Nach [Hay79] ist das Gitter zu a ∗ ρL
N := D(ρLa )a
−1L = D(ρLa )ξ(b)a
−1b .
Da nun cN = M ist mit dem oben gewa¨hlten c, ergibt sich
c = ξ(b)−1ξ(a−1b)D(ρLa )
−1 .
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Werten wir nun c(a ∗ ρL)x = ρMx c aus, so erhalten wir wegen der Normalisierung
c = cq
2





Da nach (5.2.8) der konstante Term der Isogenie D(ρLa ) = ξ(b)
q−1(E(q−1)(a−1b)−
E(q−1)(b))−1 ist, gilt




Entwicklung in den Spitzen
Ein zentrales Mittel zur Beschreibung von Modulformen sind deren Entwicklun-
gen in den Spitzen. Wir werden ein Verfahren angeben, mit dem alle Eisenstein-
reihen E
(k)
Y fu¨r G(A)-stabile Gitter Y und k = q
j−1 mit j ∈  entwickelt werden
ko¨nnen. Daraus gewinnen wir fu¨r einige Fa¨lle die ersten Terme der Entwicklung
explizit und Gradabscha¨tzungen fu¨r die ho¨heren Terme. Dies ermo¨glicht es uns
dann, Aussagen u¨ber lineare Unabha¨ngigkeiten zu treffen.
Wir folgen dabei den Ideen aus [Gek88], mu¨ssen sie aber unserer Situation anpas-
sen. In [Gek88] ist der zugrunde liegende Ring stets ein Hauptidealring, so daß
dort die Idealklassengruppe trivial ist.
Der U¨bergang zu dem affinen Koordinatenring einer elliptischen Kurve fu¨hrt zu
einem erheblichen, vor allem technischen Mehraufwand in allen Rechnungen.
Das Ergebnis, das wir erhalten werden, spiegelt aber auch die zunehmende Kom-
plexita¨t des Raumes von Modulformen wider. In (5.4) werden wir feststellen,
daß wir allein mit Eisensteinreihen vom Gewicht k keine Basis des Raumes der
Modulformen vom Gewicht k und Typ 0 konstruieren ko¨nnen.
Aus den Rechnungen wird ersichtlich, daß wir ebenso die Eisensteinreihen zu ei-
nem beliebigen Stabilisator GL(Y ) eines Gitters Y berechnen ko¨nnen. Allerdings
macht dies die Einfu¨hrung zusa¨tzlicher Faktoren und neuer Bezeichner notwendig.
Aus Gru¨nden der U¨berschaubarkeit konzentrieren wir uns daher auf die Eisen-
steinreihen zu G(A).
Wir fu¨hren diese und alle weiteren Entwicklungen bezu¨glich der normierten Uni-
formisierenden (vgl. (4.4.4)) durch. Damit gleichen wir unsere Notationen den
aus [Gek86, VI ff.], [Gek88] und [Cor97] an, weichen aber von denen in [Gek97a]
ab (vgl. auch (5.5)).
Eisensteinreihen zu G(A)
Eine Eisensteinreihe zu einem gegebenen Gitter Y ist genau dann Modulform fu¨r
G(A), wenn das zugeho¨rige Gitter Y invariant unter G(A) ist.
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5.2.11 Lemma. Sei Y ein A-Gitter vom Rang 2 in K2, das G(A)-invariant ist.
Dann existiert ein gebrochenes Ideal c, so daß gilt:
Y = c e1 + c e2 .
Beweis. Zu jedem A-Gitter Y in K2 existieren eine Basis (b1, b2) und gebrochene
Ideale a, b, so daß Y = a b1 + b b2 ist. Diese Darstellung ist allerdings nicht
eindeutig.
Wir schneiden nun Y mit der Richtung Ke1; dabei existiert ein gebrochenes
Ideal c, so daß Y ∩Ke1 = ce1 ist. Nun existiert ein Untermodul T in Y , so daß
Y = T ⊕ ce1 ist (vgl. [CR62, II.22]). Dieser ist gegeben durch ein gebrochenes
Ideal g und einen Vektor d ∈ K2, also T = gd, wobei Ideal und Vektor nicht
eindeutig bestimmt sind. Wir wa¨hlen beide nun so, daß d = d1e1 + d2e2 ist sowie
d1, d2 in A liegen und teilerfremd sind (gegebenenfalls mu¨ssen wir dazu das Ideal
g entsprechend aba¨ndern).






hat nur Eintra¨ge in A und Determinante 1, ist also in G(A). Es ist nun
(d1, d2)γ = (h1d1 + h2d2, 0) = (1, 0) .
Da Y G(A)-invariant ist, erhalten wir (gd)γ = ge1 ⊂ ce1. Aus dem gleichen
Grund ist (ce1)γ
−1 = cd ⊂ ge1. Daraus ergibt sich g = c und Y = cd+ ce1.
Genauer ist
Y ={c1(d1e1 + d2e2) + c2e1 | c1, c2 ∈ c}
={(c1d1 + c2)e1 + c1d2e2 | c1, c2 ∈ c}
Fu¨r alle c ∈ c ist cd1e1 ∈ Y und cd1e1 ( 0 11 0 ) = cd1e2 ∈ Y . Daher ist cd1 ⊂ cd2. Da
aber d1 und d2 in A liegen und teilerfremd sind, folgt d2 ∈   ∗q.
Wir ko¨nnen das Gitter also auch beschreiben durch
Y = {c1(d1e1 + e2) + c2e1 | c1, c2 ∈ c} = {(c1d1 + c2)e1 + c1e2 | c1, c2 ∈ c} .
Damit ist ce1 + ce2 ⊂ Y . Offensichtlich ist aber auch Y ⊂ ce1 + ce2. Und damit
folgt die Behauptung.
Nach (1.3) ko¨nnen wir jedes gebrochene Ideal c schreiben als c = c · q, wobei
q ein Primideal vom Grad 1 oder das triviale Ideal (1) und c ein Element aus
K ist. Nach den obigen Ausfu¨hrungen unterscheiden sich die Eisensteinreihen zu
ce1 + ce2 und qe1 + qe2 nur um einen (konstanten) Faktor.
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5.2.12 Korollar. Sei Y (q) := qe1 + qe2. Die Eisensteinreihen zu G(A) sind
bis auf konstante Faktoren aus K∗ gegeben durch E
(k)
Y (q), wobei q ∈ Pic(A) das
Standardrepra¨sentantensystem der Idealklassen durchla¨uft.
Wollen wir nun fu¨r ein q ∈ Pic(A) die Eisensteinreihe E(k)Y (q) in der Spitze S(p)
entwickeln, so wa¨hlen wir eine Matrix ϑ ∈ G(K) mit
Y (q)ϑ = qpe1 + qp
−1e2 =: Y˜
nach (5.2.3). Dazu ko¨nnen wir die in (3.1.2) bestimmte Matrix wa¨hlen, um einen
eventuell notwendigen Automorphismus von pe1+p





Da ein c ∈ K∗ und ein r ∈ Pic(A) existieren, so daß cqp = r ist, und sich
die Eisensteinreihen zu qpe1 + qp
−1 und re1 + cqp
−1 nur um den Faktor c−k
unterscheiden, ko¨nnen wir nun fu¨r den Rest dieses Abschnittes annehmen:
5.2.13 (Annahme). Bis zum Ende dieses Abschnittes bezeichnen wir mit
q ∈ Pic(A) das triviale Ideal (1) oder ein Primideal vom Grad 1, mit b ein gebro-
chenes Ideal und mit Y das Gitter
Y = qe1 + be2 .
Weiter fixieren wir eine Gitterinvariante ξ(b) zu b und L := ξ(b)b.
Goss-Polynome




Grad k in SΛ,1(z) sind. Gekeler nennt diese Polynome in [Gek88] Goss-Polynome.
Statt der formalen Definition geben wir hier eine konstruktive Beschreibung dieser
Polynome.
5.2.14 Definition. ([Gek88, 3.4., 3.10.]) Zu einem A-Gitter Λ ⊂ C definieren
wir die Goss-Polynome GΛ,k rekursiv durch
(i) Fu¨r 1 ≤ k ≤ q ist GΛ,k(X) = Xk,
(ii) fu¨r alle k ≥ 0 ist GΛ,k(0) = 0, insbesondere ist GΛ,0 ≡ 0,
(iii) fu¨r p = char(
 
q) ist GΛ,pk(X) = GΛ,k(X)
p,
(iv) mit eΛ(z) =
∑
i≥0 α(Λ, i)z
qi ergibt sich rekursiv fu¨r jedes k > 0





Diese Rekursion ist u¨berbestimmt. Die Bedingungen sind jedoch miteinander
vertra¨glich.
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5.2.15 Beispiel. (i) GΛ,q−1(X) = X
q−1 = GΛ,1(X)
q−1.
(ii) Fu¨r k = q2 erhalten wir
GΛ,q2(X) = X
q2 = X(GΛ,q2−1(X) + α(Λ, 1)GΛ,q2−q(X)) ,
und somit ist
GΛ,q2−1(X) = X
q2−1 − α(Λ, 1)Xq(q−1) .
(iii) Entsprechend ist
GΛ,q3−1(X) = X
q3−1 − α(Λ, 1)Xq(q2−1) + (α(Λ, 1)q+1 − α(Λ, 2))Xq2(q−1) .
Induktiv folgt
5.2.16 Korollar. Sei j > 0 und GΛ,qj−1(X) =
∑
i≥0 biX
i. Ist bi 6= 0, so ist
i ≡ 0, q − 1 mod q(q − 1).
Die Goss-Polynome entsprechen den Newton-Formeln fu¨r Potenzsummen von














(z − λ)−k . (5.2.17)
5.2.18 (Annahme). Sei nun stets k = qj − 1 fu¨r ein j ∈  .
Analog zu [Gek88] ko¨nnen wir nun die Eisensteinreihe E
(k)
Y (z) durch Goss-
Polynome in tb ausdru¨cken.
Nach (1.1.11) bzw. (1.1.12) ist fu¨r jedes Element aus q der Term ho¨chsten Grades
eindeutig bestimmt.
Zu einem Element g ∈ A existiert ein eindeutig bestimmtes Paar (i1, i2) nicht
negativer Zahlen mit
deg(g) = 2i1 + 3i2 und i2 ∈ {0, 1} ,
und g ist genau dann normiert, wenn gilt
g(x, y) = xi1yi2 + h(x, y) mit h ∈ A und deg(h) < deg(g) .
Ist nun (α, β) ∈ E(   q) und q = (x−α, y−β) sowie g ∈ q, so existieren eindeutig
bestimmte Polynome g1(x), g2(x) ∈   q[x] ⊂   q[x, y] mit
g(x, y) = (x− α)g1(x) + (y − β)g2(x) .
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Ist g normiert, so ist, falls deg(g) gerade bzw. ungerade ist, g1 bzw. g2 normiert.
Betrachten wir nun zudem E
(k)
Y (z), wenn wir z gegen∞ gehen lassen, so erhalten




























Nach (4.4.4) ist tb(z) = (ξ(b)eb(z))





fu¨r alle a ∈ q. Damit erhalten wir die Entwicklung
E
(k)









Nun stellen sich zwei Probleme.
Zuna¨chst einmal mu¨ssen wir tb(az) in einen Ausdruck in tb(z) u¨berfu¨hren. Aus
der Entwicklung bezu¨glich tb(z) wollen wir dann eine Entwicklung bezu¨glich
des
”
richtigen“ Parameters tq−1b(z) erhalten. Hierzu mu¨ssen wir einerseits den
Drinfeld-Modul ρL und andererseits die Isogenie ρLq heranziehen.
Die einzelnen Schritte werden wir nun nacheinander abarbeiten und in den letzten
zwei Unterabschnitten unsere Ergebnisse zusammenfassen.
Auswertung von Uniformisierenden mit transformiertem Argument
5.2.20 Definition. Seien b ein gebrochenes Ideal und L := ξ(b)b ein spezielles
Gitter in der A¨hnlichkeitsklasse von b sowie ρL der sgn-normalisierte Drinfeld-
Modul vom Rang 1 zum Gitter L. Weiter seien a ⊂ A ein ganzes Ideal und a ∈ A













Dabei heißt Rba(X) das a-te Kreisteilungspolynom aus A[X].
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5.2.21 Lemma. Es gelten
(i) Rb(a)(X) = sgn(a)
−1Rba(X).
(ii) Rba(X) ist ein Polynom vom Grad q
deg(a) − 1.
(iii) Rba(X) ist ein Polynom in X
q−1, die auftretenden Exponenten sind von der
Form qdeg(a) − qi mit 0 ≤ i ≤ deg(a).
(iv) Rba(0) = 1.
(v) Rba(X) ist unabha¨ngig von der Wahl der Gitterinvarianten.
Beweis. Zu zeigen ist nur die letzte Aussage, und diese folgt aus (2.3.18) und
(5.2.4). Der Rest ergibt sich aus der Definition.
5.2.22 Beispiel. (i) Ist ε ∈   ∗q, so ist Rbε(X) = ερL1 (X−1)Xq0 = ε.
(ii) Fu¨r alle ε ∈   q ist
Rbx+ε(X) = 1 + coeff(ρ
L
x , 1)X
q2−q + (x + ε)Xq
2−1 .












Beweis. Es ist tb(az) = e
−1
L (ξ(b)az) und
e−1L (ξ(b)az) = ρ
L












fu¨r alle d ∈  ∪ {0} getrennt auszuwerten.
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auswerten, was wir fu¨r kleine d auch tun. Aus diesem Lemma ergibt sich auch,
wie Partialsummen, in denen ho¨here tb-Potenzen aufaddiert werden, ausgewertet
werden ko¨nnen.





2 , falls 2 | i
x
i−3
2 y , falls 2 |6 i ,
dann gilt die Bijektion von Mengen
{a ∈ A | deg(a) = d, a normiert} ∼−→ {Td+εd−1Td−1+. . .+ε2T2+ε0 | εi ∈   q∀i} .
Auch die Elemente eines Primideals lassen sich in analoger Weise aufza¨hlen.
5.2.24 Beispiel. Ist q = (x− α, y − β) fu¨r (α, β) ∈ E(   q), so sind
{a ∈ q | deg(a) = 2, a norm.} = {x− α} ,
{a ∈ q | deg(a) = 3, a norm.} = {y − β + ε(x− α) | ε ∈   q} .





die Vorgehensweise aus [Gek88, 10.6 bis 10.9] wa¨hlen.
Das Verfahren beruht im Wesentlichen darauf,∑
ε∈   q
(X + εZ)−1 = −Zq−1(Xq −XZq−1)−1 (5.2.25)








Damit la¨ßt sich fu¨r jede Partialsumme der Exponent der kleinsten tb-Potenz
bestimmen. Mit (5.2.21), (5.2.22)(iii) und der oben eingefu¨hrten Notation ließen
sich sowohl Za¨hler als auch Nenner exakt bestimmen.
Solche Rechnungen werden allerdings sehr schnell unu¨berschaubar.
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5.2.26 Beispiel. Fu¨r q = (1) sind die am einfachsten auszuwertenden Partial-
summen die zu d = 0 und d = 2. Es gibt nur ein normiertes Element vom Grad
0, na¨mlich 1 selbst. Nach Definition ist
Rb1(tb) = 1 .
Fu¨r d = 2 sind alle normierten Elemente aus A von der Form x − ε mit ε ∈   q.











































5.2.27 Beispiel. Ist q ein Primideal vom Grad 1, so existiert ein
 
q-rationaler
Punkt (α, β) ∈ E(   q) mit q = (x − α, y − β). In q gibt es keine Elemente vom









Auch in unserer Situation ko¨nnen wir die U¨berlegungen aus [Gek88, 10.8] fu¨r
den Beitrag kleinster Ordnung einer Partialsumme an der Reihenentwicklung
ausfu¨hren.
Allerdings mu¨ssen wir beachten, daß in A kein Element der Ordnung 1 existiert.
Ist q 6= (1), so ist q = (x− α)   q[x] + (y − β)   q[x] fu¨r geeignete α, β ∈   q.
Analog zu [Gek88, 10.9] erhalten wir
5.2.28 Lemma. Wir setzen fu¨r d ≥ 2
k1 = (q−1)
(














= (−1)d−1tkb + {Terme ho¨herer Ordnung} ;
dabei ist k = k1, falls q = (1) ist, und fu¨r ein Primideal q ist k = k2.
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Mit wachsendem d wa¨chst also auch der Exponent der kleinsten auftretenden
tb-Potenz in der Auswertung der Partialsumme.
5.2.29 Beispiel. Fu¨r d = 3 ko¨nnen wir die Potenz k aus dem obigen Lemma
auch direkt, also ohne Hilfe des Lemmas, berechnen.
Im Fall q = (1) mu¨ssen wir (5.2.25) zweimal anwenden:
∑
ε1,ε2∈   q










1 − (Xq3 −X3Xq−11 )(Xq2 +Xq−11 X2)q−1
Setzen wir nun X1 = t
q3−1




x und X3 = R
b
y, dann erhalten wir
k = (q4 − 1)(q − 1).
Ist q = (x−α, y−β) ein Primideal vom Grad 1, so sind alle normierten Elemente
vom Grad 3 in q von der Form y − β + ε(x − α). Setzen wir in (5.2.25) nun




x−α, dann erhalten wir k = (q
3 − q2)(q − 1).
Zudem sind die folgenden Feststellungen hilfreich, wenn ho¨here Potenzen ausge-
wertet werden sollen.
5.2.30 Lemma. ([Gek88, 10.6 und 3.11]) Fu¨r festes Z 6= 0 gilt
∑
ε∈   q





Sind Z 6= 0 fest und j ∈  , dann ist∑
ε∈   q





(X − Z1−qXq)qi−qj .
5.2.31 Beispiel. Es ist∑
ε∈   q
(X − εZ)1−q2 = (X − Zq−q2Xq2)(Xq2 − Zq2(1−q)Xq3)−1 .
Mit Hilfe von (5.2.30) ko¨nnen wir nun die (q − 1)-ten Potenzen der Partialsum-
men aus den Beispielen (5.2.26) und (5.2.27) berechnen. Unter Verwendung von
Lemma (5.2.28) bzw. Beispiel (5.2.29) ko¨nnen wir auch eine Abscha¨tzung der
Ordnungen der Partialsummen bestimmen, die wir von Elementen aus q von














+ {Terme der Ordnung ≥ (q5 − q4 + q3 − q + 1)(q − 1)} ,
falls q trivial ist.
Und fu¨r ein Primideal q = (x− α, y − β) vom Grad 1 ist
ξ(b)q−1E
(q−1)
Y (z) = E
(q−1)(L)− tq2(q−1)b Rbx−α(tb)1−q
+ {Terme der Ordnung ≥ (q5 + 2q3)(q − 1)} .
Zu Rba fu¨r ein a ∈ A erhalten wir (Rba)−1 als Potenzreihe in tb durch formales
Invertieren.





































die mi durch Koeffizientenvergleich und erhalten
i mi
0 1
1 ≤ i < q2 − q 0
q2 − q −r1
q2 − q < i < q2 − 1 0
q2 − 1 −r2
sowie mi +mi−(q2−q)r1 +mi−(q2−1)r2 = 0 fu¨r i > q
2 − 1. Somit ist
Rbx+ε(tb)




b + {Terme ho¨herer Ordnung} .
Nun ist es also mo¨glich, die Eisensteinreihe E
(k)
Y als Potenzreihe in tb auszu-
dru¨cken.
Von tb nach tq−1b
Sei q 6= (1). Den Zusammenhang zwischen tb und tq−1b liefert die Isogenie ρLq .
Nach (2.3.21) ist





































−1 in einer Potenzreihe in tb auszudru¨cken. Auch hier wa¨hlen









und erhalten durch Koeffizientenvergleich
j mj
0 i−12
1 ≤ j < q − 1 0
q − 1 −i1i−22
j > q − 1 −i1i−12 ·mj−q+1i2
,
also insgesamt







































und Koeffizientenvergleich lassen sich nun die ersten Terme in der Entwicklung
von E
(k)
Y (z) bezu¨glich des Parameters tq−1b explizit bestimmen.
Fu¨r k = q − 1 fu¨hren wir dies nun aus. Dabei mu¨ssen die beiden Fa¨lle q = (1)
und q 6= (1) unterschieden werden.













+ {Terme der Ordnung ≥ (q5 − q4 + q3 − q + 1)(q − 1)} .
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2−1)(q−1) = 1− t(q2−1)(q−1) + rq1tq
3−q2 − r1tq3−2q+1 + (rq2− r2)tq
3−q .




5.2.36 Proposition. Sei Y = Ae1+be2 fu¨r ein gebrochenes Ideal b. Dann hat die
Eisensteinreihe E
(q−1)




Y (z) = E
(q−1)(L) + tq−1 − t(q−1)(q3−q+1) + t(q−1)q(q2+q−1)
+ {Terme ho¨herer Ordnung} .
Sei nun q = (x− α, y − β) ein Primideal vom Grad 1.















































+ {Terme ho¨herer Ordnung} .
Zusammen mit der Abscha¨tzung aus (5.2.32) ist also
B = ξ(b)q−1E(q−1)(L)− ξ(b)q−1sq3−q2 − ξ(b)q−1r1sq3−q
− ξ(b)q−1r2sq3−1 + {Terme ho¨herer Ordnung} .











Nun ist offensichtlich c0 = b0 = ξ(b)
q−1E(q−1)(L).
Da genau dann jq = q3 − q2 ist, wenn j = q(q − 1) ist, und sqj
ij2
6= 0 ist, sind die
cj = 0 fu¨r alle 1 < j < q(q − 1).
Der Koeffizient von sq



























2(q−1) + . . . .
Wegen bq2(q−1) = −ξ(b)q−1 ist cq(q−1) = −ξ(b)q−1iq(q−1)2 .










wa¨hrend wir in B den Ausdruck
−ξ(b)q−1r1sq(q−1)(q+1)
ermittelt haben. Wir fu¨hren nun den Vergleich der Koeffizienten durch und ver-

























q − r1) .
Es gilt also
5.2.37 Proposition. Wir verwenden die Bezeichnungen aus (5.2.13). Seien q =
(x − α, y − β) ein Primideal vom Grad 1 und b ein gebrochenes Ideal mit einer
Gitterinvarianten ξ(b). Des weiteren seien i2 und r1 gegeben durch
Rbx−α(tb) = 1 + r1 t
q2−q










Dann hat die Eisensteinreihe E
(q−1)
Y in tq−1b die Entwicklung
E
(q−1)
Y (z) = ξ(b)






q − r1) t(q−1)(q+1)q−1b
+ {Terme ho¨herer Ordnung} .
Verhalten einer Eisensteinreihe in allen Spitzen
Ausgangspunkt unserer U¨berlegungen war die Entwicklung einer Eisensteinreihe
E
(k)
Y (q) in allen Spitzen.
Wir fassen nun unsere U¨berlegungen fu¨r k = q − 1 zusammen. Voru¨bergehend




−1b, b) + i1(q
−1b, b)tq−1b )
−1
Rbx+ε(tb) = 1 + r1(b, x+ ε)t
q2−q












(z) = E(q−1)(A)− ξ((1))q−1tq−1 − ξ((1))q−1t(q−1)(q3−q+1)
+ {Terme ho¨herer Ordnung} .
Sind p = (x − α, y − β) ein Primideal vom Grad 1 und Yϑ = pe1 + p−1e2, so
ergibt sich das Verhalten von E
(q−1)
Y




−1)q−1E(q−1)(L)− ξ(p−1)q−1 i2(p−2, p−1)q2−q t(q−1)qp−2
− ξ(p−1)q−1 i2(p−2, p−1)q2−1(D(ρLp )q − r1(p−1, x− α)) tq
2−1
p−2
+ {Terme ho¨herer Ordnung} ,
wobei L = ξ(p−1)p−1 fu¨r eine beliebige Gitterinvariante ξ(p−1) ist.
Fu¨r nichttriviale q nutzen wir die Struktur der Idealklassengruppe.
Seien nun (α, β), (α, β ′) ∈ E(   q) zwei (nicht notwendig verschiedene)   q-rationale
Punkte (dann ist (α, β ′) = −(α, β)). Wir setzen q = (x − α, y − β) und q′ =
(x − α, y − β ′). Dann ist q′ = (x − α)q−1 (vgl. (1.3.5)), und daher ist q′q das
Hauptideal (x− α). Zudem ist qq′−1 = (x− α)q′−2. Somit ist∑′
a∈qq′
b∈qq′−1




(az + b)−k .
Betrachten wir nun einen Repra¨sentanten p 6= q′ der Picardgruppe, so finden wir
ein c(qp) ∈ K∗ und einen Repra¨sentanten q˜ = (x− α˜, y− β˜), so daß c(qp)qp = q˜
ist.
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Hier ko¨nnen wir nun schreiben∑′
a∈qp
b∈qp−1




(az + b)−k ,
da c(qp)qp−1 = q˜p−2 ist. Insgesamt erhalten wir nun
5.2.40 Satz. Mit den Bezeichnungen von oben und Y = Y (q) = qe1 + qe2 ergibt
sich das Verhalten von E
(q−1)












+ {Terme ho¨herer Ordnung} ,
wobei Y ϑ = qq′e1 + qq
′−1e2 ist.




Y,[ϑ] (z) = c(qp)
(
E(q−1)(q˜p−2)− ξ(q˜p−2)q−1 i2(p−2, q˜p−2)q2−q tq(q−1)p−2
−ξ(q˜p−2)q−1 i2(p−2, q˜p−2)q2−1(D(ρLq˜ )q − r1(q˜p−2, x− α˜))t(q−1)(q+1)p−2
)
+ {Terme ho¨herer Ordnung} ,
wobei Y ϑ = qpe1 + qp
−1e2 ist.
Verhalten von allen Eisensteinreihen in einer Spitze
Nun ko¨nnen wir auch den Blickpunkt wechseln und das Verhalten der Eisen-
steinreihen E
(q−1)
Y (q) (z) fu¨r die verschiedenen Idealklassenrepra¨sentanten q in einer
fixierten Spitze S(p) betrachten.
Wir notieren hier nur die fu¨r uns wesentlichen Daten.
(i) In der Spitze S(∞) erhalten wir:
(a) Die Laurentreihenentwicklung der (q− 1)-ten Eisensteinreihe zum tri-
vialen Gitter hat den konstanten Term E(q−1)(A) und den kleinsten
nichttrivialen Exponenten q − 1.
(b) Ist q 6= (1) der Standardrepra¨sentant einer Idealklasse, so hat die
Laurentreihenentwicklung von E
(q−1)
Y (q) den konstanten Term E
(q−1)(q)
und den kleinsten nichttrivialen Exponenten q(q − 1).
(ii) In einer Spitze S(p) 6= S(∞) erhalten wir:
(a) Ist p′ ∈ [p−1] der Standardrepra¨sentant der Klasse [p−1], so hat die
Laurentreihenentwicklung der Eisensteinreihe E
(q−1)
Y (p′) (z) den konstan-
ten Term (x − α)1−qE(q−1)(p−2) und den kleinsten nichttrivialen Ex-
ponenten q − 1.
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(b) Ist q 6= p′ ein Standardrepra¨sentant einer Idealklasse, dann
hat die Laurentreihenentwicklung von E
(q−1)
Y (q) den konstanten Term
E(q−1)(qp−1) und den kleinsten nichttrivialen Exponenten q(q − 1).
Zur besseren U¨bersicht fassen wir dies hier noch einmal kurz in einer Tabelle
zusammen:
Spitze q zu E
(q−1)
Y (q) Konstante Exponent
S(∞) (1) E(q−1)(A) q − 1
q 6= (1) E(q−1)(q) q(q − 1)
S(p) 6= S(∞) p′ (x− α)1−qE(q−1)(p−2) q − 1
q 6= p′ E(q−1)(qp−1) q(q − 1)
5.2.41 Bemerkung. Auch hier nehmen in gewisser Weise die Zweiteilungspunk-
te eine Sonderrolle ein. Sei p 6= (1) ein Standardrepra¨sentant der Picardgruppe.
Ist [p2] 6= [(1)], dann hat die Laurentreihenentwicklung der Eisensteinreihe E(q−1)Y (p)
in der Spitze S(p) den konstanten Term E(q−1)(A) und den kleinsten nichttrivialen
Exponenten q(q − 1).
Gilt hingegen [p2] = [(1)], dann hat die Laurentreihenentwicklung von E
(q−1)
Y (p) in
der Spitze S(p) zwar ebenfalls den konstanten Term
E(q−1)(A) = (x− α)1−qE(q−1)(p−2) ;
der kleinste nichttriviale Exponent ist hier allerdings q − 1.
5.2.42 Korollar. Sei Y (q) = qe1 + qe2. Durchla¨uft q ein Repra¨sentantensy-
stem der Picardgruppe, so sind die Eisensteinreihen E
(q−1)
Y (q) paarweise linear un-
abha¨ngig.
Beweis. Seien q1 6= q2 Standardrepra¨sentanten der Picardgruppe. Weiter sei q′1
bzw. q
′
2 der Standardrepra¨sentant zu [q
−1
1 ] bzw. [q
−1
2 ]. Vergleichen wir nun deren




2), so ergibt sich
die Aussage des Korollars.
Lineare Unabha¨ngigkeit
Sei weiterhin Y (q) = qe1 + qe2 und k = q
j − 1 mit j ∈  . Um die lineare
Unabha¨ngigkeit der {E(k)Y (q) | q ∈ Pic(A)} nachzuweisen, genu¨gt es, die konstan-
ten Terme der Entwicklungen na¨her zu betrachten. Diese haben wir in (5.2.19)
allgemein bestimmt.
Wir stellen sie nun noch einmal aus Sicht der Spitze S(p) mit p = (x−α0, y−β0),
in der entwickelt wird, zusammen. Die Matrix ϑ erfu¨llt (Ae1+Ae2)ϑ = pe1+p
−1e2
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fu¨r S(p) 6= S(∞), im Fall S(p) = S(∞) setzen wir ϑ = ( 1 00 1 ). Mit p′ bezeichnen
wir den Standardrepra¨sentanten von [p−1].
Spitze q ∈ Pic(A) Y (q)ϑ konst. Term
S(∞) (1) Ae1 + Ae2 E(k)(A)
q 6= (1) qe1 + qe2 E(k)(q)
S(p) 6= S(∞) p′ (x− α0)Ae1 + p′p−1e2 (x− α0)−kE(k)(p−2)






mit b(q) ∈ C und nehmen an, daß B(z) ≡ 0 ist. Dann muß in jeder Spitze die
Laurentreihenentwicklung von B(z) den konstanten Term 0 haben.










ε−k + {Terme ho¨herer v∞-Bew.}
=− 1 + {Terme ho¨herer v∞-Bew.} ,




(ε(x− α))−k + {Terme ho¨herer v∞-Bew.}
=− (x− α)−k + {Terme ho¨herer v∞-Bew.}
Also ist v∞(E
(k)(A)) = 0 und v∞(E
(k)(q)) = 2k ≥ 2. Daher ist const(k,∞) = 0,
also v∞(const(k,∞)) =∞, nur mit b((1)) = 0 zu erreichen.











b(q)E(k)(qp−1) + b(p′)(x− α0)−k E(k)(p−2) .
Die liefert uns ein Gleichungssystem Bv = 0:
Die Matrix B ∈ Mat(hK−1,C) entha¨lt als Eintra¨ge die verschiedenen konstanten
Terme der Summanden von B(z). Dabei durchlaufen die Zeilen die nichttrivialen
Elemente der Picardgruppe, wa¨hrend die Spalten die von S(∞) verschiedenen







(denn es ist (x − α−k0 )E(k)(p−2) = E(k)(p′p−1)). Die Zeilen des Vektors v =
(b(q))q∈Pic(A)−{(1)} durchlaufen ebenfalls die nichttrivialen Elemente der Picard-
gruppe.
Zum Nachweis der linearen Unabha¨ngigkeit der Eisensteinreihen vom Typ k
genu¨gt es nun zu zeigen, daß die Matrix B regula¨r ist. Dazu benutzen wir das
folgende aus der Numerik bekannte Lemma.
5.2.43 Lemma. Ist B ∈ Mat(n,C) eine diagonaldominante Matrix, d.h. gilt mit
B = (bi,j)1≤i,j≤n fu¨r alle 1 ≤ i, j ≤ n, i 6= j
|bi,i|∞ > |bi,j|∞
bzw. v∞(bi,i) < v∞(bi,j) ,
dann ist B eine regula¨re Matrix.
Beweis. Schreiben wir B = D(I + R) mit der invertierbaren Diagonalmatrix D,
der Einheitsmatrix I und der Matrix R mit Supremumsnorm < 1. Dann ist I+R
invertierbar mit der Inversen I −R +R2 − . . .
Wir bestimmen nun v∞(bq,p), wobei q und p die nichttrivialen Elemente der Pi-
cardgruppe durchlaufen.
Offensichtlich ist fu¨r q = p das Ideal qp−1 trivial, und v∞(E
(k)(A)) = 0.
Sei nun q 6= p. Zu dem Ideal qp−1 existieren ein c = c(qp−1) ∈ K∗ und ein
Primideal q˜ = (x− α˜, y − β˜) vom Grad 1, so daß
c · qp−1 = q˜









Da p, q und q˜ Primideale vom Grad 1 sind, folgt aus cq = q˜p, daß c den Grad 1
hat bzw. v∞(c) = −1 ist. Damit hat aber nun
E(k)(qp−1) = −ck(x− α˜)−k + ck · {Terme ho¨herer v∞-Bew.}
einen fu¨hrenden Term mit Bewertung −k + 2k = k, und insbesondere keinen
Term mit ∞-Bewertung 0, da k 6= 0 ist.
Fu¨r alle q, p ∈ Pic(A)− {(1)} und p 6= q gilt nun
v∞(bq,q) = 0 < 2k = v∞(bq,p) ,
da k gro¨ßer 0 ist. Mit (5.2.43) ist B also regula¨r. Also ist B(z) ≡ 0 nur mit
b(q) = 0 fu¨r alle q ∈ Pic(A) erreichbar. Wir haben bewiesen:
5.2.44 Satz. Die Menge {E(k)Y (q) | q ∈ Pic(A)} ist linear unabha¨ngig.
5.3 Kanonische Modulform ∆
Es bezeichnet Y = ae1 + be2 ein A-Gitter in K
2 mit Idealen a, b ⊂ K.
Von besonderem Interesse sind auch die Modulformen der Leitkoeffizienten sowohl
von φYa (z) = φ
Yz
a mit a ∈ A als auch der Isogenien φYn (z) = φYzn fu¨r ein Ideal n.
5.3.1 Definition. (i) Sei a ∈ A nicht konstant. Wir setzen
∆Ya (z) := coeff(φ
Yz
a , 2 deg(a)) .
Dabei ist coeff(. . .) die in (2.3.2) definierte Koeffizientenfunktion.
(ii) Sei (1) 6= n ∈ A ein Ideal. Dann definieren wir
∆Yn (z) := coeff(φ
Yz
n , 2 deg(n)) .
5.3.2 Bemerkung. (i) ∆Yn (z) ist eine Modulform vom Gewicht q
2 deg(n) − 1
und Typ 0 (vgl. (2.3.8) und (2.3.9) oder [Gek86, V.3.4.]).
(ii) Ist n = (a), dann ist ∆Yn = a ·∆Ya (siehe [Gek86, V.3.4.]).
(iii) Wir haben an dieser Stelle eine gewisse Inkonsistenz aus [Gek86] wiederholt:
die Definition der normalisierten Rang-1 Drinfeld-Moduln ρ aus (2.3.12)
fu¨hrt auf Isogenien mit Leitkoeffizient 1, wa¨hrend wir an dieser Stelle den
konstanten Term auf 1 normieren. In diesem Sinne ist (∆Yn )
−1 das zweidi-
mensionale Analogon von D(ρn) (vgl. [Gek86, V.3.5.]).
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Wir werden nun fu¨r ∆Yn und ∆
Y
a in den verschiedenen Spitzen jeweils eine Pro-
duktdarstellung angeben. Die einzelnen Rechenschritte zur Konkretisierung sind
in [Gek86, VI.1.–4.] fu¨r einen beliebigen Drinfeld-Ring ausgefu¨hrt und umfassen
dort dreizehn Seiten, wir werden sie hier nicht wiederholen.
An dem einfacheren Fall A =
 
q[T ], der in [Gek85] ausgefu¨hrt ist, la¨ßt sich die
Vorgehensweise klarer erkennen.
5.3.3 Proposition. ([Gek86, VI.4.11. und VI.4.12.]) Wir verwenden die Be-
zeichnungen aus (5.2.20) und aus (4.4.4) und setzen Rg := R
a−1b
g und t := ta−1b(z)
sowie m = a−1b.
(i) Sei n ⊂ A ein Ideal vom Grad d. Weiter sei
k := (q − 1)(Z[a−1n](q)− q2Z[a−1](q)) ,
wobei Z[n](S) die in (1.3.11) definierte partielle Zetafunktion ist (fu¨r spezi-
elle Werte: vgl. (1.3.12)). Dann besitzt ∆Yn eine Produktdarstellung
∆Yn (z) = ξ(b)














Hierbei ist ε ∈   ∗q eine (q − 1)-te Einheitswurzel.
Das Produkt konvergiert fu¨r jedes 0 < r < 1 uniform auf Kreisen mit
|t| ≤ r · q−(q2−q)−1.
Auf Ω hat ∆Yn keine Nullstellen.
(ii) Ist a ∈ A vom Grad d,
k = (1− q2d)(q − 1)Z[a−1](q) und e = qdeg(a)−deg(b) ,
dann ist







5.3.4 Bemerkung. Die Gitterinvariante ξ(b) ist zwar nur bis auf eine (q −
1)-te Einheitswurzel festgelegt, die (q2d − 1)-te Potenz ist dann aber eindeutig
bestimmt.
Die kanonische Modulform ∆Y wird aus den ∆Ya berechnet. Zu zwei Elementen
a, a′ ∈ A vom Grad d bzw. d′ mit ggT(d, d′) = 1 setzt Gekeler i = q2d − 1 und
i′ = q2d
′ − 1 sowie ggT(i, i′) = ni + n′i′ und erha¨lt ∆Y = (∆Ya )n(∆Ya′)n′.
Das Ergebnis ∆Y ist unabha¨ngig von den gemachten Wahlen a, a′, d, d′, i, i′. Dies
rechtfertigt auch den Zusatz
”
kanonisch“ fu¨r diese Modulform.
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5.3.5 Proposition. ([Gek86, VI.5.15.]) Die Bezeichnungen sind wie in (5.3.3)
gewa¨hlt.
(i) Fu¨r die kanonische Modulform ∆Y ergibt sich mit k = (1−q2)(q−1)Z[a−1](q)






(ii) ∆Y ist eine holomorphe Modulform fu¨r GL(Y ) vom Gewicht q2 − 1 (und
Typ 0).
(iii) Wegen [Gek86, VI.5.15.iii] hat ∆Y auf Ω keine Nullstelle.
(iv) k ist durch q − 1 teilbar und
∆Y = tk(1 + {Terme ho¨herer Ordnung}) ,
d.h. ∆Y hat eine Entwicklung in tq−1.




Infolgedessen ist nun das Verhalten von ∆Y in allen Spitzen bestimmt.
5.3.6 Korollar. Sei det(Y ) = d. Weiter seien die Spitzen von GL(Y )\Ω gegeben
durch s(dp, p−1) (vgl. (4.4)), wobei p die Picardgruppe durchla¨uft. Dann hat der




(1− q2)Z[(dp)−1](q) · s(dp, p−1) ∈ Div(GL(Y )\Ω) .
Wir wenden uns nun wieder der Betrachtung von MG(A) zu. Dazu fu¨hren wir
zuna¨chst vereinfachende Schreibweisen ein.
5.3.7 Vereinbarung. Das triviale Gitter Ae1 +Ae2 bezeichnen wir mit Y. Dann
definieren wir
∆ := ∆Y , ∆n := ∆
Y
n , ∆a := ∆
Y
a .
Die Gitterinvariante des trivialen Rang-1 Gitters A bezeichnen wir mit
pi := ξ((1)) .
Damit erhalten wir t(1) = pi
−1e−1(1) = pi
−1t(( 1 00 1 ) ,∞).
Mit den in (1.3.12) angefu¨hrten Werten der partiellen Zetafunktion und den Aus-
sagen (5.3.3) und (5.3.5) erhalten wir
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5.3.8 Korollar. (i) Seien p, p′ ∈ Pic(A) − {(1)} mit [p′] = [p−1]. Dann hat
∆p den Divisor
div(∆p) = div(∆p′) + (q
3 − q2 + q) · S(∞) +
∑
q∈Pic(A)−{(1),p′}
q · S(q) .
(ii) Der Divisor von ∆ ist
div(∆) = (q3 − q2 + 1) · S(∞) +
∑
q∈Pic(A)−{(1)}
q · S(q) .
Dieser hat den Grad
deg div(∆) = q3 − q2 + 1 + (hK − 1)q = P (q) ,
wobei P (S) = 1 − aS + qS2 mit a := 1 + q − hK das Za¨hlerpolynom der
Zetafunktion ist (vgl. (1.3.9)).
(iii) Die Elemente der Menge
{∆} ∪ {∆p | p ∈ Pic(A)− {(1)}}
sind linear unabha¨ngig.
Beweis. Zu zeigen ist nur (iii). Sei




eine Linearkombination in Mq2−1(G(A)). Wir nehmen nun an, daß B(z) ≡ 0 ist
und zeigen, daß dies nur fu¨r die triviale Linearkombination mo¨glich ist.
Aus den Teilen (i) und (ii) des Korollars erhalten wir fu¨r jeden Summanden ∆p(z)
und fu¨r ∆ die Nullstellenordnung in jeder Spitze S(q) bezu¨glich des Parameters
tq−2 (bzw. t(1) fu¨r S(∞)).
Wir ko¨nnen nun die Entwicklungen in den verschiedenen Spitzen als Gleichungs-
system in hK Gleichungen (fu¨r jede Spitze eine) und in hK Unbestimmten b(p)
mit p ∈ Pic(A)− {(1)} oder p =∞ auffassen.
Betrachten wir nun eine Spitze S(q) 6= S(∞). Sei q′ ∈ [q−1] der Standardrepra¨sen-
tant, dann hat bezu¨glich des Parameters tq−2
• ∆q′(z) die Nullstellenordnung q − 1,
• ∆p(z) mit p 6= q′ die Nullstellenordnung (q − 1)q,
• ∆(z) die Nullstellenordnung (q − 1)q.
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Um B(z) ≡ 0 zu erfu¨llen, muß also der Koeffizient b(q′) = 0 sein. Dies gilt aber
fu¨r alle q′ ∈ Pic(A)− {(1)}, also auch fu¨r alle q ∈ Pic(A)− {(1)}.
Es bleibt der Summand b(∞)∆(z). Und da ∆(z) 6≡ 0 ist, ist auch b(∞) = 0.




Y (q) | p ∈ Pic(A)− {(1)} und q ∈ Pic(A)}
ist linear unabha¨ngig.
Beweis. Aus (5.3.8) ist klar, daß die Elemente von {∆,∆p | p ∈ Pic(A) − {(1)}
linear unabha¨ngig sind; aus (5.2.44) wissen wir, daß die Eisensteinreihen E
(q2−1)
Y (q) ,
wobei q die Picardgrupe durchla¨uft, linear unabha¨ngig sind. Im Beweis der letzten
Aussage haben wir nachgewiesen, daß es keine nichttriviale Linearkombination
der (beteiligten) Eisensteinreihen gibt, die in allen Spitzen den konstanten Term
0 hat.










die Entwicklungen in den verschiedenen Spitzen, dann mu¨ssen alle b(q) = 0
sein, wenn wir B(z) ≡ 0 erfu¨llen wollen. Aus der linearen Unabha¨ngigkeit von
∆(z) und ∆p(z), p ∈ Pic(A) − {(1)}, folgt dann aber auch c(p) = 0 fu¨r alle
p ∈ Pic(A)− {(1)} oder p =∞. Damit ist das Korollar gezeigt.
Reihenentwicklung in den Spitzen
Wir wollen nun die ersten Terme der Potenzreihenentwicklung von ∆ in den
verschiedenen Spitzen bestimmen. In der Spitze S(∞) betrachten wir dazu ∆
selbst, in Spitzen S(p) 6= S(∞) wie u¨blich ∆[ϑ] = ∆Y , wobei Y = pe1 + p−1e2 und
Yϑ = Y ist.
Wir beginnen mit dem trivialen Gitter Y. Das triviale Element der Picardgruppe
ist [(1)] = {(a) | a ∈ K∗}, daher ist
{g ∈ [(1)] | g ganz} ∼−→ {a ∈ A | a normiert} ,
so daß wir die ersten Terme der Potenzreihenentwicklung von






(vgl. (5.3.5), (5.3.7) und (5.3.8)) direkt bestimmen ko¨nnen, denn es tragen zum
Koeffizienten einer t(1)-Potenz stets nur endlich viele der R
(1)
a bei.
Dabei ist es sinnvoll, die Elemente in A wieder dem Grade nach zusammenzufas-
sen und diese Produkte getrennt auszuwerten. Hierzu nutzen wir
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5.3.11 Lemma. Es gilt ∏
ε∈   q
(X − Zε) = Xq −XZq−1 .
Beweis. Wir ersetzen in Xq−X =∏ε∈   q X−ε die Unbestimmte X durch XZ .
Setzen wir


















q − x)tq(q2−1)(1) .
(5.3.13)
Betrachten wir die normierten Elemente in A vom Grad 3
{y − ε1x− ε2 | ε1, ε2 ∈   q} ,















































∗ (t(1)) =: R∗ gesetzt wurde.











































Ry−ε1x−ε2 = 1 + rt
q5−q4
(1) + {Terme ho¨herer Ordnung} ,
wobei r = coeff(ρ′y, 2) der Koeffizient eines normalisierten Rang-1 Drinfeld-
Moduls ρ′ ist, der isomorph zu ρ(1) ist.


















(1) + {Terme ho¨herer Ordnung} .
Beim Erheben dieses Ausdruckes in die (q − 1)(q2 − 1)-te Potenz entsprechen
die ersten Terme denen desselben Ausdruckes, da die Reihe mit dem konstanten
Term 1 beginnt. Zur Berechnung von ∆(z) mu¨ssen wir nun noch den Vorfaktor
beru¨cksichtigen (vgl. (5.3.10)).













+ {Terme ho¨herer Ordnung} .
Dabei ist r1 in (5.3.12) definiert.
Etwas aufwendiger ist es hingegen, die ersten Terme von ∆Y fu¨r Y = pe1 + p
−1e2
und nichttriviales p ∈ Pic(A) zu bestimmen.







bestimmen. Der besseren U¨bersicht wegen formulieren wir die notwendigen
Voru¨berlegungen und Berechnungen als Lemmata.
Wie u¨blich seien (α, β), (α, β ′) ∈ E(   q) mit (α, β ′) = −(α, β) und p = (x−α, y−
β) sowie p′ = (x− α, y − β ′). Weiter sei L := ξ(p−2)p−2 ein spezielles Gitter aus
der A¨hnlichkeitsklasse von p−2.
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5.3.15 Lemma. Es gilt die Bijektion von Mengen
{g ∈ [p−1] | g ganz} ∼−→ {(f)p′ | f ∈ A norm.} .
Beweis. Zu g ∈ [p−1] existiert ein f ∈ K mit g = fp−1, und fp−1 ist genau dann
ganz, wenn f(1, y−β
x−α
) ⊂ A ist. Also gilt (x − α) | f und f ∈ A. Andererseits ist
nach (1.3.5) (x− α)p−1 = p′.






Beweis. Nach [Hay79] ist
ρL(f)p′ = (p
′ ∗ ρL)(f)ρLp′ .
Da p′ ∗ ρL sgn-normalisiert ist, ist (p′ ∗ ρL)(f) = (p′ ∗ ρL)f . Zudem ist p′ ∗ ρL





zu gegebenem p′ und ρL und fu¨r alle f ∈ A erfu¨llt.





fu¨r alle f ∈ A. Die Isogenie ku¨rzen wir ab mit
ρLp′ = Dτ
0 + τ .
Zudem setzen wir Sf (X) = R
p−2
(f)p′(X).
5.3.18 Bemerkung. Es ist also (vgl. (2.3.21))
D = D(ρLp′) = ξ(p
−2)q−1(α((p′)−1p−2, 1)− α(p−2, 1))−1
= ξ(p−2)q−1(α((x− α)−2p′, 1)− α(p−2, 1))−1 ,
da nach (1.3.5) (p′)−1 = 1
x−α
p und p−1 = 1
x−α
p′ ist.
5.3.19 Lemma. (i) Es ist S1(X) = 1 +DX
q−1.
(ii) Ist f ∈ A ein normiertes Polynom vom Grad d ≥ 2, dann ist
Sf(X) = 1 + (D + l(f, d− 1))Xqd+1−qd + {Terme ho¨herer Ordnung} .
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l(f, i)τ i) =
deg(f)∑
i=0
D l(f, i)τ i +
deg(f)∑
i=0
l(f, i)qτ i+1 ,










Ist f normiert, so ist l(f, deg(f)) = 1.
Insbesondere erhalten wir
5.3.20 Lemma. Fu¨r alle ε ∈   q ist
Sx+ε(X) = 1 + (l(x, 1)
q +D)Xq




Beweis. Dies ist eine direkte Konsequenz aus (5.2.22).
Wir setzen










q2(q2−1) + {Terme ho¨herer Ordnung} .
Beweis. Nach (5.3.20) und (5.3.11) ist∏
ε∈   q






− (1 + s1Xq3−q2 + s2Xq3−q + s3Xq3−1)(Xq3−q +DXq3−1)q−1
















+ {Terme ho¨herer Ordnung} .
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= 1 +DXq−1 −DX (q−1)(q3−q2+1) −X (q−1)q(q2−1) + sq1X(q−1)q
3
+ {Terme ho¨herer Ordnung} . (5.3.23)
Betrachten wir das Teilprodukt u¨ber alle Elemente aus A vom Grad 3, so ko¨nnen
wir durch zweimaliges Anwenden von (5.3.11) den kleinsten nichtkonstanten Term
bestimmen. Dieser hat den Exponenten q6 − q5.
Wir halten das Ergebnis fest.
5.3.24 Satz. (vgl. (5.3.5) und (5.3.8)) Seien p ∈ Pic(A) − {(1)} ein Primideal
vom Grad 1 und Y = pe1 + p
−1e2 sowie ξ(p
−2) eine Gitterinvariante. Zum Gitter
L = ξ(p−2)p−2 setzen wir D = D(ρLp ) (na¨her bestimmt in (5.3.18)). Die Modul-
form ∆Y hat bezu¨glich der Uniformisierenden t := tp−2 die Reihenentwicklung









2−1 −Dt(q−1)(q3−q2+q−1) − t(q−1)q3
)
+ {Terme ho¨herer Ordnung} .
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Die genaue Kenntnis der kanonischen Modulform ∆ genu¨gt uns, um den Divisor-
grad einer Modulform von (allgemeinem) Gewicht k und Typ m zu bestimmen.
Wir werden dann einen Isomorphismus von Mk,m(G(A)) in den L-Raum L(D) =
H0(MG(A), D) zu einem geeigneten Divisor D konstruieren, dessen Dimension wir
schließlich noch bestimmen mu¨ssen.
Sei t(ϑ,G(A)) der Parameter zu einem Element s ∈   1(K). Dann hat eine Modul-
form f mit Gewicht k und Typ m im allgemeinen nur eine Entwicklung bezu¨glich
t(ϑ,G(A)), allerdings kann t(ϑ,G(A))−mf bezu¨glich t(ϑ,G(A))q−1 entwickelt wer-
den.
Nichtsdestotrotz weichen wir nun in der Definition fu¨r einen Divisor der Modul-




5.4.1 Definition. Sei f eine Modulform fu¨r G(A). Dann ist der Divisor














q − 1 [s] .
5.4.2 Bemerkung. Diese Definition macht Sinn, denn:
(i) Sind z1, z2 ∈ [z] ∈ G(A)\Ω zwei Elemente derselben Klasse, so ko¨nnen sich
die Entwicklungen einer Modulform f ∈ Mk,m(G(A)) zwar in z1 und z2
unterscheiden, nicht aber ihre Nullstellenordnung.
(ii) Da jede nichtkonstante holomorphe Modulform modulo G(A) nur endlich
viele Nullstellen hat, ist die Summe endlich.














k · P (q)
q2 − 1 ,
wobei P (S) = qS2−aS+1 mit a = 1+q−hK das Za¨hlerpolynom der Zetafunktion
der elliptischen Kurve ist (vgl. (1.3.9)).
Beweis. Das erste Gleichheitszeichen ergibt sich direkt aus der Definition.
Ist f eine Modulform vom Gewicht k und Typ m, so ist f 1−q
2
(∆Y )k eine modulare























Daher ist deg div(f 1−q
2
(∆Y )k) = 0. Andererseits hat ∆Y den Divisorgrad P (q)
(vgl. (5.3.8)), und daher ist
0 = deg div(f 1−q
2
∆k) = (1− q2) deg div(f) + k · deg div(∆)
= (1− q2) deg div(f) + k · P (q)
und somit deg div(f) = k·P (q)
q2−1
.
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5.4.4 (Strategie zur Dimensionsbestimmung). Wir werden die obige Propo-
sition nutzen, um eine Formel fu¨r die Dimensionen der Vektorra¨ume Mk,m(G(A))
zu beweisen.
Dazu werden wir uns einen geeigneten Divisor D konstruieren, so daß
Mk,m(G(A)) ∼= H0(MG(A), D) ist. Anschließend wollen wir den Satz von Riemann-
Roch anwenden. Mit unseren Methoden konstruieren wir gebrochene Divisoren,
der Satz von Riemann-Roch hingegen hat nur Gu¨ltigkeit fu¨r ganze Divisoren. Da-
her werden wir dann den gebrochenen Anteil des Divisors berechnen und daraus
den Grad des ganzzahligen Anteils ermitteln.
Zu einer Modulform f ∈ Mk,m(G(A)) ist die Ableitung f ′ im allgemeinen keine






















⇔ f ′(γz) d
dz
γz =








⇔ f ′(γz) det(γ)
(h3z + h4)2
=








⇔ f ′(γz) =(h3z + h4)
k+2
det(γ)m+1





Im Beweis der Dimensionsformel beno¨tigen wir ein geeignetes A¨quivalent. Daher
definieren wir nun
5.4.5 Definition. Seien wie in (5.3.7) festgelegt ∆ = ∆Y und pi die fixierte
Gitterinvariante des trivialen Gitters Y.
(i) Sei H(z) := pi−1 (∆)
′(z)
∆(z)
die normalisierte logarithmische Ableitung der ka-
nonischen Modulform. Ist Y = pe1 + p
−1e2 und ϑ ∈ G(K) mit Yϑ = Y , so









(ii) Zu einer gegebenen Modulform f ∈ Mk,m(G(A)) definieren wir die Serre-
Ableitung
∂f(z) := pi−1f ′(z) + k ·H(z) · f(z) .
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Die na¨chsten drei Lemmata zeigen, daß zu einer gegebenen Modulform f die
Serre-Ableitung ∂f eine Modulform ist und wie man deren Entwicklungen in den
von S(∞) verschiedenen Spitzen bestimmt.
5.4.6 Lemma. Die normalisierte logarithmische Ableitung H(z) der kanonischen
Modulform hat in der Spitze S(∞) bezu¨glich der Unformsierenden t(1) eine ein-
fache Nullstelle und in der Spitze S(p), p ∈ Pic(A)−{(1)}, bezu¨glich der Unifor-
misierenden tp−2 die Nullstellenordnung q.




(1) + {Terme ho¨herer Ordnung} .




(1) + {Terme ho¨herer Ordnung} .
Also hat H(z) = ∆
′(z)
∆(z)
in der Spitze S(∞) bezu¨glich t(1) eine einfache Nullstelle.
Sei nun S(p) 6= S(∞) und ϑ ∈ G(K) mit Yϑ = pe1 + p−1e2. Die Entwicklung von
H(z) in der Spitze S(p) erhalten wir, wenn wir Hϑ(z) in tp−2 entwickeln. Nach
(5.3.24) ist








+ {Terme ho¨herer Ordnung}
und mit (5.1.9) ist
(∆Y )′(z) =− ξ(p−1)q2−1D(ρLp )tq
2
p−2
+ {Terme ho¨herer Ordnung} .
Also hat H(z) = ∆
′(z)
∆(z)
die Nullstellenordnung q2 − q(q − 1) = q bezu¨glich des
Parameters tp−2.
5.4.7 Lemma. Ist f ∈Mk,m(G(A)), so ist ∂f ∈Mk+2,m+1(G(A)).






















H(z)− h3(h3z + h4)
pi det(γ)
,
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und daraus folgt das Transformationsverhalten von ∂f :

















H(z)− h3(h3z + h4)
pi det(γ)
)









pi−1f ′(z) + kH(z)f(z)
)
.
Ist nun f holomorph auf Ω, so auch ∂f , denn die logarithmische Ableitung H(z)
der kanonischen Modulform ist holomorph auf Ω (vgl. (5.3.5) (iii)). Die Holomor-
phie von ∂f in den Spitzen folgt aus der Holomorphie von f und H(z) in den
Spitzen (vgl. (5.4.6)).
5.4.8 Lemma. Seien ϑ ∈ G(K) eine Matrix und f eine Modulform vom Gewicht
k und Typ m. Dann ist
(∂f)[ϑ](z) = pi
−1(f[ϑ])
′(z) + k ·Hϑ(z)f[ϑ](z) .





. Nach Definition (5.1.2) ist fu¨r eine Modulform vom


















































































Zudem beno¨tigen wir noch zwei technische Definitionen.
5.4.9 Definition. Zu einer Zahl s ∈   bezeichnen wir mit bsc den ganzzahligen
Anteil und mit 〈s〉 = s− bsc den gebrochenen Anteil von s (es ist 0 ≤ 〈s〉 < 1).
Sei D =
∑
x∈G(A)\Ω axx ∈ div(G(A)\Ω)⊗   ein rationaler Divisor. Dann bezeich-





Der gebrochene Anteil von D ist D − bDc.











(z) = pi−1g′(z)−H(z)g(z) ∈Mq+1,1(Γ)
deren Serre-Ableitung und
D :=
k −m(q + 1)
q − 1 · div(g) +m · div(p) .
Dann ist die Abbildung
Mk,m(G(A)) −→ H0(MG(A), bDc)
f 7→ f p−m gm(q+1)−kq−1
wohldefiniert und ein Isomorphismus.
Beweis. Sei f ∈ Mk,m(G(A)). Dann ist fp−mg
m(q+1)−k
q−1 eine modulare Funktion,



















=(cz + d)n det(γ)of(z)p(z)−mg(z)
m(q+1)−k
q−1
mit n = k −m(q + 1) + (q − 1)m(q+1)−k
q−1
= 0 und o = −m +m = 0.
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Betrachten wir zuna¨chst H0(MG(A), bDc). Da f holomorph ist, ist
div(f p−m g
m(q+1)−k
q−1 ) ≥ −m div(p) + m(q + 1)− k
q − 1 div(g) = −D .
Die Abbildung ist also wohldefiniert. Zu jeder modularen Funktion
f˜ ∈ H0(MG(A), bDc)
ist f˜pmg
k−m(q+1)
q−1 eine Modulform vom Gewicht k und Typ m (vgl. [Shi71, 2.21]).
Somit ist Mk,m(G(A)) −→ H0(MG(A), bDc) ein Isomorphismus.
Um nun den Satz von Riemann-Roch anwenden zu ko¨nnen und damit
dim(Mk,m(G(A))) zu bestimmen, beno¨tigen wir den Grad von bDc.
Diesen berechnen wir, indem wir den Gesamtgrad ausrechnen und dann den ge-
brochenen Anteil abziehen. Da g in Mq−1,0(G(A)) und p in Mq+1,1(G(A)) liegen,




und deg div(p) =
P (q)




k −m(q + 1)
q − 1 · div(g) +m · div(p)
)
=
k −m(q + 1)
q − 1 ·
(q − 1)P (q)
q2 − 1 +m ·
(q + 1)P (q)
q2 − 1
=
(k −m(q + 1) +m(q + 1))P (q)
q2 − 1 =
kP (q)
q2 − 1 .
Da k ≡ 2m ≡ m(q + 1) mod q − 1 ist, ist k−m(q+1)
q−1
∈  . Um den gebrochenen
Anteil zu bestimmen, mu¨ssen wir nun also noch die gebrochenen Anteile von g
und p in allen Spitzen und den elliptischen Punkten bestimmen.
Die Modulform ∆ hat auf Ω keine Nullstellen, also auch nicht in den elliptischen
Punkten. Fu¨r die Eisensteinreihe gilt
5.4.11 Proposition. ([Gek86, VII.3.]) Sei Y = ae1 + be2 ein A-Gitter, a, b ge-
brochene Ideale. Dann hat die Eisensteinreihe E
(q−1)
Y in allen elliptischen Punkten
eine einfache Nullstelle.
Daher hat g(z) in den elliptischen Punkten eine einfache Nullstelle, wa¨hrend
p(z) = pig′(z)−H(z)g(z) keine Nullstelle in elliptischen Punkten hat.
Von den Eisensteinreihen wissen wir, daß sie in allen Spitzen invertierbar sind.
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Es bleibt das Verhalten von p(z) in den Spitzen zu bestimmen. Betrachten wir




(z) =E(q−1)(A) + piq−1tq−1(1) − piq−1t(q−1)(q
3−q+1)
(1)





(z))′ =piq−1tq(1) − t(q−1)(q
3−q+1)+1
(1) + {Terme ho¨herer Ordnung} .
Nach (5.4.6) hat H(z) bezu¨glich t(1) eine einfache Nullstelle und daher auch
p(z) = pig′(z)−H(z)g(z).











′ = ξ(p−1)q−1 i2(p
−2, p−1)(D(ρLp )
q − r1(p−1, x− α))tq2p−2
+ {Terme ho¨herer Ordnung} .
Die Ableitung der Eisensteinreihe hat also mindestens eine q2-fache Nullstelle in
der Spitze S(p). Nach (5.4.6) hat H(z) die Nullstellenordnung q bezu¨glich tp−2 .
Somit hat p(z) bezu¨glich tp−2 eine q-fache Nullstelle. Die Nullstellenordnungen in
den kritischen Punkten sind also:
ellipt. Pkt S(∞) S(p) 6= S(∞)
g 1 0 0
p 0 1 q
5.4.12 (Offene Frage). Der Gesamtgrad von div(p) ist deg div(p) = P (q)
q−1
(vgl.
(5.4.3)). Aus der Betrachtung der
”
kritischen Punkte“ erhalten wir einen Anteil
am Grad von
1 + q(hK − 1)
q − 1 .
Das bedeutet, daß wir auf G(A)\Ω eine gewisse Anzahl an Nullstellen haben, und
zwar
P (q)− (1 + q(hK − 1))
q − 1 = (q − 1)
−1(q3 − q2 − q + qhK + 1− (1 + qhK − q))
= (q − 1)−1(q3 − q2) = q2 .
5.4. Herleitung der Dimensionsformel 133
Dies entspricht q2 Klassen von Punkten auf Ω unter der Operation von G(A).
Diese konnten wir bislang nicht ermitteln. Auch fu¨r die Eisensteinreihen selbst
sind die (Klassen von) Nullstellen auf Ω nicht bekannt. Hier ermitteln wir mit





= q2 − 2q − 1 + hK
viele solcher Klassen gibt.
Offensichtlich ko¨nnen wir die gebrochenen Anteile des Divisors
D =
k −m(q + 1)
q − 1 div(g) +m div(p)
getrennt berechnen. Von diesen beno¨tigen wir allerdings nur den Grad. Es ist











. Der gebrochene Anteil von D hat daher den Grad〈




















da nach (4.3.5) P (−1) = #Ell(G(A)) und nach (1.3.9) P (1) = hK ist. Daraus
folgt direkt
deg(bDc) = k P (q)
q2 − 1 −
(〈











Da MG(A) das Geschlecht 0 hat, liefert der Satz von Riemann-Roch fu¨r
deg(bDc) > −2, daß
dim(H0(MG(A), bDc)) = 1 + deg(bDc)
ist, und fu¨r deg(bDc) ≤ −2, daß dim(H0(MG(A),bDc)) = 0 ist (vgl. [Ros02, 5.4]).
Voru¨bergehend schreiben wir d := deg(bDc).
Falls k −m(q + 1) ≥ 0 ist, ko¨nnen wir den Grad von bDc leicht abscha¨tzen. Da





(q2 − 1) ≤ k −m(q + 1) ist, erhalten wir aus
der Gleichung (5.4.13)
(q2 − 1)d ≥ kP (q)− (k −m(q + 1))P (−1) +m(q + 1)P (1)
= k(P (q)− P (−1))︸ ︷︷ ︸
≥0
+m(q + 1)(P (−1)− P (1))
≥m(q + 1)(P (q)− P (−1) + P (−1)− P (1)) ≥ 0 .
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Der Grad des Divisors ist unter der obigen Bedingung also nicht negativ.
Ist nun k − m(q + 1) < 0, so mu¨ssen wir etwas sorgfa¨ltiger arbeiten. Dann ist
sicherlich m > 0, so daß wir q = 2 ausschließen ko¨nnen (dies wird erst am Ende






5.4.14 Behauptung. 0 < k −m(q + 1) + q2 − 1 < q2 − 1.
Zu zeigen ist nur, daß k−m(q+ 1) + q2− 1 > 0 ist. Wegen k ≥ 0 und m < q− 1
ist dies aber klar.
Setzen wir dies nun in (5.4.13) ein, so erhalten wir
(q2 − 1)d = kP (q)− (k −m(q + 1) + q2 − 1)P (−1)−m(q + 1)P (1)
= k(P (q)− P (−1)) +m(q + 1)(P (−1)− P (1))− (q2 − 1)P (−1) .
(5.4.15)
Insbesondere der letzte Term der unteren Zeile, der weder von k noch von m
abha¨ngt und daru¨ber hinaus negativ ist, erzwingt nun eine na¨here Betrachtung
der Werte von P (S):
P (q) = q3 − q2 − q + 1 + qhK
P (−1) = 2q + 2− hK
P (1) = hK
P (q)− P (−1) = q3 − q2 − 3q + (q + 1)hK − 1 .
Eingesetzt in (5.4.15) liefert dies wegen q3 − q2 − 3q − 1 = (q + 1)(q2 − 2q − 1)
(q2−1)d = k(q+1)(q2−2q−1+hK)+2m(q+1)(q+1−hK)−(q2−1)(2q+2−hK) .
Wir vereinfachen durch Ku¨rzen um den Faktor q + 1 und fassen zusammen:
(q− 1)d = k(q2− 2q− 1)+2m(q+1)− 2(q2− 1)+ (k− 2m+ q− 1)hK . (5.4.16)
Betrachten wir zuna¨chst den Ausdruck k− 2m+ q− 1. Fu¨r k− 2m ≥ 0 ist dieser
Ausdruck gro¨ßer 0.
5.4.17 Behauptung. Ist k − 2m < 0, dann ist k − 2m+ q − 1 = 0.
Aus m < q − 1 und k ≥ 0 folgt na¨mlich, daß 2m − k < 2(q − 1) ist, und wegen
k ≡ 2m mod q − 1 erhalten wir damit 2m− k = q − 1.
Fu¨r die verbleibenden Terme in (5.4.16) und fu¨r k ≥ 2 ermitteln wir
k(q2 − 2q − 1) + 2m(q + 1)− 2(q2 − 1) ≥ 2q2 − 4q − 2 + 2m(q + 1)− 2q2 + 2
= −4q + 2m(q + 1)
≥ − 4q + 2q + 2 = −2(q − 1) ,
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da m ≥ 1 ist. Damit haben wir nun erhalten: Ist k > 2 oder m > 1, dann ist
diese Summe gro¨ßer als −2(q− 1). Es ist also d > −2. Fu¨r (k,m) = (2, 1) nutzen
wir, daß dann k − 2m + q − 1 = q − 1 ist, und erhalten fu¨r d die Abscha¨tzung
d = −2 + hK > −1.
Es bleiben (im Falle k −m(q + 1) < 0) also noch die Fa¨lle k = 1 und k = 0 zu
untersuchen.
Sei nun k = 1. Die Kongruenz 1 ≡ 2m mod q − 1 ist nur lo¨sbar, falls q eine
Zweierpotenz ist (aber nicht q = 2 wegen m ≥ 1). Dann ist m = q
2
, also m > k.
Setzen wir dies nun in (5.4.16) ein und nutzen (5.4.17), dann erhalten wir
(q − 1)d = q2 − 2q − 1 + q(q + 1)− 2(q2 − 1) = −q + 1 .
Also ist d = −1.
Sei jetzt k = 0. Die Kongruenz 0 ≡ 2m mod q − 1 ist wegen k −m(q + 1) < 0
nur fu¨r ungerades q lo¨sbar; und m = q−1
2
ist die einzig mo¨gliche Wahl fu¨r m. In
(5.4.16) eingesetzt erhalten wir
(q − 1)d = (q − 1)(q + 1)− 2(q2 − 1) = −(q2 − 1) .
Daher ist d = −(q + 1) < −2.
5.4.18 Satz (Dimensionsformel). Seien k,m ∈  ∪ {0} mit 0 ≤ m < q − 1.
(i) In den Fa¨llen
(a) k 6≡ 2m mod q − 1 und
(b) 2 |6 q, k = 0 und m = q−1
2
ist dim(Mk,m(G(A))) = 0.
(ii) In allen anderen Fa¨llen ist
dim(Mk,m(G(A))) = 1 +
k P (q)
q2 − 1 −
(〈











5.4.19 Bemerkung. Daß im Fall 2 |6 q, k = 0 und m = q−1
2
der Raum
Mk,m(G(A)) die Dimension 0 hat, la¨ßt sich auch auf diese Weise einsehen: An-
genommen wir ha¨tten eine Modulform f vom Gewicht 0 und Typ q−1
2
, dann
wa¨re deren Quadrat eine Modulform von Gewicht und Typ 0, also eine Konstan-
te c ∈ C. Der Raum Ω ist zusammenha¨ngend bezu¨glich der hier verwendeten
Grothendieck-Topologie (vgl. (2.1.7)). Folglich ist f selbst konstant auf ganz Ω.
Als leichte Folgerung erhalten wir nun auch [Gek86, VII.4.6]:
136 Modulformen
5.4.20 Korollar. Sei (q, k) 6= (2, 1). Ist k ≡ 0 mod q − 1, dann hat
Mk,0(G(A)) = Mk(G(A)) die Dimension
dim(Mk(G(A))) = 1 +
k






5.4.21 Beispiel. Fu¨r k = q − 1 und k = q2 − 1 sowie m = 0 ergibt sich
dim(Mq−1(G(A))) = q
2 − 2q + hK ,
dim(Mq2−1(G(A))) = q
3 − q2 − q + 2 + q · hK .
5.4.22 (Offene Frage). In (5.2.44) haben wir gezeigt, daß die hK Eisensteinrei-




{E(qj−1)Y (q) | q ∈ Pic(A)}
〉
= {0} .
Die nun noch fehlenden Anteile einer Basis zu Mq−1(G(A)) ha¨ngen nun der An-
zahl nach nicht mehr von der elliptischen Kurve ab. Da sich der Raum der Mo-





{E(q−1)Y (q) | q ∈ Pic(A)}
〉
,
haben die Spitzenformen vom Gewicht q − 1 mo¨glicherweise eine Qualita¨t, die
nur von dem zugrunde liegenden endlichen Ko¨rper und nicht von der elliptischen
Kurve abha¨ngt.
Interessanterweise gibt es allerdings fu¨r k = q2 − 1 eine natu¨rliche Familie von
Spitzenformen, deren Zahl und Gestalt von der elliptischen Kurve abha¨ngig sind,
na¨mlich ∆ und ∆p mit p ∈ Pic(A) nichttrivial.
5.5 j-Invarianten als modulare Funktionen
5.5.1 (Annahme). Sei Pic(A) nichttrivial.
In Abschnitt (4.5) haben wir die j-Invarianten jω mit geeignetem ω ∈ Ω als spe-
zielle Thetafunktionen definiert. Wir geben nun eine algebraische Beschreibung
von jω.
Dazu werden wir die cuspidalen Modulformen ∆ und ∆p, p ∈ Pic(A), nutzen.
Das naheliegende Vorgehen, die j-Invarianten wie in der klassischen Situation
durch Quotienten von Eisensteinreihen bzw. von ∆ und gewissen Eisensteinreihen
auszudru¨cken, fu¨hrte nicht zum Ziel.
Denn die j-Invarianten haben in den Punkten genau einer Spitze bezu¨glich des
Parameters t∗ eine (q − 1)-fache Nullstelle, in den Punkten genau einer ande-
ren einen (q − 1)-fachen Pol und keine weiteren Null- oder Polstellen. Die Ei-
sensteinreihen hingegen sind invertierbar in allen Spitzen von Ω, wa¨hrend die
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kanonische Modulform ∆ in allen Spitzen bezu¨glich der Parameter t∗ Nullstel-
len verschiedener Vielfachheiten hat. Es ist daher nur sehr schwer mo¨glich, einen
algebraischen Ausdruck in Eisensteinreihen und ∆ zu konstruieren, der das von
der j-Invarianten vorgegebene Null- und Polstellenverhalten hat.
Unter Einbeziehung der Modulformen ∆p hingegen gelingt es uns, j
q−1
ω als Quo-
tient von Modulformen aufzufassen und die Konstante exakt zu bestimmen.
Wir tragen zuna¨chst die notwendigen Ergebnisse aus (4.5) und (5.3) zusammen.
5.5.2 (Annahme). Seien (α, β) und (α, β ′) zwei (nicht notwendig verschiede-
ne)
 
q-rationale Punkte mit (α, β
′) = −(α, β) sowie p = (x − α, y − β) und
p′ = (x− α, y − β ′). Des weiteren sei
ω := sp′ = (−(x− α) : y − β ′) ∈   1(K)
die in (4.0.1) definierte Koordinate zu S(p′) (vgl. auch (4.2.6)).
Wir wa¨hlen eine Gitterinvariante ξ(A) und setzen L := ξ(A)A.
Die j-Invariante
jω : G(A)\Ω −→ C













z − γ(∞) (5.5.3)
hat in ω bezu¨glich des Parameters tq−1
p′−2
eine einfache Nullstelle, in ∞ bezu¨glich
des Parameters tq−1(1) einen einfachen Pol und keine weiteren Null- oder Polstellen.
Wir ko¨nnen sie als G(A)-invariante Funktion auf Ω auffassen (vgl. [Gek00b] und
(4.5.14)): sie ist eine meromorphe Funktion auf Ω mit (q − 1)-facher Nullstelle
bezu¨glich des Parameters tp′−2, und (q− 1)-fachem Pol bezu¨glich des Parameters
t(1).
Sowohl ∆ als auch ∆p sind Modulformen auf Ω bezu¨glich G(A) vom Gewicht
q2 − 1, die in allen Spitzen S(q) eine Entwicklung bezu¨glich tq−1q haben. Die
Nullstellenordnungen bezu¨glich tq entnehmen wir der Tabelle (vgl. (5.3.8)):
S(p′) S(∞) S(q) 6= S(p′), S(∞)
∆ (q − 1)q (q − 1)(q3 − q2 + 1) (q − 1)q
∆p q − 1 (q − 1)(q3 − q2 + q) (q − 1)q
Auf Ω sind ∆ und ∆p invertierbar.
Der Quotient ∆
∆p
ist eine modulare Funktion, die auf Ω invertierbar ist, in den
Punkten der Spitze S(∞) bezu¨glich t(1) die Ordnung
(q − 1)(q3 − q2 + 1)− (q − 1)(q3 − q2 + q) = −(q − 1)2 ,
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also einen Pol mit Vielfachheit (q − 1)2 hat und in den Punkten der Spitze S(p′)
Nullstellen mit Vielfachheit
(q − 1)q − (q − 1) = (q − 1)2 .
Somit stimmen die Divisoren von ∆
∆p
und jq−1ω u¨berein.
Nach [FvdP81, I.2] unterscheiden sich ∆
∆p
und jq−1ω ho¨chstens um eine auf Ω inver-
tierbare, G(A)-invariante Funktion g(z). Diese ist insbesondere holomorph. Nach
(4.5.16) sind alle auf Ω holomorphen, G(A)-invarianten Funktionen konstant. Wir
halten fest
5.5.4 Satz. Mit den Bezeichnungen aus (5.5.2) ist
jq−1ω (z) = c(α,β) ·
∆(z)
∆p(z)
fu¨r eine geeignete Konstante c(α,β) ∈ C∗ (die wir in (5.5.7) angeben).




Nach (5.3.3) ist mit R∗ = R
piA
∗ , wobei pi = ξ(A) ist, (dort ist t = t(1))
∆p = pi














wobei k = (q − 1)(q3 − q2 + q) und ε ∈   ∗q sind.
Wir wissen aus (5.2.21) und (5.3.19), daß R∗(0) = 1 ist. Daher hat in ∆p die
Potenz tk(1) den Koeffizienten pi
q2−1εD(ρLp )
−1.








= ε−1D(ρLp ) t
−(q−1)2
(1) + {Terme ho¨herer Ordnung} . (5.5.5)
In [Gek97a, 2.5] wird die kleinste t(1)-Potenz der Laurentreihenentwicklung von
jω hergeleitet, allerdings wird auf die Berechnung der Konstanten verzichtet.
Zu beachten ist außerdem, daß die Uniformisierende dort t(( 1 00 1 ) ,G(A)) und nicht




aus (5.5.3), also γ ∈ Γ˜− Γ˜∞, konvergieren fu¨r |z|i →∞, also
|t(1)(z)| → 0, gegen 1 und zwar uniform in γ. Sie tragen daher mit 1 + o(t(1)) zur
Laurentreihenentwicklung bei.
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) | µ ∈   ∗q, b ∈ A} .




























fu¨r eine geeignete Konstante const.
Hier nun wollen wir einerseits die Konstante bestimmen und andererseits den
Faktor pi einfu¨gen.
Sei zuna¨cht µ ∈   ∗q fest gewa¨hlt. Es ist













= −(µω)−1(z − µω)
∏′
b∈A
µω + b− z
µω + b














· e(1)(z − µω) .






















bq−1 − ωq−1 .
(5.5.6)
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1−qt1−q(1) (1 + o(t(1))) .










Setzen wir nun die Werte fu¨r c1 aus (5.5.6) und fu¨r D(ρ
L
p ) aus (5.2.8) ein, so
ergibt sich











wobei ε ∈   ∗q wie in (5.3.3) gewa¨hlt ist.





























mit einer geeigneten Konstanten d(α,β) ∈ C∗ in Abha¨ngigkeit des   q-rationalen
Punktes (α, β). Fu¨r die Konstante gilt dq−1(α,β) = c(α,β).
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Setzen wir nun
ρLx = xτ
0 + l1τ + τ




1 +D , r2 := x
q +Dl1 und r3 = xD ,
so ist nach (5.3.15), (5.3.19) und (5.3.20)






Wir gehen analog zu den Ausfu¨hrungen von (5.3.19) bis (5.3.23) vor und erhalten















+ {Terme ho¨herer Ordnung}
Damit ergibt sich nun
5.5.9 Korollar. In der Spitze S(∞) von G(A)\Ω hat die Laurentreihenentwick-
lung der j-Invarianten jω die ersten Terme
jω(z) = d(α,β) s
−1
(
1 +D(ρLp )s−D(ρLp )sq
3−q2+1 − sq(q2−1) + rq1sq
3
)
+ {Terme ho¨herer Ordnung} ,
wobei s = tq−1(1) ist.
5.5.10 (Offene Frage). Die j-Invariante jω hat in allen Spitzen eine Entwick-
lung bezu¨glich des Parameters tq−1∗ . Die Frage liegt nahe, ob wir jω als (q− 1)-te
Potenz einer Funktion auf Ω betrachten ko¨nnen. Diese Funktion ist dann aller-
dings mo¨glicherweise nicht mehr G(A)-invariant.
Dennoch ko¨nnten U¨berlegungen in dieser Richtung die Situation weiter erhellen.
5.5.11 (Offene Frage). Zu Beginn dieses Abschnittes haben wir gefordert, daß
die Picardgruppe nichttrivial ist. In (4.5.17) haben wir fu¨r den Fall Pic(A) = {(1)}
die j-Invarianten definiert durch
jα(z) = θ(∞, α, z) ,
wobei α ∈ Ell(G(A)) die Klassen der elliptischen Punkte durchla¨uft.
Fu¨r j-Invarianten dieser Art geben wir keine Darstellung als algebraischer Aus-
druck in Modulformen an. Als
”
kanonische“ Kandidaten stehen uns hier neben
der Modulform ∆ nur die Eisensteinreihen zur Verfu¨gung. Deren Nullstellenver-
halten auf Ω ist aber ungekla¨rt (vgl. (5.4.12)), so daß es mit den vorhandenen
Kenntnissen nicht mo¨glich ist, eine auf ω− [α] invertierbare Funktion zu konstru-
ieren.
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5.5.12 (Offene Frage). Interessant wa¨re es nun sicherlich auch, die vorhandenen
Ergebnisse zur Berechnung expliziter Beispiele zu nutzen.
Um zu einer gegebenen Kurve die beschriebenen Daten explizit und einigermaßen
effektiv berechnen zu ko¨nnen, wa¨ren allerdings umfangreiche Programmierarbei-
ten notwendig. Denn die Arithmetik auf elliptischen Kurven, die daraus resul-
tierende Arithmetik im Ring A =
 
q[E] und die Multiplikation im getwisteten
Polynomring C{τ} greifen in den einzelnen Rechnungen ineinander und mu¨ssen
dementsprechend effektiv implementiert werden.
Symbolverzeichnis
 natu¨rliche Zahlen (ohne die 0) 1
 
q Ko¨rper mit q Elementen 1
 




n(K) projektiver Raum der Dimension n+ 1 u¨ber einem Ko¨rper K 1
a, p Ideale (in A) 1
[a], [p] Idealklassen (in Pic(A)) 1
div(a) Divisor zu einem gegebenen Ideal 1
[D] Divisorklasse 1
G(R) = Gl(2, R), wobei R ein Ring ist 1
Z(R) Zentrum von G(R) 1
RS(G/H) Repra¨sentantensystem von G/H 1
e = (v, w) nicht orientierte Kante 1
−→e = (v, w) orientierte Kante mit o(−→e ) = v und t(−→e ) = w 1
fE(x, y) = 0 Weierstraßgleichung 3
E, E/
 
q elliptische Kurve (u¨ber
 
q) 4
E(F ) Menge der F -rationalen Punkte von E 5
 




q(E) Funktionenko¨rper von E/
 
q 6




zu (α, β), (α, β ′) ∈ E(   q)− {∞} 7
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deg(g) Grad des Elementes g ∈   q(E) 8
t = x
y
, Uniformisierende an ∞ 8
κ(p) Restko¨rper bzgl. der Bewertung vp 9
P(L) Stellenmenge des Ko¨rpers L 9
deg(p) Grad der Stelle oder des Ideals 9
NF
′
F (p) Norm von p in einer Konstantenerweiterung F
′/F 10
(X/F,OX/F ) Schema zur elliptischen Kurve E/F 11
A :=
 
q[E], E fest gewa¨hlt 13
K :=
 
q(E), E fest gewa¨hlt 13
K̂p Vervollsta¨ndigung von K bzgl. vp 13
Ôp Vervollsta¨ndigung von Op 13
(X,OX) Schema zu (fest gewa¨hltem) E/   q 13
Of = OX |Spec(A) 13
(Spec(A),Of) affiner Anteil des Schemas (X,OX) 13
(Of ,O∞) Zerlegung der Strukturgarbe OX 13
Div(L) Divisorgruppe des Ko¨rpers L 13




q, S) Zeta-Funktion von E/
 
q 16
P (S) Za¨hlerpolynom der Zeta-Funktion 17
Z[n](S) partielle Zetafunktion 18
| . | Absolutbetrag bezu¨glich ∞ 20
C Vervollsta¨ndigung des algebraischen Abschlusses von K̂∞ 20
Ω Drinfeld’sche (obere) Halbebene 20
| . |i imagina¨rer Absolutbetrag auf Ω 20
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Inde Indexmenge der Kanten von T 21
Indv Indexmenge der Knoten von T 22
Y A-Gitter in Kr 23
GL(Y ) ⊂ GL(r,K) Stabilisator des Rang-r Gitters Y 23
Pr(A) Isomorphieklassen von A-Gittern in Kr 23
Λ A-Gitter in C 24
Yz := iz(Y ) Einbettung eines A-Gitters in K
2 nach C 24
eΛ e-Funktion zum Gitter Λ 24
C{τ} Ring der   q-linearen Polynome 26
coeff(P, i) i-ter Koeffizient des Polynoms P 26
D(P ) konstanter Term von P 26
l(P ) Leitkoeffizient von P 26
φ Drinfeld-Modul (vom Rang 2) 26
ρ Drinfeld-Modul vom Rang 1 27
φΛ Drinfeld-Modul zum Gitter Λ 27




sgn eindeutige sgn-Funktion 29
ξ(Λ) Gitterinvariante zu Λ 31
M rA grobes Modulschema zu ‘Drinfeld-A-Moduln vom Rang r‘ 32
MGL(Y ) Drinfeld’sche Modulkurve 34
 
triviale Modulgarbe der Dimension 1 39
Yp lokales Gitter 39
det Determinante 41
F(p) invertierbare Garbe zu p 42
I invertierbare Garbe zu ∞ 42
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M2 absolut unzerlegbare Modulgarbe der Dimension 2 44
Gα u¨ber X/   q unzerlegbare Modulgarbe 44
H nichttriviale Erweiterung von I durch   45
T Bruhat-Tits-Baum 46
Edge±(T ) Menge der orientierten Kanten von T 47
Edge(T ) Menge der nicht-orientierten Kanten von T 47
o, v(α) Knoten des Quotientenbaumes 49
e(p), c(p, n) Knoten des Quotientenbaumes 49
S(p) Spitze im Baum zu p 49





E(∞, n) =   ⊕ (   ⊗ I⊗n) 54
E(p, n) = F(p)⊕ (F(p)−1 ⊗ I⊗n) 54
λ Geba¨udeabbildung 63
sp Koordinate der Spitze S(p) 69
Ell(G(A)) Menge der elliptische Punkte 71
s([e], [f]) Spitze 74
t(ϑ,G(A)) (nicht normierte) Uniformisierende 76
tb = (ξ(b)eb)
−1, normierte Uniformisierende 77
r Abbildung OΩ(Ω)∗ −→ H(T ,  ) 79
m(e) Gewicht der Kante e 80
H(T , B)G(A) Menge der gewichteten B-wertigen Flu¨sse auf G(A)\T 81
θ(ω, η, z) Thetafunktion zu G(A) mit Parametern ω, η ∈ Ω 84
Θc(G(A)) Gruppe der cuspidalen Thetafunktionen 85
jω j-Invariante bzgl. ω ∈   1(K) 86
Div(G(A)\Ω)∞ Gruppe der Spitzendivisoren von G(A)\Ω 86
ord[s](f) Ordnung von f in [s] 86
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Mk,m(GL(Y )) C-VR der Modulformen vom Gewicht k und Typ m fu¨r GL(Y ) 89
Mk(GL(Y )) C-VR der Modulformen vom Gewicht k und Typ 0 fu¨r GL(Y ) 89
M ik,m(GL(Y )) Raum der i-fachen Spitzenformen 90
Mk,m(GL(Y )) Ring der Modulformen fu¨r GL(Y ) 90
E(k)(Λ) Eisensteinreihe zum Gitter Λ (Konstante) 92
E
(k)
Y (z) Eisensteinreihe zum Gitter Y (Funktion) 92∑′
m∈M
Summation u¨ber alle nichttrivialen Elemente aus M 92
coeff(Y, a, i, z) Koeffizientenfunktionen zu φYza 94
φYa Gesamtheit der φ
Λ






mit L = ξ(b)b 102
∆Ya , ∆
Y





Y = Ae1 + Ae2 118
∆, ∆n, ∆a Diskriminantenfunktionen zu Y 118
pi Gitterinvariante von A 118
H(z) logarithmische Ableitung von ∆ 127




















Holomorphie in den Spitzen, 77
Spitzendivisor, 86
Drinfeld’sche obere Halbebene, 20,
20–23, 62–64
elliptischer Punkt, 71
holomorphe Funktionen auf der,
21





Isogenie eines, 26, 28






















Gewicht einer Kante, 80
Gitter, 35–59
a¨hnliche, 24
A-Gitter in C, 23














einer invertierbaren Garbe, 42






invertierbare Garbe, 39, 42–43
Grad einer, 42
triviale, 39
zu einem Divisor, 42


















affin triviale, 52, 52–59
Dimension einer, 40
I-A¨quivalenz, 52
mit affin trivialer Determinante,
46
unzerlegbare, 44, 44–46





Offene Frage, 132, 136, 141, 142
Operation
von G(K̂∞) auf T , 22
von G(K̂∞) auf Normen, 63
von G(K̂∞) auf Ô∞-Gittern, 47
von G(K̂∞) auf Ω, 20
von G(K) auf K2, 23
von G(K) auf Funktionen, 87
Ordnung








Schema zur elliptischen Kurve, 11–13
generischer Punkt, 11
Strukturgarbe, 12







der Modulkurve, 34, 74–78
des Quotientenbaumes, 49
in Spitzen holomorphe Funktio-
nen, 77
Koordinate einer, 68
Uniformisierende einer Spitze, 77
Spitzendivisor der Modulkurve, 86
Standardbeispiel, 10, 12, 16, 17, 23,
30, 50, 66–68, 81
Stelle, 9








(reine) U¨berdeckung von Ω, 21
Uniformisierende
an ∞ ∈ E(   q), 8
einer Spitze, 76–78
zu einem Punkt der ellipt. Kurve,
6
Vereinbarung, 2, 4, 10, 13, 16, 21, 22,
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