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Abstract
In forensic science likelihood ratios provide a natural way of computing the
value of evidence under competing propositions such as “the compared sam-
ples have originated from the same object” (prosecution) and “the compared
samples have originated from different objects” (defence). We use a two-level
multivariate likelihood ratio model for comparison of forensic glass evidence
in the form of elemental compositions data under three data transformations:
the logratio transformation, a complementary log-log type transformation
and a hyperspherical transformation. The performances of the three transfor-
mations in the evaluation of evidence are assessed in simulation experiments
through use of the proportions of false negatives and false positives.
Key words: likelihood ratio; compositional data; physicochemical data;
glass fragments; forensic science.
1. Introduction
Statistical approaches to the evaluation of evidence of a forensic scientific
nature have been developed over many years following a seminal paper by
Lindley [16]. The underlying principle is that of the odds version of Bayes’
Theorem. Two propositions are considered, thought of as the one put forward
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by the prosecution, denoted here as Hp, and the one put forward by the
defence, denoted here as Hd. Denote the evidence to be evaluated by E.
Then the odds form of Bayes’ Theorem may be written as
Pr(Hp | E)
Pr(Hd | E) =
Pr(E | Hp)
Pr(E | Hd)
Pr(Hp)
Pr(Hd)
.
In text, this may be written as the posterior odds in favour of the pros-
ecution proposition equals the product of the likelihood ratio (LR = Pr(E |
Hp)/Pr(E | Pr(Hd)) and the prior odds in favour of the prosecution propo-
sition. Values of LR above 1 support Hp and values of LR below 1 support
Hd. A value of LR close to 1 provides little support for either proposition.
Also the larger (the lower) the value of the LR, the stronger (the weaker)
the support of E for Hp.
A particular type of forensic evidence for which this approach is very
appropriate is the type known as trace evidence, which is simply evidence
that is in the form of traces, such as traces (or fragments) of glass, traces (or
stains) of blood or semen, or traces of gun-shot residue. Trace evidence that
is of particular interest is that known as transfer evidence for the reason that
it is transferred from one place to another. The particular example used here
to illustrate the method described will be that of fragments of glass.
Evidence is evaluated by a comparison of trace evidence found at a crime
scene with trace evidence, that corresponds in some sense to the crime scene
evidence, found in association with a suspect. The rarity and similarity of the
two sets of evidence are assessed with reference to a background population
of the same type of evidence.
A sample of evidence whose origin is known is called a control sample. A
sample of evidence whose origin is not known is called a recovered sample.
For example, consider a window broken at a crime scene in the course of a
burglary. Fragments of glass from the window will form a control sample. A
suspect is identified and fragments of glass are found on his clothing. These
form a recovered sample as their origin is not known. It may be the window
at the crime scene but it may not. The assumed transfer is that of glass
fragments from the crime scene to the criminal. Alternatively, a footmark
may be found in soil beneath the window which could be thought to come
from a shoe worn by the burglar. The footmark is a recovered sample as the
shoe that made the mark is unknown. A shoe is found at the suspect’s home.
A mark made by that shoe would be a control mark as its origin is known.
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Thus it is that control and recovered samples may or may not be associated
with crime scenes or suspects.
Various types of materials such as glass fragments are routinely subjected
to physico-chemical examination by forensic scientists. For example, glass
fragments, identified as coming from a car headlamp, could be obtained from
the debris on the road or from the clothes of the victim of a hit-and-run
accident. This could comprise a mixture of pieces of sand, soil, dust, glass
and other transfer evidence. The glass fragments are of interest for this paper
and form the recovered sample. Their origin is not known; they may or may
not have come from the car involved in the hit-and-run accident. A suspect
car is identified for reasons other than those of the characteristics of its glass.
Glass from its headlamps is examined. This glass is the control sample; its
origin is known.
One of the purposes of analysing materials found in debris is to address
the question whether two samples (e.g. a glass fragment found on the clothes
of the victim of a hit-and-run accident, and a glass fragment collected from
the suspected car) could have originated from the same object. The size
of recovered fragments of glass is very small (of linear dimension 0.1-0.5
mm), and therefore this task requires information obtained during physico-
chemical analysis; that is quantitative and semi-quantitative data such as
the concentration of elements in a glass fragment [3, 2]. The question is
addressed by considering the likelihood ratio LR =
Pr(E | Hp)
Pr(E | Hd) where E
denotes the measurements on the control and recovered samples of glass, Hp
denotes the proposition that the control and recovered samples came from the
same source and Hd denotes the proposition that the control and recovered
samples came from different sources.
The importance of glass as evidence has been recognised for many years
(see, for instance, [5, 7]). The GRIM (Glass Refractive Index Measurement)
method and Scanning Electron Microscopy coupled with an Energy Disper-
sive X-ray spectrometer (SEM-EDX) are routinely used in many forensic
institutes for the investigation of glass and other forensic problems [3, 24].
Other methods of elemental analysis of glass fragments are µ-X-Ray Fluores-
cence [11] and Laser Ablation-Inductively Coupled Plasma-Mass Spectrome-
try [22]. However, these methods require relatively large fragments of glass;
for example LA-ICP-MS gives reliable results with pieces of glass larger than
0.5 mm. SEM-EDX has the drawback that it can only provide information
about major and minor elements, such as oxygen (O), sodium (Na), magne-
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sium (Mg), aluminium (Al), silicon (Si), potassium (K), calcium (Ca) and
iron (Fe), from any glass fragment. Trace elements exist in concentrations
below the detection limits of this method. It is commonly believed that
trace element concentrations are essential to enable the glass investigator to
compare glass evidence effectively. However, some progress can be made on
the basis of only the major and minor element concentrations [3, 24]. These
data could be used to test the same-source hypothesis if recovered and control
glass samples are available.
The evaluation of evidence in this context is based on analytical data ob-
tained during the physico-chemical analysis. Comparison of the control and
recovered materials requires that careful attention be paid to the following
considerations.
1. The possible sources of uncertainty which will include, at least:
(a) the variation of measurements of characteristics within the recov-
ered and control items,
(b) the variation of measurements of characteristics between various
objects in the relevant population (e.g. glass object population);
2. Information about the rarity of the determined physico-chemical char-
acteristics (e.g. elemental composition of compared samples) for recov-
ered and control samples in the relevant population;
3. The level of association between different characteristics when more
than one characteristic has been measured; and
4. Information about the similarity of the recovered material to the control
sample.
Consider a case where the fact finder such as a prosecutor or judge asks a
forensic scientist to evaluate evidence in the form of a recovered material, of
unknown origin, and a control material, whose origin is known. The result
of such a comparison will be referred to as E. The relevant propositions for
the fact finder arise from the circumstances of the case. Often, because of
the adversarial nature of legal systems, they are:
• Hp: the control and recovered samples come from the same source
(prosecution proposition),
• Hd: the control and recovered samples come from different sources both
belonging to a relevant population (defence proposition).
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The rest of the paper considers an approach to obtaining the likelihood
ratio for the strength of evidence under propositions Hp and Hd, when the
evidence is in the form of compositional data arising from a forensic glass
database. The dataset and the data transformations considered are described
in Section 2.
Section 3 describes in detail the statistical approach used for obtaining the
likelihood ratios. Section 4 describes the simulation experiments performed
to assess each of the transformations and finally Section 5 discusses the results
of the method comparisons.
2. Physicochemical glass data
Three replicate measurements were made of the elemental concentrations
of each of four glass fragments, with surfaces as smooth and flat as possi-
ble, collected from each of 320 glass objects (105 building windows, 94 car
windows, 26 bulbs, 16 headlamps and 79 containers. The elemental concen-
trations measured were those of oxygen (O), sodium (Na), magnesium (Mg),
aluminium (Al), silicon (Si), potassium (K), calcium (Ca) and iron (Fe).
The mean of the three replicate measurements from each fragment was
used for the analyses. The variance in the replications was very much smaller
than the variance between the four fragments so it has been ignored. The
data consist of eight variables which represent the % wt. of each of the eight
elements whose concentrations were measured. The data are compositional
as they add up to 100%, and they often include zero concentrations of cer-
tain elements. Percentages of zeros for each variable are given in Table 1.
Physico-chemical data frequently contain zero values. In glass the presence or
absence of a particular component is related to the nature of the object anal-
ysed; for instance, iron is an additive used in order to obtain a green or brown
colour. It is also the cheapest additive that adds colour to a glass object as
it is present in sand. However, unless added at the manufacturing stage, iron
appears in concentrations that are usually below the detection limits of the
SEM-EDX method and as a result most of the iron values recorded are zero.
Hence it can be either argued that zero iron concentrations are structural
zeros, or that they are simply below-detection-limit values. Similarly mag-
nesium, aluminium and potassium could appear in concentrations below the
detection limit of SEM-EDX, while at the same time oxygen, sodium, silicon
and calcium concentrations are non-zero for soda-lima-silica glass.
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In analysing the data it is necessary to take into account their composi-
tional nature and the presence of zero values. Compositional data provide
information about relative values of components, and therefore ratios can
be used to model them. In particular, the logratio transformation [1] of a
composition z = (z1, . . . , zP ) with zP 6= 0 and
∑P
i=1 zi = 1 is given by
u1 = log10
(
z1
zP
)
, . . . , up = log10
(
zP−1
zP
)
. (1)
This reduces the data vector to u = (u1, . . . , uP−1), of dimension p = P − 1,
which removes the problem of the constrained sample space and transforms
the data closer to normality. Another nice characteristic of the logratio trans-
formation (sometimes also referred to as additive logratio or alr transforma-
tion) is its invariance to permutations.
When some (in certain cases many) of the {zi} are zero, they can be
replaced by a very small number to enable computation of the logratio. This
implicitly assumes that zero values are simply values below the detection
limit of the measuring equipment. Methods for choosing a suitable small
number have been proposed in [10], [17] and [18] among others, the latter two
detailing a parametric and nonparametric approach respectively. In practice
the simpler approach of replacing zeros by a small constant (0.0001 for this
application) appears to work reasonably well. Alternatively the presence or
absence of certain components can itself be modelled if the zeros are assumed
to be structural; see [26] for a recent example of such modelling.
For the glass data the ratios are taken with respect to oxygen, with zero
concentrations substituted by 0.0001 before taking the logarithm of the ratio.
The resulting data vector u contains p = 7 variables:
u =
(
log10
Na
O
, log10
Mg
O
, log10
Al
O
, log10
Si
O
, log10
K
O
, log10
Ca
O
, log10
Fe
O
)
.
A further improvement in the normality of data can be achieved by a
complementary log-log type transformation, which involves taking the loga-
rithm of the negative of the logratio-transformed data. This is possible if all
logratios are negative, that is, if the concentration of oxygen is always larger
than those of the other elements. For glass this is usually the case, but in
our dataset there were two exceptions: two fragments of glass for which the
silicon concentration was slightly higher than the oxygen concentration. For
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this reason, a small constant was added to the logratios before taking the
logarithm. The result is a data vector v, to be referred to as complementary
log-log, with components
v1 = log10(−u1 + 0.01), . . . , vp = log10(−up + 0.01). (2)
An alternative approach to the logratio and the complementary log-log is
a spherical transformation [23]. The compositional vectors z = (z1, . . . , zP )
are transformed by first taking the square root, si =
√
zi, i = 1, . . . , P , and
then applying the following recursive relationship.
ω1 = arccos(s1)
ω2 = arccos
(
s2
sinω1
)
ω3 = arccos
(
s3
sinω2 sinω1
)
...
ωP−1 = arccos
(
sP−1
sinω1 sinω2 . . . sinωP−2
)
(3)
The compositions lie on the unit hypersphere and this transformation essen-
tially maps the Cartesian coordinates to polar coordinates. Note that the
dimension of the resulting ω-vector is p = P−1, and the zeros simply map to
arccos(0) = pi/2. Ordering the variables based on concentration from highest
to lowest, and taking oxygen to be the P th variable, the resulting data vector
is
ω = (ωSi, ωNa, ωCa, ωMg, ωAl, ωK , ωFe).
To summarise, the following three data transformations were considered:
1. logratio (with zeros substituted by 0.0001) given by expression (1);
2. complementary log-log given by expression (2);
3. spherical given by expression (3).
3. Statistical methods
3.1. Two-level random effects model
The glass database consists of m = 320 objects with n = 4 measurements
each (corresponding to four fragment means from each object) of P = 8
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variables in the form of compositions {zijk} , i = 1, . . . , m, j = 1, . . . , n, k =
1, . . . , P with zijP 6= 0 and zij1 + . . . + zijP = 1. Given the sum constraint
on the compositions, p = P − 1 variables suffice for describing such data and
thus, for all the analyses presented here, data transformations were applied
that result in p = P − 1 variables.
Denote the database of m objects with p variables each of which is mea-
sured n times within each object, by
xij = (xij1, . . . , xijp)
⊤; i = 1, . . . , m, j = 1, . . . , n,
giving a total of N = nm sets of p measurements. Suppose that two sets
exist (control and recovered), one of n1 and one of n2 measurements and a
comparison between the two sets is required. Let y¯1 be a vector of means of
the n1 measurements y1j , j = 1, 2, . . . , n1 and y¯2 be a vector of means of the
n2 measurements y2j , j = 1, 2, . . . , n2 from the second object.
Two sources of variation are considered, that between replicates within
the same object (within-object variability) and that between objects (between-
object variability). Following [25], it is assumed that the within-object dis-
tribution is normal with constant variance. The between-object distribution
can be estimated either assuming multivariate normality (Model 1), or, more
realistically, using density estimation with Gaussian kernels (Model 2).
Denote the mean vector within the ith object by θi and the within-object
covariance matrix by U. Then, given θi and U,
(Xij | θi,U) ∼ Np(θi,U); i = 1, . . . , m, j = 1, . . . , n.
Under Model 1 it is assumed that
(θi | µ,C) ∼ Np(µ,C); i = 1, . . . , m,
while under Model 2 the between-source distribution is estimated from the
group means, x¯i =
1
n
∑n
i=1 xij using a multivariate normal kernel density
function with mean x¯i and covariance matrixH, and denoted byK(θ | x¯i,H)
where
K(θ | x¯i,H) = (2pi)−p/2|H|−1/2 exp
{
−1
2
(θ − x¯i)⊤H−1(θ − x¯i)
}
(4)
is a multivariate Gaussian kernel function.
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The estimate f(θ | x¯1, . . . , x¯m,H) of the between-object probability dis-
tribution function under Model 2 is then
f(θ | x¯1, . . . , x¯m,H) = 1
m
m∑
i=1
K(θ | x¯i,H)
which is a function of the object means, x¯i, and the kernel bandwidth matrix
H.
The between- and within-group covariance matrices U and C can be
estimated from the background database of m objects by
Uˆ =
Sw
m(n− 1)
where
Sw =
m∑
i=1
n∑
j=1
(xij − x¯i)(xij − x¯i)⊤,
and by
Cˆ =
S∗
m− 1 −
Sw
nm(n− 1)
where
S∗ =
m∑
i=1
(xi − x¯)(xi − x¯)⊤,
respectively as discussed in [4].
Under Model 2 the numerator of the likelihood ratio, for which Hp is
assumed true, can be shown to be given by:
f(y¯1, y¯2|Hp) = f(y¯1 − y¯2, y¯∗|U,H) =
= (2pi)−p/2
∣∣∣∣Un1 +
U
n2
∣∣∣∣
−1/2
exp
{
−1
2
(y¯1 − y¯2)⊤
(
U
n1
+
U
n2
)−1
(y¯1 − y¯2)
}
× 1
m
m∑
i=1
{
(2pi)−p/2
∣∣∣∣ Un1 + n2 +H
∣∣∣∣
−1/2
× exp
[
−1
2
(y¯∗ − x¯i)⊤
(
U
n1 + n2
+H
)−1
(y¯∗ − x¯i)
]}
(5)
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where
y¯∗ =
n1y¯1 + n2y¯2
n1 + n2
. (6)
Note that expression (5) is a simplified version of the corresponding equation
in [4], which uses a bandwidth matrix of the form H = h2C. Similarly, under
Model 2 the denominator of the likelihood ratio, for which Hd is assumed
true, can be shown to be given by:
f(y¯1, y¯2|Hd) = f(y¯1|U,H)f(y¯2|U,H)
with
f(y¯l|U,H) = (2pi)
−p/2
m
∣∣∣∣Unl +H
∣∣∣∣
−1/2 m∑
i=1
exp
{
−1
2
(y¯l − x¯i)⊤
(
U
nl
+H
)−1
(y¯l − x¯i)
}
(7)
for l = 1, 2 and i = 1, . . . , m.
Under Model 1, which assumes multivariate normality for the between-
object distribution, expression (5) for the numerator of the likelihood ratio
is replaced by
(2pi)−p
∣∣∣∣Un1 +
U
n2
∣∣∣∣
−1/2
exp
{
−1
2
(y¯1 − y¯2)⊤
(
U
n1
+
U
n2
)−1
(y¯1 − y¯2)
}
×
∣∣∣∣ Un1 + n2 +C
∣∣∣∣
−1/2
exp
{
−1
2
(y¯∗ − µ)⊤
(
U
n1 + n2
+C
)−1
(y¯∗ − µ)
}
(8)
and expression (7) for the denominator by
f(y¯l|µ,U,C) = (2pi)−p/2
∣∣∣∣Unl +C
∣∣∣∣
−1/2
exp
{
−1
2
(y¯l − µ)⊤
(
U
nl
+C
)−1
(y¯l − µ)
}
(9)
for l = 1, 2 and i = 1, . . . , m with µˆ = x¯ = 1
m
∑m
i=1 xi [4].
Parameter estimates for µ,C and U obtained from the entire database
of m = 320 objects, for each of the three data transformations, are shown in
Tables 2-5.
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3.2. Dimension reduction using graphical models
High-dimensional estimation and in particular multivariate kernel density
estimation in seven dimensions can be computationally challenging. Graph-
ical models [15], a probabilistic tool for studying and visualising conditional
independence relationships between random variables, is used as a way to
reduce the seven-dimensional problem into several lower-dimensional prob-
lems without disregarding potentially informative interdependencies in the
variables measured. Values of partial correlation can be used to construct
a decomposable graphical model of the full density into cliques representing
the product of several density functions in lower dimensions. Various data-
driven methods have been proposed for obtaining a graphical model from the
partial correlation coefficients. In this work, the method used was the PC
algorithm (named after its authors, Peter and Clark [21]). This algorithm
starts from a complete graph and recursively deletes edges based on condi-
tional independence. In [12] asymptotic consistency of the PC algorithm is
shown for Gaussian data, and in [13] a robust version of the algorithm is
proposed. The PC algorithm was implemented in R [19] using the pcalg
package [14]. The robust version was also applied in this work, but did not
give good results because it is designed to deal with outliers, not major de-
viations from normality. Thus, the robust PC algorithm-generated graphical
models and results obtained using these models are not presented here.
In addition to the PC algorithm-generated graphical models shown in Figs
1-3 for each of the three data transformations, a simplified graphical model
which is based on inspection of the partial correlations matrix was also consid-
ered. For an example of how a graphical model can be constructed from the
partial correlations matrix, and how the corresponding density factorisation
is obtained, see [25]. For the logratio-transformed data and the complemen-
tary log-log transformed data, the same model was obtained (shown in Fig.
4), which captures the main chemical relationships between the various glass
components. This model gave the density factorisation
f(Na′,Mg′, Al′, Si′, K ′, Ca′, F e′) = f(Na′, Si′, Ca′)f(Al′, K ′)f(Mg′)f(Fe′).
(10)
where the prime denotes the transformed version of the variable correspond-
ing to each element.
For the spherically transformed data, a slightly different graphical model
was obtained (shown in Fig. 5), which resulted in the density factorisation
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f(Na′,Mg′, Al′, Si′, K ′, Ca′, F e′)
=
f(Si′, Ca′)f(Na′, Al′, K ′)f(Ca′, K ′)f(Mg′, Al′)f(Fe′)
f(Ca′)f(K ′)f(Al′)
. (11)
3.3. Bandwidth selection for kernel density estimation
Under Model 2, which utilises kernel density estimation for the between-
object distribution, the numerator (5) and the denominator (7) of the likeli-
hood ratio are estimated using multivariate Gaussian kernels with bandwidth
matrix H. This matrix was estimated in two different ways:
KDE1 – Following [4], assume thatH is of the form h2C and use a rule-of-thumb
formula based on [20] for estimating h:
hˆ =
(
4
2p+ 1
)1/(p+4)
m−1/(p+4). (12)
KDE2 – Allow H to be an unconstrained matrix obtained using least squares
cross-validation or smoothed cross-validation as described in [9]. Es-
timation of the unconstrained bandwidth matrix H was implemented
using the ks package [8] in R. Due to computational difficulties with
the smoothed cross-validation method for high-dimensional data, this
method was replaced by least squares cross-validation when working
with the full seven-dimensional density.
Note that both of the above kernel density estimation procedures were
applied to the logratio, complementary log-log and spherically transformed
data. For an alternative approach to kernel density estimation for composi-
tional data using a plug-in method see [6].
4. Simulation experiments
The performance of each method and data transformation was assessed
in terms of the percentage of false negative and positive answers. A false
negative answer (type I error) is an answer where compared glass samples
originating from the same glass sample are evaluated as having originated
from different glass samples (LR < 1). A false positive answer (type II
error) is an answer where compared glass samples originating from different
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glass objects are evaluated as having originated from the same glass object
(LR > 1). Control of the level of false positive answers is especially important
from the forensic point of view as the statement that two samples of glass
could have the same origin, which does not correspond with the true facts,
could have serious legal consequences for the suspect.
Four-fold cross-validation was used in the simulation experiments, for
which the data were divided into four parts at random. There were 320
items altogether, so each part consisted of 80 items. One part was kept as
the test data, and the rest of the data were considered as the training set,
from which parameters were estimated and graphical models obtained. This
was repeated four times, yielding four sets of false positive (FP) and false
negative (FN) rates from each test set. Each cell in Table 6 shows the average
of those four rates.
The following experiments were performed in order to study the level of
false positive and false negative answers:
1. Experiment 1 (estimation of the percentage of false negative answers).
The measurements of the first two glass fragments of a total of four
analysed from a particular glass object were selected for the simulated
measurements of sample A (recovered). The measurements of the other
two glass fragments were assigned to sample B (control). Each simu-
lated sample A was compared with a simulated sample B. Four such sets
of 80 objects were created and a total of 320 comparisons were made.
The desirable answer was LR > 1 and each answer with LR < 1 was a
false negative answer.
2. Experiment 2 (estimation of percentage of false positive answers). All
four measurements from each of two different glass objects were selected
to form a pair of samples to compare, i.e. samples A and B. Four sets
of 80 glass samples were available in the database, and thus 4× (80
2
)
=
12, 640 such pairs were formed. The desirable answer was LR < 1 and
each answer with LR > 1 was a false positive answer.
5. Results
The results of the simulation experiment described in Section 4 are shown
in Table 6 in the form of false positive and false negative rates. Three models
were considered: normal, which assumes that the between-object distribution
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is (multivariate) normal, and KDE1 and KDE2 which estimate the between-
object distribution using Gaussian kernels. The difference between KDE1
and KDE2 is that the former uses a kernel bandwidth matrix of the form
H = h2C, where h is estimated by expression (12), while the latter esti-
mates an unconstrained kernel bandwidth matrix H using cross-validation
as described in Section 3.3 above. These models were applied to the three
transformed datasets described in Section 2: logratio, complementary log-log
and spherically transformed data. Firstly the full seven-dimensional density
(denoted as Full in Table 6) was estimated under propositions Hp and Hd and
the likelihood ratio was obtained. In addition, the likelihood ratio was ob-
tained under the two density factorisations described in Section 3.2 based on
decomposable graphical models which are denoted by GM1 and GM2. GM1
is the model obtained using the PC algorithm and it is shown for the three
data transformations in Figs 1-3 respectively. GM2 is the graphical model
obtained based on the main relationships between the chemical elements that
form glass and is shown in Fig. 4 for the logratio and complementary log-
log transformed data. Its resulting factorisation given by expression (10)
has been previously used for logratio-transformed data in [26]. This model
corresponds well with the partial correlations matrices for the logratio and
complementary log-log transformed data. For spherically transformed data
a slightly different graphical model was obtained based on inspection of the
partial correlations matrix with corresponding density factorisation given by
expression (11). In general there were similarities between the graphical
models obtained using the PC algorithm and inspection of the partial corre-
lations matrices for each data transformation. Also worth noting is that the
graphical models obtained for each of the four subsets used in the four-fold
cross-validation procedure for the simulation experiments, are almost identi-
cal to each other as can be seen in Figs 1 - 3.
The false positive and negative rates obtained from all methods and data
transformations range from 1.9% to 5.9%, rates which indicate good perfor-
mance in general. Low false positive rates are of particular interest as the
error to which they apply is that of convicting an innocent person. This is
generally thought to be a much worse error than failing to convict a guilty
person. With this criterion, the spherical transformation is preferable to the
logratio and complementary log-log transformation. The spherical transfor-
mation has the additional advantage of enabling the analysis of data includ-
ing zeros; the other models require the addition of a small amount to zero
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or a more sophisticated model that allows for zeros. Kernel density esti-
mation with an unconstrained bandwidth matrix (KDE2) and a simplified
graphical-model based factorisation of the density with a spherical transfor-
mation yields the lowest false positive rates (1.9%).
All error rates are less than 6% so all could be used in practice. The full
model has lower false positive rates than GM1 or GM2 for the Normal model.
Results from models that use a graphical model-based density factorisation
have lower false positive rates than for the full model for kernel density esti-
mation with an unconstrained bandwidth matrix (KDE2). The false negative
rates are higher for the logratio and log(-logratio) transformations with GM1
and GM2 than for the full model (again for KDE2).
In general GM1 and GM2 are to be preferred to the Full model as they
require the estimation of only one-, two- or three-dimensional density func-
tions. The Full model uses seven variables. Density estimation for such a
large number of variables has a larger error associated with the quality of the
fit. For example, the sample size required (accurate to about three signifi-
cant figures) to ensure that the relative mean square error at zero is less than
0.1, when estimating a standard multivariate normal density using a normal
kernel and a window width that minimizes the mean square error at zero is
4 for one dimension, 19 for two, 67 for three and 10,700 for seven dimensions
[20]. The simulation results here are based on samples of size 80 so satisfy
these criteria up to three dimensions.
There are three factors to consider when evaluating evidence in the form
of compositional data, as shown in Table 6. For the reasons given above, it
is recommended that the evaluation of evidence in the form of compositional
data be made with
• a kernel density estimation procedure with an unconstrained bandwidth
matrix;
• a spherical transformation of the data;
• a simplified graphical model based on the partial correlation matrix.
This method has the lowest false positive rate and requires only estimation
of univariate, bivariate and three-dimensional densities as seen in expression
(11).
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6. Tables
Table 1: Number (out of 320) and percentage of objects with zeros for each variable in
the glass data.
Variable O Si Na Ca Mg Al K Fe
Number 0 0 0 9 22 17 97 253
Percentage 0.0 0.0 0.0 2.8 6.9 5.3 30.3 79.1
Table 2: Sample mean vector, µˆ, for each transformation of the glass data.
Transformation Si Na Ca Mg Al K Fe
logratio -0.170 -0.718 -1.070 -1.792 -2.179 -3.270 -4.955
log (- log ratio) -0.768 -0.140 -0.007 0.212 0.321 0.464 0.669
spherical 0.957 1.186 1.256 1.400 1.471 1.508 1.553
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Table 3: Sample within-object variance-covariance matrix, Uˆ, and between-object
variance-covariance matrix, Cˆ, for the logratio transformation of the glass data. The
values shown are the variances and covariances multiplied by 1000.
Uˆ Si Na Ca Mg Al K Fe
Si 1.066 -0.002 1.911 0.227 0.456 1.292 0.706
Na 0.202 0.108 0.201 -0.125 -0.18 0.022
Ca 3.831 0.558 0.596 2.147 1.305
Mg 0.857 -0.53 0.029 0.172
Al 8.166 0.682 0.269
K 18.74 0.829
Fe 6.737
Cˆ Si Na Ca Mg Al K Fe
Si 1.864 1.800 20.428 15.501 -6.363 -10.140 7.409
Na 5.118 49.045 41.268 -5.631 -37.855 11.131
Ca 655.656 535.343 -60.497 -337.730 131.239
Mg 1232.555 -187.652 -424.815 286.963
Al 732.257 577.464 -326.544
K 2664.552 -292.354
Fe 2045.787
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Table 4: Sample within-object variance-covariance matrix, Uˆ, and between-object
variance-covariance matrix, Cˆ, for the log(- log ratio) transformation of the glass data.
The values shown are the variances and covariances multiplied by 1000.
Uˆ Si Na Ca Mg Al K Fe
Si 14.342 -0.077 3.156 0.142 0.372 0.809 0.299
Na 0.063 0.011 0.031 -0.017 -0.034 0.003
Ca 0.873 0.062 0.072 0.194 0.088
Mg 0.049 -0.032 -0.01 0.007
Al 0.228 0.044 0.009
K 0.393 0.021
Fe 0.106
Cˆ Si Na Ca Mg Al K Fe
Si 10.841 2.074 8.437 4.429 -1.911 -4.091 1.516
Na 1.360 4.126 2.993 -0.458 -3.545 0.628
Ca 19.394 11.683 -2.247 -12.000 2.979
Mg 27.533 -5.983 -12.865 5.598
Al 13.236 11.402 -5.244
K 44.348 -5.215
Fe 29.046
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Table 5: Sample within-object variance-covariance matrix, Uˆ, and between-object
variance-covariance matrix, Cˆ, for the spherical transformation of the glass data. The
values shown are the variances and covariances multiplied by 1000.
Uˆ Si Na Ca Mg Al K Fe
Si 0.211 -0.043 0.287 0.016 0.025 0.054 0.016
Na 0.039 -0.054 0.011 -0.014 -0.029 -0.002
Ca 0.457 0.030 0.026 0.057 0.023
Mg 0.020 -0.011 -0.009 0.002
Al 0.061 0.016 0.002
K 0.071 0.003
Fe 0.012
Cˆ Si Na Ca Mg Al K Fe
Si 0.312 0.154 0.663 0.269 -0.093 -0.295 0.063
Na 0.615 1.128 0.664 -0.095 -1.157 0.070
Ca 4.125 1.350 -0.476 -2.836 0.284
Mg 4.210 -1.231 -2.287 0.495
Al 1.352 1.233 -0.312
K 4.339 -0.374
Fe 1.213
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Table 6: Means of simulation results for 320 comparisons within groups for the estimation
of false negatives (FN) and for 12,640 comparisons between groups for the estimation of
false positives (FP). FP and FN rates for each model (normal, KDE1, KDE2) and data
transformation considered. KDE1: kernel density estimation with bandwidth matrix of the
form H = h2C and h obtained using expression (12), KDE2: kernel density estimation
with unconstrained bandwidth matrix H estimated using cross-validation. Full: seven-
dimensional densities, GM1: factorisation based on graphical model using PC algorithm,
GM2: factorisation based on simplified graphical model.
Model Data Error Factorisation
Transformation Type Full GM1 GM2
Normal
1. logratio
FP 4.9% 5.8% 5.2%
FN 3.4% 2.8% 3.1%
2. log(-log ratio)
FP 3.9% 4.4% 4.5%
FN 3.8% 3.8% 3.8%
3. spherical
FP 2.6% 3.0% 3.0%
FN 4.7% 4.7% 4.4%
KDE1
1. logratio
FP 4.1% 4.6% 4.2%
FN 3.4% 3.1% 3.8%
2. log(-log ratio)
FP 3.3% 3.6% 3.6%
FN 4.4% 4.7% 5.0%
3. spherical
FP 2.2% 2.4% 2.4%
FN 5.0% 5.3% 5.3%
KDE2
1. logratio
FP 3.9% 3.6% 3.2%
FN 3.4% 4.1% 4.7%
2. log(-log ratio)
FP 3.0% 2.8% 2.6%
FN 4.1% 5.3% 5.6%
3. spherical
FP 2.0% 2.0% 1.9%
FN 5.9% 5.6% 5.3%
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Figure 1: PC algorithm-generated graphical models shown clockwise for each of the train-
ing sets in the four-fold cross-validation procedure applied to the logratio-transformed
data.
Figure 2: PC algorithm-generated graphical models shown clockwise for each of the train-
ing sets in the four-fold cross-validation procedure applied to the complementary log-log
transformed data.
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Figure 3: PC algorithm-generated graphical models shown clockwisefor each of the training
sets in the four-fold cross-validation procedure applied to the spherically transformed data.
Figure 4: Simplified graphical model selected based on the partial correlation matrix for
the logratio and complementary log-log transformed data.
Figure 5: Simplified graphical model selected based on the partial correlation matrix for
the spherically transformed data.
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