Abstract. We construct a graph model for ACP"' the algebra of communicating processes with silent steps, in which Koomen's Fair Abstraction Rule ( KFAR) holds, and also versions of the Approximation Induction Principle (AIP) and the Recursive Definition & Specification Principles (RDP&RSP). We use this model to prove that in ACP" (but not in ACP!) each computably recursively definable process is finitely recursively definable.
Introduction
Process algebra is an algebraical theory of concurrency, i.e., a theory about concurrent, communicating processes. Almost anything can constitute a process: the execution of a program on a computer, or the execution of an algorithm by a person, but also a game of chess or the behavior of a vending machine_
The starting point for process algebra is the modular structure of concurrent processes at a given level of abstraction: we consider systems built up from certain basic processes by means of composition tools, including sequencing, alternative choice and parallel composition.
Process algebra tries to find laws or axioms for these composition operators, based on some a priori considerations of what features concurrent communicating processes should certainly have. Thus, we use the axiomatic method; after having established the axioms we can study different models of the theory, thus obtaining actual semantics.
The algebra of communicating processes with silent moves
The axiomatic framework in which we present this document is ACPT, the algebra of communicating processes with silent steps, as described in [7] . In this section, we give a brief review of ACPT. We start with an informal introduction to the composition operators used. A more elaborate and technical introduction can be found in [7] .
Process algebra starts from a finite collection A of given objects, called atomic actions, atoms or steps. These actions are taken to be indivisible, usually have no duration and form the basic building blocks of our systems. The first two compositional operators we consider are ""', denoting sequential composition, and "+"for alternative composition. If x and y are two processes, then x · y is the process that starts the execution of y after the completion of x, and x + y is the process that chooses either x or y and executes the chosen process. Each time a choice is made, we choose from a set of alternatives. We do not specify whether the choice is made by the process itself or by the environment. Axioms Al-5 in Table 1 below give the laws that "+" and ""' obey. We leave out ""' and brackets as in regular algebra, so xy+z means (x· y)+z. 
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Ti(xy) =T,(x). T1(Y)
obeying laws Cl-3. Finally, we have on the left-hand side of Table 1 the laws for the encapsulation operator "aH"· Here His a set of atoms, and "()H" blocks actions from H, renames them into 5. The operator "a H" can be used to encapsulate a process, i.e., to block communications with the environment.
The right-hand side of Table 1 is devoted to laws for Milner's silent step T (see (20] ). Laws Tl-3 are Milner's 'r-laws, and TMl, 2 and TCl-4 describe the interaction of 'r and merge. Finally, Tr is the abstraction operator that renames atoms from I into T.
Signature § (sorts):
f (functions):
IC (constants): These are presented in Table 1 . Here a, b, c e A, x, y, z e P, H s;; A, and I s;; A -{8}.
Axioms
Digression
. ~t. us ~onsider for a moment the intuitive meaning of the silent step 'r. A useful mtmtion is the following: suppose we have a machine executing a process, and we ea~ only observe the machine starting and stopping, and the beginning of atomic actions. Then T stands for zero or more machinesteps, i.e., the machine is running for a certain period of time (which possibly has no duration), and we can observe no action beginning.
This intuition can help to understand the -r-laws Tl-3: Tl: a-r =a for, in both cases, we see a beginning as soon as the machine starts, next the machine runs for a while, and then stops.
T2: TX + x = TX for T can also be zero machinesteps: when executing TX, the machine can start x right away; note that not TX = x for, when executing TX, the machine can also run for a while before starting x. T3: a(u+ y)+ax= a(Tx+y) for, when the machine executes a(TX+ y), we can see a begin and after some time the machine can start x (but not y ).
Now in [27] the empty process Eis discussed in process algebra. The constant E satisfies the laws EX= XE = x, and can therefore be considered to stand for zero machinesteps. This led Koymans and Vrancken to consider a new constant TJ, standing for one or more machinesteps. We get the crucial equation T=T]+E.
The hidden step 11 is the subject of current research by Baeten and Van Glabbeek. The only reference as yet is [1] (in Dutch) 1 • The constant TJ obeys T-laws Tl and T3, but not law T2. Instead of T2, a different Jaw can be chosen. We can define a hiding operator 11i that renames actions into T], and it seems that this form of hiding works very well for system verification. Abstracting to T means that we abstract further than when we abstract to ri; it is possible to have a two-tiered abstraction: first to 1), and then from 11 to T.
Some nice properties of 11 are: (1) We can take 11 EA, i.e., all laws of ACP that hold for atomic actions also hold for 1);
(2) The set of finitely branching process graphs modulo (an appropriate notion of) bisimulation is a model for ACP with T]; this is not the case for T, see Example 3.17.
Standard concurrency
Often we expand the system ACPT with the following axioms of Standard Concurrency (see Table 2 ). A proof that these axioms hold in the initial algebra of ACPT can be found in [7] . Table 2 .
Projection
Reasoning about processes often uses a projection operator 7Tn:P-+P (n;a:l), which 'cuts off' processes at depth n (after doing n steps), but with the understanding that T-steps are 'transparent', i.e., a T-step does not raise the depth. Axioms for 7Tn are in Table 3 . Table 3 .
11"n(a) =a
Koomen's Fair Abstraction Rule
Koomen's Fair Abstraction Rule (see [8] ) is a proof rule which is vital in algebraic computations for system verification, and expresses the fact that, due to some fairness mechanism, abstraction from 'internal' steps will yield an 'external' step after finitely many repetitions. The simplest form of the rule is KFAR1: if x and y are processes such that x = i · x + y, and i e I, then T1(x)=T · T1(J).
In general, the algebraic formulation is parametrized by k;;;.: 1, indicating the length of an internal cycle.
This formulation is somewhat complicated. Therefore, we will write out in full the cases k = 1 and k = 2. First KF AR1:
T1(x)=T·T1(Y)
In Section 3, we will find a model for the theory ACPT+SC+PR+KFAR1+KFAR2+· .. '
as defined in Sections 1.1-1.6.
7. Example
Suppose someone tosses a coin until heads comes up. He performs the process P=toss ·(tail· P+heads).
We define I= {toss, tail}. We write
so by applying KF AR2 we get T 1 (P) =,. · 1'1(8 +heads)=,.· heads, so that eventually heads comes up.
Note
We finish this section by mentioning that in [26] a generalization of KFARko called the Cluster Fair Abstraction Rule (CFAR), is introduced, by which clusters of :nternal steps can be handled that do not form a cycle.
Graphs
In this section we will define the elements of the model that will be constructed in Section 3. Definition 2.1. A rooted directed multigraph (which we will call graph for short) is a triple (NODES, EDGES, ROOT) with the following properties:
(a) NODES is a set; (b) EDGES is a set; with each e e EDGES there is associated a pair (s, t) from NODES. We say e goes from s to t, which we notate by
(c) ROOTE NODES.
Notation: g = (NODEs(g ),EDGEs(g ),ROOT(g )).
Definition 2.2. Let g be a graph. A path rr in g is an alternating sequence of nodes and edges such that each edge goes from the node before it to the node after it. We will only consider paths that are finite or have order type w. Thus, a path looks like or We say 1T starts at s 0 (in the pictured situations) and, if 1T is finite, that 1T goes from s 0 to sk. If 1T goes from s0 to s0 , 1T is a cycle, and any node in a cycle is called cyclic, a node not on any cycle is acyclic. Ifs, t E NODEs(g ), we say t can be reached from s if there is a finite path going from s to t. Remark 2.3. We will only consider graphs in which each node can be reached from the root. Definition 2. 4 . Let g be a graph, s E NODEs(g).
(a) The out-degree of s is the cardinality of the set of edges starting at s; the in-degree of s is the cardinality of the set of edges going towards s.
(b) s is an endnode or endpoint of g if the out-degree of s is 0.
(c) g is a tree if all nodes are acyclic, the in-degree of the root is 0 and in-degree of all other nodes is l.
(d) The subgraph (g), of s is the graph with root s and with nodes and edges all those nodes and edges of g that can be reached from s.
Definition 2.5 (labeled graphs).
Let B, C be two sets, and K an infinite cardinal number. We define G"(B, C) (the set of labeled graphs) to be the set of all graphs such that
(1) each edge is labeled by an element of B; (2) each endnode is Jabeled by an element of C; (3) the out-degree of each node is less than K. Two elements of G,«B, C) are considered equal if they only differ in the names of nodes or edges. Definition 2. 6 . Let B, C, K be given.
(a) Gi--: 0 (B, C) is the set of finitely branching labeled graphs; (b) lr" (B, C) = {g E G" (B, C): g is a tree} is the set of labeled trees; (c) ~(B, C) ={gEGK0(B, C):NODEs(g)uEDGEs(g) is finite} is the set of finite or regular labeled graphs; (d) G~(B,C)={gEG"(B,C):g has acyclic root} is the set of root-unwound labeled graphs.
The following definition is taken from [ 10), where most of the above terminology can also be found.
Definition 2.7 (root-unwinding).
Let B, C, K be given. We define the root-unwinding map p:G<(B, C)~G.c(B, C) as follows: Let gEG.(B, C).
(a) NODEs(p(g)) = NODEs(g) u {r}, where r is a 'fresh' node;
(c) ROOT(p(g)) = r; ( d) labeling is unchanged; if ROOT(g) has a label, r will get that label; ( e) nodes and edges which cannot be reached from r are discarded. (2) If g E G~(B, C), then g = p(g).
137
Example 2.9. (1) If g looks as shown in Fig. l(a) , then p(g) is the graph shown in Fig. l(b) .
(2) If g is the graph shown in Fig. 2 (a), then p(g) looks as shown in Fig. 2 (b). (Note that when we picture graphs, we will not display names of nodes and edges, and only give their labels; we indicate the root by "'""o".) 
The model
We use the labeled graphs introduced in Section 2 to construct a model for ACPT. We will use the symbol t to denote successful termination (whereas 8 denotes unsuccessful termination). Define the set of process graphs by Here K is some infinite cardinal, AT= Au {T}, and 0 is the graph -'> 0 -'> (a single node labeled by ! ) . Thus edges are la be led by elements of A7 -{8}, and endpoints by 8 or!.
Bisimulations
Next we will define an equivalence relation on GK, which will say when two graphs denote the same process. This is the notion of bisimulation (also see [7, 10, 11] ). First we define the label of a path in the following definition. We define three different bisimulations on GK.
( 1) '6-bisimulation, ~;; is the simplest; (2) -ro-bisimulation, ~,;; is like ~;; but takes into account the special status of -r as a silent step; (3) rooted -ro-bisimulation, tlns is like :tiT0 but also takes into account the special case when -r is an initial step.
For more information on bisimulations, see [23, 24] . (We use 8 as a subscript, to distinguish the bisimulations introduced here from tt, ~"and tlrT defined in [10), where ' 6 is absent.) Definition 3.4. Let g, h E GK, R s;:; NooEs(g) x NODES( h).
( 1) R is a 8-bisimulation between g and h, R:
(ii) the domain of R is NODES(g), the range is NODES(h); (2) For all g E GK, g t i8 p(g), g tiT8 p(g) and g tins p(g).
Proof
. Easy. D 
Operations and constants
G./ tins will be the domain of our model. Next we need to define the operations of ACPT on G,/ ~l"T8 • Actually, we will define them on G., and leave it to the reader to check that :t:trTa is a congruence relation for all these operations. Definition 3.7 ("+"). If g, h E GK, obtain g + h by identifying the roots of p(g) and p( h). If one root is an endpoint, it must be -c>oa (for O e G.) and we delete this label. If both g and h are -c>oB we put g + h = -c>oa. branching graph (see Example 3.17) . This is the reason that GN 0 is not a model for ACP7 (cf. remark (2) in Section 1.3).
Example 3. 17 . If b Ja= a J b = c, and a Ja= bJb =8, then we have Fig. 15 . Fig . 15 .
Without proof we mention the fact that if g, h E G" for some K > ~o. then also gJheG" Definition 3.18 ("aH"). Let He A be given. If gEG", obtain aH(g) by the following steps:
(1) remove all edges with labels from H; (2) remove all parts of the graph that cannot be reached from the root; (3) label all unlabeled endpoints by 8. (
Main theorem
Theorem 3. 24 . Let K be a given infinite cardinal number greater than ~o.
is a model of ACPT+SC+ PR+ KFAR 1 + KFAR 2 +· ·-.
Proof. We have the restriction on K because of the remarks in Example 3. 16 . The proof of the theorem is not very hard but extremely tedious, which is why we will limit ourselves to some examples and only consider the rules KF ARk in detail. In [7, 11] the set of finite, acyclic process graphs modulo bisimulation is proven to be a model of ACP7 • 0 3.3.1. Examples In the following examples we shall denote bisimulations by linking related nodes by dotted lines. - 
---- - • , Yk-l • We can assume that the h" are root-unwound.
Proof. This is essentially [10, Theorem 7.3] . It is easy to see that graphs g" (n < k) displayed in Fig. 23 , satisfy the condition. Now, suppose graphs gb, ... , g~_ 1 also satisfy the condition, so g~ ti,.,. i k-1
Fix n < k. Now we will define a rooted 78-bisimulation 147 thus finishing the proof of the claim. We put (ROOT(gi, ROOT(h1)) ER for each I E "11+ Let s be any other node in g~ and let 7T be the path from ROOT(g~) to s. Take a
, and let 7T 1 be the path from ROOT(g~+ 1 ) to s'. Since /A(7r) must be equal to in followed by /A(7T'), we must have that length(/A(7T'))=length(/A(7r))-l. Now, repeat this procedure; so take nodes" in graph in+ 1 g~+ 2 + hn+I such that (s', s") E Rn+ I· Ifs" E NODES(hn+1), put (s, s") ER. If s" = ROOT(g~+2), put (s, ROOT(h1+2)) ER. Otherwise, s" E NODES(g~+2), but at a still shorter distance from the root.
Thus, every sequence s, s', s", ... must eventually 'surface', and to each s E NODEs(g~) we will find an s* E NODES(g") such that (s, s*) ER. It is not hard to show that R is indeed a rooted 78-bisimulation, so that the claim is proved. D
(1) Let us now first consider the case k = 1, so we have
Case 1: h = 8 (actually, we mean h = --+05 ). Then g tirTs ig. We see by the claim that
which is the desired result because
Case 2: h is not 5. Then we obtain that g is rooted .,-8-bisimulated by the graph in Fig. 24( a) , so .,. r (g) is rooted .,-5-bisimulated by the graphs in Fig. 24(b) : again the right result. (2) If k > 1, the proof works similarly. ( We remark that in [26] it has been shown that the rules KFARk, for k> 1, logically follow from KFAR 1 .) For instance, if k=3, we have (it, i2, i3, EI), so g1 is rooted .,-5-bisimulated by the the graph in Fig. 25 , whence T1(g1) is rooted .,-8-bisimulated by the graphs in Fig. 26 . 
Handshaking
If we adopt the Handshaking Axiom (HA), namely I (HA) xiylz=8 I for all processes x, y, z, which says that all communications are binary, then the following Expansion Theorem (ET) holds in the model GK/ t::trTS (K > ~0). This is because GK/ t::t"8 satisfies the Axioms of Standard Concurrency of Section 1. 3 . A proof of this fact is given in [7] . The formulation of the Expansion Theorem is due to Bergstra and Tucker [12) . 
Alphabets
We can define, for each g E GK, the alphabet of g, a:(g), to be the set of all labels occurring in g except T, 8, i. Note that here we will need the requirement in Remark 2.3 that each node can be reached from the root. Then it is easy to see that if g t=t"s h (even if g t::tT& h), then a(g) = a(h). With this definition, it is not hard to show that GK/ t::t"5 (K > ~0 ) satisfies the Conditional Axioms (CA), first formulated in [3] , as shown in Table 4 . Table 4 .
,.,(xllYJ = ,.,(xllT1(y)) : a(x)n/=0
The approximation induction principle
The unrestricted Approximation Induction Principle (AIP) expresses the idea that if two processes are equal to any depth, then they are equal; or, for processes x,y,
We will prove in Theorem 4.3 that a restricted version of AIP, called AIP-, holds in Gj ti,..,. 8 (K > ~0 ). In Section 4.1 we will see that the unrestricted version does not hold. First some definitions. We say s E NODES(g) is of depth n ifs E [g Jn-Note that the [g ]n for different n need not be disjoint. The [g Jn are disjoint if g is a process tree.
(ii) Let g, h E GK. A relation R between nodes of g and nodes of h is called history-preserving if R only relates nodes with a common history; i.e., if, for s E NODES(g) and t E NODES( h ), R( s, t) holds, then there is a path 7T from ROOT(g) to s and a path 7T' from ROOT( h) to t such that IA ( 1T) = IA ( 7r').
Note that a history-preserving relation relates only nodes of the same depth.
Lemma 4.2. Let g, h E GK and g ti,..,.s h. Then there is a history-preserving rro-bisimulation between g and h.
Proof. Left to the reader (note that we build up such a bisirnulation step by step from the root, using the definition of bisimulation). D
Theorem 4.3. Let g, h E GK and suppose that for each n
Proof. Without loss of generality, we can suppose that g and h are completely unwound to process trees (the proof also works for general process graphs, but becomes harder to comprehend). All bisimulations appearing in this proof will be history-preserving.
Given is that 1Tn(g) ±:ZrTs 1Tn(h) for each n; we say that g and h rTo-bisirnulate until depth n.
Suppose that R is a (history-preserving) rTo-bisimulation between g and h until depth n + m that relates s E NODEs(g) to t E NODEs(h) at depth n. Then R induces a To-bisimulation between (g).and (h), until depth m. Thus 
We will show that -is a rooted To-bisimulation between g and h. Note thatis history-preserving, so only relates nodes of the same depth. Let us first see how -works at a certain level n. Suppose 
A picture might clarify the.matter (Fig. 27) .
[g]n+l 
Counterexamples
Suppose a is an atomic action different from S. It is not hard to see that, for each n, 7Tn(g) ~'"8 7Tn(h), but not g tl,Ts h so g, h do not satisfy (AIP). g and h are both bounded, but not finitely branching.
Example 4.8. g' and h' are shown in Fig. 29 . Again we have 7Tn(g') tlr-r& 7Tn(h') for each n (using the second T-law T2), but not g' tl,"8 h', so g', h' do not satisfy (AIP). g' and h' are both finitely branching, but not bounded. Note: although g and g' (and h and h') are certainly related, they do not ,-8-bisimulate. However, if we change g' so that each branch occurs infinitely many times, we do have a ,-8-bisimulation (this is a sort of infinite version of KFAR).
Remark 4.9. At this point, we cannot formulate the restricted version of (AIP) proved in Theorem 4.3 or Corollary 4.6 algebraically. We will be able to do this in Section 5, after we have discussed RDP and RSP.
The Recursive Definition Principle and the Recursive Specification Principle
In this section we will look at recursive specifications, which are sets of equations, and processes given by recursive specifications. The Recursive Definition Principle (RDP) states that certain specifications have a solution, while the Recursive Specification Principle (RSP) says that certain specifications have at most one solution. Specifications that satisfy both RDP and RSP have a unique solution. i.e., there exists a solution for E. While it is probably true that RDP holds in general in the model GK/ ti,...8, we will prove it only for a restricted class of specifications.
Definition 5.5. The Recursive Specification Principle (RSP) for a recursive specification E is (RSP) E(x, _)
E(y, _) x=y
It is obvious that RSP does not hold for every specification E (every process is a solution of the trivial specification X 0 = X 0 ).
In the sequel, we will formulate a condition of guardedness such that RSP holds for all guarded specifications in GK/ tirrs (K > ~0). However, we run into big problems when we want to formulate guardedness for specifications containing abstraction operators T 1• As a hint to the problems involved, consider the specification
This specification certainly looks guarded, but has infinitely many solutions in GK/ ti,T 8 , so does not satisfy RSP. (If p is any process not containing an a or b, then a· p is a solution for X0 , and b · p is a solution for X1 .) Because of these problems, we will formulate guardedness and the following theorems only for specifications that contain no abstraction. In T, X 0 and X4 occur guarded and X1 , X 2 , X3 unguarded. Definition 5. 8 . Let E ={Bi :j E J} be a specification without an abstraction operator Tt. and let i,jel. We define X;-u ~~~occurs unguarded in T; and we call E guarded if relation -u is well-founded (i.e., there is no infinite sequence
Next we start the proof of RDP and RSP in G~/ ~,. 8 (K > ~0).
Definition 5. 9 . Let 
Lemma 5.10. Let Ebe a guarded recursive specification in which no abstraction operator
Tr occurs and let j E J (the index set of E). Then Xi has an expansion in which all
occurrences of variables are guarded.
Proof.
Essentially, this is [3, Lemma 2.14]. We build up such an expansion in the following way. If, in 1j, all occurrences of variables are guarded, we are done.
Otherwise, substitute T; for all unguarded X; in 1j and repeat this process. This must stop after finitely many steps, for otherwise we obtain by Konig's Lemma an infinite sequence Xi -u X; -" · · ·, which contradicts the well-foundedness of -". D
Theorem 5.11. Let E be a guarded recursive specification in which no abstraction operator occurs. Then, in the model G,J ~rTS (K > ~0), E has a solution which is.finitely branching and bounded.
Proof. We will construct a solution g in stages gn for n EN. For n = 1, let T 1 be an expansion of X.k in which all variables are guarded (T 1 exists by Lemma 5.10). Then it is easy to see that 7T1 ( T 1 ) does not contain any variables, so is a finite closed ACPT-term. Let g1 be the canonical graph of 7T 1 ( T 1 ). By canonical, we mean that we do not use any ACPT-equations in constructing g 1 , but only the operations defined in Section 3.2 (we can replace all variables occurring in T 1 by 8 since they do not matter anyway). Note that g1 is finite. Now, suppose g" is constructed and is the canonical graph of 1Tn( T"), with T" an expansion of J0 0 such that Trn ( T") does not contain any variables. Now, if X; is a variable occurring in T", expand Xi to a term S; in which all variables occur guarded (S; exists by Lemma 5.10). yn+i is the result of substituting the S; for each X; occurring in T". Then T"+ 1 is an expansion of XJo and 7Tn+ 1( T"+ 1 ) does not contain any variables, so is a finite closed ACP"-term. gn+i is the canonical graph of 7Tn+ 1(T"+ 1 ). Note that gn+I is finite, and 7Tn(gn+1) = gn (=,not just ~,.,.a!). Now we define g = u~=I gn (leaving out all t-labels in non-endpoints). Note that, for each n, 1Tn(g) = gn and that g is finitely branching and bounded. It remains to be shown that g is a solution of E.
The same way we constructed g = gJ 0 , we can construct graphs gJ for each j E J. We will show that the graphs {gJ :j E J} satisfy all equations of E. It is a drawback of the previous theorems that we cannot use abstractions in our specifications. We can partially remedy this deficiency however by introducing a hiding operator t1• This we do in Definition 5.14. We also remark that, in [15] , another formulation of AIP-appears, which is a little less restrictive and which we can also use in the presence of an abstraction operator. Definition 5.14. We define an auxiliary theory ACP~ as follows:
( 1 DofinWon 5. 15 . We "tend G, with a new element i Table 5 .
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(ta new label) and we define tr on G" by stipulating that t 1 (g) is the graph g with all labels from I changed to t.
Remark 5. 16 . Theorem 5.12 still holds for specifications E in which a hiding operator tI occurs. This is not hard to see.
Corollary 5. 17 . G" / ti,78 ( K > ~0 ) satisfies the following principles, which we will call RDP and RSP: 
Computable graphs
In the previous sections, we have defined a model for ACP7 , in which a number of desirable principles hold ( KFAR, RSP, RDP, AIP-). In the rest of the paper we show that this model is not too big: every computable graph is the solution of a finite recursive specification. Thus, the graph models are the 'natural' models of ACP7 • In this paragraph, we look at computable graphs. We will prove that every computable finitely branching graph is definable by a finite guarded specification in the language of ACP7 • We will prove this result via a number of intermediate results.
First we define what we mean by a computable graph. In a computable graph, one must know at every point how many possibilities there are to proceed, and the label of each of those possibilities. Therefore, we need two computable functions od (for out-degree) and lb (for label). Since these must be number-theoretic functions, we need some coding of graphs. We do this by numbering the edges starting from each node. It also follows that we have to restrict ourselves to finitely branching graphs (although countably branching graphs could possibly also be considered).
In order to show that every computable graph is the solution of a finite recursive specification, we first show in Theorem 6.7 that every partial computable function on natural numbers can be represented as the solution of a finite recursive specification. In the proof of Theorem 6.7, we use the principles RDP, RSP, AIPand KFAR 1 • In Theorem 6.8 and Corollary 6.9, we then prove that the theorem holds for every binary branching graph. In Lemma 6.10, we show that it is sufficient to look at binary branching graphs. The proof of Lemma 6.10 takes place in the graph model, and this is the only place in this section where the proof is not algebraical. To turn the proof of Lemma 6.10 into an algebraical proof, it will be necessary to formulate an extended version of KFAR, more extended even than the rule CFAR mentioned in Section 1. 8 . When such a proof is found, however, we will have shown that every process that is the unique solution of a computable recursive specification also is the unique solution of a finite recursive specification (after abstraction), independent of a model. In the present text, we only obtain this result (in Section 8) relative to the graph model.
Definitions
Definition 6.1. Let g E Gx 0 (so g is finitely branching). A coding of g consists of the following:
(1) Ifs E NODEs(g) and the out-degree of s in n, then the outgoing edges are named 0, 1, ... , n -I.
(2) This leads to the following naming of nodes: a sequence <TE w* names the node reached by following the path from ROOT(g) with edge-names in <T. Example 6.2. Let g be the graph of Fig. 30 with indicated coding. ROOT(g) has name E and the endpoint of g has names OOO, 10, 110, 20 and 210. Remark 6. 3 . g E Gx0 is a tree ~ each node has exactly one name.
Definition 6.4.
Let g E Gx 0 be coded. We define two partial functions od:w*,w, as follows:
(1) od(u) =the out-degree of the node named by u if u names a node; (2) od(u) is undefined otherwise; 161 (3) lb( u* n) =the label of edge ·n starting at node u if u names a node and n <od(u) (here u*n is sequence a followed by number n); ( 4) lb( u*O) =the label of endnode <T if <T names a node and od( CT) = O; (5) lb(u) is undefined otherwise. Definition 6. 5 . g E tG~0 is computable if there is a coding of g such that functions od and lb are computable (since the set A is assumed to be finite, coding of Au {8, H into w is not important).
Results
Now we start the proof of the main theorem of this section. The first step towards proving it will be to show that every computable function can be represented by a finite guarded specification. First we say what we mean by a representation. Definition 6.6. Let D be a finite set of data. We suppose we have a number of communication channels 0, 1, ... , k ( k;;;;.: 1), of which channel 0 is the input channel and channel 1 the output cha'!nel. Any other channel is an internal channel. Furthermore, we suppose our set of atoms A contains elements
On these elements, we define the communication function by
and all other communications give 8.
Now suppose f: D* ~ D* is a partial function. We say process J represents f iff for any <T, p ED* j(<T) = p~inputting sequence <T along channel 0 will be followed by outputting sequence p along channel 1; and f( CT) is undefined ~ inputting sequence <T along channel 0 will be followed by deadlock. To be more precise, suppose a sequence u = d1 ••• d" is given, and we have a marker 'eos' indicating the end of a sequence. We define the sender §cr=s0(d1) • s0(d2) • ••• • s0(dn) · s0(eos) and the receiver IR by the following finite guarded specification (which has a unique solution in G,.J ttrTB by Theorem 5.12):
Then, we will hide unsuccessful communications:
and now we can give the formal definition: process J represents function f iff, for
f(a) is undefined<::::> aH'( §"!IJiliR) Proof. Letf be given. It is well-known thatf can be represented by a Turing machine over a finite alphabet D with finitely many states 0, ... , k (k ';31) of which 0 is the starting state and k the ending state. In tum, we will simulate this Turing machine by a finite specification
Here C is a finite control and S2 and 5 3 are stacks. We have the following picture (Fig. 31) . The specifications of S2 and S3 are specification of C consists of three parts:
When C0 is reached, input sits in S3 in the right order, and ends with an 'eos' (end-of-stack}.
Part 2: calculation
This specification will have one equation for each Turing-machine instruction in the Turing-machine representation off:
(a) for each TM instruction id e Rm (i < k, m ~ k; d, e ED) (meaning that if, in state i, the head reads d, it is changed to e, the head moves right and goes into state m ), we have an equation 
Part 3: output
When state Ck is reached, the output sits in S3 in the right order, and S2 is empty, so we put 
Informally, we will write
Now we want to show that J indeed represents f, so let a ED* be given (instead of working with f we work with its Turing machine representation). Let 
So we have reached the calculation part of the specification. Now we have two cases, according to whether or not f(u) is defined.
We claim that then
This can be seen if we look at Figs Case 2: f(a) is undefined. In this case, the Turing-machine calculation does not terminate, state k will never be reached, and process TI 0 a H (Co I I s~ I I sn will do an infinite number of internal steps (steps from /). We will prove the following claim, which will finish the proof of Case 2. To prove this, we put y =a H (Co II s~ II sn and consider x = t I (y ). Since the Turing machine does not terminate, it will keep doing instructions (a) ideRm,or
A general step of type (a) looks like:
and a general step of type (b) looks like:
Thus, process t, (y) = t1 ° a H (Co II s~ I I sn has states of the form t1 ° au( C; I I s~· II sn and will do 2 or 4 t-steps to go from one such state to the next. From this, we conclude that, for each n, 1T,,(ti(y) )=t". Now consider specification X=tX. This is a finite guarded specification with no abstraction operator, so it has a unique solution by RDP+ RSP, to which AIP-applies. We call this process t"'. It is easy to see that 1T,,(t"')=t" for each n, so applying AIP-(Theorem 5.13) we obtain t1 (y) =t"', so ti(Y) =t · t 1 (y) because t 1 (y) will satisfy the specification of t"'. From this last equation, it follows, by KFAR 1 , that T 1 (y) = T{tl 0 t 1 (y) = T · T{tl(5) =TO, which proves the claim, and at the same time ends the proof of Theorem 6.7. 0 Thus, every computable function can be represented using a finite guarded specification. We want to prove that every computable graph is definable using a finite guarded specification, but we will first prove this with two extra restrictions: the graph must be bounded and binary (i.e., an element of G 3 ). First we will give an infinitary specification of g. We have a state X" for each name er of a node which is not a 1-endpoint (so our index set is the set of all er E {O, 1 }* with od( er)> 0 or lb( cr*O) = 5, with designated element E, a name of the root). We have seven cases: It is not hard to see that g is need the solution of this specification, with parameters which we will call x,,. (we have guardedness since g is bounded). Now we want to give a finite specification for g. We will describe three parts:
(I) the transition from Xa-to Xa*i ( i == 0, 1 ), execution of steps, (2) the history, saved in a stack (3) the calculation, containing ;;d and lb.
We have the configuration shown in Fig. 34 . We have channels 2, 3, 4, 5, 6, 7 (all internal) and we extend the alphabet A" • ~has input channel 6 and output channel 3;
• fb has input channel 7 and output channel 4.
Upon receiving a signal 'start' from R, they will read the contents a of stack S, return those data to the stack, calculate od( a) respectively lb( u) and send the result to R. Thus, after abstraction from channels 5 and 6, we have (let S contain u):
R is the finite control, and is given by the following equation: ( 1 ) aH( ~lb(u*O),lb(u*l)) II so-I I c~.l ri(i)ss(i)R) II Oci I I Th)) 6 .1). We define h as follows:
(1) NODES(h) = { (s, n): s E NODES(g ), sf:. ROOT(g ), n < out-degree(s )} u {(s, 0): s E NODEs(g), and s = ROOT(g) or out-degree(s) = O}. 4) The endpoint label of (s, 0) E NODEs(h) is the endpoint label of s E NODEs(g ). An example might clarify the matter (Fig. 35) . It is obvious that h is root-unwound, that all non-root nodes have out-degree 2 or 0 and that if g is computable, then so is h. Now we can define R s NODEs(g) x NODEs(h) as follows: R relates all nodes s E NODEs(g) with all (s, n) E NODEs(h) (n<od(s) or n=O=od(s)).
It is easy to prove that R : g ±±,T8 h: We see that E is finite and guarded, and that h is a solution of E, using Theorem 6.8 and Corollary 6.9. 0 Remark 6.12. When we want to translate the trick in the proof of Lemma 6.10 in the graph-model to the theory of ACP., we have to use an extended version of KFAR. The details of this translation are not clear, however.
Computably recursively definable processes
In Section 6, we looked at computable graphs. In this section, we will discuss computable recursive specifications, and show that any process, recursively definable by a computable specification is already definable by a finite specification. First a remark about coding.
Remark 7.1 (coding).
It is not hard to give a computable injective coding function with computable inverse from all finite ACP,-terms to natural numbers, so we will not mention this function in the following. Proof. In a finite ACP"-term, it is easy to compute which variables are guarded, and which are not, using Definition 5. 5 . Therefore, we can compute a guarded expansion of each T" as in the proof of Lemma 5.10. D Lemma 7. 4 . Let E be a computable guarded recursive specification, in which no abstraction operator occurs. Then E has a computable solution in Gl-< 0 • Proof. First, note that all graph operations defined in Section 3.2 are computable, so that if graphs g, h are computable (as defined in Definition 6.5), then so are graphs g+h,g· h, gllh, glJ_h, glh, aH(g), T 1 (g), Trn(g) and tl(g) (defined in Definition 5.15). Thus, we see that the canonical graph of each finite ACP"-term is computable, so we obtain from the proof of Theorem 5.11 and Lemma 7.3 that each computable guarded specification without abstraction has a computable solution. D In this last section, we show that the abstraction operator T[ plays an essential role in the previous sections. In particular, we show that Theorem 7.5 does not hold if we cannot use abstraction. Our conclusion is that the defining power of theory ACP" is much greater than the defining power of theory ACP (where ACP is the theory given by the left-hand column of Table 1 ). Definition 8. 1 . Let the set of atoms A contain two elements a, b different from 8. Let a function f:w~{a, b} be given. We define a recursive specification Bf= {E~: n < w} by
It is obvious that E.r is a guarded specification without abstraction, which is computable if f is computable. sf has a unique solution by RDP+ RSP, which we call x! (x! = f(O)f(l)/(2) ... ). By Theorem 7.5, each x! for computable f is the abstraction of a process, definable by a finite guarded specification without abstraction. 
Proof.
We can enumerate all finite guarded specifications without abstraction in a list (En: n < w ). By Theorem 5.11, we can, for each n < w, construct a graph gn E G1-t 0 of which all levels are finite such that gn is a solution of En. By Lemma 7.4, each gn is computable. Now, to each specification En ( n < w) we assign a function fn:w-'»{a, b} in the following way:
• fn ( k) = a if all edges in g" starting from a node at depth k have label a;
• fn(k) = b otherwise. Since all gn have all levels finite, it follows that all fn are computable functions. Now, it follows immediately that if En defines a process :r!, it must be xf ... Thus, the set of all processes xf" recursively definable by a finite guarded specification without abstraction is included in {xi"": n < w }. Now we define a computable function f: w -'» {a, b} by f(n) = {:
f is not among {f,,: n > w }, so process x1" is not recursively definable by a finite guarded specification without abstraction. D
