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Abstract
Denne rapport undersøger en matematisk model for blodforgiftningen sepsis. Modellen
er udarbejdet af Zuev et al. (2006), som en patientspecifik model, med én patientspecifik,
dimensionsløs paramter H, der afhænger af patientens BMI. Det er ikke hos Zuev et al.
(2006) vist, hvordan modellen gøres patientspecifik ift. kun denne parameter, hvorfor vi
udfører argumentationen i denne rapport.
Vi foretager en matematisk undersøgelse bestående af stabilitetsanalyse og sensitivitets-
analyse. Stabilitetsanalysen deles over en primært algebraisk analyse, hvor vi undersøger
ligevægtspunkter og egenværdier for Jacobimatricen, og en numerisk analyse hvor den
generelle dynamik er i fokus. Vi finder 3 forskellige dynamikker for modellen, hvor
patienten vil blive rask hvis H > 0.86, mens patienten ved H ∈ [0.52, 0.86] vil opleve
et periodisk sygdomsforløb uden hverken helbredelse eller død som udgang, og ved
H < 0.52 vil patienten dø, hvis ikke man indleder behandling.
Ved at inddrage sensitivitetsanalysen finder vi endvidere, at modellen er forholdsvis
præcis for H < 1, mens at ved større værdier af H, bliver modellens resultater meget
usikre.
Samlet kommer vi frem til, at modellen af Zuev et al. (2006) er en dækkende model til
beskrivelse af sepsis, der dog kræver noget videre arbejde, før den kan implementeres. Vi
anbefaler således, at den dels sættes op imod væsentlig mere data, og at den dels bliver
underlagt en mere biologisk undersøgelse. Vores analyser giver endvidere anledning til
en diskussion om, hvorvidt det er hensigtsmæssigt at lave en model, hvor man har én
parameter, der er patientspecifik. Denne diskussion bliver yderligere relevant, da denne
paremeter også er en bifurkationsparameter, og er den parameter, de variable har størst
sensitivitet over for. I artiklen af Zuev et al. (2006) bliver H koblet med patientens alder,
lungekapacitet mv., hvilket vi finder noget kritisabelt.
Vi foreslår også en udvidelse af modellen, så den omfatter behandling med antibiotika.
Afslutningsvis fremkommer vi med forslag til implementering, der dog må vente til
efter modellen er bedre valideret.
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Abstract in english
This report investigates a matemathical model for the severe blood poisoning sepsis. The
model is developed by Zuev et al. (2006) as a patient specific model with one patient
specific, dimensionless parameter, H, which is dependent of the patients BMI. In the paper
by Zuev et al. (2006) it is not shown how the model is actually made patient specific by
means of only one paramenter, which is why the argument is made in the report.
We perform an investigation consisting of stability analysis and sensitivity analysis.
The stability analysis consists of a primarily algebraic analysis, where steady states and
eigenvalues of the Jacobian matrix are investigated, and a numerical analysis where we
focus on the general dynamics of the model. We find 3 different dynamics for the model,
where the patient recovers if H > 0.86, while the patients at H ∈ [0.52, 0.86] will experience
a periodic course of disease without either recovery nor death as an outcome. Finally
patients with H < 0.52 will certainly die if treatment is not initiated.
By including the sensitivity analysis, we furthermore find, that the model is somewhat
accurate for H < 1, but at larger values of H, the output of the model are related with
great incertainty.
In total we conclude that the model by Zuev et al. (2006) is sufficient to describe sepsis.
It will, however, demand further work before it can be implemented. We recommend
significantly more empiric evidence and a more biological investigation. Our analysis
recommend a discussion about whether it is suitable to make a model with only one
patient specific parameter. This discussion gain further relevance since this parameter
is also a bifurcation parameter, and the parameter which the variables has the highest
sensistivity to. In the paper by Zuev et al. (2006), H is proposed to be dependent of variuos
things; age, lung capacity etc. by means we find criticizable.
We also suggest an expansion of the model, to incorporate antibiotic treatments.
Finally we give a suggestion to implementation - which will need to wait for further
validation of the model to take place.
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1 Indledning
I spørgsmål om alt fra økonomiske forhold til folkesundhed har resultater fra matematisk
modellering høj autoritet. Både i offentlig debat og internt i videnskabens verden er det et
stort plus, hvis man kan underbygge sine resultater med en redelig, matematisk model.
Man benytter sig af matematisk modellering, når man står med en problemstilling,
hvor det er svært eller umuligt at forudsige udviklingen af en bestemt situation. Det
kan være aktiekurser, der udvikler sig på baggrund af mange forskellige forhold på det
internationale marked, eller det kan være, hvordan en bestemt neuron reagerer på en
nerveimpuls. Selvom modellen ikke nødvendigvis kan forklare, hvorfor noget sker, vil
den ofte kunne forklare konsekvenserne af det, der sker. Det kan være fint i tilfældet med
aktiekurserne, hvor man ofte ikke er interesseret i andet. I tilfældet med neuronen kan
den matematiske model måske også give brugeren en idé om, hvad der nødvendigvis må
ske i virkeligheden, hvis modellen giver et bestemt udfald hver gang. På denne måde kan
forskeren bruge matematisk modellering til at simulere situationer, hvor det normalt ikke
er muligt med eksperimentelle forsøg (Poulsen, 1997).
Et område, hvor modelleringen har stor værdi, er i den medicinske verden, hvor man
kan undersøge, hvilket stadie en sygdom er i eller se, hvordan en bestemt behandling vil
påvirke patienten. Man kan forberede sig på, hvordan sygdomsforløbet vil blive - selv før
man er sikker på, om patienten faktisk er smittet. Dette kan gøre behandlingen af den
konkrete patient mere effektiv og derved gøre, at positive resultater hurtigere kan opnås.
På verdensplan får op mod 18 millioner mennesker om året en alvorlig blodforgiftning
kaldet sepsis (Surviving Sepsis, 2008). Sepsis starter som en ukompliceret infektion der,
uden den rette behandling, kan udvikle sig til en livstruende tilstand, der kan ende
med dødelig udgang. Denne udvikling kan ske på få timer, hvorfor en hurtig og effektiv
behandling er nødvendig. I den vestlige verden dør op mod 1 million mennesker årligt af
sepsis (Zuev et al., 2006). Det er specielt ældre og mennesker med svækket immunforsvar,
der bliver smittet med sepsis. Sepsis er meget udbredt på hospitaler - i Danmark smittes
tre procent af alle hospitalsindlagte med sepsis under indlæggelsen (Statens Seruminstitut,
2008).
Sepsis er forholdsvis kompliceret at behandle. Der findes mange forskellige metoder,
hvor de fleste involverer kirugisk indgreb samt bredspektret behandling med antibiotika
(Zuev et al., 2006). Derudover må man bruge en del ressourcer på at behandle symptomer
som meget lavt blodtryk og organsvigt (Zuev et al., 2006). Fordi behandlingen er så
omfattende og skal foregå hurtigt, er det vigtigt for behandleren at have solide værktøjer
til at forudsige det kommende sygdomsforløb. Derudover skal man altid overveje brugen
af store mængder bredspektret antibiotika, da en konsekvens ved brugen er selektion
af resistente og multiresistente bakterier (Frimodt-Møller og Gahrn-Hansen, 2007). Som
grundregel bør hospitalspersonalet altid foretage dyrkning af infektionsbakterierne samt
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udsætte patienten for en række andre tests, inden behandlingen med antibiotika påbegyn-
des (Frimodt-Møller og Gahrn-Hansen, 2007). Der er dog et åbenlyst problem ved at lade
dyrkning af bakterier - der nemt kan tage flere døgn - skulle gå forud for behandlingen af
en sygdom, hvor patienten kan være død i løbet af kort tid.
Der er med andre ord en stor interesse i at have et værktøj, der på baggrund af let
målbare data vil kunne forudsige forløbet af sepsis for en specifik patient. En arbejdsgruppe
under Sergey M. Zuev har udviklet en matematisk model, der beskæftiger sig med denne
problemstilling. Modellen er patientspecifik og har til formål at hjælpe på forståelsen af
infektionsforløbet.
Når en matematisk model bliver konstrueret til så livstruende situationer, er det vigtigt,
at den kan tillægges stor tillid. Denne tillid skabes af flere faktorer. For det første er der
naturligvis overensstemmelse med data. Kan modellen give en god beskrivelse af allerede
eksisterende cases, er der god sandsynlighed for, at modellen også vil kunne beskrive
fremtidige situationer. En anden, og mindst lige så vigtig faktor er, at teste en sådan
model på et mere internt matematiske plan. Hvis modellen skal implementeres på f.eks.
et hospital, må man først kende modellen til bunds. Man skal vide, hvad der sker, når
man skruer på modellens parametre, og ikke mindst skal der være en sammenhængende
dokumentation for, hvorfor modellens størrelser faktisk hænger sammen, som de gør. Det
er vores mål med denne rapport at producere en matematisk analyse af modellen af Zuev
et al. (2006) og på den måde finde ud af, om denne model vil kunne give resultater, der
giver mening at bruge i praksis. Dette leder os frem til følgende problemformulering.
1.1 Problemformulering
I hvilken grad er den patientspecifikke model for sepsis af Zuev et al. (2006) holdbar?
For at undersøge modellens holdbarhed, vil vi besvare følgende arbejdsspørgsmål:
Hvordan er den patientspecifikke model for sepsis opbygget? Hvordan beskriver modellen
et infektionsforløb for sepsis? Findes der stabile tilstande for modellens løsninger? Hvor
sensitiv er modellen over for ændringer i parameterne, og kan man hermed bruge modellen
som værende patientspecifik?
1.2 Metode
Projektet bygger på artiklen: Sepsis progressison and outcome: a dynamical model af Zuev et al.
(2006), hvor der er præsenteret en model for sepsis’ udbredelse i et kropsvolumen.
Den første del af projektet vil bestå i at udforske og forstå, hvordan modellen er
opbygget, samt hvilke overvejelser og antagelser der ligger til grund for denne opbygning.
Da modellen er opbygget igennem tre skridt, vil vi gengive de samme skridt i denne
rapport.
Det første skridt vil være at få en forståelse for infektionsmodellen, der ligger til grund
for modellen beskrevet af Zuev et al. (2006). Infektionsmodellen er udarbejdet af bl.a.
Sergey Zuev selv og findes i bogen Disease Dynamics af Asachenkov et al. (1994).
Det andet skridt vil være at forstå den transformation, der sker fra infektionsmodellen
til den patientspecifikke model beskrevet i Zuev et al. (2006). Her er der kun svagt
redegjort for transformationen, og det vil derfor være nødvendigt med en dybdegående
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gennemgang af dette skridt.
Det tredje og sidste skridt i forståelsen af modellen, er skridtet fra den patientspecifikke
model til en dimensionsløs model. Skridtet er forholdsvis veldokumenteret i artiklen,
mens det ikke fremgår, hvordan de forskellige parametre transformeres, hvilket vi derfor
vil beskrive.
Efterfølgende ønskes en viden omkring modellens adfærd, sensitivitet og stabilitet.
Ved at udføre en stabilitetsanalyse er det muligt at se på de dynamikker, der er i
modellen, og det er muligt at se, om de ændrer sig i forbindelse med ændringer af
systemets patientspecifikke parameter. På denne måde kan vi se, om systemet rent faktisk
ændrer sig for forskellige patienter, og vi vil også kunne give et fingerpeg om, hvad
ændringen medfører. Denne stabillitetsanalyse vil blive foretaget uden hensyn til den
tidsforsinkelse, som ellers optræder i modellen.
En lignende undersøgelse udføres numerisk, hvor der er taget hensyn til tidsforsinkelsen.
I denne undersøgelse vil vi foretage en analyse af løsningernes adfærd samt teste, om
pertubationer i systemets begyndelsespunkt betyder noget for stabilliteten.
Der vil senere i rapporten være en diskussion af, hvilken betydning tidsforsinkelsen
har på analyserne.
Der udarbejdes endvidere en sensitivitetsanalyse til at vurdere de enkelte parametres
påvirkning af systemets output fordelt på de enkelte variable. En sådan analyse kan bruges
til flere ting. Dels laves den for, at vi kan vurdere, om nogle parametre kan udelades
således, at systemet kan reduceres. Dels kan en sådan analyse benyttes til en vurdering
af, hvor sensitivt systemet er over for fejl i estimation af den enkelte parameter, og om
ændringer i den patientspecifikke parameter har indflydelse på dette. Derved fås en viden
om, hvilke parametre der skal måles med stor nøjagtighed.
Afslutningsvis vil resultater og undersøgelser naturligvis blive diskuteret, og vi vil
komme med anbefalinger til det videre arbejde med modellen samt forslag til forbedringer.
1.2.1 Afgrænsning
I denne rapport har vi valgt at lægge fokus på den matematiske analyse af modellen, og
vi har derfor fravalgt at gå i detaljer med den biologiske baggrund og fortolkning. Vi har
nogle steder i rapporten gjort biologiske overvejelser om grænsetilfælde for parametre,
men vælger i nogle tilfælde også bevidst at overskride dem for at se, hvad matematikken
i modellen kan bære.
For det andet holder vi ikke modellen op imod indsamlet data, selvom dette er et
vigtigt og interessant skridt, har vi valg at fokusere på de matematiske analyser.
1.3 Målgruppe
Denne rapport vil være interessant at læse for folk, der har en generel interesse i modelle-
ring af infektioners dynamik i patienter. Mange af de overvejelser vi gør os i denne rapport,
vil kunne bruges på andre typer modeller. Især den lange gennemgang af modellen vil
være nyttig, hvis man gerne vil forstå, hvordan en sådan model er opbygget.
Derudover vil rapporten have interesse for folk, der skal arbejde med netop denne model
for sepsis’ udbredelse. De vil kunne bruge denne rapport som både en grundig gennemgang
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af modellen samt som en matematisk validering af den. Rapportens målgruppe vil desuden
indbefatte folk, der står for at skulle implementere modellen.
Det vil være nødvendigt med et vist matematisk beredskab for at læse rapporten. Gen-
nemgangen af modellen vil kunne forstås med et overfladisk kendskab til flere koblede
differentialligninger, differentialregning samt erfaring med elementær algebra. Der vil i
nogle af transformationerne være overvejelser af fysisk karakter.
Til analysen vil det være nødvendigt med et lidt grundigere kendskab til behandlingen
af flere koblede diffentialligninger samt det tilhørende algebra.
Det er ikke nødvendigt med særlige forudsætninger inden for biologi, da vi ikke vil
gå dybere ned i de biologiske betragtninger i modellen.
1.4 Læsevejledning
Vi vil her nævne nogle overordnede ting omkring rapporten og arbejdet med den, der
kan være relevant for læseren inden påbegyndt læsning.
• Den benyttede teori i rapporten vil, i stedet for at være samlet i et langt teoriafsnit,
være præsenteret lige før den bliver brugt. Dette mener vi, giver en god forbindelse
mellem teorien og analysen, hvor den bliver benyttet.
• Vi har valgt at benytte notationerne fra artiklen af Zuev et al. (2006). Når vi undta-
gelsesvis fraviger denne notation, er det bemærket i noter.
• Vi arbejder i rapporten med tre udgaver af samme model, hvorfor det er vigtigt at
have styr på, hvordan de bliver nævnt. Vi kalder modellen fra Asachenkov et al.
(1994) for infektionsmodellen. Efter den patientspecifikke parameter er indført
(ligningssystem 4.2 i Zuev et al. (2006)), kaldes modellen for den patientspecifikke
model. Efter denne model gøres dimensionsløs (ligningssystem 5.3 Zuev et al. (2006))
kaldes modellen for den dimensionsløse model og i analysen: modellen.
• Navnene på to af analyserne er ikke helt retvisende. Den numeriske analyse er
således også en stabilitetsanalyse, ligesom afsnittet ’Stabillitetsanalyse’ også benytter
sig af numeriske metoder. Der skal med andre ord ikke lægges for meget vægt
på disse navngivninger. Den væsentligeste forskel på de to analyser er, at den ene
indbefatter tidsforsinkelsen, mens den anden ikke tager hensyn til tidsforsinkelsen.
• Vi benytter os af computerprogrammerne Maple og MATLAB til behandling af
modellen. Analysen er foretaget med hjemmelavede scripts, og de relevante ligger i
appendiks A.
• Til analyserne er der lavet mange figurer. Ikke alle har fundet plads i rapporten
og er derfor vedlagt som appendiks. Rapporten indeholder en figurliste, så man
bedre kan bevare overblikket over de mange figurer. Figurlisten er indsat lige før
appendiks.
2 En patientspecifik model for sepsis
Vi vil i dette afsnit gøre rede for hvordan modellen for sepsis opbygges. I første omgang
opskrives infektionsmodellen, der beskriver en infektions spredning i en patient. Denne
model gøres patientspecifik og dimensionsløs så vi til slut har den model, vi ønsker at
arbejde med.
2.1 Infektionsmodellen
Vi vil i dette afsnit gøre rede for, hvordan infektionsmodellen opstilles. Afsnittet bygger
på Asachenkov et al. (1994, kap. 2).
Vi forestiller os, at modellen beskriver en infektion inde i et arbitrært volumen, som både
kan være et organ, flere organer eller en hel krop1. På figur 2.1 ses en grov skitse af forløbet
i et organ. Når en infektion indtræffer, vil koncentrationen af patogener stige til P > 0.
Herefter igangsættes immunforsvaret, hvilket medfører, at produktionen af plasmaceller
(C) starter. Det sker dog med en tidsforsinkelse τ efter infektionen. Dette medfører en
produktion af antistoffer (F), der binder patogener (Fp). Disse antistoffers reaktion starter
igen produktion af plasmaceller, som igen skaber antistoffer. Disse antistoffer optager
patogener og omdannes dermed igen til Fp. Dette kredsløb fortsætter så længe kroppen
kæmper mod infektionen.
Patogenerne skader organet, og dette er illustreret ved variablen D. Organskaden
påvirker produktionen af plasmaceller. Denne påvirkning er markeret med en stiplet linje,
da den ikke ændrer på graden af organskaden.
Koncentrationen af patogener kan i sig selv generere nye patogener, hvilket er markeret
med parameteren β. Dannelsen af disse vil ikke reducere koncentrationen af patogener,
men kun tilføje nye ved celledeling. Dette er markeret med en delvis stiplet linje i figuren.
Ligeledes bruges stiplede linjer i forhold til plasmaceller, da dannelsen af plasmaceller
ikke medfører reduktion i koncentrationen af Fp. Samtidig vil dannelsen af antistoffer ikke
reducere koncentrationen af plasmaceller.
Der vil være et naturligt henfald i koncentrationerne af antistoffer, antistoffer indehol-
dende patogener samt plasmaceller. Dette kan ses som en dødsrate og er markeret med
henholdsvis µF, µFp og µC. Henfaldet af plasmaceller er givet ved dødsraten multipliceret
med tilvæksten af plasmaceller efter infektionen er indtruffet: µC(C− C∗). Ved ligevægt
dannes ligeså mange plasmaceller, som der dør, µC er derfor en effektiv dødsrate. Or-
ganskaden vil ligeledes have et henfald givet ved µD, hvilket er det samme som helbredelse
af organet.
Det er vigtigt at være opmærksom på, at modellen er generel, og dermed kan para-
meterne dække over flere forskellige måder at henfalde på, hvilket vi ikke vil komme
1 Der er i Zuev et al. (2006) ikke gjort rede for, hvad det arbitrære volumen dækker.
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Figur 2.1 Figuren repræsenterer et organ, samt hvad der sker ved infektion. Forklaring til denne
figur findes i teksten.
nærmere ind på.
Det skal bemærkes, at vi har indført Fp, som en selvstændig proces selvom den hverken
er brugt i artiklen af Asachenkov et al. (1994, kap. 2) eller af Zuev et al. (2006). Det skyldes,
at Fp optræder som et hjælperedskab, der hurtigt kan forkortes ud af modellen. Vi har dog
valgt at medtage Fp som en selvstændig variabel, da den giver et mere realistisk billede af
de dymaniske processer i organet ved infektion.
Her er en oversigt over de forskellige variable og parametre i modellen.
P Koncentrationen af patogener
F Koncentrationen af antistoffer
Fp Koncentrationen af antistoffer indeholdende patogener.
C Koncentrationen af plasmaceller
D Graden af organets skade
β Vækstrate af patogener
α Vækstrate af plasmaceller
γ Sandsynligheden for at patogener neutraliseres ved kontrakt med antistoffet
ρ Vækstraten for antistoffer baseret på én plasmacelle
η Antallet af antistoffer der bruges til at neutralisere én patogen
µFp Dødsrate for antallet af antistoffer der indeholder patogener
µC Dødsrate: givet ved den inverse af plasmacellers gennemsnitlige levetid
µF Dødsrate: givet ved den inverse af antistoffers gennemsnitlige levetid
µD Helbredelsesrate: karakteriserer den inverse af helbredelsestiden for organet
σ Koefficient for skaden på organet foresaget af patogener samt autoimmune skader
τ Tidsforsinkelse i produktionen af plasmaceller
2.1 Infektionsmodellen 9
Med udgangspunkt i figur 2.1 er vi nu godt rustet til at opstille infektionsmodellen.
Dette gøres ved at se på udviklingen af de variable P, Fp, C, F og D i tiden ved hjælp af
deres tidsafledte. Vi starter med at se på dPdt . Det antages, at populationen af patogener
reprodukserer ekspotentielt i tiden, med en vækstrate β, som er den eneste tilførsel af
patogener. Som tidligere fortalt vil koncentrationen af patogener medføre en produktion
af antistoffer, både Fp og F. Der indføres en koefficient, γ, der udtrykker sandsynlighe-
den for, at patogener neutraliseres ved kontakt med antistoffer. Dermed kan følgende
differentialligning opstilles:
dP
dt
= Pβ− γFP (2.1)
Derefter ser vi på ændringen i koncentrationen af antistoffer indeholdende patogener
dFp
dt . Den eneste tilførsel er patogener, der bliver indkapslet af antistoffer. Dette udtrykkes
med koncentrationen af patogener og antistoffer multipliceret med en sandsynlighed for,
at patogenet bliver neutraliseret. Det eneste, der reducerer denne koncentration, er en
dødsraten µFp . Dermed kan følgende differentialligning opstilles:
dFp
dt
= γPF− FpµFp (2.2)
Vi antager, at tilvæksten og dødsrate er af samme størrelsesorden. Dermed kan vi
betragte processen som værende i ligevægt, dvs. dFp/dt = 0. Hermed fås en relation mellem
F og Fp som er givet ved følgende:
Fp =
γ
µFp
PF (2.3)
Dermed kan vi fremover benytte denne størrelse for Fp, hvormed systemet er reduceret
med én variabel.
Ændringen af koncentrationen af antistoffer dFdt er påvirket af plasmacellernes produktion
af antistoffer, hvor ρ beskriver vækstraten for antistoffer baseret på én plasmacelle. Denne
parameter multipliceres med koncentrationen af plasmaceller. Koncentrationen af antistoffer
reduceres med ηγFP, der beskriver faldet i mængden af antistoffer pga. interaktion med
patogener. Hvor η er antallet af antistoffer, der skal bruges for at neutralisere én patogen
og γ, som tidligere nævnt, angiver sandsynligheden for, at patogenet neutraliseres ved
kontakt med antistoffet. Derudover fratrækkes µFF, som beskriver nedgangen i antallet af
antistoffer pg.a. henfald. På denne baggrund kan følgende differentialligning opstilles:
dF
dt
= ρC− (µF + ηγP)F (2.4)
Vi ser nu på ændringen i koncentrationen af plasmaceller dCdt .
Produktionen af plasmaceller bliver igangsat af Fp og som tidligere forklaret, vil denne
proces være tidsforsinket. Tidsforsinkelsen markeres med størrelsen τ som beskriver,
hvor lang tid det tager at danne en given stor mængde plasmaceller. Størrelsen ξ(D) er
afhængig af organskaden D. Denne størrelse vil blive forklaret yderligere i afsnit 2.1.1.
Henfaldet af plasmaceller, som er givet ved µC(C−C∗), er det eneste, der reducerer denne
koncentration. Ud fra dette fås følgende differentialligning:
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dC
dt
= ξ(D)kFp
∣∣∣∣
t−τ
−µC(C− C∗) (2.5)
Vi indsætter nu ligning 2.3, og dermed kan ligning 2.5 omskrives til:
dC
dt
= ξ(D)k
γ
µFp
PF
∣∣∣∣
t−τ
−µC(C− C∗)⇔
dC
dt
= ξ(D)α(PF)
∣∣∣∣
t−τ
−µC(C− C∗)
(2.6)
Parameteren α = kγ/µFp beskriver den interaktion mellem patogener og antistoffer, der
fører til produktion af plasmaceller.
Ændringen af organskaden dDdt påvirkes i positiv retning af koncentrationen af patogener
multipliceret med σ, der er en koefficient, der angiver skaden på organet foresaget af
patogener samt autoimmune skader foresaget af T-dræberceller2. I negativ retning er det
kun helbredelsesraten µD, der påvirker dD/dt. Differentialligningen kommer til at se ud
som følgende:
dD
dt
= σP− µDD (2.7)
Der kan argumenteres for, at organets produktivitet afhænger af størrelsen på organet.
Derfor indføres følgende definition af organskaden D:
D = 1− d
d0
(2.8)
Her er d0 størrelsen af det raske organ, og d er den raske del af det skadede organ.
Jo større del af organet der ikke er skadet, jo tættere kommer udtrykket dd0 på 1. Derfor
gælder det, at D = 0 for det uskadede organ. Organskaden D vil, jf. ligning 2.8, ligge i
intervallet D ∈ [0, 1], da 0 < d ≤ d0. Det antages dermed, at hvis organet er fuldstændig
skadet til en tid t, dvs. D(t) = 1, så kan organet ikke skades yderligere dvs. dDdt = 0
3.
Vi har nu præsenteret de fire koblede differentialligninger, der tilsammen danner infek-
tionsmodellen:
2 T-dræberceller hører til kroppens eget immunforsvar. De sørger for at dræbe inficerede celler, og celler der
udviser tegn på udvikling af cancer. Det sker undertiden, at T-dræberceller slår nogle af kroppens egne, raske
celler ihjel. Disse skader kaldes autoimmune skader (skader kroppen påfører sig selv) og stiger, som der kommer
flere T-dræberceller.
3 Begrænsningen for D har vi valgt ikke at implementere i modellen, da vi ønsker at undersøge modellen
udover dens biologiske grænser.
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dP
dt
= P(β− γF)
dF
dt
= ρC− (µF + ηγV)F
dC
dt
= ξ(D)αPF
∣∣∣∣
t−τ
−µC(C− C∗)
dD
dt
= σP− µDD
(2.9)
Infektionsmodellen består således af fire koblede ikke-lineære differentialligninger. Var
systemet lineært, ville det kunne udtrykkes vha. en matrix bestående af parametre (A), så
dY
dt = AY, hvor Y = (P, F,C,D) (Strogatz, 1994, s. 6-7). Skal vores system udtrykkes på
denne måde, må det imidlertid gøres vha. en funktion (f) frem for en matrix. Systemet
kan da skrives som:
dY
dt
= f(Y(t), c)
Hvor c er en vektor bestående af modellens parametre, og tiden ikke indgår direkte -
systemet er altså autonomt. Vi vil undertiden benytte os af ovenstående korte form, og for
overskuelighedens skyld skrive den som:
dY
dt
= f(Y)
hvis der ikke er en pointe med at medtage tid og konstanter i notationen. Det fremgår
af ovenstående, at vi altså arbejder med et autonomt system af koblede ikke-lineære
differentialligninger. Bemærk i øvrigt, at notationen for variable og parametre ændres,
som de bliver transformeret.
2.1.1 Funktionen ξ(D)
Som tidligere nævnt afhænger ξ(D)-funktionen af organskaden D.
Deludtrykket αξ(D) i 3. ligning i system 2.9 udtrykker produktionen af plasmaceller.
For det raske organ vil ξ(D)-funktionen være lig 1. Denne værdi vil funktionen bibeholde,
selv når organet er skadet i en mindre grad. Det betyder, at produktionen af plasmaceller
ikke afhænger af omfanget af en mindre organskade. Hvis graden af organskaden når en vis
størrelse D∗, vil ξ(D)-funktionen falde, hvilket resulterer i, at produktionen af plasmaceller,
og dermed antistoffer, vil falde. Hvis organskaden fortsætter, vil ξ(D)-funktionen falde
indtil organet dør. Ud fra dette kan vi konstatere, at ξ(D)-funktionen vil tilhøre intervallet
ξ(D) ∈ [0, 1], da produktionen af plasmaceller ikke kan overstige 100% eller blive negativ.
Måden ξ(D)-funktionen aftager på kan udtrykkes på flere forskellige måder afhængig
af infektionstypen. Dette er også gældende for størrelsen af D∗.
På figur 2.2 ses ξ(D)-funktionen plottet som funktion af organskaden D. Når organskaden
når størrelsen D∗, så er reduktionen i produktionen af plasmacellerne her angivet som
værende lineær. Funktionen er dog ikke lineær for sepsis, hvilket vi vil vende tilbage til.
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Figur 2.2 Figuren viser ξ(D)-funktionen plottet som funktion af D. Skitseret frit efter (Asachenkov
et al., 1994, s. 19)
2.1.2 Tidsforløb for infektionsmodellen
Før infektionen indtræffer, er der ingen patogener i organet, og koncentrationen af plas-
maceller vil ligge på et forholdsvis konstant niveau, kaldet C∗. Dette medfører, at kon-
centrationen af antistoffer ligeledes vil være forholdsvis uændret, denne koncentration
kaldes F∗. Derudover antages det, at organet ikke er skadet før infektionen indtræffer.
Hvis tiden, hvor infektionen indtræffer, sættes til t0, vil der være følgende betingelser til
tiden t−, hvor t− < t0:
P(t−) = 0
F(t−) = F∗
C(t−) = C∗
D(t−) = 0
(2.10)
Før infektionen finder sted, vil de tidsafledte af P, F,C og D være lig nul, så ved at
indsætte betingelserne 2.10 i infektionsmodellen (system 2.9) får vi følgende: P(t−) = 0,
F(t−) = F∗ = ρµFC
∗, C(t−) = C∗ og D(t−) = 0. Det ses her, at koncentrationen af
antistoffer F∗ til tiden t−, afhænger af koncentrationen af plasmaceller samt forholdet
mellem vækstraten og dødsraten for antistofferne.
Når infektionen indtræffer, sættes tiden til t0, og koncentrationen af patogener til denne
tid kaldes P(t0) = P0. Til denne tid vil produktionen af plasmaceller, samt antistoffer,
endnu ikke være påbegyndt, og derfor vil disse koncentrationer stadig være givet ved:
F(t0) = F∗ og C(t0) = C∗. Derudover vil organet endnu ikke være påvirket af infektionen,
så D(t0) = 0.
Hvis man er i en situation, hvor koncentrationen af plasmaceller er lig nul, så vil der
ikke være en produktion af antistoffer, og dermed vil organet være ubeskyttet over for
patogener. Denne situationen anser vi ikke for relevant i forhold til vores gennemgang og
analyse af modellen, da modellens udfald vil være organdød.
Vi har en antagelse om, at de variable P, F,C og D alle er kontinuerte og differentiable
samt, at de alle er positive eller lig nul, hvilket betyder følgende for startbetingelserne:
P0 > 0, F∗ > 0, C∗ > 0 og D(t0) = 0. Derudover er alle parametrene konstrueret således,
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at de per definition er positive til en tid t1, hvor t1 > t. Da flere af parameterne afhænger
af patogenernes tilstedeværelse, vil flere af disse være lig nul til tiden t−, hvor infektionen
endnu ikke er indtruffet.
Vi vil nu kigge på tiden t1, for hvilken det gælder, at t0 < t1 < t2, hvor vi definerer tiden
t2 til tiden, hvor organskaden D = D∗, jf. afsnit 2.1.1. I dette tidsinterval vil 0 < D < D∗,
hvilket vil medføre, at ξ(D) = 1, og dette vil derfor ikke ændre størrelsen af de andre
variable.
Hvis vi derefter ser på de variable til en tid t3, hvorom det gælder, at t2 < t3 < t4, hvor
organet er totalskadet til tiden t4. I dette tilfælde vil ξ(D)-funktionen være aftagende
i intervallet ξ(D) ∈ [0, 1], og dermed vil produktionen af plasmaceller falde, hvilket
medfører et fald i produktionen af antistoffer og vil resultere i mindre neutralisering af
patogener.
Til sidst kigger vi på tiden t5, hvor t4 ≤ t5. I dette tilfælde vil den tidsafledte dCdt være
negativ, da ξ(D) = 0, hvilket betyder, at plasmacellerne henfalder uden tilførsel af nye
plasmaceller. Dette hæmmer endvidere produktionen af antistoffer, idet koncentrationen
af plasmaceller falder. Det vil ende med, at antallet af plasmaceller samt antistoffer vil
blive lig nul, og uden antistoffer vil organet være ubeskyttet over for patogenerne.
2.2 Modifikationer af infektionsmodellen
I artiklen af Zuev et al. (2006) argumenteres for visse modifikationer af infektionsmodellen.
Vi vil i dette afsnit præsentere disse modifikationer, som danner grundlag for den model,
vi arbejder videre med i dette projekt.
Vi laver en modificering af 1. differentialligning i system 2.9. Dette gøres, fordi repro-
duktionen af patogener påvirkes af størrelsen af organskaden således, at hvis organet er
meget skadet, vil reproduktionen af patogener mindskes (Asachenkov et al., 1994, s. 9).
Ved at indskrive leddet (1− D) gøres reproduktionen proportional med den uskadede
del af organet. Dette vil resultere i, at differentialligningen kan omskrives til:
dP
dt
= βP(1− D)− γFP (2.11)
Variablen F er, som tidligere fortalt, et udtryk for koncentrationen af antistoffer. Dette
indebærer dog også T-dræberceller, som kan skade organet. Derfor er det nødvendigt at
indføre F i 4. differentialligning i system 2.9 som følgende:
dD
dt
= σPF− µmD (2.12)
På baggrund af disse modifikationer består infektionsmodellen af følgende fire koblede
differentialligninger:
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Figur 2.3 Figuren viser funktionen ξ(D) hvor der ses et spring i kurven for D = 0.75.
dP
dt
= βP(1− D)− γFP
dF
dt
= ρC− ηγPF− µF
dC
dt
= ξ(D)αPF
∣∣∣∣
t−τ
−µC(C− C∗)
dD
dt
= σPF− µmD
(2.13)
I afsnit 2.1.1 skrev vi, at ξ(D)-funktionen kan approksimeres ved forskellige funktioner
afhængig af infektionstypen. I artiklen af Zuev et al. (2006) defineres D∗ = 0.1, hvilket
betyder, at organet er 10% skadet, og når 75% af organet er skadet, er organet ikke
funktionsdygtig, og dette defineres dermed til organdød. For sepsis vil ξ(D) approksimeres
af en funktion med forskriften ξ(D) = e−7.5(D−0.1) for D ∈ [0.1, 0.75]. Funktionen ξ(D) vil
dermed have følgende forskift:
ξ(D) =

1 hvis 0 ≤ D ≤ 0.1,
e−7.5(D−0.1) hvis 0.1 < D ≤ 0.75,
0 hvis 0.75 < D ≤ 1
(2.14)
Vi vil, i et senere afsnit, diskutere hvorvidt dette er en rimelig beskrivelse af ξ(D)-
funktionen. På figur 2.3, hvor ξ(D) er plottet som funktion af D, ses det, at funktionen
springer i punktet D = 0.75, dvs. at den er diskontinuert.
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2.3 Den patientspecifikke model
Vi vil i det følgende afsnit transformere infektionsmodellen således, at der kun er én
patientspecifik parameter, H. Dette træk er vi naturligvis nødt til at motivere, samt
argumentere for gyldigheden af. I det følgende vil vi derfor først forklare, hvorfor Zuev
et al. (2006) vælger at gøre modellen patientspecifik på netop denne måde og derefter
forklare, hvordan H-parameteren kan bruges til at transformere alle modellens variable
og parametre. Transformationerne er ikke beskrevet i artiklen (Zuev et al., 2006), og
forklaringerne er derfor vores egne.
2.3.1 Infektionsmodel vs. patientspecifik model
Infektionsmodellen, som vi tidligere har beskrevet i ligningssystemet 2.9, er praktisk til
generelle overvejelser omkring udvikling af infektioner. Når det kommer til klinisk brug,
vil nytten dog være begrænset. Hvis man forestiller sig, at modellen skal bruges på en
patient, der bliver indlagt med sepsis, vil sygehuspersonalet skulle bruge mange ressourcer
på målinger, som de sikkert ikke vil have mulighed for at få svar på hurtigt nok.
I stedet for at måle parametrene hver for sig, finder man standardværdier for para-
metrene og skalerer dem op med en karakteristisk værdi (H) for den enkelte patient. Vi
definerer, at vektoren a indeholder alle standardparameterværdierne, a indeholder de
patientspecifikke parameterværdier og x indeholder skaleringsværdierne. Det vil gælde at:
x1 =
a1
a1
...
xn = anan
(2.15)
Man er naturligvis lige vidt, hvis alle elementer i x er indbyrdes uafhængige. Så har
man bare fået en række nye parametre at bestemme. Hvis man med skaleringen skal gøre
’in vivo’-arbejdet med modellen lettere, er det hensigtsmæssigt, hvis følgende kriterier er
opfyldt:
• Flere af skaleringsparametrene er indbyrdes afhængige
• Skaleringsparametrene er lette at måle på patienten
I de følgende afsnit vil vi vise, hvordan en sådan skaleringsparameter kan indføres i
infektionsmodellen 2.9. Det viser sig, at alle elementer i x er lig med v/v i forskellige
potenser, hvor v og v er gennemsnitshastigheden blodet strømmer med i hhv. den specifikke
og standardpatienten. Den patientspecifikke parameter defineres som, jf. (Zuev et al., 2006,
s. 7):
H =
v2
v2
(2.16)
Ved at benytte denne størrelse, kan parametrene for den specifikke patient udtrykkes
vha. parametrene for standardpatienten samt H i forskellige potenser. Vi fortsætter no-
tationen, hvor standardpatientens parametre er markeret med en understrengning. Før
vi går i gang med at transformere variable og parametre, vil vi imidlertid redegøre for,
hvorfor valget af H er godt i forhold til betingelsen om let målbarhed.
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2.3.2 Parameteren H beskrevet ved vægt og højde
Vi vil i dette afsnit præsentere, hvordan H-parameteren kan beskrives vha. en patients
vægt og højde, ud fra artiklen (Zuev et al., 2006, s. 3-6).
Udgangspunktet er den empiriske sammenhæng mellem blodets strømning (V), [V] =
L/min og patientens kropsmasse (m), [m] = k, (Enquist et al., 1998, s. 163):
V = qm(
3/4) (2.17)
Størrelsen q er estimeret i artiklen af Asachenkov et al. (1994) til 0.256L/k ·min for
mennesker og er en gennemsnitsværdi for blodgennemstrømning. Ligning 2.17 gælder
dog kun for personer med ideél kropsmasse, hvorfor vi er nødt til at lave denne strømning
massespecifik. Dette gøres ved at definere denne ideelle kropsmasse m ift. personens
højde, hvilket giver:
m =
h2
427
(2.18)
Hvor h er personens højde i cm jf. Zuev et al. (2006), tallet 427 er en konstant med
enheden cm2/k. En persons reelle kropsmasse M udtrykkes som ideelmassen m plus en
evt. overskydende kropsmasse, kaldet R, altså er M = m+ R. Standardpatienten har pr.
definition R = 0⇔ M = m. Vi vil her gøre opmærksom på, at den overskydende masse
R sagtens kan være negativ, ift. ligning 2.18.
Den massespecifikke blodgennemstrømning v for den specifikke patient er givet ved
forholdet mellem V og M, mens det for standardpatienten er forholdet mellem V og m.
Parameteren
√
H defineres, som nævnt, ud fra forholdet mellem den massespecifikke
blodgennemstrømning for specifikke- og standardpatienten, jf. (Zuev et al., 2006, s. 6), dvs.
at H er givet ved:
H =
(
v
v
)2
(2.19)
Ved indsættelse af udtrykkene for v og v, samt ligning 2.18, fås følgende:
H =
(
v
v
)2
=
(
V/M
V/m
)2
=
( m
M
)2
=
(
h2
427M
)2
(2.20)
Det ses da, at H korresponderer med størrelsen BMI (Body Mass Index)4 ved at isolere
M i ligning 2.20 og indsætte den i udtrykket for BMI:
BMI =
M
(h/100)2
=
(
h/√427 4√H
h/100
)2
=
(
100√
427 4
√
H
)2
=
(100)2
427
√
H
=
23.42√
H
(2.21)
Ved at isolere H i ligning 2.21 fås følgende sammenhæng:
H =
(
23.42
BMI
)2
(2.22)
4 BMI er et populært udtryk for forholdet mellem vægt og højde, der er kropsmassen (i k) divideret med
højden (i m) kvadreret.
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Vi har nu vist, at parameteren H kan beskrives vha. en specifik patients højde og
vægt. At denne parameter kun afhænger af disse to størrelse, gør det nemmere at benytte
modellen til en specifik patient, da disse størrelser er hurtige at måle.
2.3.2.1 Estimation af H
Vi vil her estimere størrelsesordenen af H, da ikke alle H-værdier er realistiske at benytte.
I ligning 2.22 redegøres for følgende sammenhæng mellem H og BMI-værdien for en
patient:
H =
(
23.4
BMI
)2
(2.23)
Vi antager, at det er realistisk, at en BMI = 10 (fx. en patient med en højde på 1.8 m
og en vægt på 32 kg) må være en nedre grænse for, hvornår en person kan leve dvs. at:
H ≤
(
23.4
10
)2
= 5.48 ≈ 5.5 (2.24)
Derudover sætter vi en øvre grænse ved en BMI = 190 (fx. en patient med en højde
på 1.8 m og en vægt på 615 kg).
H ≥
(
23.4
190
)2
= 0.0152 ≈ 0.02 (2.25)
Ud fra dette vælger vi vores undersøgelsesinterval til at være H ∈ [0.02, 5.5].
2.3.3 Transformation ved H
Man bruger den patientspecifikke størrelse H til at transformere infektionsmodellen til
en patientspecifik model. I artiklen af Zuev et al. (2006) transformeres størrelserne ved
at multiplicere med H i en bestemt potens. Desværre er de potenser af H, der benyttes i
artiklen af Zuev et al. (2006), kun postulater. Det vises hverken i artiklen af Zuev et al.
(2006) eller af Asachenkov et al. (1994), hvordan eller hvorfor man kommer frem til netop
disse potenser af H. Vi vil derfor i det følgende fremføre argumenter for, hvordan de
enkelte parametre tranformeres. Vi vil genbruge notationen fra Zuev et al. (2006), hvor de
parametre, der benyttes i den patientspecifikke model har streg under (f.eks. u).
Til transformationen ønsker vi at etablere en hjælpestørrelse kaldet et interaktionsvolu-
men (U). Interaktionsvolumet skal udtrykke hvor mange interaktioner, der finder sted
pr. tid i et givent volumen (u). Der benyttes derfor en intensitet af interaktioner (antal
interaktioner pr. tid) kaldet5 ω, og interaktionsvolumet er da produktet af intensiteten og
det givne volumen.
Det givne volumen er det volumen blod, der på tiden ∆t, har gennemstrømmet det
tværsnitsareal, der er genstand for vores undersøgelse (se figur 2.4). Blodet strømmer med
hastighederne v og v for hhv. den specifikke og standardpatienten.
Blodet gennemstrømmer arealet A i tiden ∆t (se figur 2.4), og det volumen blod, der
observeres (hhv. u og u), er da givet ved:
5 Notationen er ændret fra (Zuev et al., 2006), hvor intensiteten er kaldet λ
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Figur 2.4 Skitse af situationen hvor blodets gennemstrømning af arealet A med en given hastighed,
giver et volumen.
u = Av∆t
u = Av∆t
(2.26)
Forholdet mellem volumerne i ligning 2.26, kan da udtrykkes ved H, idet man husker,
at H = v2v2 jf. ligning 2.16:
u
u
=
Av∆t
Av∆t
=
v
v
=
√
H ⇔
u =
√
Hu
(2.27)
Herefter ser vi på intensiteten af interaktioner. Da en interaktion, for at finde sted, skal
overvinde en aktiveringsenergi, må ω være proportional med energien til stede. Den eneste
tilgængelige energi er den kinetiske energi fra strømningen, så: ω ∝ Ekin = 1/2mv2 ⇔
ω = k0v2, hvor k0 er en konstant. På samme måde vil ω = k0v2, og da konstanten er den
samme gælder: ω = Hω (Zuev et al., 2006, s. 6).
Det søgte interaktionsvolumen (U ≡ ωu) kan da gives ud fra parametre fra standard-
patienten og H, vha. ligningerne 2.26 og 2.27:
U = ωu = ωHu
√
H = H
3/2(ωu) = H
3/2U (2.28)
Hvor der ligeledes indføres et interaktionsvolumen for standardpatienten givet ved
U ≡ ωu. Ligning 2.28 stemmer overens med det postulerede lemma 2.3 fra Zuev et al.
(2006).
For at lette arbejdet, og for at undgå at skulle gentage disse argumenter, indfører vi
en ekstra hjælpeparameter: na der beskriver det antal af celler, der er tilstede af typen
a. Antallet af celler vil være proportionalt med ω, hvor proportionalitetskonstanten er
sandsynligheden for et sammenstød finder sted. Altså er:
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na
na
=
ω
ω
⇔ na
na
=
Hω
ω
⇔
na = Hna
(2.29)
2.3.4 Transformation af parametre
For alle parametrene i modellen gælder det, at de kan transformeres med H. Ser man
på den generelle situation (ligning 2.15) vil alle x-vektorens elementer være H eller en
potents af H. Da parametrene ikke repræsenterer de samme størrelser, skal hver enkelt
transformation naturligvis gennemgås, og det gøres i det følgende.
Parameteren γ
Parameteren γ udtrykker sandsynligheden for, at et antistof neutraliserer patogenet ved
møde. Dette kan betragtes som en af de tidligere beskrevne interaktioner hvorfor:
γ
γ
=
ω
ω
⇔ γ
γ
=
Hω
ω
⇔
γ = Hγ
(2.30)
Parameteren β
Parameteren β er reproduktionshastigheden for patogener. Da man må gå ud fra, at disse
reproduceres ved celledeling, må det gælde at: β ∝ na. Altså er:
β
β
=
na
na
⇔ β
β
=
Hna
na
⇔
β = Hβ
(2.31)
Parameteren ρ
Parameteren ρ er intensiteten af produktionen af antistoffer. Altså et antal celler pr. tid.
Denne intensitet vil følge antallet af patogener og derfor - muligvis med en vis forsinkelse
- følge reproduktionshastigheden for patogener. Altså er: ρ ∝ β ∝ na, hvilket vil sige at:
ρ
ρ
=
na
na
⇔ ρ
ρ
=
Hna
na
⇔
ρ = Hρ
(2.32)
Parameteren α
Parameteren α er produktion af plasmaceller. Den må være proportional med produktio-
nen af antistoffer, da antistoffer produceres af plasmaceller. Derved vil produktionen af
antistoffer stige i takt med produktionen af plasmaceller stiger. Antager vi, at én plasma-
celle kan producere n antistoffer, vil p plasmaceller producere np antistoffer. Parameteren
ρ er netop dennes tidsafledte. Således er:
ρ =
d(np)
dt
= n
dp
dt
= nα
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Dermed følger ved proportionalitetsbetragtninger:
ρ
ρ
=
nα
nα
⇔ α = Hα (2.33)
Parametrene τ, µF og µC
De tre parametre τ,µF og µC er alle et udtryk for en karakteristisk tid i hhv. eksponentiel
vækst og eksponentielt henfald. Som tidligere nævnt er τ et udtryk for tiden, det tager at
producere en bestemt mængde plasmaceller. Hvis vi, i stedet for at tænke på produktionen
af plasmaceller som dCdt , ser på den helt generelle situation, hvor antallet af celler vokser
eksponentielt med vækstrate κ1:
dN1
dt
= κ1N1
I dette tilfælde er løsningen som bekendt N1(t) = N0eκ1t med den karakteristiske tid
τ′ = κ−11 . Den tid det tager at danne en bestemt mængde plasmaceller kan gives ved den
karakteristiske tid så: τ = cτ′ = cκ−11 . Vi ved, at κ1 er en vækstrate og antager
6, at den
derfor transformerer på samme måde som β. Dermed vil det gælde at:
τ
τ
=
cκ−11
cκ−11
=
β
β
= H−1 ⇔ τ = H−1τ (2.34)
Parametrene µF og µC (notation: µF,C) er på samme måde invers karakteristisk middelle-
vetid for hhv. plasmaceller og antistoffer. Ser vi på henfaldet givet ved differentialligningen:
dN2
dt
= −κ2N2
vil løsningen være N2(t) = N0e−κ2t, og middellevetiden er da givet ved µ−1F,C = κ
−1
2 .
Antager vi igen, at κ2 transformerer som β, vil det gælde at:
µF,C
µ
F,C
=
κ2
κ2
β
β
= H ⇔ µF,C = HµF,C (2.35)
Parameteren µD
Parameteren µD er beskrevet som organets helbredelsesrate efter en skade. Hvis et organ
skal helbredes og komme sig helt efter en skade, skal dette ske ved regeneration; dvs.
at de døde celler skal erstattes af raske celler af samme type. Den eneste måde dette
kan finde sted er, hvis de tilbageværende celler er i stand til at dele sig. På denne måde
kommer µD til at være vækstrate i:
dN
dt
= µDN
6 Vi forestiller os, at det kræver en yderligere biologisk argumentation, som vi ikke her vil fremføre, før man
kan antage, at væksten af patogener og plasmaceller - og sidenhen henfaldet for plasmaceller og antistoffer -
opfører sig éns ift. H
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Hvor N er antal celler af pågældende organ. På denne måde er µD en almindelig vækstrate,
der transformerer som f.eks. β, så:
µD
µ
D
=
β
β
⇔ µD
µ
D
=H ⇔
µD = HµD
(2.36)
Parameteren σ
Parameteren σ udtrykker to ting.
1. Patogeners skadevirkning på organet
2. T-dræbercellers autoimmune skadevirkning på organet
Begge dele kan kun forekomme, når patogener eller T-dræber-celler støder ind i en
af organets celler. Parameteren σ vil derfor afhænge af sandsynligheden for et sådant
sammenstød. En sådan sandsynlighed er beskrevet med γ, hvorfor:
σ
σ
=
γ
γ
⇔ σ
σ
=H ⇔
σ = Hσ
(2.37)
Parameteren η
Parameteren η er et udtryk for hvor mange antistoffer, der skal til for at neutralisere
et enkelt patogen. Dette tal ændrer sig ikke for den enkelte patient, hvorfor η ikke
transformerer.
2.3.5 Transformation af de variable
De variable P, F og C er alle koncentrationer af partikler. Når disse skal transformeres,
må man bruge interaktionsvolumet fra ligning 2.28, idet koncentrationer af partikler
i denne model alene bruges til at beregne antallet af partikelkollisioner pr. tid. Hvis
koncentrationen af f.eks. patogener er målt til P i det generelle tilfælde, vil volumet, og
dermed også P, blive U/U = H3/2 større. Dermed vil alle de tre ovenstående variable
transformere7 med H3/2:
d(H3/2(P, F,C))
dt
= H
3/2 d(P, F,C)
dt
Da parameteren D angiver et forhold, vil hverken den eller dens tidsafledte transfor-
mere.
Alle parametre og variable er nu transformeret, og vi viser resultatet i nedenstående tabel:
7 Vi vil antage, at H er konstant i tiden, da H har meget langsommere dynamik end de tidsintervaller, modellen
er biologisk relevant at køre over.
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Parameter Transformeret parameter
β Hβ
σ Hσ
γ Hγ
ρ Hρ
α Hα
η η
µF HµF
µC HµC
µD HµD
τ H−1τ
Variabel Transformeret variabel
P H3/2P
F H3/2F
C H3/2C
D D
Som tidligere nævnt ses det, at parameterne transformeres med H i forskellige potenser.
2.3.6 Transformation af modellen
Infektionsmodellen kan nu transformeres til den patientspecifikke model ved at transfor-
mere parametre og variable én for én:
dP
dt
= βP(1− D)− γFP
dF
dt
= ρC− ηγPF− µF
dC
dt
= ξ(D)αPF
∣∣∣∣
t−τ
−µC(C− C∗)
dD
dt
= σPF− µmD
(2.38)
Vi starter med dPdt :
d(H3/2P)
dt
= HβH
3/2P(1− D)− HγH3/2FH3/2P (2.39)
Det kan skrives om til:
H
3/2 dP
dt
= H
5/2βP(1− D)− H4γFP (2.40)
Ved at dividere igennem med H3/2, får vi:
dP
dt
= HβP(1− D)− H5/2γFP (2.41)
Samme princip følger vi for dFdt :
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d(H3/2F)
dt
= H
3/2 dF
dt
= HρH
3/2C− H4ηγFP− Hµ
F
H
3/2F
⇔ dF
dt
= HρC− H5/2ηγFP− Hµ
F
F
(2.42)
Og for dCdt :
d(H3/2C)
dt
= Hαξ(D)H3(FP)
∣∣∣∣
t− τH
−Hµ
c
(H
3
2C− HC∞)
⇔ dC
dt
= H
5/2αξ(D)(FP)
∣∣∣∣
t− τH
−Hµ
c
(C− C
∞
√
H
)
(2.43)
Det skal bemærkes, at ξ(D) ikke transformeres, da den afhænger af D.
I forhold til den sidste differentialligning i ligningssytemet 2.38 er der elementer i
ligningen som transformeres. Derfor har vi den med her:
dD
dt
= HσH
3/2PH
3/2F− Hµ
m
D
Det kan reduceres til:
dD
dt
= H4σPF− Hµ
m
D (2.44)
Dermed kommer vi frem til ligningssystemet bestående af ligningerne 2.41,2.42,2.43
og 2.44:
dP
dt
= HβP(1− D)− H5/2γFP
dF
dt
= HρC− H5/2ηγFP− Hµ
F
F
dC
dt
= H
5/2αξ(D)(FP)
∣∣∣∣
t− τH
−Hµ
c
(C− C
∞
√
H
)
dD
dt
= H4σPF− Hµ
m
D
(2.45)
Denne model er dermed kun patientspecifik mht. H.
2.4 Den dimensionsløse model
Den patientspecifikke model er blevet præsenteret og forklaret i de foregående afsnit. For
at gøre denne model nemmere at behandle og anvende, vil det være belejligt, hvis de
variable gøres til dimensionsløse størrelser. Dette kan ske ved at dividere hver variabel
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med dens startværdi, således at:
X1(t) =
P(t)
P(0)
X2(t) =
F(t)
F∗
X3(t) =
C(t)
C∗
X4(t) = D(t)
(2.46)
Den variable X4 divideres ikke med noget, da den allerede er et forhold mellem stør-
relser og dermed er dimensionsløs. Ud fra indførslen af disse variable, vil vi argumentere
for, at antallet af parametre derudover kan nedbringes ved hjælp af startværdier. Disse
inddrages ved at kigge på systemet i et ligevægtspunkt. Vi vil anvende ligevægtspunktet,
hvor der ikke er en infektion. Dvs. at antallet af patogener er lig nul: P = 0. Samtidig er alle
tidsafledte udtryk lig nul. Skridtet fra den patient specifikke model til den dimensionsløse
model er kun meget overfladisk beskrevet i artiklen (Zuev et al., 2006).
I den første differentialligning 2.41 sættes a1 = β og a2 = F∗γ. Dette sker ud fra følgende
omskrivning til dimensionsløs form af ligning (2.41):
dP
dt
= HβP(1− D)− H5/2γFP
m
dP
dt
= Hβ
P
P(0)
P(0)(1− D)− H5/2γ F
F∗ F
∗ P
P(0)
P(0)
m
dX1
dt
= HβX1(1− X4)− H5/2γX2F∗X1
m
dX1
dt
= Ha1X1(1− X4)− H5/2a2X2X1
(2.47)
Samme fremgangsmåde benyttes ved den anden differentialligning 2.42. Altså kan
ligningen omskrives til:
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dF
dt
= HρC− H5/2ηγFP− Hµ
F
F
⇓
dF
dt
F∗
F∗ = Hρ
C
C∗C
∗ − H5/2ηγ F
F∗ F
∗ P
P(0)
P(0)− Hµ
F
F
F∗ F
∗
m
dX2
dt
F∗ = HρX3C∗ − H5/2ηγX2F∗X1P(0)− HµFX2F
∗
m
dX2
dt
= HρX3
C∗
F∗ − H
5/2ηγX2X1P(0)− HµFX2
(2.48)
Dette udtryk simplificeres ved at sætte a3 = C
∗
F∗ ρ = µF. Ved samtidig at indføre
parameteren a4 = P(0)ηγ i udtrykket, kan ligning 2.42 derfor skrives som følgende:
dX2
dt
= Ha3(X3 − X2)− H5/2a4X2X1 (2.49)
I den tredje differentialligning 2.43 benyttes samme fremgangsmåde:
dC
dt
C∗
C∗ = H
5/2αξ(D)(
F
F∗ F
∗ P
P(0)
P(0))
∣∣∣∣
t− τH
−Hµ
c
(
C
C∗C
∗ − C
∞
√
H
)
⇓
dX3
dt
C∗ = H5/2αξ(D)(X2F∗X1P(0))
∣∣∣∣
t− τH
−Hµ
c
(X3C∗ − C
∞
√
H
)
m
dX3
dt
= H
5/2αξ(D)(X2X1
F∗P(0)
C∗ )
∣∣∣∣
t− τH
−Hµ
c
(X3 − C
∞
√
HC∗
)
(2.50)
Heraf ses det, at parameteren a5 = F
∗P(0)
C∗ α kan indføres for at simplificere udtrykket.
Samtidig indføres parameteren a6 = µC, hvis C
∗ = C∞. Ligning 2.43 kan derfor skrives
som:
dX3
dt
= Ha5ξ(X4)(X2X1)
∣∣∣∣
t− τH
−Ha6(X3 − 1√
H
) (2.51)
I den sidste differentialligning 2.44 sættes a7 = P(0)F∗ρ og a8 = µD. Vi ender derfor
op med at have følgende dimensionsløse model:
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dX1
dt
= Ha1X1(1− X4)− H5/2a2X2X1
dX2
dt
= Ha3(X3 − X2)− H5/2a4X2X1
dX3
dt
= H
5/2a5ξ(X4)(X2X1)
∣∣∣∣
t− τH
−Ha6(X3 − 1√
H
)
dX4
dt
= H4a7X1X2 − Ha8X4
(2.52)
Funktionen ξ(X4) ændres ikke, da den er dimensionsløs i forvejen. Denne model vil
dermed være dimensionsløs for alle parametre og variable, bortset fra tiden t, der stadig
har dimension af dage.
Det er vigtigt at være opmærksom på, at a-parameterne alle er patient uafhængige
standardværdier. I den dimensionsløse model er det dermed kun størrelsen H, som
varieres afhængig af patientens vægt og højde, jf. afsnit 2.3.3.
Vi vil i resten af rapporten betegne denne dimensionsløse model som modellen, da det er
denne vi laver analyser af.
3 Stabilitetsanalyse
Vi udfører en stabilitetsanalyse af modellen ved at kigge på ligevægtspunkter, egenværdier
og stabiliteten af de tilhørende mangfoldigheder. Formålet med denne matematiske analyse
er at blive i stand til at udtale sig om stabiliteten omkring ligevægtspunkterne for den
dimensionsløse model. Derved får vi mulighed for at diskutere modellens dynamik.
Endvidere giver det en vigtig viden i forhold til behandling af patienter, hvis man f.eks.
kan se, at patienten er på vej mod en stabil tilstand. Endeligt laves denne analyse, fordi
det kan være interessant at undersøge, om H er en bifurkationsparameter, da man derved
kan sige noget om patientens vægts betydning for infektionsforløbet.
I modellen optræder en tidsforsinkelse, der er repræsenteret i lingning 2.52 for dX3dt . I dette
afsnit behandles modellen uden tidsforsinkelse, dvs. tilfældet τ = 0 : X3|t−τ = X3(t), da
dette vil lette arbejdet med analysen betydeligt. Vi er bevidste om, at det vil ændre den
oprindelige model, og det er dermed at forvente, at det vil have en betydning for analysen
af modellen. Vi foretager denne forsimpling, fordi vi gerne vil lave en delvis algebraisk
analyse, og fordi vi derved får mulighed for at undersøge betydningen af tidsforsinkelsen.
Vi foretager senere en numerisk stabilitetsanalyse af modellen i tilfældet τ = 0.5, jf. afsnit
4
Vi foretager disse to forskellige analyser for at se, hvor langt vi kan komme med
de analytiske værktøjer, vi har til rådighed. Når vi ikke kan komme længere med disse
værktøjer, må vi naturligvis foretage resten af analysen numerisk.
I afslutningen af dette analyseafsnit kommer der en opsamling på de relevante resultater,
da det gennem afsnittet kan virke uoverskueligt.
I modellen optræder som bekendt en ξ(X4) funktion, som kan antage tre forskellige
udtryk, jf. afsnit 2.2:
ξ(X4) =

0 hvis X4 > 0.75
e−7.5(X4−0.1) hvis 0.1 < X4 ≤ 0.75
1 hvis 0 ≤ X4 ≤ 0.1
Vi vil i dette afsnit finde og undersøge ligevægtspunkterne for systemet, hvor ξ(X4)
varieres på de tre mulige måder.
Vi starter med at opsummere intervallet for H samt værdierne for a-parametrene.
Parametrene a1, ..., a8 er ikke patientspecifikke størrelser jf. afsnit 2.4, men størrelser for
standardpatienten. Vi benytter de i artiklen angivne værdier (Zuev et al., 2006, s. 9), som
er vist i nedenstående tabel:
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Parameter Værdi
a1 19.2
a2 22.1
a3 0.17
a4 8 · 10−6
a5 0.1
a6 0.5
a7 9.2 · 10−3
a8 0.12
Vi har endvidere fastlagt H til at ligge i intervallet: H ∈ [0.02, 5.5], jf. afsnit 2.3.2.1.
3.1 Ligevægtspunkter
Modellen består af autonome differentialligninger, idet tiden t ikke indgår direkte i
ligningerne.
Et ligevægtspunkt 1 (x1, ..., xn) til et system bestående af n koblede differentialligninger
er defineret ved (Allen, 2007, s. 177-178):
f1(x1, ...,xn) = 0
...
fn(x1, ...,xn) = 0
Et ligevægtspunkt siges at være stabilt, hvis punkterne omkring ligevægtspunktet
tiltrækkes af dette. Omvendt vil punktet være ustabilt, hvis de omkringliggende punkter
frastødes (Strogatz, 1994, s. 19).
De 4 differentialligninger i modellen opskrives, og de tidsafledte sættes lig nul. Derefter
løses ligningerne med respekt til X1,X2,X3 og X4. På denne måde findes et trivielt
ligevægtspunkt for H 6= 0:
A =

X1
X2
X3
X4
 =

0
1/√H
1/√H
0
 (3.1)
Det ses, at i det trivielle ligevægtspunkt er X1 = X4 = 0, hvilket er et udtryk for, at
punktet findes inden, der er indtruffet en infektion. Derfor er der ingen koncentration
af patogener, og der er ikke sket organskade. At X2 = X3 = 1√H er et udtryk for, at der
altid er en vis grad af antistoffer og plasmaceller i kroppen, hvilket stemmer overens med
forklaringen af modellen, jf. afsnit 2.1.
Udover ligevægtspunktet A findes fire ligninger, hvis løsninger bestemmer yderligere
ligevægtspunkter:
1 Et ligevægtspunkt er også kendt som et steady state, kritisk punkt eller et fikspunkt.
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Bξ(X4) =

X1
X2
X3
X4
 =

−a3a6a8(−a1+a2H)
H
3
2 a1(a3a5a8ξ(X4)−a4a6a8+Ha3a6a7)
a1(a3a5a8ξ(X4)−a4a6a8+Ha3a6a7)
H
3
2 (a2a3a5a8ξ(X4)+a1a3a6a7−a2a4a6a8)
a1a3a5a8ξ(X4)+a1a3a6a7H−a2a4a6a8H
H
3
2 (a2a3a5a8ξ(X4)+a1a3a6a7−a2a4a6a8)
−a3a6a7(−a1+a2H)
a2a3a5a8ξ(X4)+a1a3a6a7−a2a4a6a8

(3.2)
Da X4 indgår i alle ligningerne, er det nødvendigt at isolere den i 4. ligning og derefter
indsætte den i de andre ligninger. Det vil gælde, at de tre første ligninger først kan give
løsninger for X1,X2 og X3, når X4 er fastlagt. Disse løsninger afhænger dermed af ξ(X4)-
funktionen, og da denne kan antage tre forskellige størrelser, vil det være nødvendigt
at undersøge løsningerne for alle tre muligheder. Når ξ(X4) = 0 eller ξ(X4) = 1 kan
løsningen findes analytisk ved at indsætte a-parametrene, hvorimod det er nødvendigt at
løse det delvist numerisk når ξ(X4) = e−7.5(X4−0.1).
Jf. afsnit 2.1.2 er det biologisk set ikke relevant med et negativt ligevægtspunkt, fordi
X1,X2,X3 udtrykker koncentrationer af patogener, antistoffer og plasmaceller, og X4
udtrykker graden af organskade. Dog kan X1 og X4 godt være lig nul, hvilket vi vælger
at se bort fra i den videre undersøgelse, da det blot vil give det trivielle ligevægtspunkt
A. Derfor undersøger vi, for hvilke værdier af H ligevægtspunkterne er positive. Det
gælder, at A > 0∀H > 0, hvorimod det kræver en større undersøgelse at fastslå for hvilke
H-værdier, Bξ(X4) er positiv for de tre tilfælde af ξ(X4).
3.1.1 Tilfældet: ξ(X4) = 0
I det tilfælde hvor ξ(X4) sættes lig nul, vil løsning Bξ(X4) give følgende ligevægtspunkt:
B0 =

X1
X2
X3
X4
 =

−a3a8(−a1+a2H)
H
3
2 a1(−a4a8+Ha3a7)
a1(−a4a8+Ha3a7)
H
3
2 (+a1a3a7−a2a4a8)
1√
H
−a3a7(−a1+a2H)
a1a3a7−a2a4a8

=

−5.31 · 10−4(−19.2+22.1H)
H3/2 · (−4.8 · 10−7+7.82 · 10−4H)
1279.68(−4.8 · 10−7+7.82 · 10−4H)
H
3
2
1√
H
1.001− 1.152H

(3.3)
For X1 gælder det, at H < 0.869 ⇒ X1 > 0, mens H > 0.869 ⇒ X1 < 0. For andet
koordinat gælder det, at H > 6.1 · 10−4 ⇒ X2 > 0. Det betyder, at X2 er positiv i vores
undersøgelsesinterval. Det noteres, at H > 0⇒ X3 > 0. Det er bemærkelsesværdigt, at X3-
koordinatet for dette ligevægtspunkt er lig med koordinatet X3 i det trivielle ligevægtspunkt
A. Dette betyder, at koncentrationen af plasmaceller holdes konstant, selvom de andre
variable ændres, og kan skyldes, at tidsforsinkelsen ikke er medtaget i denne analyse.
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Endeligt kan man udregne, at det fjerde koordinat for dette ligevægtspunkt er negativ for
H > 0.869. Dette er opsumeret i nedenstående tabel over fortegnsændringer.
H < 0.869 H = 0.869 H > 0.869
X1 + 0 -
X2 + + +
X3 + + +
X4 + 0 -
Derved kan vi slutte, at dette ligevægtspunkt kun er biologisk interessant for H ∈
[0.02, 0.869].
Da en del af definitionen af ξ(X4) er, at ξ(X4) = 0 når X4 > 0.75 skal analysen af
ligevægtspunkt begrænses til de tilfælde, hvor X4 > 0.75. Dette har kun indflydelse på
den fjerde ligning og bevirker, at intervallet for H mindskes til at være H ∈ [0.02, 0.218[.
Ser vi på, hvad værdien af H betyder, er dette ligevægtspunkt kun interessant for en
lille del af patientgruppen. Det er kun patienter med en vægt, der ligger meget over den
anbefalede, der vil have denne ligevægtstilstand.
3.1.2 Tilfældet: ξ(X4) = e−7.5(X4−0.1)
For at undersøge, hvad der sker med ligevægtspunktet i tilfældet, hvor ξ(X4) = e−7.5(X4−0.1),
starter vi med at gøre vektoren B nemmere at arbejde med ved at indføre nye konstanter:
A1 = a1a3a6a7 A2 = a2a3a6a7 A3 = a1a3a5a8 A4 = a2a4a6a8
A5 = a1a4a6a8 A6 = a1a3a6a8 A7 = a2a3a6a8 A8 = a2a3a5a8
Vektoren Bexp kan dermed omskrives til:
Bexp =

A6H
−3/2−A7H−1/2
A3ξ(X4)−A5+A1H
A3ξ(X4)H
−3/2−A5+A1H−1/2
A8ξ(X4)+A1−A4
A3ξ(X4)H
−3/2−(A4−A1)H−1/2
A8ξ(X4)+A1−A4
A1−A2H
A8ξ(X4)+A1−A4

(3.4)
Ud fra dette ses det, at X4 er løsning til ligningen:
X4 =
A1 − A2H
A8e−7.5(X4−0.1) + A1 − A4
(3.5)
Vi får et nyt udtryk, hvor alle led indeholdende X4 er på samme side af lighedstegnet,
så det bliver muligt at udtrykke hver side som en funktion for sig:
X4
(
A8e−7.5(X4−0.1) + A1 − A4
)
= A1 − A2H (3.6)
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Figur 3.1 På figuren ses plottet af F(X4) og G(H) som funktion af X4, hvor den røde linje angiver
G(H), og den blå kurve angiver F(X4). G(H) er plottet ved dennes maksimale funktionsværdi,
hvor H = 0.02.
Da denne ligning ikke kan løses algebraisk indsættes A-værdierne, hvorefter det un-
dersøges, for hvilke værdier af H ligning 3.6 er sand. Dette giver os præmisserne for
ligevægtspunkterne.
Vi starter med at plotte venstresiden af funktion 3.6:
F(X4) = X4(A8e−7.5(X4−0.1) + A1 − A4)
På figur 3.1 ses plottet, og det bemærkes, at denne funktion er monotont voksende for
alle værdier af X4, hvilket betyder, at der kun vil være ét ligevægtspunkt for alle værdier
af F(X4), jf. f.eks. Wade (2004).
Derefter undersøges højresiden af ligning 3.6; G(H) = A1 − A2H, hvor A1 = 0.015 og
A2 = 0.017. Da A2 er større end A1, vil den maksimale værdi for G(H) være, når H = 0.
G(H) er plottet ved H = 0.02, da det er den laveste værdi for H i vores undersøgelsesin-
terval. Linjen G(H) vil bevæge sig mod førsteaksen, når H-værdien stiger.
Da X4 ikke kan antage negative værdier, og da F(X4) er monoton, vil G(H) kun skære
funktionen F(X4), når H ∈ [0.02, 0.869]. For H-værdier, udenfor dette interval, vil der
dermed ikke være noget biologisk relevant ligevægtspunkt. Det gælder således, at det
kun er overvægtige patienter, der har denne ligevægtstilstand.
Som det fremgår af funktionen af ξ(X4) = e−7.5(X4−0.1), skal det gælde at 0.1 < X4 ≤
0.75, hvilket medfører H ∈ [0.203, 0.521[.
Vi ved nu, at når ξ(X4) = e−7.5(X4−0.1), eksisterer ét ligevægtspunkt for H ∈ [0.203, 0.521[.
For at finde dette ligevægtspunkt er det nødvendigt at finde et udtryk for X4 som funktion
af H. Dette gøres ved at finde skæringspunkter mellem F(X4) og G(H). På figur 3.2 er
løsningen til dette plottet; X4 som funktion af H. Opgaven består nu i at finde en forskrift
for denne funktion.
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Figur 3.2 Figuren viser et plot af X4 som funktion af H. Dette plot er lavet ud fra figur 3.1, hvor
skæringen mellem F(X4) og G(H) er fundet.
Det er ikke muligt analytisk at finde en forskrift for funktionen, men det vil være
muligt at lave et fit. På figur 3.3 har vi fittet kurven til en ret linje, mens vi på figur 3.4 har
fittet den til et 18. gradspolynomium2. Et 18. gradspolynomium vil naturligt være et bedre
fit, men er selvfølgelig stadig ikke optimalt. Vi benytter fitningen til 18. gradspolynimiet
som en test af den fittede rette linje. Hvis det viser sig at være ligegyldigt hvilket af de to
fits man vælger, vil man kunne konkludere, at man lige så godt kunne bruge den rette
linje, som et arbitrært bedre fit, på det begrænsede interval X4 ∈ [0.1, 0.75]. Denne analyse
foretages i afsnit 3.5.2.
Hvis vi antager, at vi kan benytte den rette linje som et passende fit af X4 som funktion
af H, så vil ligevægtspunktet se ud som følgende:
Bexp =

X1
X2
X3
X4
 =

−a3a6a8(−a1+a2H)
H3/2a1(a3a5a8(e−7.5(−2.0803H+1.1751)+0.75)−a4a6a8+Ha3a6a7)
a1(a3a5a8(e−7.5(−2.0803H+1.1751)+0.75)−a4a6a8+Ha3a6a7)
H3/2(a2a3a5a8(e−7.5(−2.0803H+1.1751)+0.75)+a1a3a6a7−a2a4a6a8)
a1a3a5a8(e−7.5(−2.0803H+1.1751)+0.75)+a1a3a6a7H−a2a4a6a8H
H3/2(a2a3a5a8(e−7.5(−2.0803H+1.1751)+0.75)+a1a3a6a7−a2a4a6a8)
−2.0803H + 1.1751

For at undgå, at det bliver uoverskueligt, indsætter vi ikke værdier for a-parameterne
her. Nedenstående tabel viser fortegnsændringerne for de enkelte koordinater i dette
tilfælde.
2 Der skal ikke lægges stor betydning i valget af et 18. gradspolynomium, da det er en visuel vurdering vi har
foretaget.
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Figur 3.3 På figuren er X4 plottet som funktion
af H. Den røde linje er en ret linje fittet til
grafen.
Figur 3.4 På figuren er X4 plottet som funktion
af H. Den røde kurver er et 18. gradspolyno-
mium fittet til grafen.
H < 0.565 H = 0.565 0.565 < H < 0.865 H = 0.865 0.865 < H
X1 + + + 0 -
X2 + + + + +
X3 + + + + +
X4 + 0 - - -
Derved kan vi slutte, at dette ligevægtspunkt kun er biologisk interessant for H ∈
[0.02, 0.565], hvis den lineære approksimation benyttes. Begrænsningen for ξ(X4) betyder
imidlertidig, at punktet kun gælder for H ∈ [0.203, 0.521[
3.1.3 Tilfældet: ξ(X4) = 1
Ligevægtspunktet i det sidste tilfælde, ved ξ(X4) = 1, undersøges. Her får vi følgende
ligevægtspunkt:
B1 =

X1
X2
X3
X4
 =

−a3a6a8(−a1+a2H)
H
3
2 a1(a3a5a8−a4a6a8+Ha3a6a7)
a1(a3a5a8−a4a6a8+Ha3a6a7)
H
3
2 (a2a3a5a8+a1a3a6a7−a2a4a6a8)
a1a3a5a8+a1a3a6a7H−a2a4a6a8H
H
3
2 (a2a3a5a8+a1a3a6a7−a2a4a6a8)
−a3a6a7(−a1+a2H)
a2a3a5a8+a1a3a6a7−a2a4a6a8

=

−5.313 · 10−4(−19.2+22.1H)
H
3
2 (2.0395 · 10−3+7.82 · 10−3H)
319.53(2.0395 · 10−3+7.82 · 10−4H)
H
3
2
16.64(3.9168 · 10−2+1.5004 · 10−2H)
H
3
2
0.2499− 0.288H

Igen undersøger vi, for hvilke værdier af H, dette ligevægtspunkt vil være positivt.
Det ses, at det første koordinat er den samme som i de andre tilfælde, det vil sige, at X1
er positiv, hvis H < 0.869. Det betyder, at koncentrationen af patogener holdes konstant,
mens de andre variable ændres. Det gælder at H > −2.61⇒ X2 > 0 og tilsvarende med
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det tredje koordinat. Endvidere gælder det, at H < 0.868⇒ X4 > 0. Opsummeret giver
dette:
H < 0.868 H = 0.868 H = 0.869 H > 0.869
X1 + + 0 -
X2 + + + +
X3 + + + +
X4 + 0 - -
Som følge af definitionen af ξ(X4), skal det gælde, at 0 ≤ X4 ≤ 0.1. Dette vil medføre,
at H ∈ [0.521, 0.868].
Vi har nu fundet fire ligevægtspunkter, og derudover har vi undersøgt, for hvilke H-
værdier den ikke-trivielle løsning er interessant. For hvert tilfælde af ξ(X4) finder vi, at der
er netop ét ligevægtspunkt forskelligt fra det trivielle, defineret i forskellige intervaller for
H. For hver værdi af H i intervallet H ∈ [0.02, 0.868] findes mindst ét ligevægtspunkt, dog
er der to ligevægtspunkter i tilfældet H ∈ [0.203, 0.218[. Det betyder, at vi ikke entydigt
kan sige noget om ligevægtspunkterne kun ud fra H, når denne optræder i sidstnævnte
interval, men at vi i resten af intervallet H ∈ [0.02, 0.868] kan sige hvilket ligevægtspunkt,
der er tale om udelukkende ud fra H. Ser man bort fra det forholdsvis lille overlap, kan
funktionen ξ(X4) dermed relateres til et interval af H.
3.2 Jacobi-matrix af den dimensionløse model
Når stabiliteten for et system skal bestemmes omkring et punkt benyttes Jacobi-matricen
J, som ser ud som følgende for et system af n dimensioner (Allen, 2007):
J =

d f1
dx1
· · · d f1dxn
...
. . .
...
d fn
dx1
· · · d fndxn

For systemer med mere end 2 dimensioner er det nødvendigt at finde egenværdierne af
Jacobi-matricen for at fastslå stabiliteten. Jacobi-matricen for 4 dimensioner ser således ud:
J =

dX′1(t)
dX1
dX′1(t)
dX2
dX′1(t)
dX3
dX′1(t)
dX4
dX′2(t)
dX1
dX′2(t)
dX2
dX′2(t)
dX3
dX′2(t)
dX4
dX′3(t)
dX1
dX′3(t)
dX2
dX′3(t)
dX3
dX′3(t)
dX4
dX′4(t)
dX1
dX′4(t)
dX2
dX′4(t)
dX3
dX′4(t)
dX4

(3.7)
Vi finder Jacobi-matricen i et arbitrært punkt (X∗1 , ...,X∗4 ). Det giver følgende matrix for
ξ(X4) = 1∨ ξ(X4) = 0:
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J =

Ha1(1− X∗4 )− H
5
2 a2X∗2 −H
5
2 a2X∗1 0 −Ha1X∗1
−H 52 a4X∗2 −Ha3 − H
5
2 a4X∗1 Ha3 0
H
5
2 a5ξ(X∗4 )X
∗
2 H
5
2 a5ξ(X∗4 )X
∗
1 −Ha6 0
H4a7X∗2 H4a7X∗1 0 −Ha8

(3.8)
I tilfældet hvor ξ(X4) = e−7.5(X4−0.1) ser matricen ud på følgende måde:
Jexp =

Ha1(1− X∗4 )− H
5
2 a2X∗2 −H
5
2 a2X∗1 0 −Ha1X∗1
−H 52 a4X∗2 −Ha3 − H
5
2 a4X∗1 Ha3 0
H
5
2 a5ξ(X∗4 )X
∗
2 H
5
2 a5ξ(X∗4 )X
∗
1 −Ha6 −7.5a5e−7.5X
∗
4+.75X∗2X∗1H
5
2
H4a7X∗2 H4a7X∗1 0 −Ha8

Den eneste ændring i den nederste matrix ses i 4. søjle.
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Da det ikke er trivielt, hvordan egenværdierne, af den før definerede Jacobi-matrix, kan
have indflydelse på ligevægtspunkternes stabilitet, vil vi her komme med en forklaring af
dette. Forklaringen vil indbefatte løsningernes afhængighed af egenvektorerne.
Vores system er et ikke-lineært system i 4. dimensioner. Vi gennemfører følgende
forklaringer i n dimensioner.
Generelt er det ikke-lineære system på formen:
dX
dt
= f(X)
Vi lineariserer systemet omkring et ligevægtspunkt X vha. Taylorudvikling (Edelstein-
Keshet, 1988, s. 40-42):
dX
dt
= f(X) + ∂f(X)
∂t
(X− X) +O(f) (3.9)
I ligevægtspunktet X er f(X) = 0. Da vi befinder os i en omegn omkring ligevægts-
punktet, vil O(f) være meget lille. Den sættes lig nul, og vi bemærker dermed, at vi i det
følgende kun kan udtale os om lokal stabilitet omkring ligevægtspunktet. Dvs. at ligning
3.9 kan skrives som:
dX
dt
=
∂f(X)
∂t
(X− X)
36 Stabilitetsanalyse
I det følgende skriver vi ∂f(X)∂t = J, da dette er Jacobi-matricen. Multipliceres parantesen
ud, ser man det inhomogene ligningssystem:
dX
dt
= JX− JX (3.10)
Da det sidste led i ligning 3.10 er inhomogent, bestemmes opførslen af den homogene
ligning:
dX
dt
= JX (3.11)
Vi vil derfor argumentere for stabilliteten af løsningerne af denne ligning. Løsningerne
til det inhomogene system vil følge samme princip, da løsningen til et inhomogent system
kan skrives som løsningen af det homogene system plus en partikulær løsning til det
inhomogene.
Jacobimatricen kan, som enhver anden n× n matrix, diagonaliseres hvis den har n
forskellige egenværdier. Der vil med andre ord eksistere en matrix P så (Lawson, 1996):
P−1JP = W =

λ1 0 . . . 0
0 λ2 . . . 0
...
...
. . .
...
0 0 . . . λn

Matricen P vil da netop være matricen, hvor søjlerne er egenvektorer, så: P = (e1 e2 . . . en).
Benyttes de sædvanlige regler for multiplikation af matricer vil det gælde at:
JP = (Je1 Je2 . . . Jen)
Indsættes egenværdisætningen; Aei = λiei for en given matrix i ovenstående ligning, er
(Lawson, 1996):
JP = (λ1e1 λ2e2 . . . λnen) = PW
Foretages transformationen X 7→ Pv i ligning 3.11, hvorefter ovenstående indsættes, vil
det gælde at:
Pdv
dt
= JPv⇔ Pdv
dt
= PWv⇔ dv
dt
= Wv
Hvilket, med startværdier v0, kan løses til:
v(t) = eWtv0 (3.12)
Det er nu vist, at man ved passende koordinattransformation kan udtrykke løsningen af
et lineariseret system ved egenværdierne af Jacobi-matricen. Transformeres tilbage til de
oprindelige variable (v 7→ P−1X), ser man, hvordan egenvektorerne spiller ind:
P−1X = eWtP−1v0 ⇔ X = PeWtP−1v0 (3.13)
Da J skal diagonaliseres over det legeme, hvori dens elementer indgår, er det klart, at hvis
bare én egenværdi er kompleks, vil også P ∈ C. Vi tager derfor udgangspunkt i denne
situation3.
3 Vi fortsætter med at antage, at J har n forskellige egenværdier.
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Idet løsningerne er givet ved ligning 3.13, defineres de tre underrum af det lineariserede
system som (Nayfeh og Balachandran, 1995):
Ps = span{e1, . . . , es} hvor {Re(λ1), . . . ,Re(λs)} < 0
Pu = span{es+1, . . . , eu} hvor {Re(λs+1), . . . ,Re(λu)} > 0
Pc = span{eu+1, . . . , ec} hvor {Re(λu+1), . . . ,Re(λc)} = 0
(3.14)
Her står s for stabil, u for ustabil og c for center.
Da de tre underrum vil være invariante (Nayfeh og Balachandran, 1995), vil en løsning,
der starter i et underrum, forblive der. Således kaldes alle startværdier for systemet X0 ∈ Ps
for ligevægtspunktets stabile mangfoldighed, X0 ∈ Pu for den ustabile mangfoldighed og
X0 ∈ Pc for center-mangfoldigheden (Nayfeh og Balachandran, 1995, s. 50).
En konsekvens af dette er, at hvis blot én egenvektors tilhørende egenværdi har Re(λ) >
0 og dermed er en tilstrækkelig betingelse for eksistensen af Pu, vil ligevægtspunktet være
ustabilt, da der vil findes ustabile løsninger.
I næste afsnit fortsætter stabilitetsanalysen af ligevægtspunkt A samt de tre tilfælde af
ligevægtspunkt B, hvor egenværdierne, og dermed stabiliteten af de tilhørende mangfol-
digheder, undersøges.
3.4 Ligevægtspunkt A
Vi udregner egenværdierne λA for Jacobi-matricen i ligevægtspunktet A. Egenværdierne
er følgende:
λA =

−a8H
−a6H
−a3H
H(a1 − a2H)
 =

−0.12H
−0.5H
−0.17H
H(19.2− 22.1H)
 (3.15)
Da H-værdierne ligger i intervallet H ∈ [0.02, 5.5], ses det, at tre af egenværdierne er
negative, mens den sidste egenværdi har skiftende fortegn:
H < 0.869 H = 0.869 H > 0.869
λ4 + 0 -
Det vil sige, at der for H > 0.869 vil være 4 negative egenværdier. Det betyder, at
systemet er stabilt, da de tilhørende egenvektorer udspænder et underrum, der tangerer
en stabil mangfoldighed. Når H < 0.869, vil λ4 være positiv og resten af egenværdier-
ne være negative, det betyder, at der er en ustabil mangfoldighed i én dimension og
ligevægtspunktet er dermed ustabilt.
3.5 Ligevægtspunkt B
Vi undersøger her egenværdierne samt stabiliteten af de tre tilfælde af ligevægtspunktet
B. De plots der ikke er medtaget i afsnittet, kan findes i appendiks B.
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Figur 3.5 På figuren ses realværdien af egenværdien λ1, λ2, λ3 og λ4 plottet som funktion af H.
Den stiplede linje angiver, når realdelen af egenværdierne for B0 er nul.
3.5.1 Egenværdier for B0
Egenværdierne for ligevægtspunktet B0 er udregnet, og derefter er graferne for λ1,λ2,λ3,
og λ4 plottet med henholdsvis realdelen og imaginærdelen som funktion af H.
Som tidligere bestemt vil det kun være relevant at se på H ∈ [0.02, 0.218[ for tilfældet,
hvor ξ(X4) = 0. På figur 3.5 ses, at realdelen af de 4 egenværdier er negative i intervallet.
Re(λ1) har samme værdi som Re(λ2) og kan derfor ikke ses på figuren. Da realdelen af
alle 4 egenværdier er negative, er ligevægtspunktet stabilt.
På figur 3.6 er imaginærdelen for egenværdi λ1, λ2 og λ3 plottet som funktion af H.
Egenværdien λ4 har ingen imaginærdel og er derfor ikke plottet. Desuden er λ1 og λ2
komplekst konjugerede.
Hvis vi går ud over intervallet H ∈ [0.02, 0.218[, ser vi et lidt andet billede. Ved H = 0.869
bliver λ1 positiv og fortsætter derfra med at stige. Det betyder, at ligevægtspunktet bliver
ustabilt fra denne H-værdi. Samtidig sker der en ændring med imaginærdelene, således at
ved H = 0.868 til H = 0.872 er de alle nul. Derefter er der et lille interval H ∈ [0.872, 0.873[,
hvor λ2 og λ3 er komplekst konjugerede.
3.5.2 Egenværdier for Bexp
Dette ligevægtspunkt undersøges for H ∈ [0.203, 0.521[. Vi finder egenværdierne og plotter
dem som funktion af H.
Af figur 3.7 fremgår det, at alle realdelene af egenværdierne er negative for H < 0.215,
herefter vil der altid være én egenværdi, der er positiv, hvilket gør ligevægtspunktet
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Figur 3.6 På figuren ses imaginærdelen for egenværdi λ1, λ2 og λ3, for ligevægtspunkt B0, plottet
som funktion af H.
ustabilt. Ved H = 0.464 skifter λ2 og λ3 fortegn, men ellers er dynamikken uændret.
Egenværdien λ4 har ingen imaginærdel og er derfor ikke plottet på figur 3.8. λ1 og λ3
er komplekst konjugerede frem til H = 0.464, hvorefter λ1 bliver nul, og λ2 og λ3 bliver
komplekst konjugerede. Det kan tyde på, at der sker en ændring i dynamikken i systemet
ved H = 0.464
Ser vi på graferne uden for undersøgelsesintervallet, som er vedlagt i appendiks B, fremgår
det, at der hele tiden vil være en positiv realdel. Re(λ1) har en meget hurtig voksende
dynamik i forhold til de andre egenværdier. I intervallet H ∈ [0.58, 0.795] er alle de
imaginære dele af egenværdierne lig nul. Dette ændrer sig kortvarigt ved H ∈ [0.795, 0.81],
hvor λ3 og λ4 er komplekst konjugerede. Derefter er der igen et kort interval, hvor alle
imaginærdelene af egenværdierne er nul, og fra H = 1 er λ2 og λ3 komplekst konjugerede.
Som tidligere beskrevet, har vi lavet denne analyse på baggrund af en lineær approksima-
tion af X4(H), som kan ses på figur 3.3. Vi har endvidere fittet et 18. gradspolynomium til
funktionen. Dette gav de samme egenværdier, og vi har derfor valgt at bruge den lineære
approksimation til analysen.
3.5.3 Egenværdier for B1
Dette ligevægtspunkt er relevant at undersøge for H ∈ [0.521, 0.868].
På figur 3.9 ses realdelen af egenværdierne plottet som funktion af H. Det ses, at
mindst én egenværdi er positiv for H < 0.83. Herefter er alle realdelene af egenværdierne
negative i undersøgelsesintervallet. Dette betyder, at ligevægtspunktet vil være ustabil
indtil H = 0.83 og stabil derefter.
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Figur 3.7 På figuren ses realdelen for egenværdierne for Bexp plottet som funktion af H.
På figur 3.10 er imaginærdelen af egenværdi λ1, λ2 og λ3 plottet som funktion af H.
λ4 er ikke plottet, da denne ikke har en imaginær del. Vi ser, at λ1 og λ2 er kompleks
konjugerede indtil H = 0.544, hvorefter λ1 bliver nul, og λ2 og λ3 er kompleks konjugerede.
Går vi ud over intervallet H ∈ [0.521, 0.868] kan vi se, at for H = 0.869 kommer der
én positiv realdel af en egenværdi. Det betyder, at underrummet vil tangere en ustabil
mangfoldighed, og at ligevægtspunktet dermed er ustabilt. Det vil sige, at det kun er i et
meget lille interval, at dette ligevægtspunkt er stabilt.
Ud fra den ovenstående gennemgang kan vi se, at H er en bifurkationsparameter, da
stabiliteten ændres når H nærmer sig en bifurkationsværdi (Nayfeh og Balachandran,
1995, s. 68).
3.6 Opsamling af stabilitetsanalyse
Vi har nu undersøgt ligevægtspunkter og stabiliteten omkring disse. Vi har fundet et
trivielt ligevægtspunkt A, samt tre ligevægtspunkter: B0, Bexp og B1. Vi vil i dette afsnit
skabe et samlet overblik over stabiliteten omkring ligevægtspunkterne, når H varieres. I
nedenstående tabel er stabiliteten omkring ligevægtspunkterne illustreret for hele intervallet
af H.
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Figur 3.8 På figuren ses imaginærdelen af egenværdierne for Bexp plottet som funktion af H.
Figur 3.9 På figuren ses realdelen for egenværdierne for B1 plottet som funktion af H.
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Figur 3.10 På figuren ses imaginærdelen for egenværdierne λ1, λ2 og λ3 for B1 plottet som funktion
af H.
H 0.215 0.218 0.83 0.869
A us us us us us us us • s
B0 s s s s s s s • us
Bexp s • us us us us us us us
B1 us us us us us • s • us
Markeringen us angiver et ustabilt punkt, s angiver et stabilt og • angiver, at der sker
en ændring i stabiliteten omkring denne H-værdi. Tabellen tager ikke højde for restrik-
tionerne af H for de enkelte ligevægtspunkter, men sigter mod at give et overblik over
stabiliteten for hele intervallet for H. Man skal huske, at ligevægtspunkterne B0, Bexp og
B1 ikke optræder over hele intervallet, mens ligevægtspunktet A er defineret for hele
undersøgelsesintervallet.
Som fortalt tidligere kan vi se en sammenhæng mellem ξ(X4) og H i forbindelse med
ligevægtspunkter. I den situation kan vi se at følgende gør sig gældende:
ξ(X4) = 0⇒ H ∈ [0.02, 0.218[
ξ(X4) = e−7.5X4+0.75 ⇒ H ∈ [0.203, 0.521[
ξ(X4) = 1⇒ H ∈ [0.521, 0.868]
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I nedenstående tabel vises et samlet overblik over stabiliteten.
[0.02, 0.203] [0.203, 0.215] [0.215, 0.218] [0.218, 0.521] [0.521, 0.83] [0.83, 0.869] [0.869, 5.5]
B0 (s) B0 (s) B0 (s) Bexp (us) B1 (us) B1 (s) A (s)
A (us) Bexp (s) Bexp (us) A (us) A (us) A (us)
A (us) A (us)
Intervallerne for H afhænger af ξ(X4)-funktionen og er skyld i et overlap mellem
ξ(X4) = 0 og ξ(X4) = e−7.5X4+0.75 på ∆H = 0.015. Dette skyldes, at ξ(X4)funktionen
springer i punktet X4 = 0.75, som det ses på figur 2.3. Resultatet af dette er, at ligevægts-
punkterne: B0 og Bexp begge er defineret for H ∈]0.215, 0.218[, men vil være henholdsvis
stabil og ustabil. I intervallet H ∈ [0.203, 0.215] er ligevægtspunkterne også defineret, men
her er de begge stabile.
Dette taler for at erstatte ξ(X4) = e−7.5X4+0.75 med en funktion, der gør ξ(X4) kontinuert.
På den anden side er det et lille overlap, så vi vil vurdere, at modellen godt kan benyttes.
Det er dog nødvendigt at være opmærksom på, at for patienter med i H ∈ [0.215, 0.218]
vil modellen give en tvetydigt svar. Vi vil tage denne diskusion op senere i rapporten.
Overordnet ses det ligeledes, at ligevægtspunktet A vil være stabilt for H > 0.869, hvilket
dermed vil sige, at patienter med en H-værdi over denne størrelsen altid vil blive raske
igen.
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4 Numerisk analyse af modellen
I denne del af rapporten udføres en analyse, der foretages med numerisk integration af
differentialligningerne i modellen (ligningssystem 2.52). I det omfang det er relevant, er
hjemmelavede scripts placeret i appendiks A. Disse kan konsulteres, hvis læseren f.eks. er
interesseret i, hvilken Runge-Kutta-metode vi benytter os af, da rapporten ikke beskæftiger
sig med denne type metodediskussion.
Det skal ligeledes nævnes, at få plots er medtaget i dette afsnit, mens resten kan findes
i appendiks J, I, E og F. Det skyldes, at fire koblede differentialligninger, der både kan
plottes som løsninger mod hinanden og over tiden, giver mange plots.
Vi vil i dette afsnit, i modsætning til det foregående afsnit, medtage tidsforsinkelsen, der
optræder i modellen. Dette vil give et billede af den faktiske opførsel af modellen. I Zuev
et al. (2006) sættes tidsforsinkelsen til 0.5 dage. Denne værdi vil vi benytte i analysen.
Det vil i et senere afsnit blive diskuteret, i hvilken grad vores tidligere analyse, uden
tidsforsinkelsen, kan sammenlignes med denne analyse.
For at undersøge de forskellige variables dynamikker, vil det være relevant at foretage en
numerisk løsning over et tidsinterval. Da vi i foregående afsnit så, at H er en bifurkations-
parameter, er det denne parameter, det er interessante at variere1. Som det er nærmere
beskrevet i afsnit 2.3.2.1, ligger H i intervallet [0.02, 5.5]. Vi vil i denne analyse undersøge
modellen over forskellige tidsintervaller. Vi vil starte med at undersøge dynamikken af
modellen over et stort tidsinterval på 1000 dage både for at få et overblik, men også for at
se, hvordan modellen opfører sig matematisk over en længere tid. Et tidsinterval på 1000
dage vil biologisk set ikke være relevant, da sepsis er en infektion, der hurtigt spreder sig.
Derfor vil vi bagefter se på modellens dynamik over 3 dage samt 72 dage.
4.1 Løsninger over en tidsperiode på 1000 dage
Vi løser modellen numerisk for yderpunkterne: H = 0.02 og H = 5.5 over tidsintervallet
t ∈ [0, 1000] dage. Herved fås løsninger for de variable X1,X2,X3 og X4, hvor den eneste
forskel ses på amplituden af de enkelte udslag ved H = 0.02. Løsningerne for X4 kan ses
på figur 4.1, og løsningerne for de andre variable, for samme H-værdier og tidsinterval,
kan findes i appendiks.
Med de valgte akser på figur 4.1, ser det umiddelbart ud som om, den ene løsning er
konstant lig nul, det er dog ikke tilfældet. Ved at zoome ind på startpunktet ser man, at
kurven for H = 5.5 har et udsving til tiden t = 0 dage, hvorefter denne bevæger sig mod
nul. Kurven for H = 0.02 har et kraftigt udsving til tiden t = 50 dage. Det er karakteristisk
1 Det kan også være interessant at ændre på parameteren τ, der repræsenterer tidsforsinkelsen i dC/dt. Vi
foretager dog ikke en dybdegående numerisk analyse af denne parameter.
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Figur 4.1 Plottet viser X4 løst for t ∈ [0, 1000] dage hvor H ∈ {0.02, 5.5}
Figur 4.2 Plottet viser et zoom af figur (4.1) med passende akser, således at det udsving kan ses
ved t = 0 dage.
for de to H-værdier, at de har et udsving, og begge går mod 0 for t→ 1000.
På figur 4.2 ses det dog, at udsvinget for H = 5.5 er 4.2% af det markante udsving
for H = 0.02. I en ’in vivo’-fortolkning af denne sitaution, har det markante udsving
et fatal udfald. En patient står ikke til at redde, hvis X4 bevæger sig over 0.75 jf. afsnit
2.2. Man kunne derfor argumentere for at stoppe modellen, når X4 overskrider denne
værdi, hvilket i følge kurven ville ske efter ca. 75 dage. Det har vi valgt ikke at gøre, da
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Figur 4.3 Plottet viser den periodiske opførsel for løsningerne til X2 og X3 for H = 0.7, hvor tiden
t ∈ [0, 1000] dage.
vi gerne vil undersøge de matematiske dynamikker i modellen for varierende H - også
selvom modellen giver svaret ’organdød’. Modellen viser endvidere, at patientens organ, i
teorien, burde komme sig igen efter ca. 450 dage, hvilket ud fra en biologisk betragtning
selvfølgelig ikke giver mening.
Vi har lavet tilsvarende plots for flere H ∈ [0.02, 5.5]. På figur 4.3 ses et plot af løsningen
for X2 og X3 som funktion af tiden, hvor H = 0.7. Her ses en periodisk opførsel for begge
løsninger med en periode på 50 dage. I appendiks F findes resten af plottene for de andre
løsninger for udvalgte H-værdier. Der ses en indikation af, at dynamikken for modellen
ændres i intervallet for H.
Ved en nærmere undersøgelse af løsningerne til X1,X2,X3 og X4 for H ∈ [0.1, 1.1]
ses det, at der sker en ændring i dynamikken af modellen i dette interval. Frekvensen
for de fire løsningers udsving er ens for hvert H, og på figur 4.4 ses denne plottet som
funktion af H. Figuren viser, at frekvensen stiger drastisk, når H nærmer sig 0.52 og
falder drastisk igen, når H > 0.85. Ud fra figuren er det tydeligt at se, at der sker et
skift i modellens dynamik omkring H = 0.52 og H = 0.85. I intervallet mellem disse to
H-værdier kan man, på figuren, se et lokalt minimum omkring H = 0.78. Dette kunne
tyde på, at der ligeledes vil være en lille dynamikændring omkring denne værdi. Dog
vælger vi at betragte intervallet H ∈ [0.52, 0.85] som havende samme dynamik.
Udover en ændring i frekvensen for løsningernes udsving omkring H = 0.52 og H = 0.85
findes ligeledes en ændring i udsvingenes amplitude omkring disse H-værdier. På figur
4.5 ses et plot af amplituden for løsningerne til X4 som funktion af H. Her ses ligeledes
en ændring i størrelsen af amplituden omkring H = 0.52. En lidt mindre ændring ses
omkring H = 0.85. I appendiks ses amplituden for de restende løsninger. Gennemgående
falder størrelsen af amplituden over hele intervallet H ∈ [0.1, 1.1]. Dette betyder biologisk,
at jo tættere en patients H-værdi er på 1, jo mindre udsving i tilstanden vil patienten
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Figur 4.4 Plottet viser frekvensen af løsningerne som funktion af H over tiden t ∈ [0, 1000] dage.
Stjernene markerer aflæste punkter, mens linjen er en interpolation mellem disse.
opleve ved infektion.
Vi har nu fundet nogle interessante H-værdier; H = 0.52 og H = 0.85. Vi vil i den
efterfølgende undersøgelse af modellen især kigge på H-værdier i omegnen af disse.
4.2 Løsninger over en tidsperiode på 3 og 72 dage
Det undersøges, hvad der sker i modellen indenfor 3 dage omkring de to H-værdier. På
figur 4.6 ses et plot af X4 løst for tiden t ∈ [0, 3] dage, hvor H er varieret fra 0.1 til 1. På
figuren er markeret hvor X4 = 0.75, hvilket betyder, at kurver der overstiger denne linje
medfører organdød. Der er dog kun for H = 0.4 og H = 0.5 at linjen overstiges. Uanset
H-værdien sker der intet med kurverne, før der er gået én dag. Plottet viser endvidere,
at når 0.3 < H < 0.7, sker der et udsving inden for 3 dage. Lignende plots af de andre
løsninger kan findes i appendiks E. Vi viser X4 her, fordi den giver det mest biologisk
konkrete udfald.
På figur 4.7 ses X4 løst for H = [0.1, 1] over 72 dage. Figuren viser, at alle kurver for
H < 0.5 går over X4 = 0.75 indenfor 10 dage. Derudover ses samme periodiske tendens
som forklaret tidligere i afsnittet for 0.5 < H < 0.9. For H = 0.9 og H = 1 ses næsten
ingen ændring i X4.
Vi kan dermed sammenfatte, at ved patienter med en H-værdi under 0.52 vil organet
død i løbet af de første 10 dage efter infektionen indtræffer. Patienter med en H-værdi
mellem 0.52 og 0.85 vil opleve hyppige ændringer i deres tilstand, og de vil nærme
sig X4 = 0.75, men ikke overstige denne værdi. Derfor vil de ikke være i farezonen for
organdød. Når patienterne har en H-værdi tæt på standardpatientens, vil deres tilstand
være forholdsvis stabil og tæt på X4 = 0. Patienter med en H = 0.4 eller H = 0.5 vil være
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Figur 4.5 Plottet viser størrelsen af amplituderne for de periodiske løsninger for X1 som funktion
af H hvor t ∈ [0, 1000] dage. Punkterne er aflæst og linjen markerer interpolation mellem disse.
Figur 4.6 Plottet viser X4 løst for t ∈ [0, 3] dage hvor H = {0.1, 0.9}. Den stiblede linje angiver
X4 = 0.75
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Figur 4.7 Plottet viser X4 løst for t ∈ [0, 72] dage hvor H = {0.1, 0.9}. Den stiblede linje angiver
X4 = 0.75
de første hvis organ dør.
Analysen over 3 dage og 72 dage viser samme resultat som for 1000 dage. I den
nedenstående tabel kan ses en sammenfatning af dette resultat:
0.52 0.85
Store udsving, | Udsving, | Ingen udsving
Organdød | ikke organdød |
4.3 Faseplots
For at give et billede af dynamikken i modellen, kan man lave faseplots. Et faseplot, eller
faserum som det også kaldes, er som udgangspunkt et rum, hvor alle systemets mulige
tilstande er et punkt i rummet. I dette tilfælde er faserummet altså et firedimensionalt
rum - et rum med akserne X{1,2,3,4} (Allen, 2007, kap. 5.6). Da vi ikke kan visualisere
et firedimensionalt rum, viser vi dynamikken som fire tredimensionale rum, hvor alle
kombinationer af akser er repræsenteret. Ved at sammenholde disse, får man en visuel
fornemmelse af dynamikken.
Vi har fundet tre forskellige dynamikker, som adskilles ved H = 0.52 og H = 0.85.
Vi bør, med faseplotsne, kunne få mere information om, hvad der sker omkring disse
punkter. Vi vil derfor i denne analyse undersøge modellen for H = 0.4, H = 0.6 og H = 1,
dvs. H-værdier, der ligger i omegn af de fundne dynamikændringer.
Før vi starter faseplotsanalysen, vil vi kort gennemgå lidt teori om løsninger i faserum.
Løsninger kan forekomme som stabile og ustabile fænomener f.eks. spiraler, grænsecykler
og centre. En grænsecykel er en isoleret lukket bane, hvilket betyder, at de omkringliggende
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Figur 4.8 Figuren viser eksempler på en stabil, ustabil og delvis stabil grænsecykel. Figuren er taget
fra (Strogatz, 1994, s. 196)
baner ikke er lukkede og kan spiralere mod eller væk fra grænsecyklen. En grænsecykel
siges at være stabil, hvis de omkringliggende baner holder en vis afstand til grænsecyklen,
og ikke konvergerer mod denne når t → ∞. Hvis alle nabobaner derimod konvergerer
mod grænsecyklen, vil denne siges at være en asymptotisk stabil grænsecykel. Det er
derudover muligt at have en ustabil grænsecykel, hvor de omkringliggende baner frastødes
af grænsecyklen både udenfor og indeni, og delvis stabil hvis de omkringliggende baner
kun frastødes enten udenfor eller indeni. På figur 4.8 er givet eksempler på en stabil,
ustabil og delvis stabil grænsecykel (Strogatz, 1994, s. 196-197).
4.3.1 Tilfældet H = 0.4
Ved H = 0.4 har alle fire faseplot samme karakteristiske opførsel. De danner en grænsecy-
kel, som figur 4.9 og figur 4.10 er eksempler på. Her er løsningerne til de fire variable
plottet for tiden t ∈ [0, 1000]. At figuren viser en stabil grænsecykel betyder, at den vil
blive ved med at køre rundt i en bestemt bane for t → 1000. Vi har ligeledes foretaget
en kørsel af modellen, hvor startpunkterne både er indeni og udenfor grænsecyklen. Da
begge baner umiddelbart ender med at køre asymptotisk mod grænsecyklen, vil denne
være asymptotisk stabil. Figurerne for undersøgelsen af grænsecyklens stabilitet ses i
appendiks.
4.3.2 Tilfældet H = 0.6
På figur 4.11 og figur 4.12 har vi plottet løsningerne til de variable for H = 0.6. Ved at
sammenligne disse figurer med figur 4.9 og figur 4.10 ses det, hvordan grænsecyklen
fra før nu har fået en anden form, og det ser ligeledes ud til, at den er asymptotisk
stabil. Vi undersøger igen stabiliteten ved at ændre startværdierne, hvilket igen viser, at
grænsecyklen er asymptotisk stabil. Det er desuden vigtigt at lægge mærke til, at akserne
på faserummene for H = 0.4 er ca. 10 gange størrere end for H = 0.6. Vi definerer vidden
af grænsecyklen for H = 0.4 til at være størrere end for H = 0.6.
4.3.3 Tilfældet H = 1
Vi ser ud over det interval, hvor løsningerne udviser hyppig periodicitet, og sætter H = 1.
Det ses, ved at sammenholde figur 4.13 og 4.14, at grænsecyklen ikke eksisterer for denne
H-værdi. I stedet ser det ud som om, dynamikken enten er meget langsom eller, at der
sker store spring (diskontinuitet) eller, at der hurtigt findes et ligevægtspunkt. Det ses, at
akserne for alle de variable er mindre, når H = 1 end, når H = 0.4 og H = 0.6.
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Figur 4.9 Faseplot af X1, X2 og X3 over tiden t ∈ [0, 1000] dage for H = 0.4
Figur 4.10 Faseplot af X2, X3 og X4 over tiden t ∈ [0, 1000] dage for H = 0.4
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Figur 4.11 Faseplot af X1, X2 og X3 over tiden t ∈ [0, 1000] dage for H = 0.6
Figur 4.12 Faseplot af X2, X3 og X4 over tiden t ∈ [0, 1000] dage for H = 0.6
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Figur 4.13 Faseplot af X1, X2 og X3 over tiden t ∈ [0, 1000] dage for H = 1
Figur 4.14 Faseplot af X2, X3 og X4 løst over tiden t ∈ [0, 1000] dage for H = 1
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Figur 4.15 Faseplot af X1, X2 og X3 løst over tiden t ∈ [0, 1000] dage for H = 1. På plottet er vist 4
forskellige startværdier.
For at kontrollere om der forekommer et ligevægtspunkt for H = 1, varieres startpunktet.
Hvis vi, uanset startpunkt, rammer ind i samme punkt, er der fundet et ligevægtspunkt,
der er lokalt stabilt.
På figur 4.15 og figur 4.16 har vi plottet fire forskellige begyndelsespunkter.
Selvom startværdierne ændres, ender løsningerne forholdsvis hurtigt i samme punkt.
Det indikerer kraftigt et stabilt ligevægtspunkt for H = 1. Punktet som systemet søger
hen imod hedder (0, 1, 1, 0) hvilket svare til ligevægtspunkt A fra stabilitetsanalysen.
Denne analyse har dermed vist, at for H < 0.52 danner løsningerne til de variable en
stabil grænsecykel dog med en bred vidde. Dette betyder, at patienten vil opleve store
ændringer i tilstanden og vil overstige X4 = 0.75, som det også kunne ses i afsnit 4.1. For
0.52 < H < 0.85 vil patienten ligeledes opleve en ændring i tilstanden. Dog vil ændringen
ikke være nær så markant som for H < 0.52, og patienten vil ikke opleve organdød, da
grænsecyklen ikke overstiger X4 = 0.75. Når patienten har en H-værdi på 1, ser det ud til,
at tilstanden hurtigt vil blive stabil, hvilket også er det resultat, vi får i afsnit 4.1. Denne
analyse peger ligeledes mod, at patienter med H > 0.85 vil blive raske igen.
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Figur 4.16 Faseplot af X2, X3 og X4 løst over tiden t ∈ [0, 1000] dage for H = 1. På plottet er vist 4
forskellige startværdier, disse er markeret med ringe.
5 Opsamling af stabilitets- og den numeriske
analyse
I dette afsnit vil vi foretage en opsamling af stabilitetsanalysen og den numeriske analyse.
I nedenstående tabel har vi opsummeret resultaterne fra de to analyser. Vi har præsenteret
de H-værdier som var fremtrædende i begge analyser. Når skriften er markeret med
grøn betyder det, at ligevægtspunktet eller grænsecyklen er stabil, mens rød angiver
ustabil. Stregen (-) angiver et dynamikskift i modellen. Det skal ligeledes huskes at begge
grænsecykler er asymptotisk stabile.
H Stabilitetsanalyse Numerisk analyse
A/B0 Grænsecykel1
0.203 A/B0/Bexp Grænsecykel1
0.215 A/B0/- Grænsecykel1
A/B0/Bexp Grænsecykel1
0.218 A/Bexp Grænsecykel1
A/ Bexp Grænsecykel1
0.521 A -
A/B1 Grænsecykel2
0.83 A/- Grænsecykel2
A/ B1 Grænsecykel2
0.85 A/ B1 -
0.869 - A
A A
I stabilitetsanalysen så vi, at B0 er et stabilt ligevægtspunkt for H < 0.218. Dette ser vi
dog ikke i den numeriske analyse, da løsningerne danner en stabil grænsecykel i stedet for
at søge mod et ligevægtspunktet. Dette kan evt. skyldes at stabilitetsanalysen er foretaget
uden tidsforsinkelse mens den numeriske er med. Der ses nemlig en generel tendens til
periodiske opførsler i behandling af dynamiske modeller, der indeholder en tidsforsinkelse
(Ottesen, 1997).
For 0.218 < H < 0.83 viser stabilitetsanalysen kun ustabile ligevægtspunkter. Dette
stemmer overens med den numeriske analyse, da der her optræder en asymptotisk stabil
grænsecykel i dette interval og løsningerne dermed ikke søger mod et ligevægtspunkt.
Det er en mulighed, at et af de ustabile ligevægtspunkter ligger indenfor grænsecyklen,
idet banen bevæger sig væk fra midten.
Det skal nævnes, at i stabilitetsanalysen ses et skift i modellens stabilitet ved H = 0.869,
mens det i den numeriske analyse ses ved H = 0.85. Denne forskel i H-værdierne kan
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bunde i to ting. På den ene side er stabilitetsanalysen mere præcis, idet den delvist
er udført analytisk. Til gengæld er den numeriske mere korrekt, i det den indeholder
tidsforsinkelsen. Da den numeriske analyse peger på en dynamikændring ved H = 0.85,
mens det for stabilitetsanalysen er for H = 0.869, kan det tyde på, at tidsforsinkelsen
bevirker en dynamikændring ved en lidt lavere H-værdi.
Ud fra disse overvejelser mener vi, at det er rimeligt at sige, at begge modeller peger
mod en ændring i modellen omkring H = 0.86, som et oprundet gennemsnit af de to
analyser. For H-værdier størrere end denne størrelsen resulterer begge analyser i, at
modellen går mod det stabile ligevægtspunkt A. Som det tidligere er nævnt, vil dette
betyder, at modellen forudser, at patienter med en H-værdi over 0.85 ikke vil tage skade
af en infektion af sepsis.
Overordnet stemmer de to analyser godt overens og giver tilsammen en bedre forståelse
af modellens dynamik. Når vi sammenligner begge analyser ser det ikke ud til, at
tidsforsinkelsen har den store indflydelse på modellens stabilitet og resultater. Man kan
forestille sig at tidsforsinkelsen vil have større indvirkning på modellen, rent matematisk
set, hvis denne blev sat til mere end 0.5 dag. I Zuev et al. (2006) ligges der dog ikke
op til, at tidsforsinkelsen skal ændres og en dybegående analyse vil ligge udenfor dette
projekts formål. Det kunne dog være interessant at foretage en undersøgelse af modellen
ved varierende tidsforsinkelser.
6 Sensitivitetsanalyse
I dette afsnit vil vi foretage en analyse af de variables sensitivitet i forhold til parametrene;
a1, ..., a8 og H. Dette gøres ved at lave en sensitivitetsanalyse på baggrund af Saltelli et al.
(2000, kap. 5). Vi vil forklare principperne bag en sådan analyse, samt hvordan vi helt
konkret vil lave den. Til sidst vil vi analysere resultaterne af den.
Denne sensitivitetsanalyse foretages på baggrund af modellen uden tidsforsinkelsen.
Der vil i slutningen af denne analyse være en opsamling på analysens resultater.
Betragter man et system, som i ligningssystem 2.52, som et generelt begyndelsesværdipro-
blem1, har vi følgende:
dX
dt
= f(X,k, t),X(t0) = 0 (6.1)
Hvor X er en vektor af de variable X1,X2,X3,X4 og k er en vektor af parametrene
(a1, a2, a3, a4, a5, a6, a7, a8,H). Vi har gennem den øvrige analyse beskæfiget os med løsning
af ligning 6.1 i tiden for fast k. Her ser vi på ændringen af denne løsning, når k også
ændres.
Vi foretager altså en pertubation af k, så k 7→ k+ ∆k. Dermed er:
dX
dt
+
d∆X
dt
= f(X+ ∆X,k+ ∆k, t)
For at løse udtrykket på højre side foretages Taylorudvikling til 1. ordens led. Restleddet
betegnes med et O(f):
dX
dt
+
d
dt
∆X = f(X,k, t) + ∂f(x,k,t)∂k (∆k) +O(f)
Vi trækker ligning 6.1 fra på begge sider, og benytter kædereglen på leddet ∂f/∂k:
d
dt
∆X =
(
∂f
∂X ·
∂X
∂k +
∂f
∂k
)
(∆k) +O(f)
Vi dividerer igennem med ∆k:
d
dt
∆X
∆k
= ∂f∂X ·
∂X
∂k +
∂f
∂k +O(f)(∆k)
−1
1 Et begyndelsesværdiproblem er et system af differentialligninger, der løses vha. tilhørende startbetingelser
59
60 Sensitivitetsanalyse
Lader vi her ∆k → 0, får vi på venstre side ddt ∂X∂k . Hvis X er C2 vil restleddet fra
Taylorrækken gå mod 0 som ∆k2 og kan derfor udelades (Allen, 2007, s. 40). Så har vi:
d
dt
∂X
∂k
=
∂f
∂X
· ∂X
∂k
+
∂f
∂k
(6.2)
For letheds skyld skriver vi alle leddene som matricer, så ligning 6.2 bliver:
dS
dt
= JS+ F (6.3)
Hvor J = ∂f∂X er Jacobimatricen for de variable, F =
∂f
∂k kaldes den parametriske
Jacobimatrix, S = ∂X∂k er sensitivitesmatricen og
dS
dt er den tidsafledte sensitivitetsmatrix.
Det ses, at ligning 6.3 kan løses som et nyt begyndelsesværdiproblem med passende
valg af begyndelsesværdier. Jf. Saltelli et al. (2000, s. 84) bruger vi nulvektoren som
begyndelsesværdier. Vi har 4 variable og 9 parametre, hvilket giver 4 · 9 = 36 koblede
differentialligninger, pladserne i S-matricen er de ubekendte sensitivitetskoefficienter.
For at kunne vurdere de forskellige output i forhold til hinanden, er man nødt til at
normalisere hver enkel sensitivitetskoefficient. Det vil sige, at vi tager ændringen i X, og
ændringen i k og ser på dem i forhold til deres oprindelige værdier. Den normaliserede
sensitivitetskoefficient kaldes for S˜.
S˜ =
k
X
· ∂X
∂k
(6.4)
Ud fra dette har vi fundet et udtryk for sensitiviteten i forhold til parametrene og de
variable. Dette tal beskriver, hvor mange procent løsningen af den variable ændres, når
parameteren ændres én procent. For nemhedens skyld kalder vi i resten af rapporten S˜
for S.
6.1 Løsning af sensitivitetsproblemet
For at finde Jacobimatricen tages den i’te ligning i ligningssystemet og differentieres
mht. den j’te variable: ∂ fi∂Xj . Herefter skal den parametriske Jacobimatrix findes. Dette
gøres ved at differentiere den i’te ligning i ligningssystemet mht. den l’te parameter: ∂ fi∂kl .
Derefter mangler ∂X∂k ; den ubekendte sensitivitetsmatrix. Hertil oprettes en 4× 9-matrix
med S1, S2, . . . , S36 på hhv. plads S(1,1), S(1,2), . . . , S(4,9). Herefter indsættes ovenstående
i ligning 6.3, hvorved der fremkommer 36 koblede differentialligninger, som vi kalder
sensitivitetsmodellen.
De koblede differentialligninger er afhængige af X1,X2,X3 og X4, og derfor er det
vigtigt, at sensitivitetsmodellen modtager værdier for løsningen af X1,X2,X3 og X4 i tiden.
For at tiden, der benyttes i sensitivitetsmodellen, stemmer overens med de data, der
kommer ud af den oprindelige model, er det nødvendigt at køre den oprindelige model
først, hvorefter resultaterne fra denne interpoleres i forhold til de lokale integrationsskridt,
der bliver foretaget i udregningen af sensitiviteterne.
Vi vil starte med at beregne sensitiviteten for H = 1, og senere varierer vi H. Det er
vigtigt, at der i modellen og i sensitivitetsmodellen bliver benyttet samme værdier for H.
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Figur 6.1 Sensitiviteten af X1 i procent, for de forskellige parametre.
Når sensitiviteterne er fundet, skal de normaliseres. Dette udføres på baggrund af
teorien, hvilket betyder, at løsningen for SX1,a1
2 til en tid, multipliceres med a1’s oprindelige
værdi, hvorefter den divideres med løsningen for X1 til samme tid. Tilsvarende følger
det med resten af ligningerne, hvor løsningen af SX2,a6 skal multipliceres med a6 for
efterfølgende at blive divideret med løsningen for X2.
6.2 Sensitivitet for H = 1
Vi indleder med at undersøge sensitiviteten af de variable X1,X2,X3 og X4 i forhold til
parametrene for en fast værdi af H. Vi sætter H = 1, da dette gælder standardpatienten,
og parametrene i første omgang er fittet ved denne H (Zuev et al., 2006).
På figur 6.1 har vi zoomet ind, så det relevante område af grafen er tydelig. På figuren
ses sensitiviteten af X1 i forhold til de forskellige parametre.
Parameteren H giver den største sensitivitet, hvilket er at forvente, da den indgår i
alle led i differentialligninger. Udover H udviser X1 størst sensitivitet over for a4 og a7.
Disse parametre udtrykker hhv. antallet af antistoffer, der binder sig med patogener og
hastigheden for organskade. Det skal derudover bemærkes, at sensitiviteten af X1 i forhold
til a8 er nul.
Sensitiviten af X1 i forhold til parametrene nærmer sig nul for alle parametrene, når
t→ 100, hvilket vil sige, at det får mindre betydning, om parametrene ændres.
På figur 6.2 ses sensitiviteten af X2 for parametrene over t = [0, 18] dage. Det fremgår, at
H igen giver en forholdsvis høj sensitivitet. Derudover giver a3, a4 og a5 forholdsvis høje
2 Sensitiviteten af X1 i forhold til a1
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Figur 6.2 Sensitiviteten af X2 i procent, for de forskellige parametre.
Figur 6.3 Sensitiviteten af X3 i procent, for de forskellige parametre.
sensitiviteter. Disse nærmer sig dog nul, når t→ 100. H ligger forholdsvist stabilt med en
sensitivitet på omkring 0.5%.
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Figur 6.4 Sensitiviteten af X4 i procent, for de forskellige parametre.
Figur 6.3 viser sensitivitet af X3 i forhold til parametrene. Der er en forholdsvis høj
sensitivitet for parametrene H og a5. Parameteren a5 angiver produktion af plasmaceller,
hvilket påvirker koncentrationen af antistoffer. Det er derfor oplagt, at X3 har en høj
sensitivitet over for denne parameter. Resten af parametrene giver en lav sensitivitet.
Det er igen bemærkelsesværdigt, at H holder en forholdsvis konstant sensitivitet, mens
de andre sensitiviteter nærmer sig nul, når t→ 100.
Figur 6.4 viser sensitiviteten af X4 i forhold til parametrene. Her er det primært a7,
der giver en høj sensitivitet, hvilket stemmer overens med, at denne parameter angiver
patogenernes skade på organet. Der ses også en sensitivitet i forhold til H, men denne
er mindre markant end de andre variables sensitivitet i forhold til H. Dette må betyde,
at en patients vægtændring ikke har den store indflydelse på organets skade. De andre
parametre giver en sensitivitet, der enten er nul eller meget tæt på nul. Det betyder, at
ved H = 1 er det primært a7, det er vigtig at være opmærksom på i forhold til X4.
Når t→ 100, nærmer alle sensitiviteterne sig dog nul.
Gennemgående gælder det, at H er en betydningsfuld parameter, der giver en høj sensi-
tivitet i forhold til de andre parametre. Alle sensitiviteterne er lave, faktisk under 0.8%,
bortset fra sensitiviteten af X1 i forhold til H, hvor denne kommer op på 4.5%. Sensitivi-
tetsanalysen viser derved, at det er vigtigt at fastsætte H præcist, mens de parametre, der
giver en sensitivitet tæt på 0, er mindre væsentlige. Vi mener derfor, at denne analyse
viser, at man kan have god tiltro til modellen, når H = 1; den værdi hvor modellen
er udarbejdet. Bemærk at dette kun gælder i en passende (lille) omegn om H = 1, da
sensitiviteten er en lokal størrelse (Saltelli et al., 2000, kap. 5).
Da man må gå ud fra, at sensitiviteten ændrer sig, når H varieres, vil vi i det følgende
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foretage sensitivitetsanalyse for varierende H.
6.3 Sensitivitet for varierende H
Sensitivitetsanalysen for varierende H udføres ved at gentage ovenstående procedure et
passende antal gange over vores undersøgelsesinterval H ∈ [0.02, 5.5], hvor H for hver
gentagelse varieres med skridt på henholdsvis ∆H = 0.01 for 7 dage og ∆H = 0.1 for 100
dage. Dette resulterer i 36 løsninger af begyndelsesværdiproblemet til hver sin H-værdi.
Det vil være umuligt at lave overskuelige plots over dette. Derfor vælger vi at se på den
maksimale sensitivitet af en variabel i forhold til en parameter over H, altså max(|S|),
hvor S er løsningen til begyndelsesværdiproblemet. Når vi vælger at se på den numeriske
værdi af S, skyldes det, at S er en afvigelse fra ingen sensitivitet, og derfor godt kan være
negativ.
Vi foretager denne undersøgelse af to omgange, hvor vi første gang kører modellen over
7 dage og derefter over 100 dage. Da infektionsforløbet typisk er over få dage, mener vi,
at 7 dage vil være biologisk interessant, men samtidig er det interessant at køre modellen
over en længere tidsperiode for at observere ændringer i sensitiviteten. Det betyder, at vi
kan få fat på forskellige maksimumspunkter og derved forskellige sensitiviteter.
6.3.1 Sensitivitet over 7 dage med varierende H
Vi benytter os af 2 foreskellige typer koordinatsystemer, dels med almindelige akser og
dels med logaritmiske, da nogle forhold træder tyderligere frem på den ene type, mens
andre er tydeligere på den anden. Grafer, der ikke vises her, er placeret i appendiks G.
6.3.1.1 Sensitiviten for X1
Det fremgår af figur 6.5, at X1 har meget høj sensitivitet i forhold til ændringer i alle
parametre bortset fra a8. Omkring H = 0.86 og H = 0.14 er der lokale minimumspunkter
for sensitiviteten i forhold til alle parametrene.
X1 har en høj sensitivitet i forhold til H, hvorefter a2 og a6 giver de højeste sensitiviteter.
Det er bemærkelsesværdigt, at a1 ikke giver en højere sensitivitet, da denne optræder i
differentialligningen for X1, hvilket a6 ikke gør. Det betyder, at ændringer i dødsraten for
plasmaceller har en større betydning for koncentrationen af patogener end ændringer i
vækstraten for patogener.
Da der er mange små udsving for sensitiviteterne af X1, har vi valgt kun at vise plottet
på en logaritmisk skala. Dette er anderledes ved de andre variable.
6.3.1.2 Sensitiviteten af X2
Det fremgår af figur 6.6, at X2 primært er sensitiv over for H og a6, samt i mindre grad
for a5. Når H vokser, stiger sensitiviteten også, hvilket tyder på, at modellen bliver mere
sensitiv for store værdier af H.
Det fremgår af figur 6.7, at a8 igen giver en meget lav sensitivitet. Derudover giver
sensitiviteten for X2 et resultat, hvor langt de fleste parametre giver en sensitivitet på
under 1%. Det er bemærkelsesværdigt, at a3 giver næstlavest sensitivitet, da a3 optræder
direkte i ligningen for X2. Vi kan således igen se, at henfald af plasmaceller (a6) giver en
større sensitivitet end produktion af antistoffer. Man kan naturligvis sige, at henfald af
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Figur 6.5 Maksimum sensitivitet af X1 i forhold til de forskellige parametre, vist på en logaritmisk
skala.
Figur 6.6 Maksimum sensitivitet af X2 i forhold til de forskellige parametre for varierende H.
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Figur 6.7 Maksimum sensitivitet af X2 i forhold til de forskellige parametre, vist på en logaritmisk
skala.
plasmaceller påvirker koncentrationen af plasmaceller og dermed indirekte produktionen
af antistoffer.
6.3.1.3 Sensitivitet af X3
Det fremgår af figur 6.8, at X3 er mest sensitiv i forhold til a6 og H. Dog giver a2 og a5
også forholdsvis høje sensitiviteter. Parametrene a5 og a6 optræder i ligningen for X3, og
det er derfor oplagt, at disse giver høje sensitiviteter. Det er interessant, at H igen giver
højest sensitivitet. Sensitiviteten stiger i takt med, at H vokser, hvilket betyder, at modellen
bliver mere sensitiv, når H > 1.
Plotter man på en logaritmisk skala (figur 6.9), bliver det muligt at se, hvad der sker, når
sensitiviteten ligger tæt på nul. Parameteren a8 giver igen en lav sensitivitet. Desuden er
sensitivieten af X3 i forhold til a3 og a4 meget lav. Alle parametrene starter ved meget
lave sensitiviteter og giver højere og højere sensitiviteter i takt med, at H vokser.
6.3.1.4 Sensitiviteten af X4
Det er problemtatisk at dividere med X4, da denne kan blive nul. Det betyder, at det bliver
sværere at normalisere sensitivitetsmatricen. Vi har derfor udført analysen for X4 6= 0, og
derved er det alligevel muligt at få brugbare resultater. I situationer hvor X4 = 0 er S sat
lig nul. Som det fremgår af figurer 6.10 og 6.11, har dette ikke været nødvendigt i vores
undersøgelsesinterval, hvilket viser, at den højeste sensivitet ikke er fundet ved X4 = 0.
For X4 gælder det, at H giver den største sensitivitet, hvilket kan ses på figur 6.10.
Endvidere giver a2 og a7 forholdsvis høje sensitiviteter. Sensitiviteterne vokser kraftigt i
takt med, at H vokser.
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Figur 6.8 Maksimum sensitivitet af X3 i forhold til de forskellige parametre for varierende H.
Figur 6.9 Maksimum sensitivitet af X3 i forhold til de forskellige parametre, vist på en logaritmisk
skala
68 Sensitivitetsanalyse
Figur 6.10 Maksimum sensitivitet af X4 i forhold til de forskellige parametre for varierende H.
Figur 6.11 Maksimum sensitiviteten af X4 i forhold til de forskellige parametre på en logaritmisk
skala.
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Når H < 1 sker der først et fald i sensitiviteterne, hvorefter de vokser igen. Figur 6.11
viser på en logaritmisk skala, at a8 giver en meget lav sensitivitet. Det gælder, at H og
a7 giver højest sensitiviteter, mens a1, a2 og a5 giver forholdsvis høje sensitiviteter, samt
at a3 og a4 ikke betyder så meget. Det er oplagt, at a7 betyder meget, da den optræder i
ligningen for X4. Parameteren a8 optræder også i ligningen, men har ikke så stor betydning.
Ud fra det kan vi se, at hastigheden for skade af organet er vigtigt at estimere præcist i
forhold til helbredelsesraten for organet.
Sensitiviteten af de forskellige variable er skitseret i nedenstående tabel. Her er parametrene
sorteret i forhold til hinanden i forhold til sensitivitet. Det vil sige, at den parameter, som
giver størst sensitivitet for X1, har fået et 1 og såfremdeles. Det skal bemærkes, at disse
gradueringer ikke er sammenlignelige på tværs af de variable.
X1 X2 X3 X4
a1 4 5 5 4
a2 2 3 3 2
a3 8 8 8 9
a4 7 7 7 7
a5 5 4 4 6
a6 3 2 2 5
a7 6 6 6 3
a8 9 9 9 8
H 1 1 1 1
Denne tabel giver et overblik over hvilke parameter, der giver en høj sensitivitet
i forhold til de andre. Det er således også de parametre, som det er vigtigst at være
opmærksom på, når de præcise værdier skal findes. Det er interessant, at H giver størst
sensitivitet for alle variable. Det er fornuftigt, da det betyder, at modellen er følsom over
for forskellige patienter, som jo netop har forskellige værdier af H. Hvis sensitiviteten
over for H havde været meget lille, ville denne være en dårlig patientspecifik parameter.
Det er også interessant, at både a8 og a3 giver meget lave sensitiviter, og det kan
give anledning til, at man kan overveje at undlade disse parametre, f.eks. ved at sætte
a3 = a8 = 1. Hvis man kan fjerne nogle parametre, kan man overveje, om det vil være
lettere at lave modellen patientspecifik uden brug af H, fordi de andre parametre kan
være lige så hurtige at måle. Det vil imidlertidig kræve en videre undersøgelse, der f.eks.
kan indbefatte overvejelser om, hvor svære parameterne er at estimere, inden man fjerner
dem helt.
Det er endvidere interessant, at sensitiviteterne for de forskellige parametre optræder i
sammen rækkefølge for X2 og X3. Det handler dermed ikke om hvilke parametre, der
optræder eksplicit i de enkelte variables ligninger, men om nogle forhold for hele systemet.
Desuden viser det en tæt sammenhæng mellem plasmaceller og antistoffer, hvilket stemmer
overens med afsnit 2.
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Figur 6.12 Maksimum sensitivitet af X2 i forhold til de forskellige parametre for varierende H.
6.4 Sensitivitet over 100 dage med varierende H
Vi kører modellen over 100 dage og følger samme procedure som i forrige afsnit. Det
har ikke været muligt at finde en computer med tilstrækkelig meget hukommelse, og
vi har derfor været nødt til at begrænse undersøgelsen til H ∈ [0.02, 4.82]. Graferne ser
forholdsvis ens ud for de fire variable (X1,X2,X3 og X4). Når H < 0.5 ses der en voldsom
sensitivitet over for nogle parametrene, mens sensitiviteten for H > 0.5 er væsentlig mere
moderat. Vi foretager derfor en nærmere analyse i disse to intervaller af H.
6.4.1 Intervallet H ∈ [0.02, 0.5]
Plotsne af sensitiviteterne er tilstrækkelige ens i delintervallet H ∈ [0.02, 0.5] til, at vi i
dette interval kun vil vise sensitiviteten for X2. Resten af graferne kan findes i appendiks
G.
På figur 6.12 kan vi se, at a1, a2 og H giver meget voldsomme sensitiviteter. Det er de
samme tre parametre, som går igen for alle de variable. Sensitiviteten er så voldsom for
disse tre parametre, at modellen er ekstremt sensitiv for H < 0.5. Det er interessant, at
det er disse tre parametre, som går igen, da man umiddelbart kunne forvente, at det ville
være forskellige parametre for de forskellige variable.
6.4.2 Intervallet H ∈ [0.5, 4.82]
I delintervallet H ∈ [0.5, 4.82] gælder det for X1, at de parametre der har størst betydning
er H, a5 og a7. Dette ses af figur 6.13.
Sensitiviteten varierer alt efter værdien for H, men specielt skal det nævnes, at der er
et lokalt minimum for samtlige parametre ved H = 0.82, samt et lokalt maksimum ved
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Figur 6.13 Maksimum sensitivitet af X1 i forhold til de forskellige parametre for varierende H på
logaritmisk skala
H = 2.72. Sensitiviteten for parametrene følges ad i en dynamik, hvor H og a7 giver højest
sensitivitet og a1 og a8 giver lavest. Sensitiviteten er dog meget høj for alle parametre.
Den kommer kun under 1010% en enkelt gang, nemlig for a8. Vi vil i afsnit 6.5 vurdere
hvor stor betydning denne høje sensitivitet har for modellen.
På figur 6.14 ses det, at X2 er mest sensitiv i forhold til ændringer af H, a5 og a7. For alle
parametre, bortset fra a1, gælder det, at de har et lokalt maksimum ved H = 0.62 og et
lokalt minimum ved H = 0.72. Dette gælder omvendt for a1. For a1 og a8 gælder det, at
sensitiviteten falder i takt med, at H vokser. Når H > 0.82, gælder det, at sensitiviteten
for de andre parametre stiger, når H vokser.
Sensitiviteten er generelt mindre end for X1, men er dog stadig meget høj.
På figur 6.15 ses det, at X3 har størst sensitivitet i forhold til H, a5 og a7, samt at deres
sensitiviteter vokser som funktion af H. Her gælder det også, at a1 har en modsatrettet
dynamik, hvor flere af parametrene har lokale maksima ved H = 0.62, har denne parameter
nemlig et lokalt minimum, og tilsvarende ved H = 0.72. Det gælder endvidere, at for
H > 0.72 falder sensitiviteten i forhold til a1, a3 og a8, mens den stiger for de andre
parametre.
På figur 6.16 ses det, at X4 har størst sensitivitet i forhold til H, a7 og a5. Det er ikke
overraskende, at a7 giver en høj sensitivitet, da den udtrykker skaden på organet. De
parametre, der giver de laveste sensitiviteter, er a1 og a8. Parameteren a1 giver en meget
høj sensitivitet ved lave værdier for H, jf. afsnit 6.4.2, og det er derfor bemærkelsesværdigt,
at sensitiviteten af denne parameter varierer kraftigt, når værdien af H ændres. Det er
endvidere interessant, at a8 giver en meget lav sensitivitet, selvom den optræder direkte i
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Figur 6.14 Maksimum sensitivitet af X2 i forhold de forskellige parametre for varierende H på
logaritmisk skala.
Figur 6.15 Maksimum sensitiviteten af X3 i forhold til de forskellige parametre for varierende H på
logaritmisk skala.
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Figur 6.16 Maksimum sensitiviteten af X4 i forhold til de forskellige parametre for varierende H på
logaritmisk skala
ligningen for X4.
Sensitivitetens dynamik for de forskellige parametre ligner hinanden, når H varieres.
Overordnet er det ikke muligt at sige noget direkte om, hvorvidt sensitiviteten stiger, når
H vokser, hvis man ser bort fra H < 1.5.
I nedenstående tabel er vist en sortering af parametrene i forhold til, hvor stor sensitivitet
de giver de enkelte variable. Ligesom tidligere er den parameter, der giver størst sensitivitet
angivet med ’1’ og såfremdeles.
X1 X2 X3 X4
a1 8 9 8 6
a2 7 7 5 4
a3 5 6 7 7
a4 4 4 6 8
a5 2 2 2 2
a6 6 5 4 9
a7 3 3 3 3
a8 9 8 9 5
H 1 1 1 1
Samlet set udviser alle variable stor sensitivitet over for a1, a2 og H, når H < 0.5 jf. afsnit
6.4.1. Billedet ændrer sig markant, når H > 0.5. Der hvor de variable har stor sensitivitet i
forhold til parametrene generelt, er det vigtigt, at parametrene estimeres meget præcist.
En fejlestimering vil påvirke modellen, så den kan give nogle helt andre resultater. Det er
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vigtigt at huske, at modellen her er kørt over 100 dage, hvor vi har taget et maksimum
af sensitiviteten. Det betyder, at modellen er kørt over et længere tidsinterval, end hvad
der er biologisk relevant. Det er såldes kun af matematisk interesse, at vi har lavet disse
kørsler. Det er interessant, at det er a1, a2 og H der giver høje sensitiviteter i starten, og at
a1 giver en af de laveste sensitiviteter for H > 0.5, det sker faktisk allerede ved omkring
H = 0.3. Der sker dermed nogle store ændringer omkring denne værdi.
6.5 Parametrenes betydning
Når vi kommer frem til, at nogle af parametrene giver en forholdvis høj sensitivitet, er
vi nødt til at overveje, hvordan de skal fortolkes. Ligesom i de andre analyser, har vi
lavet sensitivitetsanalysen af modellen. Parametrene kan derfor ikke oversættes direkte til
parametrene i den patientsspecifikke model. Det er derfor vigtigt at holde sig for øje, at
a1 = β mens a2 = F∗γ. Det betyder, at sensitiviteten af de variable i forhold til a2 ikke er
det samme som i forhold til γ. Samtidig betyder det, at man tager en parameter(γ) og
multiplicerer med noget (F∗), hvilket vil betyde, at hvis der er en usikkerhed omkring γ, vil
den blive forstærket eller formindsket, når parametren transformeres til a2. Vi kan beregne
denne fejl, da F∗ = 1sqrtH , hvilket ligger mellem [0.5, 7] for vores undersøgelsesinterval.
Det forholder sig på samme måde for de andre parametre, da alle skaleringsparametre er
af samme størrelsesorden.
Der er således tale om nogle sensitiviteter, hvor man skal transformere tilbage fra den
dimensionsløse model, før vi entydigt kan sige noget om den biologiske betydning. Det
kunne være interessant at lave en sensitivitetsanalyse af den patientsspecifikke model og
sammenligne de to analyser. Dette ville give et klarere billede af, hvad det betyder for
modellen, når den laves dimensionsløs.
6.5.0.1 Afslutning
Sensitiviteten er overordnet pæn for H = 1. Der opstår til gengæld nogle problemer, når
H varieres. For t = 7 er det primært X1 og X4, der er meget sensitive, og det er specielt
ved H > 1. For t ∈ [0, 100] ses der generelt nogle meget voldsomme sensitiviteter.
Sensitiviteterne vokser markant, når man kører modellen på tidsintervallet t ∈ [0, 100]
frem for t ∈ [1, 7]. Ser man f.eks. på sensitiviteterne for X1, ændres de mange størrelsesor-
dener, når tidsintervallet ændres. Betydningen af dette er helt konkret, at når a1 ændres
med 1%, vil man (jf. figur 6.13) ét sted i tidsintervallet kunne se en ændring i løsningen i
størrelsesordenen 1035% for H = 0.12. Dette er en astronomisk stor ændring i løsningen,
og det er derfor nødvendigt at se nærmere på metodens indflydelse på disse tal, når
tidsintervallet ændres. Navnlig vil det være fornuftigt at forsøge sig med flere kørsler
af modellen med fast H og små ændringer i parametrene for at se, om en meget stor
forskydning finder sted.
Vi foretager to kørsler af modellen med H = 0.12 og a1 hhv. 19.2 og 19.392. De er vist
på figur 6.17.
De to løsninger ser umiddelbart ret éns ud - det er i hvert fald svært at få øje på en
ændring i størrelsesordenen 1035%. De meget høje ændringer ses også kun i en meget
lille afstand omkring førsteaksen. Når tidsintervallet ændres som her, forlænger man
den tid, hvor løsningen vil fluktuere omkring nul. Disse fluktuationer vil forskydes en
smule fra hinanden når konstanterne ændres, og dermed afstedkomme disse meget store
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Figur 6.17 H = 0.12 og a1 hhv. 19.2 (blå) og 19.392 (rød).
procentvise ændringer. Ser vi på forskydningen med udgangspunkt i figur 6.17, kan vi
kalde den blå graf med a1 = 19.2 for f1 og den røde med a1 = 19.2 · 1.01 for f2. Det ses af
figuren, at for t tilstrækkelig stor er både f1 og f2 arbitrært tæt på 0, så hvis det gælder,
at f1(tm) = 10−10 og f2(tm) = 10−50; to tal der ikke er stor numerisk forskel på, vil den
procentvise forskel, der gives fra sensitivitetsanalysen, være:
f1(tm)− f2(tm)
f2(tm)
=
10−10 − 10−50
10−50
≈ 10
−10
10−50
= 1040%
Man må altså forvente et resultat fra sensitivitetsanalysen, der er meget lidt sigende, hvis
man lader modellen køre så længe, at resultatet fluktuerer omkring nul. Det er således
ikke så meget modellen, som det er vores metode, der har et problem for t ∈ [0, 100].
Det havde været gavnligt, hvis vi før sensitivitetsanalysen havde undersøgt, hvornår
de forskellige variable begyndte at fluktuere omkring nul. På denne måde kunne det
være muligt at undersøge, hvilket tidsinterval vi skulle lave analysen over. Det kunne
endvidere være interessant at undersøge sensitiviteten omkring nogle mindre intervaller,
f.eks. ved toppunkter eller lignende. Dette ville dog kræve en større analyse, før vi lavede
sensitivitetsanalysen. Vi mener, at vi godt kan bruge vores analyser over 7 dage, men at
man skal være varsom med at drage konklusioner alene på baggrund af disse analyser,
da der er noget usikkerhed omkring det. Man kan sige, at hvis sensitiviteten er høj,
fordi toppunkt mv. flyttes en lille smule i tiden, så har det ikke nødvendigvis den store
konsekvens for brug af modellen. Til gengæld kan det fremstå i sensitivitetsanalysen som
meget problematisk, fordi det kan give meget forskellige resultater til en bestemt tid.
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7 Diskussion af resultater
Overordnet har vi to typer analyser; en stabilitetsanalyse og en sensitivitetsanalyse. Det
kan være interessant at sammenholde resultaterne fra disse to analysetyper for at se, om
der findes en sammenhæng. Vi forholder os til den sensitivitetsanalyse, der er lavet over 7
dage med varierende H, da disse resultater er biologisk mest relevante.
Tidligt i alle analyserne ses det, at H er en bifurkationsparameter. Dette betyder, at vi
har haft særlig fokus på denne parameter i analyserne. Som vi skriver i opsamlingen
på de to stabilitetsanalyser, er det også denne parameter, som er afgørende i forhold til
dynamikændringer. Ligeledes ser vi i sensitivitetsanalysen, at det er denne parameter,
som de variable har størst sensitivitet overfor.
7.1 Dynamikændringer
I opsamlingen af stabilitetsanalysen og den numeriske analyse ser vi, at der sker en
markant ændring i dynamikken omkring H = 0.52 og H = 0.86. Modellen beholder
samme dynamik for H > 0.86. Da løsningerne søger mod et stabilt ligevægtspunkt, og
dynamikken ikke ændres for disse værdier af H, vil patienten altid overleve.
I sensitivitetsanalysen ser vi, at de variable har lav sensitivitet i forhold til parametrene
for H < 1. Dog falder X1 uden for dette billede, da den både har højere sensitivitet over
for parametrene, og der ses en del udsving på dennes graf.
Det er interessant, at sensitiviteten af X1 falder voldsomt ved H = 0.85, dvs. ved
samme H-værdi, som der sker en dynamikændring ved. Der er ingen sammenhæng
mellem sensitivitet og dynamikændringer. Den ene ændring er kvantitativ, og den anden
er kvalitativ. Da der er lav sensitivitet ved denne H-værdi, vil der være større sikkerhed
for, hvor dynamikændringen vil ske.
Vi ved, at der også sker en dynamikændring omkring H = 0.52. Her er sensitiviteten
meget høj for X1, hvilket skaber større usikkerhed omkring den præcise H-værdi for dette
dynamikskifte.
Ud fra den numeriske analyse ses det, at H = 0.52 giver den mest markante dynamik-
ændring, jf. figur 4.4. Sammenlignet med de andre analyser er det dog dynamikændringen
ved H = 0.86, der er mest fremtrædende. Det stemmer fint overens med, at vi i den
numeriske analyse finder, at systemet ændrer karakter fra en asymptotisk stabil grænsecykel
til et stabilt ligevægtspunkt for H = 0.86.
Sensitiviteten for de andre variable ser noget anderledes ud. På figurene 6.6, 6.8 og 6.10
ses det, at sensitiviteten af X2 og X3 i forhold til a6 og H vokser for H > 0.5. Sensitiviteten
er dog ikke nævneværdigt stor i forhold til sensitiviteten af X1. Ud fra sensitiviteten af X4
kan vi også se en ændring i sensitiviteten for H > 1 ved nogle af parametrene. Ud fra
dette mener vi, at modellen bedst kan bruges ved H < 1.
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Man kan forestille sig, at dynamikskiftet ved H = 0.52 vil forskydes, hvorved patienter
ikke, per automatik, kan placeres i en bestemt gruppe i forhold til sygdomsforløb. Dette
vender vi tilbage til senere i afsnit 8.2.
Det betyder, at modellen er forholdvis pålidelig, men at der er nogle problemer, specielt
med sensitiviteten af X1.
7.2 Tidsforsinkelse
Vi foretager som beskrevet stabillitetsanalyserne hhv. med og uden tidsforsinkelse. Disse
analyser giver markant forskellige resultater af systemets dynamik for H < 0.218, og
væsentligt mindre forskellige resultater for større H. Dette kan til en vis grad forklares
med tidsforsinkelsen. Tidsforsinkelsen er undladt i to af analyserne af praktiske, bereg-
ningsmæssige hensyn. Da resultatet af de to stabilitetsanalyser er næsten éns, finder vi
udeladelsen af tidsforsinkelsen rimelig.
Ifølge Ottesen (1997) betyder tidsforsinkelser i modeller ofte, at modellen vil have en
periodisk opførelse. Dette ser vi netop i den numeriske analyse. Det er ikke muligt at udtale
sig om periodisk opførelse ud fra de to andre analyser, men der er god overenstemmelse
mellem analysernes resultater, og vi mener derfor ikke, at det har været et forkert valg at
udelade tidsforsinkelsen.
Det vil være at foretrække at lave en analyse, hvor man undersøger, hvad der sker
med modellen, hvis man ændrer på størrelsen af tidsforsinkelsen.
7.3 Reduktion af modellen
Ud fra vores analyser kan man diskutere, om det vil være muligt at reducere systemet,
da dette vil give mulighed for en mere dybdegående algebraisk analyse. Det vil være en
fordel, da det betyder, at der vil være færre parametre, som skal bestemmes, samt gøre
overskueligheden større og dermed vil behandlingen af modellen være nemmere.
Hvis man ud fra sensitivitetsanalysen kan finde parametre, som de variable har lav
sensitivitet over for, vil størrelsen af parameteren ikke have nogen kvantitativ betydning
for løsningen, og den vil derfor kunne sættes til ’1’.
Vi finder, at de variable har meget lav sensitivitet over for parameteren a8. Vi har
arbejdet med a8 = 0.12 og vi ser gennemgående, at den giver en sensitivitet på under
10−8%. Vi mener derfor, at det ikke vil betyde de store ændringer for systemet, hvis vi
blot sætter a8 = 1.
Ud over a8 er det parametrene a3 og a4, der gennemgående giver de laveste sensitiviteter.
Vi mener derfor, at man kan overveje også at sætte disse til ’1’. Det vil gøre fitningsarbejdet
nemmere, da man hermed reducerer modellen med 3 parametre.
Man kan overveje, om denne reduktion af parametrene gør det tilstrækkelig nemt
at arbejde med infektionsmodellen til, at man ikke behøver at lave transformationen,
så det er H, der er patientspecifik. Det er dog vigtigt at holde sig for øje, at denne
sensitivitetsanalyse er lavet af den dimensionsløse model.
Vi har ikke forsøgt at implementere ændringen med a8, men har blot fundet ud af, at det
er en mulighed. Vi har heller ikke overvejet hvilke parametre, der er mulige at måle, for
den enkelte patient, da dette ligger uden for denne opgaves formål.
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Ved at undersøge dynamikken ud fra den numeriske analyse, kan man desuden overveje,
om nogle variable kan udelades, fordi deres dynamik f.eks. er meget langsom eller meget
hurtig. De langsomme variable kan sættes som værende konstante, når man undersøger
en kortere tidsperiode, mens de variable med en meget hurtig dynamik kan sættes som
konstanter, hvis man ser inden for et langt tidsinterval.
Vi har ikke kunne finde nogle tilstrækkeligt markante dynamikforskelle for de variable,
så det ud fra vores analyser ville være muligt at gøre en variabel konstant.
80
8 Diskussion af modellen
Vi har diskuteret resultaterne fra vores analyser, og vi vil her følge op med en diskussion
af modellens opbygning, implementering samt forhold omkring parameteren H. Vi vil
endvidere diskutere muligheder for at udvide modellen, så den kan medtage en behandling
af patienten. Dette skal danne grundlag for en besvarelse af problemformuleringen med
hensyn til modellens opbygning.
8.1 Modellens opbygning
De antagelser, der ligger til grund for opbygningen af modellen, er baseret på teoretiske,
biologiske overvejelser om interaktion mellem patogener og antistoffer samt blodgennem-
strømning. Denne interaktion foregår et i arbitrært volumen. Hvorvist dette volumen blot
er et enkelt eller flere organer eller måske hele kroppen, redegører Zuev et al. (2006)
ikke for. Hvis man forestiller sig, at volumet blot er et enkelt organ, vil modellen ikke
nødvendigvis kunne fortælle, om en patient vil dø. I (Zuev et al., 2006) antages det,
at en organskade på 75% vil medføre organdød. Hvis der modelleres over en nyre, vil
organdøden ikke medføre, at patienten dør, da man kan leve med blot en nyre. Udvides
det modellerede volumen til at omfatte flere organer, er det mere sandsynligt, at man
kan sige noget om, hvilken tilstand patienten befinder sig i. Her vil 75% organskade i det
arbitrære volumen være den samlede skade af alle organerne, hvilket medfører patientdød.
I artiklen af Zuev et al. (2006) lægges der vægt på at give læseren en grundig introduktion
til de basale biologiske antagelser ved indførsel af parameteren H. Det fremgår derfor
tydeligt, hvordan man kommer frem til denne parameter. Denne grundige gennemgang
sker på bekostning af udregninger og forklaringer, der ligger til grund for opstillingen af
modellen. Vi har derfor været nødsaget til selv at argumentere for store dele af udbygningen
af modellen. Dette resulterer i, at vores overvejelser ikke nødvendigvis er de samme, som
Zuev et al. (2006) har gjort brug af.
Matematisk set vil det være muligt at benytte modellen, selvom patienten har et skadet
organ før infektionen indtræffer, da dette bare indbefatter en ændring af modellens
begyndelsesværdier. I tilfælde af organskade skal X4-parameteren justeres afhængig af
organskaden. Vi forestiller os, at det biologisk set må være svært at fastlægge en præcis
skadesprocent af et organ. Dette vil medføre, at et præcist startpunkt ikke kan fastlægges
for patienten, og dette vil afspejles i kørslen af modellen i form af en øget usikkerhed
omkring resultatet.
Derudover er der ikke indarbejdet behandling i modellen. Det vil sige, at man ikke
har mulighed for at se, hvad en behandling af den konkrete patient vil gøre. Vi mener, at
behandling er en vigtig overvejelse i denne model, og vi har i afsnit 8.3 foreslået, hvordan
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den kan indgå.
8.1.1 Funktionen ξ(X4)
I afsnit 2.1.1 redegøres for, at funktionen ξ(X4) kan variere, afhængig af infektionstypen.
I artiklen af Zuev et al. (2006) foreslås en ξ(X4)-funktion, der gør modellen specifik for
sepsis. Denne funktion er givet ved X4 = e−7.5X4+0.75, når organskaden ligger mellem
10-75%. Dog argumenteres der ikke for denne antagelse. Det er interessant, at man kan
have en model, der bliver sygdomsspecifik ved at ændre på én enkelt funktion. Det er
imidlertid uden for vores biologiske formåen at vurdere, om dette forekommer realistisk.
Selve ξ(X4)-funktionen har en stor indflydelse på stabilitetsanalyserne, idet den indgår
i bestemmelsen af ligevægtspunkter. Samtidig redegøres der i afsnit 2.2 for, at der er
et spring, for X4 = 0.75. I vores analyse resulterer dette spring i et overlap mellem to
ligevægtspunkter for H ∈ [0.203, 0.218], hvilket betyder at systemet, i et lille interval på
H = [0.215, 0.218], enten vil befinde sig i en stabil eller ustabil tilstand. I praksis har dette
ikke den store betydning, især fordi denne fejl kun vil forekomme for et minimalt antal
patienter. Ud fra et matematisk udgangspunkt ville det være mere hensigtsmæssigt at
udtrykke denne funktion ved en forskrift, der gør ξ(X4) kontinuert.
Det er værd at overveje, om man kan lave en forbedring af modellen ved at udskifte
ξ(X4) = e−7.5X4+0.75 med en anden funktion, som vil gøre ξ(X4)-funktionen kontinuert i
intervallet [0, 1]. Vi har forsøgt at fitte en kurve til eksponentialfunktionen for ξ(X4), og
fittet synes acceptabelt som et 6. gradspolynomium, som går gennem punkterne (0.1, 1) og
(0.75, 0). Dette polynomium ville gøre ξ(X4)-funktionen kontinuert over hele intervallet
for X4. Selve udarbejdelsen af polynomiet findes i appendiks C. Da det er kompliceret at
lave en algebraisk analyse af et 6. gradspolynomium, og da intervallet for overlappet er
forholdsvis lille, vælger vi ikke at videreføre denne analyse.
Som en anden fremgangsmåde kunne man overveje at erstatte ξ(X4) med en stykvis
lineær funktion, hvilket på den ene side ville muliggøre en algebraisk analyse, men på den
anden side gøre modellen mindre præcis, under forudsætning af, at det eksponentielle
udtryk af ξ(X4) er den bedst mulige.
8.2 Implementering af modellen
Ved en implementering af modellen kunne man forestille sig, at man kunne bruge løsninger
i tiden, som dem vi har lavet i afsnit 4. Man kan hurtigt foretage en kørsel for en specifik
patient og dermed have en prognose på vedkommende. En sådan implementering ligger
dog ikke lige for.
For at implementere modellen direkte, skal der foretages mange empiriske tests af den.
Grundantagelsen er, at to personer med samme BMI vil følge samme infektionsforløb, da
de vil have den samme H-værdi. Før en model med den grundantagelse accepteres, vil
det være nødvendigt med betragtelige mængder af empiri, der understøtter dette. Man
kan forestille sig, at empirien skal være fordelt ud over mange forskellige patienter, med
mange forskellige H-værdier. Dette medfører, at man nemmere kan udtale sig om en
tendens for de forskellige H-værdier. Selvom modellen viser sig at have ret i størstedelen af
tilfældene, skal der ikke mange modeksempler til, før der vil opstå en mistillid til modellen.
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Figur 8.1 Prognoseplot med planet delt i de tre intervaller vha. de kritiske H.
Mistilliden kan skyldes en fejlfortolkning af modellen eller en fejl i selve modellen.
I stedet for at tage udgangspunkt i en implementering skridt for skridt, har vi forestillet
os, at en implementering kunne ske på baggrund af vores analyser.
Vi har anskueliggjort, hvordan der, jf. afsnit 5, findes to bifurkationsværdier for H:
H1 = 0.52 og H2 = 0.86.
Vi bruger de to kritiske værdier til at definere tre interessante intervaller af H: ]0,H1[,
]H1,H2[ og ]H2,∞[. I praksis går H ikke mod uendelig, men mod en form for grænse, jf.
afsnit 2.3.2.1 til Hmax = 5.5. De to H-værdier indsættes i et koordinatsystem som funktion
af vægt og højde. På denne måde bliver H1 og H2 til grafer, der deler planet i de tre
interessante intervaller. De gives farverne grøn, gul og rød, som det ses på figur 8.1.
Farverne på figur 8.1 kan bruges til at hjælpe med en prognose for patienten, idet
man ikke fortæller om en løsning i mindste detalje, men benytter stabilitetsanalyserne
til at give et fingerpeg om, hvordan sygdomsforløbet vil være for den konkrete patient.
Med denne viden kan man sætte ind med den grad af behandling, der både er optimal
for den enkelte patients helbredelse, men samtidig tager højde for, at man f.eks. ikke vil
overdosere med antibiotika. Farverne på figur 8.1 skal fortolkes som følger:
• Det grønne område er for patienter med en H > 0.86. Vi forventer, at disse patienter
vil opleve, at infektionen hurtigt når en stabil ligevægt, hvor X1 = 0 og X4 = 1 -
altså en rask patient. Man kan her vælge at observere patienten og vente på, at
infektionen går over af sig selv; så længe patientens tilstand ikke forværres, er der
med andre ord ingen grund til at behandle.
• Det gule område er for patienter med H ∈]0.52, 0.86[. Vi har her en situation med en
periodisk bevægelse, hvor X4 < 0.75 hele tiden, men hvor det raske ligevægtspunkt
aldrig nås. Her vil det kræve, at en behandling bliver gennemført, før systemet søger
mod det raske ligevægtspunkt.
• Det røde område er for patienter med H < 0.52. Disse patienter vil efter sygdommens
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udbrud få massivt organsvigt og dø som følge heraf. Dette vil typisk være patienter,
hvor man hurtigt vil skulle sætte ind med en kraftfuld behandling, hvis man har
mistanke om sepsis.
Figur 8.1 er god til implementering, fordi den er let at forstå. Til gengæld taber man
noget af den akkuratesse, der ligger i at lave en kørsel for hver enkelt patient. Man skal
derfor kun tage aflæsningerne fra figur 8.1 som et fingerpeg. Fra sensitivitetsanalysen
ved vi, at modellens variable er meget sensitive for H > 1. Patienter med H > 1 vil
ligge et stykke oppe i det grønne område på figur 8.1, og selv om der kommer mindre
udsving, vil patienten ikke komme i det gule eller røde område. Man er dog nødt til
at være opmærksom på, at den gule del af grafen snævrer meget ind for lille vægt, og
derfor er der større risiko for, at patienten placeres i det forkerte område, hvis der er
fejl i parametrene. Her vil man være nødt til at regne med langt større konsekvenser af
sensitiviteten, da små ændringer i kritiske H, kan flytte patienten fra det grønne til det
røde område.
8.3 Udvidelse af modellen med hensyn til behandling
En form for behandling, der allerede er til stede i den eksisterende model, er behandling
med tilførsel af ekstra plasmaceller eller antistoffer. For at indarbejde det i modellen, skal
man blot foretage en pertubation af C på tidspunktet for tilførslen. Dette er dog vores
opfattelse, og ikke noget som Zuev et al. (2006) behandler.
På samme måde kan man forestille sig, at man rent hypotetisk kunne foretage en
reparation af et skadet organ, med f.eks. transplantation eller stamcellebehandling. Her
skal man i stedet pertubere D på tidspunktet for behandlingen.
Den mest udbredte behandlingsmetode er ikke mulig at bruge i modellen, som den
foreligger. Som tidligere forklaret benytter man sig ofte af bredspektret antibiotikabehand-
ling mod sepsis. Hvis modellen skal bruges til behandling, kunne det være relevant for
brugeren at have en idé om, hvor store doser antibiotika, der skal gives for at helbrede en
patient. Vi foreslår derfor en udvidelse af modellen, så den også kan omfatte behandling
med antibiotika.
Udvidelsen af modellen vil tage udgangpunkt i diagrammet over modellen, der er
præsenteret i figur 2.1. Dette diagram udvider vi med en ekstra variabel (A), der er
koncentrationen af antibiotika i patienten. Vi modellerer antibiotika, så det med en vis
sandsynlighed (φ) neutraliserer ét patogen ved møde. Vi antager, at denne antibioti-
kapartikel også neutraliseres ved dette møde. Denne udvidelse er tegnet ind på figur
8.2.
Sandsynligheden for et møde mellem patogen og antibiotika er både afhængig af
koncentrationen af patogener og antibiotika. Derudover lader vi tilgangen af antibiotika
være konstant med hastighed k. På baggrund af dette tilføjer vi et ekstra led i ligningen
for dPdt , og vi tilføjer en ekstra ligning til modellen.
dP
dt
= βP(1− D)− γFP− φAP
dA
dt
= k− φAP
(8.1)
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Figur 8.2 Figuren er en udvidelse af figur 2.1. Diagrammet udvides til også at omfatte behandling
med antibiotika.
Det vil være naturligt at transformere dAdt , så den også er patientspecifik. Vi husker, at k
er tilførselshastigheden, der skal sættes specifikt for behandlingen, der derfor ikke skal
transformeres. Da A er en koncentration, transformerer den på samme måde som P,C og
F. Parameteren φ er en sandsynlighed for sammenstød og interaktion - akkurart som γ -
og transformerer på denne måde: φ = Hφ. Det skal bemærkes, at φ kan afhænge af, hvor
mange forskellige antibiotika der anvendes, kontra resistens over for disse. Dette er ikke
medtaget i følgende analyse. Dermed transformerer ligningerne 8.1:
d(H3/2P)
dt
= HβH
3/2P(1− D)− H4γFP− H4φAP
d(H3/2A)
dt
= k− H4φAP
Ved omskrivning fås:
dP
dt
= HβP(1− D)− H5/2γFP− H5/2φAP
dA
dt
= H
−3/2k− H5/2φAP
(8.2)
Man kunne forestille sig, at en behandling med antibiotika ikke bliver påbegyndt til tiden
t−, hvor infektionen indtræffer. Derfor multipliceres udtrykket for dAdt med en funktion,
der er nul indtil behandlingen begynder. Her skal den behandlende læge kunne vurdere,
hvor lang tid infektionen har været i kroppen. Det vil man om ikke andet kunne gøre
ved at måle koncentrationen af patogener, køre modellen uden udvidelse for patienten,
og derved regne tilbage og finde tiden. Vi lader parameteren τA betegne tiden, der er
gået fra påbegyndt infektion til behandlingen startes. Så er den funktion (Λ(t)), der skal
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Figur 8.3 Kørsel af den udvidede model over syv dage med ingen behandling blå, k = 100 grøn,
k = 101 rød og k = 102 magenta.
ganges på dAdt givet ved:
Λ(t) =
{
0 hvis t < τA
1 hvis t ≥ τA
(8.3)
Vi indsætter ligning 8.3 i ligningerne 8.2 og får de to variable:
dP
dt
= HβP(1− D)− H5/2γFP− H5/2φAP
dA
dt
= (H
−3/2k− H5/2φAP)Λ(t)
Hvor A har begyndelsesværdien A0 = 0. Disse variable kan indsættes direkte i modellen
i ligningssystemet 2.45, og systemet er hermed udvidet til et autonomt system af fem
koblede ikke-lineære differentialligninger.
For at få en idé om dynamikken i den udvidede model, har vi gjort tilføjelsen dimen-
sionsløs og undersøgt den udvidede model. Det skal nævnes, at vi ikke her foretager en
tilbundsgående analyse af denne nye model, men blot bruger kørslerne til at bekræfte, at
den udvidede model udviser noget af den forventede opførsel.
I undersøgelserne ser vi på opførslen af X4, da den er en god indikator for patientens
tilstand.
Vi holder φ = 20 (dimensionsløs), idet vi regner med, at det er en rimelig antagelse, at
den er af samme størrelsesorden som γ (dimensionsløs). Hvis vi holder τA konstant på
en halv dag, må man forvente, at ændringer i k vil manifestere sig som større dæmpning
af udsving i X4, jo større k bliver.
Ser vi på figur 8.3, hvor vi har kørt modellen uden tilføjelse (blå) og den udvidede
model med varierende k: k = 100 grøn, k = 101 rød og k = 102 magenta. Der er tre
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Figur 8.4 Plot af X4 fra den udvidede model over syv dage, H = 0.5, med varierende tauA. Det ses,
at der sker en drastisk ændring omkring τA = 0.489.
løsninger for hver k, da modellen er kørt med varierende1 H; H = {0.4, 0.5, 0.6}. Det ses,
at X4 dæmpes mere, jo større koncentration antibiotika der gives. Når k = 102 er X4 tæt
på 0 over hele tidsintervallet. Udvidelsen kan altså modellere denne simple betragtning.
Det skal nævnes, at modellen ikke er kørt over hele det mulige interval for H, hvorfor der
kan gemme sig en anden dynamik i et andet H-interval.
Holder vi k konstant på 10, kan vi variere τA. Hvis udvidelsen fungerer efter hensigten,
skulle en højere τA sørge for, at løsningen af den udvidede model ligner løsningen for
modellen uden udvidelse for et større tidsinterval.
Som det ses af figur 8.4, der er et plot af X4 over syv dage med H = 0.5, er dette
også tilfældet. På en τA = 2 (den magenta løsning) er resultatet næsten lig det uden
behandling. Derudover ses det, at for en bestemt τA mellem 0.489 og 0.4899 sker der en
drastisk ændring i opførslen af X4 - forsinkelsen bliver så lav, at der ikke når at opstå
kritisk organskade.
Det betyder, at tidspunktet for hvornår man sætter ind med behandling er meget
kritisk, i forhold til patientens overlevelseschancer, hvilket stemmer overens med den
biologiske virkelighed.
Det vil være interessant at undersøge sammenhængen mellem den kritiske τA og
tidsforsinkelsen i modellen, hvis en sådan sammenhæng findes. Det kunne også være
interessant at undersøge, om τA ændrer dynamikken kvalitativt, så der er tale om en
bifurkationsparameter.
Det ville være interessant at se, hvordan H fungerer som bifurkationsparameter for det
udvidede system. I de få kørsler vi har lavet af modellen, ses der en tendens til, at
dynamikken stadig ændres ved kritiske værdier for H. Det kunne på den baggrund
1 Den løsning med højest maksimum for hver k, er løsningen for den laveste H-værdi.
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være oplagt at undersøge, om patienter med bestemte H er mere modtagelige over for
antibiotika end andre.
Vi synes, det vil give god mening at arbejde videre med denne udvidelse af modellen.
Den første del af arbejdet vil bestå i at se, om udvidelsen kan modellere allerede kendte
resultater. Dernæst skal den naturligvis underkastes en stabillitetsanalyse og empirisk test.
Det skal også undersøges, hvor godt det kan lade sig gøre at bestemme parameteren φ,
ligesom det kunne være en idé at foretage sensitivitetsanalyse på denne parameter.
8.4 Parameteren H
Vi har gennemgående i rapporten betragtet parametren H som en konstant, der afhænger
af patientens BMI.
Zuev et al. (2006) har imidlertidig flere overvejelser omkring denne parameter. For
det første overvejes det, hvorvidt den kan betragtes som en konstant, da en patients BMI
kan ændre sig. Det er imidlertidigt ikke så sandsynligt, at dette vil ske over få dage, som
er det, modellen primært skal beskrive. På den anden side kan man sige, at netop syge
patienter måske hurtigere taber sig, og vi mener derfor, at det er noget, som brugere af
modellen bør være opmærksomme på.
Zuev et al. (2006) præsenterer også andre tilgange til H. Blandt andet præsenteres en
sammenhæng mellem patientens alder og størrelsen på H, ligesom forhold som blodcir-
kulation, lungekapacitet og koncetration af glukose kan udtrykkes ved hjælp af H. Zuev
et al. (2006) mener, at det er muligt at finde en statistisk sammenhæng, således at H kan
bestemmes på flere forskellige måder.
De forskellige udregninger af H præsenteres, og Zuev et al. (2006) antager, at hvis der
er en sammenhæng korresponderende med y = x, så vil de forskellige udtryk for H være
ens. Zuev et al. (2006) finder, at de forskellige tilgange til H har denne sammenhæng. Det
er dog baseret på mellem 40 og 80 observationer, hvilket må siges, at være et meget tyndt
grundlag at bestemme en så vigtig faktor ud fra.
På figur 8.5 ses et plot fra artiklen, hvor H er plottet som funktion af alderen. Punkterne
markerer data, mens den optrukne linie markerer en gennemsnitslig sammenhæng mellem
H og alder. Denne sammenhæng viser, at ældre mennesker ofte har en lavere H-værdi end
yngre. Dette bruger Zuev et al. (2006) til at forklare, hvorfor det oftest er ældre mennesker,
der dør af sepsis. Problemet er, at man ud fra grafen kan fristes til at konkludere, at der
er en direkte sammenhæng mellem alder og BMI, som H også er et udtryk for. Dette
forekommer temmelig usandsynligt.
Det må siges, at Zuev et al. (2006) jonglerer rundt med en del forskellige forhold
omkring H, men også, at det er meget problematisk at arbejde med statistik på et grundlag,
der forekommer meget tyndt. Det kan overvejes, om det er gunstigt at inddrage statistik i
denne sammenhæng, hvor man ønsker at beskrive noget for den enkelte patient, mens
statistikken beskriver en gennemsnitlig tendens. Spørgsmålet er, om der er nogen grund
til at inddrage disse forskellige forhold, i stedet for at betragte H som udtrykt ved hjælp
af BMI. Vi har dog stor forståelse for behovet for at koble BMI og blodcirkulation, da dette
er en afgørende faktor for modellen. Dette gøres noget mere gennemarbejdet i artiklen og
forekommer plausibelt.
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Figur 8.5 H plottet som funktion af patienters alder. Figuren er fra (Zuev et al., 2006, s. 11)
En anden faktor der spiller ind ved overvejelserne om H er, at vores sensitivitetsanalyse
viser, at der er størst sensitivitet over for H i hele modellen. Det vil sige, at hvis H ændres
så ændres modellens udfald også. Det kan derfor være problematisk, at Zuev et al. (2006)
lægger op til, at H kan fremkomme på forskellige måder, da det kan resultere i forskellige
H-værdier for den enkelte patient.
Da vi i analysen er kommet frem til, at modellen kan ændre dynamik inden for et lille
interval af H, er det ekstra vigtigt, at patienten får estimeret den ’rigtige’ H-værdi. Det vil
sige, at man er nødt til at være meget opmærksom på, hvordan H måles, og hvad den
udtrykker. Det betyder også, at man må tage modellens resultater for vejledende, og at de
ikke bliver helt præcise for upræcise H.
8.4.1 En patientspecifik model
Modellen tager udgangspunkt i en infektionsmodel. Infektionsmodellen er patientspecifik,
idet samtlige parametre skal måles og vejes på den enkelte patient. Dette er naturligvis
optimalt for modellen, men ikke særlig praktisk i det daglige arbejde, da det kræver
en høj grad af indsamling af data. Derfor indføres H, som den eneste patientspecifikke
parameter.
Problemet er, om modellen er retvisende, når der kun er én parameter, som er patient-
specifik. Specielt med tanke på ovenstående beskrivelse af usikkerheden omkring, hvad H
egentlig udtrykker, og at H betyder meget i vores analyser for, hvorvidt patienten bliver
rask af sig selv, eller om der skal behandling til.
Hvis man har en patient, der afviger meget fra standardpatienten, vil en skalering ved
hjælp af H medføre, at afvigelsen i parametrene bliver større. Dermed opnås et forvrænget
billede af patientens tilstand. Dette underbygges af sensitivitetsanalysen, der viser, at flere
variable er sensitive i forhold til forskellige parametre, det er således ikke ligegyldigt, hvad
parametrene sættes til.
Vi undrer os over, at Zuev et al. (2006) benytter så mange forskellige udtryk for H,
uden ordentligt statistisk materiale. Vi finder det vigtigt at gøre sig klart, hvad man
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egentlig gør modellen patientspecifik i forhold til - især da transformationernes validitet
afhænger af dette.
Vi undrer os endvidere over manglen på dokumentation af transformationerne ved H.
Vi finder det sandsynliggjort, men ikke nødvendigvis vist, at alle modellens parametre
kan transformeres ved H, som vi selv har beskrevet det i afsnit 2. Det ligger nært for at
antage, at alder og fysisk form har indflydelse på, hvordan modellens parametre ser ud
for den enkelte patient. Det er klart, at disse forhold spiller ind på de mange parametre i
den ikke-transformerede model, men vi finder det ikke tilstrækkeligt sandsynliggjort, at
de er overført ved transformationerne.
Som det skrives i artiklen af Zuev et al. (2006), er der brug for at holde modellen op
imod væsentlig mere data, først derefter er det muligt at vurdere, hvor godt den passer
til virkeligheden. Til gengæld må det siges, at ideen med én patientspecifik parameter er
god i forhold til implementering i det daglige arbejde.
9 Konklusion
Vi har igennem rapporten arbejdet med, hvordan den dimensionsløse model af Zuev
et al. (2006), er opbygget samt undersøgt dens stabilitet og sensitivitet. Endvidere har vi
diskuteret i hvilken grad den er patientspecifik, og hvilken betydning det har.
Ud fra gennemgangen af modellen har vi fundet, at den overordnet er fornuftigt opbygget.
Vi har dog fremført en kritik af den varierende definition af H i artiklen af Zuev et al.
(2006). Vi har i diskussion overvejet, hvilken betydning dette har haft og er kommet
frem til, at der er behov for klarhed omkring, hvad H udtrykker. I rapporten har vi
betragtet den som et udtryk for BMI, mens Zuev et al. (2006) betragter parameteren som
noget, der kan udtrykkes ved mange forskellige størrelser. Vi har fundet ud af, at H er
en bifurkationsparameter, og det er derfor vigtigt at være meget præcis omkring denne
parameter.
Vi har i rapporten foretaget to former for stabilitetsanalyser, hhv. med og uden tidsfor-
sinkelse. Vi fandt, at tidsforsinkelsen ikke har den store betydning, så det har derfor været
muligt at sammenligne de to analyser. Vi har i analyserne vist at H er bifurkationspara-
meter med to bifurkationsværdier: H = 0.52 og H = 0.86. Begge analyser giver endvidere
resultatet, at patienter med en H > 0.86 vil komme sig over sepsis uden behandling.
Sensitivitetsanalysen underbygger, at modellen er tilstrækkelig pålidelig, til at kunne
bruges for H < 1. Dog er der nogle problemer ved sensitiviteten af X1, der er meget stor
i forhold til parametrene. For H > 1 udviser alle de variable høj sensitivitet, det betyder
at man skal være ekstra forsigtig ved estimation af parametre.
Vi har erfaret, at der kan være visse problemer ved at foretage sensitivitetsanalyse, hvor
man finder normaliserede sensitivitetskoefficienter, når man har løsninger, der fluktuerer
omkring 0.
På baggrund af vores analyser mener vi overordnet set, at modellen er holdbar, hvis man
tager de i rapporten angivne forbehold. Vi finder det på nuværende tidspunkt i modellens
udvikling relevant at diskutere implementering samt mulighed for udvidelse med henblik
på behandling. Vi er i diskussionen fremkommet med konkrete forslag til begge dele.
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10 Perspektivering
Vores arbejde med modellen af Zuev et al. (2006) har dannet grundlag for nogle anbe-
falinger, som der kan arbejdes videre med, med henblik på at implementere modellen
inden for den medicinske verden. Vi har her udvalgt et par af disse pointer.
Vi har set bort fra tidsforsinkelsen i to af analyserne, samt behandlet den som en kon-
stant i den sidste. Det ville være interessant at foretage en nærmere undersøgelse af
tidsforsinkelsens indflydelse på modellen samt en nærmere diskussion af den biologiske
betydning af denne tidsforsinkelse. Dette kan gøres ved at køre modellen ved forskellige
tidsforsinkelser og derefter undersøge ændringen. Vi har en forestilling om, at størrelsen af
denne tidsforsinkelse vil forskyde modellens dynamikændringer, som vi så i opsamlingen
af vores analyser i rapporten.
Der findes også andre tilgange til modellering af sepsis. Det ses blandt andet i en artikel
af Starfinger et al. (2008), der tager udgangspunkt i en kardiovaskulær model, hvor fokus
ligger på blodkredsløbet i kroppen. Modellen i artiklen af Starfinger et al. (2008) er valideret
eksperimentelt, og resultaterne viser et tilfredsstillende billede af virkelige infektioner af
sepsis. Modellen af Zuev et al. (2006) er ikke valideret eksperimentelt.
En sammenligning af disse to modeller ville være interessant, da deres grundlæggende
fokus er forskellig, og det kunne derved give anledning til en diskussion om, hvordan
sepsis bedst modelleres.
For at modellen af Zuev et al. (2006) skal kunne benyttes, vil det være nødvendigt
at sammenholde denne til empirisk data. Det vil være nødvendigt at indhente data for
patienter med en H-værdi i hele intervallet H ∈ [0.02, 5.5] samt undersøge patienter med
H-værdier omkring bifurkationsværdierne i modellen for at se, i hvilken grad modellen
beskriver det virkelige infektionsforløb.
Det vil være gavnligt, at både den dimensionsløse model og infektionsmodellen bliver
valideret. Ved at sætte disse to modeller op overfor hinanden, vil det muliggøre en
undersøgelse af Hs betydning.
Inden modellen implementeres, f.eks. ud fra vores anbefalinger, vil det være gavnligt at
lave en biologisk funderet undersøgelse af modellen, så det er undersøgt til bunds, om
vigtige forhold som alder og fysisk form er med.
Endvidere kunne det være interessant at arbejde videre med mulighederne for at
implementere behandling i modellen. Kombineret med vores idéer til implementering, vil
lægerne i dette tilfælde stå stærkt rustet overfor sepsis.
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A Appendiks - MATLAB-kode
I det følgende afsnit er den relevante kode der er brugt til kørsler og numerisk analyse i
programmet MATLAB. Programmer er sat op med en lille smule forklaring af fremgangs-
måden, og kan som udgangspunkt kompileres som de står her. Der er i udarbejdelsen
af rapporten natuligvis brugt et utal af yderligere mindre scripts til at plotte figurer,
farvelægge osv. Vi har dog valgt kun at medtage de scripts der er relevante for selve
analyserne.
A.1 Modellerne
Da vi har lavet analyser af modellen både med og uden tidsforsinkelse, har det været
nødvendigt at skrive begge dele ind. Alle følgende scripts henviser til én af disse to filer,
da de er hele udgangspunktet for en kørsel.
A.1.1 odemodel - Modellen uden tidsforsinkelse
Først defineres funktionen, dens variable og hvilke globale variable der skal medtages.
function dx = odemodel(t,xx)
global H
dx = zeros(4,1);
x_1 = xx(1);
x_2 = xx(2);
x_3 = xx(3);
x_4 = xx(4);
Hernæst defineres størrelsen af modellens parametre.
a1=19.2;
a2=22.1;
a3=0.17;
a4=8e-6;
a5=0.1;
a6=0.5;
a7=9.2e-3;
a8=0.12;
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Til sidst indskrives selve de fire koblede differentialligninger, hvor ξ(X4) konstrueres vha.
boolske operatorer.
dx(1) = H.*a1.*x_1.*(1.-x_4)-H.ˆ(5./2).*a2.*x_2.*x_1;
dx(2) = H.*a3.*(x_3-x_2)-H.ˆ(5./2).*a4.*x_2.*x_1;
dx(3) = H.ˆ(5./2).*a5.*...
(exp(-7.5.*(x_4 - 0.1).*(x_4<=0.75).*(x_4>0.1)+(x_4>=0).*(x_4<=0.1)))...
.*(x_2.*x_1)-H.*a6.*(x_3-(1./sqrt(H)));
dx(4) = H.ˆ4.*a7.*x_1.*x_2-H.*a8.*x_4;
A.1.2 ddemodel - Modellen med tidsforsinkelse
Først defineres funktionen, dens globalevariable samt tidsforsinkelsens navn.
function dx = ddemodel(t,xx,Z)
global H
dx = zeros(4,1);
x_1 = xx(1);
x_2 = xx(2);
x_3 = xx(3);
x_4 = xx(4);
Hernæst defineres størrelsen af modellens parametre.
a1=19.392;
a2=22.1;
a3=0.17;
a4=8e-6;
a5=0.1;
a6=0.5;
a7=9.2e-3;
a8=0.12;
Hernæst defineres leddene hvor tidsforsinkelsen skal indgå.
xlag1 = Z(:,1);
xlag2 = Z(:,2);
Til sidst indskrives selve de fire koblede differentialligninger, hvor ξ(X4) konstrueres vha.
boolske operatorer, og de tidsforsinkede led indgår som de før er blevet defineret.
dx(1) = H.*a1.*x_1.*(1.-x_4)-H.ˆ(5./2).*a2.*x_2.*x_1;
dx(2) = H.*a3.*(x_3-x_2)-H.ˆ(5./2).*a4.*x_2.*x_1;
dx(3) = H.ˆ(5./2).*a5.*...
(exp(-7.5.*(x_4 - 0.1).*(x_4<=0.75).*(x_4>0.1)+(x_4>=0).*(x_4<=0.1)))...
.*(xlag2(2).*xlag1(1))-H.*a6.*(x_3-(1./sqrt(H)));
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dx(4) = H.ˆ4.*a7.*x_1.*x_2-H.*a8.*x_4;
A.2 Kørsler til numerisk analyse
Der er lavet forskellige konstruktioner til at foretage kørsler af hhv. modellen med og
uden tidsforsinkelse hvor enten H kan varieres, holdes fast med varierende parametre
eller varierende startværdier. Her præsenteres konstruktioner til kørsel af modellen med
tidsforsinkelse. Først med varierende H, derefter med varierende startværdier. Når disse
er præsenteret vil læseren selv, ved at ændre på de funktioner der henvises til, kunne
foretage resten af kørslerne.
Der er i slutningen af de to scripts medtaget en rutine til plotning af graferne. De er
med for at give læseren en bedre idé om hvordan data ordnes af scriptet.
A.2.1 skifteh - Rutine til kørsler af ddemodel for varierende H
Funktionen definerer først H som global variabel.
clear
global H
Dernæst spørger funktionen om hvilket tidsinterval der skal benyttes, og definerer
tidsintervallet timespan ud fra dette.
tstart = input(’Starttid [0]:’);
if isempty(tstart)
tstart = 0
end
tslut = input(’Sluttid [100]:’);
if isempty(tslut)
tslut = 100
end
timespan = [tstart:tslut];
Herefter spørger funktionen om første H-værdi modellen skal køres ved, hvor mange
gange solveren skal køre (n) samt ændringernes størrelse (dH), hvilket tilsammen giver
alle de H-værdier modellen skal køres for.
Hmatrix = input(’Hstart [0.1]:’);
if isempty(Hmatrix)
Hmatrix = 0.1;
end
%antal skift, n
n = input(’Antal gange solveren skal køre (= antal skift plus 1) [10]:’);
if isempty(n);
n=10;
end
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%hvor stort skal skiftet være?
dH = input(’dH: [0.1]:’);
if isempty(dH);
dH=0.1;
end
Herefter defineres betingelser for solverens fejltolerence, hvorefter systemet løses med
MATLABs indbyggede solver dde23. Denne solver kan løse delay diffential equations som
dem defineret i ddemodel. Ønsker man i stedet at løse det ordinære system fra odemodel,
kan man benytte sig af solveren ode15s. Informationer om disse solvere kan findes i
MATLABs manual.
Ved hjælp af en for-konstruktion gemmes resultaterne hver for sig i strukturen X.
options = ddeset(’RelTol’,1e-10);
tau = 0.5;
for a=1:n
H=Hmatrix(a);
init = [H.ˆ(3/2) 1./sqrt(H) 1./sqrt(H) 0];
lags = [tau./H tau./H];
sol = dde23(@ddemodel,lags,init,timespan,options);
X(a).H=H;
X(a).x1(1,:)=sol.y(1,:);
X(a).x2(1,:)=sol.y(2,:);
X(a).x3(1,:)=sol.y(3,:);
X(a).x4(1,:)=sol.y(4,:);
X(a).t(1,:)=sol.x;
Hmatrix = [Hmatrix H+dH];
end
Følgende plotter samtlige X1 med varierende H - de plots der også er benyttet i rapporten.
Vi benyttede naturligvis et script der plotter samtlige løsninger, men resten er udeladt af
hensyn til overskueligheden.
Først findes antal søjler i X, og løsningen for den mindste H plottes med farven rød.
Herefter sættes der titler på plot og akser.
s=size(X);
s=s(2);
%X1
figure; plot(X(1,1).t,X(1,1).x1,’r’);
xlabel(’t’)
ylabel(’x_1 hvor H varieres. Den mindste H rød, den største magenta.’)
Så plottes resten med standardfarven - undtagen den for højeste H der plottes magenta.
Dette sker ved hjælp af en for-konstruktion der holder styr på hvilken søjle i X vi er nået
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til.
for k=1:s-1
hold on;plot(X(1,k).t,(X(1,k).x1))
if k == s;
hold on;plot(X(1,tal).t,X(1,tal).x1,’m’);
end
end
A.2.2 skifteinit - Rutine til kørsler af ddemodel for forskellige startværdier
Funktionen definerer først H som global variabel.
clear
global H
Dernæst spørger funktionen om hvilket tidsinterval der skal benyttes, og definerer
tidsintervallet timespan ud fra dette.
tstart = input(’Starttid [0]:’);
if isempty(tstart)
tstart = 0
end
tslut = input(’Sluttid [100]:’);
if isempty(tslut)
tslut = 100
end
timespan = [tstart:tslut];
Herefter spørger scriptet for hvilken fast H der skal løses.
Hmatrix = input(’H fast [0.8]:’);
if isempty(Hmatrix)
Hmatrix = 0.8;
end
Herefter spørger funktionen om hvor mange gange solveren skal køre (n) samt størrelsen
på skiftet i startværdierne givet som en vektor dX = (dX01 , dX
0
2 , dX
0
3 , dX
0
4).
%antal skift, n
n = input(’Antal gange solveren skal køre (= antal skift plus 1) [10]:’);
if isempty(n);
n=10;
end
dX = input(’dX: [0.1 0.1 0.1 0.1]:’);
if isempty(dX);
dX=[0.1 0.1 0.1 0.1];
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end
Til sidst sættes igen betingelser for løsningen, hvorefter systemet igen løses vha. dde23.
Ved hjælp af en for-konstruktion gemmes resultaterne hver for sig i strukturen X.
options = ddeset(’RelTol’,1e-10);
H=Hmatrix;
tau = 0.5;
init = [H.ˆ(3/2) 1./sqrt(H) 1./sqrt(H) 0];
for k=1:n
lags = [tau./H tau./H];
sol = dde23(@ddemodel,lags,init,timespan,options);
X(k).H=H;
X(k).init=init;
X(k).x1(1,:)=sol.y(1,:);
X(k).x2(1,:)=sol.y(2,:);
X(k).x3(1,:)=sol.y(3,:);
X(k).x4(1,:)=sol.y(4,:);
X(k).t(1,:)=sol.x;
init = init + dX;
end
Til sidst plottes løsningerne i tredimensionale faserum. Igen har vi kun medtaget den
første del af scriptet af hensyn til overskueligheden.
Først findes antal søjler i X, og løsningen for den mindste H plottes med farven rød.
Derefter sættes der et rødt ’o’ i begyndelsespunktet.
s=size(X);
s=s(2);
figure; plot3(X(1,1).x1,X(1,1).x2,X(1,1).x3,’r’);
Så plottes resten med standardfarven - undtagen den for højeste H der plottes magenta.
Dette sker ved hjælp af en for-konstruktion der holder styr på hvilken søjle i X vi er nået
til. Herefter sættes der titler på figur og akser.
hold on; plot3(X(1,1).init(1),X(1,1).init(2),X(1,1).init(3),’o’)
for k=2:s
hold on;plot3(X(1,k).x1,X(1,k).x2,X(1,k).x3)
hold on; plot3(X(1,k).init(1),X(1,k).init(2),X(1,k).init(3),’o’)
if k == s;
hold on;plot3(X(1,k).x1,X(1,k).x2,X(1,k).x3,’m’);
hold on; plot3(X(1,k).init(1),X(1,k).init(2),X(1,k).init(3),’o’)
end
end
title(’Den mindste start rød - den største magenta’)
xlabel(’X_1’)
ylabel(’X_2’)
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zlabel(’X_3’)
A.3 Sensitivitetsanalyse
Sensitivitetsanalysen kan ikke kompileres direkte som den er præsenteret her. Det skyldes
at MATLAB ikke er konstrueret til at differentiere algebraisk, hvilket skal benyttes til at
konstruere Jacobimatricen og den parametriske Jacobimatrix. Dertil har vi benyttet et af
MATLABs moduler, der benytter motoren fra programmet Maple, der er konstrueret til
algebraisk manipulation. Desværre kan ode15s-solveren ikke bruge symboler konstrueret
med denne pakke direkte, hvorfor man selv er nødt til at konstruere en funktion som
odemodel til sensitivitetsanalysen. Denne fremgangsmåde er også beskrevet i det følgende.
A.3.1 senslist - Rutine til konstruktion af sensitivitetsmatricen
Først defineres alt hvad der indgår i modellen som symboler. Herefter kan de fire koblede
differentialligninger defineres som udtryk bestående af symboler (dx1, dx2, dx3, dx4)
syms a1 a2 a3 a4 a5 a6 a7 a8 H x_1 x_2 x_3 x_4 ksi;
dx1 = H.*a1.*x_1.*(1.-x_4)-H.ˆ(5./2).*a2.*x_2.*x_1;
dx2 = H.*a3.*(x_3-x_2)-H.ˆ(5./2).*a4.*x_2.*x_1;
dx3 = H.ˆ(5./2).*a5.*ksi.*(x_2.*x_1)-H.*a6.*(x_3-(1./sqrt(H)));
dx4 = H.ˆ4.*a7.*x_1.*x_2-H.*a8.*x_4;
Herefter sættes parametrene på en liste, hvorefter de fire differentialligninger differentieres
mht. hver enkelt vha. en for-konstruktion for at finde den parametriske Jacobimatrix.
list = [a1 a2 a3 a4 a5 a6 a7 a8 H];
n=size(list);
n=n(2);
param(4,8)=dx1;
%parametric jacobian
for a=1:n
param(1,a) = diff(dx1,list(a));
param(2,a) = diff(dx2,list(a));
param(3,a) = diff(dx3,list(a));
param(4,a) = diff(dx4,list(a));
end
Herefter gentages det samme for variablerne for at skabe den almindelige Jacobimatrix.
list = [x_1 x_2 x_3 x_4];
n=size(list);
n=n(2);
106 Appendiks - MATLAB-kode
jacobi(4,4)=dx1;
%jacobian
for a=1:n
jacobi(1,a)=diff(dx1,list(a));
jacobi(2,a)=diff(dx2,list(a));
jacobi(3,a)=diff(dx3,list(a));
jacobi(4,a)=diff(dx4,list(a));
end
Til sidst defineres sensitivitetsmatricen SS. hvorefter ddtS udregnes som Sdot.
syms s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14 s15 s16 s17 s18
s19 s20 s21 s22 s23 s24 s25 s26 s27 s28 s29 s30 s31 s32 s33 s34 s35
s36
SS = [s1 s2 s3 s4 s5 s6 s7 s8 s9 ;
s10 s11 s12 s13 s14 s15 s16 s17 s18;
s19 s20 s21 s22 s23 s24 s25 s26 s27
s28 s29 s30 s31 s32 s33 s34 s35 s36];
Sdot = jacobi*SS+param;
A.3.2 sensmodel - Differentialligningerne fra senslist skrevet ind til løsning
De 36 koblede differentialligninger fra senslist skrives ind i en funktion af samme type
som oodemodel for at kunne løses. Dog skal denne løses parallelt med den ordinære
model, hvorfor vi også vælger at præsentere denne funktion. Vi præsenterer ikke alle 36
koblede differentialligninger her, af overskuelighedshensyn. Derfor skal man huske at
skrive alle de sidste ind, før flere af de følgende scripts kan kompileres.
Først defineres funktionen og dens variable, hvorefter resultaterne fra løsningen af den
oprindelige model (X) interpoleres over de tidsskridt der benyttes til løsningen af sensitivi-
tetsproblemet. Dette sker så værdierne kan benyttes til løsningen af differentialligningerne
i denne funktion.
function dS = sensmodel(t,SS,X)
X1=interp1(X.t,X.x1,t);
X2=interp1(X.t,X.x2,t);
X3=interp1(X.t,X.x3,t);
X4=interp1(X.t,X.x4,t);
Herefter defineres variabler og differentialligninger. Bemærk hvordan X1,X2,X3,X4 er
benyttet ud fra interpoleringen ovenfor.
S1 = SS(1);
...
S36 = SS(36);
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dS = zeros(36,1);
dS(1)=(H.*a1.*(1-X4)-H.ˆ(5./2).*a2.*X2).*S1-H.ˆ(5./2)...
.*a2.*X1.*S10-H.*a1.*X1.*S28+H.*X1.*(1-X4);
...
dS(36)=H.ˆ4.*a7.*X2.*S9+H.ˆ4.*a7.*X1.*S18-H.*a8...
.*S36+4.*H.ˆ3.*a7.*X1.*X2-a8.*X4;
A.3.3 sens - Rutine til løsning af sensitivitetsproblemet
Rutinen løser sensitivitetsproblemet som et begyndelsesværdiproblem for skiftende H,
hvorfor den har en slående lighed med skifteh. Først defineres H og løsningsstrukturen
X som globale variable.
clear
global H X
Dernæst spørger funktionen om hvilket tidsinterval der skal benyttes, og definerer
tidsintervallet timespan ud fra dette.
tstart = input(’Starttid [0]:’);
if isempty(tstart)
tstart = 0
end
tslut = input(’Sluttid [100]:’);
if isempty(tslut)
tslut = 100
end
timespan = [tstart:tslut];
Herefter spørger funktionen om første H-værdi modellen skal køres ved, hvor mange
gange solveren skal køre (n) samt ændringernes størrelse (dH), hvilket tilsammen giver
alle de H-værdier modellen skal køres for.
Hmatrix = input(’Hstart [0.1]:’);
if isempty(Hmatrix)
Hmatrix = 0.1;
end
%antal skift, n
n = input(’Antal gange solveren skal køre (= antal skift plus 1) [10]:’);
if isempty(n);
n=10;
end
%hvor stort skal skiftet være?
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dH = input(’dH: [0.1]:’);
if isempty(dH);
dH=0.1;
end
Så konstrueres en vektor med hele det valgte H-interval, hvorefter de fire oprindelige
differentialligninger løses over timespan. Resultaterne gemmes i X der, som husket sendes
til sensmodel hvor der interpoleres over dem.
for a=1:n-1
Hmatrix = [Hmatrix Hmatrix(a)+dH];
end
for a=1:n
H=Hmatrix(a);
init = [H.ˆ(3/2) 1./sqrt(H) 1./sqrt(H) 0];
sol = ode15s(@odemodel,timespan,init);
X.H=H;
X.x1(1,:)=sol.y(1,:);
X.x2(1,:)=sol.y(2,:);
X.x3(1,:)=sol.y(3,:);
X.x4(1,:)=sol.y(4,:);
X.t(1,:)=sol.x;
Herefter løses sensitivitetsproblemet som et begyndelsesværdiproblem med start i S0 = 0.
Resultaterne gemmes i strukturen result.
init=zeros(1,36);
sol = ode15s(@sensmodel,timespan,init);
result(a).sol=sol;
result(a).H=H;
Herefter interpoleres der over løsningen af de oprindelige fire differentialligninger mht.
tiden fra sensitivitetsproblemet. Disse værdier benyttes efterfølgende til at normalisere
sensitiviteterne, der gemmes i samme result-struktur igen. Til sidst afsluttes de to for-
konstruktioner der bruges til dette, og værdierne i X slettes, så den er tom til næste
iteration. Som beskrevet i rapporten normaliseres X4 anderledes end de andre, i det vi
gerne vil undgå division med nul.
interx1=interp1(X.t,X.x1,sol.x);
interx2=interp1(X.t,X.x2,sol.x);
interx3=interp1(X.t,X.x3,sol.x);
interx4=interp1(X.t,X.x4,sol.x);
for c=1:9
A.3 Sensitivitetsanalyse 109
result(a).sol.y(c,:)=result(a).sol.y(c,:)./interx1;
result(a).sol.y(c+9,:)=result(a).sol.y(c+9,:)./interx2;
result(a).sol.y(c+18,:)=result(a).sol.y(c+18,:)./interx3;
end
r=size(sol.x);
r=r(2);
for w=1:r
for c=28:36
if interx4(1,w)>0
result(a).sol.y(c,w)=result(a).sol.y(c,w)./interx4(1,w);
else
result(a).sol.y(c,w)=0;
end
end
end
a1=19.2;
a2=22.1;
a3=0.17;
a4=8e-6;
a5=0.1;
a6=0.5;
a7=9.2e-3;
a8=0.12;
result(a).sol.y(1,:)=result(a).sol.y(1,:).*a1;
result(a).sol.y(2,:)=result(a).sol.y(2,:).*a2;
result(a).sol.y(3,:)=result(a).sol.y(3,:).*a3;
result(a).sol.y(4,:)=result(a).sol.y(4,:).*a4;
result(a).sol.y(5,:)=result(a).sol.y(5,:).*a5;
result(a).sol.y(6,:)=result(a).sol.y(6,:).*a6;
result(a).sol.y(7,:)=result(a).sol.y(7,:).*a7;
result(a).sol.y(8,:)=result(a).sol.y(8,:).*a8;
result(a).sol.y(9,:)=result(a).sol.y(9,:).*H;
result(a).sol.y(10,:)=result(a).sol.y(10,:).*a1;
result(a).sol.y(11,:)=result(a).sol.y(11,:).*a2;
result(a).sol.y(12,:)=result(a).sol.y(12,:).*a3;
result(a).sol.y(13,:)=result(a).sol.y(13,:).*a4;
result(a).sol.y(14,:)=result(a).sol.y(14,:).*a5;
result(a).sol.y(15,:)=result(a).sol.y(15,:).*a6;
result(a).sol.y(16,:)=result(a).sol.y(16,:).*a7;
result(a).sol.y(17,:)=result(a).sol.y(17,:).*a8;
result(a).sol.y(18,:)=result(a).sol.y(18,:).*H;
result(a).sol.y(19,:)=result(a).sol.y(19,:).*a1;
result(a).sol.y(20,:)=result(a).sol.y(20,:).*a2;
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result(a).sol.y(21,:)=result(a).sol.y(21,:).*a3;
result(a).sol.y(22,:)=result(a).sol.y(22,:).*a4;
result(a).sol.y(23,:)=result(a).sol.y(23,:).*a5;
result(a).sol.y(24,:)=result(a).sol.y(24,:).*a6;
result(a).sol.y(25,:)=result(a).sol.y(25,:).*a7;
result(a).sol.y(26,:)=result(a).sol.y(26,:).*a8;
result(a).sol.y(27,:)=result(a).sol.y(27,:).*H;
result(a).sol.y(28,:)=result(a).sol.y(28,:).*a1;
result(a).sol.y(29,:)=result(a).sol.y(29,:).*a2;
result(a).sol.y(30,:)=result(a).sol.y(30,:).*a3;
result(a).sol.y(31,:)=result(a).sol.y(31,:).*a4;
result(a).sol.y(32,:)=result(a).sol.y(32,:).*a5;
result(a).sol.y(33,:)=result(a).sol.y(33,:).*a6;
result(a).sol.y(34,:)=result(a).sol.y(34,:).*a7;
result(a).sol.y(35,:)=result(a).sol.y(35,:).*a8;
result(a).sol.y(36,:)=result(a).sol.y(36,:).*H;
for b=1:36
maximum(a,b)=max(abs(result(a).sol.y(b,:)));
end
clear X
end
A.4 Egenværdier
Herunder følger det script vi i analysen har brugt til at beregne egenværdiernes afhængig-
hed af H. Før den kan kompileres, skal man tildele {a1, ..., a8} værdier.
A.4.1 egenvaerdi - Rutine til at finde egenværdier afhængig af H
Først spørges man om en fast værdi for ξ, jvf. opdelingen i rapporten.
K = input(’Hvad er ksi?:[1]’);
if isempty(K)==1
K=1;
end
Herefter angiver man hvor H skal løbe fra og til, akkurart som i flere af de andre rutiner.
n = input(’Hvor mange forskellige H?:[10]’);
if isempty(n)==1
n=10;
end
Hstart = input(’Hstart?:[0.02]’);
if isempty(Hstart)==1
Hstart=0.02;
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end
dH = input(’dH?:[0.1]’);
if isempty(dH)==1
dH=0.1;
end
Herefter beregnes ligevægtspunktet (X1,X2,X3,X4) der indsættes i Jacobimatricen (Jacobi).
H=(Hstart);
for a=1:n-1
H=[H H(a)+dH];
end
H=H’;
for a=1:n
X1=(-a3.*a6.*a8.*(-a1+a2.*H(a)))./(H(a).ˆ(3/2)...
.*a1.*(a3.*a5.*a8.*K-a4.*a6.*a8+H(a).*a3.*a6.*a7));
X2=(a1.*(a3.*a5.*a8.*K-a4.*a6.*a8+H(a).*a3.*a6.*a7))./(H(a).ˆ(3/2)...
.*(a2.*a3.*a5.*a8.*K+a1.*a3.*a6.*a7-a2.*a4.*a6.*a8));
X3=(a1.*a3.*a5.*a8.*K+a1.*a3.*a6.*a7.*H(a)-a2.*a4.*a6.*a8.*H(a))./(H(a).ˆ(3/2)...
.*(a2.*a3.*a5.*a8.*K+a1.*a3.*a6.*a7-a2.*a4.*a6.*a8));
X4=(-a3.*a6.*a7*(-a1+a2.*H(a)))./(a2.*a3.*a5.*a8.*K+a1.*a3.*a6.*a7-a2.*a4.*a6.*a8);
Jacobi=[H(a).*a1.*(1-X4)-H(a).ˆ(5/2).*a2.*X2 -H(a).ˆ(5./2).*a2.*X1 0
-H(a).*a1.*X1;...
-H(a).ˆ(5/2).*a4.*X2 -H(a).*a3-H(a).ˆ(5/2).*a4.*X1 H(a).*a3 0;...
H(a).ˆ(5/2).*a5.*K.*X2 H(a).ˆ(5/2).*a5.*K.*X1 -H(a).*a6 0;...
H(a).ˆ(4).*a7.*X2 H(a).ˆ(4).*a7.*X1 0 -H(a).*a8];
Til sidst beregnes egenværdierne og sorteres i strukturen eigsort. Så plottes hhv. imagi-
nærdelen og realdelen af egenværdierne i forskellige farver over H.
result(a).H=H(a);
result(a).eigenvalues=eig(Jacobi);
eigsort.eig1(a)=result(a).eigenvalues(1);
eigsort.eig2(a)=result(a).eigenvalues(2);
eigsort.eig3(a)=result(a).eigenvalues(3);
eigsort.eig4(a)=result(a).eigenvalues(4);
end
figure;plot(H,imag(eigsort.eig1))
title(’Imaginærdele’)
hold on;plot(H,imag(eigsort.eig2),’r’)
hold on;plot(H,imag(eigsort.eig3),’g’)
hold on;plot(H,imag(eigsort.eig4),’y’)
figure;plot(H,real(eigsort.eig1))
title(’Realdele’)
hold on;plot(H,real(eigsort.eig2),’r’)
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hold on;plot(H,real(eigsort.eig3),’g’)
hold on;plot(H,real(eigsort.eig4),’y’)
B Appendiks - Plots af egenværdierne
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Figur B.1 Figuren viser realdelen af egenværdierne λ1, λ2, λ3 og λ4 plottet som funktion af
H = [0.02, 5.5] og hvor ξ(X4) = 1
Figur B.2 Figuren viser imaginærdelen af egenværdierne λ1, λ2, λ3 og λ4 plottet som funktion af
H = [0.02, 5.5] og hvor ξ(X4) = 1
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Figur B.3 Figuren viser realdelen af egenværdierne λ1, λ2, λ3 og λ4 plottet som funktion af
H = [0.02, 5.5] og hvor ξ(X4) = 0
Figur B.4 Figuren viser imaginærdelen af egenværdierne λ1, λ2, λ3 og λ4 plottet som funktion af
H = [0.02, 5.5] og hvor ξ(X4) = 0
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C Appendiks - Udvidelse af ξ(X4)
C.1 Udvidelse af ξ
Funktionen ξ, der ses på figur 2.3, er defineret ved
ξ(D) =

0 hvis D > 0, 75,
e−7,5(D−0,1) hvis 0, 1 < D ≤ 0, 75,
1 hvis 0 ≤ D ≤ 0, 1
Den opstillede model for ξ har det problem, at der opstår et spring ved D = 0, 75, der
gør, at funktionen ikke er kontinuert i hele intervallet. Vi har derfor lavet nogle forsøg
på modifikationer således, at funktionen bliver kontinuert og derved differentiabel i alle
punkter.
Den oprindelige funktion for D ∈ [0.1, 0.75] hedder e−7,5(D−0,1). Denne siger vi, med god
tilnærmelse ligner venstre siden af et parabel med toppunkt i (0.75,0), og vi ønsker derfor
at finde et polynomium, der ligner e−7,5(D−0,1) tilstrækkeligt. Med udgangspunkt i denne
funktion har vi fundet 4 punkter. Punkterne der er fundet fra den oprindelige funktion
spejles i en lodret linie gennem punktet (0.75, 0)
De fundne punkter hedder:
Punkt 1 2 3 4 5 6 7
X 0,1 0,3 0,5 0,75 1 1,2 1,4
Y 1 0,22313016 0,04978707 0 0,04978707 0,22313016 1
Ud fra disse punkter er det muligt at opstille syv ligninger med syv ubekendte, hvorved
vi finder et sjettegradspolynomium, der kan ses på figur C.1:
s(D) = 9, 915D6− 44, 617D5+ 83, 21D4− 82, 316D3+ 46, 334D2− 14, 542D+ 2, 065 (C.1)
Med denne forskrift for polynomiet kan vi nu opskrive hele ξ-funktionen:
ξ(D) =

0 hvis D > 0, 75,
s(D) hvis 0, 1 < D ≤ 0, 75,
1 hvis 0 ≤ D ≤ 0, 1
Vi ønsker nu at fitte et syvendegradspolynomium, for at se, om denne tilnærmelse vil
være mere præcis.
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118 Appendiks - Udvidelse af ξ(X4)
Figur C.1 Sjettegradspolynomium der erstatter e−7,5(D−0,1)
Ved denne modifikation finder vi to polynomier: f (D) og g(D), der har toppunkter i
hhv. (0.1, 1) og (0.75, 0), de opskrives begge på formlen: ax2 + bx+ c, hvor sidstnævnte
har en negativ a-værdi.
På baggrund af egne antagelser, starter vi med at finde midtpunktet mellem de to
toppunkter, hvilket giver punktet (17/40, 1/2). I dette punkt skal funktionerne f (D) og
g(D) mødes. Eftersom de begge er andengradspolynomier, vil de være symmetriske om
deres toppunkt, og vil derfor begge have et tilsvarende punkt på den anden side af deres
toppunktet.
For funktionen f (D), finder vi derved 3 punkter, dels toppunktet (0.1, 1), dels midt-
punktet (17/40, 1/2) og endeligt det modstående punkt (−9/40, 1/2).
Når vi har 3 punkter, kan funktionen findes:
f (D) = −4, 734D2 + 0, 947D+ 0.953 (C.2)
Tilsvarende fåes tre punkter for g(D), nemlig: (0.75, 0), (17/40, 1/2) og (43/40, 1/2), og
derved en funktion:
g(D) = 4, 734D2 − 7, 101D+ 2, 663 (C.3)
C.1 Udvidelse af ξ 119
Figur C.2 Syvendegradspolynomium der kan erstatte ksi
Da vi ønsker at lave et syvendegradspolynomium, skal vi bruge 8 punkter, som
funktionen skal gå igennem. De 8 punkter findes ved at benytte de to ovenstående
funktioner, hvor vi benytter midterpunktet og toppunktet for hver funktion og finder
endvidere 2 punkter fra hver funktion.
På denne måde kommer vi frem til en forskrift for syvendegradspolynomiet:
z(D) = 436, 100D7− 1420, 242D6+ 1814, 237D5− 1162, 822D4+ 405, 921D3− 82, 334D2+ 8, 470D+ 0, 670
(C.4)
Denne graf ses på figur C.2. Ved sammenligning af figur C.2 og C.1 vurdere vi, at
sjettegradspolynomiet er et tilfredsstillende fit til at erstatte e−7,5(D−0,1).
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D Appendiks - Faseplots for den
dimensionsløse model
Figur D.1 Faseplot af X1, X2 og X4 over 1000 dage for H = 0.4
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122 Appendiks - Faseplots for den dimensionsløse model
Figur D.2 Faseplot af X1, X3 og X4 over 1000 dage for H = 0.4
Figur D.3 Faseplot af X1, X2 og X4 over 1000 dage for H = 0.6
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Figur D.4 Faseplot af X1, X3 og X4 over 1000 dage for H = 0.6
Figur D.5 Faseplot af X1, X2 og X3 over 1000 dage for H = 0.7
124 Appendiks - Faseplots for den dimensionsløse model
Figur D.6 Faseplot af X1, X2 og X4 over 1000 dage for H = 0.7
Figur D.7 Faseplot af X1, X3 og X4 over 1000 dage for H = 0.7
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Figur D.8 Faseplot af X2, X3 og X4 over 1000 dage for H = 0.7
Figur D.9 Faseplot af X1, X2 og X3 over 1000 dage for H = 0.8
126 Appendiks - Faseplots for den dimensionsløse model
Figur D.10 Faseplot af X1, X2 og X4 over 1000 dage for H = 0.8
Figur D.11 Faseplot af X1, X3 og X4 over 1000 dage for H = 0.8
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Figur D.12 Faseplot af X2, X3 og X4 over 1000 dage for H = 0.8
Figur D.13 Faseplot af X1, X2 og X4 over 1000 dage for H = 1
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E Appendiks - Størrelsen af amplituden af
løsninger.
Figur E.1 Plottet viser størrelsen af amplituderne for de periodiske løsninger for X1 som funktion
af H hvor t ∈ [0, 1000] dage. Punkterne er aflæst og linjen markerer interpolation mellem disse.
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130 Appendiks - Størrelsen af amplituden af løsninger.
Figur E.2 Plottet viser størrelsen af amplituderne for de periodiske løsninger for X2 som funktion
af H hvor t ∈ [0, 1000] dage. Punkterne er aflæst og linjen markerer interpolation mellem disse.
Figur E.3 Plottet viser størrelsen af amplituderne for de periodiske løsninger for X3 som funktion
af H hvor t ∈ [0, 1000] dage. Punkterne er aflæst og linjen markerer interpolation mellem disse.
F Appendiks - Løsninger af modellen for
H = 0.02 og H = 5.5
Figur F.1 Plottet viser X1 løst for t = [0, 1000] dage for H = {0.02, 5.5}.
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132 Appendiks - Løsninger af modellen for H = 0.02 og H = 5.5
Figur F.2 Plottet viser X2 løst for t = [0, 1000] dage for H = {0.02, 5.5}.
Figur F.3 Plottet viser X3 løst for t = [0, 1000] dage for H = {0.02, 5.5}.
G Appendiks - Sensitivitetsanalyse over 100
dage
Figur G.1 Sensitiviteten af X1 overfor alle parametre, når modellen er kørt over 100 dage, og med
varierende H
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134 Appendiks - Sensitivitetsanalyse over 100 dage
Figur G.2 Sensitiviteten af X3 overfor alle parametre, når modellen er kørt over 100 dage, og med
varierende H
Figur G.3 Sensitiviteten af X4 overfor alle parametre, når modellen er kørt over 100 dage, og med
varierende H
H Appendiks - Ændring af startværdien af
variable.
Figur H.1 Faseplot af X1, X2 og X3 over tiden t = [0, 100] dage hvor H = 0.4. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
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136 Appendiks - Ændring af startværdien af variable.
Figur H.2 Faseplot af X1, X2 og X4 over tiden t = [0, 100] dage hvor H = 0.4. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
Figur H.3 Faseplot af X1, X3 og X4 over tiden t = [0, 100] dage hvor H = 0.4. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
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Figur H.4 Faseplot af X1, X2 og X3 over tiden t = [0, 100] dage hvor H = 0.8. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
Figur H.5 Faseplot af X1, X2 og X4 over tiden t = [0, 100] dage hvor H = 0.8. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
138 Appendiks - Ændring af startværdien af variable.
Figur H.6 Faseplot af X1, X3 og X4 over tiden t = [0, 100] dage hvor H = 0.8. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
Figur H.7 Faseplot af X2, X3 og X4 over tiden t = [0, 100] dage hvor H = 0.8. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
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Figur H.8 Faseplot af X1, X2 og X4 over tiden t = [0, 1000] hvor H = 1. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
Figur H.9 Faseplot af X1, X3 og X4 over tiden t = [0, 1000] hvor H = 1. Startværdierne for de
variable er varieret og det ses at de alle ender et samme punkt.
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I Appendiks - Løsninger af den dimensionsløse
model over 3 dage.
Figur I.1 Plottet viser X1 løst for t ∈ [0, 3] dage hvor H = {0.1, 0.9}.
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142 Appendiks - Løsninger af den dimensionsløse model over 3 dage.
Figur I.2 Plottet viser X2 løst for t ∈ [0, 3] dage hvor H = {0.1, 0.9}.
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Figur I.3 Plottet viser X3 løst for t ∈ [0, 3] dage hvor H = {0.1, 0.9}.
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J Appendiks - Løsninger af den dimensionsløse
model over 72 dage.
Figur J.1 Plottet viser X1 løst for t ∈ [0, 72] dage hvor H = {0.1, 0.9}.
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146 Appendiks - Løsninger af den dimensionsløse model over 72 dage.
Figur J.2 Plottet viser X2 løst for t ∈ [0, 72] dage hvor H = {0.1, 0.9}.
Figur J.3 Plottet viser X3 løst for t ∈ [0, 72] dage hvor H = {0.1, 0.9}.
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