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I am the daughter of Earth and Water,
And the nursling of the Sky;
I pass through the pores of the ocean and shores;
I change, but I cannot die.
For after the rain when with never a stain
The pavilion of Heaven is bare,
And the winds and sunbeams with their convex gleams
Build up the blue dome of air,
I silently laugh at my own cenotaph,
and out of the caverns of rain,
Like a child from the womb, like a ghost from the tomb,
I arise and unbuild it again.
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The global climate of the 21st century will depend on natural changes and on the response
of the climate system to human activities. Whether or not recent global warming is entirely
attributable to human activities, there is no reasonable doubt that continuation and accelera-
tion of the already strong anthropogenic alteration of the atmosphere’s composition must lead
to stronger climate change than was observed in the 20th century (Fig. 1.1). The signiﬁcant
transformation of the Earth’s atmosphere as a consequence of human agricultural and industrial
activities constitutes the most serious global environmental problem today, bringing with it the
threat of accelerating climate change which aﬀects all human societies and the biosphere. Due
to the cumulative nature of many greenhouse gas emissions, governments urgently need to make
major political and economic decisions, many of them involving long-term commitments. To asses
the state of the science of climate change, the World Meteorological Organization (WMO) and
the United Nations Environment Programme (UNEP) constituted the Intergovernmental Panel
on Climate Change (IPCC) in 1988. The IPCC’s objective is to thoroughly evaluate the physical
science about climate change and its impacts; and analyse the possible adaptations and mitigation
as well. Whether for mitigation or adaptation strategies, such decisions must be based in part
upon predictions of future global warming. Climate models are the most eﬃcient tool to project
the response of many climate variables, such as increases in global surface temperature and sea
level, to various scenarios of greenhouse gas and other human-related emissions (Nakicenovic and
Swart, 2000). The equilibrium climate sensitivity is a measure of the climate system response
to sustained radiative forcing. It is not a projection but is deﬁned as the global average surface
warming following a doubling of carbon dioxide concentrations. In the IPCC Fourth Assessment
Report (IPCC, 2007), prediction of this “global warming” is likely to be in the range 2◦C to 4.5◦C
with a best estimate of about 3◦C, and is very unlikely to be less than 1.5◦C (see Fig. 1.2). Values
substantially higher than 4.5◦C cannot be excluded, but agreement of models with observations
is not as good for those values. Note that the warming from these emissions would continue well
17
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Figure 1.1: “Records of NH temperature variation during the last 1.3 kyr. Overlap of the published multi-
decadal time scale uncertainty ranges of proxy-based reconstructions of temperature. The instrumental
temperature record is shown in black. These uncertainties increase in more distant times and are always
much larger than in the instrumental record due to the use of relatively sparse proxy data. Nevertheless
the rate and duration of warming of the 20th century has been much greater than in any of the previous
nine centuries. Similarly, it is likely that the 1990s have been the warmest decade and 1998 the warmest
year of the millennium. All temperatures represent anomalies (◦C) from the 1961 to 1990 mean”. Courtesy
of IPCC (2001, 2007).
beyond 2100.
A part of this range is related to diﬀerent social development assumptions (and consequently
emission scenarios), however, a large part of this interval of uncertainty arises from the limited
knowledge in some aspects of the atmospheric sciences. As can be seen in the Fig. 1.2 of projections
for global mean temperature increase, most of uncertainties are produced by diﬀerences from
among climatic models employed. The radiative forcings come from changes in the atmospheric
composition, alteration of surface reﬂectance by land use, and variation in the output of the Sun.
Except for solar variation, some form of human activity is linked to each of the forcings. The
overall level of scientiﬁc understanding for each forcing varies considerably, notably with respect
to the interactions of clouds and aerosols with radiation (see Fig. 1.3).
All the predictions rely on numerical models representing physical processes in the atmosphere
and oceans. Although the laws governing these processes are well known, the simulations remain
imperfect. In its Third Assessment Report (IPCC, 2001), the IPCC noted that “there are par-
ticular uncertainties associated with clouds and their interaction with radiation and aerosols”,
and moreover “there has been no apparent narrowing of the uncertainty range associated with
cloud feedbacks in current climate simulations”; it further recommends that “the only way to
obtain progress in this complex area of atmospheric science is by consistently combining observa-
tions with models” and that “a more dedicated approach is needed”. Diﬃculties in representing
aerosols, clouds, and convection in numerical models of the atmosphere seriously limit the ability
to provide accurate weather forecasts and reliable predictions of future climate. These factors gov-
18
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Figure 1.2: “Global mean temperature projections for three illustrative Special Report on Emissions
Scenarios (SRES). Solid lines correspond to multi-model global averages of surface warming (relative to
1980–1999) for the scenarios A2, A1B and B1, shown as continuations of the 20th century simulations.
Shading denotes the ±1 standard deviation range of individual model annual averages. The orange line is
for the experiment where concentrations were held constant at year 2000 values. The grey bars at right
indicate the best estimate (solid line within each bar) and the likely range assessed for the six SRES marker
scenarios. This assessment includes the atmosphere-ocean general circulation models (AOGCMs), as well
as results from a hierarchy of independent models and observational constraints”. Courtesy of IPCC (2001,
2007)
ern the radiation balance and hence the temperature of the Earth and are directly responsible for
the production of precipitation, thus controlling the hydrological cycle. A thorough quantitative
understanding of clouds, aerosols and their coupling to radiation is therefore of paramount im-
portance for the understanding of our climate system. The EarthCARE (Earth Clouds, Aerosols
and Radiation Explorer) mission (ESA, 2001, 2004) arose in response of these requirements. It
has been speciﬁcally deﬁned with the scientiﬁc objectives of determining for the ﬁrst time, in a
radiatively consistent manner, the global distribution of vertical proﬁles of cloud and aerosol ﬁeld
characteristics to provide basic essential input data for numerical modelling and global studies.
1.2. EarthCARE Mission
The EarthCARE mission has been jointly proposed by European and Japanese scientists
(ESA/JAXA/NICT), following ESA’s Call for Core mission ideas in 2000. In November 2004,
EarthCARE was selected for implementation, as the 3rd Earth Explorer Core mission, within
ESA’s Living Planet Program, as the 6th Earth Explorer mission after GOCE (Gravity Field
and Steady-State Ocean Circulation Explorer) and ADM-AEOLUS (Atmospheric Dynamics Mis-
19
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Figure 1.3: “Global average radiative forcing (RF) estimates and ranges in 2005 for important agents
and mechanisms, together with the typical geographical extent of the forcing and the assessed level of
scientiﬁc understanding (LOSU). The net anthropogenic radiative forcing and its range are also shown.
The rectangular bars represent estimates of the contributions of the radiative forcings. The horizontal line
over the rectangular bars indicates a range of estimates, guided by the spread in the published values of the
forcings and physical understanding. Some of the forcings possess a much greater degree of certainty than
others. Additional forcing factors not included here are considered to have a very low LOSU”. Courtesy
of IPCC (2001, 2007).
sion). ESA is presently evaluating the industry proposals for design consolidation, construction,
launch (proposed to March 2013) and commissioning of the EarthCARE satellite and subject to
a satisfactory evaluation and negotiation of the procurement contract.
The mission’s objectives are to improve the representation and understanding of the Earth’s
radiative balance in climate and numerical weather forecast models by acquiring vertical proﬁles
of clouds and aerosols, as well as the radiances at the top of the atmosphere. EarthCARE will
improve our understanding of the relationship between the three-dimensional structure of clouds
and aerosols and radiative ﬂuxes.
The scientiﬁc objectives are cited in ESA (2004):
a. The observation of the vertical proﬁles of natural and anthropogenic aerosols on a global
scale, their radiative properties and interaction with clouds.
b. The observation of the vertical distributions of atmospheric liquid water and ice on a global
20
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Figure 1.4: EarthCARE mission artist’s view. Extracted from ESA website.
scale, their transport by clouds and their radiative impact.
c. The observation of cloud distribution (“cloud overlap”), cloud-precipitation interactions and
the characteristics of vertical motions within clouds, and
d. The retrieval of proﬁles of atmospheric radiative heating and cooling through the combina-
tion of the retrieved aerosol and cloud properties.
To reach the measurement goals and fulﬁll the scientiﬁc aims, the platform will carry four
instruments, two active and two passive sensors (Fig. 1.5). The vertical proﬁles of clouds and
aerosols will be measured employing a cloud/aerosol lidar, the Atmospheric Lidar (ATLID), and
a cloud radar with Doppler capability, the Cloud Proﬁler Radar (CPR), which precise of co-
located ﬁeld-of-views. The lidar allows the observation of aerosols and the optically thin regions
of clouds (invisible to the radar), while the optically thick region of the same clouds, which
cannot be penetrated by the lidar, will be observed using the radar. The active instruments will
be supported by a 150 km swath multi-spectral imager, the Multi-Spectral Imager (MSI), in order
to gain cross-track information needed for the retrieval of three dimensional structures of clouds
and aerosols. The corresponding shortwave and longwave outgoing radiation will be measured
using a the Broad-Band Radiometer (BBR) with three viewing directions (nadir, forward and
backward), in order to link the observed three-dimensional cloud and aerosol structures to the
actual radiances and radiative ﬂuxes.
Additional information can be extracted from the ESA (2001, 2004) reports, from the oﬃcial
presentations of the Earth Explorer User Consultation Meeting (ESA-ESRIN Frascati, Italy, 19
to 20 April 2004), The EarthCARE Workshop (ESA-ESTEC Noordwijk, The Netherlands, 7 to
9 May 2007).
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Figure 1.5: EarthCARE instrument viewing geometry1. Extracted from ESA website.
1.2.1. Broad-band Radiometer (BBR)
The Broad-band Radiometer is the instrument responsible to provide accurate measurements
of reﬂected shortwave and emitted longwave radiation from the Vertical Atmospheric Column
(VAC) over the along-track satellite path. Speciﬁcally, the BBR will provide calibrated measure-
ments for the determination of unﬁltered broad-band radiances
∫
Lλ dλ emergent at the TOA.
The SW signal is designed to be integrated from 0.2 to 4.0μm, the LW from 4.0 to at least 50μm.
These limits optimize the SW channel acquisitions. More than 1% of solar irradiance is lost by
selecting as starting point 0.3μm (Gueymard, 2004; Thekaekara and Drummond, 1973), whereas
the intermediate limit of around 4.0μm is suitable to minimize terrestrial thermal radiation in
the channel considering that wavelengths longer than this wavelength contribute a very small
fraction of this measurement2. In CERES, ScaRaB, and GERB, broad-band LW radiance are
usually obtained by subtraction of broad-band SW radiance from total channel radiance (TW).
In BBR the spectral response of the TW instrument shall cover the range [0.2 − 50]μm, with a
possible extension up to 100μm.
Instantaneous broad-band ﬂux determinations require information on the anisotropy of the
radiance ﬁeld emerging from the atmosphere, and this will be obtained by making measurements
oﬀ-nadir along the orbital track, with three diﬀerent viewing angles (+55◦, 0◦,−55◦). Davies
(1984); Lo´pez-Baeza et al. (2001); Bodas-Salcedo et al. (2003) found that viewing zenith angles
around 55◦ minimize errors when deriving ﬂuxes from along-track scanners. Together with the
nadir measurements, the oﬀ-nadir views provide nearly simultaneous (Δt < 100 s) measured
2For comparative purposes, it is provided other broad-band instrument speciﬁcations: ScaRaB (Monge et al.,
1991) SW: 0.2− 4.0μm TW: 0.2− 50μm CERES (LeeIII et al., 1998) SW: 0.3− 5.0μm TW: 0.3− 100μm GERB
(Harries et al., 2005) SW: 0.32 − 4.0μm TW: 0.32− 30μm
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Table 1.1: Updated Broad-Band Radiometer technical speciﬁcations.
Parameter Mission requirement
Channels
SW 0.2 to 4.0 μm
LW 4.0 to 50 μm
Dynamic range
SW 0 to 450 Wm−2sr−1





0◦ (nadir) Co-registered with MSI, CPR and ATLID
55◦ Along-track, oﬀ nadir both aft and fore
Instantaneous ﬁeld-of-view All channels
10 x 10 km





samples of the anisotropy on the reﬂected SW and emitted LW radiance ﬁelds.
The BBR measurements of broad-band SW and LW radiances emerging from the TOA can
be used in two diﬀerent applications (ESA, 2004):
1. “The principal role of BBR data in EarthCARE will be to constrain the derivations of
vertical proﬁles of ERB components within the atmosphere and the vertical radiative ﬂux
divergence proﬁles. The important point is that computed energy ﬂuxes depend not only on
the physical property retrievals but also on additional necessary but only partially validated
hypotheses regarding angular and spectral properties of the VAC. The BBR measurements
provide a constrain independent of these hypotheses. Such an integral constraint, although
not information-rich, provides a ﬁrm anchor to the ﬂux divergence calculation. To have
conﬁdence in the latter, it is necessary, although unfortunately not suﬃcient, to show that
the calculated TOA ﬂuxes agree with those observed by the BBR”.
2. “In traditional determinations of TOA radiation budget components, as for example in
the ERBE, ScaRaB and CERES missions, SW and LW single radiances are converted into
values of upward instantaneous radiation ﬂuxes. A spectral correction algorithm speciﬁc to
the EarthCARE BBR using MSI data will provide reliable unﬁltered radiances and speciﬁc
along-track angular models can be used to obtain an accurate instantaneous radiance-to-ﬂux
conversion, ensured thanks to the pointing capability of the BBR that observes along the
scanning track with three views”.
The principal BBR instrument characteristics applicable to the EarthCARE mission require-
ments are summarised in Table 1.1 and extracted from the latest draft of the EarthCARE mission
Requirements Document (MRD), written by the Mission Advisory Group (MAG) of the mission.
The basic BBR-speciﬁc products, provided for individual 10 km pixels, will be absolutely cal-
ibrated unﬁltered SW and LW radiances emerging from the VAC at zenith and at viewing zenith
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angle 55◦ (both forward and backward). According to the EarthCARE scientiﬁc mission objec-
tive, the nadir and oﬀ-nadir observations should allow an estimate of instantaneous ﬂuxes with
10Wm−2 accuracy for a footprint of 100km2 (ESA, 2001, 2004). Note that this required accuracy
of ﬂux measurements refers to the total ﬂux error, including the instrument and unﬁltering errors,
not only the radiance-to-ﬂux conversion uncertainty. It is important to remark that this require-
ment is given for an instantaneous measurement, since averaging in space and time provides ﬂuxes
with increased accuracy; for example the values quoted for regional, monthly means are 5Wm−2
from ERBE (Ramanathan et al., 1989) and 2Wm−2 from CERES (Wielicki et al., 1996).
1.3. A Brief ADM Overview
Since narrow ﬁeld-of-view (NFOV) radiometers on-board satellites, such as the Earth Radia-
tion Budget Experiment (ERBE), the Clouds and the Earth’s Radiant Energy System (CERES) or
the Scanner for Radiation Budget (ScaRaB), measure the upwelling radiance only in speciﬁc out-
going directions from a scene on Earth at any given time, ﬂux cannot be measured instantaneously.
Wide ﬁeld-of-view (WFOV) instruments, such as the Advanced Very High Resolution Radiome-
ter (AVHRR) and the Polarization and Directionality of the Earth’s Reﬂectances (POLDER),
measure ﬂuxes, although these ﬂuxes at satellite altitude correspond to radiances emitted over a
large area of the Earth, with moreover diﬀerent outgoing directions for diﬀerent areas over which
the ﬂux is integrated.
Given a radiance ﬁeld L(θ0, θ, φ) at the TOA, where θ0 is the solar zenith angle (SZA), θ the
satellite viewing zenith angle (VZA), and φ the relative azimuth angle between the satellite and
the Sun (RAA) (see Fig. 1.6), the ﬂux leaving the Earth-atmosphere system, F (θ0), is obtained









L(θ0, θ, φ) cos θ sin θ dθ dφ (1.3.1)
Because not all directions can be measured by the satellite, a conversion procedure has to be
used to estimate the exiting ﬂux from the Earth-atmosphere system on diﬀerent spatial scales.
One of the main error sources when measuring the ERB is the lack of knowledge of the
anisotropy of the observed scene radiance ﬁeld. For an imaginary surface element at TOA, the
angular characteristics can be deﬁned by models which express the exiting radiance, for each
direction out to space, as a function of the total hemispheric ﬂux leaving the element. A radiance
measurement at a single angle can then be converted into an inferred hemispheric ﬂux. This
conversion procedure can be based on an Angular Distribution Model (ADM) that takes the
mean behaviour of the anisotropy of the radiance ﬁeld into account, in order to allow the ﬂux
retrieval from a single radiance measurement. This, although necessary, involves errors related
to the departures of the instantaneous local or regional anisotropy from the mean anisotropy
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Figure 1.6: Angular geometry employed in the study.
represented by the ADM. Major eﬀorts have been made over the last 25 years to build and
improve ADMs that account for this anisotropy, thus allowing to retrieve ﬂux measurements with
the desired accuracy.
An ADM is a set of anisotropic factors (R) for determining the TOA ﬂux from an observed
radiance as follows:
F (θ0) =
π L(θ0, θ, φ)
R(θ0, θ, φ)
(1.3.2)
The procedure of getting ﬂuxes from radiances is commonly known as radiance-to-ﬂux conver-
sion. Throughout the rest of the Thesis, there are processes regularly referred as “inversion” or
”conversion”. Both terms are usually mentioned in this science ﬁeld. While the former means the
explicit process to convert radiances into ﬂuxes, i.e., the estimate of apparent ﬂuxes from satellite-
measured radiances, the “inversion” term is only used when the anisotropic factor is computed.
This term is properly employed in the ADM construction. It is necessary to invert the expression
from where the apparent ﬂux is obtained in order to compute the anisotropic factor.
For application of the angular models, it is necessary to classify the Earth observations into
a set of scenes, according to the ADM scene deﬁnition. By scene deﬁnition we understand the
classiﬁcation of any radiance in one and only one group of observations of targets with similar
anisotropic behaviour. Each group is deﬁned by a set of surface and atmosphere parameters. For
instance, a very simple scene deﬁnition may include only two classes: ocean (water surface) and
land. This deﬁnition is valid because each radiance can be assigned to only one class, indepen-
dently of the rest of parameters that are not taken into account (cloud cover fraction, surface
temperature, cloud optical depth, water vapour column, etc.)
The construction of angular models is mainly a matter of computing mean values once the
deﬁnition of the ADM has been established, according to the observation conditions. First eﬀorts
to develop angular models were those of Raschke and Bandeen (1970); Raschke et al. (1973), using
Nimbus 3 measurements and empirical models of the anisotropy of three scenes, namely ocean,
snow, and a cloud-land combination. Later on, the observations of Nimbus 7 ERB were classiﬁed
by Jacobowitz et al. (1984) in four scenes (ocean, land, snow-ice combination and cloud) using
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narrow-band TOMS (Total Ozone Mapping Spectrometer) and HIRS (High-Resolution Infrared
Radiation Sounder) data. More advanced anisotropic models from this analysis were derived by
Taylor and Stowe (1984) from the ERB scanner observations. Together with additional informa-
tion from GOES (Geostationary Operational Environmental Satellite), these were the basis of the
development by Suttles et al. (1988, 1989) of the scene-dependent ADMs used in the ERBE (Bark-
strom and Smith, 1986) conversion algorithms (Smith et al., 1986), where the Earth is divided into
ﬁve underlying geographic types: ocean, vegetated land, desert, snow, and coast. Over each type
they have four categories of cloudiness: clear, partly cloudy, mostly cloudy, and overcast. Regard-
ing the French–Russian–German ScaRaB, to minimize biases between ERBE and ScaRaB Flight
Model 1 (Kandel et al., 1998) time data series, the same twelve scene classiﬁcations of ERBE were
employed in ScaRaB data. The CERES instrument (Wielicki et al., 1996, 1998) was designed to
reduce the errors in the ERBE TOA ﬂuxes by a factor of 2. The approach is similar to that used
by ERBE, but involves a far greater number of scene types. By improving scene identiﬁcation
and increasing ADM model sensitivity to parameters that strongly inﬂuence anisotropy, CERES
improves TOA ﬂux accuracy for individual cloud types. By employing CERES ADMs, the Geo-
stationary Earth Radiation Budget (GERB) (Harries and Crommelynck, 1999) provides much
more data on ﬂux diurnal variations over the Meteorological Operational Satellite (METEOSAT)
sector thanks to its high temporal frequency (15 min).
An alternative approach is to combine multi-angle radiance measurements from a scene and
use theoretical or empirical bidirectional reﬂectance models to infer TOA ﬂuxes. Such a strategy
is currently being used with narrow-band multi-angle instruments such as POLDER (Buriez et al.,
1997) and MISR (Multi-angle Imaging SpectroRadiometer) (Diner et al., 1999).
For the most part, the objectives of these missions, from Nimbus 3 to CERES were to de-
rive monthly mean values of ERB components on spatial scales ranging from regional to global
(Table 1.2). However, accurate determinations on smaller spatial and temporal scales are also
needed. In particular, to improve critical parameterizations of cloud-aerosol-radiation interactions
in climate models, accurate instantaneous TOA ERB measurements are needed as constraints to
the derivation from other instrumental data of vertical radiative ﬂux proﬁles in the atmosphere.
For this purpose, along-track conﬁgurations are very good candidates because the ﬂux retrieval
can be optimized by using diﬀerent views of the same pixel from the same platform (Mercier-
Ythier et al., 2001). The analysis of MISR data shows how the diﬀerent views along-track provide
stereo information on cloud heights (Naud et al., 2002, 2004, 2005, 2007). Cloud ﬁelds are not
plane parallel, and their 3-dimensional eﬀects are a complicating factor in the analysis of satel-
lite data, in particular, in determining radiative ﬂuxes from radiance measurements. Analysis of




Table 1.2: Typical values of the horizontal and vertical resolutions of current climate and NWP models
with values expected for the year 2010 (ESA, 2004).
1.4. Thesis Framework
This Thesis on the “Theoretical Approach to the Radiance-to-Flux Conversion in the Earth-
CARE Mission Framework” has been developed in the framework of the ESA project Improve-
ment of Angular Dependence Models ESA-ESTEC Contract No. 17772/04/NL/GS (Lo´pez-Baeza
et al., 2006) and of the EarthCARE mission, as a follow up of the study started in the context of
the ESA project BBR Optimization Study, ESA Contract No. 14685/00/NL/JSC (Lo´pez-Baeza
et al., 2001). Although the Thesis work has been carried out in connection with an ESA study,
unless the contrary is speciﬁed, the author contribution to the work developed is full.
The estimate of ﬂuxes from radiances measured by EarthCARE BBR instrument is a chal-
lenging task and the algorithms to be employed have yet to be developed. The Thesis deepens
on the scientiﬁc basis for determining ﬂux densities from radiation measurements. The objec-
tive focuses on the attempt to develop a genuine TOA instantaneous radiance-to-ﬂux conversion
procedure for the proposed broad-band radiometer on-board the EarthCARE platform. The ap-
proach considered has been to construct theoretical ADMs based on the speciﬁc characteristics
designed for this pioneering instrument. Notice that angular models are only valid in a statistical
sense, cannot promise EarthCARE required accuracy for every instantaneous value (ESA, 2004).
The inversion methodology has been successfully constructed taking advantage of the three BBR
views that supply additional angular information improving the ﬂux estimate accuracy (previ-
ously treated in Lo´pez-Baeza et al. (2001)). The mission radiative requirements establish the
accuracy for ﬂux retrieval, thus the inversion process has been built to obtain the apparent TOA
ﬂuxes in the range that satisﬁes the mission demands. However, the produced angular models are
not a ﬁnished product to be directly applied over EarthCARE data. This Thesis is not trying to
conclude the EarthCARE ﬂux retrieval issue, it is an attempt to study one possible solution and
assess its potential advantages and drawbacks. Alternative suggestions to approach the problem
have been clearly state in Summary and Conclusions part.
The Thesis work has been limited by the computational resources available at the time of
the Thesis development and the academic time that a Thesis needs to be completed. Although
this is not the purpose of the current Thesis, the application of the algorithms, so far developed,
over the forthcoming BBR data would need the great extension of the theoretical scene database
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employed in the study, but this increase on the sampling means to drastically raise the computing
time.
There are two diﬀerent ways to approach the problem of building an ADM lookup table. The
ﬁrst one consists of using real accumulated data, and the second uses simulations to relate modeled
radiances to corresponding modeled ﬂuxes and thus, retrieve theoretical anisotropic coeﬃcients
for the synthetic ADM. In our case, the theoretical approach has been used to deﬁne the radiance-
to-ﬂux conversion for the BBR. A speciﬁc module of the EarthCARE Simulator (Donovan et al.,
2004) has been employed to carry out the radiative transfer computations, speciﬁcally the 3-
D Monte-Carlo photon transport algorithm for both shortwave and longwave bands. CERES,
currently ﬂying, uses the former approach, and builds the ADMs from observed data. After all the
years of accumulated data since it was launched, these radiance measurements provide a greatly
expanded database from which to develop ADMs. In principle, it may seem, that the creation of a
suﬃciently large satellite BBR-like database that accomplishes the demanding requirements would
allow building an empirical ADM. But given the peculiarity of the BBR along-track geometry, it is
not possible to obtain enough angular sampling to perform the hemispheric radiance integration.
That is, the BBR conﬁguration provides the same three view zenith angles for every target, and
considering ADMs from the traditional point of view (as the Thesis does), since the ﬂux cannot be
achieved through direct integration, it is not possible to invert the anisotropic equation and build
the ADM from BBR-like actual data. Thus, the selection of a representative satellite dataset does
not permit the construction of BBR angular distribution models (obviously the same problem is
present with the EarthCARE in-orbit observations after the launch of the mission). But, since
satellite dataset, described in the Section 6.1, is a good approximation to future BBR observations,
those data can be used to test our ADMs.
An alternative solution could be to use the methodology of the most advanced existing ADMs,
the CERES ADMs, for the BBR radiance-to-ﬂux conversion (as GERB does3), but this is not
a simple solution for the BBR sensor. ADMs are sensor-dependent, that is, they are mainly
inﬂuenced by the spatial resolution of the sensor from which they are built (ﬂux is delivered at
the instrument FOV size) and also by the orbit of the satellite, which, in fact, is also a sampling
issue. For instance, the CERES Protoﬂight Model (PFM) was on-board the TRMM spacecraft
in a 35◦ inclined orbit, and therefore it only provides sampling measurements for the tropical
region. That means that the conclusions of the study would be only valid for those conditions.
However, the diﬀerent instrument footprint size is not really a problem for the ADM recycling,
the utilization of the CERES ADMs (which spatial extent raises as the viewing zenith angle does)
on the BBR measurements does not depend on the speciﬁed ADM “ﬁeld-of-view”. If the scene
ID is properly done the change in the footprint size is not relevant in the ADM exploitation.
Thus, ADMs constructed for scanner instruments, i.e., with variable footprint size, could be used
for pixel-based instruments such as the BBR. Regarding CERES Terra, these ADMs do not take
3The GERB sensor employs the daytime TRMM ADMs for its radiance-to-ﬂux conversion procedure, and the
SEVIRI channels for the scene ID
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advantage of the main BBR characteristics for the ﬂux conversion. If we want to take proﬁt of
the extra angular information provided by the three BBR views observing the scene in along-
track conﬁguration, ADMs independent on the viewing zenith angle (Bodas-Salcedo et al., 2003)
should be employed and the CERES Terra ADMs use the VZA as a deﬁning parameter to select
the anisotropic factor. CERES computes three apparent ﬂuxes based on three diﬀerent ADMs for
each of the BBR views (0◦, ±55◦) and since, ﬂux is independent on VZA, these ﬂuxes must be of
equal value, but discrepancies of 20% are present in CERES ﬂux consistency studies (see CERES
Science Team Meeting presentations archive). Thus, a physical procedure should be developed to
average the three ﬂuxes obtained by CERES before they could be implemented on BBR mission.
In addition, as brieﬂy has been discussed above, the BBR instantaneous ﬂux accuracy is required
to be not larger than 10Wm−2. This objective is far from the CERES purpose. Since the
CERES mission is focused on the Earth’s radiative energy balance estimate for climate monitoring
and climate studies, the scientiﬁc requirement accuracies are required for determining long-term
climate variations and trends, not to considering instantaneous measurements as an essential
topic. Therefore, the CERES ADMs are speciﬁcally constructed for regional and monthly ﬂux
retrievals. Obtaining absolute errors in the instantaneous ﬂux conversion highly dependent on the
target scene and usually larger than the ﬁxed EarthCARE accuracy required. The Appendix A
shows the CERES instantaneous TOA ﬂux uncertainties for Terra and TRMM ADMs extracted
from the CERES Terra edition 2B SSF data quality summary and the CERES Science Team
Meeting presentation of Autumn 2003. These tables present the relative error in apparent ﬂux
for clear- and all-sky conditions in both, SW and LW, bands and sorted by their latitude origin.
As an example, it is given as well the absolute ﬂux error (Wm−2) based on the average ﬂux
value for these regions and conditions. Both, Terra and TRMM, SW ﬂux average uncertainties
are higher than 10Wm−2 for cloudy conditions and clear-sky polar regions, but considering the
BBR radiance dynamic range proposed in the EarthCARE Mission Requirements Document (SW:
0–450Wm−2sr−1 and LW: 0–130Wm−2sr−1) even the supposed low LW uncertainties exceed the
EarthCARE accuracy. And, mainly, the CERES ﬂying models FM1 − FM44 use the MODIS
(Moderate Resolution Imaging Spectroradiometer) sensor as cloud imager, i.e., MODIS identiﬁes
the scene for the ADM. Therefore, the scene deﬁnition and the parameter sampling are quite
complex, due to very high capabilities of MODIS (36 narrow bands). For BBR, this is not the case
since the MSI consist of 7 narrow bands only (see Table 1.3), but its capability for observing the
same target from three diﬀerent views quasi-instantaneously (100 seconds delay approximately)
and the synergy with the active sensors can be exploited to optimize ﬂux retrievals. In any case,
it should be of interest to analyse the possibility of implementing the CERES ADMs on the BBR
ﬂux conversion methodology. Because this is not the main purpose of the thesis, further details
of potential solutions have been discussed in the outlook of the conclusions.
The full radiance-to-ﬂux conversion process is more complex and contains several steps. Be-
4FM1 and FM2 are two identical CERES instruments ﬂying on Terra; FM3 and FM4 are the CERES sensors
on-board Aqua
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Table 1.3: Updated channel speciﬁcation of the Multi-Spectral Imager
Centre wavelength (μm)
Band 1 VIS 0.670 ± 0.01
Band 2 NIR 0.865 ± 0.01
Band 3 SWIR 1 1.650 ± 0.015
Band 4 SWIR 2 2.210 ± 0.015
Band 5 TIR 1 8.8 ± 0.05
Band 6 TIR 2 10.8 ± 0.05
Band 7 TIR 3 12.0 ± 0.05
sides the intrinsic errors of the conversion procedure, each of these steps contributes to the overall
ﬂux estimate error budget, which is required to be not larger than 10Wm−2. Thus, it is necessary
to deduct the actual requirement for the unﬁltered radiance-to-ﬂux conversion by itself. Previ-
ously to the unﬁltered radiance-to-ﬂux conversion, calibration of ﬁltered radiances and spectral
unﬁltering have to be carried out. Calibration is the process of quantitatively deﬁning the system
responses to known, controlled signal inputs and allows the conversion of the counts detected by
the instrument to ﬁltered radiance, which is the radiance ﬁltered by the optical components (At-
tema and Francis, 1991). The SW CERES absolute accuracy is established to 0.8Wm−2sr−1 for
scenes with < 100Wm−2sr−1 and 1% for scenes with > 100Wm−2sr−1, and 0.6Wm−2sr−1 for
scenes with < 100Wm−2sr−1 and 0.5% for scenes with > 100Wm−2sr−1 in longwave channel
(LeeIII et al., 1998, 1996).The GERB instrument errors for shortwave and longwave radiances
are set to 1% and 0.5%, respectively (Mossavati et al., 1998). If one focuses speciﬁcally on the
radiance-to-ﬂux inversion process to develop improved ADMs, one may perfectly assume perfect
unﬁltered radiances. But considering the whole conversion process the unﬁltering error contribu-
tion should be considered. Unﬁltered radiances obtained by taking into account the instrument-
speciﬁc spectral response, are usually provided with high accuracy. The CERES method uses
theoretically derived regression coeﬃcients between ﬁltered and unﬁltered radiances that are a
function of viewing geometry, geotype, and whether a cloud is present or not. Relative errors in
instantaneous unﬁltered radiances from this method are generally well below 1% for SW radiances
and less than 0.2% for LW radiances (Smith et al., 1986; Loeb et al., 2001). The unﬁltered GERB
longwave radiances processed by direct unﬁltering can be estimated with an accuracy of 0.1%.
For this channel, the use of spectral information from SEVIRI in most of the Earth–atmosphere
conditions allows to reduce the RMS error on the unﬁltering process to about 0.05%. Higher
errors are introduced in the estimate of the unﬁltered shortwave radiance (between 1 and 3%).
For the SW channel, the use of spectral information from SEVIRI is clearly an asset as this allows
to reduce the RMS error to less than 1% (Clerbaux, 2007). It is reasonable to consider analogous
errors during the unﬁltering process for the EarthCARE broad-band radiometer (Lo´pez-Baeza
et al., 2001).
Considering the error contributions resulting from instrument calibration and spectral unﬁlter-
ing we can determine a rough approach to the systematic error associated to the satellite-measured
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Table 1.4: BBR ﬂux retrieval accuracy.
Error contributions SW ﬂux (Wm−2) LW ﬂux (Wm−2)
Instrument 6.0 3.0
Radiance-to-ﬂux conversion 8.0 9.5
Total, RMS 10.0 10.0
radiance. Assuming these error sources are independent and considering the typical accuracy of
the on-orbit broad-band radiometers as suitable for the EarthCARE BBR, we can deﬁne this
error from this expression
ε(L) =
√
ε2(CAL) + ε2(UNF ) (1.4.1)
a medium-brightness target scene (moderate cloud over ocean) of 140Wm−2sr−1 for short-
wave radiance and 80Wm−2sr−1 for longwave radiance would give an instrument uncertainty






the contribution of the radiance on the ﬂux uncertainty can be established as an error of∼ 6Wm−2
and ∼ 3Wm−2 for a common scene sample.
Taking into account the required ﬂux accuracy for the EarthCARE mission and considering
the error contributions as independent variables each with an uncertainty, the available error of
the angular dependence modeling for the radiance-to-ﬂux conversion process can be identiﬁed.
Table 1.4 shows the results of this error composition, a maximum error of 8 and 9.5Wm−2 for
shortwave and longwave bands, respectively, should be expected for the radiance-to-ﬂux process.
There are still other error sources that are inherent to the process of ﬂux estimate from a
broad-band radiometer as the thermal/solar radiance separation, the footprint determination,
the reference altitude or the scene identiﬁcation, etc. to quote but a few examples. The radiation
reaching the instrument during daytime is composed of reﬂected solar shortwave radiation and
Earth’s thermal radiation. It is not possible to separate the components by wavelength because
of the small overlap in the two domains at about 4μm. This thermal/solar separation has to
be considered during secondary data processing which requires a priori information about the
observed scene to be taken from model calculations and/or other sources (Mossavati et al., 1998).
The eﬀect of diﬀerent spectral responses for the total wave and the shortwave channels and the
eﬀect of non repeatability of pointing have to be considered in this process (Dewitte, 2004). The
radiance measured in a footprint is a spatially weighted average of a scene radiance. If the actual
position, the geolocation, or the actual shape, the point spread function, of the spatial averaging
function are diﬀerent from what they are believed to be, this results in an error of the measured
radiance (Dewitte, 2004). To estimate the Earth’s radiation budget at the top of the atmosphere
from satellite-measured radiances, it is necessary to account for the ﬁnite geometry of the Earth
and recognize that the Earth is a solid body surrounded by a translucent atmosphere of ﬁnite
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thickness that attenuates solar radiation diﬀerently at diﬀerent heights. As a result, in order
to account for all of the reﬂected solar and emitted thermal radiation from the planet by direct
integration of satellite-measured radiances, the measurement viewing geometry must be deﬁned
at a reference level well above the Earth’s surface (e.g., 100 km). This ensures that all radiation
contributions, including radiation escaping the planet along slant paths above the Earth’s tangent
point, are accounted for (Loeb et al., 2002). Regarding the scene identiﬁcation (Taylor and Stowe,
1984), it is clear to state the scene mis-classiﬁcation as another important error source (Smith and
Manalo-Smith, 1995), because satellite scene identiﬁcation usually relies on non-perfect narrow-
band acquisitions for the observed scenes. Employing satellite radiances for constructing an
ADM, the radiance database has to be selected and also the scenes that correspond to those
data, but you cannot blindly trust on that information because sometimes the imager delivers
wrong retrievals (Chambers et al., 2001). Alternatively, working with simulations it is possible
to assume perfect scene identiﬁcation in the inversion process. This error source is intrinsically
related to real acquisitions, you need to force the simulations to reproduce this kind of error in
the radiance-to-ﬂux inversion, thus, uncertainties due to scene mis-classiﬁcation are not necessary
to be considered in the ADM building. The work developed so far undertakes the construction of
ADMs, not studying the rest of error sources on the ﬂux conversion. A more complete research,
however, needs to apply on the scene identiﬁcation procedure for radiance-to-ﬂux conversion, not
assuming that it will always yield the suitable scene class bin corresponding to the parameters
that were deﬁned in the simulation. Thus, for what speciﬁcally refers to the development of
accurate radiance-to-ﬂux conversions and concentrating ourselves on the inversion procedure, the
assumptions of perfect radiance calibration, perfect scene identiﬁcation, and perfect unﬁltering
process could be accepted.
The building process of the synthetic BBR ADMs has been mainly based on a double com-
promise between active and passive sensors:
• Synergy between passive sensors for the BBR scene identiﬁcation, i.e., broad+narrow-band
based scene ID. The selection of the scene class (scene identiﬁcation) proceeds from the
retrieval of MSI products that characterize the angular distribution models at BBR scale,
that is, by the convolution of the high resolution products according to the BBR Point
Spread Function (PSF).
• Since the EarthCARE mission combines active and passive sensors together on the same
spacecraft, it seems quite reasonable to study the synergy between them to improve the
conversion procedure. Firstly, synergy between active sensors for the improvement of the
cloud vertical information. The combination of potential active products may accurately
deﬁne the cloud structure. Secondly, synergy between active sensors and passive sensors for




An ADM is a function (R) that provides anisotropic factors for determining the TOA ﬂux
from an observed radiance. The anisotropic factor corrects for the anisotropy with respect to the
Lambertian ﬂux. It is deﬁned as the ratio between Lambertian, F ∗(θ0, θ, φ), and real, F (θ0), ﬂux
according to
R(θ0, θ, φ) =
F ∗(θ0, θ, φ)
F (θ0)
(2.0.1)
considering the radiance deﬁnition for Lambertian conditions





L(θ0, θ, φ) cosθ sinθ dθ dφ = π L(θ0, θ, φ) (2.0.2)
and replacing in the equation 2.0.1
R(θ0, θ, φ) =
π L(θ0, θ, φ)
F (θ0)
(2.0.3)
Since sensors on-board satellites measure the upwelling radiation from a scene at any given
time from one or more directions, F (or R) cannot be measured instantaneously. Instead, R
is obtained from a set of pre-determined ADMs deﬁned for several scene classes with diﬀerent
anisotropic characteristics.
The ADMs have been constructed using the Sorting-into-Angular-Bins (SAB) approach (Sut-
tles et al., 1992; Loeb et al., 2003b, 2005). In the SAB method, a large ensemble of radiance
measurements is sorted into discrete angular ranges and parameters that deﬁne an ADM bin.
Thus, in the radiance-to-ﬂux inversion process, every radiance measured by the BBR should be
classiﬁed in a unique angular bin of observations characterized by a similar anisotropic behaviour
(scene class), minimizing the radiance-to-ﬂux conversion error. Each of these angular bins is
deﬁned by the surface type, a range of values of speciﬁc atmospheric and cloud parameters distin-
guishable by the MSI and, obviously the angular observation geometry. By ADM scene deﬁnition
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Table 2.1: ERBE models (Suttles et al., 1992).
Parameter Interval
Surface Ocean, land, snow, desert






5 Clear land-ocean mix (coastal)
6 Partly cloudy over ocean
7 Partly cloudy over land or desert
8 Partly cloudy over land-ocean mix
9 Mostly cloudy over ocean
10 Mostly cloudy over land or desert
11 Mostly cloudy over land-ocean mix
12 Overcast
we understand the speciﬁcation of the interval values that compose these bins (scene classes and
angular geometries) which will determine the ﬁnal number of ADMs.
By using the SAB method, the building of angular models is a task of averaging values. This
implies the necessity of a representative data set to compute these average values. In principle,
in our study, we thought of this dataset partly to be provided by the selection of a representative
satellite dataset. But the experience has demonstrated that it is diﬃcult to obtain a signiﬁcant
number of BBR-like measurements among the instruments currently in orbit. There is still a
second way to build ADMs which uses simulations to relate “observed” radiances to corresponding
ﬂuxes and thus, retrieve theoretical values for the ADMs. We used this second approach to specify
the radiance-to-ﬂux conversion for the BBR on-board the EarthCARE platform, complemented
by the MSI instrument. Following this approach we have to deﬁne the simulations within the
limits that fulﬁll the ADM scene deﬁnition, so the ﬁrst step will be to establish the intervals
(angular and scene parameters) within which we will compute the statistical background set of
synthetic measurements, that is, to determine the ADM scene deﬁnition.
2.1. ADM Scene Classes
The starting point to establish the ADM scene deﬁnition is to deﬁne the set of scenes charac-
terized by a similar anisotropic behaviour, i.e., the scene classes for the BBR ADM. The current
conversion models, such as ERBE and CERES ADMs, should be considered as basic models. The
ERBE models (Suttles et al., 1992) are only parameterized as functions of surface type and cloud
cover, whereas the CERES TRMM models (Loeb et al., 2003b) and the CERES Terra models
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Table 2.2: SW CERES TRMM ADM scene types (Loeb et al., 2003b).
Surface Wind speed PSF-weighted
Cloud fraction Cloud optical thickness






0.1-10, 10-20, 20-30, 0.01-1.0, 1.0-2.5, 2.5-5.0,
< 1.5 (Liquid water) 30-40, 40-50, 50-60, 5.0-7.5, 7.5-10, 10-12.5,
60-70, 70-80, 80-90, 12.5-15, 15-17.5, 17.5-20,
> 1.5 (Ice) 90-95,95-99.9, 20-25, 25-30, 30-40,
99.9-100 40-50, > 50
Surface type
PSF-weighted






10-18, 18-40, > 40
Low-mod tree/shrub cov < 1.5 (Liquid water)
Dark desert > 1.5 (Ice)
Bright desert
(Loeb et al., 2005) are parameterized in more detail as functions of several quantities as we shall
show later on. Table 2.1 shows the main characteristics of the ERBE models.
It is clearly seen that the only parameterizations made in the ERBE models concerns the
surface type and the cloud percent cover. If errors were to be reduced as
√
N , where N is the
number of distinct ADM bins, a total number of AxB2 ADM bins would be required, where A is
the number of ERBE scenes and B the factor of improvement over ERBE. As an example, if A is
12 and B was roughly 4, the number of expected ADM bins would be around 200. To take major
improvements in ADMs, it is necessary to increase greatly the number of scene types, especially
to account for the variety of cloud types. In the last 2 decades, much progress has been made in
spacecraft instrumentation and techniques for retrieval of cloud particle phase, optical thickness,
etc. As a consequence of these advances, the CERES ADMs are much more detailed and reduce
the ERBE error in retrieved instantaneous ﬂuxes by a factor of 2 in some cases. For instance,
whereas for ERBE we had one model for overcast, for CERES there are a number of models for
varying cloud optical thickness (Smith et al., 2004).
The basic knowledge adopted in the present study has been the scene classes used in the
construction of CERES ADMs, both for TRMM and Terra. The former includes 592 scene
classes in shortwave, and 1036 in longwave (Loeb et al., 2003b), whereas the update of CERES
Terra includes 699 in shortwave and 310 in longwave basic types, with 271 possible combinations
depending on the clouds conditions (Loeb et al., 2005). As in the case of CERES Terra and CERES
TRMM, one of the advances in EarthCARE BBR will be the availability of coincident high spatial
and spectral resolution narrow-band measurements, i.e., the potential synergy between the broad-
band and narrow-band instruments. Previous studies (Manalo-Smith and Loeb, 2001; Loeb et al.,
2000) have demonstrated that changes in the physical and optical properties of a scene have a
strong inﬂuence on the anisotropy of the radiation at the TOA. Ignoring these eﬀects results in
large TOA ﬂux errors (Chang et al., 2000). Assuming that the EarthCARE MSI will provide
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detailed information on cloud cover and other cloud parameters such as optical thickness and
top height cloud, one should be able to propose similar detailed and accurate ADM scenes.
Considering other strategies, since the EarthCARE mission combines the BBR and the MSI
instruments with active sensors on single platform, Chapter 7 introduces the discussion on the
synergetic use of all sensors for a future ADM improvement.
It is necessary to remark that the BBR FOV contains a number of imager pixels, and therefore,
the parameters to provide scene identiﬁcation will be a weighted mean of the parameters values
associated to MSI pixels within a BBR pixel. To achieve the closest spatial match between
BBR and MSI, the distribution of energy received at the BBR broad-band detectors should be
taken into account when averaging imager-derived properties over the BBR footprints. This
distribution of energy will be described by the BBR Point Spread Function (PSF). The point
spread function accounts for the eﬀects of detector response, optical ﬁeld-of-view and electronic
ﬁlters. To determine appropriately weighted and matched parameter properties within the BBR
ﬁeld-of-view, pixel-level imager-derived properties should be convolved with the BBR PSF.
As a consequence, the ADMs have been deﬁned as a function of imager-derived parameters
that have the greatest inﬂuence on the anisotropy (or angular dependence) of the scene (e.g.
surface type, cloud height, cloud optical thickness, etc). Since the anisotropy dependence is
diﬀerent between shortwave and longwave radiances, SW ADMs are deﬁned independently from
the LW ADMs.
At this moment, the CERES instruments have the most advanced ADMs based on the SAB
methodology. Because of its scanning modes and data availability the CERES ADM scene deﬁni-
tions were built considering many agents that could inﬂuence on the scene anisotropy. Sensibility
studies were carried out for discarding useless parameters and aiming the factors truly impor-
tant on the radiance angular dependence. Since both, SW and LW, ADM scene deﬁnitions have
thoroughly been selected, it seems reasonable to replicate these for the BBR radiance-to-ﬂux
conversion. However, while CERES uses real data and, namely, more than 7 years of radiances,
the proposed synthetic BBR ADM has to be built employing detailed Monte-Carlo simulations.
Since the heavy Monte-Carlo computations have the shortcoming of time eﬃciency, to reproduce
by simulations the necessary amount of samples for ﬁlling all CERES ADM scene bins is totally
impossible in practice. Thus, the ADM scene deﬁnition selected for this study has been inspired
on CERES ADMs but reduced by taking into account other factors such as bibliography studies
or computational resources available.
2.1.1. Shortwave Scene Classes
The SW ADMs are divided into wide categories based on cloud cover, cloud top height, cloud
optical thickness (at 550nm), surface type and wind speed in ocean clear-sky scenes. Each of
these categories is further stratiﬁed in intervals. This range selection has been done through the
analysis of meteorological databases (detailed in the Chapter 3) and checking previous ADMs.
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Table 2.3: SW CERES Terra cloud classiﬁcation parameter (Loeb et al., 2005).
PCL MCL OVC
High 19 20 21 22 23 24 25 26 27
Middle 10 11 12 13 14 15 16 17 18
Low 1 2 3 4 5 6 7 8 9
Thin Mod Thick Thin Mod Thick Thin Mod Thick
PCL: cld. fraction = 0.1 - 40% HIFH: eﬀ. pressure < 440 mb
MCL: cld. fraction = 40 - 99% MIDDLE: eﬀ. pressure = 440 − 680 mb
OVC: cld. fraction = 99 - 100% LOW: eﬀ. pressure > 680 mb
THIN: tau < 3.35 MOD: tau = 3.35 - 22.63 THICK: tau > 22.63
From the CERES TRMM models (see Table 2.2), we have taken their surface deﬁnition structure;
and the CERES Terra angular models have inﬂuenced the cloud deﬁnition structure (if CERES
FOV is cloudy, the scene is ﬂagged as xxyyz, where z is the surface type, xx and yy are the
ﬁrst and second cloud layer deﬁned by cloud fraction, cloud height and cloud optical thickness
as shown in Table 2.3). As a preliminary approach, the ADM scene deﬁnition does not consider
multi-layer cloud situations.
Taking into account the considerations noted above, the Table 2.4 shows the scene classes
selected for shortwave to generate the BBR angular distribution models in the inversion process
or, in other sense, the scene classes where the BBR radiances will be classiﬁed after the MSI scene
identiﬁcation. In a global study like this, it is necessary to include natural phenomena in the
statistical sample which may be little frequent but fairly signiﬁcant, such as desert dust storms
for TOA shortwave radiances (Fig. 2.1). The annual rate of occurrence of severe events reaches
to 3 to 5 times per year, although moderate dust cloud events are present along the whole year.
Given the high optical thickness of the aerosols existing in these kind of scenes, the inversion
error resulting from the ADM building will be too high if we include the simulations of dust
storm situations as statistical aerosol background in standard scene classes. Therefore, in order
to reduce the ADM inversion error, it is advisable to develop a speciﬁc ADM scene class for these
scene types. Finally, the BBR ADM scene deﬁnition includes 227 scenes classes in shortwave, 9
for clear sky, 2 for dust storms events and 216 for cloudy conditions. The criteria of cloud top
height and cloud optical thickness types of shortwave scene classes are available in Appendix B.
2.1.2. Longwave Scene Classes
The strategy followed to build the LW ADMs is diﬀerent from that for SW. To ensure that
there is suﬃcient sampling for every scene type, the parameters are stratiﬁed according to their
frequency distributions using ﬁxed percentile intervals rather than ﬁxed discrete intervals. LW
ADMs are determined for scene classes deﬁned by meteorological parameters and imager-based
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Low-mod vegetation Low 0.0−0.1, Thin
Dark desert Middle 0.1−25, 25−50, Moderate
Bright desert High 50−75, 75−100 Thick
Snow




Figure 2.1: The Saharan dust outbreak in March 2004 as seen from MODIS. Extracted from MODIS
Website
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Clear Land 0.1 50-75, > 75 - 45












25-50 40-60, 60-80, 25-50
50-75 > 80 50-75










80-90, > 90 25-50
Inversion (DTs < 0) 50-75
> 75
cloud parameters that inﬂuence longwave radiance anisotropy. LW clear-sky and cloudy scene
classes are based on the CERES TRMM scene types (see Table 2.5), although they are somewhat
diﬀerent. The LW cloudy scenes include as parameters inﬂuencing on the scene anisotropy cloud
height as well as cloud liquid water path, instead of cloud emissivity, because changes on these
parameters can be more easily reproduced in a theoretical database.
In clear-sky the scenes have been classiﬁed, ﬁrstly regarding their surface, by their verti-
cal temperature diﬀerence using three percentiles (< 33, 33 − 66, > 66); and the scenes within
these groups have been sorted by their precipitable water vapour according to two percentiles
(< 50, > 50). In order to construct the ADM scene classes for cloudy conditions, according the
surface type, the scenes have been grouped by their cloud liquid water path using four percentiles
(< 25, 25 − 50, 50 − 75, > 75) and the scenes within these groups have been classiﬁed by their
cloud top height according to two percentiles (< 50, > 50). The range values for the scene class
parameters corresponding to each percentile interval in clear-sky and cloudy conditions are shown
in Appendix B.
On the one hand, cloud cover, cloud top height, cloud liquid water path (LWP), surface type
and on the other precipitable water vapour (PWV), vertical temperature diﬀerence (between air
temperature at 300hPa and at the surface pressure), surface type are the categories that deﬁne
the LW scene classes for cloudy and clear-sky conditions, respectively. Let me remember that
precipitable water vapour is the total atmospheric water vapour contained in a vertical column
of unit cross-sectional area extending from the surface to the top of the atmosphere, whereas
cloud liquid water path is a measure of the total amount of liquid water present in a vertical
column extending from cloud base to cloud top. Table 2.6 shows the scene classes selected for the
longwave ADMs, this deﬁnition including 152 diﬀerent types of scenes, 28 for clear sky and 128
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for cloudy conditions.
Table 2.6: BBR LW ADM scene types.
Cloud Surface Cloud Vertical temperature Cloud height Precipitable water













Land 25−50 < 50 < 25
Bright desert 50−75 > 50 25−50
Snow 75−100 50−75
75 >
2.2. ADM Angular Bins
In the ADM scene deﬁnition every measured radiance is classiﬁed in a speciﬁc bin of angular
intervals (Δθ0, Δθ, Δφ), where Δθ0, Δθ and Δφ represent the angular bin resolution (see Fig. 2.2).
Relative azimuth angles range from 0◦ to 180◦ because the models are assumed to be azimuthally
symmetric with respect to the principle plane. In the SW, the anisotropic factor is a function
of all three angles, while in the LW region, the anisotropic factor is deﬁned as a function of
the viewing zenith angle only. The dependence of LW anisotropy on solar zenith angle and
relative azimuth angle is negligible in most conditions Loeb et al. (2003b, 2005), although Minnis
and Khaiyer (2000) shows that for clear regions, especially those consisting of rough terrain,
LW anisotropy depends systematically on relative azimuth angle. This occurs because warm,
solar illuminated surfaces are observed in the backscattering direction, whereas cooler, shadowed
surfaces are observed in the forward scattering direction. Thus, in certain viewing conﬁgurations,
errors in LW TOA ﬂuxes of up to 7Wm−2 can occur in clear mountainous regions. Similar
azimuthal dependencies may also occur in broken or thin-cloud conditions. A more detailed
study could be desirable in this direction.
The ADMs developed for the BBR have been designed to take advantage of the speciﬁc three
along-track conﬁguration of the instrument. For that, the three BBR viewing angles are employed
at same time in the ADM conversion methodology, i.e., SW as well as LW BBR ADM have been
constructed being independent on the viewing zenith angle. For relative azimuth and solar zenith
angles, the angular bin resolution used in the CERES TRMM ADMs have been chosen, that is,
20◦ and 10◦, respectively.
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Figure 2.2: Angular intervals (θ, φ) used in the CERES TRMM ADM, courtesy of Loeb et al. (2003b).
2.2.1. Orbital Constraint
Because the ultimate objective of the EarthCARE mission is essentially to quantify aerosol-
cloud-radiation interactions so they may be included correctly in climate and numerical weather
forecasting models, their measurements must be global. A near-polar orbit is required to provide
global coverage. In a near-polar orbit, EarthCARE will observe good samples of all climate zones,
with adequate distinction between diﬀerent longitudinal sectors of continents and oceans. Such
orbits can be Sun-synchronous1 or can be designed to provide a slow drift in local time, to enable
sampling through the diurnal cycle. While this option may appear to be attractive, in practice it
can mix together the diurnal and seasonal variations so that the two are diﬃcult to disentangle
from the data. The preferred option is for a low-altitude, Sun-synchronous, near-polar orbit.
The diurnal variations cannot be sampled from such an orbit, but they may be studied through
comparisons with other satellites, particularly those in geostationary orbits.
Due to orbit constraints, not all combinations of viewing zenith angle, relative azimuth angle
and solar zenith angle are measured for each scene from a Sun-synchronous orbit. In the Earth-
CARE Sun-synchronous orbit, the along-track BBR views are ﬁxed, thus there exists a perfectly
deﬁned relationship between the RAA and the SZA for each orbit. This means that, for a par-
ticular orbit, not all θ0 − φ combinations are sampled, or else, they are sampled in a diﬀerent
proportion. Satellite data provide intrinsically incomplete samples in the angular space, but if
the work is based on simulations it is necessary to reproduce this restriction.
The orbit equatorial crossing time has been ﬁxed in this study since the use of a speciﬁc local
solar time at the ascending node restricts substantially the ﬁnal number of simulations. We cannot
aﬀord to build a detailed synthetic database independently on the orbit restrictions because the
computer time would increase enormously.
The Equator crossing time is a critical issue in the EarthCARE mission. From the science
1A Sun-synchronous orbit has an orbital plane precession equal to the mean angular rotation of the Earth around
the Sun. This results in a constant angle between the orbital plane and the mean Sun.
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Node crossing 13.5h − Julian day 1
Node crossing 14h − Julian day 180
Figure 2.3: Angular combinations between orbits at 13:30 LST and those at 14:00 LST.
requirement viewpoint, the choice of orbit equatorial crossing time is a compromise depending on
both instrument performance issues and diurnal variations of atmospheric properties and radiation
ﬁelds.
Firstly, afternoon orbits are generally preferred over morning orbits as convection is mainly
initiated in the early afternoon over land. Secondly, near-noon retrievals of TOA broad-band
reﬂected SW ﬂuxes are most representative of the diurnal average and as it is shown in Lo´pez-
Baeza et al. (2001), the more we move away from noon the larger ﬂux errors get. Therefore, the
optimum observing time is in the early afternoon.
A third factor involves the MSI aerosol retrievals. Over cloud-free ocean, the often severe
sunglint eﬀects can be reduced by increasing the satellite-sun angle (implying Equator crossing
time later than 14:30 or earlier than 9:30), and this would also reduce stray light. To solve this
problem the MSI FOV will be shifted sidewards to reduce sunglint, maintaining however at least
35 km of coverage on either side of nadir to characterize the environment of the BBR pixels.
Finally, if EarthCARE orbits at the same Equator crossing time as CloudSAT/CALIPSO
(13:30), analysis of EarthCARE data can beneﬁt from the additional types of data available
from the A-train satellites, thus shedding light on issues irresolvable without the superior Earth-
CARE observing capabilities (precise simultaneity and co-location, better signal/noise, Doppler
capability, etc.).
The arguments commented above go in the direction of an optimum Equator crossing time be-
tween 13:15 and 14:15. The Equator crossing time should be close to 13:30 local solar time (LST),
but that afternoon crossing times between 13:15 and 14:00 could be acceptable if they strongly
simplify technical issues. As a consequence, and trying to consider most of the requirements at
the same time, we decided to carry out our huge number of simulations with a little broader span
in the Equator crossing time considering all orbits included between 13:30 and 14:00 LST.
It is reasonable to suppose for this discussion that satellites move in a circular orbit around
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Figure 2.4: EarthCARE designed orbit.
the Earth. Thus, the EarthCARE orbit could be predicted by ﬁxing the satellite height above
the Earth (450 km) and the orbital inclination (97.2◦). Fig. 2.3 shows then the possible angular
combinations between orbits at 13:30 LST (corresponding to Julian day 1) and those at 14:00
LST (corresponding to Julian day 180). This orbital constraint provides us the angular geometry
situations that we shall consider in the ADM angular bins, and therefore, these are the geometrical
conditions that we shall introduce in our simulations.
The orbital constraint is symmetrical with respect to both axes, but the physics is not. We
should use relative azimuth angles between 0◦ and 180◦ to include “forward” and “backward”
scattering, but we can eliminate the cases between 180◦ and 360◦, because in this case, the
relative azimuth angles of X + 180 degrees are similar to those of 180 − X degrees, due to the
symmetry with respect to the principal plane.
Since this orbital constraint corresponds to speciﬁc positions of latitudinal overpassing (Fig. 2.4),
the angular geometry and the overpassing are coupled, thus we shall only make the simulations
with the possible geometrical conditions in each standard atmosphere. In this way we can avoid
introducing false statistical background in the database. That is, we only select the standard
atmospheres corresponding to latitudes where they are representative. Therefore, we will use
the triplets (SZA, RAA, latitude) to deﬁne the number of simulations to be carried out for each
angular bin.
The Table B.1 (see Appendix B) shows the angular intervals selected for the SW ADM scene
deﬁnition (angular bins), once the orbital restriction has been applied for the local solar time at the
ascending node between 13:30 and 14:00 LST. As it has been commented above, this restriction
has been only employed in the SW ADM inversion, since SW ADMs are deﬁned explicitly as
a function of three angles (θ0, θ, φ), whereas LW ADMs are assumed to be only a function of
viewing zenith angle. This strict ligature leads to build a SW ADM with 5 166 angular bins.
We have taken the minimum possible sampling for the angular bins in the SW, only one point
for each angular bin that corresponds to the midpoint of the discrete angular geometry allowed
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Figure 2.5: Latitudinal limits for the standard atmosphere models.
by the EarthCARE orbit. Although the minimum sampling impedes the estimate of the error
within the interval, this election is reasonable to limit the number of simulations if we consider
that the angular intervals are not large. In any case, to obtain a more accurate set of ADMs, it
would necessary to select more angles for each angular range.
The Table B.2 in the Appendix B shows the values of the solar zenith angle and the relative
azimuth angle employed in the simulations, this set of angles (θ0, φ) corresponds to the midpoint
of the discrete angular bin deﬁned by (θ0 ± Δθ02 , φ ± Δφ2 ). The latitudinal restriction has been
employed to select the standard atmosphere models taking into account the latitudinal distribution
presented in the Fig. 2.5. The standard atmosphere models used in the simulations for each couple
of angular values are also shown in the Table B.2.
2.3. Recapitulation
Before ﬁnishing this Chapter, it is convenient to brieﬂy collect the main issues that have been
dealt here. The next Chapter, which studies the synthetic database construction, is inherently
related with the present, because the ADM scene deﬁnition gives the broad parameter intervals
where it is necessary to deﬁne the simulations.
The most advanced conversion models, CERES Terra and CERES TRMM ADMs, have been
considered as basic knowledge. Thus, the ADM scene deﬁnition for the EarthCARE Broad-Band
Radiometer has been selected considering and trying to improve these previous models.
• The ADMs have been constructed using the Sorting-into-Angular-Bins approach. In this
method, radiance measurements are sorted into discrete angular ranges and parameters that
deﬁne an ADM bin. The ADM scene deﬁnition is deﬁned as the speciﬁcation of the interval
values that compose these bins, that is, scene classes and angular geometries.
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• The ADMs are function of imager-derived parameters that have the greatest inﬂuence on
the anisotropy of the scene. Since the anisotropy dependence is diﬀerent between shortwave
and longwave radiances, SW ADMs are deﬁned independently from the LW ADMs.
• Previous studies demonstrated that it is not possible to obtain enough number of BBR-like
radiances among the instruments currently in orbit to ﬁll all the bins speciﬁed in the ADM
scene deﬁnition.
• Simulations have been used to relate radiances to corresponding ﬂuxes and thus, obtain
theoretical values for the ADMs. It is essential to establish the intervals within which the
statistical background of synthetic measurements will be computed, i.e., the ADM scene
deﬁnition.
• ADM scene deﬁnition for the EarthCARE BBR is determined considering the availability of
coincident high spatial and spectral resolution narrow-band measurements. Although other
strategies could be considered in forthcoming improvements, since the EarthCARE mission
combines the BBR and the MSI instruments with active sensors on single platform.
• The SW ADM scene deﬁnition is divided into broad categories based on cloud cover, cloud
top height, cloud optical thickness, surface type and wind speed in ocean clear-sky scenes.
As a preliminary approach, the ADM scene deﬁnition does not consider multi-layer cloud
situations.
• It has also been included natural phenomena such as desert dust storms for the shortwave
band.
• The LW ADM scene deﬁnition has been classiﬁed based on the surface, the vertical temper-
ature diﬀerence and the precipitable water vapour for clear conditions; and the cloud liquid
water path and the cloud top height for cloudy conditions.
• The anisotropic factor is a function of all three angles for the SW band, while it is deﬁned
only as a function of the viewing zenith angle in the LW region. The dependence of LW
anisotropy on solar zenith angle and relative azimuth angle is negligible in most conditions.
• The orbit equatorial crossing time has been ﬁxed to restrict the number of simulations.
To take into account most of the EarthCARE requirements at the same time, we decided
to undertake the simulations considering all orbits with a Equator crossing time included
between 13:30 and 14:00 LST.
• Since this orbital constraint corresponds to speciﬁc positions of latitudinal overpassing, the
angular geometry and the overpassing are coupled. Only simulations within the possible
geometrical conditions in each standard atmosphere are carried out, avoiding introducing
wrong statistical background in the database.
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• A ﬁnal number of 5 166 bins have been selected for the SW ADM scene deﬁnition, and 152




This Chapter describes the construction of the theoretical database employed in the angular
model development. Firstly a complete discussion about the methodology is performed. Secondly
the physical parameters speciﬁed in the calculations sorted in three wide categories, namely,
surface, atmosphere and clouds, are presented. The explanation of how each parameter is taken
into account in the Simulator is also deﬁned. Following the three-dimensional eﬀects considered in
simulations are analyzed, after that the deﬁnition of the diﬀerent inputs and the options selected
on them are introduced, and lastly, the computational resources available for the Thesis are listed.
3.1. Methodology
Once the ADM scene deﬁnition is established, the radiance values coming from diﬀerent scenes
must be stored in the speciﬁc angular bins for the angular distribution model construction. In
CERES Terra ADM, after suﬃcient satellite-measured radiance data is compiled, approximately
eight months to two years of measurements, the radiances are used to develop the angular models.
Every angular bin contains statistically representative samples for each scene class.
The diﬀerence between the BBR and other past and current on-board satellite instruments,
as regards the database generation issue, is that the BBR is a forthcoming mission radiometer
from where, obviously, there are no measurements available. As a consequence, in order to build
a representative TOA radiance database, it is necessary to use simulated data from a radiative
transfer model. In the process of building a synthetic ADM, we have to generate radiances coming
from diﬀerent scenes to ﬁll the angular bins, trying to simulate the real sampling. Firstly, we have
to build a scene database for each ADM scene class that as far as possible represents the statistical
satellite sampling. Secondly, we will apply a radiance transfer code over these scenes with the
allowed angular geometries (from the ADM scene deﬁnition) to obtain the TOA radiances and
ﬂuxes. This database is composed of sub-scenes that belong to a speciﬁc scene class. A sub-
scene is a scene of cloud, atmospheric and aerosol parameters that has a small inﬂuence on the
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anisotropy of the radiance ﬁeld and which is not included in the ADM scene deﬁnition. Brieﬂy,
it is necessary to carry out a statistical study for each of the previously deﬁned ADM types, and
for that, one has to generate a TOA radiance database with suﬃcient number of sub-scenes to
make up a signiﬁcant statistical ensemble.
The elaboration of angular distribution models from radiances and ﬂuxes obtained by simu-
lation requires a reliable radiative transfer code that accurately reproduces satellite observations.
In our case, the EarthCARE Simulator (Donovan et al., 2004) is the most suitable tool to achieve
that. The EarthCARE Simulator is a 3-D Monte-Carlo photon transport algorithm for shortwave
and longwave that includes multi-scattering. This simulator was speciﬁcally designed to develop
algorithms to study the response of the EarthCARE mission instruments before actually being
built and launched into orbit. It is capable to reproduce the observations of the diﬀerent mission
instruments taking into account the speciﬁc characteristics of each sensor, including noise, sam-
pling and footprint size. It can generate atmospheric scenes with a high level of microphysical
details for clouds and aerosols, being able to analyze 3-D and multi-layer clouds.
The EarthCARE Simulator is undoubtedly the best option to reproduce radiance ﬁelds similar
to those that the BBR will observe once the mission is operational. Therefore, it is the tool selected
to generate the TOA radiance and ﬂux database. The next sections describes this tool in detail,
and it has been largely adapted from Donovan et al. (2004).
3.1.1. The EarthCARE Simulator
The EarthCARE Simulator package performs true “end-to-end” simulations of the Earth-
CARE mission. That is, the output of the forward instrument models is inverted to obtain
relevant atmospheric properties. The inversion products are then compared with the true at-
mospheric state. Furthermore, to fulﬁll the mission goal of retrieving the atmospheric column
properties so that the ﬂux divergence proﬁles may be inferred consistent with a TOA ﬂux ac-
curacy of 10Wm−2, the accuracy of the inversion products must be expressed in terms of their
radiative impact. To do this, it is necessary to feed the inversion products into a compatible
radiative transfer code in order to estimate the 3-D radiation ﬁeld. This retrieved ﬁeld can then
be compared with the true ﬁeld.
In order for the entire simulation process to be meaningful, the calculation of the atmospheric
scattering and absorption parameters must be based on a common approach. This is necessary
to ensure that the results of the various radiative transfer calculations and the various instrument
forward model outputs are indeed consistent with each other. Thus, the Simulator package is
structured so that, in essence, all the necessary parameters for each instrument forward model are
calculated separately outside of the instrument models themselves. This is achieved by specifying
the cloud and aerosol properties in terms of their explicit size distributions and combining this




Figure 3.1: 3-D diagram for cloud and aerosol information. Adapted from Donovan et al. (2004).
Regarding the scope of input scenes, on the one hand, it is necessary to provide the user with
some mechanism for quickly creating their own idealized scenes. On the other hand, it is also
necessary for the Simulator to be able to use complex “realistic” model-based input data sets.
To satisfy the requirement for simple scenes, which can be generated on-demand by the user,
the Simulator includes a scene creator application (Fig. 3.1). This application sets the standards
for the data structures and protocols that are utilized by the Simulator as a whole (see next
Section). The requirement to investigate complex realistic scenes is accomplished by adopting an
approach where the data associated with model generated scenes is translated into the appropriate
Simulator structure (employed in the Chapter 7).
The spatial scales covered by the Simulator are in principle, limited only by the memory
requirements and the computing time necessary for carrying out the calculations. In practice, due
to the desire to treat complex scenes at high resolution (on the order of 100 − 200m) practical
sizes are limited to the 10 − 20 km horizontal scale. This scale is suﬃcient for the simulation
of the EarthCARE platform whose lowest resolution instrument (the BBR) has a footprint of
10x 10 km.
3.1.2. Scene Creation
The scene creator is the programme for creating user deﬁnable scenes in the Simulator format.
The programme can also act as a processor for reading more complex 3-D cloud and aerosol
information in order to build a complex scene in the ECARE Simulator format.
The user can select the total scene size, as well as the horizontal and vertical resolutions,
deﬁning, in the end, detailed 3-D scenes. The atmosphere type, that is, the pressure, temperature,
water vapour content and ozone content altitude proﬁles can be manually introduced, or else, a
model can be chosen out of the seven 1-D atmospheric standard models available by default:
Tropical (TRO), Mid-latitude summer (MLS), Mid-latitude winter (MLW), Subarctic summer
(SAS), Subarctic winter (SAW), Arctic summer (AS) and Arctic winter (AW) (McClatchey et al.,
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Table 3.1: Default scattering types. Extracted from Donovan et al. (2004).
Name rmin (μm) rmax (μm) Nº of sizes
Cloud Water 1.0 50 50
Drizzle 10.0 500 10
H2SO4 25% 0.01 10 30
H2SO4 50% 0.01 10 30
H2SO4 75% 0.01 10 30
Soot 0.01 10 30
Sea Salt 0.01 10 30
Dust 0.01 10 30
Soluble 0.01 10 30
Columns (perfect) 1.75 650 8
Columns (rough) 1.75 650 8
Plates (perfect) 15.0 650 6
Plates (rough) 15.0 650 6
Ice 0.5 50 50
Snow (large ice) 25.0 2 500 50
1972). In addition, it is possible to specify the CO2 volume mixing ratio and the scaling factor
for the water vapour and ozone concentrations.
It is also possible to introduce wind speed through its three components (vx, vz , vz). This will
be especially signiﬁcant in open water clear-sky simulations, since wind conditions change water
texture and, therefore, surface albedo.
Cloud and aerosol information can be directly speciﬁed within the input ﬁle or it can be
read from other sources (adapted outputs from cloud generators like cloud resolving or stochastic
models). Specifying the scattering information within the input ﬁle is only useful for simple (block)
clouds. In these simple scenes, the user should introduce the cloud and aerosol information layers
by means of diﬀerent regions. The system is very ﬂexible allowing that a scene may be composed
by multiple overlaying regions deﬁned anywhere, in the scene domain.
Therefore, in order to deﬁne the scene, the total number and type of scatterer/absorber species
used in the scene should be speciﬁed (Table 3.1), as well as the total number of regions and the size
and position that the scatterers/absorber species in the scene. Furthermore, the microphysical
information for each region must also be speciﬁed (and for each layer into the region), i.e., the
scatterer/absorber type, the extinction coeﬃcient at 550nm, the eﬀective radius, the particle
size distribution type, the distribution number of modes and the distribution width parameter.
Global scattering regions are intended to provide a mechanism for specifying background ﬁelds
(i.e. aerosols) which may be considered horizontally homogeneous across the domain of the scene.
The default option for specifying the size distribution parameters for the clouds and aerosols
is based on the generalized gamma distribution formalism (Hu and Stamnes, 1993). A generalized















where rm is the mode radius, N0 is the total number of particles in the distribution, and γ is the
width parameter. For the generalized gamma distribution the relationship between the eﬀective
radius reff and rm is given by
reff = rm(γ + 2) (3.1.2)
In the development of the project, it was necessary to implement the lognormal distribution
(Deepak and Gerber, 1983) as a new distribution type for the Simulator in order to be able to
specify aerosol distributions in the scenes according to the microphysical parameter deﬁnitions















where σ is the width parameter. For the lognormal distribution, the relationship between the
eﬀective radius reff and rm is given by
reff = rm (2.5σ2) (3.1.4)
The Simulator now uses two diﬀerent types of particle size distribution, namely the lognormal
distribution which has been used in the deﬁnition of the aerosol regions and the generalized gamma
distribution, which has been used in the deﬁnition of clouds.
3.1.3. Broad-band Shortwave Calculations
The shortwave calculations are performed using a semi-analytical Monte-Carlo procedure
(Barker et al., 2003). The method of Monte-Carlo simulation is a well-established tool for study-
ing speciﬁc cloud geometries, particularly three-dimensional ﬁnite clouds. The method’s principal
advantage is that results are faithful to the detailed physical cloud model, so that ﬂux or radiances
estimates are calculated without further approximations of the transfer equation; their accuracy
is limited only by the number of simulated photons. Other methods, such as plane-parallel or dis-
crete angle methods, while simplifying the radiative transfer problem, introduce approximations
tending to reduce the degrees of freedom of the radiation ﬁeld, thus failing to fully treat cloud
inhomogeneity (Cahalan et al., 1994). The Monte-Carlo method has an important disadvantage,
however: calculations can be computationally expensive. This disadvantage is overcome by ap-
propriate use of parallel processing computer platforms and adjusting the set-ups to reduce the
computational demands (see Section 3.5).
In general, photon packets are tracked from the top of the atmosphere until they are (eﬀec-
tively) absorbed or they exit the atmosphere (see Fig. 3.2). In a pure Monte-Carlo procedure,
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Figure 3.2: Schematic view of the shortwave Monte-Carlo approach used. Courtesy of Donovan et al.
(2004).
photons are launched from their source with an initial direction vector. Then, the photon travels
a distance and interacts with a scatter or an absorber, being the interaction determined stochas-
tically. This process in which photons are tracked until they are absorbed, detected or exit the
simulation area is simple and accurate but it is also not very eﬃcient since a given photon has
a small chance of being scattered back. With the semi-analytical approach, this shortcoming is
solved because it calculates analytically the amount of unscattered energy and then it proceeds
to calculate the higher order scattering by launching a number of appropriately weighted photon
packets. The technique of forcing scattering of the photon packets to occur within a given dis-
tance to the receiver axis is implemented to increase the eﬃciency of the calculation. Besides, the
technique of using symmetric eﬀective phase to increase the number of backscattering events is
also employed (Platt, 1981), in such a way that more packets travel toward the receiver (but with
a suitable reduced weight).
The domain is assumed to be cyclic so that photon packets leaving the right side of the domain
will appear back on the left side. At each atmospheric interaction, the photon packet is either
absorbed or scattered. Interactions with the surface do not result in outright absorption but
reduce the statistical weight of the packets.
For each grid cell, a number of photon packets are launched from the TOA according to
the solar elevation and azimuth. This process is repeated a minimum of two rounds. Up to a
speciﬁed maximum number of rounds, the calculation proceeds until the standard deviation of
the calculated radiances or the TOA ﬂuxes for each output pixel are below a speciﬁed threshold.
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Figure 3.3: The scheme shows how the location in a cloud of diﬀerent photon trajectories relative to a
sensor can result in dramatically diﬀerent contributions to a radiance estimate. The photon at A is moving
away from the sensor and is deep inside the cloud. Thus, its chance of being scattered toward the sensor
and making it out of the cloud is low. The photon at B, on the other hand, is moving toward the sensor
and experiences a scattering event close to a cloud edge. Thus, its chance of being scattered toward the
sensor and making it out of the cloud is extremely high. Adapted from Donovan et al. (2004).
However, this procedure can result in the generation of rare events with very high contributions
(see Fig. 3.3). Statistically infrequent, but large contributions to the TOA signal can be generated
by photon packets that have “turned-around” and are then scattered while traveling upward to
the top of the atmosphere. In order to improve the convergence statistics, contributions that
exceed a certain threshold are sent to an excess bin. The contents of this excess bin may be
discarded or distributed across the scene in proportion to the calculated radiances excluding the
excess.
Atmospheric transmission is calculated using a correlated-k method, and for each narrow-
band, the scattering properties are assumed to be constant across the range of the narrow band
limits. The approach and the bands follow those used by Kato et al. (1999). The various narrow
bands can be grouped together to deﬁne bands for broad-band calculations.
A number of scattering library ﬁles is included with the Simulator distribution package. These
ﬁles contain scattering phase function data, extinction, and absorption data covering wavelengths
from 200nm to 400μm. The default scattering types included with the simulator are presented
in Table 3.1. The VIS/UV/IR scattering information is stored at 166 discrete wavelengths with a
spacing of 0.05μm between 0.2 and 7.0μm, 0.5μm between 7μm and 25μm, a spacing of 10μm
between 30 and 100μm, and of 100μm to 400μm.
Surface BRDFs (Bidirectional Reﬂectance Distribution Functions) are handled by the Rahman
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Pinty Verstraete (RPV) bidirectional reﬂectance factor model (Rahman et al., 1993) from land
surfaces, while the Cox and Munck (1954) model of ergodic Gaussian waves is used for ocean
surfaces. The RPV parameters are only available for two narrow wavelength bands, both visible
and near infrared, but capture detailed angular dependencies.
The inputs that the Monte-Carlo radiative transfer code needs are the output resolution, the
number of photons per columns (relative to output resolution, the domain to use is divided into
columns according to the output resolution), the maximum number of rounds (iterations), the
convergence criteria for ﬂuxes and radiances, the minimum and maximum reﬂectances before
discarding, the number of Mie scatterers before switching to Henyey-Greenstein phase functions,
the number of viewing angles, the angular geometry between the sensors and the sun, the channel
band to perform the run and the RPV parameters. The default surfaces deﬁned in the Simulator
(Pinty et al., 2002) and obtained from studies with the MISR instrument are too speciﬁc for
the development of our work. Thus, in order to be able to implement new surface types, it was
necessary to generate a new look-up table of RPV parameters. The detail of this implementation
is given in the Section 3.2.1.
The output of the shortwave Monte-Carlo programme has been modiﬁed to improve time eﬃ-
ciency of the simulations. The EarthCARE Simulator is a complex code still under development,
and its intensive and extensive use in this context has permitted the detection of some bugs which
have been reported to Simulator developer and subsequently ﬁxed. Moreover, we have done a
modiﬁcation of the main programme to obtain results, TOA BRDF and TOA albedo by default,
in terms of radiances and ﬂuxes.
3.1.4. Broad-band Longwave Calculations
At wavelengths past 4.0μm, thermal emission within the Earth’s atmosphere dominates over
the amount of solar radiation. Unlike the case for solar shortwave radiation, the source of the
radiations, is dispersed throughout the atmosphere itself. This makes a standard Monte-Carlo
approach impractical. Nevertheless, an inverse Monte-Carlo approach is very eﬃcient in these
circumstances.
An inverse Monte-Carlo technique tracks photon packets back from the receiver. The photon
packet paths are tracked back to where they are absorbed (emitted) (see Fig. 3.4). Once the
path of a particular packet is determined, its contribution to the receiver signal is determined.
This contribution depends of the wavelength under consideration and the temperature of the
atmosphere where the packet was ﬁrst emitted.
Top of atmosphere ﬂuxes are also computed by this method. The ﬂux calculation precedes by
calculating radiances at ﬁve emergent angles (random azimuths) and using a weighted sum of the
radiances as an approximation to the ﬂux (i.e. 5-stream approximation).
Surfaces are assumed to be black bodies at all wavelengths in the current version.
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Figure 3.4: Schematic view of the inverse longwave Monte-Carlo approach used. Courtesy of Donovan
et al. (2004).
3.2. Sub-scene Parameters Selection
A scene database is required to carry out the simulations under the suitable observation
geometry. In order that the ADM properly works with the future BBR radiances, the database
from where it is obtained should be representative of the real atmospheric scenes. This implies the
extension to a large range of atmospheric conditions and representative surfaces. Cloudy scenes
are really signiﬁcant, but we have to maintain a certain coherence with clear-sky scenes, both in
the SW and the LW. Compatibility is a relevant issue when generating a database as general as
possible. Compatibility means that every SW radiance must have one or more compatible LW
radiances and the other way around. The selection of the parameters to be varied, i.e., the inputs
introduced in the simulations to reproduce a representative satellite sampling for the construction
of the database, have been done to ﬁll the scene class bins deﬁned by the BBR ADM scene
deﬁnition, both in the LW and SW, according to the statistical frequency studies of occurrence
obtained in the speciﬁc literature, and considering the EarthCARE Simulator sensitivity to detect
these changes. Although there may be parameters that in principle only have inﬂuence in one of
the two bands, nevertheless, they should be included in both to maintain their compatibility in a
general way. Let me analyze each of the selected parameters and their variability range that has
been assigned.
As it has been previously commented, the scenes have been generated with the scene creator,
a tool that provides 3-D scenes with a high level of detail. In the production of the database, a
number of “consistent” constrains have been introduced to inter-relate logically the parameters
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that deﬁne the sub-scenes in each bin.
3.2.1. Surface Types
Undoubtedly, the spectral characteristics of the surface will play a crucial role in the TOA
radiation ﬁeld, mainly under clear-sky conditions. Since the study has a global character, we have
made use of the most representative surfaces over the Earth, namely, ocean, vegetation, desert
and snow.
The selection of the BRDF is the only available means in the Simulator to deﬁne the surface
properties for shortwave calculations. The BRDF (Nicodemus et al., 1977) describes how the
terrestrial surfaces reﬂect the sun radiation. For ocean surfaces, the method developed by Cox
and Munck (1954) is used, whereas to discriminate among land surfaces the three free parameters
(ρ0, Θ, k) from the RPV bidirectional reﬂectance model developed by Rahman et al. (1993) should
be introduced. Its potential has been demonstrated for several applications in land surface studies
as Pinty et al. (2000); Lajas et al. (2001).
In the CERES Terra ADMs (Loeb et al., 2005), the surface discrimination is very much
detailed. Since the BRDF is not the most suitable parameter to discriminate large footprint
surfaces (Dome´nech, 2005; Dome´nech and Lo´pez-Baeza, 2006) and a large number of surfaces
would greatly increase the total number of simulations, we have chosen the CERES TRMM ADM
classiﬁcation criteria (Loeb et al., 2003b) as far as surface types are concerned, in addition to the
snow surface. In Appendix C we present a summary of a detailed speciﬁc study carried out in
this context, where we show, by means of CERES TOA radiances, the diﬃculties to discriminate
surface types by using only the BRDF calculated over large footprints.







since the anisotropy of the longwave radiance ﬁeld is rather lower than that of shortwave radiance
ﬁeld (Lo´pez-Baeza et al., 2001), we will need less ADM bins to determine the angular dependence,
thus, for longwave radiances the surfaces employed are:
• Ocean
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where the land surface includes the dark desert and vegetation surfaces of the SW ADM.
Since there are not default BRDFs for these surface types in the Simulator, if we want to
introduce them we had to implement new RPV parameter values (ρ0, Θ, k) for each new surface
to be considered. For each of those, these RPV parameter values have been extracted from the
POLDER-1/ADEOS-1 BRDF database V1.1 1 (Lacaze et al., 2002). The POLDER-1/ADEOS-1
database compiles 22594 BRDFs collected at 443, 565, 670 and 865nm and acquired by ADEOS-
1/POLDER-1 during 8 months, from November, 1996 to June, 1997, on a maximum number
of sites describing the natural variability of continental ecosystems, at several seasons whenever
possible. The biomes are chosen on the basis of the 17 land cover classes of the IGBP (Inter-
national Geosphere and Biosphere Program) 1-km DISCover land cover classiﬁcation (Belward
and Loveland, 1996). The POLDER-1 bidirectional reﬂectances have been corrected from at-
mospheric eﬀects using the advanced Level 2 algorithms developed for the processing line of the
ADEOS-2/POLDER-2 data.
The BRDF parameters from the POLDER-1/ADEOS-1 BRDF database have been selected
previously by choosing an IGBP biotype for each ADM surface according to the sensitivity study
developed by Loeb et al. (2003b) and taking into account the NDVI (Normalized Diﬀerence
Vegetation Index) increase as shown in Table 3.2. This table shows the values for the three RPV
model parameters (ρ0, Θ, k) for both SW wavelength POLDER bands at 670nm and 865nm,
respectively corresponding to the Simulator VIS and NIR spectral bands.
Table 3.3 shows the standard atmosphere models used in the simulations for each surface.
They have been selected from the study of the IGBP maps carried out in Dome´nech and Lo´pez-
Baeza (2006) (see Appendix D), the surface study developed by Loeb et al. (2003b) and taking
into account the deﬁnitions of the latitudinal limits of the standard atmosphere models given in
Table 3.4. The standard atmospheres used in the simulations for the deﬁnition of dust storm
ADMs correspond to regions where it is possible to ﬁnd these events.
The main eﬀects of the surface in longwave TOA radiances are emissivity and temperature.
The Simulator treats all surface types as being Lambertian with a ﬁxed emissivity of 0.98 in the
whole wavelength interval for longwave calculations. The temperature of the surface is assumed to
be the same as the temperature of the lowest atmospheric level. Thus, for the same atmosphere,
the results of the simulation will be independent of surface type.
To consider coherent surface temperature variability in this study, the temperature value of
the lowest atmospheric level for every atmospheric temperature proﬁle has been modiﬁed as a
1The POLDER-1 BRDF database Issue 1.1 has been produced by POSTEL from an original algorithm developed
by Noveltis. The data are from CNES POLDER-1 on-board NASDA ADEOS-1.
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Table 3.2: RPV parameters selected.
NVDI surface type IGBP selected
0.1– 0.2 Bright desert Barren desert
Band ρ0 Θ k RMSE (%) Corr. coef.
Visible 0.214 -0.019 0.847 1.141 0.915
NIR 0.275 -0.028 0.849 1.183 0.946
0.2 – 0.3 Dark desert Open shrubs
Band ρ0 Θ k RMSE (%) Corr. coef.
Visible 0.136 -0.077 0.785 1.496 0.926





Band ρ0 Θ k RMSE (%) Corr. coef.
Visible 0.056 -0.091 0.691 1.177 0.806




Band ρ0 Θ k RMSE (%) Corr. coef.
Visible 0.015 -0.279 0.769 1.099 0.816
NIR 0.114 -0.158 0.746 1.194 0.980
-0.1 – 0 Snow
Permanent
snow and ice
Band ρ0 Θ k RMSE (%) Corr. coef.
Visible 0.935 -0.042 1.035 2.732 0.795
NIR 0.848 -0.058 1.018 2.539 0.832
Table 3.3: Standard atmosphere selected for each surface bin.
Surface ADM deﬁnition Standard atmosphere model
Shortwave and longwave scenes
Ocean TRO, MLS, MLW, SAS, SAW
Bright desert MLS, MLW
Dark desert MLS, MLW, SAS, SAW
Low-moderate vegetation TRO, MLS, MLW, SAS, SAW
Moderate-high vegetation TRO, MLS, MLW, SAS, SAW
Snow SAS, SAW, ARS, ARW
Land TRO, MLS, MLW, SAS, SAW
Shortwave dust storm events
Ocean TRO, MLS, MLW
Land TRO, MLS, MLW
function of the surface selected according to the Table 3.3 and Table 3.5. A set of atmosphere
standard models dependent on the surface has been obtained. As it is shown in Fig. 3.5, these
values ﬁt with the skin temperature results from the ISCCP (International Satellite Cloud Cli-
matology Project) database. For instance, in simulations over land, Tropical, Mid-latitude and
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Table 3.4: Latitude range for the selected standard atmospheres in the North Hemisphere.
Standard atmosphere model Latitude range (◦)
Tropical (TRO) < 23.43
Mid-latitude (MLS, MLW) 23.43 – 66.55
Subarctic (SAS, SAW) 66.55 – 80.00
Arctic (ARS, ARW) > 80.00
Table 3.5: Surface temperatures selected for longwave sub-scenes simulations.
Surface ADM deﬁnition Surface temperature (◦C)
Ocean T0, T0 + 1.5, T0 + 3 T0 = −1 (T0 < 0)
Bright desert T0, T0 + 15, T0 + 20
Land T0, T0 + 5, T0 + 10
Snow T0, T0 − 5, T0 − 10
Subarctic in summer/winter atmospheres have been selected (Table 3.3), thus surface temperature
corresponding to lowest atmosphere level and this temperature value modiﬁed by the correction
factors +5 and +10 (Table 3.5) have been used. T0 values below 0◦ in ocean surface have been
assumed to be −1.
Figure 3.5: Surface temperature from ISCCP. Spatial resolution of 2.5 degrees, mean anual data from
July 1983 through December 2004 (D2 data).
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Figure 3.6: Latitudinal statistics of the water vapour column. Courtesy of Lo´pez-Baeza et al. (2001).
3.2.2. Atmospheric Conditions
Precipitable water vapour
Taking advantage of the previous ESA Study (Lo´pez-Baeza et al., 2001), and considering
the climatological criteria developed there for the construction of the database, we have kept
the climatological value of ozone as constant, and varied the atmospheric water vapour column
corresponding to the seven standard atmosphere models (TRO, MLS, MLW, SAS, SAW, ARS,
and ARW).
For longwave simulations, we use ﬁve total amounts in an interval of 40% around the mean,
which is equivalent to scaling the standard proﬁle by 0.6, 0.8, 1.0, 1.2 and 1.4. These values
are reasonable according to the statistical information extracted from the NVAP (NASA Water
Vapor Project) database2. Water vapour inﬂuence is less marked in shortwave simulations, so we
only use the scale factor by default.
Fig. 3.6 shows the latitudinal statistics of the water vapour column during 1990. The en-
veloping curves obtained by multiplying the mean value 1.4 and 0.6 times generally include the
standard deviation curves. Although the extreme values appear quite far in many latitudes; the
selected interval accounts for most of the variability of this parameter.
Fig. 3.7 shows the water vapour probability distributions where we can see wider distribu-
tions (more variability) towards the Equator, and greater averages and variability in the North
Hemisphere for symmetric latitudinal bands.
2The NVAP total column (integrated) water vapor data sets comprise a combination of radiosonde observations,
Television and Infrared Operational Satellite (TIROS) Operational Vertical Sounders (TOVS), and Special Sensor
Microwave/Imager (SSM/I) data sets. These data sets span over 14 years (1988-2001) and contain total and layered
global water vapor data. The spatial coverage is global for all data sets.
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Figure 3.7: Water vapour probability distributions. Courtesy of Lo´pez-Baeza et al. (2001).
Aerosols
Horizontally homogeneous aerosol layers implemented as background in the scene have been
considered in this study. In the Simulator, the radiative properties of the basic aerosol types
deﬁned by the International Radiation Commission of IAMAP (International Association of Me-
teorology and Atmospheric Physics) (WMO, 1983), are implemented. These component types
are, namely, dust-like, water-soluble, salt and soot (Table 3.1). In order to introduce the aerosol
eﬀects in the scenes correctly, we should mix these component types and deﬁne aerosol models.
But these models cannot directly be introduced in the Simulator. We have to construct them.
In the scene inputs we have selected the respective libraries of the four scatterer components
which are adequately mixed to make up those models.
In order to gain more variability in the shortwave radiance ﬁeld, we have distinguished the
aerosol optical thickness values at 550nm for each of the selected surfaces, according to statistical
studies of probability of occurrence available in the literature. These studies have helped us to
select the adequate range values, shown in Table 3.6. The values of optical thickness of ocean
aerosols are generally below 0.15 (Smirnov et al., 2002; Dubovik et al., 2002), whereas in the case of
aerosols over non oceanic surfaces, the values are very much dependent on the study area (Torres
et al., 2002; Estelle´s et al., 2004), although the optical thickness values selected generally are
within the ranges of the results obtained in the literature sources above mentioned. For Arctic
areas Yamanouchi et al. (2005); Carmine et al. (2005) give values below 0.2, while the global
climatologies WMO (1986); Hess et al. (1998) provide values for the diﬀerent surfaces which are
considered within the variability range chosen to construct the scene database. Aerosol inﬂuence
is less pronounced in longwave simulations, so we only use the most signiﬁcant values of aerosol
optical thickness for each surface.
The information on aerosol fraction by volume of each component (Table 3.7) for each model,
61
Chapter 3. Theoretical Database Generation
Table 3.6: Aerosol optical thickness for each ADM surface.
ADM surface deﬁnition Aerosol optical thickness (550 nm)
Shortwave scenes
Ocean 0.1 - 0.2
Bright Desert 0.1 - 0.3 – 1
Dark Desert 0.1 - 0.2 - 0.3
Low-Moderate Vegetation 0.1 - 0.2 - 0.3
Moderate-High Vegetation 0.1 - 0.2 - 0.3
Snow 0.1 - 0.2
Shortwave dust storm events
Ocean 1.5 - 3.5






Table 3.7: Aerosol fraction of the single components for each model.
















the aerosol model types that compose the aerosol proﬁles (Table 3.8) and the aerosol proﬁle type
for each surface (Table 3.9) have been extracted from the WMO (1986) report.
To be able to introduce the total aerosol optical thickness information in the Simulator, by
assuming a ﬁxed layer thickness, we assign a new extinction coeﬃcient to the aerosol models in
order that the total aerosol optical thickness is adjusted to the total aerosol optical thickness that
we want to introduce in each proﬁle, according to the climatological criteria mentioned above.
By knowing the model composition, we give to each component the extinction coeﬃcient which is
necessary in order that the sum provides the total calculated extinction coeﬃcient for the speciﬁc
proﬁle, that is, we keep the ﬁxed proportions to maintain the structure, but adapting them to our
needs (according to climatological criteria, see Table 3.6). Therefore, we introduce the necessary
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Table 3.8: Aerosols proﬁles description.
Aerosol Proﬁle Layer (km) Aerosol model optical thickness (550 nm)
II CONT-I
0 - 2 continental 0.2
1 - 12 continental 0.025
III MAR-I
0 - 2 maritime 0.05
2 - 12 continental 0.025
IV CONT-II
0 - 6 continental 3.0
6 - 12 continental 0.015
V MAR-II
0 - 2 maritime 0.05
2 - 6 continental 3.0
6 - 12 continental 0.015
ARCTIC 0 - 2 arctic -
Table 3.9: Aerosol proﬁle for each selected surface.
Surface ADM deﬁnition Aerosol proﬁle
Shortwave and longwave scenes
Ocean III MAR-I
Bright desert IV CONT-II
Dark desert II CONT-I
Low-moderate vegetation II CONT-I
Moderate-high vegetation II CONT-I
Snow Until 2 km
Land II CONT-I
Shortwave dust storm events
Ocean V MAR-II
Land IV CONT-II
Table 3.10: Microphysical aerosol parameters. σ∗ = log(σ) in the ECARE Simulator.
Aerosol component type rmax (μm) rmin (μm) reffective (μm) σ
∗
Water-soluble 10.0 0.01 0.1078 2.24
Dust-like 10.0 0.01 82.211 2.15
Soot 10.0 0.01 0.0392 2.00
Salt 10.0 0.01 61.282 2.03
scattering regions in the Simulator according to the aerosol proﬁle and the corresponding model
composition, by using the extinction coeﬃcients calculated for each scatterer. The aerosol proﬁle
structures built for the Simulator and used to construct the scene database are presented as cross
section pictures in the Appendix E.
The microphysical features from Hess et al. (1998) have been employed for the microphysical
aerosol parameters. We use a single mode lognormal distribution always choosing the coarse mode
characteristics of the scatterer species. As aerosol min/max radius we choose the extreme values
permitted by the Simulator (Table 3.10).
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Figure 3.8: Size distributions for the aerosol models generated for the EarthCARE Simulator.
Fig. 3.8 shows the size distributions for the three aerosol models generated in the Simulator.
The eﬀective radius and the width of the gamma distribution deﬁne the shape of the multi-modal
distribution. In the plot, we have used the relationship between the components particle numbers
normalized to unity (WMO, 1986).
Wind Speed
In clear-sky ocean surfaces wind speed is a factor that modiﬁes surface reﬂectance (Jin et al.,
2004). Ocean roughness increases as wind speed does and, therefore, surface reﬂectance. The
importance of this parameter is shown in the CERES TRMM/Terra ADMs given the high dis-
cretization of wind speeds used for the clear-sky ocean scene deﬁnition. The sensitivity tests
carried out show that the Simulator is probably less sensitive to wind speed changes than the
real data. Taking this into account and in order to limit the total number of simulations, the
compromising solution was to choose the wind speed intervals shown in Table 3.11. This table
shows the respective deﬁnitions for the wind speed intervals selected, following the Beaufort Wind
Scale based on observations of the eﬀects of the wind.
These intervals have been selected according to the global climatology of wind velocity derived
from the Special Sensor Microwave/Imager (SSM/I) instrument (Atlas et al., 1996). The wind
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Table 3.11: Wind speed scene classes selected.
Simulated Intervals for (ms−1) Beaufort
WMO description
wind speed (ms−1) wind speed scene classes number (force)
0 < 2 0 − 2 Calm to light breeze
5 2 – 7 2 − 4 Light breeze to moderate breeze
10 7 – 13 4 − 6 Moderate breeze to strong breeze
20 > 15 7 − 8 Near gale to gale
speeds used in the study also agree with the values shown in the study over the Mediterranean
Sea of Bentamy et al. (2007), where the wind speed varies from values below 1 and up to 20ms−1.
3.2.3. Cloud Conditions
The most signiﬁcant errors in the radiance-to-ﬂux inversion methods occur for cloudy ADMs
(Lo´pez-Baeza et al., 2001; Bodas-Salcedo et al., 2003) because the anisotropy of the radiance ﬁeld
is much larger than for clear-sky conditions. In order to reduce the inversion error, it will thus be
necessary to discriminate the maximum number of angular bins and generate a wide statistical
ensemble (sub-scenes) for each one of them.
Clouds are characterized by their large variability, both microphysical and macrophysical.
For the construction of the database, macrophysical (cloud altitude, cloud thickness, coverage),
microphysical (particle type, particle eﬀective radius, particle size distribution type, width of the
distribution) and radiative (extinction coeﬃcient) parameters have been varied.
By following a macrophysical classiﬁcation, clouds are usually described according to their
altitude. And thus, clouds are sorted in three main types: Low, Middle and High clouds (Rossow
Figure 3.9: Standard atmosphere model proﬁles.
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Table 3.12: Cloud top height for each atmosphere model.
Standard atmosphere model Low (km) Middle (km) High (km)
Tropical 2 6 14
Mid-latitude summer 2 5 12
Mid-latitude winter 2 5 10
Subarctic summer 2 5 10
Subarctic winter 2 5 8
Arctic summer 2 5 9
Arctic winter 2 5 8
and Schiﬀer, 1999; WMO, 1972). Cloud top height in each of these levels will depend on the
atmosphere type where they are included, according to their temperature proﬁle which indicates
the tropopause height (Bodas-Salcedo et al., 2003). Fig. 3.9 shows the temperature proﬁles of the
Simulator standard atmospheres (McClatchey et al., 1972) up to 20 km altitude.
Low clouds have been placed at 2 km altitude, independently of the atmosphere type. High
clouds have been placed with their tops close to the beginning of the tropopause, whose position
depends on the atmosphere proﬁle, being higher as we move away from the poles in the same
season, and also in summer for the same latitude. Middle clouds have been placed at intermediate
positions, their altitude also changes according to the standard atmosphere model (Table 3.12).
The following cloud macrophysical parameter that we are considering in the database is cloud
percent cover. In the ADM scene deﬁnition we took an intermediate description between the
CERES TRMM ADM deﬁnition and that of CERES Terra. Fig. 3.10 shows the ranges selected
for the ADM angular bins and the structure of the simulated scene for each interval. The minimum
possible sampling has been only taken, i.e., one point for each interval. The tests carried out by
changing cloud percent cover within each angular bin selected show that the sampling is not the
most suitable one, but it has been chosen as a compromising situation. Due to computational
expense, we can only run a limited number of simulations, and this choice reduce signiﬁcantly the
number of them. This is one of the issues to consider in the improvement of these ADMs.
From a radiative viewpoint the most relevant parameter is cloud optical thickness. Thus,
this will be the parameter more largely developed. In order to be able to select the optimum
Figure 3.10: Cloud coverage.
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Table 3.13: Cloud optical thickness classes and sub-scenes generated in the database.
Low cloud height
Cloud optical thickness class Limits for each scene class
Cloud optical
thickness sub-scenes
Thin < 3.5 1.5, 2.5, 3.5
Moderate 3.5 – 20.0 5.0, 12.5, 20.0
Thick > 20.0 25.0, 30.0, 50.0
Middle cloud height
Cloud optical thickness class Limits for each scene class
Cloud optical
thickness sub-scenes
Thin < 3.5 1.5, 2.5, 3.5
Moderate 3.5 – 20.0 5.0, 12.5, 20.0
Thick > 20.0 25.0, 30.0, 50.0
High cloud height
Cloud optical thickness class Limits for each scene class
Cloud optical
thickness sub-scenes
Thin < 1.5 0.5, 1.0, 1.5
Moderate 2.0 – 4.0 2.0, 3.0, 4.0
Thick > 50.0 50.0, 85.0, 120.0
cloud optical thickness sampling interval, we have analyzed data from the existing literature.
Similarly to the rest of the parameters that deﬁne clouds, its variability is the most relevant
characteristic of cloud optical thickness. According to the histograms shown by Rossow and
Schiﬀer (1999); Trishchenko et al. (2001); Dong et al. (2001), the probability of ﬁnding clouds
with optical thickness above 20 is low but not negligible. Thus, we should increase sampling for
optical thicknesses below 20, although it will also be necessary to account for higher values.
For high clouds classiﬁed as cirrus, Elouragini et al. (2005) ﬁnds optical thickness values
below 0.5 for thin cirrus clouds to optical thickness values close to 3 for thick cirrus clouds. The
classiﬁcation shown by Rossow and Schiﬀer (1999) shows optical thickness values larger than 100
for deep convective clouds and nimbostratus.
According to optical thickness, we have classiﬁed clouds in three diﬀerent classes (three diﬀer-
ent scene classes in SW ADMs, structure inspired from the CERES Terra ADMs), namely, thin,
moderate and thick. Each of these types is described by a diﬀerent range of optical thickness
values according to the cloud type. In the database, within each scene, we generate sub-scenes
with three cloud optical thickness values according to the cloud type, within the range speciﬁed
for each cloud class (Table 3.13). Even though, we only use the sub-scenes composed with the
central value of these intervals in longwave calculations.
Although in the ADM scene deﬁnition we have speciﬁed cloud optical thickness at 550nm as
the input parameter, in the scenes generated by the EarthCARE Simulator, the cloud extinction
coeﬃcient at 550nm should be speciﬁed. In order to deﬁne the scenes with the agreed cloud
optical thickness, it will be necessary to ﬁx cloud physical thickness, by taking into account the
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Table 3.14: Cloud thickness for each optical thickness and cloud type.
Cloud thickness (km) for:
Cloud class Thin Moderate Thick
Low 0.5 1.0 1.5
Middle 0.5 2.0 From cloud top height until 1.0 to land
High 1.5 3.5 From cloud top height until 1.0 to land
expression that relates optical thickness and extinction coeﬃcient (Equation 3.2.1),
τ = σΔz (3.2.1)
where τ is the cloud optical thickness at 550nm, σ the cloud extinction coeﬃcient at 550nm and
Δz the cloud physical thickness. In the selection of each scene cloud thickness, we have tried to
reproduce real cloud structures, by increasing cloud thickness according to cloud optical thickness.
For cloud thickness, we have repeated the methodology used with the previous parameters,
that is, by carrying out a study of the available literature. Dong et al. (2002), by means of
radar measurements, determine stratus cloud thicknesses which go from 500m to 2 km. Miles
et al. (2000) give a compilation of cloud microphysical/macrophysical parameter values that show
similar ranges for low and middle clouds. For high clouds, Elouragini et al. (2005) study clouds
from thin cirrus clouds with 1.5 km thick to thick cirrus clouds with 5 km thick, similar values to
those shown by Liou (2002). Jensen and Genio (2003) study deep convective clouds which present
cloud tops close to the tropopause. Finally, Table 3.14 gives the cloud thickness values that we
have used for each cloud type and for each cloud optical thickness.
We have deﬁned cloud phase for these cloud types depending on the standard atmosphere
model and the optical thickness used. We consider that ice particles start forming at an altitude
corresponding to −15 ◦C temperature (Rogers, 1976), and therefore, the cloud composition will
depend on the type of standard atmosphere model and on cloud thickness, whereas the latter
depends on cloud optical thickness. Thus, the altitudes that correspond to −15 ◦C temperature
may be determined for each standard atmosphere model according to Fig. 3.9. From this altitude
upwards, clouds are considered as composed of ice particles, and mixed clouds composed of water
drops and ice particles are generated with a mixing layer of 500m after the ice altitude limit.
Storm clouds have an assigned cloud top of 1.5 km composed of ice particles (the ﬁrst 500m
shared with the liquid water region) (Jensen and Genio, 2003). Table 3.15 shows the cloud phase
criterion selected.
In the Simulator, cloud microphysical characteristics are described by means of their size dis-
tribution, n(r), and the distribution modal radius (from eﬀective radius). In the scene generation
we have used the generalized gamma distribution (see equation 3.1.1), with a distribution width,
γ, equals 2, whereas for the eﬀective radius the most representative values have been used. For
the determination of the maximum, minimum and eﬀective radius liquid water cloud, we have
used Stephens (1994) classiﬁcation. The histograms given in Han et al. (1994) show that the
68
3.2. Sub-scene Parameters Selection
Table 3.15: Cloud phase deﬁnition.
Standard atmosphere





ARW Low (Thin/Mod) Ice
TRO, MLS, SAS, ARS Middle (Thin/Mod) Water
MLW Middle (Thin) Ice
MLW Middle (Mod) Water + Ice ( > 4 km)
SAW, ARW Middle (Thin/Mod) Ice
TRO, MLS, MLW,
SAS, SAW







High (Thick) Water + Ice cloud top (1.5 km)
probability of ﬁnding droplet eﬀective radius values above 25μm is low, which is in agreement
with our election, except for storm clouds. Kawamoto et al. (2001) and Liou (2002) determine
eﬀective radius mean values for diﬀerent water cloud types which are close to those chosen for
the database generation. In addition, we have used the typiﬁed values of Donovan (2003) and
Key et al. (2002) to select the eﬀective radius for the ice clouds. Table 3.16 gives the cloud mi-
crophysical properties selected for the study. Together to the classiﬁcation name by ADM scene
class, the name of the cloud intended to be reproduced is also given, according to the standard
classiﬁcation adopted by the World Meteorological Organization (Salby, 1996).
Fig. 3.11 shows the representative droplet/ice particle size distribution for the clouds types
identiﬁed in Table 3.16. The droplet number concentration from Liou (2002) has been chosen for
the graphic representation.
Outgoing radiances from cloudy scenes are classiﬁed according to their liquid water path in
the longwave ADM building. Since the scene creator does not allow introducing directly this
parameter in the scene input, the liquid water path of the clouds stored in database has been
obtained from Stephens (1994) approximation:
τ ≈ 3LWC Δz
2 reff ρ
(3.2.2)
where LWC corresponds to the liquid water content, Δz is the cloud thickness, reff is the eﬀective
radius and ρ is the water density. From equation 3.2.2 we obtain:
LWP ≈ 2
3
τ reff ρ (3.2.3)
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Table 3.16: Cloud microphysical properties selected.
Cloud ADM class rmax (μm) rmin (μm) reffective (μm) γ
Thin and moderate low clouds over
15 5 17 2
ocean (stratus)
Thin and moderate low clouds over
15 1 10 2
land (stratus)
Thick low cloud (cumulus) 20 10 25 2
Thin and moderate middle clouds
15 1 8 2
(liquid altostratus)
Thin and moderate middle clouds
84 5 35 2
(ice altostratus)
Thick middle liquid-phase clouds
50 15 33 2
(nimbostratus)
Thick middle ice-phase clouds
84 5 35 2
(nimbostratus top cloud)
Thin and moderate high clouds
25 5 15 2
(cirrus)
Thick high clouds
50 20 40 2
(cumulonimbus)
Thick high clouds
84 5 35 2
(cumulonimbus top cloud)
where LWP correspond to the cloud liquid water path3.
The percentile study done with the cloud liquid water path (Appendix B) provides value
ranges coherent with the frequency distribution histograms shown in Roebeling and Feijt (2006).
Furthermore, the LWP values analyzed in Snider (2000) for tropic, Liljegren (1999) for the Arctic
and Han et al. (1995) for mid-latitude give values into the implemented intervals for LW BBR
ADMs.
3.3. Cloud 3-D Eﬀects
In order to show the behaviour of real scenes, the three-dimensional eﬀects must be considered
in the simulations. The EarthCARE Simulator works with three-dimensional scenes, so it is
possible to introduce the heterogeneous 3-D eﬀects of the clouds in the scene deﬁnition.
Simple scenes can be directly deﬁned, although the programme can also act as a processor for
reading more complex 3-D cloud information in order to build a complex scene in the Simulator
format. The following set of ﬁgures (Fig. 3.12) show the diﬀerent types of clouds4 that can
3For ice clouds we use the same equation by assuming a similar behaviour for the ice particles.
4by types of clouds in this context, we mean clouds originated from diﬀerent cloud generator sources.
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(b) Ice particle size distribution of ice-phase
clouds.
Figure 3.11: Particle size distributions for clouds.
be introduced in the simulator by means of external programmes or simple cloud information
embedded in the scene creator input. In this preliminary step the scene database has been built
with simple scenes, that is, with horizontally homogeneous structures. The clouds have been built
with rectangular blocks (instead of obtaining them from a cloud resolving model or stochastic cloud
model generators) which is a good preliminary approach to study cloud 3-D eﬀects. Nevertheless,
the construction of a huge scene database composed by realistic clouds is not really possible from
an operational viewpoint. MSI footprint size (500m) has been selected as horizontal resolution
for the block clouds. If we want to employ realistic cloud ﬁelds, we should increase the horizontal
resolution until 200m at least. Since the simulations over high resolution scenes take a long time
to be processed, much longer than the block clouds, the computing time would shoot up.
The ﬁgures shown in this Section are three-dimensional views of the scenes created by the
(a) Multi-layer block cloud
scene generated with the
scene creator programme.
(b) Realistic cloud scene generated
with a stochastic cloud genera-
tor (Hogan and Kew, 2005).
(c) Realistic cloud scene generated
with a CRM from Universite´ du
Que´bec a` Montre´al (UQAM).
Figure 3.12: Examples of diﬀerent cloud origins (scene creator module, stochastic cloud generator and
cloud resolving model)
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(a) 25% cloud coverage in scene (b) 50% cloud coverage in scene
(c) 75% cloud coverage in scene (d) 100% cloud coverage in scene
Figure 3.13: Examples of cloud cover distributions in the scenes
scene creator programme where the grey surfaces correspond to heaviest scattering regions, clouds
in this case. The extinction coeﬃcient values are shown by the cross section of the plot. The
ﬁgures were produced using the extract quantity 3d and the plot 3d programmes included in the
EarthCARE Simulator package. The aerosol proﬁle has been ﬁxed (aerosol proﬁle CONT-I with
optical thickness 0.3 see Section 3.2.2) to draw the plots.
3.3.1. Cloud Cover Diﬀerences
The Fig. 3.13 shows the 3-D structure of the scatterer proﬁles in cloudy scenes. The images
of this Section present the cloud cover deﬁnition for the cloudy scenes. As an example, only one
cloud type is shown.
In principle, these block clouds do not represent real clouds because they are horizontally
and vertically homogeneous, but they introduce 3-D eﬀects such as cloud position (x, y and z
coordinates) that will aﬀect multi-scattering events and diﬀerent shadow eﬀects in the scene.
For instance, shadows generated by clouds change their shape and size according to the cloud
macrophysical properties such as height, thickness, coverage or the way the clouds are oriented.
Changes in cloud cover produce that diﬀerent angular geometries in the scene show diﬀerent
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three-dimensional eﬀects. In spite the BBR viewing zenith angles are ﬁxed (+55◦, 0◦, −55◦),
changes in the relative azimuth and the solar zenith angles over the scene produce variations in
the TOA radiances observed by the satellite.
3.3.2. Cloud Height Diﬀerences
The cloud coverage of the plots has been set to 50% for the rest of cloudy examples. As we
commented in the Section 3.2.3, the scene database has been constructed to reproduce the vari-
ability of real clouds, thus cloud thickness varies depending on cloud optical thickness and cloud
altitude. The following pictures (Fig. 3.14) show the diﬀerent macrophysical patterns employed
for low, middle and high clouds in this study. These clouds have been built trying to represent
true clouds, so the microphysical composition is diﬀerent for each cloud type (see Table 3.16).
Since the composition of each cloud class is variable, multi-scattering eﬀects, and forward/back
scatter events as well, are diﬀerent for each simulation. Thus, diﬀerent 3-D eﬀects are present for
each simulated cloud type.
3.4. Input Types
In this Section we are describing and quantifying the input ﬁles generated for the EarthCARE
Simulator, that is, the total number of scenes created to run the simulations, scene input ﬁles, the
ﬁles where the chosen options for the Monte-Carlo radiative transfer code are indicated, shortwave
and longwave Monte-Carlo input ﬁles, and the total number of input ﬁles to the Simulator, master
input ﬁles for shortwave and longwave calculations.
3.4.1. Scene Inputs
The scene input ﬁles are the input ﬁles that the EarthCARE Simulator scene creator pro-
gramme needs to generate the scenes, scene output ﬁles. The scene creator outputs can be written
both in binary and ASCII (American Standard Code for Information Interchange) formats. The
binary output has been selected to reduce the database size.
From the parameter description and sampling carried out in the Section 3.2, we can construct
the scene database. Tables 3.17 and 3.18 summarize this deﬁnition in a schematic way respec-
tively for shortwave and longwave simulations, showing the sampling considered in the diﬀerent
parameters and the total number of generated scenes.
Together with the total number of statistical scenes for clear-sky and cloudy conditions (both
shortwave and longwave bands), the values in the right column give the information about the
number of scenes selected for each parameter. These values represent the constant number of
parameters selected independently from the rest, i.e., all the sampling is iterated over those
parameters in the database construction. The empty boxes correspond to parameters that are
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(a) Thin Low cloud (b) Moderate Low cloud (c) Thick Low cloud
(d) Thin Middle cloud (e) Moderate Middle cloud (f) Thick Middle cloud
(g) Thin High cloud (h) Moderate High cloud (i) Thick High cloud
Figure 3.14: Examples of cloud height distributions in the scenes
function of other parameters, i.e., the number of scenes is not ﬁxed, it is variable according to the
physical relationships established in the previous sections.
3.4.2. Shortwave and Longwave Monte-Carlo Inputs
The shortwave Monte-Carlo input ﬁles are the input ﬁles of the radiative transfer shortwave
Monte-Carlo code, and the longwave Monte-Carlo inputs ﬁles are the input ﬁles of the radia-
tive transfer longwave Monte-Carlo code. These ﬁles introduce the options for the Monte-Carlo
radiative transfer code, together with the angular geometry and the output resolution.
The set-ups for the MC simulations have been selected to optimize the ratio accuracy/time
eﬃciency, according to EarthCARE Simulator developer suggestions. As output resolution, we
have chosen the whole BBR scene dominion, that is, we obtain the output values averaged for a
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Table 3.17: Parameter sampling used in the shortwave scene database.
Parameter SW Clear-sky Nº
Surface type
Ocean, Moderate-high vegetation,
7Low-moderate vegetation, Dark desert,
Bright desert, Snow
Wind speed (ms−1) 0, 5, 10, 20 -
Standard atmosphere model TRO, MLS, MLW, SAS, SAW, ARS, ARW -
WV factor 0.6, 1.0, 1.4 3
Aerosol model Maritime, Continental, Arctic -
Aerosol proﬁle MAR-I, CONT-I, CONT-II, ARCTIC -
Aerosol optical thickness 0.1, 0.2, 0.3, 1.0 -
TOTAL 288
Parameter SW Cloudy sky Nº
Surface type
Ocean, Moderate-high vegetation,
7Low-moderate vegetation, Dark desert,
Bright desert, Snow
Atmosphere TRO, MLS, MLW, SAS, SAW, ARS, ARW -
Aerosol model Maritime, Continental, Arctic -
Aerosol proﬁle MAR-I, CONT-I, CONT-II, ARCTIC -
Aerosol optical thickness 0.1, 0.2, 0.3, 1.0 -
Clouds height Low, Middle, High 3
Cloud coverage (%) 25, 50, 75, 100 4
Cloud optical thickness
0.5, 1.0, 1.5, 2, 2.5, 3, 3.5, 4,
-
5, 12.5, 20, 25, 30, 50, 85, 120
TOTAL 7128
Parameter SW Dust storm Nº
Surface type Ocean, Land 2
Wind speed (ms−1) 5, 10, 20 -
Standard atmosphere model TRO, MLS, MLW 3
WV factor 0.6, 1.0, 1.4 3
Aerosol model Maritime, Continental 1
Aerosol proﬁle MAR-II, CONT-II 1
Aerosol optical thickness 1.5, 3.5 2
TOTAL 66
10x 10 km footprint. We ﬁx the photon number to 1x106 of photons and the maximum number
of rounds to 25. We take the convergence criteria of 1% for radiances and ﬂuxes, that is, the
simulation will stop when the radiances and ﬂuxes values converged to within 1%. 5 Mie scatterers
are selected before switching to Henyey-Greenstein phase functions. The discard parameters are
established in 10−5 and 1.0 for the minimum and maximum, respectively.
Shortwave Monte-Carlo inputs ﬁles are created with the restrictions imposed by the orbital
constrain (see Section 2.2.1). Thus, only the angular geometries compatible to the EarthCARE
satellite orbit deﬁned between 13:30 and 14:00 LST (or the symmetrical between 10:00 and 10:30
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Table 3.18: Parameter sampling used in the longwave scene database.
Parameter LW Clear-sky Nº
Surface type Ocean, Land, Bright desert, Snow 7
Land surface temperature (K)
T0−5, T0+10, T0, T0+1.5, T0+3,
-
T0+5, T0+10, T0+15, T0+20
Standard atmosphere model TRO, MLS, MLW, SAS, SAW, ARS, ARW -
WV factor 0.6, 0.8, 1.0, 1.4, 1.2 5
Aerosol model Maritime, Continental, Arctic -
Aerosol proﬁle MAR-I, CONT-I, CONT-II, ARCTIC -
Aerosol optical thickness 0.1, 0.2, 1.0 -
TOTAL 160
Parameter LW Cloudy sky Nº
Surface type Ocean, Land, Bright desert, Snow 7
Land surface temperature (K)
T0−5, T0+10, T0, T0+1.5, T0+3,
-
T0+5, T0+10, T0+15, T0+20
Atmosphere TRO, MLS, MLW, SAS, SAW, ARS, ARW -
WV factor 0.6, 0.8, 1.0, 1.4, 1.2 5
Aerosol model Maritime, Continental, Arctic -
Aerosol proﬁle MAR-I, CONT-I, CONT-II, ARCTIC -
Aerosol optical thickness 0.1, 0.2, 1.0 -
Clouds height Low, Middle, High 3
Cloud coverage (%) 25, 50, 75, 100 4
Cloud optical thickness 1.0, 2.5, 3, 12.5, 30, 85 -
TOTAL 3456
LST) are selected. After the application of the constrain, we obtain a total number of 34 ﬁles of
diﬀerent geometries.
Longwave Monte-Carlo inputs ﬁles are built by ﬁxing the azimuth angles, since we assume
LW ADMs independent of the azimuth angular geometry. This could be checked in a future
enhancement of the LW BBR ADMs. Due to the longwave Monte-Carlo code characteristics,
we have to compute separately simulations for longwave radiances and ﬂuxes, we specify two
diﬀerent ﬁles of longwave Monte-Carlo inputs one for radiance simulations, and another for ﬂux
simulations.
3.4.3. Master Inputs
The Simulator package is more than a collection of separate programmes and utilities. Like
the proposed mission itself, the programmes and utilities are designed to run together. This
philosophy is reﬂected in the main input strategy for the package. The Monte-Carlo programmes
are employed together with the scenes generated by the scene creator application, since this
programme sets the standards for the data structures and protocols that are employed by the
simulator as a whole. Apart from the scene creator, all the core programmes get the inputs from
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the same master input ﬁle.
The master input ﬁle indicates each of the core programmes what ﬁle they will read and
where they should write their output to. In our study, the angular geometry, the processing
options (shortwave and longwave Monte-Carlo input ﬁles) and the scene (scene output ﬁle) are
speciﬁed in each master input ﬁle. Therefore, the orbital constrain should be introduced in these
master input ﬁles.
As we commented in Section 2.2.1, on a sunsynchronous orbit, latitude and RAA (and therefore
SZA as well) are coupled; then it is natural to use the typical atmospheres of those latitudes with
those RAAs. This means that only the simulations that are compatible with the orbital constrain
imposed by the local solar time of Equator crossing are processed and, therefore, not all possible
combinations among the input ﬁles to the Monte-Carlo programme and the database scenes will
be processed. Only the possible combinations according to the latitudinal restriction will be
processed.
The database generation for the conversion of longwave radiances is a simpler process as
compared to the database generation for the shortwave because the longwave radiances have a
less anisotropic behaviour. Thus, the number of statistical cases to carry out the analysis is
signiﬁcantly reduced.
The number of master input ﬁles gives us the number of simulations to be processed in order
to be able to construct the ADM speciﬁed in the scene deﬁnition, that is, the number of radiances
and ﬂuxes necessary to carry out the inversion. In the end, a total number of 81 218 simulations
have been processed. 918 out of them are dust storm shortwave simulations, 2 868 are clear-
sky shortwave simulations and 70 200 are cloudy shortwave simulations, whereas 320 out
of them are clear-sky longwave simulations and 6 912 are cloudy longwave simulations.
3.5. Computational Interface Systems
3.5.1. UVEG Computing Centre
The computing system of the University of Valencia is a supercomputer SGI Altix 3700 called
Cesar. This is a shared memory system5 composed of an accessing or “front-end” computer,
and a computing server which is used only in batch mode. These computers run under a Linux
Operating System version developed by SGI called SGI ProPack.
The computing server has 80CPUs Itanium 2 at 1.3GHz and 208GBytes central memory
system. Its main task is to develop intensive computing jobs under a control and resource sharing
system (batch queueing system). A queueing system is used for larger executing times, where you
may employ a maximum number of 9CPUs at the same time, although actually it is not possible
5shared memory refers to a large block of random access memory that can be accessed by several diﬀerent central
processing units (CPUs) in a multiple-processor computer system.
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to employ more than 3CPUs because of the eﬃcient resource distribution of the queueing system.
Apart from the large number of initial trials, only shortwave clear-sky, dust storm and longwave
simulations have been performed on this computing system by means of mono-processor runs
because of the limited number of processors available. The computations on this environment
were done by using more than 450hrs of computing time.
3.5.2. ESA Earth Observation Grid Processing-on-Demand Environment
The Earth Observation Grid Processing-on-Demand (EO G-POD) deﬁnes a generic infras-
tructure where speciﬁc data handling and application services can be seamlessly plugged into the
system. Coupled with the high-performance data processing capability of the Grid, it provides
the necessary ﬂexibility for building a virtual application environment with quick accessibility to
data, computing resources and results.
In particular, the EO G-POD service infrastructure allows applications to discover and retrieve
information about relevant datasets in any global coverage area of interest, transfer large amounts
of EO data products to the Grid, and trigger hundreds of concurrent processes to carry out
data processing and analysis on-the-ﬂy. The access to Grid computing resources is handled
transparently by the EO G-POD interfaces that are based on web service technology (HTTP-
S and SOAP/XML), and were developed by ESA within the DATAGRID project (European
Commission Grant IST-2000-25182E).
Grid Infrastructure
The Grid is built out of standards, technology and infrastructure integrating a large number
of new and existing components. Recent Grid technology developments have been contributed
by many US and EU Grid projects, such as CROSSGRID, DATAGRID, DATATAG, EGSO,
EUROGRID, GRIDLAB, etc. Grid standards and technology are currently being developed
through activities of the Global Grid Forum. In Europe, a large Grid infrastructure is currently
being deployed by the EGEE project, based on LCG2 middleware. The growing technology
is initially targeting speciﬁc science research communities and as it matures, it will eventually
become part of tomorrow’s mainstream computing technology.
Whereas the Web is a service for sharing information over the Internet, the Grid is a service
for sharing computer power and data storage capacity over the Internet. The central concept
of the Grid is sharing of resources - any kind of resources, but mainly computing clusters, high
capacity storage, application environments and even instrumentation (weather stations, sensors,
etc.). The resources are managed and accessed through a Grid middleware layer. The middleware
can be grouped into several key services, each dedicated to managing a speciﬁc element of Grid
operations. Individual middleware components are perfectly integrated to provide a functional
layer within the Grid infrastructure.
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EO G-POD Web Portal
The overall infrastructure is accessed, managed and maintained using web services that are
available on the EO G-POD web portal (Fig. ??). Apart from being a graphical user interface and
the main visible front-end for the ESA EO G-POD, the portal is also the repository of services
and functions that glue the diﬀerent earth observation components of the system.
Using web services interfaces each application has access to the ESA catalogue (MUIS), storage
elements and archiving systems enabling the deﬁnition of a new range of earth observation services.
The underlying Grid infrastructure coordinates all the necessary steps to retrieve process and
display the requested images, selected from the vast and disperse catalogue of remote sensing
data products. In particular, it provides means for triggering automatic on-demand processing
using disperse Grid resources. The resulting products can then be automatically registered as
output products and shared within a speciﬁc user community or even made available to the
general public.
EO G-POD Exploitation
In this framework the end-to-end EarthCARE Simulator has been implemented on the EO
G-POD through a Grid middleware layer speciﬁcally created for this work. The idea was to
install the most consuming time modules on the EO G-POD to develop most of the simulations
necessary to construct the radiance/ﬂux database. The shortwave Monte-Carlo code together
with the scene creator were implemented in a smart way to be able to compute eﬃciently the
most expensive shortwave simulations.
Broadly speaking, the modiﬁed shortwave Monte-Carlo and the scene creator modules were
compiled and tested in the computers under the EO G-POD system. The compilation was done
taking proﬁt of the processor core and compiler characteristics of the EO G-POD system.
Both set of inputs (thousand of ASCII ﬁles) were hosted at a UVEG web server. The UVEG
provided us a computer storage system of 500Gb, but due to the server limited capacity, the
input data were continuously updated as soon as the simulations ﬁnished. In this study, as we
saw previously, three inputs types were needed, namely those of the scene creator, of the Monte-
Carlo code and of the master inputs that relate the scene creator outputs to the Monte-Carlo
inputs.
Task creation was carried out through the speciﬁc middleware developed, in this case by
adequately selecting the master input ﬁles. For each scene generated by the scene creator, a
number of simulations is carried out depending on the number and type of master inputs. Thus,
the user only selects the master inputs to be processed, the EO G-POD system reads these ﬁles
from the UVEG web server and sends the shortwave inputs speciﬁed in the master input ﬁles
to the Monte-Carlo programme, previously checking if the selected scene in the master input
has been created for each simulation. Each task is composed by the number of master inputs
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selected in the middleware, and this is composed of two jobs, namely carrying out the shortwave
Monte-Carlo simulations and sending the outputs to an external ftp server in another UVEG
computer.
In the EO G-POD system, the whole package of simulations corresponding to shortwave cloudy
scenes have been processed. A maximum of 80CPUs have been used in the ESA-ESRIN cluster
simultaneously. In order to speed up the simulations, we have had access to the associated CNR
(Centre Nazionale di Ricerca) cluster where we are using a rather powerful 16-nodes grid cluster
of 4CPUs each for a limited time. It has been used more than 23 000hrs of computing time in
this piece of work.
3.6. Recapitulation
Before ﬁnishing this Chapter, it is convenient to brieﬂy collect the main issues that have been
dealt here. The next Chapter explains the ADM inversion methodologies developed for taking
advantage of the speciﬁc EarthCARE BBR pointing characteristics.
• In the process of building a synthetic ADM, we have to generate radiances coming from
diﬀerent scenes trying to simulate the real sampling. Firstly, we built a scene database for
each ADM scene class that represents the statistical satellite sampling. Secondly, we per-
formed radiance transfer calculations over these scenes, considering the orbital restrictions,
to obtain the TOA radiances and ﬂuxes measurements.
• The radiative transfer calculations were computed by the EarthCARE Simulator. It includes
a 3-D Monte-Carlo photon transport algorithm for shortwave and longwave bands. The
Monte-Carlo method’s principal advantage is that results are faithful to the detailed physical
cloud model and their accuracy is limited only by the number of launched photons. Plane-
parallel or discrete angle methods by simplifying the radiative transfer problem introduce
approximations.
• Several modiﬁcations have been performed on the code, such as an implementation of the
lognormal distribution (for aerosol components), a time eﬃciency optimization of the Monte-
Carlo programme, an output improvement in terms of radiances and ﬂuxes and the intensive
use has allowed the detection of some bugs.
• The selection of parameters for the construction of the database has been done taking into
account the impact on the radiance ﬁeld anisotropy, both in the LW and SW. Although there
are parameters that only have inﬂuence in one of the two bands, they have been included
in both to maintain their compatibility.
• A detailed study on the surface angular dependence of broad-band radiance ﬁelds was carried
out. By means of CERES RAPS observations it is shown the diﬃculties to discriminate
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surface types using only the BRDF computed over large footprints.
• The database were constructed considering diﬀerent surface conditions (surface angular
reﬂectance, land and sea surface temperatures), atmospheric conditions (aerosols burden,
precipitable water vapour and temperature proﬁles), ocean wind speeds and cloud condi-
tions (cloud physical thickness, cloud coverage, cloud top height, cloud optical thickness,
cloud phase, cloud microphysical properties and cloud liquid water path). The variations
of these parameters are strictly physically coupled, obtaining reliable scenes and avoiding
false statistical background.
• The clouds employed in the scene database were built by horizontally homogeneous struc-
tures, which is certainly unreal but it introduces 3-D eﬀects such as cloud position in the
scene or physical thickness that aﬀects multi-scattering events and shows diﬀerent shadow
eﬀects in the scene.
• A total number of 81 218 simulations have been processed. 918 out of them are dust storm
shortwave simulations, 2 868 are clear-sky shortwave simulations and 70 200 are cloudy short-
wave simulations, whereas 320 out of them are clear-sky longwave simulations and 6 912 are
cloudy longwave simulations.
• The Monte-Carlo method has an important disadvantage, however: calculations can be
computationally expensive. This disadvantage is overcome by appropriate use of paral-
lel processing computer platforms and adjusting the set-ups to reduce the computational
demands.
• The EarthCARE Simulator was installed on the UVEG computing centre running more
than 450hrs of computing time.
• The Simulator was also implemented on the EO G-POD through a Grid middleware layer
speciﬁcally created for this work. The most consuming time modules were installed in a
smart way on the EO G-POD to compute eﬃciently most of the simulations necessary to





The objective of this Chapter is to explain the processes employed to generate the angular
distribution models from the synthetic BBR-like radiance database used as substitute of actual
data that the BBR sensor will provide (see Chapter 3). Five theoretical methods proceeding
from three diﬀerent methodologies are applied to invert the anisotropic coeﬃcient from radiance
and ﬂux data obtained from the radiative transfer simulations. The procedure to exploit the ﬁve
angular distribution models developed for the EarthCARE Broad-Band Radiometer is also shown
next.
The radiance-to-ﬂux conversion procedure has many error sources. This point has been brieﬂy
commented in the ﬁrst Chapter, so that here we assume the unﬁltered radiance as input, and focus
our discussion in the ADM inversion methodology.
4.1. Classical ADM Inversion
Firstly we will present the classical way to construct the angular distribution models, i.e.
inversion methodology by using a single view. This is the traditional ADM development of broad-
band radiometers such as CERES or ScaRaB, although here we assume the use of a synthetic
radiance database based on radiative transfer simulations instead of actual satellite-measured
data.
In a classical sorting into angular bins ADM development, once the ADM scene deﬁnition is
ﬁxed and the database has been generated, the next step is to build the ADM (Bodas-Salcedo
et al., 2003). For each surface type, simulations with a radiative transfer code provide a set of
radiances and ﬂuxes, [ Lmijkl, F
m
il ], where the subscripts i, j, k and l respectively correspond to
intervals in solar zenith angle (SZA), viewing zenith angle (VZA), relative azimuth angle (RAA),
and the sub-scene and the superscript m denotes a particular radiance in that angular bin. The
superscript m covers all the radiances measured in each ijkl bin, from 1 to Nijkl, where Nijkl is
the total number of radiances of that angular bin. The ﬂux, Fmil , is obtained from the radiative
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transfer code by direct integration of the outgoing radiances, Lmijkl, over the viewing angles, VZA
and RAA.






where the overbar means average over all the m values in the ijkl angular bin, i.e., this averaging













A constant weighting is applied to those sub-scene radiances for a given scene type into the
viewing angle geometry. Probability distribution is implicitly included in satellite data, but this
is not the point in a theoretical database. As an example, the probability to ﬁnd a speciﬁc cloud
cover is depending on the footprint size, this is implicit in real data since the sensor will acquire
a diﬀerent number of measurements for each cloud coverage. We assume a constant weighting
because this implies to work with the most adverse situation for the inversion from a statistical
point of view.
Once the anisotropic factor for every angular bin is built, we have already constructed the ADM
lookup table. An estimated ﬂux, Fˆmijkl, may be obtained from direct application of equation 4.1.1,





It should be noted that although the ﬂux only depends on SZA and the sub-scene, the j and
k indexes have been kept, because in the inversion process there will be a separate ﬂux estimate
for each radiance. Equation 4.1.3 establishes the relationship that describes the radiance-to-ﬂux
conversion process, providing an estimate of the TOA exiting ﬂux from the unﬁltered radiance
that reaches the satellite. The diﬀerence of R with respect to the unit represents the fractional
error that would be found if the ﬂux was estimated under Lambertian conditions.
In summary, for each ADM scene deﬁnition bin (combination of scene classes and angular
bins), there is an average radiance made from all sub-scenes, from which an anisotropic factor
is derived using an average ﬂux by means of equation 4.1.1. Then, by using these anisotropic
factors, new apparent ﬂuxes are calculated for each angular combination as in equation 4.1.3.
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4.2. Extended ADM Deﬁnition
In the previous Section, we have seen the classical ADM deﬁnition which uses a single radi-
ance in the inversion procedure. The use of an along-track scanner like the EarthCARE BBR,
allows measuring several radiances coming from the same source at almost the same time. As
is developed in Lo´pez-Baeza et al. (2001) we can extend the ADM classical deﬁnition and use
this new angular information to improve the radiance-to-ﬂux conversion. It would be necessary
to adapt the inversion process to this speciﬁc conﬁguration. The methods employed should take
proﬁt of this additional angular information as is shown in this present Section.
Five inversion methods based on three diﬀerent methodologies have been developed. These
methodologies employed to obtain ADMs from the three BBR-like simulated radiances are based
on three diﬀerent approaches to the problem.
Eﬀective radiance along-track methodology The classical one-view radiance is substitute
for a new magnitude, combination of the three radiances, taking advantage of the along-
track characteristics of the sensor.
Linear combination methodology It is assumed that the apparent ﬂux may be obtained as
a linear combination of the forward, nadir and backward radiances.
Eﬀective radiance averaged methodology The classical one-view radiance is substitute for
a new magnitude, combination of the three radiances, assuming that the average typiﬁes
the angular information.
4.2.1. Eﬀective Radiance Along-track Methodology
The EarthCARE mission provides a sensor looking instantaneously at the same footprint from
three diﬀerent viewing angles, by deﬁning a new magnitude, an eﬀective radiance, we could employ
this information for replacing the numerator of equation 4.1.1. Thus, the ADM would be deﬁned





where I is an eﬀective radiance, that can be expressed in a diﬀerent ways, and, as has been
commented above, the bars means simple averaging over the angular and scene intervals. In
this methodology, we have used two methods of deﬁning the eﬀective radiance, I, that had been
studied in previous studies (Lo´pez-Baeza et al., 2001; Bodas-Salcedo et al., 2003).
Since an along-track observation gives azimuthal ﬁxed measurements, that is, observations
with the same φ, we may deﬁne the eﬀective radiance as an integral along the viewing zenith
angle. This eﬀective radiance will contain information from the three viewing angles.
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The ADM elaboration is similar to the scheme studied in the classical ADM inversion; we have
to calculate the average ﬂux and the three average radiances for the sub-scenes (statistical back-
ground scenes) in each angular bin. For instance, in clear-sky ocean angular bin, the ADM scene
deﬁnition only gives three degrees of freedom, namely, wind speed parameter, solar zenith and
relative azimuth angles. Any other parameters within the corresponding ADM angular bins (for
each one of the three viewing angles), as for example, aerosol type and concentration, precipitable
water vapour, etc, are averaged because they are considered isotropic statistical data.
The use of this methodology is based on the results shown in previous studies, namely the
convenience of the inversion from multiple radiances against the inversion from single radiance
has been treated previously in the ESA project Lo´pez-Baeza et al. (2001) and Bodas-Salcedo
et al. (2003). In that dissertation is presented the inversion from single radiances measured
over nadir view zenith angle, ±55 view zenith angle and from multiple radiances by using the
proposed methodology of multiple views. It is ﬁnally concluded that the along-track observation
considerably reduce the inversion error for both, SW and LW, radiances.
Since this methodology is deﬁned over the physical belief of instantaneous along-track views
captures more angular information of the target scene than only one single view, it is assumed
that these based methods will work ﬁne with simulated data and satellite-measured data as well.
There is not a strong dependence on the developed scene database, the only restriction should be
the ADM scene deﬁnition employed. As more anisotropic scene higher errors are further expected.
Because at the end of the process we employ the average of the three radiances, this methodology
will also smooth the unexpected values of any of the views.
Method 1
To simplify the notation we will remove index and superscript in the following expressions.
As we assume along-track observations, in order to obtain the eﬀective radiance, we can do the
line integral limb to limb over the viewing zenith angle according to





Lˇ(θ0, θ, φ, scene) | sin θ| cos θ dθ (4.2.2)
where Lˇ is the second degree polynomial ﬁt of the three along-track average radiances (L¯ from
equation 4.1.2), that are function of the VZA.
Lˇ(θ0, θ, φ, scene) =
2∑
n=0
an(θ0, φ, scene) θn = a0 + a1 θ + a2 θ2 (4.2.3)
where an are the ﬁtting parameters and θ the independent variable.
By making use of polynomial ﬁttings, we can extrapolate and extend the integral along the
whole viewing range. So, the eﬀective radiance, I¯, is obtained when the estimated radiance, Lˇ, is
integrated along the VZA from −π2 to +π2 .
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The anisotropic factor, R, is then calculated with this eﬀective radiance and the average ﬂux
(F¯ from equation 4.1.2, theoretical ﬂux obtained by the EarthCARE Simulator, which we consider
to be the true ﬂux), by using equation 4.2.1. In this case, the anisotropic factor is not function of
viewing zenith angle, because that degree of freedom is eliminated by performing the integration.
In order to obtain the ﬂux from a speciﬁc radiance triplet, the scene must be identiﬁed,
following the eﬀective radiance calculated (with the polynomial ﬁt and the path integration), the





It should be noted that now the j index, counting for the viewing zenith angle, must be
removed from the apparent ﬂux, because in the inversion process a unique ﬂux estimate there will
be obtained for the three radiances.
Method 2
This method is based on the same physics of method 1, but the polynomial ﬁt (and the
integration) is carried out over the satellite elevation angle, α, where α = 90◦ − θ (from 0◦ to
180◦).





Lˇ(θ0, cosα, φ, scene) | cosα| d(cosα) (4.2.5)
and following the same procedure Lˇ is deﬁned as
Lˇ(θ0, θ, φ, scene) =
2∑
n=0
an(θ0, φ, scene) cosαn = a0 + a1 cosα + a2 cosα2 (4.2.6)
where an are the ﬁtting parameters and cosα the independent variable.
This procedure has been applied over the radiance database obtaining the corresponding ADM
lookup table. The analysis of errors of this method shows a similar behaviour to method 1 and a
similar general level of uncertainties. Thus, considering the total average error obtained for the
method 2 is a little bit higher than for the former method and, moreover, the method 2 does
not provide anything really diﬀerent from method 1, the method 2 has been discarded and the
method 1 has been chosen to represent this methodology. However, this method has been kept in
Section 5.1 for verifying these assumptions.
4.2.2. Linear Combination Methodology
From a statistical viewpoint, looking for the best match between radiances and ﬂuxes, the
use of a multi-linear regression of least squares between the radiances and the ﬂuxes seems to be
the best choice to undertake the radiance-to-ﬂux conversion procedure. Current on-orbit ERB
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missions cannot employ this methodology, because it is not possible to carry out the inversion
through measured-satellite data. It is essential to obtain a ﬂux value for every triplet of radiances,
which is, obviously, impossible from satellite. Nevertheless, to work with synthetic data provides
the advantage of having the true ﬂux values available for every simulated radiance. It is not
necessary to calculate the ﬂux from the integral of an incomplete angular radiance sampling as
the present satellite techniques, since the EarthCARE Simulator makes an estimate of the ﬂux
outgoing from the scene, that is, the ﬂux computed from the integration over the solid angle ω of
the upper hemisphere.
A multi-linear ﬁt is the simplest approach that could possibly work. Therefore, for this
methodology, we consider that it is possible to obtain the ﬂux as a linear combination of multi-
view radiances coming from the same scene
Fˆ (θ0, φ, scene) =
n∑
i
βi Li(θ0, θ, φ, scene) (4.2.7)
where Fˆ is the apparent ﬂux, Li are the set of radiances and βi are the linear combination
coeﬃcients. The index i goes from 1 to n, where n is the total number of radiances with diﬀerent
viewing zenith angles over the same scene. Alternative regressions could be also employed for this
purpose, such as, polynomial regressions of second-order or non-linear regressions of non-linear
terms, but it is preferable the use of a simple one due to the increase of the complexity in the
calculations and the huge database to analyze.
Because this methodology is only based on statistical/mathematical issues, leaving aside the
physical aspects, it should be expected, in principle, that this inversion methodology show the best
results in the error analysis performed over the simulated database. That means, the methodology
will properly work with satellite data faithfully represented in the synthetic database, i.e., well-
performed in the simulations. However, it will ﬁnd diﬃculties with real data out of the expected
values or not considered in the simulating work. Therefore, the conﬁdence on this method will
depend on how accurate the actual situations have been reproduced in the simulations.
Method 3
In the speciﬁc case of BBR viewing angle conﬁguration, with three radiances, we may obtain
the apparent ﬂux, Fˆ , as a multi-linear combination of the type
Fˆ (θ0, φ, scene) = ALforward + BLnadir + C Lbackward (4.2.8)
where Fˆ is the apparent ﬂux for each scene, SZA and RAA, Lforward, Lnadir and Lbackward are
the three satellite radiances and A, B, C are the parameters that deﬁne the theoretical model.
Thus, it is necessary to invert these coeﬃcients by using the “true” ﬂuxes, F , obtained for every
scene with the EarthCARE Simulator.
F (θ0, scene) = ALforward + B Lnadir + C Lbackward (4.2.9)
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By selecting the set of radiances (forward, nadir and backward) and ﬂuxes computed for all the
sub-scenes in each bin speciﬁed in the ADM scene deﬁnition, this model is analytically invertible



































Therefore, once the three ADM coeﬃcients are obtained, to perform the radiance-to-ﬂux
estimate we should identify the scene, select the speciﬁc anisotropic factor (the three ADM coef-
ﬁcients) and, lastly, compute the apparent ﬂux with the equation 4.2.8
4.2.3. Eﬀective Radiance Averaged Methodology
This methodology follows the same strategy employed in the Section 4.2.1. An eﬀective
radiance is deﬁned to take advantage of the three views of the BBR instrument. Thus, the ADM




where I is the eﬀective radiance and F the simulated ﬂux.
The simple radiance of equation 4.1.1 is substituted by an eﬀective radiance computed as
the average of the radiances assuming that this average combine properly the diﬀerent angular
information. This belief is based on the Laboratoire de Me´te´orologie Dynamique work carried out
in the framework of the Lo´pez-Baeza et al. (2006). Working with a radiance BBR-like dataset
built from CERES SSF data (see Section 6.1) it is shown that a single averaging of the three
radiances is a considerable improvement in the radiance-to-ﬂux conversion.
From Fig. 4.1(a), it can be shown that the RMSE diﬀerences between the average of the three
radiances (multiplied by π) and the CERES ADM ﬂux estimates at nadir are 5%, considerably
less than a single radiance/ﬂux comparison (22%, Fig. 4.1(b)) and about the same, or even lower,
than the diﬀerences between the ﬂux nadir estimates using the CERES ADM from one direction.
Method 4
In this case, we deﬁne the eﬀective radiance to build the ADM simply as the mean of the three
views.
I¯(θ0, φ, scene) = (L¯forward + L¯nadir + L¯backward)/3 (4.2.11)
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(a) Comparisons between the average of the
three radiances (multiplied by π) and the
CERES ADM ﬂux estimated from the nadir
direction
(b) Comparisons between a single radiance
(multiplied by π) and the CERES ADM
ﬂux estimated from the nadir direction
Figure 4.1: Comparisons between diﬀerent radiance-to-ﬂux conversions and the ﬂux estimated by CERES
ADM. Extracted from Work Packages of Improvement of Angular Dependence Models ESA project (Viollier
et al., 2005b).
where I¯ is the eﬀective radiance and L¯forward, L¯nadir, L¯backward are deﬁned as follows


















The subscripts and superscripts shown in these equations have the same meaning as the indexes
deﬁned in Section 4.1.
The anisotropic factor is then calculated from this eﬀective radiance and the average ﬂux
(mean of the theoretical ﬂuxes obtained by the Simulator for each bin), by using equation 4.2.1.




The way to operate with this procedure is, ﬁrst to classify the scene, then calculate the eﬀective
radiance (simple averaging) and ﬁnally, select the corresponding ADM (anisotropic factor).
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Method 5
This method is similar to method 4, but the eﬀective radiance is obtained by using only the
mean of the oﬀ-nadir views (+55◦, −55◦).
Thus, the eﬀective radiance is deﬁned as
I¯(θ0, φ, scene) = (L¯forward + L¯backward)/2 (4.2.14)
The reason for this expression is the idea that the nadir observation is not the most convenient
view for the inversion, since the proportional hypothesis between radiances and ﬂuxes fails for
these observations (Lo´pez-Baeza et al., 2001). The inversion error obtained from the nadir ob-
servation (only, as ERBE-like ADMs) is larger than for the other oﬀ-nadir views, also considered
individually.
An additional point this method shows is the possibility to undertake an assessment of the
possible elimination, or failure, of the BBR’s nadir-looking telescope. It could also be interesting
to study the elimination of the BBR’s forward/backward view, based on known degradation of
the CERES instrument due to scanning in the forward direction.
4.3. ADM Lookup Tables
The results of this study consist of ten ADM lookup tables, every one corresponding to each
ADM method and the two radiance broad-bands, namely the shortwave and the longwave chan-
nels. These tables are no provided in this document due to the extraordinarily large length, but
they are available upon request.
The ADMs have been deﬁned according to the parameters that have the highest inﬂuence on
the anisotropy of the scene. Since the anisotropy dependence is diﬀerent between shortwave and
longwave radiances, SW ADM parameters are independent of the LW ADM parameters (more
details in Chapter 2). For each ADM scene deﬁnition bin (one speciﬁc scene class and angular
geometry) there is one speciﬁc anisotropic factor or three anisotropic coeﬃcients depending on
the methodology used (see above). Taking into account the orbital restrictions, a number of 5 166
bins have been developed for the shortwave ADM, and 152 bins for the longwave ADM, for every
method.
The shortwave lookup tables are composed of the following columns:
• ADM ID (Angular distribution model number identiﬁcation)
• Scene type (surface type)
• Wind speed (ms−1)
• Cloud height (km)
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• Cloud fraction (%)
• Cloud optical thickness
• Solar zenith angle range (◦)
• Relative azimuth angle range (◦)
• Anisotropic factor (for methods 1, 2, 4 and 5)
• Coeﬃcient A (for method 3)
• Coeﬃcient B (for method 3)
• Coeﬃcient C (for method 3)
• Root mean square error (Wm−2)
Whereas in the longwave lookup tables, the parameters that deﬁne the ADMs are:
• ADM ID (Angular distribution model number identiﬁcation)
• Scene type (surface type)
• Vertical temperature diﬀerence (K)
• Precipitable water vapour (g cm−2)
• Cloud fraction (%)
• Cloud height (km)
• Liquid water path (g m−2)
• Anisotropic factor (for methods 1, 2, 4 and 5)
• Coeﬃcient A (for method 3)
• Coeﬃcient B (for method 3)
• Coeﬃcient C (for method 3)
• Root mean square error (Wm−2)
As an example, here it is shown a short extract from one of the ADM lookup tables generated
for the BBR instrument. Table 4.1 presents the anisotropic values from ADM number 1 to 33
(ADM id) of the BBR ADM shortwave ADM lookup table for the method 1. The whole package
of BBR ADM lookup tables is available in ASCII format for developing purposes and PDF format
for quick storage.
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4.4. Recapitulation
Before ﬁnishing this Chapter, it is convenient to brieﬂy collect the main issues that have been
dealt here. The next Chapter shows the ﬁndings obtained from the error analysis of the angular
dependence model methods developed for an along-track scanning radiometer.
• Broad-band radiometers such as CERES, GERB or ScaRaB, make use of single-view based
ADM inversion methodology. For each ADM scene deﬁnition bin, there is an average radi-
ance computed from all radiances that belong to that speciﬁc bin, from which an anisotropic
factor is derived using the assumed true ﬂux. Then, by using these anisotropic factors, new
apparent ﬂuxes are calculated for each angular combination.
• An along-track scanner like the EarthCARE BBR, allows measuring three radiances coming
from the same source at the same time. This conﬁguration improves the angular knowledge
of scene targets, but it is necessary to adapt the classical inversion process to take advantage
of.
• Five inversion methods based on three diﬀerent methodologies have been developed. An
eﬀective radiance along-track methodology (with two diﬀerent integrations), a linear com-
bination methodology and an eﬀective radiance averaged methodology (with two diﬀerent
averages).
• The eﬀective radiance along-track methodology takes advantage of the proposed along-track
measurements (ﬁxed azimuth angle), making possible to deﬁne an eﬀective radiance as the
path integral along the viewing zenith angle. Because this methodology is built over the
physical belief of the computed eﬀective radiance captures the angular information of the
target scene, it is expected the methods developed from that work ﬁne with the simulated
data and satellite-measured data as well.
• A multiple linear combination methodology is from the statistical viewpoint the optimum
choice to undertake the radiance-to-ﬂux conversion procedure, looking for the best match
between simulated radiances and ﬂuxes. It is expected this inversion methodology show the
best results in the error analysis performed over the simulated database. However, it could
ﬁnd diﬃculties with real data out of the expected values or not considered in the simulating
work. The conﬁdence on this method should depend on how accurate the actual situations
have been reproduced in the simulations.
• In the eﬀective radiance averaged methodology an eﬀective radiance is deﬁned computing
diﬀerent means of three instantaneous views of the BBR instrument. Since the single av-
eraging of the three radiances is a considerable improvement in the ﬂux conversion, the
inversion based on that point could even improve the radiance-to-ﬂux procedure.
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• At the end ten ADM lookup tables are achieved, every one corresponding to each ADM
method and the two broad-bands channels. The ADMs have been deﬁned according to the
parameters that have the highest inﬂuence on the anisotropy of the scene. For each ADM
scene deﬁnition bin there is one speciﬁc anisotropic factor or three anisotropic coeﬃcients
depending on the methodology used. Considering the orbital restrictions, a number of 5 166






In this Chapter, the minimum error intrinsically related to the developed ADMs, i.e., the
error contribution inherent to each method by itself is studied. The total error of radiance-to-
ﬂux conversion is much more complex and joins a lot of diﬀerent considerations that have been
discussed in the Section 1.4. It has been obtained an estimator to appreciate the reliability on the
ﬁve methods developed. These estimators provide the theoretical error associated to each ADM
bin and the implicit assumed error employing the computed ﬂuxes.
Since the radiance ﬁelds have been computed with the aid of a radiative transfer code, and
therefore the “real” ﬂux for every scene is available, the performance of the retrieval algorithm
by means of the Root Mean Square Error (RMSE) or Root Mean Square Deviation (RMSD) has
beem studied. The root mean square error is a frequently-used measure of the diﬀerence between
values predicted by a model and the values actually observed from the system being modeled, in
this case apparent ﬂuxes and simulated ﬂuxes respectively.
The RMSE of the estimated ﬂux, Fˆ , with respect to the simulated ﬂux, F , is deﬁned as the




where the mean squared error of the apparent ﬂux is the expected value of the square of the
amount by which the apparent ﬂux diﬀers from simulated ﬂux.
It can be shown that the MSE is the sum of the variance (square of standard deviation) and
the square of bias of the estimator:
MSE(Fˆ ) = σ2(Fˆ ) + (Bias(Fˆ , F ))2 (5.0.2)
Thus, the MSE assess the quality of the estimated ﬂuxes in terms of their variation and unbiased-
ness.
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where Fmijkl is the simulated ﬂux from the Monte-Carlo code, Fˆ
m
ijkl is the apparent ﬂux given by
the ADM and Nijkl is the total number of radiances of a speciﬁc angular bin.
Notice that the previous expression has been discretised to take into account all bins that
compose the ADM. The superscript m covers all the radiances measured in each ijkl bin (intervals
in solar zenith angle, viewing zenith angle, relative azimuth angle and sub-scene, respectively)
from 1 to Nijkl.
Since angular distribution models are statistically procedures for estimating apparent ﬂuxes
from satellite-measured radiances in average conditions, cannot assure high accuracy for every
instantaneous value (ESA, 2004). Thus, it should be expected that a case study provides a limited
and biased results, being an overall error analysis over all potential scenes more appropriate to
study the conﬁdence on the diﬀerent methods.
5.1. Angular Bin Error Analysis
The following plots show the RMS error for every ADM bin in the ﬁve methods developed.
This error is obtained from the diﬀerence in Wm−2 of the computed apparent ﬂuxes obtained
for the sub-scenes that compose a speciﬁc bin and their real simulated ﬂuxes. This process is
repeated for the ﬁve ADM methods which is a suitable way for testing their behaviour. Since the
number of angular bins is extremely large, 5 166 situations speciﬁed in the ADM scene deﬁnition,
it is not possible to show all cases. Representative examples have been selected for clear-sky and
dust storm shortwave ADM bins and have been analyzed in Section 5.1.1. A global study has
been carried out for cloudy shortwave ADM bins in Section 5.1.2.
The BBR longwave ADMs have been built without azimuthal angular dependence. Since the
longwave anisotropy is independent on the solar zenith angle, and the viewing zenith dependence
is implicit in the ADMs, there is not possibility to analyze the angular dependence in these
longwave ADMs, and these ADMs are not represented in this Section.
It is diﬃcult to extract conclusions from the angular study due to the exceptional acquisition
geometry of the BBR. As has been commented in previous chapters, in the BBR along-track
conﬁguration, the viewing zenith angle is already ﬁxed. There are three quasi-instantaneous views,
nadir and oblique fore and aft, for every target (Fig. 5.1 shows the BBR geometries for the three
views). This means that for every target we obtain three radiances coming from three diﬀerent
geometries, and regarding the relative azimuth angle for each scene there are always one azimuth
value for the forward view and another for the backward view. However, the relative azimuth
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Figure 5.1: BBR nadir, fore and aft views for the same target.
angle between the backward BBR view and the sun is always related with the corresponding to
the forward observation. The criterion adopted to construct the database and develop the ADMs
concerning the azimuth angle was to use the one that corresponds to the forward view. Thus, the
BBR ADM angular geometry does not have the simple meaning of the single view conﬁgurations
because the BBR ADMs are computed taking into account the three radiances at same time, so
for each computed anisotropic factor the backward and the forward scattering (received in the
forward and backward view, respectively) of the scene has been considered. It is not possible to
study the angular dependence of the ADM taking only into account considerations of single view
geometries.
5.1.1. Shortwave Clear-sky ADM Bins
Due to the orbital restriction not all ADM bins have the same angular combinations. The
bins depicted in this Section have been arranged according to their surface and relative azimuth
angle and represented in function of their solar zenith angle.
Fig. 5.2 shows the ADM angular bins in clear-sky ocean surface for the extreme cases con-
sidered in the database, namely, calm sea, weak wind (speed in the range of [2 − 7]ms−1) and
strong wind (speed higher than 15ms−1). The behaviour with respect to SZA does not show
any common pattern for diﬀerent RAA and speed wind intervals, although the absolute errors
increase in the latter. The albedo increases as wind speed does (Jin et al., 2004), and, obviously,
the radiance measured for the satellite follows an analogous pattern. Since ﬂux is proportional
to radiance the absolute errors will increase as magnitude values do, thus bins with higher wind
speeds present higher RMSE values.
These plots present ADMs that accurately represent the simulated ﬂuxes. The ﬁve methods
developed supply ﬂuxes with RMS errors below 2Wm−2 in general, and there are not large
correlation diﬀerences among them. As expected, the methods 1 and 2 show a similar behaviour,
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where the uncertainties keep below 1Wm−2 for most of the ADM bins. Since both methods
share the same methodology (diﬀerences correspond to angle deﬁnitions) the inherent errors were
expected to be almost the same. The uncertainties of method 5 and methods based on the along-
track methodology present an analogous shape because all they are built by using the eﬀective
radiance technique, that it is a tool to compile the three views anyway. Methods 5 and 3 show a
diﬀerent pattern since method 5 uses diﬀerent information in the eﬀective radiance determination
and the linear combination method employs a diﬀerent physic procedure.
In Fig. 5.3 the ADM angular bins for moderate to high vegetation and bright desert surfaces
are presented. The reﬂectance values are higher for bright surfaces like deserts, so vegetation bins
show lower RMSE values than for desert surfaces. This behaviour keeps stable for the rest of
surfaces, showing dark surfaces absolute error smaller than for bright surfaces. The high RMS
errors are obtained in surfaces with the highest albedo like snow and bright desert scenes, because
they present the highest radiance measurements.
Ocean bins, as well as land bins, give the same pattern for the ﬁve BBR ADM methods.
Methods based on an eﬀective radiance along-track methodology keep a stable behaviour, being
the methods based on eﬀective radiance averaged methodology those which present highest errors.
The method 3 (from linear combination methodology) provides the more accurate results, that
is, ﬂux conversions obtained with the ADM coming from the inversion of method 3 present less
diﬀerences between simulated (“true”) ﬂuxes and apparent ﬂuxes.
The three methodologies show the same pattern in errors that it has been commented for ocean
surfaces. Looking an overall view of the analysis, notwithstanding the general good behaviour for
all methods shown in the ﬁgures, with RMSEs lower than 5Wm−2, it is convenient to remark
that the application of these ADMs to real data should carefully be done, because they are very
dependent on the bidirectional reﬂectance distribution function employed in their construction.
Thus, one should expect diﬀerent behaviour under highly anisotropic real scenes, such as clear-sky
land in forward and backward scattering directions. It is necessary to consider how they have
been obtained and to know the limitations before thinking in a real use.
In terms of angular geometry dependence, as expected, a solar zenith angle dependence is
observed in the plots, specially for methods based on the eﬀective radiance methodology. The
RMSE decreases as the SZA increases, since low SZAs give higher radiance values.
The special ADMs developed for dust storm events over land are shown in Fig. 5.3, its be-
haviour is similar to clear-sky and all the previous comments can be directly applied. They show
apparent ﬂuxes close to ﬂuxes obtained by the EarthCARE Simulator. Errors below 2Wm−2 are
found for ocean scenes (not shown here) whereas the errors in land surfaces do not reach 5Wm−2.
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Figure 5.2: SW ADM angular bins for ocean surface under calm, weak wind and strong wind.
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Figure 5.3: SW ADM angular bins for moderate to high vegetation, bright desert surfaces and dust storm
over land surfaces.
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5.1.2. Shortwave Cloudy ADM Bins
This Section illustrates the ADM behaviour in cloudy scene classes. Since the number of
cloudy angular bins is much higher than for clear-sky, we have changed the way to analyze these
results.
Instead of analysing RMS errors obtained in the ﬁve BBR methods for individual bins sep-
arately, we have grouped the cloudy ADMs according to the surface type and we have studied
the angular dependence by means of histograms of errors. These histograms show the normalised
frequency of obtaining RMSE values within an interval speciﬁed previously for each solar zenith
angle, and they have been sorted by their surface and relative azimuth angle. The classiﬁcation
by surface and RAA (or SZA) is necessary because of the orbital restriction, not all the angular
combinations have been simulated in the same proportions, since the RAA and SZA pairs depend
on the surface class (latitudinal restriction).
Fig. 5.4, 5.5 and 5.6 present the frequency of occurrence histograms of ADM RMS errors for
the ﬁve BBR methods studied. All clouds are included but the surface types are distinguished.
These plots do not show all the ADM bins built, only the relative azimuth angles that present more
solar zenith angles for a speciﬁc surface, according to the orbital restriction, are represented in
the pictures. The RAA and the SZA values shown in the colorbar refer to the central value of the
RAA and SZA intervals speciﬁed in the ADM scene deﬁnition, for instance, RAA 40 corresponds
to interval SZA [30−50] degrees or SZA 60 corresponds to [55−65] degrees.
The measurement requirements for EarthCARE are primarily based upon the need to measure
altitude-resolved cloud and aerosol properties relevant to atmospheric radiative transfer. The
accuracy placed upon these measurements is that which is consistent with a TOA combined short
and longwave ﬂux accuracy of about 10Wm−2 for an instantaneous view with a footprint of
100 km2. In other words, the accuracy of the measurements must be such that the atmospheric
vertical ﬂux proﬁle (for a “snapshot” view on the scale of 10 kmx 10 km) may be reconstructed
subject to a TOA accuracy of 10Wm−2. This premise is coherent with the error contribution of
8Wm−2 established in the brief discussion of Chapter 1 for the ﬂux conversion.
In order to show the degree of fulﬁllment with the requirements proposed for the BBR, three
errors intervals have been selected in the plots, RMSE lower than 5Wm−2, RMSE between
5Wm−2 and 8Wm−2 and RMSE higher than 8Wm−2.
The three methodologies employed in this study show diﬀerent results and behaviour. Most
of the ADM bins for eﬀective radiance along-track methodology depicted in the Fig. 5.4 show
errors within the BBR requirement, although there are also plots that present a signiﬁcant ADM
bin percentage with errors above 8Wm−2, more speciﬁcally, snow scenes for SZA in the interval
[45 − 55] degrees show almost 50% of bins with high errors. Snow has the highest albedo, and
even for overcast sky, if the overlying cloud has a small optical depth, the reﬂected SW ﬂux will
be higher than for other surfaces, so the high radiances in these cloudy scenes cause high RMS
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Figure 5.4: Normalized frequency of occurrence histograms of RMSE for diﬀerent surface types (ocean,
vegetation, desert and snow) for the SW BBR method 1 and 2. All clouds intervals are included.
104
5.1. Angular Bin Error Analysis







Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3






























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3






























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3






























Histogram of ADM RMS errors for method 3



























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3



























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3



























Histogram of ADM RMS errors for method 3



























Histogram of ADM RMS errors for method 4
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Figure 5.5: Normalized frequency of occurrence histograms of RMSE for diﬀerent surface types (ocean,
vegetation, desert and snow) for the SW BBR method 3 and 4. All clouds intervals are included.
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Figure 5.6: Normalized frequency of occurrence histograms of RMSE for diﬀerent surface types (ocean,
vegetation, desert and snow) for the SW BBR method 5. All clouds intervals are included.
errors in the ﬂux retrievals. In general, the rest of the bins present high errors only in the 20%
of bins. The linear combination methodology shown in the Fig. 5.5, presents the best results.
Only few cases in snow surfaces show high RMSE values, and some ADM bins with low SZA
values show errors between 5 and 8 Wm−2, even less than 20% of bins in these cases. Fig. 5.5
and 5.6, show the methods 4 and 5, respectively. The behaviour of extreme RMSE values in the
eﬀective radiance averaged methodology (methods 4 and 5) is analogous to the shape shown in
the methods 1 and 2, but the percentage of errors in the intermediate range error is much higher.
For these reasons, in principle it may seem, that method 3 provides the most recommended ADM
for the radiance-to-ﬂux inversion, but these results were expected. Since the method 3 has been
constructed by minimizing the errors for each set of radiances within the bins, this statistical
model properly works with those scenes but we have to apply this method to real data taking
into account that it is impossible to reproduce a perfect sampling in a synthetic database.
The RAA dependence analysis is diﬃcult to carry out because of the biased angular sampling of
this study. Only ocean surfaces present enough angular combinations to extract same conclusions.
Figures depicted in Appendix F present all the cloudy ocean bins for the BBR methods, analysing
these plots we will try to study the angular dependence.
In general, angular bins with RAAs within 0 and 90 degrees show low RMSEs for low SZA
values, increasing as SZA does until reaching a peak corresponding to SZA of 50 degrees, then
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decreasing again. RAAs between 90 and 180 degrees show the opposite shape, with high RMSE
values for the extreme SZA values and the lowest peak for the intermediate SZA values. The
explanation of this is given by the biased cloud conﬁguration in the database construction where
the clouds have been placed following always the same criterion in the 3-D scene. As it has been
commented before, the RAA deﬁnition refers to the BBR forward view but it takes into account
the backward and forward scattering of the scene, since there are two oﬀ-nadir views (+50◦ and
−50◦) for each acquisition. If scenes with backscattering in the forward view (RAA between 0 and
90 degrees) show the highest RMSE values and scenes with the backscattering in the backward
view (RAA between 90 and 180 degrees) show the lowest at VZA= 50◦ is because those angular
conﬁgurations present the highest or the lowest radiance values respectively, thus the criterion
held to place the clouds in the scenes shows preferred conﬁgurations, helping some conﬁgurations
at the expense of other.
The radiative transfer Monte-Carlo methods simulate the radiative processes under limb con-
ditions, so it would be possible to reproduce observations with extreme SZA values, although there
is not treatment of the curvature of the Earth in the Simulator. The permanent lowest RMSE
values for solar zenith angles of 80 degrees are due to the few photons that reach the satellite in
that conditions. The lowest radiance values cause the lowest absolute errors.
5.2. Scattering Error Analysis
This Section describes another way to analyze the ﬁve ADM methods constructed for the
Broad-band Radiometer. We employ scatterplots or scatter diagrams, these charts represent the
association (not causation) between two variables, in our case, the true ﬂux and the ﬂux retrieval.
The shortwave ADM bins are grouped by surfaces in clear-sky (ocean is subdivided according
to speed wind) and dust storm, whereas cloudy surfaces are divided by surfaces and cloud type.
Longwave ADM bins are sorted by their surface and the liquid water path dependence is studied
separately. There are also enclosed a global study that groups a higher amount of bins for short
and longwave bands. The root mean square error of each set of bins is shown in the pictures
together with the correlation coeﬃcient for every BBR ADM method. A line of best ﬁt is drawn
in order to study the correlation between the ﬂuxes.
For a better visibility the method 2 has been dropped from the plots, considering this method
do not apport any new consideration to the study and only has been noted in the text.
5.2.1. Shortwave ADMs
⇀ Clear-sky surfaces
Fig. 5.7 shows the scatter diagrams between the considered true ﬂuxes from the EarthCARE
Simulator and the apparent ﬂuxes from the BBR ADM methods for clear-sky bins.
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Figure 5.7: Scatterplot of simulated shortwave ﬂuxes versus apparent BBR shortwave ﬂuxes for clear-sky
SW ADM bins.
Clear-sky ADM bins present low RMS errors for ocean and land surfaces. The pattern found
for individual bins in the previous Section is reproduced now again. The little diﬀerences be-
tween clear-sky ocean and land surfaces uncertainties come from two sources. First, the surface
reﬂectance models, which diﬀer both in magnitude and in directional response, so brighter sur-
faces present higher errors. Second, the aerosol optical thickness and aerosol models used were
diﬀerent. These aerosol models have diﬀerent optical properties which inﬂuence the anisotropy of
the radiance ﬁeld, and therefore the retrieval error.
In the method’s comparison, the linear combination procedure obtains the lowest errors for
both surfaces as should be expected. The eﬀective radiance methodologies show diﬀerences de-
pending on the surface selected. Method 5 provides the most accurate ﬂux conversion in the
ocean bins but it works worse under land surfaces. However, the method 4 follows the opposite
behaviour, giving the worst results for bins over ocean and the best values for land bins. The
method 1 shows results halfway between the two procedures based on an average eﬀective radi-
ance, even though it should be noted that it remains always near to the best method in every
case.
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Figure 5.8: Scatterplot of simulated shortwave ﬂuxes versus apparent BBR shortwave ﬂuxes for dust
storm SW ADM bins.
⇀ Dust storm surfaces
Fig. 5.8 presents the scatterplots between the real ﬂuxes and the apparent ﬂuxes for dust storm
bins. To reproduce dust storm events over desert and ocean, we have considered thick burdens of
aerosols in these ADMs.
The ADMs work properly, obtaining low RMS errors for ocean surface, as well as for land
surface. The values of ocean bins present more dispersion than the values computed for land bins,
nevertheless the absolute errors are lower because of the diﬀerence on surface albedo.
Over ocean, there are less diﬀerences among the methods, but the method 3 and the method 4
remains as the best and the worst, respectively. Over land, the method 3 shows much better
conversion than the rest of methods, presenting the methods based on an average eﬀective radiance
the poorest results.
⇀ Cloudy surfaces
Fig. 5.9 illustrates the scatter diagrams between the actual ﬂuxes of clouds over ocean scenes
and the apparent ﬂuxes computed with the BBR ADM methods for those scenes. The results
for the clouds over land surfaces are shown in the Appendix G. The following comments make
reference to cloudy ocean surfaces, although its behaviour is analogous to land surfaces (but with
higher absolute errors due to the higher albedo), thus all the comments can be directly applied.
In the results for low clouds, in general we observe very low RMSE values, with errors below
5Wm−2 for all set of bins. Following the comments previously analyzed, the error should be higher
as the surface is more reﬂective, and this is clearly stated in the eﬀective radiance methodologies
which increase the RMSE as cloud covers and cloud optical thickness do. Broadly speaking,
all the procedures keep a stable behaviour. The methodology based on the linear combination
adequately ﬁts both sets of ﬂuxes, simulated and apparent, providing the lowest uncertainties.
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Figure 5.9: Scatterplot of simulated shortwave ﬂuxes versus apparent BBR shortwave ﬂuxes for clouds
over ocean SW ADM bins.
This seems to be independent of the cloud cover and optical thickness changes, showing only little
higher errors for extreme cloud conﬁgurations, namely thick clouds. The methods based on an
eﬀective radiance along-track methodology present lower errors than eﬀective radiance averaged
methodology, although all them introduce more errors over the moderate clouds. Speciﬁcally,
the method 5 based on the eﬀective radiance computed by a weighted average shows the worst
conversion, whereas the method 1 presents the best values (not considering method 3 in the
comparison).
Middle clouds present larger dispersions and uncertainties. In terms of cloud cover, it is
clearly noticed that the retrieval error increases with cloud cover. This behaviour holds for cloud
optical thickness. Average RMS errors near 10Wm−2 are obtained for 75% cloud cover and
overcast conditions with thin and moderate τ in the eﬀective radiance methods, and they may
still be larger for some speciﬁc bins (see in the Fig. 5.10 the samples of cloudy vegetation surfaces).
These wrong results are due to the sub-scenes employed to construct the ADMs. The introduction
of diﬀerent cloud phases in the ADM bins for middle clouds generate a great variability in cloudy
bins, in spite of increasing the RMSE. Since the cloud phase is not a diﬀerential parameter, that
is, the ADMs are not classiﬁed regarding cloud phase, for every scene class bin three diﬀerent
types of clouds have been included: clouds of ice particles, clouds of water drops and clouds
made up of ice particles and water drops. These cloudy ADMs could be improved by introducing
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Figure 5.10: Example of wrong radiance-to-ﬂux conversion for SW middle clouds ADM bins.
a new cloud classiﬁcation criterion, cloud phase, in the ADM scene deﬁnition. The magnitude
of the diﬀerences is smaller for the thicker cloud case, basically built from water drops trying to
reproduce storm clouds. Since increased multiple scattering in these clouds reduces the sensitivity
to diﬀerences in liquid water and ice cloud phase functions. However, because albedos and ﬂuxes
are so much larger for thicker clouds, even small errors in anisotropy can cause large errors.
As expected, the results obtained in the error analysis show, in general, a good behaviour
of all ﬁve ADM models developed. Results obtained for high clouds are similar to those for
low clouds, since low clouds and high clouds are constituted by one scatterer component, water
drops or ice particles, respectively. Nevertheless, the results show more point dispersion for
high clouds than for low clouds and that means higher overall uncertainties. Absolute errors
are higher for moderate clouds due to the highest reﬂectance of these kind of clouds though.
High moderate clouds are constructed with a large cloud thickness and low cloud optical depth,
these characteristics cause a complex multi-scattering behaviour into the cloud. In our synthetic
database, the cirrus presents the most anisotropic behaviour of the high clouds, thus the ADMs
have more diﬃculties to linearize the signal. Not relevant conclusions can be extracted from the
high cloud results, errors show little or no dependence on cloud optical depth and cloud cover.
From the RMSE values it is clear that the method 3 gives the most accurate radiance-to-ﬂux
conversion for high clouds. This behaviour is repeated in all cloudy conditions as we have seen in
this Section. The method 5, dropping the nadir view, obtains the best results among the eﬀective
radiance methods, whereas the method 4 based on the simple average works wrongly with this
kind of situations. The method 1 presents correct results near to the best one.
⇀ Overall error analysis
The scatterplots depicted in Fig. 5.11 show the ADM error analysis, once the angular bins
have been sorted in three broad groups, namely, clear-sky, cloudy and dust storm bins.
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Figure 5.11: Scatterplots of modelled shortwave ﬂuxes versus estimated BBR shortwave ﬂuxes for broad
ADM classes.
The global study for clear-sky shows errors around 1Wm−2 for the method 4 and less than
0.5Wm−2 for the linear combination method. The method 5 produces the worst results and
the method 1 gives a RMS error close to the procedure based on the simple mean. The most
reliable procedure is method 1 from among the eﬀective radiance methods in cloudy scenes. The
average RMS error for cloudy bins gives less than 6Wm−2 for the eﬀective radiance methodology
and about 3Wm−2 for method 3. The methods based on an average methodology produce the
worst results. The results for dust storm ADMs show the method 3 and method 1 one step
below the average methods. The methods 4 and 5 swap their roles in this case and the simple
average obtains worse results than the weighted average procedure. The ﬁve methods provide good
correlation coeﬃcients, but a more detailed analysis may show the diﬀerent behaviour between
the ﬁve methods developed for the instantaneous conversion of radiances into ﬂuxes.
The methods based on an eﬀective radiance averaged deﬁnition show the highest errors and
are thus less advisable. These procedures are more unstable than the other methods, giving good
results in some speciﬁc scenes and not as good in other cases. For instance, the method 5 shows
accurate results for ocean bins in clear-sky conditions and much worse in the rest. In any case, the
implicit error associated to these methods can be assumed in speciﬁc situations. From the analysis
of method 5 where the eﬀective radiance is obtained by using only the mean of the oﬀnadir views,
could be concluded that, in the case of an irreversible loss of one of the visions due to an eventual
failure in one of the telescopes, it would still be possible to obtain acceptable results for the ﬂuxes
in many situations.
The method 3, the multi-linear combination method, is probably the best in terms of error
analysis. As expected, this statistical procedure is the method that exhibits smaller diﬀerences
between the ADM calculated ﬂuxes and the simulated by the radiative transfer code. This be-
haviour is maintained for all the scenes of the database and, as a consequence, this would be
the optimum method to carry out the radiance-to-ﬂux conversion in the prospective BBR instru-
ment. This statement is, a priori, correct but only under the assumption of working with a truly
reliable database. However, that is impossible to assure, thus this methodology might present a
diﬃculty when used with real data. Since the method 3 is a statistical procedure that provides
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synthetic ADMs not based on any physical development, and our “empirical data” proceed from
simulations, the ADMs developed with this method are somehow conditioned by the accuracy of
the EarthCARE Simulator to reﬂect reality and the bias of the sampling. This method obtains
the coeﬃcients for the best ﬁt between radiances and ﬂuxes, thus this method is forced to achieve
the most accurate conversion for those data, and maybe, only for those data. For example, in
the cloudy scenes implemented in the database, the clouds always have the same orientation and,
therefore, these ADMs will faithfully reﬂect these cloud types, but will not be representative of
cloud scenes of diﬀerent orientation or with multi-layer situations. The eﬀective radiance along-
track methods are physically based but their RMSE results are worse than for method 3, although
they would also be acceptable in a general way and, maybe, we could obtain more accurate ﬂuxes
when we use these methods with real measurements.
The method 1, based on the eﬀective radiance computed by the path integral along the BBR
scan, shows a overall good behaviour under all the scenes considered in the synthetic database.
By the analysis of the four eﬀective radiance methods developed for this exercise, this procedure
to compute the eﬀective radiance is shown as the most versatile method to convert radiances
into ﬂuxes. It keeps a constant good behaviour for every studied case, but too far from the
method 3’s results in some speciﬁc scene bins. The method 3 present the best results indeed,
however, that “consistency” is not a guarantee of absolute accuracy since it does not account
for potential bias errors that there is present in satellite sampling. The use of method 3 with
satellite-measured radiances could give some problems as it is presented in the Chapter 6, which
shows the application of real data over the BBR conversion procedures built for this study.
It should be noted that since the scene identiﬁcation will rely on several assumptions to
both detect clouds and infer their optical properties, larger instantaneous TOA ﬂux errors may
be expected in certain conditions. These include multi-layer cloud conditions, in the presence
of vertically extensive clouds, where 3D eﬀects such as cloud shadows and enhanced cloud-side
illumination can result in anisotropic patterns that deviate signiﬁcantly from average conditions,
and in regions where topographical variations are pronounced where the anisotropy changes very
rapidly with observation angle, where the relatively coarse angular bins used to deﬁne CERES
ADMs cannot resolve such variability (Loeb et al., 2003a).
5.2.2. Longwave ADMs
Since the longwave radiance ﬁeld is less anisotropic (Bodas-Salcedo et al., 2003), the results
show signiﬁcantly lower errors as compared to the least favourable cases in the shortwave. The
ADMs correct rather better the scene anisotropy of longwave ﬁelds than the shortwave cases.
Fig. 5.12 shows the scatter diagrams for the longwave ADM bins in clear-sky conditions sorted by
surfaces. The three methodologies present a strong correlation and give not signiﬁcant RMS errors,
less than 0.5Wm−2 for the four surfaces employed in the longwave ADM study, namely, ocean,
land, bright desert and snow. The RMSE slightly increases with higher surface and atmospheric
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Figure 5.12: Scatterplot of simulated longwave ﬂuxes versus apparent BBR longwave ﬂuxes for clear-sky
surface ADM LW bins.
proﬁle temperatures. The method 3 shows the most accurate apparent ﬂuxes again, the method 1
presents the best correspondence between ADM-based ﬂuxes from among the eﬀective radiance
methodologies and real ﬂuxes and the simple average method oﬀers the worst results.
Fig. 5.13 shows the results for the longwave ADM bins in cloudy conditions sorted by surfaces.
The absolute errors are very low but larger than in clear-sky conditions, although they still follow
the behaviour seen previously, being higher as the surface and atmospheric proﬁle temperature
increase. Methods 4 and 5, based on the eﬀective radiance averaged methodology, obtain the
worst correlation coeﬃcients and show the highest RMS errors. The eﬀective radiance methods
obtain about 2Wm−2 for the surface with highest temperature proﬁles and surface temperatures,
namely, bright desert; where the method 3 provides the lowest absolute error, a value below
1.3Wm−2. The ADMs provide accurate ﬂuxes for the rest of surface bins, with RMS errors below
0.5Wm−2 for linear combination method and 1.5Wm−2 for the method 1.
Fig. 5.14 presents the scatter diagrams sorted by surfaces and liquid water path classes. As
we can see in the charts the behaviour with respect to LWP does not show any strong pattern for
diﬀerent surfaces, although the errors and point dispersion are slightly higher for very high liquid
water path bins. It should be noted those bins correspond to deep convection clouds, since the
worst ﬂux conversion is done for these clouds, it is clear that they present the most anisotropic
behaviour from the longwave viewpoint.
The behaviour of the longwave ADMs repeats the situations analyzed in the shortwave Section.
The method 3, as it has been shown, oﬀers the lowest implicit error in the ﬂux conversion and
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Figure 5.13: Scatterplot of simulated longwave ﬂuxes versus apparent BBR longwave ﬂuxes for clouds
over ocean ADM LW bins.
the method 1 is another option to take into account for the ﬁnal ADM selection because of its
accurate results and physical basis.
5.3. Recapitulation
This Chapter is of great importance because it studies the ADM uncertainties. Thus, it is
good choice to summary the main topics that have been stated here. The next Chapter checks the
consistency of the synthetic BBR ADMs against the CERES ﬂux conversion carried out on the
Terra and TRMM satellites. This will help to asses the conﬁdence on the ﬁve methods developed.
• This Chapter shows the implicit errors of the synthetic ADMs constructed for the BBR
instrument. The analysis provides the theoretical error associated to each ADM bin, that
is, the minimal error assumed in each apparent ﬂux computed employing the conversion
procedure.
• The uncertainties show the behaviour expected in the Chapter 4. Since the method 3 has
been constructed by minimizing the error of the ﬁt between simulated radiances and ﬂuxes,
this statistical model provides the best results for the synthetic database.
• From the analysis of the angular bin errors can be extracted some general conclusions that
are reproduced then in the following scattering error analysis.
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Figure 5.14: Scatterplot of simulated longwave ﬂuxes versus apparent BBR longwave ﬂuxes for diﬀerent
liquid water path ADM LW bins.
• The three methodologies show very good results for shortwave clear-sky. However, because
of the limited number of surfaces, i.e., reﬂectances employed it is necessary to consider how
the ADMs have been obtained and to know the limitations before thinking in a real use.
• The cloudy angular bins present errors above the shortwave EarthCARE ﬂux requirement
only in the 20% of situations. The linear combination methodology presents the best results.
Only few cases in snow surfaces show high RMSE values. The behaviour of extreme RMSE
values in the eﬀective radiance averaged methodology is analogous to the shape shown in
the methods 1 and 2, but the percentage of errors in the intermediate range error is much
higher.
• The longwave radiance ﬁeld is less anisotropic than the shortwave, thus the results show
signiﬁcantly lower errors as compared to the least favourable cases in the shortwave. The
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ADMs correct rather better the scene anisotropy of longwave ﬁelds than the shortwave cases.
• The method based on the eﬀective radiance computed by the path integral along the
BBR scan shows a overall good behaviour under all the scenes considered in the synthetic
database. This procedure to compute the eﬀective radiance is shown as the most versa-
tile method to convert radiances into ﬂuxes. It keeps a constant good behaviour for every
studied case.
• The multi-linear combination method is the best in terms of error analysis. This procedure
exhibits the smallest diﬀerences between the apparent and the simulated ﬂuxes. This be-
haviour is maintained for all the scenes of the database. However, this is not a guarantee of
an optimum conversion since it does not account for the bias in the database sampling.
• The methods based on an eﬀective radiance averaged deﬁnition show the highest errors and
are thus less advisable. These procedures are more unstable than the other methods, giving
good results in some speciﬁc scenes and not as good in other cases.
• From the analysis of method 5 where the eﬀective radiance is obtained by using only the
mean of the oﬀnadir views, could be concluded that, in the case of an irreversible loss of one
of the visions due to an eventual failure in one of the telescopes, it would still be possible
to obtain acceptable results for the ﬂuxes in many situations.
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Comparison between CERES ADMs
and BBR ADM
A study only based on a theoretical database it is always limited and is diﬃcult to extrapolate
these results to real situations, because shortcomings of insuﬃcient sampling or biased sampling
are ever present. Since the synthetic ADM developed for the BBR comes from a theoretical study,
it is necessary to check the coherence of these results. In this Chapter we carry out a comparison
between the TOA CERES radiance-to-ﬂux conversion procedure and the theoretical BBR ADMs.
The Clouds and the Earth’s Radiant Energy System (CERES) instrument is a narrow ﬁeld-
of-view scanning radiometer; its scanning plane can be rotated in azimuth from −90 to +90
degrees with respect to the satellite orbit plane. Cross-track scanning, perpendicular to the orbit
plane, provides the largest possible spatial coverage; but each target is viewed once, at a single
angle, per overpass. Along-track scanning, on the orbit plane, allows a target to be observed
several times per orbit under a range of viewing angles; but the spatial coverage is limited to
a narrow swath around the sub-satellite track. The rotating azimuth capability of the CERES
instrument (RAPS) is used primarily to sample the anisotropic radiance ﬁeld from all directions.
As we have seen previously, the CERES algorithms compute ﬂuxes by using a statistical angular
distribution model. Considerable eﬀorts have been devoted for improving this ADM (Loeb et al.,
2003b, 2005). The method consists in classifying the terrestrial scenes and clouds according to
their angular behaviour, using the dataset of observations acquired over a large range of angles
and provided by the rotating azimuth plane scanning mode of CERES.
What is described next is not really a formal validation of results. The term “validation” is
not appropriate in this case, ﬁrstly because CERES apparent ﬂuxes are not the absolute truth,
even though these ADMs give the most accurate ﬂux results nowadays and have been consciously
validated by Loeb et al. (2003a, 2007), and secondly because substantial diﬀerences exist between
both sets of ADMs which make a direct comparison impossible. Therefore, in this Section, we only
check the coherence of the radiance-to-ﬂux conversion procedures developed so far for the BBR.
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For that, we apply the empirical CERES and theoretical BBR ADMs over the same BBR-like
dataset trying to homogenize both ADM scene deﬁnitions.
6.1. Selection of a Representative Satellite Dataset
The Broad-band Radiometer has a relative small footprint of 10 km and multi-view capa-
bilities with its 3-views along-track, nadir and 55◦ fore and aft. The representative BBR-like
dataset should then include historical broad-band and multi-view satellite radiances in the above
mentioned three directions and at least associated surface and atmospheric information of the
target.
In the search of a representative satellite BBR-like dataset, the best candidate seems to be
the ﬁve CERES instruments, with speciﬁc Rotating Azimuth Plane (RAP) and Along-Track
(AT) scanning modes and 10 km (TRMM) or 20 km nadir spatial resolution (Terra and Aqua).
POLDER was originally thought as appropriate at the beginning, thanks to its 14-view capability
and its 6 km resolution, but the narrow-to-broad-band conversion and calibration issues had to
be carefully checked. The combination of GERB (50 km nadir footprint and 15min sampling)
with SEVIRI was a third possibility, although limited because a given area of the Earth is always
observed from a geostationary satellite with the same viewing zenith angle.
Finally CERES datasets were chosen with the overall objective of ﬁnding spatial/temporal
co-registered BBR-like radiances. Since the “BBR triplet” can only be obtained from the AT
and RAPS modes of CERES, the CERES SSF (Single Scanner Footprint) products of those
scan modes were ﬁrstly analyzed. Search engine algorithms were developed by the Laboratoire
de Me´te´orologie Dynamique (LMD) looking for the best collocations between nadir and oblique
observations of these AT and RAPS modes (Viollier et al., 2004a,b, 2005a,b). However, the RAPS
mode data was shown to be irrelevant for the dataset because the oblique-nadir co-registrations
rarely correspond to the ±55◦ and 0◦ angle speciﬁcations.
The AT mode remained as the main source to provide good collocated “BBR triplet” obser-
vations but only in certain locations: at the highest latitudes, when the orbit turns back and
the satellite motion accompanies the Earth rotation. Elsewhere, the Earth rotation between the
fore and aft observations leads to location diﬀerences up to 80 km (case of Terra at Equator).
To obtain collocated measurements, the azimuth of the instrument must move as a function of
latitude. This rotation angle depends on the orbit characteristics. Capderou (2005); Capderou
and Viollier (2006) explain the mathematical description of satellite orbits around the Earth and
compute the rotation angle required for the true along-track. Thanks to the experience gained
in the EarthCARE pre-Phase A studies, the Project Team suggested the NASA CERES Science
Team to implement the Earth rotation correction in the CERES system in a similar way as it
was studied for the EarthCARE BBR (Mercier-Ythier et al., 2001). The instrument rotation
was successfully programmed and tested on the CERES Terra FM2 on December 2004, 7 and
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Table 6.1: True along-track available data.
Days Terra FM2 Aqua FM3








25th, covering 2 full orbits. This correction reduces the distances between the nadir and oblique
observations to less than 7 km in most cases. However, the residual collocation errors and the few
minutes between the three observations may still have strong impacts, with the obvious risk to
mask the angular signal.
In any case, the preceding dataset from the TRMM along-track mode is reliable regarding the
collocation of the three observations. The LMD institute applied the co-registration processing
systems over nine full days of TRMM data, namely, April 23, May 8 and 23, June 7 and 22, July
7 and 22, August 6 and 21, 1998. Nevertheless, these days only contains 793 and 1 584 useful
triplets for the SW and LW domain respectively, and the sampling of the scene types is very poor.
Together with the TRMM AT CERES datasets, the observations during eight days in February
and March 2005 of the Terra/Aqua TAT CERES modes (see Table 6.1) were employed by the
French institute to create the CERES dataset with multi-view capabilities for the BBR concept.
This dataset contains 958 and 966 triplets from CERES Terra in the shortwave and longwave
domain, respectively, and the CERES Aqua orbits contributes 414 triplets for shortwave and 413
triplets for longwave band. The three along-track CERES unﬁltered radiances and the ADM
identiﬁer for each triplet measurement are stored in the delivered ﬁles. In other words, the triplet
ﬁles contain the multi-view radiances and the scene type classiﬁed by MODIS needed to apply
the theoretical BBR ADMs, and the CERES apparent ﬂux needed to compare both retrievals.
Figs. 6.1 and 6.2 show some examples of the TAT scanning mode for the daylight sides of
the Terra and Aqua orbits, respectively. Since the ultimate objective is to study the radiation
anisotropy mainly in the SW domain, for which the errors in the ﬂux estimates are the largest,
this true along-track mode worked only for the daylight side of the orbits, the scan mode returns
to the cross-track mode at the highest latitudes and for the nighttime side1.
Consistency tests on the collocation and the spatial heterogeneity were carried out by the
LMD over the selected dataset to provide the most reliable BBR-like data (Viollier et al., 2004a,b,
1Currently, this correction has been accepted and implemented operationally in the CERES FM2 as it can be
seen at CERES Informational Operations page. However, on March 30, 2005, the SW channel on the FM4 stopped
functioning, the scheduled along-track scan mode for the instrument FM3 was discarded and started operating in
continuous cross-track mode
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Figure 6.1: Corrected along-track scanning mode for 2005, February 26 from FM2 on Terra. Computed
from CERES ERBE-like Data Management page.
2005a,b). These tests failed in most cases except for homogeneous areas. This failure is almost
certainly due to residual co-registration errors which occur even when the centers of the FOV
are close each other. This is because the size and the shape of FOV vary according to the scan
angle in the CERES design. Furthermore, there are about four minutes between the fore and
aft observations. Considering the high space and time variability of the cloud ﬁeld, small co-
registration errors generate radiance diﬀerences greater than the angular eﬀects. Only the triplets
that fulﬁll severe co-registration conditions (oblique/nadir distance < 5 km, fore/aft distance
< 10 km) over homogeneous areas (along-track radiance dispersion < 5% in SW and < 1% in
LW) have provided conﬁdence that both the angular behaviour is correct and the co-registration
errors have negligible eﬀects, and should be the only data employed in the BBR-like database
construction. Nevertheless, this restrictive selection of triplets drastically reduce the number
of available triplets (81%, 73% and 99% shortwave data ﬁltered for TRMM, Terra and Aqua
data respectively, and 48%, 76% and 99% longwave data ﬁltered for TRMM, Terra and Aqua
data respectively) and the scene and the angular sampling remain certainly insuﬃcient for the
comparison study. This error contribution in the analysis has been eased as far as possible by
simply ﬁltering the triplets that do not have the same CERES scene identiﬁcation in any of the
three CERES views. After ﬁltering by the CERES ADM id, the remaining available data for the
comparison study can be summarized as follows: 278, 493 and 236 triplets for TRMM, Terra and
Aqua shortwave data, respectively, and 708, 743 and 326 for TRMM, Terra and Aqua longwave
data, respectively. Appendix H shows the amount of scene types that are included in the ﬁltered
BBR-like datasets and used in the following analysis. Notice that only the scene types with at
least ﬁve cases has been plotted in the LW TRMM ﬁgure for visibility purposes. The scene indexes
shown in these plots correspond to the ADM identiﬁer numbers employed by CERES NASA. The
corresponding codiﬁcation of the ADM ID numbers for the TRMM and Terra/Aqua ADMs is
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Figure 6.2: Corrected along-track scanning mode for 2005, March 22 from FM3 on Aqua. Computed
from CERES ERBE-like Data Management page.
available in the CERES inversion group website.
Despite these strong drawbacks, the CERES BBR-like datasets remain as the most suitable
satellite-measured database with regards to the along-track BBR concept. The corresponding
dataset of ± 55◦ and 0◦ radiance triplets have been employed to test the theoretical ﬂux retrieval
algorithms developed in the Thesis.
For more information about the BBR-like datasets it is encouraged the reading of the ESA
reports Viollier et al. (2004a,b, 2005a,b); Lo´pez-Baeza et al. (2006).
6.2. CERES ADM Sensitivity Study
A sensitivity study of the CERES Terra/Aqua SSF data has been carried out to estimate the
coherence of the radiance-to-ﬂux conversion procedure of the CERES SW ADMs in homogeneous
areas. By analyzing the CERES Programmable Azimuth Plane Scanning (PAPS) SSF clear-sky
data obtained in the Second GERB Ground Validation Campaign at the Valencia Anchor Station
(VAS) (Vela´zquez-Bla´zquez et al., 2004, 2006) under the framework of the SCALES (SEVIRI and
GERB cal/val area for large scale ﬁeld experiments) Project, the goodness of the conversion over
a study area can be estimated.
The Valencia Anchor Station (Lo´pez-Baeza et al., 2003) (39◦34′′15′ N, 1◦17′′18′ W, 813m) is
placed in the Requena-Utiel plateau. This is a large undulated plain formed by quaternary
sediments surrounded by mountainous regions at the Northern and Eastern sides and the Cabriel
river basin at the Western and Southern sides (see Fig. 6.3). The dominant land use in the
plateau is dedicated to vineyards, however, the Anchor Station surrounding area contains some
ﬁelds of olive and almond trees and representative ecosystems of the Mediterranean arch, typical
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(a) Mediterranean coast image of 5th July 2003
from Landsat 5.
(b) Utiel-Requena plateau image of 5th July
2003 from Landsat 5.
Figure 6.3: True color Landsat 5 image of Valencia Anchor Station reference area.
of semi-arid regions, including pine forests and Mediterranean shrubs. The VAS as such is a robust
meteorological station where measurements are made at diﬀerent levels both in the atmosphere
and in the soil in order to be able to derive surface energy balance ﬂuxes. The main objective of
the Valencia Anchor Station is to deﬁne a reference area to provide a methodology to characterise
signiﬁcant geophysical parameters, representative of suﬃciently large zones in relation to the pixel
size of the remote sensing sensor under consideration. The region (about 50x 50 km2) is highly
convenient thanks to its large-scale reasonable homogeneity from diﬀerent viewpoints (land use,
topography, climatology, etc.).
In order to perform those validation tasks, several validation campaigns have been carried
out in the study area, measuring the surface and atmospheric parameters needed. During the
ﬁeld campaigns, CERES is currently programmed to scan over a determined area changing the
observation plane in the azimuthal angle (PAPS mode), thus optimizing validation studies (see
Fig. 6.4 courtesy of Almudena Vela´zquez Bla´quez). This mode of operation provides a wide
database of radiances and estimated ﬂuxes (from CERES ADMs) over the study area. The
CERES instruments Terra FM2 and Aqua FM3 worked in this mode during the Second GERB
Ground Validation Campaign held in the Valencia Anchor Station area between 9th and 12th of
February 2004 (Vela´zquez-Bla´zquez et al., 2006).
Appendix I shows the shortwave ﬂuxes computed with the CERES Terra ADMs (CERES
Terra/Aqua edition 2B SSF data) for the radiances found over a 50x 50 km2 area centered in
the Valencia Anchor Station for each of the CERES Terra/Aqua PAPS overpasses during the
validation campaign. This campaign was carried out in February 2004, in the middle of winter
and, by attending the land use classiﬁcation of the region, we may consider the area as reasonably
homogeneous at the scale we are analysing.
The plots bring out the variations in the ﬂux determination over the study area. Flux is a
124
6.2. CERES ADM Sensitivity Study
0 35 70 105 140 175 210 245 280 315 350
Watts per square meter per steradian
(a) CERES Terra FM2 PAPS unﬁltered
shortwave radiances over the VAS.
11th February 2004.
0 35 70 105 140 175 210 245 280 315 350
Watts per square meter per steradian
(b) CERES Aqua FM3 PAPS unﬁltered
shortwave radiances over the VAS.
12th February 2004.
Figure 6.4: Sample of the CERES programmable azimuth plane scanning mode over the Valencia Anchor
Station during the 2nd SCALES campaign.
magnitude only dependent on solar zenith angle and reﬂectance properties of the target. There-
fore, in principle, for a perfect radiance-to-ﬂux conversion the data acquired in the validation
campaign for the same scene and solar zenith angle conditions should not show disagreements
in ﬂuxes. CERES Terra/Aqua ADMs have an accuracy about 3% for this kind of target in the
instantaneous radiance-to-ﬂux conversion (see Table A from the CERES quality summary docu-
ment), but the ﬁgures of the Appendix I give larger discrepancies between the ﬂuxes in forward
and backward scattering and for diﬀerent viewing zenith angles. This dependence makes no sense
because the ﬂux is independent of these angular conditions, although this is not likely caused for
wrong behaviour of the CERES ADMs. These ﬂux variations could be due to wrong interpreta-
tion of these measurements. The ADM scene identiﬁcation is the same in almost all the SSF data
into the VAS reference area, but the scenes are not really the same.
The ﬁeld-of-view of the CERES instrument projected on the Earth’s surface (footprint) varies
depending on the viewing zenith angle. The CERES Terra/Aqua footprint is approximately
20 km in a nadir viewing position and this spatial extent increases as the viewing zenith angle
does (assuming a ellipsoid shape of CERES footprint, the Fig. 6.5 shows the change of the major
and minor axes of the ellipse as a function of VZA). Since the footprint size changes, the radiance
comes from diﬀerent sources in each measurement, thus the CERES ADMs provide diﬀerent
apparent ﬂuxes. The diﬀerences in the size and shape of the FOV and the time lag between the
observations is not negligible and may produce large radiance diﬀerences. It is necessary to take
into account the ﬁeld-of-view of each acquisition to avoid that, because the area is not suﬃciently
homogeneous. An almost perfect homogeneous scene for the CERES conditions could be a clear
ocean area or extensive stratus decks where the scene is nearly the same for all the viewing zenith
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Figure 6.5: Footprint change in function of VZA for CERES Terra/Aqua sensor. Extracted from
Dome´nech (2005).
angles (footprint sizes), in this case the CERES SW apparent ﬂux should be equal.
The CERES footprint depends on the viewing zenith angle and this causes discrepancies in the
ﬂuxes, in spite the ADM provides the same scene ID for the measurements. Probably, the ﬂuxes
are correctly computed, but those are diﬀerent because the scenes change. This is a signiﬁcant
diﬀerence with the proposed BBR conﬁguration, where the three footprints keep the same area
size.
6.3. Shortwave ADM Comparison Results
In order to be able to compare the ﬂuxes resulting from the application of the BBR and the
CERES ADMs over the triplets of satellite-measured radiances (BBR-like CERES dataset), ﬁrstly
all the ADM scene deﬁnitions must be homogenized to make these comparisons meaningful. Sec-
ondly the BBR apparent ﬂuxes for every method have to be calculated following the exploitation
guidelines described in the Chapter 4.
The solar zenith and azimuth angles are respectively sorted from 0 − 90◦ and 0 − 180◦ with
all possible combinations in the CERES shortwave ADMs, but the EarthCARE orbital constrain
limits the cases of available angular geometries in the BBR shortwave ADMs, though (see Sec-
tion 2.2.1). Therefore, the database of BBR-like shortwave radiances/apparent-ﬂuxes should be
ﬁltered again to only select those that coincide with the restrictions ﬁxed by the orbital ligature.
The triplet database is greatly reduced when the data that accomplishes the orbital and latitu-
dinal conditions is selected (Table B.1), particularly for TRMM data, since its tropical orbit is
quite diﬀerent from the proposed EarthCARE polar orbit.
Next sections bring out the results for the comparisons over all the BBR-like clear and cloudy
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triplet datasets. CERES computes three apparent ﬂuxes based on three diﬀerent ADMs for every
BBR view (0◦, ±55◦), considering ﬂux is independent on VZA these ﬂuxes must be of equal
value, but it exists discrepancies. However, the BBR conversion methods are independent on the
viewing zenith and provide only one ﬂux value for the three BBR views observing the target in the
along-track conﬁguration. Since three diﬀerent ﬂuxes are obtained from CERES ADMs for each
BBR-like triplet, a physical procedure should be developed to average the three ﬂuxes obtained.
The simple average ﬂux has been used to make possible the comparison with the other ﬁve BBR
methods. The conﬁdence in this CERES ﬂux average value is given by the standard deviation
corresponding to the diﬀerences found between the ﬂux obtained by CERES for the three views.
The analysis error employed in the comparisons has been performed by using the systematic
error or bias and the standard deviation of the bias. The systematic bias refers to the tendency
to consistently underestimate or overestimate a true value, thus the bias should likely tell about






|F¯CERES − FBBR| (6.3.1)
The standard deviation studies the random error associated to the statistical analysis of re-
peated measurements. In our case, it would be helpful for the analysis of the diﬀerent BBR
methods and the three comparisons against TRMM, Terra and Aqua datasets. This error contri-






(bias − bias)2 (6.3.2)
The detail of these comparisons is shown in the tables of the Appendix J. The ﬂux values for
the CERES and BBR ADMs are listed together with the deviation of the CERES instantaneous
ﬂux triplets. In the tables, the idADM CERES is the CERES ADM number identiﬁcation, the ﬂux
med CERES (Wm−2) column presents the average ﬂux of the three CERES ﬂuxes (+55◦, 0◦, −55◦
viewing zenith angle views) given by the CERES ADMs for each target, the standard deviation
column shows the error minimum associated to the CERES average ﬂux, and the ﬂux met1-5
(Wm−2) columns correspond to the ﬂuxes obtained by using the ﬁve synthetic ADM methods
developed for the BBR, studied in Section 4. To provide the reader a quick way to sum up the
performance of the methods, the relevant table entrees corresponding to the BBR ﬂux retrievals
that are out of the CERES standard deviation have been shaded.
6.3.1. Comparisons for Clear-sky Conditions
Over ocean
The wind speed is the determining parameter in clear ocean conditions regarding scene
anisotropy. The BBR ADM scene deﬁnition and CERES ADM scene deﬁnitions as well, sort
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Table 6.2: Wind speed intervals (ms−1) criteria for the diﬀerent compared ADMs.
BBR ADM CERES Terra/Aqua ADM CERES TRMM ADM
< 2 0 - 2 id1, 2 - 4 id2 < 3.5 id1
2 - 7 4 - 6 id3, 6 - 8 id4 3.5 - 5.5 id2
7 - 13 8 - 10 id5 5.5 - 7.5 id3
> 20 > 12 id6 > 7.5 id4
the radiances according to the wind speed value in the scene. It is necessary to specify a cri-
terion to homogenize the diﬀerent classiﬁcations. The criterion followed has been to group the
wind speed intervals according to Table 6.2. This table illustrates the ADM types selected from
CERES TRMM and CERES Terra/Aqua for each BBR ADM wind speed bin.
The clear ocean BBR-like dataset includes 30, 70 and 53 compatible situations for TRMM,
Terra and Aqua respectively. Following ﬁgures show the comparison between the CERES TRMM,
Terra and Aqua shortwave ADMs and the BBR ADMs methods for clear-sky over ocean scenes.
The CERES ﬂuxes have been divided into three groups according to the frequency distributions of
the CERES standard deviation errors using three ﬁxed percentile intervals (< 33, 33− 66, > 66).
The plot markers identify ﬂuxes in each percentile interval. The percentile range deﬁnition of this
stratiﬁcation is shown in the ﬁgure captions.
The Fig. 6.6(b) shows the scatter plot of the CERES Terra apparent ﬂuxes versus the BBR
apparent ﬂuxes for shortwave clear-sky over ocean conditions. The clear ocean is an almost perfect
homogeneous scene with regards to the CERES BBR-like triplets. Since the area provided by
the CERES footprints remains homogeneous for the three viewing zenith angles, the CERES
apparent ﬂux should present very low diﬀerences. As expected the CERES ﬂux deviations in
the three views are typically small than 3Wm−2. Although the CERES ﬂux errors are not very
signiﬁcant, there is a pronounced dependence on the ﬂux standard deviation error of CERES
measurements, since the biggest ﬂuxes diﬀerences are found for the CERES average ﬂuxes with
largest standard deviations. The results do not present a proper correlation and the diﬀerences
between the CERES Terra and BBR apparent ﬂuxes are large, particularly for the method 3. This
great deviation may be caused due to radiative transfer code malfunction in the ocean reﬂectance.
The large bias found in the four methods, consistent oﬀset value of around 15Wm−2, conﬁrms
that hypothesis. The standard deviation error shows much better results, namely values below
2Wm−2 for the eﬀective radiance methods, while the method 3 presents a little worse results.
Fig. 6.6(a) and 6.6(c) show a similar behaviour for CERES TRMM and Aqua data. As
commented before, the clear ocean is an homogenous surface where it is expected to obtain
coherent comparisons. Nevertheless, even considering the maximum CERES errors spotted for
both, Terra and Aqua ﬂux estimates, they are not enough to explain the mismatch between
CERES/BBR. Even so the results give a adequate correlation but present a signiﬁcant shift with
respect to the 1:1 line. The BBR apparent ﬂuxes are systematically undervalued according to
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CERES average flux (W/m2)
TRMM SW ADM versus BBR SW ADM















(a) + → σ(F¯CERES) ≤ 1.57Wm−2
→ 1.57Wm−2 > σ(F¯CERES) ≤ 3.01Wm−2◦ →σ(F¯CERES) > 3.01Wm−2























CERES average flux (W/m2)
Terra SW ADM versus BBR SW ADM















(b) + → σ(F¯CERES) ≤ 1.40Wm−2
→ 1.40Wm−2 > σ(F¯CERES) ≤ 2.60Wm−2◦ →σ(F¯CERES) > 2.60Wm−2
























CERES average flux (W/m2)
Aqua SW ADM versus BBR SW ADM















(c) + → σ(F¯CERES) ≤ 1.34Wm−2
→ 1.34Wm−2 > σ(F¯CERES) ≤ 2.97Wm−2◦ →σ(F¯CERES) > 2.97Wm−2
Figure 6.6: Comparison between the apparent ﬂuxes computed by the CERES TRMM, Terra and Aqua
shortwave ADMs and the ﬂux estimates from the BBR shortwave ADMs for clear-sky over ocean scenes.
CERES ﬂuxes, as it is shown by the high bias errors. The four BBR methods provide close bias
errors larger than 10Wm−2 for TRMM, as well as for Aqua measured radiances. However, the
standard deviation presents expected small values between 5 − 6Wm−2 for the four methods
analysed.
Regarding the behaviour of the methods, all of the eﬀective radiance based methods properly
convert radiances into ﬂuxes. The method 3 presents higher errors, thus the results are only
partially coherent with the ocean results of the Chapter 5. The along-track eﬀective radiance
procedure delivers the lowest errors, the method 4 and 5 provide accurate ﬂux conversion and the
method 3 because is more sensitive to diﬀerences in the nadir and oﬀ-nadir acquisitions presents
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Table 6.3: Land surface criteria for the compared ADMs.
BBR ADM CERES Terra/Aqua ADM CERES TRMM ADM
Mod-high vegetation
Evergreen forests id301,





Crops and cities id308
Dark desert Dark desert id304 Dark desert id13
Bright desert Bright desert id305 Bright desert id14
Snow Snow and ice id309 −
the greatest number of outliers values for the ﬂuxes that belong the third percentile interval, and
hence the worst results.
Deﬁnitely, the large disagreement depicted in the plots between the BBR and the CERES
ADM predictions are not possible to justify by a physical explanation. Because of the standard
deviation error of CERES ﬂuxes and the radiances reﬂected from ocean are low, small absolute
RMS errors were expected in these comparisons. The clear shift between both sets of apparent
ﬂuxes seems to came from a previous step, from the ocean reﬂectivity simulation. In any case, this
serious mistake is not relevant on the Thesis purpose. The objective is not the direct application
of these ADMs to real data, here it has been studying the potential use of theoretical angular
models. And this is partially shown in the method performance for clear ocean that has been
analyzed in the Chapter 5 and the random error studied by the standard deviation in this Section.
Since the errors are inherent to the simulations the good results obtained have masked the code
bug.
The Tables J.1, J.2 and J.3 of the Appendix J respectively show the speciﬁc results for the
TRMM, Terra and Aqua triplets in the clear-sky over ocean scenes.
Over land
Taking into account the theoretical study carried out for the surface bin selection in the
database generation (see Section 3.2.1), the Table 6.3 illustrates the ADM scene classes selected
from CERES TRMM and CERES Terra/Aqua for each BBR ADM clear-sky over land surface
bin according to the BBR ADM scene deﬁnition.
The clear land triples are made up of 50, 4 and 4 compatible situations for TRMM, Terra
and Aqua respectively. The Fig. 6.7(a) shows a good correlation between the apparent ﬂuxes
computed by the CERES TRMM ADM and by the BBR ADMs for clear land conditions. The
CERES/BBR bias is very small, indicating that simulated reﬂectances are not biased and, as may
be expected, the standard deviations are in the same order of magnitude than those for the clear
ocean. The method 1 shows the closest values to CERES retrievals, the method 5 ﬂuxes are not
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CERES average flux (W/m2)
TRMM SW ADM versus BBR SW ADM















(a) + → σ(F¯CERES) ≤ 6.93Wm−2
→ 6.93Wm−2 > σ(F¯CERES) ≤ 13.44Wm−2◦ →σ(F¯CERES) > 13.44Wm−2





















CERES average flux (W/m2)
Terra SW ADM versus BBR SW ADM















(b) + → σ(F¯CERES) ≤ 11.50Wm−2
→ 11.50Wm−2 >σ(F¯CERES) ≤ 14.93Wm−2◦ →σ(F¯CERES) > 14.93Wm−2




















CERES average flux (W/m2)
Aqua SW ADM versus BBR SW ADM















(c) + → σ(F¯CERES) ≤ 11.97Wm−2
→ 11.97Wm−2 >σ(F¯CERES) ≤ 17.20Wm−2◦ →σ(F¯CERES) > 17.20Wm−2
Figure 6.7: Comparison between the apparent ﬂuxes calculated by the CERES TRMM, Terra and Aqua
shortwave ADMs and the ﬂux estimates from the BBR shortwave ADMs for clear-sky over land scenes.
as similar as those, while the method 4 gives results halfway between the other eﬀective radiance
procedures. The comparison can be considered meaningful because the high amount of available
data.
The CERES diﬀerences are signiﬁcant in many triplet ﬂuxes, reaching errors much larger than
15Wm−2. As expected, the comparison works worse for these CERES averaged ﬂuxes with higher
standard deviations. These high discrepancies are the main cause of the diﬀerent behaviour of
method 3 compared to the theoretical error study carried out in the previous Chapter 5. The
CERES ﬂux discrepancies come from diﬀerences in the three scenes observed by the instrument,
the scene changes and then the anisotropic behaviour as well. This procedure properly converts
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radiances into ﬂuxes when the target anisotropy is similar to the expected for that kind of scene,
it is needed to ﬁnd a regular scene to make a good conversion.
Fig. 6.7(b) and 6.7(c) show the comparison for Terra and Aqua data. There are few data
available but, by analysing the errors, it is possible to observe that the biggest diﬀerences are found
for methods 3 and 5. The high bias of the method 5 means that this procedure systematically
overestimates the CERES ﬂux retrievals, although this deviation is expected considering the
theoretical error study for land surfaces. Because the CERES standard deviations are even higher
for these all scenes, the problems of the linear combination procedure became worse in this case.
As it has been noted before, the method 3 is very sensitive to non-expected diﬀerences between the
nadir and oﬀ-nadir views so, if the anisotropic behaviour in the three scenes is not the behaviour
expected a priori, this method gives wrong results.
Table J.4, J.5 and J.6 respectively show the comparison results for the TRMM, Terra and
Aqua triplets, for the clear-sky land surface scenes. Empirical snow ADMs for CERES TRMM
are no included since TRMM orbit is restricted to tropical latitudes.
6.3.2. Comparisons for Cloudy Conditions
There are signiﬁcant diﬀerences between the ADM scene deﬁnitions of the CERES radiance-to-
ﬂux conversion methods and the criteria followed for the BBR (see Chapter 2). Table 6.4 shows
the attempt to establish a common cloud classiﬁcation criteria to carry out the comparisons
between CERES TRMM ADM, CERES Terra ADM and BBR ADM. The parameters and ranges
that deﬁne the ADM bins for these conversion methods diﬀer signiﬁcantly, so it is not an easy
task to adapt them to make the comparison meaningful. As an example, CERES TRMM ADM
does not consider the cloud height as a signiﬁcant parameter, but the BBR ADM scene deﬁnition
does, thus it is not possible to deﬁne an exact equivalence between them. Instead of that, we have
broadly related the cloud phase with the cloud height. The same thing happens, for instance,
with the CERES Terra cloud fraction deﬁnition, where this parameter does not match with the
equivalent parameter in the BBR ADM.
Tables J.7, J.8 and J.9 show the comparison results for the shortwave TRMM triplets in cloudy
scenes over ocean, moderate to high vegetation surfaces and low to moderate vegetation surfaces,
respectively. There are not coincidences with CERES TRMM data neither for cloud over dark
desert bins nor for cloud over bright desert bins, whereas snow surfaces are not represented in
the TRMM ADMs. Tables J.10, J.11 and J.12 present the comparison between the Terra ADM
and the four ADMs computed for the BBR for ocean, moderate to high vegetation and low to
moderate vegetation, respectively. The comparison algorithm does not ﬁnd radiances neither for
cloudy dark desert surfaces nor for cloudy bright desert surfaces nor snow surfaces in the triplets
data.
The cloud classiﬁcation parameter shown in the tables is a ﬁve digit number used to establish
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Cloud fraction Cloud fraction
Cloud fraction
Over ocean Over land
0.1 - 25 0.1 - 40 0.1 - 10, 10 - 20, 20 - 30 0.1 - 25
25 - 50 - 40 - 50, 50 - 60 25 - 50
50 - 75 40 - 99 60 - 70, 70 - 80 50 - 75
75 - 100 99 - 100
80 - 90, 90 - 95, 75 - 99.9,
95 - 99.9, 99.9 - 100 99.9 - 100
Optical thickness for Optical thickness for Optical thickness for low clouds
low-middle clouds low-middle clouds Over ocean Over land
< 3.5 < 3.35 0.01 - 1.0, 1.0 - 2.5, 2.5 - 5.0 0.01 - 2.5, 2.5 - 6.0
3.5 - 20.0 3.35 - 22.63
5.0 - 7.5, 7.5 - 10.0,
10.0 - 12.5, 12.5 - 5.0, 6.0 - 10.0,





> 20.0 > 22.63 30.0 - 40.0,
40.0 - 50.0, > 50
Optical thickness Optical thickness Optical thickness for high clouds
for high clouds for high clouds Over ocean Over land
< 1.5 < 3.35 0.01 - 1.0, 1.0 - 2.5, 0.01 - 2.5
2.0 - 4.0 < 3.35 2.5 - 5.0, 5.0 - 7.5 2.5 - 6.0
3.35 - 22.63,
> 22.63





12.5 - 15.0, 15.0 - 7.5,
> 50.0 17.5 - 20.0, 20.0 - 5.0,
25.0 - 30.0, 30.0 - 0.0,
40.0 - 50.0, > 50
the type of cloud that is present in each scene and the number of cloud layers in the scene. The
format of this parameter is available in the CERES inversion group web page (Cloud Classiﬁca-
tion Parameter section). Note that the comparison has only been done for single layer clouds,
that is, the multi-layer scenes have been ﬁltered from the triplet database. The Terra ADM ID
distinguishes the cloud situation and the surface type below the cloud. To deﬁne the scene, both
parameters, the ADM ID and the cloud classiﬁcation parameter are necessary. Nevertheless, the
comparison between the CERES Aqua and the BBR ADMs has not been possible to be made, be-
cause the LMD institute does not adequately processed the Aqua data and the cloud classiﬁcation
parameter from Aqua triplets data was not available.
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(a) + → σ(F¯CERES) ≤ 3.61Wm−2
→ 3.61Wm−2 > σ(F¯CERES) ≤ 6.76Wm−2◦ →σ(F¯CERES) > 6.76Wm−2






















CERES average flux (W/m2)
Terra SW ADM versus BBR SW ADM















(b) + → σ(F¯CERES) ≤ 3.78Wm−2
→ 3.78Wm−2 > σ(F¯CERES) ≤ 8.63Wm−2◦ →σ(F¯CERES) > 8.63Wm−2
Figure 6.8: Comparison between the apparent ﬂuxes computed by the CERES TRMM and Terra short-
wave ADMs and the BBR shortwave ADMs for clouds over ocean scenes.
As it has been previously commented, the non-coincidence of the target in the three CERES
views could produce errors in the radiance-to-ﬂux conversion. To avoid these possible errors in
the comparisons insofar as it was able, the triplets that have been diﬀerently identiﬁed by MODIS
were removed, that is, the triples which do not have the same cloud classiﬁcation parameter in
any of the three observations have been ﬁltered. A number of 26 cloudy scenes over ocean and 9
over land are included in the TRMM datasets, whereas 173 and 31 triplets from Terra are used
in the comparisons.
Next ﬁgures show the comparison between the CERES TRMM and Terra shortwave ADMs
and the BBR ADMs methods for clouds over ocean scenes.
Over ocean
Fig. 6.8(a) shows the scatter plot of the CERES TRMM versus the BBR shortwave apparent
ﬂuxes for clouds over ocean scenes. The plot presents a good correlation between the ﬂuxes
generated by the CERES and BBR ADMs. Unfortunately the comparison algorithm has ﬁltered
most of the middle and high cloudy scenes from the triplet BBR-like database. Thus it is diﬃcult
to reach a general conclusion about the coherence between the CERES and BBR ﬂuxes results
for these cloudy scenes. The comparison is coherent for the low clouds, appearing the worse
results for the ﬂux comparisons ﬂagged for the third percentile interval of the CERES standard
deviation. The method based on the along-track eﬀective radiance show the closest results to
the CERES apparent ﬂuxes, speciﬁcally this method gives a standard deviation below 10Wm−2,
whereas the method 3 repeats the behaviour shown in the previous analysis giving inappropriate
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ﬂux values when the CERES average ﬂux errors present high values. There appears to reproduce
a constant bias in the BBR results, namely there is an oﬀset of 8Wm−2 for all the eﬀective
radiance methods. This signiﬁcant bias is expected because of the radiative transfer calculation
bug of the ocean reﬂectance, commented in the clear-sky Section. In this case, the impact of the
reﬂectance underestimation is less important since the ocean inﬂuence is masked by the cloud
reﬂectance.
Fig. 6.8(b) presents the results for Terra data. The plot illustrates three blocks of data
corresponding to low, middle and high clouds, with very diverse characteristics. The four BBR
methods have a similar behaviour regarding ﬂux deviations, giving the four standard deviation
errors very close values. The data have a high correlation but with large deviations mainly due
to the huge diﬀerences found in the high clouds. BBR ﬂuxes are close to CERES ﬂuxes for the
low clouds selected from the triplets, which is a good checking because the three apparent ﬂuxes
computed by the CERES ADM are quite homogeneous for these scenes. The ocean reﬂectance
underestimation is present in the results but is totally masked by the high overestimation in middle
and high clouds (22Wm−2 bias error), however it is important to remark that these scenes present
CERES standard deviation errors around 20Wm−2 or even much larger values. The high random
errors depicted in the results may be put down to the lack of concordance between the ADM scene
deﬁnitions.
The more consistency of CERES for low-altitude clouds than for high-altitude clouds could due
to multi-layer cloud conditions, where conventional passive remote sensing threshold techniques
often fail to even identify more than one cloud layer, in the presence of vertically extensive
clouds, where 3D eﬀects such as cloud shadows and enhanced cloud-side illumination can result
in anisotropic patterns that deviate signiﬁcantly from average conditions (Loeb et al., 2003a).
Over land
The Fig. 6.9(a) shows the comparison between the shortwave apparent ﬂuxes for clouds over
land conditions estimated by the CERES TRMM ADM and the BBR ADMs. Since the ﬁltering
process disregards most of the scenes there are few data available to perform the analysis. The
results show a good correlation, with low errors for the procedures 1-4, which means coherent
ﬂuxes values for these conversion algorithms. The linear combination method presents the closest
diﬀerences, around 4Wm−2, whereas the method 5 shows the farthest diﬀerences in the compar-
ison. The systematic error is very small, indicating that radiative transfer calculations are not
biased. The CERES averaged ﬂuxes present signiﬁcant standard deviation errors as it should be
expected. The inﬂuence of CERES FOV growth with viewing zenith angle on the comparison is
clear looking at the points with the highest ﬂux diﬀerence.
Fig. 6.9(b) presents the results for radiances coming from cloudy scenes over land measured by
Terra. The results for the eﬀective radiance methods give an adequate correlation but they present
a signiﬁcant shift. The apparent ﬂuxes computed by BBR ADMs are systematically overvalued
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(a) + → σ(F¯CERES) ≤ 8.20Wm−2
→ 8.20Wm−2 > σ(F¯CERES) ≤ 14.00Wm−2◦ →σ(F¯CERES) > 14.00Wm−2
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(b) + → σ(F¯CERES) ≤ 8.11Wm−2
→ 8.11Wm−2 > σ(F¯CERES) ≤ 13.71Wm−2◦ →σ(F¯CERES) > 13.71Wm−2
Figure 6.9: Comparison between the apparent ﬂuxes calculated by the CERES TRMM and Terra short-
wave ADMs and the BBR shortwave ADMs for clouds over land scenes.
according to the CERES ADM-based ﬂuxes. This constant bias of 50Wm−2 is shown in the
picture. The method 3 shows a diﬀerent behaviour but the same wrong results though. In this
case, the CERES standard deviation errors are as higher as for the TRMM dataset. Since the TOA
ﬂux estimates from the CERES multi-angle measurements are not the same, this indicates that
the anisotropy of the scene is poorly characterized by the ADM. Nevertheless the ﬂux retrievals
from CERES and BBR are much more separated in this case.
6.4. Longwave ADM Comparison Results
6.4.1. Comparisons for Clear-sky Conditions
The parameters included in the CERES longwave ADM scene deﬁnition are ranged based on
a percentile classiﬁcation (see Table 2.5). The BBR longwave ADM scene deﬁnition has been
built taking into account the same criterion, but obtaining the intervals from the percentile study
carried out over the synthetic database. The parameters are sorted according to the tables shown
in Appendix B. BBR and CERES LW ADM scene deﬁnitions diﬀer in the number of percentiles
for each parameter, so they also diﬀer in the values. For this reason the clear-sky comparisons
have been only undertaken for the radiance triplets of which it is possible to match the scene ID
in both ADM deﬁnitions. Table 6.5 shows the percentile values for the clear-sky parameters of
the CERES TRMM and BBR ADM scene deﬁnitions.
After ﬁltering again the TRMM triplet datasets the comparison is meaningful for 229 and
190 situations over ocean and land of BBR-like data, respectively. The CERES Terra/Aqua LW
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Table 6.5: Percentile classiﬁcation criteria for BBR and TRMM ADMs.
CERES TRMM LW ADM percentile values
Surface type
Precipitable water
Vertical temperature diﬀerence (K)
vapour (g/cm2)
0.00 – 2.29 < 0.0, 0.0 - 11.8, 11.8 - 14.0, 14.0 - 16.3, > 16.3
Ocean 2.29 – 3.48 < 0.0, 0.0 - 13.1, 13.1 - 15.0, 15.0 - 16.7, > 16.7
3.48 – 10.00 < 0.0, 0.0 - 15.3, 15.3 - 16.7,16.7 - 18.3, > 18.3
0.00 – 1.43 < 0.0, 0.0 - 16.0, 16.0 - 23.3, 23.3 - 32.5, > 32.5
Land 1.43 – 2.75 < 0.0, 0.0 - 17.6, 17.6 - 24.7, 24.7 - 32.2, > 32.2
2.75 – 10.00 < 0.0, 0.0 - 17.7, 17.7 - 22.3, 22.3 - 29.4, > 29.4
0.00 – 1.23 < 0.0, 0.0 - 18.8, 18.8 - 28.4, 28.4 - 38.9, > 38.9
Desert 1.23 – 2.00 < 0.0, 0.0 - 25.5, 25.5 - 35.5, 35.5 - 43.2, > 43.2
2.00 – 10.00 < 0.0, 0.0 - 28.7, 28.7 - 39.1, 39.1 - 46.6, > 46.6
BBR ADM LW percentile values
Surface type
Vertical temperature
Precipitable water vapour (g/cm2)
diﬀerence (K)
< 49.60 0.00 - 0.58, > 0.58
Ocean 49.60 – 60.30 0.00 - 2.39, > 2.39
> 60.30 0.00 - 3.59, > 3.59
< 56.60 0.00 - 0.58, > 0.58
Land 56.60 – 65.00 0.00 - 2.39, > 2.39
> 65.00 0.00 - 3.59, > 3.59
< 66.60 0.00 - 0.86, > 0.86
Bright desert 66.60 – 73.80 0.00 - 2.99, > 2.99
> 73.80 0.00 - 2.99, > 2.99
< 29.90 0.00 - 0.24, > 0.24
Snow 29.90 – 35.40 0.00 - 0.95, > 0.95
> 35.40 0.00 - 2.11, > 2.11
clear-sky ADMs have been constructed by using the CERES TRMM LW ADM criteria, but the
comparison with the BBR ADMs has not been done because the detailed percentile information
for Terra/Aqua longwave ADMs was not available.
Fig. 6.10(a) presents the scatter plot of the CERES TRMM versus the BBR longwave ﬂuxes
for clear ocean scenes. These scenes show softer anisotropic behaviour than those shown in the
shortwave domain. The ﬂux estimates computed by the BBR ADMs show a really good correlation
with the CERES apparent ﬂuxes. There are not important diﬀerences between the CERES nadir
and oﬀ-nadir ﬂux retrievals, in other words, the CERES standard deviations are not signiﬁcant.
The BBR ADM method 1, based on an eﬀective radiance methodology, presents the smallest
deviations from the CERES apparent ﬂuxes, that is, standard deviations below 0.5Wm−2. If one
pay attention to the bias results, it is clear to identify a permanent oﬀset in the plot results. This
systematic error would likely tell us about a small bias in the conversion algorithms for longwave.
Fig. 6.10(b) shows the results for TRMM longwave radiances from clear land scenes. The
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(a) + → σ(F¯CERES) ≤ 0.44Wm−2
→ 0.44Wm−2 > σ(F¯CERES) ≤ 0.75Wm−2◦ →σ(F¯CERES) > 0.75Wm−2
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(b) + → σ(F¯CERES) ≤ 0.86Wm−2
→ 0.86Wm−2 > σ(F¯CERES) ≤ 1.73Wm−2◦ →σ(F¯CERES) > 1.73Wm−2
Figure 6.10: Comparison between the apparent ﬂuxes computed by the CERES TRMM longwave ADM
and the BBR shortwave ADMs for clear-sky conditions.
behaviour is almost analogous to the data analyzed over clear ocean, although with slightly
larger CERES average ﬂux errors. The BBR procedures provide coherent results according to the
CERES apparent average ﬂuxes, being the method 1 the radiance-to-ﬂux conversion procedure
which gives the best match. The oﬀset of 3Wm−2 is also present in this case.
In contrast to the general behaviour, the method 5 shows optimum results for the longwave
datasets. Since we are analysing longwave radiances coming from clear-sky ocean scenes the oﬀ-
nadir views must show a symmetrical behaviour, the radiances from the 55◦ aft and fore directions
should be equal except small possible shadowing eﬀects for daytime data (Minnis et al., 2004).
The eﬀective radiance of the method 5 is computed by means of the average of the oblique views.
Because the oﬀ-nadir longwave radiances are similar, the multi-angle BBR ADM acts as a single
angle-based ADM. The BBR ADM method 5 works regarding longwave radiances in a similar
way as CERES ADM does.
Because of the large amount of data the Tables J.13, J.14 and J.15 only show some results
for TRMM in the ocean, land and bright desert clear-sky scenes, respectively. Since the TRMM
ADM has not been empirically constructed for snow land conditions, the comparison between
both, CERES and BBR, ADMs for snow bins is not possible to undertake.
Regarding cloudy bins, it has been impossible to perform the comparison between BBR and
TRMM ADMs due to the big diﬀerences among the parameters which deﬁne those bins. For
instance, TRMM ADMs employ the cloud emissivity and the temperature diﬀerence between cloud
top temperature and surface temperature, whereas BBR prototype ADMs classify radiances by
their cloud liquid water path and cloud top height. The same applies for the comparison between




As commented brieﬂy in the previous sections, before carrying out the analysis it is necessary
to take into account some considerations:
1. According to the studies carried out during the BBR-like dataset processing, signiﬁcant ﬂux
discrepancies are found for the three radiances of the CERES triplets. It is mainly produced
by the diﬀerent size and shape of nadir and oﬀ-nadir CERES footprints. If the scenes were
the same (proposed BBR conﬁguration), for an ideal ADM the ﬂux should be independent
of the viewing zenith angle.
2. The BBR, the CERES Terra/Aqua and the CERES TRMM ADM scene deﬁnitions are
quite diﬀerent. Because the only available information of the target is the CERES ID, it is
necessary to adapt the ADM scene deﬁnitions to be able to compare themselves.
3. Much more satellite-measured data would be necessary to reach signiﬁcant conclusions in
the comparison study. The severe ﬁltering process drastically reduces the BBR-like dataset.
The comparisons carried out for the diﬀerent angular distribution models considered in this
Chapter shows some important discrepancies and some perfect matches as well, although this
approach should still be considered experimental and certainly biased. Results obtained in the
comparisons do not fairly help any of the ﬁve multi-view ADM methodologies proposed, showing
variable results depending on the analyzed data. However, if we get an overview of the problem
some outstanding conclusions can be extracted from this analysis.
Probably, the main problems could come from the large diﬀerences in the ADM scene deﬁnition
for every ADM type. Since most of the interval values that deﬁne the ADM bins do not match,
the selection of the suitable ADM bin from the BBR ADM lookup table according to the scene
identiﬁcation provided by the CERES ADMs is quite complex. Moreover, these CERES BBR-like
radiances are used to estimate the ﬂux with the theoretical BBR ADM methodologies, and we
are probably unaware of making a serious mistake in the ADM application. The ADM methods
developed for the BBR use the along-track radiance information to infer the apparent ﬂux of the
scene, three observations over the same target are necessary to apply the ADMs. On the one
hand, scene ID for nadir and oﬀ-nadir CERES is done based on MODIS products from radiances
acquired in cross-track mode, so we should consider the “edge eﬀect”2 problem in the selection of
CERES BBR-like radiances. It is needed to select three BBR-like along-track radiances (+55◦,
0◦, −55◦ of viewing zenith angle) for the same target, since the CERES reference footprint level
points at the surface, we end up ﬁnding any situation where we have diﬀerent observations for
the scene that has been assumed to be the same. MODIS provides the scene ID for CERES
by means of convolution of the imager pixels within the CERES FOV geolocated at surface,
2By “edge eﬀect” we mean the diﬀerent atmospheric scene that the BBR may observe for the three observation
angles due to the spatial variability of the atmosphere, specially due to the clouds.
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while nadir observations are always properly identiﬁed, CERES oﬀ-nadir observations may not
correspond to MODIS sub-satellite observations. For instance, assuming a cloud not large enough
in the scene, if an oﬀ-nadir radiance coming from that cloud not correspond to its MODIS scene
identiﬁcation (because the source of the radiance is shifted regarding the surface coordinates)
the BBR conversion methods do not adequately work. On the other hand, nadir and oﬀ-nadir
CERES radiances selected in each triplet come from footprints with diﬀerent size (function of
VZA). Although the scene ID were the same for the three views, they come from quite diﬀerent
scenes and heterogeneous situations. Thus, the radiance ﬁeld in nadir and oﬀ-nadir views is not
the same, having diﬀerent anisotropic behaviour. The same ADM should not be used since the
ﬂux will be diﬀerent.
In a detailed study, poor results are observed for the clear ocean comparisons for all satellite
triplets data, obtaining apparent ﬂuxes computed by the BBR methods much lower than the
CERES ﬂux estimates, independently of wind speed conditions. The large bias reveals a system-
atic oﬀset present in all ocean calculations. Considering apparent ﬂuxes calculated by CERES
as “reliable” values taking into account the stable ﬂux behaviour for every view, this overall ﬂux
underestimation produced by the BBR ADMs should be caused by a wrong simulation of the
ocean reﬂectance values in the EarthCARE Simulator. BBR results for clear-sky land scenes
show apparent ﬂuxes in the same order of magnitude as CERES ﬂuxes, without ﬁnding large
discrepancies among the four BBR ADMs.
Since the cloud ADM deﬁnitions between TRMM and BBR are quite diﬀerent, disappointing
comparisons between them for cloudy scenes could be expected, however we have found coherent
comparisons results between CERES and BBR apparent ﬂuxes. The comparisons between CERES
Terra and BBR conversion procedures in cloudy conditions over ocean show, in general, similar
results to the TRMM case, even though slight underestimation is observed for low clouds and
small overestimation is found for middle- and high-altitude clouds. It is important to remark
that ﬂuxes in scenes with very high reﬂectances like big storm clouds in overcast conditions are
fairly overestimated. This overestimation is expected because slight changes in the anisotropic
factor produce very diﬀerent ﬂux results for high radiance values. Nevertheless, it seems that
these radiance values exceed the average values observed by CERES for these kind of scenes,
thus those huge diﬀerences could come from the radiances and ﬂuxes generated by the ECARE
Simulator for the theoretical database. For the explanation we should attend to either clouds
represented in the synthetic database do not show real situations or the cloud sampling is not
enough unbiased. Results for clouds over land in Terra triplets show the same behaviour, but
these comparisons are not really signiﬁcant due to the high standard deviation error presents in
the CERES measurements and the lack of available data to carry out the study.
If we apply the BBR ADMs over the longwave radiance measurements selected in the TRMM
clear-sky triplets and we compare these longwave ﬂux estimates with the apparent ﬂuxes from
CERES ADM, very close ﬂux values are observed. These results are expected due to the low




After analysing the situation as a whole, it could be said that these comparisons point out the
coherence between the ﬂuxes computed by the simulated-based ADMs developed for the BBR and
the empirical CERES TRMM/Terra ADMs. Regarding the analysis among the ADM methods
constructed for the study, it can be concluded that the eﬀective radiance procedures seem to be
more appropriate for the ﬂux conversion, even though the four BBR ADMs show a close behaviour
in their results.
As expected, the multi-linear combination method provides the most accurate results in the
theoretical error analysis, and it should also be hoped not as good results in the application over
satellite-measured radiances. Since it comes from a statistical-based methodology, this method
reacts wrongly to any diﬀerence from the expected anisotropic behaviour of the target, thus,
it is expected that the CERES ﬂux dependence on viewing zenith angle causes strange results
in the comparison with the method 3. This is shown in the results since most of the outlier
values come from the comparison between the CERES apparent ﬂuxes with the worst accuracy
against the ﬂux estimates from method 3. The BBR proposed conﬁguration should smooth this
problem because of the homogeneity of the three observations, however, geolocation problems
or footprint determination uncertainties could repeat this kind of behaviour. Furthermore, it
should be remarked that the method 3 requires the radiance triplet for the ﬂux conversion, any
eventual failure of a telescope would totally discard this procedure. The methodologies based on
the eﬀective radiance methods has the advantage of avoiding this problem, since they could still
compute the single eﬀective radiance with the remaining views. I would strongly recommend the
method 1 from among the set of eﬀective radiance procedures, since this method remains as the
most stable and shows less extreme values in the theoretical error analysis and coherence checking
alike. These results take no account of the fact that a major amount of work should be develop
on this line to extract deﬁnitive conclusions.
6.6. Recapitulation
At the end of this Chapter it is convenient to summarize the main points that have been
developed here. The next Chapter shows a ﬁrst approach to the synergetic application of passive
and active sensors to the angular dependence models. That is important since the instrument
synergy is the central objective of the EarthCARE philosophy.
• This Chapter checks the coherence/conﬁdence of the radiance-to-ﬂux conversion theoretical
procedures developed for the BBR against the CERES Terra and TRMM empirical angular
dependence models.
• Historical data from the TRMMAT CERES datasets (9 days) and observations on Terra/Aqua
TAT CERES (8 days) mode were employed to create the dataset with multi-view capabilities
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for the BBR instrument. This dataset respectively contains 793 and 1 584 TRMM triplets
for SW and LW domain, 958 and 966 Terra triplets for SW and LW domain, and, 414 and
413 Aqua triplets for SW and LW region.
• The diﬀerences in the size and shape of the CERES FOV and the time lag between the
observations is not negligible, may produce large radiance diﬀerences and is a permanent
error source in the ﬂux retrieval comparison study. There is no way to directly avoid this
problem, because the severe homogeneous scene selection greatly reduces the datasets (81%,
73% and 99% SW data ﬁltered and 48%, 76% and 99% LW data ﬁltered for TRMM, Terra
and Aqua data). This has been just eased by ﬁltering the triplets that do not have the same
CERES ID in any of the three CERES views.
• The BBR-like database is severely reduced after ﬁltering the shortwave radiances to select
only those that coincide with the geometries ﬁxed by the EarthCARE orbital restriction.
Since the BBR ADM scene deﬁnition does not consider cloud multi-layer scenes, those have
been dropped from the triplet database.
• The coherency ﬂux tests undertaken over the CERES triplet dataset show signiﬁcant discrep-
ancies on the three CERES ﬂuxes computed from diﬀerent views (33% data show σCERES
above 3, 15, 8 and 14 Wm−2 for clear ocean, clear land, cloudy ocean and cloudy land,
respectively). This indicates that anisotropy of the scene is poorly characterized by the
CERES ADMs in many situations.
• The BBR, CERES Terra and CERES TRMM ADM scene deﬁnitions are independently
deﬁned, so they are not fully compatible. Since the interval values that deﬁne the ADM
do not match, the selection of the suitable anisotropic factor from the BBR ADM lookup
table according to the scene identiﬁcation provided by the CERES ADMs is many times a
subjective issue.
• The comparisons between CERES ADMs and BBR ADMs shows both discrepancies and
matches in the results. The apparent ﬂuxes computed from BBR-like measurements over
clear ocean and high-altitude clouds reveals some problems with the bias of the sampling
and the radiative transfer code employed. These scenes show a high systematic error in the
simulations. However, clear land and low/middle cloud scenes oﬀer good results.
• Results obtained do not conclude the total conﬁdence of any of the multi-view ADM pro-
cedures proposed. Nevertheless, these results remark the coherence between the ﬂuxes
computed by the simulated-based ADMs developed for the BBR and the empirical CERES
TRMM/Terra ADMs.
• The method 1 based on eﬀective radiance along-track procedure seems to be more appropri-
ate for the ﬂux conversion (std dev around 1.5-5, 2-7, 9-20 and 7-40 Wm−2 for clear ocean,
clear land, cloudy ocean and cloudy land CERES datasets, respectively). The method 3, a
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priori the most accurate, provides wrong ﬂux estimates if the anisotropy of the three scenes
does not keep the behaviour simulated in the synthetic database. This procedure is very




Synergy between Active and Passive
Sensors
The BBR is the instrument responsible for providing accurate measurements of broad-band
radiances over the along-track satellite path in the EarthCARE mission. In the proposed conﬁg-
uration, the BBR contains three telescopes viewing the same scene from three diﬀerent viewing
angles, making it possible to observe three quasi-instantaneous radiance measurements for the
same footprint geolocated in space and time with the other on-board instruments, namely, the
passive sensor, MSI and the active sensors, ATLID and CPR.
As it is shown in the Chapter 1, the objective of the BBR in the EarthCARE mission was
deﬁned to supply the boundary condition for TOA ﬂux densities. All in all, radiance-to-ﬂux
conversion is the main task for the BBR retrieval algorithms. This conversion has been carried out
by using speciﬁc ADMs taking advantage of the three BBR views that provide additional angular
information that improves the accuracy of the ﬂux estimates (see Chapter 4). In this process,
every acquisition is sorted according to the BBR ADM scene deﬁnition (see Chapter 2). Each of
these bins is deﬁned by the surface type and atmospheric parameters that are distinguishable by
the multi-spectral passive sensor.
The strategy currently being approached is to take advantage of the synergy between the
passive sensors (BBR and MSI) to improve the radiance-to-ﬂux conversion procedure. By us-
ing passive imagers, like MSI, vertically integrated retrievals are extracted. Occasionally, these
products will be suﬃcient for the BBR scene identiﬁcation, as in single-layer cloud situations, for
example. But in multi-layer cloud conﬁgurations, scene ID only by means of the MSI information
is not at all suﬃcient. The MSI retrievals cannot distinguish the 3-D structure of real scenes.
Therefore, these scenes are not properly identiﬁed. In addition, the BBR ADMs as deﬁned so far
are not suitable for these kind of scenes. . .
The exploitation of the synergy between MSI, CPR and ATLID opens new possibilities for
scene ID. That means a signiﬁcant improvement of the ADM scene deﬁnition and thus, of the
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radiance-to-ﬂux conversion. Since EarthCARE counts on active sensors such as ATLID and CPR
on-board the same satellite platform, their observations could be used to contribute to the BBR
scene ID. The lidar and the radar are ﬁtted to deﬁne the atmospheric proﬁle in most situations,
in particular for cloud structures. Therefore, by using this information, the presence or not of
multi-layer clouds may be adequately identiﬁed to select the right ADM bin in each case. This
compensates the lack of vertical information of the limited and incomplete imager scanners.
7.1. Scene ID with Passive Sensors: MSI
Due to the high space and time variability of clouds, the synthetic ADM developed for the
BBR focused their attention on the number of cloudy scene classes selected for the ADM scene
deﬁnition. But the BBR ADM scene deﬁnition was made by only taking into account the MSI
retrieval capabilities. For this, the MSI was assumed to be the only resource to distinguish the
signiﬁcant parameters.
As a consequence, the present BBR ADM scene deﬁnition does not consider some confusing
situations, such as, high clouds with cloud optical thickness in the range [5 − 50]. Those scenes
may not be composed by single-layer clouds because the cloud optical thickness is too high for a
cirrus cloud and too low for a thick high cloud such as deep convective clouds, thus these situations
may likely correspond to multi-layer clouds, which will be mis-identiﬁed by the imager.
Only vertical integrated products can directly be obtained by using the MSI instrument. In
single-layer cloud scenes, the scene ID by means of the multi-spectral imager is suitable to select
the ADM bin properly, that is, the parameters that deﬁne clouds in the scene. Regarding SW
and LW ADMs, these parameters are fully identiﬁed:
• Cloud fraction (SW/LW)
• Cloud height (SW/LW)
• Cloud optical thickness (SW)
• Liquid water path (LW)
Global studies about cloud frequency distribution over 1◦ x 1◦ regions carried out by Diner
et al. (2005) using CERES data illustrate a 62% of occurrence of multi-layer clouds relative to
all cloud classes. Ackerman et al. (1998) determine cloud occurrence and location using data
from the millimeter wave cloud radar, laser ceilometer and micropulse lidar, giving a multi-
layer cloud frequency of about 20% for Southern Great Plains (USA) in a three months study.
According to these works, it is absolutely necessary to take into account multi-layer conditions
since the frequency of occurrence of these situations is as high at least than any other cloud cover
conﬁguration. Thus, for a future improvement of the present BBR ADMs, it would be necessary to
introduce new scene classes in the BBR ADM scene deﬁnition to consider the multi-layer clouds.
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7.1.1. ADM Scene Deﬁnition for Multi-layer Clouds
In order to take into account the eﬀects introduced by multi-layer clouds in the radiance-to-
ﬂux conversion procedure, it is necessary to insert new bins in the BBR ADM scene deﬁnition
deﬁned so far. In this Section the advantages and drawbacks of this strategy are studied.
As a preliminary approach, 25 multi-layer cloudy scenes over ocean with the same background
of atmospheric conditions have been built for this study. Using a radiative transfer code over these
scenes and taking into account the solar zenith angle and relative azimuth angle pairs allowed by
the BBR orbital restriction (a total number of 15 angular combinations), the necessary statistical
number of radiances to construct the multi-layer shortwave ADM bins can be obtained. Thus,
ﬁfteen new bins (1 scene class x 15 angular bins) have been generated in this new experimen-
tal BBR ADM scene deﬁnition. Since computational resources are the main limitation to this
study, only one multi-layer scene class has been selected for this reason, but keeping all angular
combinations to avoid an angular-biased study.1
Regarding the atmospheric background, an intermediate precipitable water vapour value (Mid-
latitude summer atmosphere), maritime aerosol (III MAR-I proﬁle weighted for τ = 0.1) and
slight wind over ocean (speed of 5ms−1) have been chosen. These conditions have been ﬁxed in
order to emphasize the statistical study due to diﬀerent cloud morphologies (type and shape).
Following the guidelines previously established in the BBR ADM scene classes (see Section 2.1),
the prototype multi-layer cloudy scene class has been generated for the next conditions:
• Ocean surface with wind speed range [2 − 7]ms−1
• Cloud cover 1st layer range [50 − 75]%
• Cloud cover 2nd layer range [50 − 75]%
• Cloud top height 1st layer range [> 8] km (scene class ⇀ High cloud)
• Cloud top height 2nd layer range [< 2] km (scene class ⇀ Low cloud)
• Cloud optical thickness 1st layer range [2 − 4] (scene class ⇀ Moderate cloud)
• Cloud optical thickness 2nd layer range [> 20] (scene class ⇀ Thick cloud)
The clouds that have been employed in the study have been built with a 3-D stochastic cloud
model generator called Cloudgen (Hogan and Kew, 2004, 2005). This model is a program for
generating synthetic clouds (speciﬁcally cirrus) with realistic horizontal and vertical structure;
it is capable of simulating the speciﬁc structural properties of cirrus: fallstreak geometry and
shear-induced mixing. Cloudgen takes as input the cloud domain and proﬁles of the mean and
1Since the standard atmosphere model has been ﬁxed in the simulations as MLS, see in the text below, the
angular combinations are reduced to ﬁfteen as Table B.2 shows.
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(a) 3-D isosurface plot with a 2-D extinction slice. (b) Cloud optical thickness plot.
Figure 7.1: Extracted quantities for a multi-layer cloud sample.
fractional standard deviation of ice-water content and particle size, spectral slope of horizontal
power spectra of the logarithm of ice-water content, scale when the power spectra becoming ﬂat
and wind speed.
The use of a 3-D stochastic cloud model has been selected in this study instead of using a
cloud resolving model because of the computational eﬃciency of the latter. 3-dimensional cloud
ﬁelds are often simulated by CRMs, which faithfully reproduce cloud processes in a physical
way, being an extraordinary tool for extracting cloud properties to be introduced in climate
and numerical weather forecast models as parameterizations (Khairoutdinov and Randall, 2001).
However, stochastic models do not resolve the physical equations of atmosphere, they generate
synthetic cloud ﬁelds, and by selecting properly the statistic inputs, they are able to simulate
realistic cloud ﬁelds with a low computational cost (Evans and Wiscombe, 2004; Benassi et al.,
2004; Hogan and Kew, 2005).
Cloudgen ﬁrst generates an isotropic 3-D fractal ﬁeld by performing an inverse 3-D Fourier
transform on a matrix of simulated Fourier coeﬃcients with amplitudes consistent with the ob-
served 1-D spectra. Random phases for the coeﬃcients allow multiple realizations of a cloud
with the same statistical properties to be generated. Then, horizontal slices from the domain are
manipulated in turn to simulate horizontal displacement and changes to the spectra with height.
Finally, the ﬁeld is scaled to produce the observed mean and fractional standard deviation of
ice-water content.
By using a “seed”, the same sequence of random numbers are produced and the same cloud
ﬁeld generated. We have used a device ﬁle provided by Linux kernels from which random bits
can be read that can be used to seed the random number generator and produce diﬀerent cloud
ﬁelds every time. The generated clouds are forced to match into the intervals established for the
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new multi-layer scene class of the updated BBR ADM scene deﬁnition, even though the shape,
height and microphysical properties of clouds are variable.
The modularity of the EarthCARE Simulator package allows the clouds obtained from the
model above to be implemented in the scene creator inputs of the EarthCARE Simulator. The
translation approach has been done with the creation of an appropriate translator module. The
radiative transfer simulations have been carried out with the shortwave Monte-Carlo module with
a 200m resolution detail (in order to appreciate the heterogeneous cloud composition) over the
10x 10 km scenes (BBR footprint size). The Fig. 7.1 shows cross section and altitude integrated
plots integrated in the Simulator environment of a multi-layer cloud sample generated by the
stochastic model for the multi-layer scene database. More examples of the scenes employed in the
study are available in the Appendix K.
In spite of the fact that the Simulator has been programmed to run on single or multi-processor
machines, we have had technical problems trying to compile the Simulator to perform intensive
parallel runs in Cesar, the UVEG computing system. This system is prepared to run parallelized
codes but critical incompatibilities between the Simulator code, the compilers and the Itanium
core (64 bits) forced us to perform single-processor simulations. The main problem of the mono-
processor runs over Cesar is the computing time employed to perform a high resolution simulation,
too long to complete the database building. Fortunately, the University of Valencia acquired, at
the time of the Thesis developing, a cluster of PC’s to process intensive long mono-processor
runs, called Multivac. This system is composed by 29 nodes, where each one is a bi-processor
Intel Xeon Dual Core 5160 at 3.0Ghz and 8GBytes of RAM memory. These powerful machines
reduce by half the processing time of each simulation in Cesar2. Taking advantage of the beta
tester account during the machine’s testing phase (where all the processors were available for a
single use) we were able to compile the simulator there and compute the necessary simulations.
A number of 375 simulations have been computed in the Multivac computing system hosted
in the University of Valencia using more than 3 000hrs of computing time.
In order to compute the anisotropic factors of these multi-layer cloudy bins (15 anisotropic
factors in total) deﬁned by the new scene class added to the BBR ADM scene deﬁnition, the sim-
ulated radiances and ﬂuxes of each angular bin have been inverted following the ADM inversion
methodologies developed in Chapter 4. Thus, 75 new ADM bins have been computed correspond-
ing to the ﬁve methods devised for the BBR, the ﬁfteen angular bins and the multi-layer scene
class. To analyze the error associated to the new bins the procedure carried out in Chapter 5
has been followed, by which the ADMs are applied over the scenes generated in the database and
the RMSE is calculated for every bin. Fig. 7.2 shows the scatter plot of the BBR apparent ﬂuxes
versus the simulated ﬂuxes for the multi-layer bin inserted in the BBR ADM scene deﬁnition. The
plot presents a good correlation and RMS errors below 10Wm−2 in practically the ﬁve methods.
These results describe the same behaviour that those exhibited in the error analysis conclusions.
2because is a system designed for another purpose
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Figure 7.2: Speciﬁc BBR ADMs for multi-layer clouds.
Since the ADM presents correct apparent ﬂuxes, it can be concluded that it would be possible
to adapt the BBR ADM scene deﬁnition based on single-layer clouds to the ADM scene deﬁnition
based on multi-layer clouds by adding new scene classes. But if you intend to use these kind of
ADMs you have to be able to properly identify the parameters that deﬁne the ADM for every
cloud layer. For the reasons stated below, the required accuracy is quite diﬃcult to be obtained
by only using the MSI.
7.1.2. Example of MSI Scene Mis-identiﬁcation
The MSI scene mis-identiﬁcation is forced in this Section to quantify the errors of the apparent
ﬂuxes obtained from the application of a wrong ADM. Correct retrievals from the cloud-imager
are assumed, which here is considered is the wrong interpretation of the scene by the ADM.
Looking at this objective, the multi-layer scenes were generated with a total optical thickness
slightly higher than 50. This value is achieved from the convolution of all cloud optical thicknesses
at MSI size into the 10x 10 scene, taking into account the PSF of the BBR nadir view. But since
the BBR PSF is not yet available a ﬂat function has been used for the study. According to
the ADM scene deﬁnition, the optical thickness for High moderate clouds is deﬁned in the range
[2 − 4], therefore nearly all Low thick clouds employed have a cloud optical thickness close to
50. These values are within the interval speciﬁed for that scene class [> 20], but they are totally
biased and, therefore, an unsuitable sampling. Consequently, this ADM is not appropriate for
actual use, although nevertheless these scenes are a typical example where the MSI retrieval will
surely lead to a wrong ADM selection.
To show the mis-classiﬁcation diﬃculty, as an example a high thick cirrus (τ = 4 and cloud
top height 9 km) overlapping a low thick cumulus (τ = 51 and cloud top height 2 km) will be
placed in the same scene. Since the MSI instrument only gives vertically integrated information,
and assuming a perfect retrieval from its products, a cloud region with cloud optical thickness
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Figure 7.3: Single-layer BBR ADMs (high and thick scene classes) applied over multi-layer cloud scenes.
around 55 would be obtained. From MSI processed radiances, the cloud top height product of
the scene would be the height of the cirrus cloud, and thus, the MSI identiﬁcation will provide a
single-layer cloud with τ = 55 and cloud top height about 9 km for the BBR ADMs. Therefore,
the MSI cannot easily distinguish cloud layers and could cause serious hitches for the ADM use.
In this example, the scene class for high and thick clouds would have been selected in the
ADM lookup table. But, in reality, that bin represents cloud systems as deep convection clouds
or cumulonimbus, so the two-layer cloud conﬁguration (a cirrus and a low cumulus) will be
equivalent to a single high cumulonimbus, according to the MSI information.
If the apparent ﬂux of the multi-layer scenes generated for this study is computed by using
the single-layer BBR ADM that corresponds to the scene identiﬁed directly by the MSI (high
thick cloud), large RMS errors for all ADM methodologies are expected to achieve. Fig. 7.3
presents the apparent ﬂuxes estimated by the ﬁve BBR ADMs versus the simulated ﬂuxes coming
from the EarthCARE Simulator for the multi-layer scenes. The radiance-to-ﬂux conversion has
been done by selecting the scene class for high thick clouds from the BBR ADM scene deﬁnition.
High diﬀerences between true and apparent ﬂuxes for every method are indeed found, and these
unacceptable RMSE values show the inability of the BBR ADMs to adequately reproduce ﬂuxes
in this case. As expected, the plot shows the worst correlation for the multi-linear combination
method. The method 3 is the most sensitive to unexpected values in the nadir or oﬀ-nadir views
as we have previously discussed in Section 6.3.
The mis-identiﬁcation problem when the ADM bin is wrongly selected using the MSI has been
analyzed, speciﬁcally a high cloud identiﬁcation instead of two-layered cloud. But it could also
be possible to mis-identify the scene because the imager is not able to detect the ﬁrst cloud layer,
i.e., the cirrus cloud from the low thick cloud background. So, what would it happen if the cirrus
passes unnoticed from the MSI?
If the ﬂux estimates from the multi-layer scenes generated for this Section are calculated by
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Figure 7.4: Single-layer BBR ADMs (low and thick scene classes) applied over multi-layer cloud scenes.
using the single-layer ADM bin of low thick clouds, large RMS errors for all ADM methodologies
are also obtained as compared with the corresponding multi-layer ADM. Fig 7.4 shows the results
of this analysis. There are lower diﬀerences between these apparent ﬂux values and the apparent
ﬂuxes computed by the previous multi-layer ADM bin, but they are still signiﬁcant, namely larger
than 10Wm−2.
In the multi-layer cloud conﬁgurations, the MSI only information would not be suﬃcient for
a full scene ID because the MSI retrievals cannot distinguish the 3-D structure of the real scenes.
If the target is not correctly identiﬁed, the scene ID for the BBR fail and cause serious mistakes
in the right ADM selection. The radiance-to-ﬂux conversion will provide diﬀerent apparent ﬂux
values from the real true ﬂuxes. Table 7.1 gives a collection of RMSE values after applying the
diﬀerent ADM bins considered in the study over the multi-layer scenes.
Table 7.1: RMSE summary for the three ADM bins considered (multi-layer, high and low cloud).
RMSE (Wm−2) RMSE (Wm−2) RMSE (Wm−2)
multi-layer cloud ADM high cloud ADM low cloud ADM
BBR ADM method 1 9.21 32.29 17.81
BBR ADM method 2 9.39 35.26 19.70
BBR ADM method 3 7.70 51.27 17.17
BBR ADM method 4 10.03 40.16 18.25
BBR ADM method 5 10.28 22.49 20.89
7.2. Scene ID with Active Sensors: ATLID and CPR
In order to be able to take into account more complex scenes with more than one cloud layer in
the radiance-to-ﬂux conversion, a new ADM scene deﬁnition should be made, but now accounting
for new conﬁgurations classiﬁable by the active sensors of the EarthCARE mission.
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We may count on the active sensors observations from ATLID and CPR, on-board the Earth-
CARE platform as well, and use their information to upgrade BBR scene ID. The High-Spectral
Resolution Lidar (HSRL) and the Doppler radar give us the possibility to have the atmosphere
almost perfectly deﬁned, in most situations, in the vertical direction (this is why they are in
the payload). This means that you may get a sound knowledge on the cloud structure of the
atmospheric scenes. Therefore, by using this information you should be able to know the presence
or not of multi-layer clouds in the scene and thus, select the right ADM bin in each case. This
compensates the lack of vertical information of the limited and incomplete cloud-image scanner.
7.2.1. Example of the Lidar and Radar Advantages for Scene ID
Once the BBR ADM scene deﬁnition is properly adapted, the lidar and radar information may
help to select the correct ADM for the multi-layer cloud scenes, since it is possible to analyze sepa-
rately both cloud layers. Considering the wrong ﬂux conversion caused by scene mis-identiﬁcation,
if you want to use correctly the angular distribution model you have to be able to distinguish
the right intervals for the parameters that deﬁne the ADM cloudy bins. Namely, cloud optical
thickness, cloud fraction and cloud height as regards the shortwave ADM.
The EarthCARE Simulator has been employed to reproduce the signiﬁcant signals and prod-
ucts that can be obtained with the prospective ATLID and CPR instruments. Besides the
scene creator programme, broadly speaking, the following programmes have been used from the
whole EarthCARE Simulator package:
(a) Forward model programmes:
− lid ﬁlter ; A 3-D Monte-Carlo lidar multi-scattering engine. The code accounts for po-
larization and spectral eﬀects. This programme works over the output of scene creator.
− lidar ; A lidar instrument module which simulates the lidar optical ﬁltering and other
instrument eﬀects. This application relies on the output of lid ﬁlter.
− rad ﬁlter ; Creates idealized radar reﬂectivity and radar Doppler velocity ﬁelds based
on the outputs of scene creator.
− radar ; Samples the output of rad ﬁlter and accounts for radar sampling and instrument
eﬀects.
(b) Retrieval programme:
− lidar ret1 ; Processes data from lidar and radar and generates level 1 proﬁle output
products: cloud/aerosol masks, cloud extinction and backscatter proﬁles, lidar/radar
eﬀective particle size proﬁles, and aerosol extinction and backscatter proﬁles.
To show the advantages of using radar and lidar instruments in the scene ID, the multi-layer
scene shown in the Fig. 7.1 will be used as an example. This scene is one of the 25 scenes built for
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(a) True extinction proﬁle for a multi-layer
scene employed in the study.
(b) CPR signal for the same multi-layer scene
sample.
Figure 7.5: Extracted extinction proﬁle from the multi-layer scene sample and the radar backscatter
signal proﬁle.
the multi-layer database. The Appendix L presents the examples of the lidar/radar signals and
products for the multi-layer scenes shown in the previous Appendix K. More information about
the satellite-based radar and lidar of the EarthCARE mission is available in ESA (2001, 2004).
The ATLID/CPR paths have been simulated to go through the middle of the scene from left
to right in the abscissas axis. Thus, the backscatter signals proﬁles span from [x0 = 0, y0 = 5] to
[x10 = 10, y10 = 5] in the cross section pictures. The values shown in the bottom of the ﬁgure
vary due to the diﬀerent resolution of the plotting programmes.
Radar signal
The Doppler radar detects ice cloud particles and large water drops (drizzle). The advantage
of the radar sensors is that they are able to penetrate thick clouds, so the CPR should be able to
distinguish multi-layer clouds in complex scenes.
In this example (see Fig. 7.5), the CPR backscatter signal has been simulated. Since the
cirrus cloud is composed of ice particles and the thick cumulus of large water drops, the CPR can
detect both clouds. Thanks to the big size of the scatter particles of each cloud, the instrument
is sensitive enough. Red scale regions in Fig. 7.5(a) correspond to high extinction values; these
regions are not visible for the radar (see Fig. 7.5(b)), because they are composed of the smallest
water drops (increase multi-scattering and, hence extinction) in the cloud.
If Fig. 7.5(a) and 7.5(b) are compared the results match signiﬁcantly. The CPR observations
simulated by the EarthCARE Simulator (Fig. 7.5(b)) show a cloud structure similar to the real one
(Fig. 7.5(a)) in the multi-layer scene. The signal strength has been colour coded such that dark
blues correspond to background noise, clouds show up as cyan/green/yellow/orange depending
on the strength cloud signal. The surface return is plotted in the image as cyan. The cirrus signal
in the right hand side of the plot is a border eﬀect of the plotting programme.
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(a) Output of the virtual co-polar
Mie channel.
(b) Output of the virtual cross-
polar Mie channel.
(c) Output of the virtual Rayleigh
channel.
Figure 7.6: Sample of ATLID signals for the multi-layer scene employed in this Section.
Lidar signals
Conventional lidar transmits a plane polarized laser beam. The received signal is split into
two components: one with the same direction of polarization as the transmitted beam (co-polar)
and the other with its polarization direction at 90◦ to the transmitted beam (cross-polar). In
addition, the high-spectral resolution lidar can separate, moreover, the Rayleigh component (from
the air molecules) from the Mie component (from the aerosol or cloud particles) in the backscatter
signal. This separation is possible because the spectrum of the molecular lidar return is Doppler
broadened by the thermal motion of the molecules while the slow moving aerosol particles generate
negligible spectral broadening. The molecular scattering cross section is a function of molecular
density and can be calculated from Rayleigh scattering theory and an independently measured
temperature proﬁle. The HSRL then uses molecular scattering as a calibration target which is
available at each point in the lidar return (Shipley et al., 1983).
The lidar module of the EarthCARE Simulator is able to reproduce the signals from the three
channels, the Mie scattering co-polar channel, Mie scattering cross-polar channel and Rayleigh
scattering channel.
Regarding the synergism purpose for the BBR, namely, cloud identiﬁcation, the ATLID should
detect small ice cloud particles and water droplets. The lidar provides strong echoes from liquid
cloud tops but it cannot deeply penetrate in.
Fig. 7.6 presents the simulated lidar backscatter signals acquired in the multi-layer scene. The
signal strength has been colour coded such that yellow corresponds to molecular scattering and
weak aerosol scattering, and aerosols generally appear in green. Stronger cloud signals are plotted
in red scales. Fig. 7.6(a) and 7.6(b) respectively show the co-polar and cross-polar Mie signals.
The Mie component gives cloud returns, although after detecting the cirrus cloud, the signal from
the lidar is not suﬃciently strong to properly reach the next thick water cloud. Ocean scenes
present a weak aerosol proﬁle, but it is possible to distinguish the strongest maritime aerosol
layer (below 2 km) from the weakest continental aerosol layer (above 2 km). Fig. 7.6(c) shows the
molecular return from air molecules.
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(a) Cloud mask based on radar sig-
nal.
(b) Cloud mask based on lidar sig-
nals.
(c) Cloud mask based on radar and
lidar signals.
Figure 7.7: ATLID/CPR cloud masks for the multi-layer scene sample.
Radar and Lidar synergy
Using the lidar-radar combination for cloud detection, both cloud layers are totally determined.
Fig. 7.7 shows the improvement in the cloud detection when both active instruments for the cloud
retrievals are used.
Fig. 7.7(a) shows the cloud mask only computed with the radar signal, and the legend is shown
below:
0/1 → Likely no cloud. Z is below the noise threshold or the observed Signal-to-Noise Ratio
(SNR) is below a deﬁned threshold.
2 → Likely a cloud. Z is above the thresholds used for condition 0/1 and the pixel has three
of more cloudy neighbors.
−1 → Uncertain. In areas where ground eﬀects may be present and/or as 0/1 except not enough
neighbors are present.
The radar proﬁle shows well-diﬀerentiate cloud layers in brown colour, the clear region is
coloured as yellow/cyan, while the surface return is presented in dark blues. The cirrus, as well as
the cumulus, are adequately identiﬁed, but there are still some uncertainties in the cirrus thickness
and the cumulus shape detection. The cloud region in the left side under the cirrus has been not
taken into account for the detection algorithm.
The Fig. 7.7(b) illustrates the cloud mask product based solely on the lidar signals. According
to the legend, given by:
0 → Likely a cloud is not present. Signal-to-noise ratio in the co-polar channel is greater
than a user-speciﬁc threshold but the scattering ratio is below a user-speciﬁed threshold.
1 → Likely a cloud is present. SNR in the co-polar channel is greater than a user-speciﬁc
threshold and the scattering ratio is greater than a user-speciﬁed threshold. In addition the
detected pixel has two or more cloudy neighbors.
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2 → Highly likely a cloud is present. As 1, but the scattering ratio is twice the user-speciﬁed
threshold, no cloudy neighbors are necessary.
−1 → Uncertain. SNR is too low or as condition 1 except not enough cloudy neighbors are
present.
The lidar perfectly detects the high-altitude cloud. It detects the cirrus cloud height and
thickness and the top cloud layer of the low cumulus in brown and yellow colours, and the cloud-
free regions in cyan. It presents some uncertainties for the regions under the thickness part of the
cirrus and the cloud inside, shown as dark blues in the picture.
The backscatter lidar complements cloud observations from the radar. By using the active
sensors, the cloud structure of the scene is almost perfectly deﬁned. The picture depicted in
Fig. 7.7(c) shows the cloud mask based on the lidar and radar combined signals.
The legend of this picture is explained below:
0 → Likely no cloud. All pixels not designated either 1 or −1.
1 → Likely cloud. [(radar mask=1 and lidar mask=1 or radar mask=1 and lidar mask=−1 or
radar mask=−1 and lidar mask=1) and pixel has three or more neighbors] or lidar mask=2.
−1 → Uncertain. (radar mask=−1 and lidar mask=−1) or as 1 except not enough neighbors
exist.
This picture shows few uncertainties under the thickest part of the cirrus, but it shows an
overall perfect behaviour in general. It clearly deﬁnes the cloud-free region in green and both
cloud layers in brown. The height and thickness is well represented in the cirrus and in the
cumulus as well.
As these results show, good cloud mask representation can be achieved from active sensors in a
two-layered cloud scene. Furthermore, the development of retrieval algorithms for the EarthCARE
active sensors should allow to derive the parameters that are needed in the multi-layer ADM scene
deﬁnition, namely, cloud extinction (cloud optical thickness) and cloud height for the cloud layers
present in the scene.
Fig. 7.8 presents the cloud extinction retrieval from the radar and lidar combined products.
According to the extinction proﬁle shown in Fig. 7.5(a), the cirrus should be properly represented,
and it would be possible to select the right anisotropic factor for the high cloud. The algorithm
has more diﬃculties to represent the low cloud, but considering the cloud mask product and the
extinction values given by this retrieval, it seems that it would also be possible to choose the right
ADM bin for the thick low cloud in a postprocessing analysis.
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Figure 7.8: Sample of cloud extinction derived by Mie signal proﬁle masked according to the lidar+radar
cloud mask for the multi-layer scene employed in the study.
7.3. Synergy between Active and Passive sensor for the Scene
ID: ATLID, CPR and MSI
The conventional process to obtain the weighted average parameters to classify broad-band
radiances, i.e., to select the ADM bin, by using cloud-imager retrievals is a standard procedure
employed in satellite instruments such as CERES. In the EarthCARE case, it could be:
1. Obtaining the necessary MSI retrievals to sort the BBR radiances.
2. Identiﬁcation of all the MSI pixels inside the nadir BBR footprint.
3. Convolution of the MSI sub-pixel information according to the PSF of the BBR nadir view.
Since the imager provides information over the whole scene (scanning in cross-track mode),
representative MSI retrievals for the whole BBR footprint would be obtained. In the case of
the active sensors, the vertical structure of the atmosphere along the satellite track would be
obtained, but not at the BBR scale. In order to take advantage of the additional retrievals
from active sensors, it is necessary to extend the narrow along-track information from the active
sensors over the whole MSI swath. For cloud scenes with not-total overlapping, the lidar, radar
and imager combination of their products could help to reconstruct the cloud ﬁelds. By relating
the nadir pixels of the MSI cloud optical thickness product to the extinction proﬁle retrievals
of lidar and radar, the vertical information to the oﬀ-nadir pixels may be expanded. But it
would be essential to investigate the way to extend the information in the cross-track direction
on overlapping cloud layers. Additionally, products extracted from the lidar and the radar, such
as cloud optical thickness or cloud height, could be used to check the MSI products involved in
the conventional scene ID.
The introduction of multi-layer scene classes in the scene deﬁnition of the BBR ADM is
necessary to improve the ﬂux results. However, it is understood that you have to be able to
properly distinguish these new scenes to obtain the expected results from ADMs. Sensors like
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CERES employ the multi-layer classiﬁcation in their angular distribution models (see Table 2.3).
For that, the CERES Terra ADM takes advantage of the multi-spectral characteristics of MODIS
to identify the cloud properties for multi-layered clouds. The CO2 slicing method is the technique
employed for the retrieval (Baum et al., 1997). This method takes proﬁt of the fact that each of
the sounding channels within the 15μm CO2 band has variable opacity of CO2, thereby causing
each channel to be sensitive to a diﬀerent layer in the atmosphere. MODIS is provided by four
channels in the 15μm region. But it is not possible to use the MSI instrument for this purpose
because the MSI does not have any band in that region (see Table 1.3). The thermal infrared
channels of MSI should provide cloud properties and surface/cloud temperatures, but it would
be diﬃcult to extract cloud top pressures. Because of this, it seems not possible to use the MSI
similarly to the MODIS for BBR scene ID. In summary, it can be concluded that the use of the
EarthCARE active sensors is essential to detect multi-layer clouds.
A priori, it should be expected that any extreme cloud conﬁguration far from usual cloudy
situations causes a wrong ADM behaviour, that is, ﬂux estimates diﬀerent from the true out-
going ﬂuxes. The angular distribution models are statistically consistent procedures to convert
radiances into ﬂuxes in average conditions but their relatively coarse angular bins used to de-
ﬁne the ADM cannot resolve unexpected singular events. From a theoretical viewpoint of ADM
construction, the angular models may not properly estimate apparent ﬂuxes for all the scenes
not considered in its synthetic database. Since ADMs correct the anisotropy deviation from the
Lambertian case, ﬂuxes inferred from high anisotropic scenes should lead to the least accurate
estimates. The ADM provides instantaneous ﬂux conversion for every satellite-measured radiance
in the orbit track, but they are not suitable for studding unusual scenes such as complex cloud
shadows and enhanced cloud-side illumination. This could be done in the EarthCARE mission
by means of a postprocessing analysis of that speciﬁc scene by employing the active sensors and a
reliable radiative transfer code such as an improved ECARE Simulator. Complete cloud param-
eters retrievals could be achieved by the combination of the lidar-radar-imager products, using
this information as inputs, a cloud resolving model could provide trustworthy cloud ﬁelds, and
gathering the atmospheric meteorological information together with the surface retrieval from
a land use map and a digital elevation model (DEM), the radiative transfer code could deliver
an accurate TOA ﬂux estimate for the scene. However, this option for determining ﬂuxes from
radiances can be not employed as operational procedure for the EarthCARE because of the high
computing cost assumed for every target.
The case study shown in this Chapter illustrates that a multi-layer based ADM could obtain
accurate apparent ﬂuxes for realistic multi-layered cloud scenes. But, how many new angular bins
should be considered? are all multi-layer situations critically diﬀerent from single-layer situations?
To answer these questions it would be necessary to undertake a speciﬁc study on this topic. It
should be ﬁrstly determined the maximum number of layers to consider and the minimum distance
among them. Not more than two layers should be considered in the multi-layer ADM, since this
should guarantee enough separation for the cloud ﬁeld identiﬁcation. The minimum distance
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should be accorded from the expected retrieval accuracy of the active sensors. Then, the second
layer is only deﬁned if the separation between both layers crosses the limit distance, otherwise, the
two layers are merged into a single one. It is expected that the anisotropy of multi-layer clouds
depends on the cloud type and conﬁguration of the individual layers, for instance low-altitude
clouds under vertically extensive clouds does not seem important because of the high reﬂectance
of the latter, or, in the opposite side, the underlying clouds of broken cloud ﬁelds which could
play an important role in the anisotropic reﬂectance of the scene. Once the most common and
anisotropic multi-layer conﬁgurations are deﬁned, a number of scenes should be simulated for
each one of these cloud structures and obtained the corresponding anisotropic factor. These
scenes need to be suﬃcient for an unbiased sampling, thus they should be constructed by varying
the macrophysical cloud features and the microphysical as well.
It is also demonstrated in this study that multi-layered cloud scenes considered as single-
layer scenes could cause large errors in ﬂux determination in a multi-layer based ADM. As it has
been brieﬂy commented in the Chapter 1, the problem of obtaining hemispherical ﬂux from a
satellite-measured radiance has a number of error contributions, and the critical importance of
the right scene identiﬁcation is clearly shown here. ADMs based on theoretical simulation, and
on real processing as well, are seriously aﬀected by the mis-identiﬁcation in the ﬂux conversion
(Chambers et al., 2001). Passive remote sensing threshold techniques often fail to even identify
more than one cloud layer (Loeb et al., 2003a), and if scene ID is improved by the active sensors
the errors that can be introduced should be considered.
7.4. Recapitulation
Following the procedure established in the previous chapters, this last Section collects the
most important points that have been dealt along this Chapter.
• Global studies on cloud frequency distribution show that the frequency of occurrence of
multi-layered clouds is as high at least than any other cloud cover. It is necessary to
consider new scene classes in the BBR ADM scene deﬁnition for multi-layer clouds in a
prospective improvement of these BBR ADMs.
• A few number of multi-layer bins have been generated for an improved BBR ADM scene
deﬁnition, still experimental though. Twenty ﬁve multi-layered cloud scenes have been built
for this study employing a 3-D stochastic cloud model generator.
• Computational resources are the main limitation to this study, thus only one multi-layer
scene class has been selected, but keeping all possible angular combinations to avoid an




• Since the multi-layer ADM bins estimate correct apparent ﬂuxes, it can be concluded that
it would be possible to adapt the BBR ADM scene deﬁnition based on single-layer clouds
to the ADM scene deﬁnition based on multi-layer clouds by adding new scene classes.
• The cloud-imager products are not suﬃcient for the BBR scene ID in multi-layer cloud con-
ﬁgurations. If multi-layered cloud scenes are considered as single-layer scenes it is demon-
strated that the radiance-to-ﬂux conversion provides large errors for the apparent ﬂux.
• The CERES Terra ADM takes advantage of the multi-spectral characteristics of MODIS to
identify the cloud properties for multi-layered clouds. It seems not possible to use the MSI
similarly to the MODIS for BBR scene ID.
• The active sensors ATLID and CPR on-board the EarthCARE satellite platform may be
adequately determine the presence or not of multi-layer clouds. This compensates the lack
of vertical information of the MSI scanner.
• ADMs based on theoretical simulation, and on real processing as well, are seriously aﬀected
by the mis-identiﬁcation in the ﬂux conversion. If the scene ID is improved by the active
sensors the errors that can be introduced should be considered.
• It is necessary to extend the narrow along-track retrievals of the active sensor over the whole
MSI swath for taking advantage of these additional products. It is relevant to investigate
the procedure of extending this information in the cross-track direction.
• The study of speciﬁc complex scenes in the EarthCARE mission should be carried out
through a postprocessing analysis by employing the active sensors and a reliable radiative








Along the principal chapters most relevant ﬁndings have been summarized and recapitulated,
thus, in these ﬁnal conclusions, an outline of the main issues developed on the Thesis has just been
brieﬂy shown, besides the future prospects of the radiance-to-ﬂux conversion for the forthcoming
EarthCARE broad-band radiometer. The personal opinion of what knowledge has been reached
at the end of the study and what things are still unknown are also discussed.
Summary
The research of this Thesis was aimed at studying the instantaneous TOA radiance-to-ﬂux con-
version for the prospective Broad-Band Radiometer on-board the EarthCARE platform, through
the development of theoretical angular distribution models based on the speciﬁc designing features
of the instrument. The inversion procedure has been undertaken to obtain the apparent TOA
ﬂuxes according to the ﬂux retrieval accuracy required for the mission. The ADMs employed in
the previous ERBE and CERES missions make use of a single radiance in the inversion process.
With the speciﬁc BBR along-track conﬁguration, three simultaneous radiances are available for
the same target, thus providing more information on the anisotropy of the observed scene. This
additional information is employed to construct more accurate inversion schemes than those using
a single radiance, thus the objective of this Thesis has been the construction of synthetic angular
models for application in a instrument with three ﬁxed viewing angles (nadir and 55◦ fore and
aft), even though not to produce a ﬁnished product to be directly applied to satellite-measured
radiances.
The developing process of the synthetic BBR ADMs has been mainly based on a double
compromise between active and passive sensors:
• Taking advantage of the synergy between passive sensors for the BBR scene identiﬁcation,
i.e., broad+narrow band based scene identiﬁcation.
• Since the EarthCARE mission includes active and passive sensors on the same platform,
it seems reasonable to study the synergy between the diﬀerent instruments to improve the
ﬂux conversion methodology by improving the vertical cloud structure information, and
deﬁnitely achieving a more accurate BBR scene identiﬁcation.
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There are two diﬀerent procedures to approach the problem of performing an ADM lookup
table. The ﬁrst one consists of using real accumulated data, and the second is based on model
calculations to relate modeled radiances to corresponding simulated ﬂuxes and then, retrieve
theoretical anisotropic coeﬃcients for the ADM. In our case, not having adequate observations
to assess existing or new ADMs, the theoretical approach was used to deﬁne the radiance-to-ﬂux
conversion for the BBR. A speciﬁc module of the EarthCARE Simulator was employed to carry
out the broad-band radiative transfer computations, namely the semi-analytical Monte-Carlo
radiative transfer code.
The ADM building is composed of three main parts: Firstly, the establishment of the ADM
scene deﬁnition. Secondly, the study of the optimum methodology for the radiance-to-ﬂux inver-
sion process from three views. Thirdly and once enough measurements are collected, the ﬁnal
step is to develop the angular distribution models.
In spite of the diﬃculty associated with addressing the unlimited atmospheric conditions
needed in order to determine ADMs based on model calculations, the developed database covers a
high possible number of anisotropic scenes potentially observable from satellite. Since EarthCARE
mission will observe the Earth at global scale, the number of cases which compose the database
should be suitable for a global analysis, making the ADM representative at that scale. At the end,
more than 8x104 detailed scenes were produced, building up signiﬁcant ensembles with a robust
statistical analysis, and including realistic 3-D cloud eﬀects. The simulated scenes include realistic
situations, considering their spatial and temporal variability, contain a statistically signiﬁcant
background of cases and are deﬁned according to the latitudinal and geometrical observation
conditions for a ﬁxed Sun-synchronous EarthCARE orbit. The heavy burden of Monte-Carlo
simulations needed to be processed on large computing facilities. A high number of calculations
were performed on the Computing Centre from the University of Valencia while the European
Space Agency (ESA) facilitated a signiﬁcant computing resource by allowing us to implement the
EarthCARE Simulator on the ESA Earth Observation Grid Processing-on-Demand (EO G-POD).
Deﬁnitely, ﬁve inversion models based on three diﬀerent methodologies were tested to achieve
a reliable along-track multi-view inversion procedure. Thus, ﬁve synthetic ADMs were computed
from the database of BBR emulated views. Flux can be estimated, as a result of the study,
by using an optimized classical inversion procedure with diﬀerent eﬀective radiance deﬁnitions,
namely along-track and average methods, or deﬁning the ﬂux as the linear combination of the
three-view radiances. The along-track eﬀective radiance computed in the method comes from
the line integration over the polynomial ﬁtting of the three radiances viewing the same target,
while the average eﬀective radiance comes from several means of the three-view radiances and
following then the classical inversion process. The matrix inversion of the linear combination
of the three-view radiances against the ﬂuxes, corresponding to all the atmospheric background
scenes with the geometrical observation conditions that belong to a speciﬁc angular bin, leads to
the estimation of the three coeﬃcients which allow the conversion of radiance into ﬂuxes. The
simulated ﬂuxes coming from the EarthCARE code provided the base upon which to estimate
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the theoretical inversion error, inherent to the generated models.
These conversion methodologies were applied to a BBR-like CERES representative dataset,
and the results were compared to the ﬂux estimates obtained by the single-view based CERES
ADMs. Measurements of BBR-like data are not useful just by themselves to directly build the
inversion processes due to the lack of angular geometry sampling. It is not possible to retrieve a
reference ﬂux from these measurements because the BBR measures only in three angular viewing
angles for every target pixel. But the dataset selected from CERES has helped to test the most
appropriate inversion process for the BBR conﬁguration. The comparison analysis shown some
discrepancies, and was not a ﬁnal deciding mean to select the goodness of the methods, although
some important conclusions were extracted from the analysis; whilst there are many possible
causes associated with the entire process for the ﬂux discrepancies, none of which can be ruled
out yet. More studies are needed on this direction.
The results gathered from the theoretical error analysis and the comparison study shown the
eﬀective radiance along-track methods as the most suitable solution. They are physically based
and, although their RMSE results are not as good as for the linear combination method, they are
generally also acceptable by the EarthCARE demanded accuracy, give much less outlier values
for non-regular situations and, thus it is expected that more accurate ﬂuxes can be obtained when
these methods are applied over real satellite-measured radiances.
Broadly speaking, the ADM methodologies developed provide, in general, low errors which are
mainly dependent on the scenes employed in the database that have been used for the radiance-to-
ﬂux inversion. To reach a more reliable deﬁnition of the scene database, gaining more similarity
to real scenes, it would be needed to introduce multi-layer cloudy scenes. This brings to adapt the
ADM scene deﬁnition for these new inputs, splitting the angular bins for single- and multi-layered
clouds. But the analysis carried out in this Thesis proved that ADM uncertainties really increase
when we are not able to distinguish (by the scene identiﬁcation) multi-layer scenes from single
cloud scenes. The single BBR-MSI synergy provides limited information to get an adequate scene
ID at BBR scale, which may be suﬃcient in some limited cases (clear-sky, single clouds, etc),
but certainly insuﬃcient in most of them. The study shown that the use of the complementary
active instruments on-board the EarthCARE platform deﬁnitely helps to accurately determine
the type of clouds involved in the scene, even in many multi-layer situations. Taking advantage
of the active and passive synergy the number of scene classes of the ADM scene deﬁnition can be
enlarged, improving the radiance-to-ﬂux conversion and not introducing additional errors.
Personal Thesis Appraisal
This Section collects the most relevant conclusions that have been reached after bringing the
Thesis to completion.
• The Thesis responds to the scientiﬁc interests of the radiation community, that is, the
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assessment of EarthCARE measurements for Earth energy budget retrieval. Speciﬁcally,
the Thesis satisﬁes a necessary demand on EarthCARE mission objectives, the development
of procedures for the estimation of radiant ﬂux densities from EarthCARE BBR radiances
• Considering that the use of existing ADMs have important shortcomings, the Thesis opens
an unexplored study line by which detailed numerical calculations are used to assess and
construct ADMs.
• A theoretical database has been constructed considering diﬀerent surface, atmospheric and
cloud conditions. The variations on these parameters are conditioned to the EarthCARE
satellite orbit and physical ligatures. The use a synthetic data leads to simulate a huge
number of scenes to carry out the study which requires an eﬃcient exploitation of multi-
CPU resources.
• Three diﬀerent inversion methodologies have been speciﬁcally developed to take advantage
of the along-track scanner conﬁguration of the EarthCARE BBR. It has been shown that the
application of theoretical ADMs on satellite-measured radiances is far from straightforward.
The current approach is presently far from complete and requires signiﬁcant further research.
Empirical ADMs must farther studied before they are rule out.
• The Thesis demonstrates the potential improvement of the radiance-to-ﬂux conversion, by
adequately selecting the ADM scene deﬁnition and including information from both active
EarthCARE instruments, CPR and ATLID, in the scene ID.
Outlook
The EarthCARE Joint Mission Advisory Group (JMAG) advises ESA and JAXA on scientiﬁc
aspects of the mission, such as mission objectives, scientiﬁc requirements, scientiﬁc data products,
retrieval algorithms and other required preparatory science activities including campaigns. This
section describes the activities suggested by the author for the preparation of the EarthCARE
mission scientiﬁc exploitation that has been carried out by the JMAG.
Additional error contributions
Broad-band measurements are needed in the EarthCARE mission to close the loop from active-
passive measurements to cloud-aerosol retrievals, and ﬁnally, to determine atmospheric radiative
ﬂux proﬁles based on retrieved quantities. The ﬂux obtaining from satellite-measured radiances is
a process that contains several steps. Previously to the radiance-to-ﬂux conversion, thermal/solar
radiance separation, spectral unﬁltering and scene identiﬁcation should be undertaken. Apart




A broad-band radiometer usually measures radiances ﬁltered by the spectral response of the
instrument optical unit. These radiances must be converted into unﬁltered radiances, or equiv-
alently, corrected for the imperfect spectral response of the instrument for use in science appli-
cations. Because radiation escaping the Earth’s TOA is predominantly in the form of reﬂected
solar and emitted thermal energy, it is advisable to split radiance measurements unambiguously
according to these categories across the spectrum, taking into account the thermal contamina-
tion in the SW channel and the solar contamination in the LW channel (Mossavati et al., 1998).
Unﬁltered radiances obtained from broad-band radiometers such as ScaRaB, CERES or GERB,
considering the instrument-speciﬁc spectral response, are usually provided with high accuracy
(less than 1%). It is necessary to include a similar procedure in the EarthCARE broad-band
radiometer algorithms, to reduce as much as possible this additional error source.
Scene identiﬁcation
Regarding scene identiﬁcation, the scene mis-classiﬁcation is an important error source because
satellite scene identiﬁcation usually relies on non-perfect narrowband acquisitions for the observed
scenes. This study assumes perfect scene identiﬁcation, thus, errors due to scene mis-classiﬁcation
are not considered. A more complete research needs to apply on the scene identiﬁcation procedure.
The development of the scene identiﬁcation schemes using information from MSI and, alterna-
tively, the active instruments is an essential issue to complete. This activity should be performed
by deﬁning the methodologies for the MSI product retrieval and through simulations with the
EarthCARE Simulator MSI module to specify the intrinsic errors of this process.
Alternative lines for ﬂux estimation
The conversion of BBR instantaneous TOA radiances into ﬂuxes for the EarthCARE mis-
sion could be carried out either following the guidelines developed in this Thesis, i.e., using a
speciﬁc-designed synthetic ADM, or through the analysis of the application of the CERES ADMs
currently used by NASA, over BBR (simulated) radiances. The advantage of the former, the
ADM speciﬁcally designed for the BBR, lies in the total freedom for using as many possibilities
as are available in the mission, such as the three along-track BBR instantaneous views pointing
the same target or the synergy between active and passive sensors on-board the same platform.
However, studies based on simulated databases are always limited and diﬃcult to extrapolate to
real situations, because the insuﬃcient or biased sampling problem is ever present. The latter
option, reuse of existing conversion algorithms, has the advantage, ﬁrstly, of consistency because
the long series of accumulated multi-angular data employed in the construction and, secondly,
of reliability because the thorough testing studies developed. Nevertheless, some problems are
also inherent: angular models are instrument-dependent, i.e., mainly inﬂuenced by the spatial
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resolution of the sensor from which they are built and the orbit of the satellite; since CERES is
focused on deriving monthly mean values of ERB, errors in instantaneous ﬂux conversion are usu-
ally larger than the EarthCARE accuracy ﬂux requirement for the BBR; present CERES ADMs
do not take advantage of the main BBR characteristics: the multi-angular instantaneous views
pointing the same target and the synergy among on-board instruments; and the cloud-imager
instruments are diﬀerent in both missions, thus they can not be exploited in the same way for the
ADM scene identiﬁcation.
BBR-like measurements
The creation of a large radiance database from CERES data that accomplishes the demanding
BBR requirements could permit the construction of a speciﬁc empirical ADM. But because the
angular-biased BBR along-track geometry, it is not possible to obtain enough diﬀerent angular
acquisitions to compute the ﬂux from the hemispherical integration. Furthermore, the ADM
procedure to be developed for the BBR should employ the along-track radiance information
to infer the apparent ﬂux of the scene. But oﬀ-nadir and nadir CERES radiances come from
diﬀerent footprint sizes (function of viewing zenith angle), thus diﬀerent anisotropic behaviour in
heterogeneous situations. The selection of this representative satellite dataset does not allow the
construction of BBR angular distribution models.
Taking into account the considerations shown above, there are only two diﬀerent approaches
to deﬁne the ﬂux conversion procedure, the theoretical and the empirical way, and none of both
must, a priori, be discarded; although they must be tested and veriﬁed. Therefore, the proposed
research lines that the author recommend to follow in the evolution of the BBR angular models
are to undertake a revision and improvement of the ADMs developed in this Thesis, but under
consideration of the ﬁnally selected BBR instrument concept, and an assessment of the possible
application of the CERES Terra/TRMM ADMs on BBR. An improved EarthCARE Simulator
should be an essential tool for the development of the ADMs, retrieval algorithms and verifying
the consistency of retrieved ﬂuxes.
Synthetic database improvement
The multi-angular theoretical BBR ADMs constructed in this document present, in general,
errors highly dependent on the scenes used in the database that have been employed for the
inversion. The scene database optimization, obtaining more similarity to real scenes, it would be
necessary to improve the ﬂux conversion. It is essential to enlarge the richness of the database
by increasing the generation of statistical cases corresponding to some parameters which will
optimize the ADM application to real cases. For example, with respect to the changes in cloud
cover, the ADMs can be improved either by better cloud cover discrimination, which will increase
the number of angular bins but keeping the inversion error, or else, increase each cloud cover
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sampling within each angular bin by raising considerably the inversion error.
Cloud phase
The largest errors in the BBR ADMs are found in middle cloud scene bins, particularly for
angular geometries where relative azimuth angles present extreme values. Values above 15Wm−2
are achieved for middle thin and moderate clouds, and are still higher for some solar zenith angles.
These high-error results are surely due to the large variability introduced in the background scenes
used to build the middle height cloudy ADMs. Since cloud phase is not a diﬀerential parameter,
i.e., the ADMs are not classiﬁed according to cloud phase, for every scene bin three diﬀerent
anisotropic types of clouds have been included, and then increasing the angular bin errors. These
cloud ADM bins could be optimized by introducing a new ADM deﬁning parameter, namely the
cloud phase, in the ADM scene deﬁnition. For that improvement, in reality it would be necessary
to introduce the cloud phase parameter only for middle clouds since low and high clouds are likely
constituted by water drops and ice particles, respectively. One of the MSI potential retrievals
should be the cloud phase, thus, this product could be used to determine the scene ID in middle
height cloudy situations. For that, it would be needed to add these new angular bins in the BBR
ADMs and rebuild the radiance-to-ﬂux inversion over all the cloudy ADMs, that is, recalculate
the ADMs with the suitable background scenes. The diﬃculty of this lies in the classiﬁcation of
the mixed clouds.
Surface reﬂectance
The EarthCARE Simulator employs the bidirectional reﬂectance factor RPV model to spec-
ify the geometric properties of the surface reﬂectance. This allows simulating very particular
scenes according to their bidirectional reﬂectance distribution function, but it presents diﬃculties
when carrying out global studies, as in this Thesis. The code is not provided of proper surface
BRDF models to initialize the radiative transfer equation to produce ADMs. The angular models
obtained in our study have been developed with global scope; they must be applicable to any
situation that the BBR will be able to observe once it is in orbit. It is required to introduce
general surfaces that represent most of the actual surfaces. Few number of surface scene classes
has been selected in our development, and for every scene class only one surface, determined by
its RPV parameters, has been chosen. The alternative criteria would be to select a large quan-
tity of diﬀerent surfaces either as statistical cases within the speciﬁed surface scene classes or
incorporate them to the atmospheric database randomly, i.e., varying the surface properties for
every subscene. The ﬁrst criterion would be desirable although this would greatly increase the
number of simulations to compute, whilst the latter would take into account more surfaces but
highly increasing the ADM errors and providing a non-homogeneous database. Studies such as
those initiated by Dome´nech and Lo´pez-Baeza (2006) with CERES show that the BRDF is not a
valid parameter to identify surfaces of general biotypes, therefore, not useful to introduce general
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surfaces. The BRDF, as the unique input parameter to deﬁne the surface under consideration is
not suﬃcient because it is signiﬁcantly dependent on geometrical conditions, shadows, vegetated
covers, phenological vegetation status, etc.
Additional error analysis
Since the theoretical error analysis undertaken in the Thesis for each ADM bin is calculated
with the same scenes employed in the method inversion, the usefulness of this analysis is limited
to know the eﬀect of sub-scene variability convoluted with the three-view combination procedure.
Thus, this error tells what scenes carry more sub-scene variability and how the inversion methods
perform with respect to each other. But other error eﬀects should be still studied to obtain
the real contribution of the ADM error in the ﬂux conversion. It would be valuable to test the
synthetic ADMs with a diﬀerent database, i.e., an independent source from where obtain the level
of ADM uncertainties. As it has been shown in the Chapter 6, to collect a dataset of BBR-like
measurements could be useful just for checking the ADM coherency mainly because of the lack
of real ﬂux measurements for each radiance. One possible solution could be the construction of
an alternative simulated database with great number of situations not considered in the previous
one. The use of the BBR ADMs over this, a priori, unbiased radiance datasets would help to
determine the errors introduced in the apparent ﬂuxes computed by each procedure.
Multi-layer clouds
Another critical point is the introduction of multi-layer cloudy scenes. It is also necessary to
adequately approach the multi-layer conditions for cloud scenes because of the high frequency of
occurrence, as it has been commented in Chapter 7. This would imply to adapt the ADM scene
deﬁnition for these new inputs, splitting the angular bins for single- and multi-layered scenes. But
the speciﬁc analysis carried out in this work, for the angular bins that belong to the prototype
multi-layer scene class created, proves that ADM errors will really increase if we cannot properly
identify (by scene identiﬁcation) multi-layer and single cloud scenes. The scene ID only by means
of the MSI information is not suﬃcient in multi-layer cloud conﬁgurations. The exploitation of
the synergy between MSI, CPR and ATLID could help the EarthCARE scene ID. This means a
signiﬁcant improvement of the ADM scene deﬁnition and thus, of the radiance-to-ﬂux conversion.
Synergy for cloud detection
Therefore, the strategy regarding theoretical ADMs, could be to deepen in the EarthCARE
synergy between passive and active sensors by employing the capabilities of the EarthCARE
Simulator. It can be described in simple terms as, ﬁrstly, to investigate for the BBR scene
ID optimization the procedure to merge lidar/radar proﬁle information with the extracted by
the cloud-imager in scenes with overlapping of cloud layers. Secondly, although the 3-D eﬀects
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have globally been considered due to the Monte-Carlo radiative transfer simulations, in order to
properly study realistic 3-D cloud eﬀects, it should be needed to create reliable cloud structures
(e.g., multi-layer stochastic clouds) to enrich the previous theoretical scene database3. Finally, to
adapt the ADM scene deﬁnition and re-compute the anisotropic factors included in the new ADM
bins. Experience gained in this study tells that the computation of a large number of detailed
simulations needs a powerful computer resource fully available for that purpose. This activity
could be carried out in the ESA EO-GPOD, by adapting the middleware developed speciﬁcally
for the EarthCARE mission in the ESA project Lo´pez-Baeza et al. (2006). Once the multi-layer
ADM is constructed, the implication of the scene ID, by means the active sensors, in the error
contribution of ﬂux retrieval should be investigated. The accuracy in ﬂux conversion of ADMs
is seriously aﬀected by the mis-identiﬁcation (Chambers et al., 2001), the use of vertical proﬁle
retrievals will help the scene ID but it could introduce unexpected mistakes on it.
Longwave nighttime ADMs
The Thesis work has been focused on the development of accurate synthetic angular models
for the broad-band channels of BBR. Since the anisotropy in the SW radiance ﬁeld is rather
higher than for the LW radiance ﬁeld, major eﬀorts have been employed in the ADM construction
for the shortwave channel. Since we assume LW ADMs are independent on the azimuth angular
geometry, longwave Monte-Carlo computations are run by ﬁxing the azimuth angle. This should
be considered in a forthcoming improvement of the LW ADMs. One of the most important
factors in longwave radiance ﬁeld is emissivity. Because the EarthCARE Simulator considers all
surfaces as Lambertian with a ﬁxed emissivity of 0.98 in the whole wavelength interval, a speciﬁc
study of this parameter should be desirable. LW ADMs have been obtained from the inversion of a
biased radiance database, because it has been build only considering daytime scenes in the Monte-
Carlo simulations. That is, atmosphere proﬁles and land/sea surface temperatures correspond to
daytime quantities. Therefore, a new development in the LW nighttime ADMs is also needed for
a correct nighttime use of the BBR ADMs.
Assessment on CERES ADMs
The exploitation of the CERES TRMM/Terra ADMs on the BBR should be evaluated by
applying these empirical angular models to the BBR model-based radiances generated by the
EarthCARE Simulator. Since the CERES ADMs are viewing zenith angle dependent, each BBR
measurement (nadir, aft, fore) will be related to diﬀerent anisotropic factor (ADM bin). Three
apparent ﬂuxes will be achieved, thus a suitable procedure must be devised to average the ﬂux
estimations. Diﬀerent methods should be performed over the large mono-layer cloud database
constructed in this Thesis. Assuming simulated ﬂuxes as “true” ﬂuxes, an error analysis can be
3it is recommended that this activity be coordinated with activities for algorithm veriﬁcation with ground-based
and air-borne data which seek, in part, to initialize the Simulator with scenes that are as realistic as possible
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(a) Thick cirrus and low cumulus clouds. (b) Thin cirrus cloud.
Figure 7.9: Examples of synthetic clouds achieved from a cloud resolving model.
undertaken, and this could help us to optimize the combination of either three CERES ADMs
or three radiances or three apparent ﬂuxes and to deﬁne the conversion process. Notice that the
problem of diﬀerent scale between nadir and oﬀ-nadir FOV is not present, because the ADMs
have been always built for the same footprint size. A diﬀerent idea is to apply the CERES ADMs
over the CERES BBR-like radiance dataset, because they act over diﬀerent footprint sizes, i.e.,
diﬀerent real scenes (with diﬀerent anisotropic behaviour even for the same scene ID), and hence
diﬀerent outgoing ﬂuxes, as it is shown in the comparison study.
The second step could be to study multi-layer cloud events over the adapted BBR-CERES
ADM. That can be summarized in using the EarthCARE Simulator over a set of complex but real-
istic CRM clouds, which must represent the real cloud variability, and deriving the corresponding
simulated ﬂuxes for comparison with the ﬂux estimations. Fig. 7.9 shows a couple of samples
of complex clouds obtained from cloud resolving model and introduced in scene creator module
to be processed in the ECARE simulations. The addition of these high resolution clouds would
include a new degree of realism in these studies. This will provide scenes that can be tested by the
adapted BBR-CERES ADM using radar-lidar retrievals on top of the MSI products for the cloud
layer identiﬁcation. The use of CRM clouds would multiply by several times the time-consuming
computer tasks, although the computational systems of the University of Valencia (computing
centre) could be suitable for this intensive but speciﬁc job. It is signiﬁcant to remark that these
ADMs are empirical, thus they have been constructed by merging the radiances selected from the
VIRS/MODIS identiﬁcation for each angular bin. The bias errors inherent to the scene ID (a
supposed permanent mis-detections of high cirrus for instance) are included in the inversion by
the average process, thus this is not a source of errors by itself. If the EarthCARE active sensors
are employed to select the angular bin corresponding to the scene, the scene identiﬁcation will be
more accurate but, in principle, not suitable for the CERES ADMs. Because situations identiﬁed
in the ADM construction by the TRMM/Terra passive imager would not then match with the new
“active” scene identiﬁcation (e.g., MODIS does not classify clouds as CloudSAT/CALIPSO do,
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see NASA A-train papers). Existing CloudSAT, CALIPSO and MODIS data retrievals could be
a very valuable tool to assess the assumed error in scene ID when the active sensors are employed
instead/in addition of the passive sensor.
It should be exposed that the scene ID process needs to be consistent with the way the ADMs
have been derived. The consistency between ADMs obtaining and scene identiﬁcation has to be
preserved whenever ADMs are being updated or scene identiﬁcation procedures are modiﬁed.
EarthCARE Simulator recommendations
The EarthCARE Simulator is undoubtedly the most appropriate tool for attempting to reach
the Thesis’ goal. It is based on the idea of end-to-end simulation capability (retrieval algorithms
applied to forward model outputs and evaluation of results) which allows a full treatment of
radiative transfer for model atmosphere-surface systems as realistic as possible. Nevertheless,
the Simulator requires some upgrades before a complete radiance-to-ﬂux conversion study can be
undertaken. All suspected deﬁciencies and recommendations for future studies of the EarthCARE
Simulator are collected and stated below:
• It is needed to improve the ECARE Simulator interface in terms of user-friendliness. A
more complete documentation and useful samples are missed in the package, which could
really help novel users to easily take proﬁt of all the ECARE Simulator modules.
• The package should include the option of distributing the aerosol amounts either by user-
supplied values or by pre-generated proﬁles and aerosol standard models from an internal
database.
• The Simulator considers all surfaces/clouds as being Lambertian with a constant emissivity
in the whole longwave interval. It should be taken into account the option of selecting
diﬀerent emissivity broad values, or even better, to specify narrow values for each wavelength
in the longwave band.
• It should be severely improved the EarthCARE Simulator’s treatment of surface features.
The package is provided by the RPV BRF model to reproduce the anisotropic behaviour of
the surface in visible and near infrared wavelengths. This is ﬁne but not good enough under
my viewpoint. Alternative BRF models should be included such as some fast kernel-based
models, together with the option of selecting internal surface albedo/reﬂectance models.
Moving on a diﬀerent matter, the signiﬁcant mismatch between the theoretical BBR and
empirical CERES apparent ﬂuxes for clear-sky over ocean oﬀers an important doubt on the
EarthCARE Simulator assumptions on ocean reﬂectivity. After analysing satellite-measured
radiances against simulated radiances and ﬁnd out the same signiﬁcant diﬀerences, it seems
clear that there is a bug in the code treating the ocean reﬂectance, that should be rectiﬁed
before proceeding further in the development of model-based ADMs.
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• Another useful issue for prospective EarthCARE developments is the ﬂux determination
on surface. At this moment the Simulator only provides TOA albedo quantities, and the
inclusion of surface ﬂux derivation could be signiﬁcant for validation tasks and possible L2
BBR retrievals.
• It would be worth to obtain the radiance response output split in narrow wavenumber steps
for developing science EarthCARE studies with the appropriate tool.
• Once the spectral functions of the passive sensor are available, the EarthCARE Simulator
should add the option of ﬁltering incoming radiances to approximate the instrument’s spec-
tral response function. This could help in spectral unﬁltering studies needed to undertake
in following tasks.
• The Thesis is focused on the ADM development with imager-based scene ID. The appli-
cation of this ADM methodology requires to exploit MSI capabilities for the ADM scene
identiﬁcation. Thus, it is necessary scale the MSI level 2 products involved in BBR scene ID
(surface type index, surface type coverage, wind speed over ocean, cloud top height, cloud
fraction, cloud optical thickness, precipitable water content, land surface temperature and
sea surface temperature, precipitable water vapour, aerosol type ﬂag) at the BBR footprint
size weighted by the BBR instrument PSF. The implementation of this feature in the code
is valuable to establish the mis-identiﬁcation error contribution on the ﬂux conversion.
• The potential MSI retrievals should be calculated by the ECARE Simulator. The determina-
tion of these retrievals at BBR scale through the MSI convolution by sub-pixel information
(spatial averaging into BBR footprint using the BBR PSF), could be useful for broad-band
validation purposes in ﬁeld campaigns.
• Considering the EarthCARE Simulator as an usual simulation ﬂight model, it should support
the concept of failure modes. The failure mode is an option that the user can establish to
emulate a failure condition.
• A complete simulator for the EarthCARE mission should be able to realistically emulate
any possible situation around the planet. Since the ECARE Simulator is expandable and
adaptable, new modules could be easily implemented. A default values mode where the
angular geometry conditions and the Earth-Sun distance, and hence the incoming ﬂux,
are adjusted according to the coordinates and Julian day selected should be required. In
addition, the coordinate selection could even deﬁne the surface features if a land use map
and a digital elevation model are properly included in the code.
The implementation of forthcoming options in the EarthCARE Simulator should be supported
through validation ﬁeld campaigns with the objective of determining the accuracy of the code
emulating the real conditions. From independent ﬁeld/airborne campaigns and satellite retrievals,
measurements such as albedo/reﬂectivity (from ground radiometers), atmospheric information
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(from radiosondes and solar photometers), and cloud information (from ground-based lidars and
satellite-borne lidars as the CALIOP on-board CALYPSO) could be derived and introduced in
the EarthCARE Simulator to obtain radiances and radiant ﬂux densities at the TOA and surface
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Resumen de la Tesis
Marco Global
Las actividades humanas se producen desde hace varios siglos a una escala que comienza a
interferir con sistemas naturales, como el clima mundial. El resultado de la revolucio´n industrial
ocurrida entre ﬁnales del siglo XVIII y principios del XIX, el aumento exponencial del industria-
lismo y el continuo avance tecnolo´gico de una sociedad sin pol´ıtica de desarrollo sostenible, se
maniﬁestan en la actualidad con la inclusio´n de la actividad antropoge´nica entre los factores que
modulan el clima mundial, es decir, como uno de los agentes inﬂuyentes en el cambio clima´tico
que sufre nuestro planeta.
El cambio clima´tico es un asunto complejo y de enorme diﬁcultad, por ello, los responsables
pol´ıticos necesitan una fuente de informacio´n objetiva acerca de las causas del cambio, sus posi-
bles repercusiones medioambientales y socioecono´micas, y las posibles respuestas. Conscientes de
ello, la World Meteorological Organization (WMO) y el United Nations Environment Programme
(UNEP), constituyeron en 1988 el Intergovernmental Panel on Climate Change (IPCC).
La misio´n del IPCC es evaluar en te´rminos exhaustivos, objetivos, abiertos y transparentes la
mejor informacio´n cient´ıﬁca, te´cnica y socioecono´mica disponible sobre el cambio clima´tico y su
impacto, as´ı como las opciones para mitigar el cambio clima´tico y la adaptacio´n al mismo. Desde
1990 el IPCC ha elaborado una serie de informes de evaluacio´n, informes especiales, documentos
te´cnicos, metodolog´ıas cuyo objetivo es poner de maniﬁesto el problema y facilitar una informacio´n
objetiva que sirva de base a las pol´ıticas del cambio clima´tico.
En el Cuarto Informe de Evaluacio´n del IPCC (IPCC, 2007), para analizar el impacto del
cambio clima´tico en la evolucio´n del futuro clima mundial, se presentaron los resultados de simu-
laciones con modelos clima´ticos que representan los procesos f´ısicos en la atmo´sfera y oce´anos, bajo
diferentes suposiciones socioculturales. Estos modelos preve´n que la temperatura media mundial
durante el per´ıodo 1990−2100 aumente entre 2,0 a 4,5 K, dependiendo de los diferentes escenarios
(hipo´tesis de desarrollo social) y modelos clima´ticos considerados.
Las predicciones generadas por los modelos clima´ticos son la herramienta principal para pro-
yectar el clima futuro, y a pesar de que todav´ıa presentan ﬂuctuaciones en sus predicciones, los
resultados entre modelos para un escenario de emisiones dado se muestran coherentes. Sin em-
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bargo, la conﬁanza en estos resultados es mucho menor, si tenemos en cuenta que la prediccio´n
realizada por los modelos del aumento de la temperatura no incluye algunas de las incertidumbres
en la modelizacio´n del forzamiento radiativo, como puede ser el caso del forzamiento de aerosoles
y nubes, cuyo nivel de comprensio´n es muy escaso pero se presume un forzamiento radiativo muy
elevado.
Por tanto, es lo´gico pensar que es necesario ampliar nuestro limitado conocimiento de la f´ısica
atmosfe´rica, principalmente en lo referente a las interacciones de las nubes y los aerosoles con la
radiacio´n, para poder conseguir parametrizaciones en los modelos clima´ticos ma´s ﬁables. Es en este
marco donde nace la misio´n espacial EarthCARE (Earth Clouds Aerosols and Radiation Explorer)
(ESA, 2001, 2004), preparada conjuntamente por las agencias espaciales europea (ESA), japonesa
(JAXA) y el instituto japone´s National Institute of Information and Communications Technology
(NICT), que se encargara´ de medir, por primera vez de forma global y consistente desde el punto
de vista radiativo, perﬁles atmosfe´ricos verticales, con el ﬁn de mejorar la parametrizacio´n de
nubes y aerosoles en los modelos clima´ticos y su inﬂuencia en el balance radiativo. Para ello, la
misio´n EarthCARE centrara´ su esfuerzo en combinar los datos de los instrumentos activos ATLID
(ATmospheric LIDar) y CPR (Cloud Proﬁling Radar), junto con el sensor pasivo, MSI (Multi-
Spectral Imager), a bordo del sate´lite, para obtener perﬁles verticales a lo largo de la trayectoria
del sate´lite.
Es necesario, sin embargo, que los ﬂujos calculados a partir de las medidas en los perﬁles
atmosfe´ricos verticales, reproduzcan el balance de energ´ıa en el techo de la atmo´sfera (TOA), es
decir, que cumplan la conservacio´n de la energ´ıa. Esto no es trivial, porque estos ﬂujos no so´lo
dependen de las propiedades f´ısicas medidas por los sensores activos, sino tambie´n de las hipo´tesis
sobre propiedades espectrales y angulares de la columna atmosfe´rica consideradas en los modelos.
El balance de energ´ıa sera´ medido independientemente por el Broad-Band Radiometer (BBR),
radio´metro de banda ancha y baja resolucio´n espacial a bordo de EarthCARE que aportara´ me-
didas instanta´neas de ﬂujo en banda ancha en el techo de la atmo´sfera. Las medidas del BBR
facilitara´n una condicio´n de contorno independiente sobre estas hipo´tesis. Para que estos perﬁles
sean correctos es necesario, aunque no suﬁciente, que los ﬂujos TOA calculados coincidan con los
observados por el BBR (Bodas, 2002).
Los campos de nubes reales no son plano-paralelos, y su tridimensionalidad aporta una com-
plejidad extra en al ana´lisis de los datos de sate´lite, en particular, en la determinacio´n de ﬂujos
a partir de medidas de radiancias. Los ana´lisis con visiones mu´ltiples, aunque complejos, son una
forma para tener en cuenta estos factores y mejorar la determinacio´n del ﬂujo aparente de la
escena. Con esta premisa, el radio´metro BBR se ha disen˜ado con tres telescopios en conﬁguracio´n
along-track, capaz de obtener tres visiones del mismo punto desde distintos a´ngulos de observacio´n
(±55◦, 0◦) casi simulta´neamente. Este sensor proporcionara´ medidas calibradas necesarias para
la determinacio´n de radiancias desﬁltradas en banda ancha.
Sin embargo, la estimacio´n de ﬂujos a partir de radiancias requiere un conocimiento previo de la
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anisotrop´ıa del campo de radiancias emergente de la Atmo´sfera. Este procedimiento puede basarse
en Modelos de Dependencia Angular (ADMs), los cuales tienen en cuenta el comportamiento
medio de la anisotrop´ıa, para as´ı permitir una obtencio´n del ﬂujo a partir de una u´nica radiancia.
Desde el punto de vista conceptual, un ADM no es ma´s que un factor de correccio´n por anisotrop´ıa
respecto al ﬂujo lambertiano, y se deﬁne como el cociente entre el ﬂujo medio lambertiano y el
ﬂujo medio real.
Revisio´n de los Modelos Angulares
Dado que los radio´metros de campo de visio´n estrecho a bordo de sate´lites, tales como ERBE
(Earth Radiation Budget Experiment), CERES (Clouds and the Earth’s Radiant Energy System)
o ScaRaB (Scanner for Radiation Budget), miden radiancias salientes procedentes de la Tierra,
u´nicamente en una direccio´n espec´ıﬁca y en un preciso instante, los ﬂujos salientes no pueden
medirse instanta´neamente. Adema´s, aunque los radio´metros de campo de visio´n ancho, como el
AVHRR (Advanced Very High Resolution Radiometer) y POLDER (POLarization and Direc-
tionality of the Earth’s Reﬂectances), midan ﬂujos, e´stos son interpretados como radiancias a la
altura del sate´lite debido a que el campo de visio´n en el que observan sobre la Tierra es estrecho.
Considerando el campo de radiancias L(θ0, θ, φ) en el techo de la atmo´sfera, donde θ0 es el a´ngulo
solar cenital (SZA), θ el a´ngulo de visio´n cenital (VZA), y φ el a´ngulo acimutal relativo entre el
sate´lite y el sol (RAA), el ﬂujo saliente del sistema Tierra-Atmo´sfera, F (θ0), se obtiene a partir









L(θ0, θ, φ) cos θ sin θ dθ dφ (7.4.1)
por tanto, dado que una de las principales fuentes de error cuando medimos el balance de radiacio´n
de la Tierra es la falta de conocimiento de la anisotrop´ıa de la escena observada, para obtener el
ﬂujo saliente del sistema Tierra-Atmo´sfera, deber´ıamos disponer de mu´ltiples sensores observando
el mismo punto y al mismo tiempo para as´ı proporcionar cobertura angular suﬁciente del campo de
radiancias. Es evidente que esta aproximacio´n al problema es te´cnicamente inviable, y se necesitan
algoritmos de inversio´n para estimar el ﬂujo (Raschke et al., 1973).
Las caracter´ısticas angulares de un elemento de superﬁcie en el techo de la atmo´sfera pueden ser
descritas mediante modelos que expresan la radiancia emergente, para cada una de las posibles
direcciones, como funcio´n del ﬂujo total hemisfe´rico emergente del elemento. A partir de una
radiancia medida en una u´nica direccio´n, podemos obtener un ﬂujo hemisfe´rico aparente. Este
procedimiento puede estar basado en modelos de distribucio´n angular, los cuales teniendo en
cuenta el comportamiento medio de la anisotrop´ıa del campo de radiancias, permiten la obtencio´n
del ﬂujo a partir de una u´nica radiancia. Esto, aunque necesario, conlleva errores relacionados con
las desviaciones de la anisotrop´ıa local o regional con respecto a la anisotrop´ıa media representada
por el ADM.
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Un ADM es un conjunto de factores anisotro´picos, R, que determinan el ﬂujo aparente en el
techo de la atmo´sfera a partir de:
R(θ0, θ, φ) =
π L(θ0, θ, φ)
F (θ0)
(7.4.2)
Para la aplicacio´n de los models angulares, es necesario clasiﬁcar las observaciones terrestres
en un conjunto de escenas, de acuerdo con la deﬁnicio´n de escenas del ADM. Con deﬁnicio´n de
escenas se entiende la clasiﬁcacio´n de cualquier radiancia en un u´nico grupo de observaciones de
de blancos con similar comportamiento anisotro´pico. Cada grupo se deﬁne como un conjunto de
para´metros atmosfe´ricos y de superﬁcie. Por ejemplo, un muy simple deﬁnicio´n de escenas podr´ıa
incluir solamente dos clases: oce´ano y tierra. Esta deﬁnicio´n ser´ıa va´lida porque cada radiancia
podr´ıa ser asignada u´nicamente en una clase, independientemente del resto de para´metros que no
se tienen en cuenta (fraccio´n de cobertura nubosa, temperatura de la superﬁcie, espesor o´ptico de
nubes, columna de vapor de agua, etc.)
Una vez la deﬁnicio´n de escenas del ADM se establece, la construccio´n de modelos angulares
consiste principalmente, en realizar promedios sobre las radiancias de acuerdo con las condiciones
de observacio´n. Raschke and Bandeen (1970); Raschke et al. (1973) desarrollaron los primeros
modelos angulares, usando medidas de Nimbus 3. Mientras que Suttles et al. (1988, 1989) estable-
cieron los ADM dependientes de la escena empleados en los algoritmos de conversio´n radiancias a
ﬂujos de ERBE (Barkstrom and Smith, 1986; Smith et al., 1986). El radio´metro CERES (Wielicki
et al., 1996, 1998) fue disen˜ado para reducir los errores en los ﬂujos TOA obtenidos por ERBE
en un factor 2. La metodolog´ıa empleada es similar a la usada en ERBE, pero incluye un mayor
nu´mero de tipos de escena diferentes. Mejorando la identiﬁcacio´n de escena e incrementando la
sensibilidad de los modelos de ADM a los para´metros que tienen mayor relevancia en la anisotrop´ıa
de la escena, CERES mejora considerablemente la precisio´n de los ﬂujos TOA obtenidos.
Contexto de la Tesis
La Tesis titulada “Enfoque teo´rico de la conversio´n de radiancias a ﬂujos en el marco de
la Misio´n EarthCARE”, se desarrolla dentro del proyecto Improvement of Angular Dependence
Models ESA-ESTEC Contract No. 17772/04/NL/GS (Lo´pez-Baeza et al., 2006), en el marco de
la futura misio´n EarthCARE, y como continuacio´n al trabajo desarrollado en el proyecto BBR
Optimization Study, ESA Contract No. 14685/00/NL/JSC (Lo´pez-Baeza et al., 2001).
La Tesis responde a uno de los principales intereses de la misio´n EarthCARE, el desarrollo de
procedimientos para la estimacio´n ﬂujos a partir de las radiancias del radio´metro de banda ancha
BBR. El objetivo de la Tesis se centra, por tanto, en establecer la metodolog´ıa para la conversio´n
instanta´nea de radiancias en techo de la atmo´sfera a ﬂujos. E´sta, basada en el desarrollo teo´rico
de modelos de dependencia angular, se deﬁne teniendo en cuenta las caracter´ısticas espec´ıﬁcas del
instrumento. Se optimiza aprovechando que las tres visiones del BBR aportan informacio´n angular
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adicional, que posibilita una mejora en la precisio´n obtenida por los algoritmos de conversio´n
respecto a la que se obtiene con modelos angulares que emplean una u´nica radiancia. El proceso
ha sido desarrollado considerando el error ma´ximo atribuible a la obtencio´n de ﬂujos estipulado
en los requisitos de precisio´n de la misio´n EarthCARE. De tal modo que los ﬂujos aparentes
determinados a partir de la conversio´n de radiancias satisfacen, en su gran mayor´ıa, este requisito.
La aspiracio´n de este trabajo no es dar una respuesta deﬁnitiva a la estimacio´n de ﬂujos para
EarthCARE, si no estudiar una de las posibles soluciones y valorar las potenciales ventajas e
inconvenientes.
A la hora de construir ADMs se puede optar entre dos metodolog´ıas diferentes. La primera
se basa en usar radiancias reales obtenidas desde sate´lite, mientras que la segunda consiste en
el uso de radiancias simuladas. En e´sta u´ltima, se relacionan las radiancias modeladas con los
correspondientes ﬂujos modelados, obteniendo, por tanto, un conjunto de coeﬁcientes anisotro´picos
teo´ricos que constituyen el ADM sinte´tico. En nuestro caso, se ha hecho uso de este enfoque teo´rico
para deﬁnir los algoritmos de conversio´n de radiancias a ﬂujos del BBR. Para ello se ha empleado
un mo´dulo espec´ıﬁco del Simulador EarthCARE (Donovan et al., 2004), concretamente se ha
usado un algoritmo Monte-Carlo de transporte de fotones de onda corta y larga que incluye
eventos de multi-dispersio´n, para realizar los ca´lculos de transferencia radiativa. Sin embargo,
en los sensores CERES, en vuelo actualmente, se hace uso de la primera opcio´n. Las radiancias
acumuladas desde su puesta en o´rbita, proporcionan una inmensa fuente de datos de radiancias
con diferentes geometr´ıas, que permiten desarrollar ADMs a partir de datos reales. En principio,
podr´ıa parecer que la construccio´n de una base de datos de radiancias con las caracter´ısticas
de adquisicio´n del BBR, permitir´ıa construir ADMs emp´ıricos. Pero dada la peculiar geometr´ıa
along-track del BBR, no es posible obtener un muestreo angular suﬁciente para calcular el ﬂujo
a partir de la integracio´n hemisfe´rica de la radiancia. Por tanto, la creacio´n de una base de datos
de sate´lite BBR-like no es suﬁciente para el desarrollo de modelos angulares para el BBR.
Una solucio´n alternativa podr´ıa ser emplear directamente los ADMs ma´s avanzados actual-
mente, los ADMs de CERES concretamente, como medio para obtener la conversio´n de radiancias
a ﬂujos del BBR. Esta solucio´n, utilizada en GERB, no es de aplicacio´n simple en el caso del BBR.
Los ADMs son dependientes de las caracter´ısticas sensor, es decir, esta´n fuertemente inﬂuencia-
dos por el muestreo del sensor del que han sido obtenidos. Tanto la resolucio´n espacial como
la o´rbita del sate´lite son puntos a tener en cuenta. Por ejemplo, el CERES Protoﬂight Model
(PFM) a bordo de la plataforma TRMM (Tropical Rainfall Measuring Mission), que orbita con
una inclinacio´n orbital de 35◦, so´lo proporciona medidas de la regio´n tropical. Esto conlleva que
las conclusiones del estudio u´nicamente sean va´lidas cuando se reproducen estas condiciones. Sin
embargo, las diferencias en el taman˜o de footprint no ser´ıan un problema. Si la identiﬁcacio´n de
escena se realiza coherentemente el uso de ADMs construidos para un sensor con un determinado
FOV no se ver´ıa penalizado cuando se calculasen ﬂujos aparentes con radiancias procedentes de
otro instrumento. En el caso de los ADMs del sensor CERES, a bordo de Terra, si quisie´ramos
aprovechar, para la conversio´n de radiancias a ﬂujos, la conﬁguracio´n along-track del BBR con las
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tres visiones observando la misma escena, tendr´ıamos que usar ADMs independientes del a´ngulo
de visio´n cenital (Bodas-Salcedo et al., 2003), mientras que los modelos de dependencia angular
de Terra CERES emplean el VZA como uno de los para´metros de los que depende la seleccio´n del
factor anisotro´pico. Con el ADM de CERES se obtendr´ıan tres estimaciones del ﬂujo, basados en
tres diferentes factores anisotro´picos, para cada escena. A pesar de que el ﬂujo es una magnitud
independiente del a´ngulo de visio´n, en los estudios de consistencia de resultados se encuentran
discrepancias de hasta el 20% para diferentes VZA. Hay que tener en cuenta, adema´s, que los
errores asociados a los ADMs de CERES en la conversio´n instanta´nea a ﬂujo, son habitualmente
mayores que la precisio´n demandada en la obtencio´n de ﬂujos para el BBR, esto es, 10Wm−2.
Debido, principalmente, a que el principal objetivo de la misio´n CERES es la estimacio´n del
balance de energ´ıa terrestre para estudios climatolo´gicos, los valores de ﬂujo instanta´neos no se
consideran importantes. En u´ltimo lugar, hay que considerar que los instrumentos CERES usan
el sensor MODIS (Moderate Resolution Imaging Spectroradiometer) como detector de nubes, i.e.,
MODIS identiﬁca la escena para el ADM. Por tanto, la deﬁnicio´n de escenas es adecuada a las
posibilidades de MODIS (36 bandas). Pero este no es el caso del BBR, ya que el imager de la
misio´n el MSI contiene u´nicamente 7 bandas, sin embargo, su capacidad para observar la misma
escena desde tres diferentes a´ngulos casi instanta´neamente (con 1 minuto de retraso aproxima-
damente) y la sinergia entre los sensores activos y pasivos se puede explotar para optimizar los
algoritmos de conversio´n.
El proceso completo de conversio´n de radiancias a ﬂujos es ma´s complejo e incluye diferentes
pasos. A parte de los errores intr´ınsecos del proceso de conversio´n, cada uno de estos pasos es en
s´ı mismo una fuente de error. Antes de la conversio´n de radiancias a ﬂujos, se tiene que llevar
a cabo, principalmente, la calibracio´n (LeeIII et al., 1998; Mossavati et al., 1998), el desﬁltrado
(Smith et al., 1986; Loeb et al., 2001) y la identiﬁcacio´n de la escena (Taylor and Stowe, 1984). La
calibracio´n deﬁne de forma cuantitativa la respuesta del sistema a sen˜ales de entrada conocidas y
permite la conversio´n de las cuentas detectadas por el instrumento en radiancias ﬁltradas por los
componentes o´pticos (Attema and Francis, 1991). Si nos centramos espec´ıﬁcamente en el proceso
de inversio´n de radiancias a ﬂujos, podemos asumir que trabajamos con radiancias desﬁltradas
ideales, dado que las radiancias obtenidas teniendo en cuenta la respuesta espectral espec´ıﬁca del
instrumento, se dan con una alta precisio´n (<1%). Este error relativo corresponde a radio´metros
de banda ancha como CERES (Loeb et al., 2001), similares en principio a las que se deber´ıan ob-
tener para el sensor EarthCARE broad-band radiometer (Lo´pez-Baeza et al., 2001). Con respecto
a la identiﬁcacio´n de escena hay que considerar que los fallos en este proceso son una importante
fuente de error (Smith and Manalo-Smith, 1995). Se producen debido a que la identiﬁcacio´n se
realiza mediante los productos obtenidos a partir de observaciones de sensores multiespectrales, y
los algoritmos no siempre proporcionan productos ﬁables (Chambers et al., 2001). Sin embargo,
trabajando con simulaciones se asume una identiﬁcacio´n de escena perfecta, evitando, por tanto,
los errores debidos a una mala seleccio´n de la escena. Por tanto, en lo que se reﬁere espec´ıﬁcamente
al desarrollo de los algoritmos para la conversio´n de radiancias a ﬂujos, si nos concentramos en
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el proceso de inversio´n, las aproximaciones de calibracio´n radiome´trica, identiﬁcacio´n de escena y
desﬁltrado perfectos pueden ser perfectamente aceptados.
El proceso de construccio´n de ADMs sinte´ticos para el BBR se sustenta en un doble compro-
miso entre sensores activos y pasivos:
• Sinergia entre sensores pasivos para la identiﬁcacio´n de escena del BBR. La seleccio´n de la
clase de escena (identiﬁcacio´n de escena) se realiza con los productos MSI que caracterizan
los modelos de distribucio´n angular, a la escala del BBR. Para ello se convolucionan los
productos de alta resolucio´n de acuerdo con la point spread function (PSF) del BBR.
• La misio´n EarthCARE combina sensores pasivos y activos en la misma plataforma, parece
razonable, por tanto, considerar que la sinergia entre ellos pueda mejorar la metodolog´ıa de
inversio´n. En primer lugar, la sinergia entre sensores activos mejorar´ıa la informacio´n vertical
de la nube. La combinacio´n de los productos potencialmente extra´ıbles de los sensores activos
podr´ıa deﬁnir un´ıvocamente la estructura vertical de la nube. En segundo lugar, la sinergia
entre sensores activos y pasivos mejorar´ıa la identiﬁcacio´n de escena del BBR.
Desarrollo del trabajo
El trabajo se divide en tres tareas principales: Primera, establecer la deﬁnicio´n de escenas, es
decir, la clasiﬁcacio´n de cada radiancia medida por el BBR en un u´nico grupo de observaciones
con comportamiento aniso´tropo similar deﬁnido por una superﬁcie y un rango de valores de
para´metros atmosfe´ricos concretos distinguibles por el MSI. Segunda, estudio para la deﬁnicio´n
de la o´ptima metodolog´ıa de inversio´n de radiancias a ﬂujos usando tres visiones. En u´ltimo lugar,
obtencio´n del factor anisotro´pico para cada escena angular usando las radiancias de la base de
datos previamente generada con un suﬁciente nu´mero de situaciones atmosfe´ricas como para poder
realizar el estudio estad´ıstico en cada una de las escenas deﬁnidas en los ADMs.
Siendo imposible considerar todas las condiciones atmosfe´ricas necesarias para construir un´ıvo-
camente un ADM basado en simulaciones nume´ricas, el desarrollo de la base de datos cubre el
mayor rango de escenas anisotro´picas potencialmente observables desde sate´lite que ha sido posible
simular. Dado que la misio´n EarthCARE observara´ la Tierra a escala global, el nu´mero de escenas
debe ser adecuado para que la representatibilidad del ADM sea tambie´n global. Las escenas simu-
ladas que se incluyen consideran la variabilidad espacio-temporal de las situaciones atmosfe´ricas
reales, un nu´mero estad´ısticamente signiﬁcante de escenas de fondo y se deﬁnen segu´n las restric-
ciones geogra´ﬁcas introducidas por la o´rbita helios´ıncrona deﬁnida para la misio´n EarthCARE
y la conﬁguracio´n en along-track del BBR. Finalmente, ma´s de 8x104 escenas detalladas han si-
do producidas, obteniendo resultados con un robusto ana´lisis estad´ıstico e incluyendo real´ısticos
efectos 3-D de las nubes. Los ca´lculos sobre la base de datos se han realizado usando el Simulador
EarthCARE. Este modelo Monte-Carlo se ideo´ expresamente para poder desarrollar algoritmos y
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estudiar la respuesta de los instrumentos antes de ser construidos y puestos en o´rbita. Es capaz
de reproducir las observaciones de los diferentes sensores, teniendo en cuenta las caracter´ısticas
propias de cada instrumento incluyendo el ruido, muestreo y taman˜o de p´ıxel. Genera escenas
con un alto detalle de microf´ısica de nubes y aerosoles, incluyendo nubes en tres dimensiones y
multicapas. El simulador de la misio´n EarthCARE es la mejor opcio´n para desarrollar una base
de datos teo´rica para el BBR. Pero semejante nu´mero de detalladas simulaciones Monte-Carlo
requiere potentes recursos de ca´lculo para ser procesado. En el desarrollo del estudio se han utili-
zado dos importantes centros de computacio´n: El servicio de ca´lculo intensivo de la Universidad
de Valencia y el Earth Observation Grid Processing-on-Demand de la agencia espacial europea.
Para conseguir una o´ptima conversio´n de radiancias a ﬂujos basada en una conﬁguracio´n
multivisio´n en along-track, se han comprobado cinco modelos teo´ricos de inversio´n fundamentados
en tres diferentes metodolog´ıas que sacan provecho de las tres medidas sobre el mismo blanco.
Procedentes de la aplicacio´n de estos modelos de inversio´n sobre las radiancias y ﬂujos emulados
por el co´digo de transferencia radiativa se han obtenido cinco lookup tables de ADMs. Como
resultado del estudio, se determina que los ﬂujos pueden ser obtenidos, o bien mediante una
versio´n optimizada de la metodolog´ıa cla´sica usando diferentes deﬁniciones de radiancias efectivas,
espec´ıﬁcamente, un me´todo along-track, en el cual se calcula la radiancia efectiva como una integral
de linea sobre un ajuste polinomial de las tres radiancias obtenidas sobre el mismo footprint y un
me´todo de promediado de radiancias, donde se prueban diferentes tipos de promedios sobre las tres
adquisiciones; o bien, deﬁniendo el ﬂujo como la combinacio´n lineal de tres radiancias medidas
simulta´neamente desde diferentes a´ngulos de visio´n. Esta expresio´n, anal´ıticamente invertible
mediante una matriz de inversio´n, nos lleva a la estimacio´n de tres coeﬁcientes que permiten la
conversio´n de radiancias a ﬂujos.
Los ﬂujos teo´ricos calculados por el Simulador se utilizan para estimar el error de inversio´n
de los modelos generados. A modo de resumen, las metodolog´ıas desarrolladas para la conversio´n
muestran, en general, errores bajos dependientes principalmente de las escenas usadas en la base
de datos teo´rica. Los me´todos basados en la radiancia efectiva along-track muestran un buen
comportamiento sobre todas las escenas consideradas en la base de datos. Este procedimiento
demuestra ser el ma´s versa´til para convertir radiancias en ﬂujos. Mantiene un bajo nivel de incer-
tidumbres constante para la mayor´ıa de casos estudiados. El me´todo de la combinacio´n multilineal
es, no obstante, el mejor en te´rminos de ana´lisis de errores. Proporciona constantemente los ﬂujos
aparentes ma´s precisos en todas las escenas empleadas. Esto, sin embargo, no es garant´ıa de una
o´ptima conversio´n en situaciones reales, ya que al ser puramente estad´ıstico sus resultados son
muy dependientes de la base de datos empleada. Por u´ltimo, los me´todos basados en la radiancia
efectiva promedio muestran los errores ma´s altos del estudio, siendo por tanto los menos aconse-
jables. Estos procedimientos son ma´s inestables que el resto, proporcionando buenos resultados
en algunos casos espec´ıﬁcos y peores en otros.
Las metodolog´ıas de conversio´n desarrolladas han sido aplicadas a una base de datos BBR-
like obtenida con los histo´ricos de CERES. Estos resultados se comparan con las estimaciones del
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ﬂujo obtenidas por los ADMs (basados en una u´nica visio´n) de CERES. Las medidas BBR-like
de CERES no son u´tiles por s´ı mismas para deﬁnir el proceso de inversio´n debido a la falta de
muestreo angular que provoca la conﬁguracio´n along-track del BBR. Sin embargo, la base de datos
de ﬂujos aparentes calculados con los CERES ADM nos sirve para evaluar la coherencia de los
ﬂujos aparentes determinados mediante los ADM teo´ricos. El ana´lisis de comparacio´n muestra,
en general, coherencia entre ambas estimaciones del ﬂujo TOA. Pese a todo, se encuentran dis-
crepancias independientes de la metodolog´ıa empleada, y no es, por tanto, un factor decisivo para
determinar la bondad de los me´todos. Estas discrepancias esta´n producidas por diversas causas,
principalmente por la diferencia en las deﬁniciones de escena de los ADMs empleados en la com-
paracio´n. Las deﬁniciones del BBR, CERES Terra/Aqua y CERES TRMM son muy diferentes,
pero dado que u´nicamente disponemos de la identiﬁcacio´n de escena proporcionada por CERES,
es necesario adaptar la deﬁnicio´n del BBR a las de CERES. Para obtener resultados concluyentes
ser´ıa necesario disponer de un mayor nu´mero de datos CERES BBR-like, dado que el proceso
de ﬁltrado reduce dra´sticamente la base de datos emp´ırica. El me´todo de la combinacio´n lineal
de radiancias se muestra como el ma´s sensible a identiﬁcaciones de escena equivocadas, siendo el
que proporciona peores estimaciones cuando la anisotrop´ıa en las tres observaciones no sigue el
comportamiento simulado en la base de datos.
Valorando los resultados obtenidos en el ana´lisis de errores y en el estudio de comparacio´n de
ADMs, se puede concluir que los me´todos basados en una radiancia efectiva along-track ser´ıan
la solucio´n teo´rica ma´s adecuada para la transformacio´n de radiancias en ﬂujos. Estos me´todos
esta´n fundamentados en principios f´ısicos, y aunque los resultados de errores teo´ricos no son tan
buenos como los del me´todo de la combinacio´n lineal de radiancias, son aceptables en te´rmino
general y presentan menos valores “extremos” (valores at´ıpicos o aberrantes) en situaciones no
esperadas. En conclusio´n, a la vista de los resultados no es aventurado decir que usando estos
me´todos con datos reales se podr´ıan conseguir ﬂujos aparentes ma´s precisos que con cualquiera
de los otros me´todos estudiados.
Si quisie´ramos conseguir una base de datos que mostrase un grado de similitud mayor a
escenas reales, deber´ıamos introducir escenas con nubes multicapas. Esto nos llevar´ıa a adaptar la
deﬁnicio´n de escenas del ADM para introducir nuevas entradas, distinguiendo escenas angulares
para nubes multicapas y monocapas. Se ha realizado un prototipo de ADM multicapa para el que
se construyeron un considerable nu´mero de nubes realistas con un generador de nubes sinte´tico.
Los resultados del ana´lisis de errores demuestran que es posible estimar correctamente ﬂujos en
escenas multicapas, siempre y cuando se adapte correctamente la deﬁnicio´n de escenas del ADM.
Sin embargo, tras el estudio llevado a cabo, tambie´n se demuestra que los errores de inversio´n de
los ADMs se incrementan sustancialmente si no somos capaces de distinguir (en la identiﬁcacio´n de
escena) las escenas multicapas de las escenas con nubes monocapa. La informacio´n que proporciona
la sinergia ba´sica entre el BBR y el MSI para obtener una adecuada identiﬁcacio´n de escena a
la escala del BBR es muy limitada, pese a lo cual puede ser suﬁciente en casos concretos (cielo
despejado, nubes monocapa, etc), aunque ciertamente insuﬁciente en la mayor´ıa de ellos. El estudio
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de sinergia muestra que el uso complementario de instrumentos activos a bordo de la plataforma
EarthCARE deﬁnitivamente ayuda a determinar de forma precisa los tipos de nubes presentes
en la escena, incluso en situaciones multicapa. Aprovechando la sinergia entre sensores activos y
pasivos podemos aumentar el nu´mero de clases de escena en la deﬁnicio´n de escenas ADM sin
introducir errores adicionales, por tanto mejorando la conversio´n de radiancias a ﬂujos.
Conclusiones
• La Tesis responde a los intereses cient´ıﬁcos de la misio´n EarthCARE. Concretamente, la
Tesis intenta satisfacer el principal objetivo marcado para el sensor BBR, el desarrollo de
procedimientos para la estimacio´n de densidades de ﬂujo radiante a partir de radiancias.
• Considerando que el empleo de los ADMs existentes acarrea importantes problemas por la
peculiar conﬁguracio´n del BBR, la Tesis abre una linea de estudio inexplorada hasta ahora.
El uso de simulaciones para evaluar y construir ADMs.
• Se construye una base de datos teo´rica teniendo en cuenta las diferentes condiciones su-
perﬁciales, atmosfe´ricas y nubosas ma´s comunes. Las variaciones en estos para´metros se
condicionan segu´n la o´rbita del sate´lite EarthCARE y las ligaduras f´ısicas aplicable. El
uso de datos simulados hace que sea necesario reproducir un gran nu´mero de escenas pa-
ra llevar a cabo el estudio, lo cual requiere de una explotacio´n muy eﬁciente de recursos
multiprocesador.
• Tres metodolog´ıas diferentes has sido espec´ıﬁcamente desarrolladas para sacar rendimiento
a la conﬁguracio´n en along-track del instrumento BBR. Se comprueba que la aplicacio´n de
ADMs teo´ricos sobre radiancias medidas desde sate´lite esta´ todav´ıa en un proceso inicial.
La metodolog´ıa propuesta en la Tesis esta´ todav´ıa lejos de ser deﬁnitiva y requiere ma´s
estudios. Es, por tanto, prematuro utilizar ADM teo´ricos, y se constata la necesidad de
profundizar en el ana´lisis de ADM emp´ıricos.
• La Tesis pone de maniﬁesto los problemas que surgen en la conversio´n al considerar escenas
con varias capas de nubes, si la identiﬁcacio´n de escena no se ajusta a la situacio´n real.
Se demuestra la mejora en la conversio´n de radiancias a ﬂujos cuando se realiza una ade-
cuada deﬁnicio´n de escena del ADM y se incluyen los productos de los sensores activos del
EarthCARE, concretamente el CPR y ATLID, en la identiﬁcacio´n de escena del BBR.
Recomendaciones de futuro
La conversio´n instanta´nea de radiancias procedentes del radio´metro BBR en ﬂujos para la
misio´n EarthCARE puede llevarse a cabo, o bien siguiendo el camino elegido en esta Tesis, es
decir, utilizando un ADM teo´rico espec´ıﬁcamente disen˜ado para la conﬁguracio´n del BBR, o bien,
190
mediante el uso de ADMs emp´ıricos sobre las radiancias del BBR, siendo en este caso aconsejable
estudiar los ADMs de CERES construidos para el sate´lite Terra.
En el primer caso resulta necesario tener en cuenta una serie de consideraciones para la mejora
del procedimiento teo´rico de conversio´n de radiancias a ﬂujos.
ADM Teo´rico
Los ADMs teo´ricos construidos en este trabajo presentan errores signiﬁcativamente depen-
dientes de las escenas escogidas en la base de datos, que ha sido empleada en la inversio´n. La
optimizacio´n de la base de datos de escenas, para obtener una mejor representatividad respecto
a escenas reales, es, por tanto, necesaria. Se deber´ıa modiﬁcar la base de datos incrementando
la generacio´n de casos estad´ısticos correspondientes a algunos para´metros, lo cual mejorar´ıa la
conversio´n de ﬂujos en casos reales. Por ejemplo, con respecto a la variabilidad en la cobertura
de nubes, los ADMs se podr´ıan mejorar o bien mediante una mejor discretizacio´n de la cobertura
de nubes, lo cual incrementar´ıa el nu´mero de escenas angular manteniendo el inversio´n de error,
o bien, incrementando el muestreo en la cobertura dentro de cada escena angular, aumentando
considerablemente el error de inversio´n.
Los mayores errores en los ADM obtenidos en la Tesis se encuentran en escenas angulares
correspondientes a nubes medias, en particular para aquellas geometr´ıas donde los a´ngulos aci-
mutales relativos presentan valores extremos. Se obtienen errores por encima de 15Wm−2 para
nubes medias con espesores o´pticos ﬁnos y moderados, e incluso pueden ser au´n mayores para
determinadas posiciones del sol en acimut. Estos resultados se deben, presumiblemente, a que la
gran variabilidad de escenas de nubes introducida como fondo en la estad´ıstica de los ADMs de
nubes medias incluye nubes formadas por part´ıculas de hielo, gotas de agua y nubes mixtas. Como
la fase de la nube no es un para´metro diferencial, es decir, los ADM no se clasiﬁcan segu´n este
para´metro, para cada escena angular se introducen todos los tipos de nubes que corresponden a la
climatolog´ıa estudiada. El estudio conjunto de escenas con distinto comportamiento anisotro´pico
lleva asociado un aumento del error de inversio´n. La precisio´n en estos ADMs de nubes podr´ıa ser
mejorada introduciendo un nuevo para´metro, concretamente la fase de la nube, en la deﬁnicio´n
de escena del ADM. Esto ser´ıa necesario u´nicamente en nubes medias, ya que las bajas y las altas
esta´n normalmente compuestas, respectivamente, por gotas de agua y part´ıculas de hielo. Como
la fase de la nube es un potencial producto del MSI se podr´ıa utilizar para determinar la identiﬁ-
cacio´n de escena en nubes medias. Se necesitar´ıa distinguir en las escenas angulares de los ADMs
entre nubes de hielo o agua y rehacer la inversio´n de radiancias a ﬂujos sobre todos los ADM de
nubes, es decir, recalcular los factores anisotro´picos con las escenas estad´ısticas adecuadas.
El Simulador EarthCARE emplea el modelo del factor de reﬂectividad bidireccional RPV
(Rahman et al., 1993) para determinar la propiedades geome´tricas de la reﬂectividad en superﬁcie.
Esto permite representar con precisio´n escenas muy concretas deﬁnidas por su funcio´n BRDF, pero
presenta diﬁcultades cuando se llevan a cabo estudios globales, como es el caso de este trabajo.
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Los ADMs obtenidos en nuestro estudio han sido desarrollados desde un punto de vista global;
deben ser va´lidos en cualquier situacio´n que el BBR pueda observar una vez puesto en o´rbita.
Por tanto, hubiera sido preferible introducir superﬁcies generales representativas de superﬁcies
reales. En este estudio, se han utilizado u´nicamente un limitado nu´mero de superﬁcies, y cada
una de ellas ha sido caracterizada por unos para´metros RPV espec´ıﬁcos. La opcio´n alternativa
hubiese sido la utilizacio´n de una mayor cantidad de superﬁcies diferentes, o bien incorpora´ndolas
regularmente como casos estad´ısticos dentro de las escenas angulares, o bien incorpora´ndolas
en la base de datos aleatoriamente, es decir, variando las propiedades reﬂectivas de cada sub-
escena. La primera opcio´n es la aconsejada, aunque esto aumentar´ıa enormemente el nu´mero
de simulaciones a realizar, mientras que la segunda tendr´ıa en cuenta ma´s superﬁcies (mayor
representatividad) pero incrementar´ıa los errores de inversio´n en los ADMs y provocar´ıa una base
de datos heteroge´nea. Estudios como los iniciados en Dome´nech and Lo´pez-Baeza (2006) con
CERES, muestran que la BRDF no es un para´metro va´lido para caracterizar biotipos generales,
por tanto, no es u´til para deﬁnir superﬁcies con una representatividad global. La BRDF como
u´nica forma para deﬁnir las superﬁcies a estudiar no es suﬁciente porque es muy dependiente de
las condiciones geome´tricas, sombras, coberturas vegetales y estado fenolo´gico de la vegetacio´n.
Dado que el error teo´rico obtenido para los ADMs se ha calculado a partir de las escenas
empleadas en la construccio´n de los ADMs, es decir, el proceso de inversio´n, la utilidad de este
ana´lisis se limita a conocer los efectos que provoca la variabilidad de las sub-escenas en cada
uno de los me´todos desarrollados. Por tanto, este tipo de ana´lisis de error nos dice que factores
anisotro´picos se han calculado con mayor variabilidad en sus sub-escenas y como se comportan
unos me´todos de inversio´n respecto de los otros. Sin embargo, otras fuentes de error deber´ıan
tenerse tambie´n en cuenta para conocer la contribucio´n real del error del ADM en la conversio´n a
ﬂujos. Ser´ıa necesario utilizar estos ADMs teo´ricos sobre una base de datos de un diferente origen,
es decir, unos datos independientes sobre los que usar los modelos angulares y calcular el grado
de incertidumbre de los ﬂujos. El uso de una base de datos emp´ırica de radiancias BBR-like es
u´til u´nicamente para comprobar la coherencia de los ADM teo´ricos respecto a ADMs emp´ıricos,
principalmente debido a la falta de ﬂujo reales para cada escena. Una posible solucio´n podr´ıa ser
la construccio´n de una base de datos teo´rica alternativa con un gran nu´mero de situaciones no
consideradas en el estudio previo. La aplicacio´n de los ADMs teo´ricos sobre esta nueva base de
datos sin sesgo, a priori, ayudar´ıa a determinar los errores introducidos en los ﬂujos aparentes
calculados para cada procedimiento.
Teniendo en cuenta que la frecuencia de ocurrencia de escenas con ma´s de un capa de nubes
es tan alta, al menos, como cualquier otra conﬁguracio´n, se evidencia la necesidad de tratar
adecuadamente las nubes multicapas. Se debe evaluar seriamente el impacto de estas escenas
sobre los ADMs. Como la identiﬁcacio´n de escena del BBR basada u´nicamente en la informacio´n
procedente del MSI no es suﬁciente para clasiﬁcar correctamente estas situaciones, la explotacio´n
conjunta de los productos del MSI, CPR y ATLID se muestra como una buena oportunidad para
mejorar el proceso de identiﬁcacio´n. Esto implicara´, a su vez, una mejora en la conversio´n de
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radiancias a ﬂujos para EarthCARE. La estrategia respecto a los ADMs teo´ricos ser´ıa, por tanto,
profundizar en la sinergia entre sensores pasivos y activos de EarthCARE empleando los recursos
del Simulador EarthCARE. Una posible forma ser´ıa, en primer lugar, para la identiﬁcacio´n de
escena del BBR investigar el modo de aprovechar la informacio´n del perﬁl vertical de la atmo´sfera
obtenida mediante el lidar/radar en los productos del imager en escenas con nubes solapadas.
Segundo, aunque los efectos 3-D han sido impl´ıcitamente considerados ya que las simulaciones se
han realizado con un co´digo de transferencia radiativa Monte-Carlo, para estudiar expl´ıcitamente
los efectos tridimensionales de las nubes, ser´ıa necesario implementar estructuras realistas de
nubes en las escenas que forman la base de datos (por ejemplo, modelos estoca´sticos de nubes).
La incorporacio´n de estos tipos nubes de alta resolucio´n en la base de datos proporcionar´ıa un
nuevo grado de realismo en estos estudios, pero su uso multiplicar´ıa exponencialmente el tiempo
de ca´lculo computacional. Por tanto, para llevar a cabo este trabajo, se necesitar´ıa un reduccio´n
selectiva en las simulaciones y la disponibilidad de potentes recursos de ca´lculo. El u´ltimo paso
ser´ıa adaptar la deﬁnicio´n de escenas del ADM y recalcular los factores anisotro´picos incluidos en
los nuevos bins. La precisio´n en la conversio´n del ﬂujo esta´ seriamente afectada por los fallos en
la identiﬁcacio´n (Chambers et al., 2001), el uso de productos de perﬁles verticales ayudara´ en la
identiﬁcacio´n pero podr´ıa introducir errores inesperados en ella.
Debido a que la anisotrop´ıa del campo de radiancias en onda corta es bastante ma´s alta
que en onda larga. Este trabajo ha sido enfocado en la construccio´n de ADM teo´ricos para el
canal de banda ancha de onda corta del BBR. Los ADMs de onda larga se han obtenido a partir
de la inversio´n de la base de datos de radiancias generada para este estudio, la cual ha sido
implementada teniendo en cuenta escenas diurnas en las simulaciones Monte-Carlo. Es decir, los
perﬁles atmosfe´ricos introducidos as´ı como las temperaturas de superﬁcie se corresponden con
valores diurnos. Por tanto, para usar correctamente los ADMs del BBR sobre radiancias de onda
larga obtenidas durante la noche ser´ıa necesario un nuevo estudio.
ADM Emp´ırico
El empleo de algoritmos de conversio´n que han demostrado ser eﬁcientes como los modelos
angulares existentes para los sensores CERES TRMM/Terra se debe evaluar. A pesar de las apa-
rentes incompatibilidades, debido a que el enfoque teo´rico presenta tambie´n grandes diﬁcultades,
la potencial aplicacio´n de estos ADM sobre las radiancias del instrumento BBR deber´ıa estudiarse
profundamente.
Una posible forma de realizar el estudio es mediante la aplicacio´n de estos modelos emp´ıricos
sobre las radiancias simuladas del BBR generadas para la base de datos desarrollada en la Tesis.
Como los ADMs de CERES son dependientes del a´ngulo de visio´n cenital, cada medida del
BBR (nadir, hacia delante, hacia atra´s) correspondera´ a un factor anisotro´pico diferente y se
obtendra´n, por tanto, tres ﬂujos aparentes diferentes, aunque en principio deber´ıan ser iguales.
As´ı pues, habr´ıa que desarrollar un procedimiento que valore adecuadamente las tres estimaciones
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del ﬂujo. Asumiendo que los ﬂujos simulados en la base de datos son ﬂujos “verdaderos”, se puede
llevar a cabo un ana´lisis de error, que ayudar´ıa a discriminar la mejor combinacio´n de los tres
ADMs de CERES, las tres radiancias o los tres ﬂujos aparentes, y poder deﬁnir as´ı el proceso
de conversio´n. Hay que tener en cuenta que en este caso el problema de diferente escala entre
los footprints nadir y oﬀ-nadir no esta´ presente, ya que los ADM se construyen para un mismo
taman˜o de FOV. Es diferente, sin embargo, emplear los ADMs de CERES sobre el conjunto de
radiancias seleccionadas CERES BBR-like, porque los ADM actuar´ıan sobre diferentes taman˜os
de footprint, es decir, escenas diferentes con diferentes ﬂujos salientes, como ha sido demostrado
en el estudio de comparacio´n llevado a cabo en la Tesis.
El siguiente paso podr´ıa ser el estudio de eventos de nubes multicapa sobre los ADM de CERES
previamente adaptados a las caracter´ısticas del BBR. Esto puede ser realizado implementando
en el Simulador EarthCARE un conjunto de complejas pero realistas nubes procedentes de un
cloud resolving model, representando la variabilidad de nubes reales, y derivando, a continuacio´n,
los correspondientes ﬂujos simulados. Estas nubes de alta resolucio´n aportan un nuevo grado de
realismo a estos estudios, proveyendo escenas sobre las que se podr´ıa aplicar la metodolog´ıa de
los CERES ADM adaptados, usando los productos activos y pasivos para la identiﬁcacio´n de las
escenas multicapa. La precisio´n de las estimaciones de ﬂujo se valorar´ıa mediante comparacio´n
con los ﬂujos simulados. El uso de nubes CRM multiplicar´ıa el tiempo de computacio´n, aunque los
servidores de ca´lculo de la Universidad de Valencia podr´ıan adecuarse para esta tarea intensiva.
Hay que considerar que estos ADMs son emp´ıricos, han sido construidos segu´n las radiancias
seleccionadas por la identiﬁcacio´n de escena realizada por VIRS/MODIS en cada bin angular.
Los errores de sesgo son inherentes a la identiﬁcacio´n (una permanente mala identiﬁcacio´n de
nubes altas por ejemplo) y esta´n incluidos en el propio proceso de promediado de la inversio´n.
Por tanto no son una fuente de error por s´ı mismos. Sin embargo, si los sensores activos de la
misio´n EarthCARE se utilizan para seleccionar el bin angular correspondiente a la escena, la
identiﬁcacio´n de escena sera´ ma´s precisa pero, en principio, no ido´nea para los ADMs de CERES.
Esto se debe a que las situaciones identiﬁcadas en la construccio´n del ADM por el sensor pasivo
del TRMM/Terra no se reproducen exactamente con la nueva identiﬁcacio´n activa, ya que, por
ejemplo, MODIS no clasiﬁca las nubes como CloudSAT/CALIPSO hace. Los productos de los
datos existentes CloudSAT, CALIPSO y MODIS son un herramienta muy valiosa para evaluar el








Table A.1: CERES instantaneous clear-sky SW TOA ﬂux uncertainties for CERES ADMs.
Region
Terra TRMM
Mean ﬂux (W m−2) Error ADMs (W m−2) Mean ﬂux (W m−2) Error ADMs (W m−2)
Tropics 223.3 4.9 (2.2 %) 212.5 7.4 (3.5 %)
Mid-latitudes 163.1 4.9 (3.0 %) 155.4 8.7 (5.6 %)
Polar 293.0 12.6 (4.3 %) 312.6 36.6 (11.7 %)
Table A.2: CERES instantaneous all-sky SW TOA ﬂux uncertainties for CERES ADMs.
Region
Terra TRMM
Mean ﬂux (W m−2) Error ADMs (W m−2) Mean ﬂux (W m−2) Error ADMs (W m−2)
Tropics 282.6 14.4 (5.1 %) 248.8 14.4 (5.8 %)
Mid-latitudes 347.4 13.6 (3.9 %) 338.3 13.9 (4.1 %)
Polar 292.0 17.2 (5.9 %) 298.9 29.3 (9.8 %)
Table A.3: CERES instantaneous clear-sky LW TOA ﬂux uncertainties for CERES ADMs.
Region
Terra TRMM
Mean ﬂux (W m−2) Error ADMs (W m−2) Mean ﬂux (W m−2) Error ADMs (W m−2)
Tropics 307.3 3.4 (1.1 %) 309.1 3.4 (1.1 %)
Mid-latitudes 285.5 2.9 (1.0 %) 270.0 2.7 (1.0 %)
Polar 204.1 3.3 (1.6 %) 235.7 3.3 (1.4 %)
Table A.4: CERES instantaneous all-sky LW TOA ﬂux uncertainties for CERES ADMs.
Region
Terra TRMM
Mean ﬂux (W m−2) Error ADMs (W m−2) Mean ﬂux (W m−2) Error ADMs (W m−2)
Tropics 282.2 5.1 (1.8 %) 278.9 5.3 (1.9 %)
Mid-latitudes 234.3 5.4 (2.3 %) 254.5 5.6 (2.2 %)






Table B.1: Angular bins considered in the SW ADMs, forced by the EarthCARE orbital constraint.
SZA RAA SZA RAA
range range range range
15-25 30-50 45-55 10-30
15-25 50-70 45-55 30-50
15-25 70-90 45-55 130-150
15-25 90-110 45-55 150-170
15-25 110-130 55-65 10-30
15-25 130-150 55-65 30-50
25-35 30-50 55-65 130-150
25-35 50-70 55-65 150-170
25-35 70-90 65-75 10-30
25-35 90-110 65-75 30-50
25-35 110-130 65-75 130-150
25-35 130-150 65-75 150-170
35-45 10-30 75-85 10-30
35-45 30-50 75-85 30-50
35-45 50-70 75-85 130-150










20 40 TRO 50 20 MLS, MLW
20 60 TRO 50 40 SAS, SAW
20 80 TRO 50 140 TRO
20 100 MLS, MLW 50 160 SAS, SAW
20 120 MLS, MLW 60 20 MLS, MLW
20 140 MLS, MLW 60 40 ARS, ARW
30 40 TRO 60 140 MLS, MLW
30 60 MLS, MLW 60 160 SAS, SAW
30 80 MLS, MLW 70 20 MLS, MLW
30 100 TRO 70 40 ARS, ARW
30 120 TRO 70 140 MLS, MLW
30 140 MLS, MLW 70 160 ARS, ARW
40 20 TRO 80 20 MLS, MLW
40 40 TRO 80 40 SAS, SAW
40 60 MLS, MLW 80 140 MLS, MLW
40 120 TRO 80 160 SAS, SAW
40 140 TRO
40 160 MLS, MLW
Table B.3: SW cloudy ADM scene class parameter intervals for each parameter category.
Cloud top Cloud optical thickness types (550nm)
height types (km) Thin Moderate Thick
Low < 2.0 < 3.5 3.5 – 20.0 > 20.0
Middle 2.0 – 8.0 < 3.5 3.5 – 20.0 > 20.0
High > 8.0 < 1.5 2.0 – 4.0 > 50.0
Table B.4: LW clear-sky ADM scene class parameter intervals for each percentile interval.
Vertical temperature Precipitable water vapour (PWV)
Surface type diﬀerence percentile percentile interval (g/cm2)
interval (K) < 50 > 50
< 33 < 49.60 0.00 – 0.58 > 0.58
Ocean 33 – 66 49.60 – 60.30 0.00 – 2.39 > 2.39
> 66 > 60.30 0.00 – 3.59 > 3.59
< 33 < 56.60 0.00 – 0.58 > 0.58
Land 33 – 66 56.60 – 65.00 0.00 – 2.39 > 2.39
> 66 > 65.00 0.00 – 3.59 > 3.59
< 33 < 66.60 0.00 – 0.86 > 0.86
Bright desert 33 – 66 66.60 – 73.80 0.00 – 2.99 > 2.99
> 66 > 73.80 0.00 – 2.99 > 2.99
< 33 < 29.90 0.00 – 0.24 > 0.24
Snow 33 – 66 29.90 – 35.40 0.00 – 0.95 > 0.95
> 66 > 35.40 0.00 – 2.11 > 2.11
Table B.5: LW cloudy ADM scene class parameter intervals for each percentile interval.
Surface type
Liquid water path (LWP) Cloud height percentile interval (km)
percentile interval (g/m2) < 50 > 50
Ocean
< 25 < 28.33 < 5.0 > 5.0
25 – 50 28.33 – 66.67 < 7.0 > 7.0
50 – 75 66.67 – 500.00 < 2.0 > 2.0
> 75 > 500.00 < 7.0 > 7.0
Land
< 25 < 16.67 < 5.0 > 5.0
25 – 50 16.67 – 66.67 < 7.0 > 7.0
50 – 75 66.67 – 500.00 < 2.0 > 2.0
> 75 > 500.00 < 7.0 > 7.0
Bright desert
< 25 < 16.67 < 5.0 > 5.0
25 – 50 16.67 – 75.00 < 7.0 > 7.0
50 – 75 75.00 – 500.00 < 2.0 > 2.0
> 75 > 500.00 < 7.0 > 7.0
Snow
< 25 < 23.33 < 5.0 > 5.0
25 – 50 23.33 – 75.00 < 5.0 > 5.0
50 – 75 75.00 – 500.00 < 2.0 > 2.0
> 75 > 500.00 < 6.5 > 6.5

Appendix C
Development of Broad-band BRDFs
from TOA CERES Radiances
Corresponding to Large Footprints at
a Global Scale
C.1. Introduction
The objective of this work is to obtain Bidirectional Reﬂectance Distribution Functions (BRDF)
representative of morphologically similar surfaces at global scale. Since the anisotropic behaviour
of surfaces is weaker at low spatial resolution (Lyapustin, 1999) and low spectral resolution,
smoothing eﬀect, it may be possible to relate regions with a similar reﬂectance ﬁeld behaviour,
that is, classiﬁed according to global biotypes, to a general BRDF obtained from broad-band
radiances corresponding to large footprints.
The development of these BRDFs have been done by using the IGBP/SARB (International
Geosphere and Biosphere Program/Clouds and the Earth’s Radiant Energy System) surface types
(Belward and Loveland, 1996) and broad-band (short wave) low spatial resolution radiances.
Thus, the radiance inputs come from an instrument with these characteristics, that is, similar
characteristics to the forthcoming BBR.
As a second objective, the capability of the BRDF to classify IGBP/SARB surface types with
low spatial resolution is evaluated.
The strategy has been to select regions with the same anisotropic behaviour, by collecting the
radiances for these regions (needed for the BRF model inversion) from a global database built
with atmospherically corrected surface radiances. Thus, the work was structured according to the
following scheme:
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1. Analysis of available satellite data
2. Downloading and ﬁltering of data
3. Radiance database construction
4. Development of the algorithm for quasi-random selection of surfaces to obtain a BRDF with
no regional constraints
5. Development of the coupled algorithm of atmospheric correction - RPV model inversion to
obtain the free parameters corrected of the model
6. Obtaining a general BRDF for each surface type by using statistical methods
C.2. Algorithm Description
C.2.1. CERES Database Building
A number of speciﬁc requirements are needed for the data selection such as spatial and spectral
resolution, wide extent of angular conditions to obtain an accurate BRDF and simultaneous infor-
mation of atmosphere, surface and radiances to carry out the atmospheric correction. According
to these requirements CERES SSF Terra-FM2-MODIS edition 2A data for 2003 was the data
selected. Because the CERES instrument is a broad-band sensor with a large footprint, CERES
RAPS scanning mode provides optimum wide extent of angular conditions, and SSF data contain
MODIS information of the atmospheric conditions and SARB information of surface conditions.
Figure C.1: CERES RAPS scanning image. Extracted from CERES inversion group website.
Due to the big size of the SSF ﬁles, a selective downloading of the hourly SSF data (unﬁltered
CERES SW radiances, date and location, angular geometry from CERES FM2, atmospheric
information, aerosol type and concentration from MODIS, surface maps from CERES/SARB)
has been done from the Langley Atmospheric Sciences Data Center (ASDC) to build the CERES
database. In the end, we obtained a preliminary CERES SSF database (for 12 months) of 13,6
Gb (about 8.000 ﬁles).
Not all these data are useful for this study, so several ﬁlters have been applied to the original
SSF CERES data for the ﬁltered database building, achieving a global scale database with more
than 8.500.000 shortwave TOA CERES radiances. Table C.1 shows a summary of the applied
ﬁlters. Constant properties during a whole month has been assumed for the surfaces, thus, the
Table C.1: List of the applied ﬁlters.
Filters Results
Cloud mask Clear-sky scenes
Water and ice mask Land surfaces
Non-homogeneous scene mask Homogeneous scenes
Night mask Diurnal data
High VZA mask Oﬀ-limb radiance observations
Wrong ﬂag control mask Data with a valid quality control
Aerosol mask Physically possible aerosols
data has been grouped according to the IGBP/SARB surface type and the corresponding month
of each measurement.
C.2.2. Region Selection
To obtain a BRDF independent, as much as possible, from regional conditions, that is, only
a function of the IGBP/SARB surface type classiﬁcation, a quasi-random algorithm to select
the study regions has been developed. This program looks for radiances from the database to
be inverted, for ten geographically diﬀerent regions; it does a random selection of regions for
each surface type and for each month, with search criteria according to a maximum number of
radiances and distance between coordinates (Table C.2 and Fig. C.2).
Fig. C.3 shows a detail of the regions selected by using the quasi-random algorithm. These
pictures correspond to two diﬀerent months.
C.2.3. BRDF/Atmosphere Coupling
Data selected by the algorithm corresponds to CERES radiances measured at the top of the
atmosphere. To obtain surface parameters as the BRDF, an atmospheric correction process is
needed. In order to get the surface corrected reﬂectance, it is necessary to estimate the atmosphere
eﬀect, but we cannot use a radiative transfer code since the anisotropic characteristics of the
reﬂecting surface are the boundary condition of this kind of codes. Therefore, the atmosphere
and surface are coupled. A method that couples the atmospheric correction and the inversion
of the surface reﬂective properties was used. The RPV model (Rahman et al., 1993) has been
Table C.2: Example of the output from the selection algorithm for September.
Zones
IGBP type
1 2 3 4 5 6 7 8 9 10 12 14 16 18
1 78 37 54 51 75 30 50 50 50 53 60 50 59 15
2 83 31 22 18 67 30 83 58 55 64 57 36 52 25
3 73 33 19 28 56 18 78 32 37 51 34 32 57 17
4 79 18 30 18 54 23 59 33 62 45 74 41 52
5 50 35 18 16 51 32 58 31 48 57 31 49 57
6 50 15 29 30 61 15 56 32 30 59 39 30 57
7 33 16 16 23 15 23 54 30 37 51 37 31 64
8 53 18 17 27 32 18 78 36 36 46 33 34 51
9 15 19 20 15 39 18 52 20 31 55 31 18 50
10 30 15 16 17 16 54 23 39 33 50 30 62
Nº radiances 18995 8886 3561 3936 11754 3035 111405 6889 31288 34217 27684 18823 203184 1565
Figure C.2: Detail of the regions selected by the selection algorithm for September.
chosen due the capability to accurately ﬁt a large variety of bidirectional reﬂectance ﬁelds (Lajas
et al., 2001) (Lavergne et al., 2006), so to achieve the BRDF at the surface (free parameters of the
model) a coupled algorithm of atmospheric correction-RPV model inversion has been developed.
(a) Zoom over North America of the zones selected
for April.
(b) Zoom over Europe of the zones selected for De-
cember.
Figure C.3: Detail of the regions selected by using the quasi-random algorithm.
This code uses the 6S (Second Simulation of the Satellite Signal in the Solar Spectrum) radia-
tive transfer code (Vermote et al., 1997) in atmospheric correction mode to obtain the Lambertian
surface reﬂectance behaviour. The procedure is done for all selected radiances for every region,
so the BRF model can be inverted to obtain the free RPV parameters in a preliminary surface
angular behaviour. Then, with this boundary information, the algorithm uses the 6S RTC in
direct mode to get the atmospheric reﬂectance parameters, atmospheric transmittance parame-
ters due to scattering, atmospheric transmittance parameters due to absorption and the coupling
atmosphere-surface terms. These terms are used to solve the radiative transfer equation and to
provide a preliminary apparent surface reﬂectance. A preliminary RPV parameters are achieved,
and employed as an input into a cycle in this system which is summarized in Fig. C.4.
Figure C.4: Scheme for the coupled algorithm.
C.2.4. Inversion Methodology
The Rahman Pinty Verstraete model (Rahman et al., 1993) is a semi-empirical BRF (bidirec-
tional reﬂectance factor) model, with multiplying terms, three non-linear free parameters. The
ρ0, Θ and k parameters describe the anisotropy of the surface1.
ρRPV (θ0, θ, φ; ρ0, ρc, Θ, k) = ρ0 ρˆ(θ0, θ, φ; ρc, Θ, k) (C.2.1)
ρˆ(θ0, θ, φ; ρc, Θ, k) = M(θ0, θ; k)F (θ0, θ, φ; Θ)H(θ0, θ, φ; ρc) (C.2.2)
where M, F and H are the Minnaert term, the Henyey-Greenstein function and the Hot-Spot
term, respectively.
1ρc  ρ0 is assumed
The inversion of non-linear BRF models requires a numerical inversion. Several inversion
methods have been tried to obtain the free parameters (ρ0, Θ, k). Among them, the Levenberg-
marquardt method (More, 1977) and the Powel hybrid method (Powell, 1970). But a strong
dependence on initial conditions is observed in the results and, moreover, the principle of energy
conservation does not hold in many occasions. That is due to the existence of more than one
possible solution for the same set of parameters. A method that ﬁnds the grouping of possible
solutions with minimizing conditions is needed.
Since inversion of non linear models from satellite data provides more than one possible solu-
tion, Gobron and Lajas (2002), proposed an inversion scheme able to identify all the values for
the free parameters of the model which ﬁt the experimental data with a speciﬁc accuracy. That
is, this methodology allows controlling the error of the inversion knowing the set of possible values
that ﬁt the data. This method, tested in Gobron et al. (2002), uses chi-square approximation
(χ2), where the RPV model parameters may be estimated if













[ρdata(j; θ0, θ, φ)]2 −
N∑
j=1
[ ρdata(j; θ0, θ, φ)]2 (C.2.6)
This restriction is implemented in the coupling algorithm. The three free parameters obtained
with this method and the minimum error associated, , are the output of the coupling algorithm.
If the procedure diverges, the algorithm provides a ﬂag that represents the cause of the divergence
(Table C.3).
C.3. Data Processing
Once the values of the free parameters of the bidirectional reﬂectance model in all available
cases are obtained it is possible to deﬁne the reﬂectance ﬁeld of surface for each case by using the
RPV model in direct mode (Fig. C.5). But to ﬁnd a general BRDF which can be associated to
a speciﬁc biotype and be applied to any surface deﬁned by this kind of biotype in the world, we
need to ﬁnd relations between the calculated parameters in the selected regions for each type of
surface and for each month. The result analysis based on the parameters found in each situation
lacks of physical sense. Since the RPV is an semiempirical model, the parameters (ρ0, Θ, k) are
not physical quantities that can be physically interpreted.
Table C.3: Example of the coupling algorithm outputs: the corrected independent RPV model parameters
and the associated minimum error. Results for Evergreen Needle Forest (IGBP type 01) in the ﬁrst three
months of 2003. Flag S4 means that the procedure does not converge in the maximum iterations allowed.
January 1 2 3 4 5 6 7 8 9 10
ρ0 0.042 0.047 0.043 0.042 0.047 0.039 0.036 0.042 0 0
k 0.450 0.750 0.750 0.600 0.050 0.750 0.450 0.500 0 0
Θ −0.200 −0.100 −0.150 −0.200 0.000 −0.150 −0.200 −0.150 0 0
ε (%) 4.0 3.4 5.6 3.4 1.8 2.9 31.0 4.3 0 0
February 1 2 3 4 5 6 7 8 9 10
ρ0 0.132 0.041 0.034 0.041 0.058 0.131 0.046 0.052 S4 0.050
k 0.500 0.550 0.450 0.650 1.400 0.950 0.650 0.750 S4 0.800
Θ −0.050 −0.150 −0.200 −0.150 −0.150 −0.050 −0.100 −0.150 S4 −0.200
ε (%) 2.8 3.2 5.9 2.2 1.7 6.9 4.0 2.7 S4 26.8
March 1 2 3 4 5 6 7 8 9 10
ρ0 0.053 0.054 0.062 0.039 0.045 0.033 0.230 0 0 0
k 0.850 1.400 0.100 0.850 0.900 0.350 0.750 0 0 0
Θ −0.100 0.050 0.100 −0.150 −0.150 −0.250 0.200 0 0 0
ε (%) 2.7 14.6 2.4 5.4 3.1 7.5 4.2 0 0 0
The most intuitive representation to relate the reﬂectance characteristics of all these data (ten
surfaces for each IGBP/SARB type and for twelve months) is through the directional analysis
of the BRDF. If the bidirectional reﬂectance factor for all the selected regions for one speciﬁc
biotype is represented in the principal plane, it is possible to look for the range of possible values
of the free RPV parameters. The results corresponding to forward scattering are represented with
negative VZA, where the relative azimuth between the Sun and the observer is 180 degrees. The
results corresponding to backward scattering are with positive VZA.































































(b) BRF 3-D plot.
Figure C.5: Examples of the surface reﬂectance behaviour. BRF found for the region 2, IGBP/SARB
surface type 01, January and for the region 1, IGBP/SARB surface type 07, February, respectively.
analysis results. In surfaces deﬁned by homogeneous biotypes as the forests or the woody savanna
(Fig. C.6(a)), the results obtained for the diﬀerent regions show a similar behaviour, whereas the
heterogeneous biotypes as vegetation mosaics (Fig. C.6(b)) or croplands show a signiﬁcant scatter
in the ten regions, and they do not show any apparent connection among themselves. Biotypes of
vegetation and bare soil mixture present a similar large tendency in the curves (Fig. C.6(c) and
Fig. C.6(d)), that is, there are not ﬁnd signiﬁcant diﬀerences in the BRDFs shapes, but changes
in the total intensity of the reﬂectance are present. This could mean vegetation level diﬀerences
among the ten regions.

































(a) Directional analysis of Woody Savanna.

































(b) Directional analysis of Cropland/Mosaic vegeta-
tion.

































(c) Directional analysis of Savannas.

































(d) Directional analysis of Open Shrubland.
Figure C.6: Directional analysis of the bidirectional reﬂectance factor.
C.4. Conclusions
Most of the studies found in the literature on classiﬁcation of surfaces by means of BRDFs are
currently carried out by using linear parametric models to get optimum computation eﬃciency.
Usually, the data proceed from high resolution multi-spectral sensors. In this work, the inversion
of the nonlinear RPV parametric model is optimized and coupled to a radiative transfer code
to invert broad-band and low spatial resolution top of atmosphere radiances to directly obtain
broad-band and low spatial resolution BRDFs. The BRDFs have been obtained for regions with a
similar reﬂectance ﬁeld behaviour, selected from a radiance and atmosphere/surface information
database, which has been built by using CERES (Clouds and the Earth’s Radiant Energy System)
SSF (Single Scanner Footprint) TOA data.
Results obtained in the study show a large scattering for regions with the same biotype classi-
ﬁcation. This reveals the diﬃculty to obtain a speciﬁc BRDF pattern for each IGBP/SARB type,
may be due, to a large extent, to the surface classiﬁcation employed. The IGBP/SARB deﬁnition
in most cases does not provide suﬃcient information to solve the problem due to the NDVI de-
pendence on the BRDF (Gao et al., 2003). In addition, the variable footprint size (function of the
VZA) causes diﬀerent scene observations for the assumed same region. More information is needed
to relate the global surface deﬁnition to their reﬂectance behaviour. A sub-classiﬁcation according
to any vegetation parameter like NDVI (Normalised Diﬀerence Vegetation Index), LAI (Leaf Area
Index) or FVC (Fraction Vegetation Cover), within each biotype deﬁned by IGBP/SARB classi-
ﬁcation and weighted for each CERES footprint by its point spread function (PSF) is essential
to improve these results. This study will help in the development of a global broad-band BRDF
typology in the future.

Appendix D
IGBP/ADM Surface Type Study
D.1. IGBP Biotypes Included on every ADM Surface Type
D.1.1. Moderate-high Vegetation
(a) IGBP 1 - Evergreen needleleaf forest. (b) IGBP 2 - Evergreen broadleaf forest.
(c) IGBP 4 - Deciduous broadleaf forest. (d) IGBP 5 - Mixed forest.
213
(e) IGBP 6 - Closed shrublands. (f) IGBP 8 - Woody savannas
D.1.2. Low-moderate Vegetation
(g) IGBP 9 - Savannas. (h) IGBP 10 - Grassland.
(i) IGBP 12 - Crops. (j) IGBP 14 - Crops/mosaic vegetation.
D.1.3. Dark Desert
(k) IGBP 7 - Open shrubs.
D.1.4. Bright Desert
(l) IGBP 16 - Barren desert.
D.1.5. Snow




E.1. Aerosol Proﬁle of Clear-sky Scenes
(a) Structure of aerosol proﬁle MAR-I
with τ=0.1
(b) Structure of aerosol proﬁle MAR-I
with τ=0.2
(c) Structure of aerosol proﬁle CONT-I
with τ=0.1
(d) Structure of aerosol proﬁle CONT-I
with τ=0.2
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(e) Structure of aerosol proﬁle CONT-I
with τ=0.3
(f) Structure of aerosol proﬁle CONT-II
with τ=0.1
(g) Structure of aerosol proﬁle CONT-II
with τ=0.3
(h) Structure of aerosol proﬁle CONT-II
with τ=1.0
(i) Structure of aerosol proﬁle ARCTIC
with τ=0.1
(j) Structure of aerosol proﬁle ARCTIC
with τ=0.2
E.2. Aerosol Proﬁle of Dust Storm Scenes
E.2.1. Over Land
(k) Structure of aerosol proﬁle MAR-II
with τ=1.5
(l) Structure of aerosol proﬁle MAR-II
with τ=3.5
E.2.2. Over Ocean
(m) Structure of aerosol proﬁle CONT-
II with τ=1.5




Angular Dependence in Cloudy
Ocean Bins







Histogram of ADM RMS errors for method 1




























Histogram of ADM RMS errors for method 1




























Histogram of ADM RMS errors for method 1


























Histogram of ADM RMS errors for method 1
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Histogram of ADM RMS errors for method 1















   SZA (deg)
20
30







Histogram of ADM RMS errors for method 1


























Histogram of ADM RMS errors for method 1






























Histogram of ADM RMS errors for method 1



























Histogram of ADM RMS errors for method 2




























Histogram of ADM RMS errors for method 2




























Histogram of ADM RMS errors for method 2


























Histogram of ADM RMS errors for method 2
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Histogram of ADM RMS errors for method 2
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Histogram of ADM RMS errors for method 2


























Histogram of ADM RMS errors for method 2






























Histogram of ADM RMS errors for method 2




























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3




























Histogram of ADM RMS errors for method 3


























Histogram of ADM RMS errors for method 3
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Histogram of ADM RMS errors for method 3
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Histogram of ADM RMS errors for method 3


























Histogram of ADM RMS errors for method 3






























Histogram of ADM RMS errors for method 3



























Histogram of ADM RMS errors for method 4




























Histogram of ADM RMS errors for method 4




























Histogram of ADM RMS errors for method 4


























Histogram of ADM RMS errors for method 4
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Histogram of ADM RMS errors for method 4
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Histogram of ADM RMS errors for method 4


























Histogram of ADM RMS errors for method 4






























Histogram of ADM RMS errors for method 4



























Histogram of ADM RMS errors for method 5




























Histogram of ADM RMS errors for method 5




























Histogram of ADM RMS errors for method 5


























Histogram of ADM RMS errors for method 5
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Histogram of ADM RMS errors for method 5
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Histogram of ADM RMS errors for method 5


























Histogram of ADM RMS errors for method 5






























Histogram of ADM RMS errors for method 5





















Scatter Diagrams for Land Surfaces
⇀ Clouds over moderate to high vegetation surface
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EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)















⇀ Clouds over low to moderate vegetation surface



















EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)















⇀ Clouds over dark desert surface



















EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)















⇀ Clouds over bright desert surface
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EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)



































EarthCARE simulator fluxes (W/m2)




































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)















⇀ Clouds over snow surface
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EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)
































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)


































EarthCARE simulator fluxes (W/m2)

































EarthCARE simulator fluxes (W/m2)
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BBR Triplet Scene types


























































(a) SW ADM scene types included in the TRMM
triplet dataset.






















































(b) LW ADM scene types included in the TRMM
triplet dataset.






















































(c) SW ADM scene types included in the Terra
triplet dataset.

















































(d) LW ADM scene types included in the Terra
triplet dataset.
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(e) SW ADM scene types included in the Aqua
triplet dataset.









































(f) LW ADM scene types included in the Aqua
triplet dataset.
Appendix I
Sensitivity Study of CERES Data
I.1. CERES Terra Edition 2B SSF Data










Terra CERES PAPS SW fluxes over VAS






















Terra CERES PAPS SW fluxes over VAS























Terra CERES PAPS SW fluxes over VAS















I.2. CERES Aqua Edition 2B SSF Data









Aqua CERES PAPS SW fluxes over VAS

























Aqua CERES PAPS SW fluxes over VAS























Aqua CERES PAPS SW fluxes over VAS























Aqua CERES PAPS SW fluxes over VAS















CERES ADM vs BBR ADMs Tables
J.1. Shortwave ADMs
J.1.1. Clear-sky Conditions
Table J.1: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















1 81.03 1.48 69.02 69.06 65.13 69.16 69.29
1 96.41 3.98 92.22 91.56 97.27 90.52 95.23
1 96.41 3.98 92.22 91.56 97.27 90.52 95.23
1 90.99 2.06 84.57 84.08 87.39 83.31 86.87
1 90.79 1.95 84.17 83.71 87.16 82.99 86.33
1 88.27 1.57 81.01 80.63 82.84 80.04 82.85
1 91.36 1.44 84.64 84.30 88.55 83.76 86.35
1 85.93 1.59 71.07 70.54 76.41 69.74 73.32
1 98.17 2.60 88.16 87.52 102.16 86.56 90.88
1 93.58 2.60 82.48 82.06 91.26 81.43 84.25
1 91.93 3.47 80.82 80.38 90.49 79.71 82.71
1 79.85 0.56 57.72 56.49 69.80 54.75 63.32
1 97.26 1.36 73.75 71.47 98.37 68.25 84.52
2 81.07 3.78 63.53 63.31 64.70 62.97 64.07
2 83.54 4.40 66.80 66.80 65.81 66.77 66.17
2 83.26 2.81 73.96 73.96 69.36 73.98 74.43
2 93.55 12.20 67.84 67.23 69.87 66.35 70.21
2 85.80 0.99 70.31 69.54 78.31 68.37 73.59
2 83.21 2.34 72.09 72.17 72.14 72.30 72.12
3 89.45 8.31 68.32 68.03 68.39 67.60 69.14
3 82.77 2.06 70.50 70.34 73.49 70.09 71.39
Continued on next page
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3 83.75 3.83 69.97 70.03 70.01 70.13 69.95
3 88.56 2.92 76.07 75.98 78.39 75.85 76.65
3 85.71 1.58 69.29 68.46 80.70 67.18 72.88
3 83.77 4.17 69.21 68.36 72.13 67.13 72.80
3 83.77 4.17 69.21 68.36 72.13 67.13 72.80
3 85.34 0.68 75.05 74.70 81.05 74.14 76.70
4 80.61 0.64 70.27 71.03 78.60 72.15 66.71
4 80.61 0.64 70.27 71.03 78.60 72.15 66.71
4 85.07 1.49 70.14 69.85 74.81 69.41 71.43
Table J.2: Flux comparison between the ﬁve BBR ADM methods and the CERES Terra ADM for SW

















1 89.36 0.83 75.44 75.30 85.42 75.04 75.52
1 107.92 6.62 95.07 93.22 118.67 90.38 101.60
1 81.56 4.97 64.68 63.82 80.45 62.52 68.29
1 77.49 1.40 60.77 60.40 67.97 59.84 62.31
1 75.84 1.35 59.40 58.73 76.39 57.68 62.14
1 93.76 3.03 77.02 76.09 91.74 74.65 80.34
1 88.20 0.97 71.94 71.80 74.21 71.58 72.49
1 82.05 1.60 63.96 63.82 66.67 63.60 64.53
2 75.49 0.97 59.36 58.98 65.93 58.40 60.94
2 75.11 0.35 59.19 59.01 62.14 58.72 59.92
2 83.45 1.75 66.45 66.40 66.91 66.32 66.59
2 83.36 1.43 66.54 66.48 67.33 66.37 66.76
2 82.43 0.90 66.93 66.93 66.61 66.92 66.88
2 82.86 2.05 67.34 67.43 65.30 67.56 66.91
2 81.60 1.69 64.78 64.68 66.21 64.53 65.15
2 80.72 1.44 65.18 64.95 68.91 64.61 66.09
2 88.56 0.64 72.31 72.17 74.38 71.96 72.82
2 91.50 1.82 75.74 75.34 82.68 74.73 77.40
2 82.81 1.41 66.41 66.17 70.65 65.80 67.43
2 81.30 2.72 65.26 65.52 60.09 65.90 64.09
2 85.98 0.60 68.28 67.99 75.99 67.55 69.50
2 77.37 4.06 64.51 64.31 62.16 63.99 65.22
2 83.77 6.77 66.52 67.24 52.92 68.34 63.33
2 79.44 1.41 63.48 63.79 57.07 64.26 62.10
2 87.71 0.49 72.12 72.02 73.59 71.88 72.47
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2 87.78 3.05 72.70 72.36 78.64 71.85 74.09
2 73.93 1.50 57.78 57.95 56.75 58.19 57.24
2 73.93 1.50 57.78 57.95 56.75 58.19 57.24
3 79.54 2.61 64.48 64.23 68.94 63.84 65.49
3 79.93 1.42 65.07 65.27 67.83 65.59 64.38
3 75.71 2.89 62.53 62.35 77.69 62.01 62.83
3 79.09 1.54 65.24 65.31 79.45 65.40 64.64
3 93.91 3.01 78.63 78.25 84.06 77.67 80.22
3 84.88 0.98 67.88 67.51 75.04 66.94 69.19
3 78.41 0.42 64.13 64.32 63.80 64.61 63.22
3 78.54 0.34 64.31 64.55 63.14 64.91 63.24
3 88.56 2.43 73.92 73.70 78.65 73.34 74.85
3 89.89 5.68 76.35 75.82 85.24 74.99 78.61
3 81.58 3.06 65.44 64.63 74.47 63.37 68.32
3 83.55 0.83 68.34 68.36 70.71 68.39 68.17
3 84.52 1.44 68.73 68.88 69.61 69.09 68.04
3 81.74 1.17 66.17 66.33 66.82 66.55 65.46
3 83.50 2.54 67.41 66.98 74.57 66.29 69.00
3 86.45 3.07 70.56 70.09 77.49 69.34 72.27
3 86.02 2.56 70.29 69.98 76.00 69.52 71.56
3 79.68 0.95 63.42 63.60 68.30 63.87 62.62
3 73.70 4.32 60.20 59.77 63.29 59.09 61.70
3 85.42 3.63 72.28 72.16 75.81 71.97 72.75
3 85.77 3.04 72.16 72.06 74.49 71.90 72.54
3 82.75 4.80 63.99 64.22 70.51 64.56 63.23
3 76.27 2.57 61.30 61.70 59.17 62.30 59.51
3 77.54 4.75 62.41 63.17 56.95 64.32 59.08
3 79.76 2.52 64.71 65.31 52.43 66.21 62.07
3 78.89 2.22 64.04 64.61 52.95 65.47 61.53
3 84.19 5.23 67.76 68.49 53.74 69.61 64.53
3 88.47 1.34 73.23 73.11 77.23 72.91 73.70
3 78.27 0.89 63.78 64.20 55.40 64.84 61.90
3 79.30 2.65 65.34 65.94 53.27 66.86 62.63
3 79.01 2.65 64.77 65.38 53.67 66.30 62.03
3 78.40 0.67 64.86 65.22 58.96 65.76 63.23
4 82.29 1.67 65.88 65.60 72.36 65.17 67.02
4 88.34 5.18 75.85 75.42 83.34 74.75 77.68
4 83.34 1.13 69.61 70.04 67.46 70.67 67.72
4 78.53 1.40 65.87 66.24 63.70 66.79 64.22
4 80.55 1.27 68.16 68.50 66.70 68.99 66.67
4 75.79 1.26 62.36 62.22 63.68 61.98 62.85
4 80.42 1.41 64.51 64.75 69.46 65.11 63.46
4 88.25 4.83 73.58 74.58 54.63 76.11 69.18
Continued on next page

















5 80.42 1.19 63.15 63.06 66.18 62.92 63.67
5 81.49 3.12 65.96 65.70 70.17 65.32 66.94
Table J.3: Flux comparison between the ﬁve BBR ADM methods and the CERES Aqua ADM for SW

















1 83.77 0.75 67.86 67.36 80.07 66.59 69.96
1 82.64 0.70 67.33 66.66 83.50 65.65 70.13
1 96.76 4.86 82.33 81.09 95.41 79.19 87.63
1 78.13 1.54 47.10 47.47 53.46 48.10 46.10
1 79.76 2.90 62.79 62.72 55.44 62.60 63.13
1 84.74 6.66 61.95 59.43 90.20 55.86 74.07
1 86.61 2.89 62.80 60.66 86.45 57.62 72.99
2 79.89 0.78 64.76 64.85 64.54 64.99 64.62
2 79.76 2.29 64.89 64.28 79.70 63.35 67.45
2 83.75 0.58 64.98 64.62 68.39 64.08 66.45
2 98.99 4.20 84.27 83.13 95.95 81.40 89.07
2 81.29 3.05 70.93 70.81 72.71 70.63 71.68
2 81.29 3.05 70.93 70.81 72.71 70.63 71.68
2 86.29 4.44 78.29 77.95 81.06 77.44 79.95
2 87.38 3.76 79.81 79.44 82.47 78.86 81.64
2 89.64 1.35 75.11 75.33 68.57 75.68 74.08
2 92.61 0.74 78.86 78.96 75.20 79.12 78.35
2 91.15 1.77 77.06 77.17 72.95 77.35 76.52
2 86.99 5.54 74.07 73.28 92.68 72.08 77.39
2 74.87 1.18 58.96 58.60 53.82 58.03 60.54
2 83.00 1.89 66.19 66.63 53.33 67.30 64.35
3 82.75 3.97 70.87 70.78 71.43 70.64 71.46
3 86.95 2.34 70.61 70.00 77.60 69.07 73.17
3 89.03 0.70 72.98 72.65 77.50 72.14 74.37
3 97.94 6.65 88.39 87.95 95.70 87.29 90.18
3 75.54 3.27 45.39 45.56 49.75 45.84 44.33
3 84.84 0.81 67.32 67.02 70.38 66.57 68.55
3 84.25 0.22 68.18 67.94 71.27 67.58 69.17
3 77.66 1.04 63.78 63.79 63.82 63.81 63.61
3 77.59 2.86 63.98 64.13 61.43 64.35 63.14
3 108.78 3.93 106.39 105.28 110.11 103.51 109.47
3 79.08 2.14 61.14 61.19 60.34 61.24 60.99
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3 78.63 1.39 62.04 62.07 62.66 62.12 61.91
4 83.14 2.76 73.71 73.62 73.07 73.47 74.38
4 86.00 2.84 70.93 70.26 78.17 69.24 73.75
4 88.93 2.24 74.38 73.62 82.82 72.46 77.57
4 85.27 3.37 68.56 68.31 71.29 67.93 69.57
4 79.88 4.10 69.91 69.00 76.94 67.60 73.42
4 83.43 0.52 67.41 67.38 68.64 67.33 67.51
4 101.20 5.64 80.89 78.47 102.03 75.03 92.33
4 75.92 2.31 66.46 66.11 67.37 65.55 67.26
4 91.09 9.60 74.48 72.71 88.84 70.18 82.64
4 88.79 5.40 79.56 79.27 84.43 78.82 80.76
4 77.13 1.63 58.20 57.65 60.79 56.84 60.44
4 80.95 0.95 69.25 70.03 53.38 71.20 65.87
4 78.91 0.99 67.14 67.82 53.31 68.85 64.16
4 77.80 1.01 65.97 66.59 53.35 67.53 63.23
4 78.64 1.07 66.97 67.50 56.09 68.31 64.61
4 78.11 1.01 66.35 66.79 57.41 67.45 64.39
4 79.26 1.71 67.61 67.91 61.20 68.36 66.24
4 79.50 1.13 67.34 67.57 62.49 67.91 66.29
4 79.75 1.78 66.76 66.89 64.45 67.08 66.35
5 81.90 5.49 76.02 75.55 71.66 74.82 77.71
Table J.4: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















11 164.86 8.23 168.77 167.83 164.09 166.35 173.12
11 171.17 8.28 173.16 172.89 169.51 172.46 174.75
11 201.83 4.25 207.84 207.90 209.23 207.94 208.15
11 118.67 12.05 120.38 120.63 121.50 121.00 119.91
11 102.15 7.61 104.23 104.17 103.57 104.03 104.92
12 178.00 6.93 183.85 183.01 174.89 181.68 187.90
12 166.45 17.54 173.31 173.27 175.00 173.15 174.18
12 187.54 23.03 193.09 193.62 200.30 194.37 191.71
12 187.54 23.03 193.09 193.62 200.30 194.37 191.71
12 196.64 22.61 200.22 201.17 211.44 202.60 197.10
12 189.05 2.31 192.93 193.03 193.30 193.14 193.19
12 187.28 10.54 190.95 190.67 186.74 190.22 192.66
12 75.96 2.48 75.28 75.07 76.27 74.69 75.16
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12 208.42 23.96 209.72 210.92 213.50 212.72 205.43
12 202.89 28.38 203.50 204.84 207.45 206.85 198.65
12 212.41 10.70 213.53 214.39 216.95 215.67 210.59
12 209.64 4.70 213.49 213.46 213.39 213.39 213.47
12 256.26 8.32 260.14 260.76 261.77 261.69 257.17
12 233.56 16.63 232.51 234.58 243.69 237.75 224.55
12 127.54 11.11 130.63 130.23 134.75 129.54 132.75
12 185.56 22.82 190.67 191.19 197.95 191.95 189.28
12 160.80 2.58 168.29 167.55 160.86 166.36 171.87
12 173.41 3.16 179.63 179.26 175.74 178.65 181.73
12 174.28 13.00 177.95 177.32 170.23 176.31 181.09
12 198.69 27.33 200.66 202.06 205.35 204.16 195.56
12 242.40 3.18 250.95 251.43 249.57 252.13 249.02
12 245.72 13.87 251.47 253.02 245.56 255.34 245.03
13 190.90 23.53 198.04 197.62 191.61 196.97 200.36
13 186.88 14.69 193.35 192.57 180.58 191.34 197.17
13 205.57 14.01 207.92 208.00 204.80 208.11 208.04
13 192.27 12.53 197.05 196.59 192.65 195.84 199.45
13 155.55 10.12 153.98 154.22 155.01 154.58 153.56
13 150.22 9.05 148.03 148.14 148.12 148.31 148.09
13 73.24 6.22 72.94 72.57 73.05 71.95 73.44
13 122.20 7.83 127.36 126.59 122.74 125.33 130.77
13 179.38 3.79 186.35 185.91 187.58 185.17 188.71
13 179.59 17.84 182.98 183.60 195.47 184.50 180.99
13 190.72 1.08 195.74 195.22 195.74 194.36 198.46
13 248.86 8.06 250.43 250.61 249.66 250.86 249.73
13 245.61 5.65 247.25 247.32 246.80 247.40 247.01
13 268.80 4.87 271.64 271.60 271.49 271.49 271.48
13 256.41 5.40 261.43 260.44 257.35 258.91 265.44
13 223.82 16.71 228.69 227.41 218.94 225.43 234.14
13 228.04 4.25 231.38 230.91 227.97 230.13 233.95
13 238.89 8.15 240.08 240.12 237.70 240.12 239.69
13 272.59 3.53 276.43 275.94 273.46 275.18 278.20
13 256.41 5.40 261.43 260.44 257.35 258.91 265.44
13 218.21 21.57 219.43 220.14 217.60 221.14 216.13
14 271.92 19.15 269.12 268.57 292.50 267.65 272.01
14 304.75 10.54 307.81 306.63 304.68 304.84 312.39
Table J.5: Flux comparison between the ﬁve BBR ADM methods and the CERES Terra ADM for SW

















307 311.96 6.44 320.02 318.79 324.79 316.85 324.36
309 412.29 13.41 410.17 408.95 397.26 407.03 415.43
309 391.42 12.62 388.08 387.80 387.09 387.36 389.63
309 469.75 24.30 481.36 478.22 509.00 473.49 494.82
Table J.6: Flux comparison between the ﬁve BBR ADM methods and the CERES Aqua ADM for SW

















302 128.46 15.38 137.47 137.35 129.67 137.13 137.93
308 167.59 2.41 172.81 172.49 172.27 171.96 173.87
309 389.09 28.39 390.02 385.91 355.73 379.59 404.06
309 525.53 14.07 529.73 527.94 509.24 525.36 537.62
J.1.2. Cloudy Conditions
Table J.7: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















15 78.97 8.85 78.13 78.02 68.92 77.89 78.91
15 88.97 1.18 89.54 89.29 68.82 88.92 90.95
15 91.18 10.48 109.54 107.62 36.85 104.59 117.24
15 84.55 2.67 90.44 89.73 55.27 88.65 93.47
15 72.74 8.07 67.48 67.18 66.73 66.73 67.44
15 84.09 3.38 79.43 78.96 85.53 78.21 81.64
15 91.18 4.12 87.18 86.50 95.79 85.44 90.21
15 88.83 4.03 83.09 82.93 85.03 82.68 84.10
16 98.53 6.80 90.07 89.81 82.83 89.42 92.03
16 152.04 44.35 145.71 142.87 141.16 138.47 157.75
16 82.19 3.17 75.79 75.92 75.04 76.11 75.65
17 105.04 1.34 91.97 92.36 94.53 92.91 89.93
17 102.12 0.29 90.38 89.87 90.78 89.10 92.29
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17 102.12 0.29 90.38 89.87 90.78 89.10 92.29
17 87.03 13.09 76.77 75.33 60.41 73.19 83.14
29 97.11 5.55 99.17 98.58 74.49 97.67 101.86
29 92.53 6.66 85.85 86.33 81.34 87.08 84.37
29 104.04 4.43 98.03 98.42 93.27 99.04 96.91
44 62.19 6.18 55.38 55.38 55.40 55.40 54.62
172 308.29 8.28 324.80 321.03 318.09 315.24 340.99
172 352.76 8.45 365.59 363.92 363.97 361.28 373.19
174 125.95 4.51 131.56 131.07 131.36 130.32 131.59
177 465.29 3.52 478.14 481.26 484.92 486.28 467.17
178 492.90 4.42 507.01 510.24 514.52 515.46 495.66
350 418.24 3.58 404.69 407.21 409.24 411.34 396.27
350 703.18 17.99 697.34 694.54 725.96 690.26 708.86
Table J.8: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















352 146.87 1.50 149.01 149.05 149.05 149.14 149.78
Table J.9: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















411 224.02 12.51 229.74 229.07 225.99 228.03 233.08
412 211.32 5.58 216.55 216.38 213.26 216.10 217.11
466 333.30 21.10 317.66 321.49 338.78 327.86 305.67
469 537.56 15.89 549.28 548.12 546.00 546.34 554.96
469 376.17 5.85 372.04 372.36 373.50 372.88 372.57
469 632.55 28.80 630.82 630.65 628.45 630.47 630.89
470 636.24 10.85 634.23 633.29 632.70 631.91 637.73
470 646.96 11.39 646.15 644.19 645.00 641.24 654.14
Table J.10: Flux comparison between the ﬁve BBR ADM methods and the CERES Terra ADM for SW



















50 01001 76.90 3.66 67.39 67.75 67.04 68.30 65.87
50 01001 103.79 0.70 92.28 92.64 89.80 93.18 90.78
50 01001 85.11 3.97 76.77 76.73 73.73 76.68 76.92
50 01001 87.03 3.48 75.91 76.05 74.13 76.26 75.34
50 01001 91.07 3.09 77.21 78.09 74.09 79.43 73.63
50 01001 89.33 0.21 78.29 78.97 82.55 80.01 75.44
50 01001 98.56 2.19 89.36 89.61 89.10 90.01 88.32
50 01001 99.66 2.92 88.51 88.80 87.34 89.25 87.29
50 01001 84.74 1.97 71.95 72.20 78.72 72.60 70.96
50 01001 93.59 13.37 85.13 84.55 83.14 83.64 87.69
50 01001 78.64 5.17 68.40 68.40 66.90 68.41 68.40
50 01001 93.02 3.17 80.24 81.12 75.59 82.46 76.72
50 01001 90.76 1.09 81.63 82.33 81.95 83.42 78.66
50 01001 80.47 2.26 70.72 71.62 72.87 73.00 66.95
50 01001 101.56 3.90 85.84 86.07 90.97 86.43 84.96
50 01001 92.51 6.76 79.58 79.77 84.48 80.07 78.86
50 01001 91.97 3.18 84.22 84.61 84.19 85.21 82.61
50 01001 84.39 3.97 72.31 72.48 71.70 72.71 71.63
50 01001 84.12 3.83 76.38 76.04 80.61 75.45 77.80
50 01001 92.89 3.69 84.75 85.21 87.70 85.90 82.87
50 01001 92.52 2.59 86.32 86.67 87.71 87.19 84.89
50 01001 82.57 1.00 69.77 70.31 67.71 71.13 67.71
50 01001 92.17 4.81 81.79 82.65 84.04 83.99 78.18
50 01001 83.89 3.97 75.22 76.35 77.06 78.09 70.47
50 01001 99.43 2.05 92.66 92.60 94.01 92.45 92.96
50 01001 83.33 3.14 74.17 74.81 74.40 75.80 71.49
50 01001 72.80 4.90 64.93 64.49 72.31 63.77 66.56
50 01001 87.22 1.24 78.41 78.93 77.04 79.73 76.23
50 01001 95.29 2.88 86.35 86.93 85.09 87.81 83.93
50 01001 89.68 3.66 79.15 79.65 78.67 80.43 77.04
50 01001 89.55 1.04 78.99 79.87 80.34 81.23 75.29
50 01001 129.08 8.40 111.64 111.52 115.82 111.34 112.25
50 01001 91.75 2.02 80.73 81.50 81.06 82.68 77.48
50 01001 123.14 3.70 116.76 117.52 120.94 118.67 113.60
50 01001 86.36 2.50 76.44 77.33 80.13 78.70 72.69
50 01001 76.82 1.91 65.25 65.83 58.30 66.75 63.11
50 01001 92.35 0.76 82.55 82.62 83.29 82.68 82.30
50 01001 80.11 1.76 69.77 70.23 77.23 70.95 67.90
50 01001 107.09 2.15 91.04 91.63 99.84 92.54 88.69
50 01001 98.57 6.02 80.91 80.84 83.89 80.74 80.95
50 01001 97.00 10.15 82.92 82.41 83.23 81.60 84.49
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50 01001 92.35 8.65 80.64 80.46 84.12 80.18 81.45
50 01001 84.31 3.09 72.50 73.14 71.29 74.08 69.94
50 01001 78.02 2.52 61.74 61.92 61.59 62.18 61.02
50 01001 70.41 4.43 60.36 60.31 63.28 60.20 60.71
50 01001 88.60 6.27 77.15 78.55 84.16 80.69 71.31
50 01001 103.10 2.89 93.45 94.41 99.13 95.88 89.43
50 01001 82.77 3.31 71.42 71.59 70.00 71.83 70.74
50 01001 83.33 1.12 73.29 73.33 74.74 73.36 73.11
50 01001 90.61 3.21 81.94 82.12 80.26 82.39 81.19
50 01001 98.41 6.72 83.88 84.02 88.05 84.24 83.40
50 01001 101.45 9.55 91.72 91.72 88.23 91.71 91.72
50 01001 107.09 3.19 97.88 98.22 98.85 98.75 96.51
50 01001 91.60 3.09 82.07 82.63 86.41 83.50 79.73
50 01001 72.49 3.58 62.62 62.35 62.54 61.92 63.70
50 01001 89.08 2.74 81.28 81.72 80.79 82.39 79.46
50 04001 166.75 4.83 166.52 166.56 146.18 166.64 166.62
50 04001 169.85 1.94 168.65 169.15 149.63 169.96 166.86
50 05001 266.01 4.73 273.46 272.84 276.13 271.85 276.18
50 08001 406.91 3.43 427.43 428.87 427.83 431.25 422.41
50 08001 392.76 1.25 408.25 405.84 406.32 402.12 417.62
50 08001 550.77 11.76 568.23 570.09 569.34 572.83 560.40
50 08001 438.39 9.08 452.13 453.40 454.43 455.38 447.25
50 08001 391.03 7.05 411.37 412.25 411.69 413.74 407.98
50 08001 396.35 5.21 419.51 420.30 419.81 421.68 416.43
50 08001 401.98 1.85 426.29 427.22 426.65 428.77 423.00
50 08001 399.98 6.15 422.41 423.18 422.70 424.48 419.70
50 08001 382.03 6.78 400.41 400.56 401.12 400.79 399.72
50 08001 440.15 3.51 456.89 456.98 457.52 457.15 456.45
50 08001 401.98 4.90 424.66 426.18 425.00 428.69 419.11
50 08001 301.59 2.89 307.44 307.11 305.99 306.65 308.88
50 08001 390.62 6.03 414.93 413.85 414.14 412.16 418.92
50 08001 361.55 3.30 384.75 384.98 384.98 385.43 383.67
50 08001 413.94 7.66 429.66 430.00 432.42 430.49 428.32
50 08001 402.69 4.06 424.92 424.28 425.54 423.26 427.12
50 08001 362.37 2.09 383.81 382.57 383.29 380.63 388.33
50 08001 351.38 2.25 352.44 353.84 353.82 356.13 347.51
50 09001 500.26 9.69 513.34 512.08 513.12 510.24 518.04
50 09001 415.39 6.14 430.13 428.90 418.43 427.02 435.24
50 09001 415.35 3.08 435.25 434.24 424.42 432.70 439.53
50 09001 415.35 3.08 435.25 434.24 424.42 432.70 439.53
50 09001 403.94 8.18 416.59 415.11 400.31 412.82 422.73
50 09001 533.87 6.19 547.84 547.13 550.72 546.09 550.34
50 09001 553.85 11.74 561.75 561.89 563.86 562.21 560.90
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50 09001 478.59 8.62 498.19 496.78 499.58 494.69 503.46
50 09001 446.83 4.44 472.57 469.11 472.40 463.84 485.83
50 09001 462.84 3.01 478.78 479.06 453.07 479.58 477.48
51 08001 459.99 11.48 475.28 476.66 477.94 478.80 470.25
51 08001 433.80 8.75 452.92 452.65 452.37 452.22 454.26
51 08001 451.06 6.80 468.07 469.85 470.37 472.64 461.28
51 08001 282.97 10.00 288.13 287.03 285.03 285.30 292.38
51 08001 416.78 4.08 437.73 439.79 438.07 443.19 429.89
51 08001 409.60 7.22 427.65 427.45 428.34 427.14 428.36
51 08001 302.51 7.54 306.17 305.35 303.97 304.09 309.58
51 08001 378.74 8.31 378.95 380.26 380.57 382.43 374.41
51 08001 322.09 5.52 320.42 321.52 322.12 323.35 316.65
51 09001 510.24 11.33 525.94 524.91 529.04 523.39 529.74
51 09001 480.65 1.51 494.59 495.89 459.99 498.01 489.75
51 09001 384.05 4.84 385.24 385.45 391.80 385.85 384.78
51 17001 457.64 16.49 473.05 474.41 475.05 476.53 468.25
51 17001 442.84 13.20 475.56 477.98 386.62 481.85 466.58
51 17001 442.84 13.20 475.56 477.98 386.62 481.85 466.58
51 17001 445.82 12.95 461.77 463.40 463.33 465.99 455.48
51 17001 454.54 6.91 471.09 472.78 473.33 475.42 464.54
51 17001 394.06 24.87 414.84 413.43 414.14 411.22 419.62
51 18001 485.57 14.87 518.60 516.91 521.19 514.32 525.00
51 18001 529.99 2.08 565.02 565.28 572.64 565.71 563.92
51 18001 491.79 8.35 537.25 538.26 547.21 539.97 533.37
51 18001 395.22 1.80 429.58 428.02 423.62 425.56 436.03
51 18001 459.39 10.86 501.71 501.63 505.28 501.67 501.49
52 08001 464.07 12.92 475.00 477.28 474.82 480.91 466.17
52 09001 479.14 13.82 490.48 489.60 485.27 488.42 493.15
52 17001 395.25 0.22 405.37 405.12 402.56 404.77 406.15
52 17001 534.32 10.51 532.01 532.30 531.58 532.72 530.76
52 17001 465.99 17.47 491.52 492.60 434.96 494.31 487.78
52 17001 464.39 5.26 486.22 488.60 466.38 492.38 477.67
52 17001 475.17 4.84 486.60 488.11 483.31 490.56 480.53
52 17001 351.63 17.77 359.47 360.63 287.02 362.51 355.62
52 17001 526.08 12.82 530.58 534.33 533.55 540.23 516.36
52 17001 526.08 12.82 530.58 534.33 533.55 540.23 516.36
52 17001 473.71 5.75 485.50 487.12 482.35 489.74 478.95
52 17001 426.48 16.15 440.13 439.66 433.59 439.01 441.38
52 18001 443.24 7.11 480.66 480.52 480.80 480.50 480.67
52 18001 537.86 54.14 554.11 555.31 570.38 557.07 549.97
52 18001 586.96 8.63 607.98 608.52 611.05 609.39 605.92
52 18001 420.42 3.56 439.73 440.36 437.30 441.34 437.65
52 18001 420.42 3.56 439.73 440.36 437.30 441.34 437.65
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52 18001 474.58 17.44 502.03 501.95 491.57 501.96 501.63
52 18001 434.69 11.07 458.71 460.16 471.50 462.44 453.39
52 18001 423.22 9.58 443.51 445.10 452.21 447.59 437.70
52 19001 93.83 4.73 87.44 87.67 88.25 88.02 86.44
52 26001 344.65 11.82 392.74 395.39 376.37 399.69 383.76
52 26001 563.33 9.08 654.46 658.42 514.32 664.67 639.84
52 26001 489.43 20.21 546.75 551.24 525.86 558.58 530.72
52 27001 568.59 8.04 606.45 606.51 606.27 606.67 605.74
52 27001 506.67 19.32 545.80 543.94 545.21 541.19 552.34
52 27001 744.37 12.34 797.13 794.02 807.61 789.50 809.99
52 27001 498.68 14.96 540.05 539.17 537.11 537.92 542.82
52 27001 503.44 6.84 545.36 546.25 542.75 547.70 541.57
52 27001 483.07 8.20 522.88 523.38 523.02 524.16 521.16
52 27001 472.54 7.28 509.04 508.15 510.16 506.75 512.76
52 27001 652.15 17.22 686.12 685.87 688.05 685.66 687.80
52 27001 551.88 14.44 590.92 591.24 586.50 591.86 588.95
52 27001 557.60 11.14 598.57 598.83 594.12 599.35 596.86
52 27001 520.91 8.25 559.15 559.28 557.66 559.56 558.10
52 27001 621.45 6.62 656.29 655.46 657.06 654.28 659.13
52 27001 832.65 7.15 895.55 894.53 892.65 893.01 898.94
52 27001 494.38 11.16 532.95 534.77 527.74 537.66 525.66
52 27001 493.64 12.32 529.95 529.10 527.76 527.89 532.57
52 27001 498.94 14.58 537.58 536.36 536.03 534.58 541.61
52 27001 778.36 2.66 840.60 839.78 843.45 838.53 842.85
52 27001 541.97 6.21 581.29 581.30 583.43 581.37 580.79
52 27001 541.97 6.21 581.29 581.30 583.43 581.37 580.79
52 27001 855.87 12.67 926.27 924.89 931.90 922.78 930.94
52 27001 825.24 15.58 891.81 889.61 900.25 886.27 900.00
52 27001 765.22 6.52 824.43 823.42 827.61 821.88 827.47
52 27001 466.08 11.06 504.40 504.48 505.86 504.69 503.62
52 27001 432.02 10.02 467.39 467.79 469.36 468.43 466.01
52 27001 410.49 6.33 435.86 435.69 436.36 435.41 436.79
52 27001 695.38 14.89 725.79 727.54 712.06 730.25 718.74
52 27001 716.33 10.70 756.74 757.58 753.92 759.02 753.79
52 27001 898.47 6.90 964.06 963.83 963.91 963.48 963.57
52 27001 891.06 10.78 960.64 959.82 963.06 958.55 962.82
52 27001 517.86 8.93 563.98 564.39 561.38 565.10 561.98
52 27001 476.40 7.03 512.68 512.75 511.23 512.93 511.99
52 27001 443.10 12.18 479.77 478.58 483.35 476.81 483.88
52 27001 455.27 12.74 486.96 487.31 492.72 487.86 485.79
52 27001 433.38 16.59 463.21 463.45 472.10 463.83 462.50
52 27001 704.89 17.11 736.04 737.08 735.05 738.79 731.76
52 27001 706.99 6.30 748.32 749.73 744.62 752.00 742.47
Continued on next page



















52 27001 861.87 18.46 926.62 924.26 928.91 920.73 935.79
52 27001 744.60 32.19 808.36 804.33 829.49 798.26 824.69
52 27001 744.55 13.45 799.87 797.58 809.46 794.10 808.71
Table J.11: Flux comparison between the ﬁve BBR ADM methods and the CERES Terra ADM for SW



















150 05002 300.83 10.93 308.12 307.88 299.77 307.43 309.20
151 17002 614.78 9.95 658.14 659.86 661.79 662.36 650.55
151 26002 524.11 6.06 616.24 621.21 397.54 629.07 596.04
152 26002 567.68 27.44 682.76 682.64 506.67 682.65 684.03
152 26002 535.43 22.30 640.47 640.19 506.34 639.92 642.31
152 26002 700.76 17.52 836.18 839.24 573.01 844.21 824.26
152 26002 426.47 20.38 522.17 521.28 505.09 519.83 526.86
Table J.12: Flux comparison between the ﬁve BBR ADM methods and the CERES Terra ADM for SW



















150 01003 175.15 3.94 182.44 182.08 175.18 181.51 183.95
150 02003 179.17 5.92 176.97 177.03 178.61 177.08 176.50
150 02003 195.46 9.19 199.91 198.77 190.95 197.02 204.79
150 05004 304.36 9.01 312.12 311.79 305.10 311.16 313.65
150 05004 414.84 2.23 431.72 431.89 429.50 432.12 430.62
151 17004 546.87 14.34 572.98 574.99 565.28 578.10 564.06
151 19003 277.84 15.21 313.05 311.86 341.96 310.02 317.20
151 26003 593.43 19.60 691.64 693.87 570.57 697.27 683.33
151 26003 549.96 11.25 648.16 651.46 509.55 656.52 635.34
152 19003 197.37 9.24 217.24 216.89 253.15 216.36 218.71
152 19003 164.33 4.74 179.36 178.62 213.88 177.48 182.46
152 19003 184.89 6.26 207.89 206.97 242.24 205.57 211.75
152 19003 165.15 2.46 188.24 187.89 225.40 187.29 189.72
152 19003 152.74 13.79 173.57 172.68 198.56 171.27 177.38
152 19004 208.20 0.71 224.33 224.51 286.14 224.72 223.80
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152 19004 192.73 8.80 212.88 213.36 197.49 214.02 210.71
152 25003 320.73 22.91 409.55 408.10 405.99 405.72 414.18
152 25004 355.55 11.98 490.85 488.14 372.95 484.12 502.16
152 26004 599.67 16.88 716.24 718.13 625.63 720.99 709.36
152 27004 834.10 5.81 902.28 900.15 886.96 896.93 910.78
152 27004 858.33 9.62 926.32 925.78 921.38 925.02 928.11
152 27004 839.91 4.76 910.68 909.58 904.06 907.95 914.86
152 27004 775.87 11.16 840.71 838.62 850.27 835.32 849.06
152 27004 735.60 15.35 794.86 793.40 801.57 791.09 800.68
J.2. Longwave ADMs
J.2.1. Clear-sky Conditions
Table J.13: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















2 302.89 0.39 306.46 306.71 308.06 307.08 305.21
2 301.69 0.32 305.29 305.52 308.44 305.86 304.15
2 307.38 0.41 311.07 311.29 313.61 311.63 309.93
2 307.38 0.41 311.07 311.29 313.61 311.63 309.93
2 270.71 0.82 274.07 274.22 276.92 274.43 273.26
2 273.30 1.03 276.35 276.73 281.15 277.31 275.19
2 291.57 0.54 294.85 295.16 297.22 295.62 293.35
2 293.42 0.41 297.01 297.29 299.98 297.71 296.23
2 302.89 0.39 306.46 306.71 308.06 307.08 305.21
2 301.69 0.32 305.29 305.52 308.44 305.86 304.15
2 307.38 0.41 311.07 311.29 313.61 311.63 309.93
2 307.38 0.41 311.07 311.29 313.61 311.63 309.93
2 270.71 0.82 274.07 274.22 276.92 274.43 273.26
2 273.30 1.03 276.35 276.73 281.15 277.31 275.19
2 291.57 0.54 294.85 295.16 297.22 295.62 293.35
2 293.42 0.41 297.01 297.29 299.98 297.71 296.23
3 284.19 0.94 287.95 288.10 290.15 288.33 287.43
3 284.19 0.94 287.95 288.10 290.15 288.33 287.43
3 278.29 0.53 281.88 282.06 285.12 282.34 281.21
3 279.60 0.78 283.07 283.32 283.35 283.69 282.16
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3 278.45 0.40 281.82 282.10 285.49 282.53 280.78
3 280.34 0.85 283.59 283.93 286.67 284.45 282.31
3 281.10 0.41 284.67 284.89 288.58 285.21 283.90
3 284.17 0.61 287.53 287.85 290.25 288.34 286.33
3 310.82 0.42 314.71 314.91 318.65 315.21 313.68
3 289.53 0.67 292.93 293.22 295.59 293.66 291.51
3 316.18 0.66 320.23 320.40 323.35 320.64 319.32
3 321.42 0.45 325.36 325.61 326.96 325.96 324.16
3 321.42 0.45 325.36 325.61 326.96 325.96 324.16
3 278.55 0.63 281.95 282.17 286.61 282.50 280.86
3 301.61 0.35 305.26 305.51 308.22 305.89 303.99
3 295.49 1.19 298.83 299.18 299.34 299.69 297.17
3 297.97 0.68 301.71 301.99 306.59 302.41 300.94
3 284.19 0.94 287.95 288.10 290.15 288.33 287.43
3 284.19 0.94 287.95 288.10 290.15 288.33 287.43
3 278.29 0.53 281.88 282.06 285.12 282.34 281.21
3 279.60 0.78 283.07 283.32 283.35 283.69 282.16
3 278.45 0.40 281.82 282.10 285.49 282.53 280.78
3 280.34 0.85 283.59 283.93 286.67 284.45 282.31
3 281.10 0.41 284.67 284.89 288.58 285.21 283.90
3 284.17 0.61 287.53 287.85 290.25 288.34 286.33
3 310.82 0.42 314.71 314.91 318.65 315.21 313.68
3 289.53 0.67 292.93 293.22 295.59 293.66 291.51
3 316.18 0.66 320.23 320.40 323.35 320.64 319.32
3 321.42 0.45 325.36 325.61 326.96 325.96 324.16
3 321.42 0.45 325.36 325.61 326.96 325.96 324.16
3 278.55 0.63 281.95 282.17 286.61 282.50 280.86
3 301.61 0.35 305.26 305.51 308.22 305.89 303.99
3 295.49 1.19 298.83 299.18 299.34 299.69 297.17
3 297.97 0.68 301.71 301.99 306.59 302.41 300.94
4 280.66 0.50 284.39 284.60 285.81 284.91 283.63
4 278.88 0.81 282.39 282.64 283.04 283.00 281.20
4 280.54 0.66 284.05 284.30 286.04 284.67 282.82
4 281.07 0.73 284.63 284.87 285.49 285.22 283.45
4 280.00 1.20 283.40 283.70 284.01 284.14 281.97
4 279.26 1.37 282.61 282.93 283.30 283.41 281.08
4 279.96 0.66 283.47 283.72 285.57 284.10 282.23
4 308.27 0.74 312.13 312.41 315.01 312.82 310.76
4 308.28 0.88 312.15 312.43 313.15 312.83 310.81
4 306.67 0.40 310.60 310.84 314.15 311.19 309.41
4 305.11 0.26 309.07 309.29 312.62 309.60 307.96
4 308.96 0.84 312.91 313.15 313.40 313.51 311.71
4 312.80 1.01 316.67 316.97 317.92 317.42 315.21
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4 311.02 0.39 315.04 315.27 319.01 315.60 313.89
4 326.50 0.59 330.65 330.93 334.00 331.33 329.29
4 276.06 0.89 279.78 279.91 285.29 280.11 279.05
4 276.06 0.89 279.78 279.91 285.29 280.11 279.05
4 281.43 0.72 285.07 285.27 290.06 285.57 284.04
4 280.47 0.63 284.03 284.27 288.03 284.61 282.88
4 279.88 0.88 283.36 283.62 287.28 284.01 282.07
4 279.26 0.33 282.87 283.07 286.55 283.36 281.86
4 276.85 0.49 280.36 280.59 283.09 280.94 279.21
4 298.23 0.87 301.92 302.21 303.84 302.63 300.51
4 298.18 0.66 301.93 302.19 303.44 302.58 300.63
4 310.12 0.27 314.13 314.36 317.46 314.69 312.98
4 306.98 0.66 310.97 311.19 316.02 311.51 309.85
4 280.66 0.50 284.39 284.60 285.81 284.91 283.63
4 278.88 0.81 282.39 282.64 283.04 283.00 281.20
4 280.54 0.66 284.05 284.30 286.04 284.67 282.82
4 281.07 0.73 284.63 284.87 285.49 285.22 283.45
4 280.00 1.20 283.40 283.70 284.01 284.14 281.97
4 279.26 1.37 282.61 282.93 283.30 283.41 281.08
4 279.96 0.66 283.47 283.72 285.57 284.10 282.23
4 308.27 0.74 312.13 312.41 315.01 312.82 310.76
4 308.28 0.88 312.15 312.43 313.15 312.83 310.81
4 306.67 0.40 310.60 310.84 314.15 311.19 309.41
4 305.11 0.26 309.07 309.29 312.62 309.60 307.96
4 308.96 0.84 312.91 313.15 313.40 313.51 311.71
4 312.80 1.01 316.67 316.97 317.92 317.42 315.21
4 311.02 0.39 315.04 315.27 319.01 315.60 313.89
4 326.50 0.59 330.65 330.93 334.00 331.33 329.29
4 276.06 0.89 279.78 279.91 285.29 280.11 279.05
4 276.06 0.89 279.78 279.91 285.29 280.11 279.05
4 281.43 0.72 285.07 285.27 290.06 285.57 284.04
4 280.47 0.63 284.03 284.27 288.03 284.61 282.88
4 279.88 0.88 283.36 283.62 287.28 284.01 282.07
4 279.26 0.33 282.87 283.07 286.55 283.36 281.86
4 276.85 0.49 280.36 280.59 283.09 280.94 279.21
4 298.23 0.87 301.92 302.21 303.84 302.63 300.51
4 298.18 0.66 301.93 302.19 303.44 302.58 300.63
4 310.12 0.27 314.13 314.36 317.46 314.69 312.98
4 306.98 0.66 310.97 311.19 316.02 311.51 309.85
5 269.50 1.12 272.28 272.61 274.96 273.11 271.04
5 278.25 1.35 281.07 281.39 282.63 281.87 279.54
5 264.73 0.91 267.51 267.81 269.00 268.27 266.38
5 272.71 1.06 275.57 275.88 276.61 276.36 274.39
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5 322.54 0.47 326.08 326.33 329.16 326.70 324.82
5 322.54 0.47 326.08 326.33 329.16 326.70 324.82
5 269.50 1.12 272.28 272.61 274.96 273.11 271.04
5 278.25 1.35 281.07 281.39 282.63 281.87 279.54
5 264.73 0.91 267.51 267.81 269.00 268.27 266.38
5 272.71 1.06 275.57 275.88 276.61 276.36 274.39
5 322.54 0.47 326.08 326.33 329.16 326.70 324.82
5 322.54 0.47 326.08 326.33 329.16 326.70 324.82
8 306.58 0.26 310.62 310.87 312.83 311.24 309.39
8 276.18 0.81 279.58 279.91 281.85 280.39 278.02
8 264.77 0.65 268.08 268.37 269.38 268.81 266.68
8 269.22 0.63 272.59 272.89 274.79 273.33 271.15
8 306.58 0.26 310.62 310.87 312.83 311.24 309.39
8 276.18 0.81 279.58 279.91 281.85 280.39 278.02
8 264.77 0.65 268.08 268.37 269.38 268.81 266.68
8 269.22 0.63 272.59 272.89 274.79 273.33 271.15
9 302.90 0.42 306.89 307.12 308.67 307.46 305.75
9 302.90 0.42 306.89 307.12 308.67 307.46 305.75
9 280.47 0.56 283.98 284.27 285.63 284.69 282.58
9 280.47 0.56 283.98 284.27 285.63 284.69 282.58
9 284.17 0.87 287.64 287.97 290.49 288.45 286.06
9 283.73 0.73 287.34 287.60 287.67 287.99 286.04
9 319.70 0.21 323.86 324.12 326.77 324.49 322.58
9 319.70 0.21 323.86 324.12 326.77 324.49 322.58
9 302.90 0.42 306.89 307.12 308.67 307.46 305.75
9 302.90 0.42 306.89 307.12 308.67 307.46 305.75
9 280.47 0.56 283.98 284.27 285.63 284.69 282.58
9 280.47 0.56 283.98 284.27 285.63 284.69 282.58
9 284.17 0.87 287.64 287.97 290.49 288.45 286.06
9 283.73 0.73 287.34 287.60 287.67 287.99 286.04
9 319.70 0.21 323.86 324.12 326.77 324.49 322.58
9 319.70 0.21 323.86 324.12 326.77 324.49 322.58
10 284.98 1.41 288.23 288.60 289.51 289.14 286.52
10 323.38 0.83 327.26 327.59 328.98 328.09 325.65
10 323.38 0.83 327.26 327.59 328.98 328.09 325.65
10 285.93 1.67 289.12 289.51 290.43 290.10 287.27
10 284.98 1.41 288.23 288.60 289.51 289.14 286.52
10 323.38 0.83 327.26 327.59 328.98 328.09 325.65
10 323.38 0.83 327.26 327.59 328.98 328.09 325.65
10 285.93 1.67 289.12 289.51 290.43 290.10 287.27
12 274.96 1.27 278.35 278.73 282.34 279.29 276.57
12 294.20 0.94 297.91 298.28 299.63 298.84 296.14
12 299.37 0.98 303.15 303.53 304.18 304.09 301.38
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12 292.37 1.11 296.01 296.39 297.00 296.97 294.20
12 274.96 1.27 278.35 278.73 282.34 279.29 276.57
12 294.20 0.94 297.91 298.28 299.63 298.84 296.14
12 299.37 0.98 303.15 303.53 304.18 304.09 301.38
12 292.37 1.11 296.01 296.39 297.00 296.97 294.20
13 269.51 0.67 273.13 273.39 273.66 273.77 271.87
13 299.72 0.29 303.63 303.98 305.43 304.49 301.98
13 298.28 1.41 302.00 302.41 300.55 303.03 300.06
13 302.15 0.65 305.97 306.37 308.00 306.96 304.10
13 302.37 1.24 306.28 306.64 304.84 307.18 304.56
13 271.20 0.47 274.65 274.99 276.14 275.49 273.03
13 274.75 0.49 278.46 278.71 281.73 279.08 277.22
13 269.51 0.67 273.13 273.39 273.66 273.77 271.87
13 299.72 0.29 303.63 303.98 305.43 304.49 301.98
13 298.28 1.41 302.00 302.41 300.55 303.03 300.06
13 302.15 0.65 305.97 306.37 308.00 306.96 304.10
13 302.37 1.24 306.28 306.64 304.84 307.18 304.56
13 271.20 0.47 274.65 274.99 276.14 275.49 273.03
13 274.75 0.49 278.46 278.71 281.73 279.08 277.22
14 295.52 0.44 299.51 299.79 302.69 300.21 298.12
14 296.65 0.28 300.49 300.85 302.79 301.38 298.77
14 295.52 0.44 299.51 299.79 302.69 300.21 298.12
14 296.65 0.28 300.49 300.85 302.79 301.38 298.77
Table J.14: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















20 314.92 3.79 318.21 318.90 315.99 319.94 315.00
20 322.60 5.09 326.95 327.21 324.40 327.60 325.51
20 312.90 2.52 317.33 317.49 315.43 317.73 316.35
20 333.66 8.48 338.26 338.50 335.21 338.83 337.06
20 333.66 8.48 338.26 338.50 335.21 338.83 337.06
20 332.37 8.73 337.18 337.31 334.19 337.48 336.44
20 328.12 7.39 332.71 332.91 329.89 333.20 331.62
20 347.55 3.36 351.46 352.09 349.07 353.04 348.48
20 331.24 7.95 335.58 335.91 332.55 336.39 333.94
20 330.85 8.71 335.26 335.56 332.13 335.99 333.77
20 342.87 3.71 346.88 347.44 344.43 348.27 344.24
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20 392.09 6.17 395.99 396.93 392.95 398.34 391.64
20 322.61 5.66 325.44 326.38 323.07 327.81 321.09
20 314.92 3.79 318.21 318.90 315.99 319.94 315.00
20 322.60 5.09 326.95 327.21 324.40 327.60 325.51
20 312.90 2.52 317.33 317.49 315.43 317.73 316.35
20 333.66 8.48 338.26 338.50 335.21 338.83 337.06
20 333.66 8.48 338.26 338.50 335.21 338.83 337.06
20 332.37 8.73 337.18 337.31 334.19 337.48 336.44
20 328.12 7.39 332.71 332.91 329.89 333.20 331.62
20 347.55 3.36 351.46 352.09 349.07 353.04 348.48
20 331.24 7.95 335.58 335.91 332.55 336.39 333.94
20 330.85 8.71 335.26 335.56 332.13 335.99 333.77
20 342.87 3.71 346.88 347.44 344.43 348.27 344.24
20 392.09 6.17 395.99 396.93 392.95 398.34 391.64
20 322.61 5.66 325.44 326.38 323.07 327.81 321.09
25 330.71 1.84 335.86 336.33 333.71 337.03 333.55
25 351.18 4.25 355.86 356.72 353.21 358.02 351.90
25 342.24 1.81 347.15 347.83 344.95 348.86 343.94
25 330.71 1.84 335.86 336.33 333.71 337.03 333.55
25 351.18 4.25 355.86 356.72 353.21 358.02 351.90
25 342.24 1.81 347.15 347.83 344.95 348.86 343.94
28 282.63 5.66 285.32 286.08 283.06 287.22 281.85
28 282.63 5.66 285.32 286.08 283.06 287.22 281.85
29 298.86 1.40 302.65 303.13 301.03 303.84 300.37
29 299.09 2.33 302.69 303.25 300.87 304.10 300.03
29 298.86 1.40 302.65 303.13 301.03 303.84 300.37
29 299.09 2.33 302.69 303.25 300.87 304.10 300.03
30 299.54 1.91 303.98 304.41 302.17 305.04 301.94
30 297.50 1.26 301.75 302.24 299.95 302.98 299.41
30 301.29 1.19 305.35 305.96 303.42 306.89 302.46
30 317.39 3.70 320.87 321.89 318.70 323.41 316.27
30 311.07 2.75 314.67 315.58 312.76 316.95 310.50
30 299.54 1.91 303.98 304.41 302.17 305.04 301.94
30 297.50 1.26 301.75 302.24 299.95 302.98 299.41
30 301.29 1.19 305.35 305.96 303.42 306.89 302.46
30 317.39 3.70 320.87 321.89 318.70 323.41 316.27
30 311.07 2.75 314.67 315.58 312.76 316.95 310.50
Table J.15: Flux comparison between the ﬁve BBR ADM methods and the CERES TRMM ADM for

















35 355.03 2.43 359.69 359.83 361.01 360.07 358.77
35 290.82 2.57 294.90 294.90 298.22 294.91 294.67
35 338.71 5.85 342.79 343.08 358.23 343.55 341.25
35 355.03 2.43 359.69 359.83 361.01 360.07 358.77
35 290.82 2.57 294.90 294.90 298.22 294.91 294.67
35 338.71 5.85 342.79 343.08 358.23 343.55 341.25
37 313.31 1.00 316.43 316.59 313.68 316.86 316.21
37 313.86 1.59 316.80 317.04 315.54 317.43 316.29
37 313.31 1.00 316.43 316.59 313.68 316.86 316.21
37 313.86 1.59 316.80 317.04 315.54 317.43 316.29
38 330.18 1.82 334.70 334.86 334.95 335.14 333.65
38 330.18 1.82 334.70 334.86 334.95 335.14 333.65
39 300.62 2.23 304.36 304.47 304.74 304.67 303.62
39 330.73 1.03 334.71 334.90 331.35 335.22 333.56
39 331.40 1.48 334.92 335.33 332.84 335.97 332.84
39 331.40 1.48 334.92 335.33 332.84 335.97 332.84
39 358.02 1.82 362.37 362.55 360.26 362.87 361.24
39 353.91 1.97 358.35 358.47 354.94 358.70 357.48
39 383.13 3.22 386.76 387.43 382.60 388.47 383.56
39 300.62 2.23 304.36 304.47 304.74 304.67 303.62
39 330.73 1.03 334.71 334.90 331.35 335.22 333.56
39 331.40 1.48 334.92 335.33 332.84 335.97 332.84
39 331.40 1.48 334.92 335.33 332.84 335.97 332.84
39 358.02 1.82 362.37 362.55 360.26 362.87 361.24
39 353.91 1.97 358.35 358.47 354.94 358.70 357.48
39 383.13 3.22 386.76 387.43 382.60 388.47 383.56
40 313.81 1.81 317.56 317.99 317.35 318.66 315.45
40 357.65 2.11 361.74 362.31 358.33 363.20 358.96
40 346.62 1.68 350.61 351.14 343.87 351.98 347.99
40 346.62 1.68 350.61 351.14 343.87 351.98 347.99
40 313.81 1.81 317.56 317.99 317.35 318.66 315.45
40 357.65 2.11 361.74 362.31 358.33 363.20 358.96
40 346.62 1.68 350.61 351.14 343.87 351.98 347.99
40 346.62 1.68 350.61 351.14 343.87 351.98 347.99
43 294.37 1.67 298.45 298.61 296.21 298.89 297.48
43 294.37 1.67 298.45 298.61 296.21 298.89 297.48
44 309.65 1.28 313.46 313.82 303.87 314.40 311.62
44 309.65 1.28 313.46 313.82 303.87 314.40 311.62
44 325.58 0.44 329.38 329.86 324.25 330.62 327.01
44 309.65 1.28 313.46 313.82 303.87 314.40 311.62
44 309.65 1.28 313.46 313.82 303.87 314.40 311.62
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44 325.58 0.44 329.38 329.86 324.25 330.62 327.01
45 333.18 2.60 338.11 338.38 332.70 338.82 336.62
45 330.77 2.15 335.57 335.89 329.17 336.39 333.92
45 320.34 1.32 324.34 324.95 322.79 325.90 321.41
45 334.64 1.74 338.57 339.31 332.56 340.46 335.02
45 333.18 2.60 338.11 338.38 332.70 338.82 336.62
45 330.77 2.15 335.57 335.89 329.17 336.39 333.92
45 320.34 1.32 324.34 324.95 322.79 325.90 321.41




Multi-layer scene sample 1
(a) 3-D isosurface plot with a 2-D
colour scale extinction slice.
(b) Cloud optical thickness. (c) Cloud extinction proﬁle.
Multi-layer scene sample 2
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Multi-layer scene sample 3
Multi-layer scene sample 4
Multi-layer scene sample 5
Multi-layer scene sample 6
Multi-layer scene sample 7

Appendix L
Active Sensors Signals and Retrievals
for Multi-layer Scene Samples
Multi-layer scene sample 1
(a) Backscatter radar signal.
(b) Backscatter Lidar co-polar Mie sig-
nal proﬁle.
(c) Cloud mask based on radar and lidar
signals.
(d) Cloud extinction derived by Mie sig-
nal proﬁle masked according to the
lidar+radar cloud mask.
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Multi-layer scene sample 2
Multi-layer scene sample 3
Multi-layer scene sample 4
Multi-layer scene sample 5
Multi-layer scene sample 6









6S Second Simulation of the Satellite Signal in the Solar Spectrum
ADEOS ADvanced Earth Observation System
ADM Angular Distribution Models
ADM-AEOLUS Atmospheric Dynamics Mission
AMS Archive Management System
AOGCM Atmosphere-Ocean General Circulation Model
ARS ARctic Summer atmosphere standard model
ARW ARctic Winter atmosphere standard model
ASCII American Standard Code for Information Interchange
ASDC Atmospheric Sciences Data Center (Langley)
AT Along-Track
ATBD Algorithm Theoretical Basis Documents
ATLID ATmospheric LIDar
AVHRR Advanced Very High Resolution Radiometer
BBR Broad-Band Radiometer
BRDF Bidirectional Reﬂectance Distribution Function
BRF Bidirectional Reﬂectance Factor
CALIPSO Cloud-Aerosol Lidar and Infrared Pathﬁnder Satellite Observation
CERES Clouds and the Earth’s Radiant Energy System
CNES Centre National d’Etudes Spatiales
CNR Centre Nazionale di Ricerca
CPR Cloud Proﬁling Radar
CPU Central Processing Unit
CRF Cloud Radiative Forcing
CRL Communication Research Laboratory
CRM Cloud Resolving Model
DEM Digital Elevation Model
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EarthCARE Earth Clouds Aerosols and Radiation Explorer
ECARE Earth Clouds Aerosols and Radiation Explorer
EO Earth Observation
EOS Earth Observing System
ERB Earth Radiation Budget
ERBE Earth Radiation Budget Experiment
ERBS Earth Radiation Budget Satellite
ERM Earth Radiation Mission
ESA European Space Agency
ES8 ERBE-like Instantaneous TOA Estimates
FM Flight Model
FOV Field-Of-View
GOCE Gravity ﬁeld and steady-state Ocean Circulation Explorer
GERB Geostationary Earth Radiation Budget
GOES Geostationary Operational Environmental Satellite
G-POD Grid Processing-on-Demand
HDF Hierarchical Data Format
HIRS High-resolution Infrared Radiation Sounder
HSR High-Spectral Resolution
HSRL High-Spectral Resolution Lidar
IAMAP International Association of Meteorology and Atmospheric Physics
ID Identiﬁcation
IGBP International Geosphere and Biosphere Program
IFOV Instantaneous Field-Of-View
IPCC Intergovernmental Panel on Climate Change
IR InfraRed
ISCCP International Satellite Cloud Climatology Project
IWC Ice Water Content
JAXA Japan Aerospace Exploration Agency
JMAG Joint Mission Advisory Group
LMD Laboratoire de Me´te´orologie Dynamique
LST Local Solar Time
LOSU Level Of Scientiﬁc Understanding
LW LongWave
LWC Liquid Water Content
LWP Liquid Water Path
MAG Mission Advisory Group
METEOSAT Meteorological Operational Satellite
MLS Mid-Latitude Summer atmosphere standard model
MLW Mid-Latitude Winter atmosphere standard model
MODIS MOderate resolution Imaging Spectroradiometer
MSC Meteorological Service of Canada
MSE Mean Square Error
MSI Multi-Spectral Imager
MISR Multi-angle Imaging SpectroRadiometer
MRD Mission Requirements Document
NASA National Aeronautics and Space Administration
MUIS Multi-mission User Information Service
NCR Centro Nazionale di Ricerca italiana
NDVI Normalized Diﬀerence Vegetation Index
NFOV Narrow Field-of-View
NICT National Institute of Information and Communications Technology
NIR Near InfraRed
NOAA National Aeronautics and Space Administration
NVAP NASA water VApor Project
NWP Numerical Weather Prediction models
OP Orthogonal Plane
OPAC Optical Properties of Aerosols and Clouds
PP Principal Plane
PAPS Programmable Azimuth Plane Scanning
PDF Portable Document Format
PFM ProtoFlight Model
POLDER POLarization and Directionality of the Earth’s Reﬂectances
PRF Pulse Repetition Frequency
PSF Point Spread Function
PWV Precipitable Water Vapour
RAA Relative Azimuth Angle
RAPS Rotating Azimuth Plane Scanning
RF Radiative Forcing
RMSD Root Mean Square Deviation
RMSE Root Mean Square Error
RPV Rahman Pinty Verstraete model
RTC Radiative Transfer Code
RTS Radiative Transfer Simulations
SAB Sorting into Angular Bins method
SARB Surface and Atmospheric Radiation Budget
SAS SubArctic Summer atmosphere standard model
SAW SubArctic Winter atmosphere standard model
SCALES SEVIRI and GERB Cal/val Area for Large Scale ﬁeld ExperimentS
ScaRaB Scanner for Radiation Budget
SDS Scientiﬁc Data Sets
SESAT Strahlungs- und Energieﬂu¨sse aus Satelitendaten
SEVIRI Spinning Enhanced Visible and Infra-Red Imager
SGI Silicon Graphics
SHDOM Spherical Harmonic Discrete Ordinate Method
SNR Signal-to-Noise Ratio
SRES Special Report on Emissions Scenarios
SSF Single Scanner Footprint
SSM/I Special Sensor Microwave/Imager
SW ShortWave
SWIR ShortWave Infrared
SARB Surface and Atmospheric Radiation Budget
SZA Solar Zenith Angle
TAT (CERES) True Along-Track
TIR Thermal InfraRed
TIROS Television and Infrared Operational Satellite
TOA Top of Atmosphere
TOMS Total Ozone Mapping Spectrometer
TOVS TIROS Operational Vertical Sounder
TRMM Tropical Rainfall Measuring Mission
TRO TROpical atmosphere standard model
TUDD Technische Universita¨t Dresden
TW Total Wave channel
UNEP United Nations Environment Programme
UQAM Universite´ du Que´bec a` Montre´al
USGS US Geological Survey
UV UltraViolet
UVEG Universitat de Valencia Estudi General
VAS Valencia Anchor Station
VAC Vertical Atmospheric Column
VIRS Visible and Infrared Scanner
VIS Visible
VZA Viewing Zenith Angle
WFOV Wide Field-Of-View
WMO World Meteorological Organization
WP Work Package
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