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Let T+ denote the first increasing ladder epoch in a random walk with a typical step-length 
X. It is known that for a large class of random walks with E(X) = 0, E(X*) = 00, and the right-ha:,d 
tail of the distribution function of X asymptotically larger than the left-hand tail, P{ T+ 2 n} - 
n”‘-‘L+(n) as n +aO, with 1 <p <2 and L, slowly varying, if and only if P{X ax}- l/{xBL(.v)} 
as x + +m, with L slowly varying. In this paper it is shown how the asymptotic behaviour of L 
determines the asymptotic behaviour of L, and vice versa. As a by-product, it follows that a 
certain class of random walks which are in the domain of attraction of one-sided stable laws is 
such that the down-going ladder height distribution has finite mean. 
AMS 1970 Subj. Class.: Primary 60515 
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1. Introduction 
Let X1, X2, . . . be a sequence of independent, identically distributed random 
variables with distri”jution function F, and write So = 0, S,, = cy Xi for n 3 1, and 
T+ = min{n 3 1 s.t. 3, > Cl}, so that T+ is the first (strict, increasing) ladder epoch 
for the random walk (r.w.) {S,,: n 2 0). It has recently been shown that if F has 
zero mean and the right-hand tail of F is ‘asymptotically larger’ than the left-hand 
tail of F, then 1 -F(x) - 1 /{x’L+)) as x + a~ where 1 < /3 < 2 and L is slowly varying 
(s.v.) iff B{T+ an}- n l’p-lL+(n) as n + co, where L, is S.V. The main point of this 
paper is to elucidate the connection between L and L +, so that in certain circum- 
stances we can give the exact asy:mptotic behaviour of L+. 
The distribution of T+ depends on F only through the sequence Q,, = 
the connection being given by Spiker’s formula: 
.T+(S)==~{sT+}= l-exp- ;EI (anSvnj. 
0304~4149/82/0000-0000/$02.‘75 @ 1982 North Holland 
204 R.A. Doney / Distribution of ladder epochs 
We will assume throughout hat 
(1.2) 
when it follows from (1.1) that T’ is a proper random variable, E( T+) = 00, and 
E(X) (X stands for Xr, say), if it exists, is zero. 
A further consequence of (1.1) is that a,, = y with 0 < y < 1 iff 1 -T+(S) = (1 -s)’ 
in which case P{T+ = n} - cln -‘l+” as y1+ CO (c r, c2, . . . denote finite positive con- 
stants). Examples with a, = y are when F is continuous and symmetric or F is 
strictly stable with exponent f 1. However, when F is not strictly stable but belongs 
to the domain of attraction of such a stable law, a, + y as n --, 00, and information 
on the asymptotic distribution of T+ is given by the following theorem, which is a 
result of Rogozin [12]. 
Theorem 0. The condition 
(1.3) 
holds iff 3 a function L, which is slowly varying at co, such that, if 0 s y s 1, 
P{T+%}- n-?L+(n) as n +00, (1.4) 
and ,ify = 1, 
2 kF[T+=k)-L.,(n) as n+~. 
k=l 
(1.5) 
Furthermore, for 0 < y < 1, L, IS asymptotically constant ijj 
(1.6) 
If E(X2) < co (and E(X) = 0 of course) it is known that (1.3) and (1.6) hold with 
y = f-, so in all such cases P{ T+ 2 n} - c2n -li2. When E(X”) = co, Theorem 0 would 
give us satisfactory information about the asymptotic behaviour of the distribution 
of 7’+ if we could express the condition (1.3) directly in terms of F and if we could 
find the way that the slowly varying (s.v.) function L’ depends on F. Some work 
has been done on this first problem for distributions with one tail ‘asymptotically 
larger’ than the other. (See [4] and [6]; the case of ‘near-symmetric’ F seems 
difficult.) It is now known, for instance, that if j!, x2 dF(x)< 00, 1: x2 dF(x) = CO 
and j_“m x dF(x) = 0, then (1.3) holds with 0 *: y = 1 - l/p <i (y > 4 is impossible 
in this situation) iff F belongs to the domain of attraction of a (completely asym- 
metric) stable law of exponent /!l. For this p’articular class of distributions, then, 
{T+Snn)- n-‘L,(n) iff for some s.v. L, {X z=- x} - l/{xpL(x)}, and to find the 
exact asymptotic behaviour of 2 n} we must find the connection between L, 
R. A. Doney / Distribution of ladder epochs 205 
and L. In this paper we give two quite different approaches to the problem. In 
Section 2 we use an analytic approach to find the connection between L and L, 
for the special case of left-continuous random walks, and then a comparison 
technique based on a Fourier inversion formula to extend the result to more general 
situations. In Section 3 we adapt a probabilistic argument used by [S]; the essential 
idea here is to relate the norming constants for S,, to the norming constants for the 
nth decreasing ladder epoch. This approach is more elegant but only works when 
the decreasing ladder height has finite mean, and unfortunately it is not yet known 
for which random walks with E(X) =0 and E(X’)= 00 this is true. Section 4 
contains some concluding remarks. 
2. The analytic approach 
First we give a proof of Theorem 0 which is shorter than that given by Rogozin. 
Proof of Theorem 0. We note that the representation theorem for 5.v. functions 
shows that any non-negative, measurable function R(x) is regularly varying (T.v.) 
of index y at co iff R(x) - R,,(x), where Rn(x? is differentiable and 
lim X_,03~R~(~)/Ro(,~)= y. (See e.g. [13, p. 71.) Also a tauberian theorem ([2, 
Theorem A], for example) shows that (1.4) for 0 d y < 1 and (1.5) for y = 1 is 
equivalent to the statement that the function R(x) = l/(1 - T+( 1 - l/x)} is r.v. 
of index y at 00. Now from (l.l), R(x)=expay Pt-*a,(1 -x-l)“}, so 
that xR’(x)/R(x)=x-‘Cy a,(l-x-‘)“-’ ={l -(l-x-‘)}xT a,(l-x--‘)“-‘. But 
(1 --s) c’p U”S”_l +y as s+l iff n-‘xy a, + y as n + 00, so (1.3) is equivalent to 
R(x) being r.v. of index y and hence io (I .4) and (1 S). The final statement follows 
from the fact that 
R(x)/x’=exp fn-‘(a,-y)(l-x-.‘)” 
i 
. 
1 1 
Next, we need the idea of conjugate pairs of S.V. functions. It was first shown by 
de Bruijn [33 that if L is S.V. 3 a S.V. L *, defined uniquely up to asymptotic 
equivalence, such that 
L(x)L*(xL(x)) + 1 as x + 30; (2.1) 
(equivalently L*(x)L(xL*(x)) + 1). L and L* are then referred to as a conjugate 
pair of S.V. functions, and one has the further properties that L**(.Y) --L(x) as 
x + 00: and y -XL(X) as x + co iff x - yL*(y) as y -+ 00. (For a proof of these facts 
which is more accessible than [3] and more information about conjugate pairs, see 
[13, 1.61.) It follows easily from (2.1) that if a! > 0 and L is s.v., 3 a S.V. L,*, defined 
uniquely up to asymptotic equivalence, such that 
{L(x)}““Lz (x”L(x)) + 1 as x -+ 00 (2.2) 
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(equivalently {1,Z(x)~“l;(x” “Lz(x))+l), and y-x*L(x) as X+(X) iff x-y”“Lz(y) 
as y +oo. In this situation we refer to E and Lz as an a-conjugate pair of S.V. 
functions. 
Note. (i) Many S.V. functions (e.g. logx, log log x) have the property that 
L(x)/L(x”L(x))+ 1, as x + 00. In such cases, L:(x) -[U(x)]-““. 
(ii) cu-conjugate pairs of S.V. functions arise in various contexts in probability 
theory. Frrr example, if E(X) = 0, then the condition 1 -F(x) +F(-x) - 
((2 -a)/a):{x”L(x)} as x + CO is equivalent for 1 <a! ~2 to the existence of a 
sequence of constants 6, s.t. &lb,, converges in distribution to a stable law of index 
(Y, and b, - ‘z ““LB(n). 
Recall that a probability distribution is said to be left-contincrous if it is concen- 
trated on the integers {- 1, 0, 1,2, . . .}. Our first result is: 
Theorem 1. Suppose that F is left-continuus, j-“a, x dF(x) = 0, and j_“oc x2 dF(x) = 
+co. Then 
P{Xa} ---l/{r(l -P)nPL(n)} as n+M (2.3) 
with 1~ 6 =C 2 if 
where c4 = exp{CT P(S, = O}ln}/r(l//3) c 00. 
Furthermore, (2.4) holds with /3 = 1 iff 
:kP{x=k}-l/L(n) asn+a3, (2.5) 
n 
and (2.4) holds with @ = 2 iff 
$ k2P(X = +-2/L(n) tZstl+,co. (2.6) 
Proof of Theorem 1. Let T- = min{n > 0 s.t. S,, < 0) denote the first strict decreasing 
ladder epoch for {S,, n 2 0}, and write r(s) = E(sT-), A(r) = E(rX). Note that Tp_ = 1 
iff Xl = -1, and if Xi = k 30, then T_ g T?’ + T!2’ + h - - -t If?+‘), where the T!!’ 
are independent copies of T_. Thus 
r(s) = s{P{X, = -l}+ 2 P{X1 = k}{r(s)}k”} = sr(s)A(r(s)), 
k-0 
so that 
A(r(s)) = l/s 0~s < 1. (2.7) 
(This is [14, p. 228, eq. (2)].) Now r(s)? 1 as s t 1, so 3 a unique inverse s = s(r) 
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which also T 1 as rt 1. Let us define a pair of functions M and A? by 
M(x)=l/{x”(l-s(l-l/x))}, x>l, 
fi(y)=l/{yl’P(l-r(l-l/y))}, y>l. 
Then x’M(x) and y”‘fi(y) are both increasing and from I’(s(~)) = r it follows that 
{M(x)}“‘fi{~~M(x)} = 1. Thus A? is a P-conjugate of A4 and hence is S.V. iff M 
is S.V. But (2.7) says that A(r)-1 ={l -s(r)}/s(r)-1 --s(r) as r?l, so we have 
shown that 
A(r)- 1 -(l -r)“/L{l/(l -r)} as rf 1, (2.8) 
where L is s.v., iff 
l-r(s)-(l-s)l’p/L~{l/(l-s)} as sfl. (2.9) 
Now rk(r) = E{rY} where Y =X + 1 is non-negative r.v. with mean 1, and clearly 
(2.8) is equivalent to 
E(eeAY)- 1 +A -A’/L(l/A) as A JO. (2.10) 
In turn, a tauberian theorem [2, Theorem A] shows that (2.10) is equivalent to 
(2.3) for 1 < ~3 < 2 and (2.5) and (2.6) for p = 1 and J? = 2, respectively. 
Spitzer’s formula for T.. is 
1-r(s)=expI -fcP{& CO}} 
and it is known that 1: n-l P{S,, = 0) < ~0. Thus 
I-7+(s)=(l-s)(l-r(-))‘exp(~~~{S,=O}] 
and (2.9) is equivalent to 
1-7+(s)-c~~(l/p)(1-s)‘-“pL~{1/(1-s)} as sfl. (2.11) 
The same tauberian f neorem shows that (2..11) and (2.4) are equivalent for 1 s P s 2, 
and this establishes tne theorem. 
A similar result holds whenever the left-hand tail of F has finite variance. 
Theorem 2. Suppose that I!* x2 dF(x) < 00,5_“1 x dF(x) = 0, and I,: x2 dF(x I= 00. 
Then 
P{Xax} - li{x@L(x)) as x -, m (2.12) 
holds with 1 -C 6 < 2 iff 
IT+ 3,n)--c,n “P-lL;(n) as n +m. (2.13) 
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Furthtermore, (2.13) kids with p = 1 iff 
02 
y dF(y) - l/L(x) as x + ~0. (2.14) 
Proof of Theorem 2. We show first that each of (2.12) and (2.14) imply (2.13). 
To do this we introduce an integer-valued T.V. _%! distributed as follows. Let 
p,,=P{nSx<n+l} for nS0. Since E(X) =0, we can determine ko= 
min{k 2 1: 1; np .Gi}. Let a =C;P, n,o,, 6 = 1:” p,,, note that 6 < a s 4 and set 
[ PI1 for n 5 ko, 
P{Z==n}= 
i 
0 for lSn<koand n C-1, 
l-a-b for n =o, 
a for n = -1. 
(2:15) 
Then 2 has a left-continuous distribution with zero mean and infinite variance and . . 
by construction P{X an} = P{X > n} for n 2 ko. It therefore follows easily that 
when (2.12,) holds P{g 2 n} - l/nPL(n) and when (2.14) holds CT kP{z = k}- 
l/L(n). Furthermcife, the argument used in the proof of Theorem 1 shows that 
each of these implies that, for the appropriate value of p, 
1 - d+(s) - CfJ 1 - s) ‘-“pI.,~(l/(l-s)) as srl. (2.16) 
(Here ?, (s) = E(s’+), where ?+ denotes the first ladder epoch for the r.w. {&, n 2 0}, 
which has increments distributed as 2; similarly G,., = P{$, > 0}, etc.) Now (2.13) is 
equivalent to a statement analogous to (2.16) for :r+(s), and using (1.1) for T, and 
f+ we have 
(1-i,(s))/(l-~+(~))=exp{~,~(a,-d,)n-’s”j. 
I 
(2.17) 
Thus is we could sho,w that the right-hand side of (2.17) tends to a finite limit as 
s~1,(2.13)wouldfollowfrom(2.16).Tothisendle~A(s)=~~a,s”,~(s)=~~a,,s”, 
anda(x)={A(d-l/r)-~(1-l/x)}/(x-1~forx~1.Assumeforthemomentthat 
for some 77 > 0, a(x) is 0(x-“) as x + (Y). Then since 
I 
‘/(‘-s) a(Y 1 
l/(1-st 00 
-dy= 
1 Y 
F (,z, --a’,)(1 -l/y)“-’ dy 
it follows that lim,?, Cy (a, - &)n -*s” is finite. Now Emery [5, Lemma 23 has shown 
that whenever E(X) = 0 we have, for sny S > 0, 
cl-s)A(s)=:+~l-s),?i~6~~~(l-~~(t))’}t-1dt+O((l-s)“4), 
0 
(2.18) 
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where 4(t) = E(eirx ). Since both X and X have zero mean we may write 
]4(r)-J(r)]- JJa (e”“-1 -itx)dF(x)-Jm (e’“-1-itx)d&x)l. 
--co --CT) 
The inequality leirx - 1 -i&l G $*x2 and the fact that jam x2 dF(x) < CO shows that 
lx<%, ]eicx - 1 -ifx] dF(x) is O(t*) as r +O, and similarly for @. From the definition 
of F it follows that 
J 
(e”” - 1 - itx) dE(x) = (e”“‘- 1 - if[x]) dF(x), 
xak,, I *Sk,, 
where [x] denotes the integer part of x, so we have 
I4(r)4(4 = Is,,,, (eira - ei”*‘- itx + it[x]) dF(x) + O(?) -> I 
IS J 
L 
= it@” - 1) dy dF(x) + O(r2) 
xak,, [xl I 
J J 
I d t2 y dy dF(x) + O(r*) 
* =I;,, [xl 
=a* J x dF(x) + 00’) = 00’). XZk4, 
We next show that 
lim inf 11 -cm)lw$O 
ISO t” 
(2.19) 
(2.20) 
To see this note first that 
~{l--4(t)]= Jm {I -cos ry}dF(y)=$ J_Isin2{$ryjdF(y) 
-cc l/r 
>C7f 
2 J y2 dF(v) = c7f2A( l/r), 0 (2.21) 
say. Assumption (2.1:‘) implies that 
J 
A 
A(x)=-x*(1-F(x))+2 y(l -F(y)) dy -p/(2-p) x2 “/L(x), 
0 
and in (2.21) this establishes (2.20) for 1</3 42. When (2.14) holds, we note that 
since E(X) = 0 we have 
-~m{4(r)) = Jm (tx -sin tx) dF(x) = J* (a -sin tx) dF(x) +O(t’) 
--oo 0 
J 
a0 
> _.r (tx -sin fx) dF(x)+O(b’) 
I/: 
J 
m acgc x dF( .)+O(t*)-c&N/f), 
I/t 
210 R.A. Doney ! Distribution of ladder epochs 
where cE - inf,,*r (1 - Isin y)/y}>O, so that (2.20) holds with p = 1. Recalling the 
well-known fact that t’L(l/t)+O for any E ~0, it follows from (2.20) and (2.19) 
thatwecanchoose 1<@<~1<2and6>Osothat)1-~(t)]~2tP1,)1-~(t)~~2~P1 
and Ib(t)-J(t)lscgt2 for 0~ t s 8. It then follows :hat for f G s < 1, 
(1 -s) [‘I{1 -sc$(t))-‘-(I -s&t))-‘It-’ dts 
0 
I 
8 
G (1 - S)Cg 
t dt 
0 (1 -S)2+ t201 
= Cg(l _ s)(2/W-1 = C,()(l -#‘fl1)-‘. 
This in (2.18) shows that, with 17 = min{(2//3r)- 1, i}, (1 -s){A(s)-A(s)) is 
O(1 --s)” as s t 1, or equivalently, a(x) is 0(x-“) as x + 00. This establishes (2.13). 
To argue the other way, notice that whenever (2.13) holds with 1 s p < 2, 
Theorem 0 gives lim,,, l/n C; uk = 1 - l/p. However, [4, Theorem l] then shows 
that 3 a S.V. L’ such that (2.12) for 1 <p c 2 or (2.14) for p = 1 holds with L replaced 
by 2. But then we have just shown tbat (2.13) must hold with Lg replaced by (2);; 
thus L’- ((L)g)$p-- (Lp*)?lp- L, as required. 
In the case that j.yio x2 M(x) = co, we have the following partial result. 
Theorem 3. Suppose jTa x dF(x) = 0, I!, x2. dF(x) = I,” x2 M(x) = 00, CUZ~ 3 C.J S.ZJ. 
A such that 
h(x) 
F(-x)=0 - ( ) XQ asx+co (2.22) 
for some 1 <all ~2. Then (2.12) with 1 <p <a implies (2.13), and (2.14) implies 
(2.13) with p = 1. Furthermore, if in addition to (2.22) it is known that 
(lim IX y* dF(y))/(x2-“A(x)) = +cc, 
x-00 0 
(2.23) 
i . . ‘2.13) with (Y >@ > 1 implies (2.12) and (2.13) with. /3 = 1 implies (2.14). 
N&e. (2.22) implies that I!, y2 dlF(y) is 0(x2-” h(x)), but the implication cannot 
be reversed. This makes (2.22) and (2.23) somewhat unsatisfactory; they are 
required here because we need to appeal to [4, Theorem 21. 
Proof of Theorem 3. The proof differs from that of Theorem 2 in two respects 
only. The argument that shows that (1 -s) {A(s) -A(s)} is 0(1 -s)’ is different, 
because the contribution to 14(t)-&(t)/ from jX.+, (e”” - 1 -itx) W(x) is obviously 
not O(t2), since I!, x2 dF(x) = 00. In &t is follows easily from (2.22) and [4, Lemma 
3(i)] that this contribution is O(t”A (l/t)). (N.B. in the statement of this lemma in 
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[4], 11 -9(t)] should read 11 -@l(t)-imt].) Since the other contributions to [d(t) - 
J(t)1 are still O(t*), we see that ]4(r)--J(t)l is O(t”h(l/t)). On assumption (2.12) 
or (2.14), we again have (2.20) holding, so we can choose /3 < p1 < flz <(Y and S B 0 
such that /1-4(t)l a2tP1, \1-4(t)l a2tP1, and /4(r)-&(r)l< t”Z for O<t GS. Hence 
for$Gs<l, 
(l-s)161(1-@(1))-~-(l-&))-~j?dt~ 
0 
a(1 -s) 
I 
6 p2-’ 
0 (1 -s)*+t”“’ 
,-J~~(l-S)‘~~~~d-l _- 
I 
cD “*-’ dx 
(1 1+x2” 
= C,,(l _s)‘~2wl’, 
the integral converging because 28, - p2 + 1 > 2/3 - 12 1; this shows that (1 -s) 
(A(s)-A(s)) is 0((1 -s)“) as s t 1, where q = min{/32/p, - 1, i}. 
The second point of divergence is that, in deducing (2.12) or (2.14) from (2.13), 
we must appeal to [4, Theorem 21, not to [4, Theorem 11. 
3. The probabilistic approach 
Let ?_ be the first weak decreasing ladder epoch for (S,; n 2 0}, and let 
z_ = -SF_. 
Theorem 4. Assume E(Z_)Ca. Then (2.12) with 1 <fi ~2 implies (2.13). 
Proof. Firstly we show that when m = E(Z_) < 00 and P{X ax).- l/{xpI,(x)} (i.e., 
(2.12) holds) we must have P{X s -x} = o{l/(xpL(x))} as x + +OO. To see this, we 
note that according to a result of Veraverbeke [15, Theorem lc), 
I 
a3 
P{Z+>x}-m-’ P{X 3 y} dy - l/{m(P - 1)x’-‘L(x)}. (3.1) 
* 
Using the Wiener--Hopf factorization 1 -q%(t) = (1 - 4+(t))( 1-4_(t)), where 
4+(t) = E(eirZ+) and 6_(t) == E(e-‘“- ), the fact that l-&(t) - imt as t + 0, and [ 10, 
Theorems 4 and 71 to translate (3.1) into results about the asymptotic behaviour 
of l-@+(t) as t-p 0, we see that 
In cp -.- 
Reil -a(r)‘-*.(p) sin f&r ~Y,(l/t) 
as t + 0. By [lo, Theorem 51 this implies that B(X d -x} + P(X 2 A-} - l/(x”L(x)), 
and so we have P{XS -x} =o(l/(x’L(x))). Thus F belongs to the domain of 
attraction of a completely asymmetric stable law of index j3 ; ~~%hemore, we majr 
take the norming constants for S, to be given by b, = clzn "'Lg r’n). If we now set 
M, = maxo,,,, (-S}, then by [9, Theorem 41, M,,/ b, will also have a non-degenerate 
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limit distribution. But clearly 
A/f ,t =Z’J” +Z’f’ +. . + p%‘, 
where the Z!!’ are i.i.d. copies of Z_ and R,, = #{weak descending ladder indexes 
6fr}, Thus 
M, Zl” +Z(2) +. . . +z%’ R,, 
b,,= I 
a- 
Rtl b,, 
(3.2) 
and since R, a.s. t +OO as n -P 00, t:7? !-racketed term on the right-hand side converges 
a-s. to m, and it follows that R,/&, also has a non-degenerate limit distribution. 
Now {R, ~br~E={Ci~~~x ?!’ d n), where ?’ are i.i.d. copies of ?_, and since 
k - b,x = c12n “pLp*(n)x iff n - k”L(k)(~i~x)-~, it follows that x: ?‘/k’L(k) 
has a non-degenerate limit distribution. This in turn _ implies that 
P{bn}-c,,/(n “PLg(n)}, and since 1 -T+(S)= (1 -s)/(l -E(6)), (2.13) fol- 
lows easily. 
Note. (i) In [7], Greenwood and Teugels announced the result that, when E(Z-) < 
00, (2.12) follows from the assumption that (1.3) holds with 0 < y = 1 - l//3 < 5. 
Unfortunately the proof of this result has not yet appeared. Ii the result is correct 
then Theorem 4 can be strengthened to the statement that when E(Z-) <CD, (2.12) 
is equivalent o (2.13) for 1 <p < 2. This is because the implication from (2.13) to 
(2.12) would follow as in Section 2, using the above result in place of the results 
of 143. 
(ii) As mentioned in Section 1, the relationship between Theorem 4 and the 
results of Section 2 is not cfear, because it is not known which random walks have 
E(Z_) c 00. Left-continuous random walks obviously have Z_ E 1, and it is easy to 
show that when jzm x2 dF(x) <cc, and I,” x dF(x) = 0, then E(Z_) <cc (see e.g. 
[53), so that Theorems 1 and 2 are essentially contained in Theorem 4, except for 
the cases /3 = 1 and /3 = 2. However on the assumptions (2.12) and (2.22) of Theorem 
3 (or on the weaker assumption that F belongs to the domain of attraction of a 
completely asymetric stable law of exponent 0) it is known that Z- is relatively 
stable [ 12, Theorem 91, but this does not imply that E(Z_) < 00. However, by using 
both Theorem 3 and the argument of Theorem 4, we can prove indirectly that 
(2.12) and (2.22) do indeed imply E(Z-) < CO; I 
Theorem 5. Suppose that II”, x dF(x) = 0, and for 1~ /3 < (Y < 2 and some S.U. L, 
I -F(x) _ l/{xPL(x.)}, F(-.x) = 0(x-“). 
Then E(Z_) c 00. 
roof of 5. Under our assumptions (which are equivalent o (2.12) and 
(?.22)), Theorem 3 shows that (2.13) holds, and reversing the argument of the last 
part of the proof of Theorem 4 we see that R,,/b, has a non-degenerate limit 
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distribution, where b, = n l’PEz(rz). Of course S,,/b,,, and hence A&/b,,, has a non- 
degenerate limit distribution. Assume now that E(Z) = 00, and note that this means 
that the bracketed term in the right-hand side of (3.2) tends a.s. to +co. This 
contrad.icts the fact that both M,Jb, and R,/b, have non-degenerate limit distribu- 
tions, and so in fact we must have E(Z_) < ~0. 
4. Remarks 
(i) It is tempting to conjecture that whenever F(-x) is o(l -F(x)) as x + CO, 
(2.12) is equivalent to (2.13) for 1 CP ~2. However even the implication from X 
to T’ seems difficult to establish in these circumstances. 
(ii) Our results throw some light on Heyde’s [S] local limit theorem for N,,, the 
number of positive terms in (S,, Sz, . . . , S,,). To see the connection, recall the 
well-known facts that 
P{Nn = k) = P{Nk = k}P{Nn_k = 0}, 0 s k c n, 
g P{N,, = 0)s” = exp z (1 -a,)n-‘s” . ( 
I I 
Assume that (1.3) holds with 0 < y c 1. Then the argument of Theorem 0 shows 
that(l-s)Y~~P{Nn=n~sn=(l-s)Y/(l-~+(s))--1/L~((1-s)~1)ass~l,andsince 
P{N, = n} is monotone, this implies that P(Nn = n}- nYvl/(rl y)L’(r.)\ as n + 03. 
A similar argument applies to P{N,, = O), and putting these together we see that 
k’-+ -j$ L+(k) 
L+(n -k) 
p{N,, = k) =%+o(k, n), 
Tr 
where o(k, n) denotes a term which tends to zero uniformly in k and n as min( k, n - 
k)+ 00, and this is Heyde’s result. Under assumption (1.3) alone, the usefulness of 
this is reduced by our riot knowing the exact asymptotic behal;iour of L’. If, instead, 
we assume (2.9) and the conditions of one of the Theorems 1, 2, 3 or 4, then we 
can assert that L+(n) - csLg(n) as n + CO. 
(iii) In [l, pp. 279 and 2921, Gingham has conjectured that normaiized first 
passage times for random walks have a non-degenerate limit distribution iff F 
belongs to some domain of attraction. Our results confirm this conjecture in the 
case of down-going passage times for random walks which satisfy the conditions 
of one of the Theorems 1, 2, 3 or 4 (assuming that the converse to Theorem 4 
discussed in note (i), Section 3 is correct); note t’nat in all sucl-r cases 
{S~,,,,/nC3L$(n); t a 0) converges weakly to a spectrally negative process of order P. 
To verify the conje.zture write ?;, = min{r: S, s -k}+ note that { Tk s tz} = {ILf,, 2 k], 
and use the argument of Section 3. 
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(iv) Theorem 2 has applications to queuing theory. Consider a single server 
queue with inter-arrival times {U,,, n b 1) and service timc:s {V,, n 2 I}, and the 
queue-discipline ‘first-come, first-served’. Assume that {U,,} and {V,) are each 
independent identically distributed sequences, that {U,,) is independent of {V,,}, 
E( U,,) = E( V,) (i.e. the traffic intensity is one) and set X, = V,, - U,, and S, = CT Xi 
for n 2 1. Let {Nk, k 3 0) be the weak, descending, ladder process for this random 
walk; then Tk = Nk - Wk_, is the number of cus)tomers served during the &th busy 
period and Ik = S,, -SNrc_, is the duration of the kth idle period. Assuming that 
E(X:} < CO, [l l] has used the well-known fact that TI belongs to the proper domain 
of attraction of the stable law of order 4 to establish limit theorems for the sequence 
of successive busy periods and successive busy cycles. If instead we assume E{ U:} c: 
OD and E{ VT} = CO, we have the situation of our Theorem 2, and we can deduce 
that P{ VI 2 x} - 1 /{x’L(x)} with 1 < B < 2 iff T, belongs to the domain of attraction 
of the stable law of order l//3 with norming constants proportional to n”‘L(n). 
From this follows corresponding limif: theorems for the sequence of successive busy 
periods and allied quantities. 
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