In [4] Cauchon introduced the so-called deleting derivations algorithm. This algorithm was first used in noncommutative algebra to prove catenarity in generic quantum matrices, and then to show that torus-invariant primes in these algebras are generated by quantum minors. Since then this algorithm has been used in various contexts. In particular, the matrix version makes a bridge between torus-invariant primes in generic quantum matrices, torus-orbits of symplectic leaves in matrix Poisson varieties and totally nonnegative cells in totally nonnegative matrix varieties [10] . This led to recent progress in the study of totally nonnegative matrices such as new recognition tests, see for instance [16] . The aim of this article is to develop a Poisson version of the deleting derivations algorithm. This allows us to define a partition of the Poisson spectrum of certain Poisson polynomial algebras, and to prove the Poisson Dixmier-Moeglin equivalence for those Poisson algebras when the base field is of characteristic zero. Finally, using both Cauchon's and our algorithm, we compare combinatorial properties of spectra of quantum matrices with Poisson spectra of matrix Poisson varieties.
Introduction
Poisson algebras have been intensively and widely studied since their first appearance, both on their own and in connection with other areas of mathematics. For instance, we refer to [17] where Poisson structures are studied from the differential geometry point of view, [6] where links with number theory are made or [8] for the connection with noncommutative algebra, but this literature is of course non exhaustive. In this paper we study Poisson spectra of certain Poisson polynomial algebras. Previous work on this topic include: the study of Poisson Dixmier-Moeglin equivalence (see [2] , [7] , [9] and [18] ); the study of Poisson spectra in relation with their quantum analogues (see [11] , [12] and [18] ); and the study of Poisson spectra of Jacobian Poisson structures and generalisation in higher dimensions ( [13] and [14] ).
Inspired by [4] , we develop a method to study the algebras of a class P of iterated Poisson-Ore extensions over a based field of arbitrary characteristic. More precisely for A ∈ P, the (characteristicfree) Poisson deleting derivations algorithm consists of performing several explicit changes of variables inside the field of fractions Frac A of A. At each step of the algorithm we obtain a sequence of n algebraically independent elements of Frac A, where the integer n corresponds to the number of indeterminates in A. The subalgebra of Frac A generated by these elements is a Poisson algebra with a "simpler" Poisson bracket than the one obtained at the previous step. Moreover the Poisson algebras corresponding to two consecutive steps, say C j+1 and C j , satisfy:
for a given multiplicatively closed set S j . After the last step, we get algebraically independent elements T 1 , . . . , T n of Frac A such that the algebra A generated by the T i s is a Poisson affine space, i.e. A is a polynomial algebra K[T 1 , . . . , T n ] with Poisson bracket on the generators given by {T i , T j } = λ ij T i T j for all i, j, where (λ ij ) ∈ M n (K) is a skew-symmetric matrix. In particular the algorithm shows that Frac A = Frac A as Poisson algebras. Therefore we retrieve the results of Poisson birational equivalence obtained in [15] (see also [9] in characteristic zero), that is the Poisson algebras of the class P satisfy the quadratic Poisson Gel'fand-Kirillov problem (see [9] and [15] for more details).
For a Poisson algebra A we denote by P.Spec (A) its Poisson spectrum, i.e. the set of prime ideals of A which are also Poisson ideals. The set P.Spec (A) is equipped with the induced Zariski topology from Spec (A) the spectrum of A. When A ∈ P, our algorithm allows us to define an embedding ϕ from P.Spec (A) to P.Spec (A) called the canonical embedding. This embedding will be our main tool for studying Poisson spectra. One of its important properties is that for P ∈ P.Spec (A) we have a Poisson algebra isomorphism
.
Note that this isomorphism reduces the quadratic Poisson Gel'fand-Kirillov problem for the Poisson prime quotients of A to the quadratic Poisson Gel'fand-Kirillov problem for the Poisson prime quotients of a Poisson affine space. As in the noncommutative case, the canonical embedding leads to a partition of P.Spec (A) indexed by a subset W ′ P of W := P([ [1, n] ]), the powerset of [ [1, n] ] := {1, . . . , n}. More precisely, for w ∈ W , we set: P.Spec w (A) := P ∈ P.Spec (A) | Q ∩ {T 1 , . . . , T n } = {T i | i ∈ w} , where we recall that the T i s are the generators of the Poisson affine space A. These sets form a partition of P.Spec (A) wich induces a partition on P.Spec (A) as follows: This partition of P.Spec (A) is called the canonical partition, and the elements of W ′ P will be called the Cauchon diagrams associated to A, or Cauchon diagrams for short. For w ∈ W ′ P , the set ϕ −1 P.Spec w (A) is called the stratum associated to w. We study the topologico-algebraic properties of those strata in Section 2.4, our main result being that for w ∈ W ′ P the image of the stratum associated to w is a closed subset of P.Spec w (A) and that ϕ induces a bi-increasing homeomorphism from this stratum to its image. In Section 4 we turn our attention to Poisson primitive spectra of the algebras of the class P. In particular our algorithm allows us to prove the Poisson Dixmier-Moeglin equivalence for the algebras of the class P when char K = 0. For information on the original DixmierMoeglin equivalence, as well as its Poisson version see for instance [2] and [7] . We only briefly recall here the Poisson version. Let A be a Poisson K-algebra and P ∈ P.Spec (A). The ideal P is said locally closed if the point {P } is a locally closed point of P.Spec (A). Let B be Poisson algebra. The Poisson centre of B is the Poisson subalgebra Z P (B) := {a ∈ B | {a, −} ≡ 0}. The ideal P is said Poisson rational provided the field Z P Frac (A/P ) is algebraic over the base field K. For J an ideal of A, there is a largest Poisson ideal contained in J that is called the Poisson core of J. Poisson cores of maximal ideals of A are called Poisson primitive ideals. We say that the Poisson Dixmier-Moeglin equivalence holds for the Poisson algebra A if the following sets coincide:
(1) the set of Poisson primitive ideals; (2) the set of locally closed Poisson ideals; (3) the set of Poisson rational ideals. It is shown in [18] that we have the inclusions (2) ⊆ (1) ⊆ (3) for all affine Poisson algebras over a base field of characteristic zero. However the inclusion (3) ⊆ (2) is not always satisfied as there exists counter-examples in all Krull dimension d ≥ 4 (see [2] ). All algebras of the class P are affine Poisson algebras, therefore it only remains to show the inclusion (3) ⊆ (2), as long as char K = 0. It is known that Poisson affine spaces satisfy the Poisson Dixmier-Moeglin equivalence, see [7, Example 4.6] for instance. In Section 4 this fact together with the canonical embedding will allow us to prove the Poisson Dixmier-Moeglin equivalence for all algebras of the class P. Even better, the Poisson primitive ideals are exactly the Poisson prime ideals that are maximal in their strata. Remark that in [9] the Poisson Dixmier-Moeglin equivalence was shown for a class of Poisson algebras supporting rational torus actions. In our assumptions we do not require the existence of any torus action.
In [4] Cauchon uses his deleting derivations algorithm to obtain information on the spectra of the algebras of a class R of iterated Ore extensions (i.e. the algebras satisfying the hypotheses of [4, Section 3.1]). These algebras are deformation of Poisson algebras of the class P. More precisely, we are in the following setting. Let R t be an iterated Ore extension over K[t ±1 ]:
such that for all 2 ≤ i ≤ n:
• R t,i denote the subalgebra of R t generated by t ±1 , x 1 , . . . , x i and R t,1 :
, where the λ ij s are integers,
In this situation, for all non root-of-unity q ∈ K × , the algebra R q := R t /(t − q)R t belongs to the class R, and the algebra A is a Poisson algebra which belongs to the class A (see [15, Theorem 4.2] ). We say that the algebras R q form a family of deformations of the Poisson algebra A, and that A is the semiclassical limit of the algebra R t at t − 1. The diagram of Figure 1 illustrates this situation.
For such an iterated Ore extension R t , Cauchon's algorithm associates to the iterated Ore extension R q ∈ R a partition of the spectrum Spec (R q ) of R q , indexed by a subset W ′ of W , and our algorithm associates to the Poisson algebra A ∈ P a partition of the Poisson spectrum P.Spec (A) of A, indexed by a subset W ′ P of W . As it is often the case in deformation-quantisation theory that quantum objects and their Poisson analogues share similarities, it is natural to ask whether or not these sets coincides.
Question 0.1. Let R t be an iterated Ore extension as above and assume that char K = 0. Does the sets W ′ and W ′ P coincide?
In Section 5 we answer positively Question 0.1 for the algebra of m × p quantum matrices over
where we set transcendental the deformation parameter q). It is well known that the algebra R t is an iterated Ore extension satisfying the conditions listed previously. Therefore, the deleting derivations algorithm of Cauchon can be applied to R q and Cauchon gives a combinatorial description of the set W ′ associated to R q in [5, Théorème 3.2.1]. More precisely there is a bijection between W ′ and the set G consisting of all m × p grids with black or white boxes satisfying the property that if a box is black, then every box strictly to its left is black or every box strictly above it is black. The algebra R t admits a semiclassical limit at t = 1, namely the matrix Poisson variety A = O M m,p (K) . It is shown in [15, Section 4.2] that A ∈ P (the result for m = p extending easily to the case m = p). We will show that, when char (K) = 2, the set W ′ P of Cauchon diagrams for A is also in bijection with the set G answering positively Question 0.1 for quantum matrices. Remark that when char (K) = 2 the Poisson algebra A is a Poisson affine space. In that case, the Poisson deleting derivations algorithm is trivial and we have W ′ P = W . However W ′ W (since the deformation parameter q is not a root of unity), and Question 0.1 cannot be generalised directely to positive characteristic. We will come back to the positive characteristic case in future work.
Poisson deleting derivations algorithm
The aim of this section is to define the Poisson deleting derivations algorithm. This algorithm is based on the Poisson deleting derivation homomorphism defined in [15] . We recall the definition and properties of this homomorphism in Section 1.1, and introduce the class of Poisson algebras to which the Poisson deleting derivations algorithm applies in Section 1.2. This construction is easily iterated. We say that R is an iterated Poisson-Ore extension over A if
Poisson deleting derivation homomorphism
for some Poisson derivations α 1 , . . . , α n and α i -Poisson derivations δ i (1 ≤ i ≤ n) of the appropriate Poisson subalgebras.
Let λ = (λ ij ) ∈ M n (K) be a skew-symmetric matrix. Then we define a Poisson bracket on the polynomial algebra K[X 1 , . . . , X n ] by setting by {X i , X j } := λ ij X i X j for all i, j. This Poisson algebra is called the Poisson affine n-space associated to λ and is denoted by K λ [X 1 , . . . , X n ]. It is clear that the Poisson affine n-space K λ [X 1 , . . . , X n ] is an iterated Poisson-Ore extension of the form:
where α i is the Poisson derivation of the Poisson algebra
The main tool to define the characteristic-free Poisson deleting derivation algorithm is the existence of higher derivations which are compatible with Poisson brackets. We now fix the notation and terminology used in this article. Definition 1.3. Let A be a Poisson K-algebra, α ∈ Der P (A) and η ∈ K.
and locally nilpotent if for all a ∈ A there exists n ≥ 0 such that D i (a) = 0 for all i ≥ n.
(2) A higher derivation (D i ) is a higher α-skew Poisson derivation if for all a, b ∈ A and all n ≥ 0:
We now recall the Poisson deleting derivation homomorphism that was defined in [15, Section 2.3]. 
uniquely extends to a Poisson K-algebra isomorphism:
We set B := A[X; α, δ] P and S := {X i | i ≥ 0} so that we have BS −1 = A[X ±1 ; α, δ] P . We deduce immediately the following result. 
Proof.
A class of iterated Poisson-Ore extensions
In this section, we introduce the class of Poisson algebras that we will study in this paper.
Hypothesis 1.6.
•
is an iterated Poisson-Ore extension over K. We set
• Suppose that for all 1 ≤ j < i ≤ n there exists λ ij ∈ K such that α i (X j ) = λ ij X j . We set
• For all 2 ≤ i ≤ n, assume that the derivation δ i extends to an iterative, locally nilpotent higher
Notation 1.7. We denote by P the class of iterated Poisson-Ore extensions which satisfy Hypothesis 1.6.
then the intermediate Poisson algebras A i from Hypothesis 1.6 also belongs to P.
In the next sections we will need to use inductive arguments to define and study the Poisson deleting derivations algorithm. In the induction step we will need to re-arrange the order of the indeterminates of an iterated Poisson-Ore extension in P. The following lemma will ensures that the new Poisson algebra is still in P, so that one can apply the deleting derivation homomorphism to this new algebra, and thus proceed with the induction.
The restriction of a linear map f to a subspace V of its domain will be denoted by f | V .
Lemma 1.8. Let A ∈ P with δ j+1 = · · · = δ n = 0. With the notation of Hypothesis 1.6, we have the following.
(1) Since {X l , X j } = λ lj X l X j for all j < l ≤ n, the order of the variables X j , . . . , X n can be changed. The resulting Poisson (α i -)derivations are those described above.
(2) This is an easy induction using [15, Lemma 3.1] . (3) This follows directly from (1) and (2).
Poisson deleting derivations algorithm
We continue using the notation of Hypothesis 1.6. We are now ready to describe the Poisson deleting derivations algorithm. For j running from n+1 to 2 we define, by a decreasing induction, a sequence (X 1,j , . . . , X n,j ) of (algebraically independent) elements of Frac A and we set C j := K[X 1,j , . . . , X n,j ]. For j = n + 1 we set (X 1,j , . . . , X n,j ) := (X 1 , . . . , X n ) so that C n+1 = A. Fix 2 ≤ j ≤ n. Suppose that the sequence (U 1 , . . . , U n ) := (X 1,j+1 , . . . , X n,j+1 ) is defined and that the algebra C j+1 satisfies the following hypothesis: Hypothesis 1.9.
(1) C j+1 is isomorphic to an iterated Poisson-Ore extension of the form:
Note that (1) of Hypothesis 1.9 allows us to express C j+1 as the iterated Poisson-Ore extension:
where for all 1 < i ≤ j the maps α i and δ i satisfy the hypothesis made in Section 1.2. In particular, for all 1 < i ≤ j, the derivation δ i extends to an iterative, locally nilpotent higher
. . , X n,j ) is then defined as follows:
Proposition 1.10. We have:
(1) The algebra C j is isomorphic to an iterated Poisson-Ore extension of the form:
(2) For all l ∈ {j, . . . , n}, the map β l is a Poisson derivation such that
Proof. By Hypothesis 1.9 and Lemma 1.8 we can write:
where β ′ l for all j < l ≤ n and α ′ j and δ ′ j are defined as in assertion 1 of Lemma 1.8. In particular δ ′ j extends to an iterative, locally nilpotent higher
on the Poisson algebra:
Therefore by applying Theorem 1.4 to the Poisson algebra C j+1 [U j ; α ′ j , δ ′ j ] P we get a Poisson algebra isomorphism:
In particular, for all 1 ≤ i ≤ n with i = j, we have θ(U i ) = V i since:
Moreover U j = V j , thus we have:
and by Corollary 1.5 we get
j . This proves assertion (3). Since {V l , V j } = λ lj V j V l for all j < l ≤ n we can bring back V j in the j-th position:
where for all j ≤ l ≤ n, the map β ′′ l is a Poisson derivation such that β ′′ l (V i ) = λ li V i for all 1 ≤ i < l. This proves assertion (1) .
Finally, the fact that
and all k ≥ 0, follows directly from the equalities:
This proves assertion (2).
Corollary 1.11. The algebra A := C 2 is a Poisson affine space. More precisely, by setting
for all 1 ≤ i ≤ n and λ for the skew-symmetric matrix defined by λ := (λ ij ) ∈ M n (K) we have:
Poisson deleting derivations algorithm and Poisson spectrum
Recall that for a Poisson algebra B we denote by P.Spec (B) its Poisson spectrum, i.e. the set of prime ideals of B which are also Poisson ideals. P.Spec (B) is endowed with the induced Zariski topology. In this section we focus on the behaviour of the Poisson spectrum of an iterated Poisson-Ore extension A ∈ P under the Poisson deleting derivation algorithm. We show that there is an embedding between P.Spec (A) and P.Spec (A). This is done by showing that, at each step of the algorithm there is an embedding between P.Spec (C j+1 ) and P.Spec (C j ) for all 2 ≤ j ≤ n.
Throughout this section, we use the notation of Hypothesis 1.6 and as previously we fix 2 ≤ j ≤ n, and set U i := X i,j+1 and V i := X i,j for all 1 ≤ i ≤ n.
The embedding ϕ
Recall that U j = V j , and set:
These sets partition P.Spec (C j ) and P.Spec (C j+1 ). Since we have
j , contraction and extension of ideals provide bijections between P 0 j (C j ) and P 0 j (C j+1 ) (it is easy to show that the contraction or the extension of a Poisson ideal is again a Poisson ideal). More precisely we have the following result.
Lemma 2.1. There is a bi-increasing homeomorphism ϕ 0 j :
We now want to compare P 1 j (C j+1 ) and P 1 j (C j ). For, we denote by U j P the smallest Poisson ideal in C j+1 containing U j and for all 1 ≤ i ≤ n, we denote by U i the image of U i in the Poisson algebra C j+1 / U j P .
Lemma 2.2. There is a surjective Poisson algebra homomorphism
Proof. The map g j is the composition of the canonical quotient map π : C j+1 → C j+1 / U j P and the algebra isomorphism Ψ :
(Note that when k = j we have U k = 0). If k < j remark that Ψ(δ k (V l )) = δ k (U l ) and we have:
Set N j := ker(g j ). Then there is a bi-increasing homeomorphism ϕ 1 j :
Lemma 2.3. There is an increasing and injective map ϕ 1 j :
which induces a bi-increasing homeomorphism on its image.
We can now define a map ϕ j : P.Spec (C j+1 ) → P.Spec (C j ) by setting:
As a direct consequence of Lemmas 2.1 and 2.3 we get the following result.
Proposition 2.4. The map ϕ j : P.Spec (C j+1 ) → P.Spec (C j ) is injective. For ε ∈ {0, 1}, the map ϕ j induces a bi-increasing homeomorphism from P ε j (C j+1 ) to ϕ j P ε j (C j+1 ) which is a closed subset of P ε j (C j ).
The canonical partition of P.Spec (A)
Definition 2.5. We set ϕ := ϕ 2 • · · · • ϕ n . This is an injective map from P.Spec (C n+1 ) = P.Spec (A) to P.Spec (C 2 ) = P.Spec (A) and we refer to it as the canonical embedding.
For w ∈ W , we set:
where we recall that the T i are the generators of the Poisson affine space A. Remark that these sets form a partition of P.Spec (A). For all w ∈ W we set:
and W ′ P for the set of w such that P.Spec w (A) = ∅, i.e.
This family forms a partition of P.Spec (A):
Definition 2.6. This partition of P.Spec (A) will be called the canonical partition, the elements of W ′ P will be called the Cauchon diagrams associated to A, or Cauchon diagrams for short. Finally, for w ∈ W ′ P the set P.Spec w (A) is called the stratum associated to w.
Remark that the set W ′ P depends on the expression of A as an iterated Poisson-Ore extension.
A membership criterion for Im(ϕ)
The following results help us to understand whether or not a given Poisson prime ideal of A belongs to the image of the canonical embedding. This will be useful to understand better the canonical partition and when dealing with examples. We start this section with a membership criterion for Im(ϕ j ). Recall that N j = ker(g j ) was defined in Section 2.1.
Lemma 2.7. Let Q ∈ P.Spec (C j ). Then:
Proof. This is clear since the map ϕ 0 j is a bijection from P 0 j (C j+1 ) to P 0 j (C j ) and the map ϕ 1 j is a bijection from P 1 j (C j+1 ) to {Q ∈ P.Spec (C j ) | N j ⊆ Q}.
Set f 1 := id P.Spec (A) . For all 2 ≤ j ≤ n we define a map f j : P.Spec (C j+1 ) → P.Spec (A) by setting f j := f j−1 • ϕ j . Note that the f j s are injective maps. We deduce from Lemma 2.7 the following membership criterion for Im(ϕ).
Proposition 2.8. Let Q ∈ P.Spec (A). The following are equivalent:
• Q ∈ Im(ϕ),
• for all 2 ≤ j ≤ n we have Q ∈ Im(f j−1 ) and
Remark 2.9. To understand N j it is enough to understand U j P since N j = Ψ −1 ( U j P ), where the algebra isomorphism Ψ :
By minimality of U j P , the reverse inclusion will be satisfied if the left hand side is a Poisson ideal. However this is not always the case as the following example demonstrates. Let A be the iterated Poisson-Ore extension A :
{Y, X} = −XY + 1,
One can check that A ∈ P, but that Z, Y 2 is not a Poisson ideal of A.
Topological and algebraic properties of the canonical embedding
In this section we investigate topological properties of the canonical embedding. We start with some results that will be used in this section as well as latter on.
Lemma 2.10. Let l ∈ {j . . . , n}, P ∈ P.Spec (C j+1 ) and Q := ϕ j (P ) ∈ P.Spec (C j ). Then we have:
Proof. If l = j, then (U l ∈ P ) ⇔ P ∈ P 1 j (C j+1 ) and (V l ∈ Q) ⇔ Q ∈ P 1 j (C j ) , and the result is given by Proposition 2.4. We distinguish between two cases when l > j. First, if P ∈ P 0 j (C j+1 ), then we have:
Next, if P ∈ P 1 j (C j+1 ), then we have:
For Q ∈ Im(ϕ), we set P j := f −1 j−1 (Q) ∈ P.Spec (C j ) for all 2 ≤ j ≤ n + 1. In particular, note that Q = P 2 . Corollary 2.11. Let i ∈ {1, . . . , n} and Q ∈ Im(ϕ). We have
Proof. This follows by induction from Lemma 2.10.
Note that the sets X w and Y w can be empty. Lemma 2.12. For j ≤ l ≤ n we have:
Proof. Remark that since l ≥ j we have U l = X l,k = T l for all 2 ≤ k ≤ j + 1. If j = 1, we have X w = P.Spec w (A) and the result comes from the definition of P.Spec w (A).
Assume that j ≥ 2 and the result shown for j − 1. First assume that l / ∈ w and let P ∈ X w . If
10. This contradicts the induction hypothesis, thus U l / ∈ P . Next assume that l ∈ w and let P ∈ X w . If U l / ∈ P then V l / ∈ Q = ϕ j (P ) ∈ Y w by Lemma 2.10. This contradicts the induction hypothesis, thus U l ∈ P .
Lemma 2.13. The set f j (X w ) is a closed subset of P.Spec w (A), and f j induces (by restriction) a bi-increasing homeomorphism from X w to f j (X w ).
Proof. The result is trivial if j = 1. Assume that j ≥ 2 and that the result is shown for j − 1. By Lemma 2.12 (applied to l = j for j and j − 1) we have:
Therefore we have ϕ j (X w ) = Y w ∩ Z where Z = ϕ j (P ε j (C j+1 )) with ε ∈ {0, 1}. By Proposition 2.4, Y w ∩ Z is a closed subset of Y w , and ϕ j induces a bi-increasing homeomorphism from X w to Y w ∩ Z. By the induction hypothesis f j−1 induces a bi-increasing homeomorphism from Y w to f j−1 (Y w ) which is a closed subset of P.Spec w (A).
Thus f j−1 (Y w ∩ Z) is a closed subset of f j−1 (Y w ) (as the image of a closed subset by an homeomorphism), and so is a closed subset of P.Spec w (A). Since f j (X w ) = f j−1 •ϕ j (X w ) = f j−1 (Y w ∩Z), the first assertion is proved.
The map f j :
is the composition of the two maps ϕ j : X w → Y w ∩ Z and f j−1 : Y w ∩ Z → f j−1 (Y w ∩ Z) which are both bi-increasing homeomorphisms.
When j = n we have f j = ϕ and X w = P.Spec w (A), for all w ∈ W . We deduce the following result.
Theorem 2.14. Let ϕ : P.Spec (A) → P.Spec (A) be the canonical embedding and w ∈ W ′ P . Then ϕ(P.Spec w (A)) is a (non empty) closed subset of P.Spec w (A), and ϕ induces (by restriction) a biincreasing homeomorphism from P.Spec w (A) to ϕ(P.Spec w (A)).
In a lot of examples (when the Poisson algebra considered is supporting a suitable torus action for instance) the inclusion of the previous theorem is actually an equality:
However this is not true in general as the following example demonstrates. 
Therefore A ∈ P and we can apply the deleting derivations algorithm (actually the deleting derivation homomorphism is enough here since there is only one step in the algorithm). The Poisson algebra A is the Poisson affine space K λ ′ [T 1 , T 2 , T 3 , T 4 ] where:
and where
4 and T 4 = X 4 . The canonical embedding is the map ϕ from P.Spec (A) to P.Spec (A) defined by:
where S is the multiplicative set of A generated by X 4 , and where:
Firstly we show that {4} ∈ W ′ P ⊆ W = P([ [1, 4] ]). Set P := X 4 P = X 4 , X 1 + X 2 . It easy to see that P ∈ P.Spec (A). Since X 4 ∈ P , Lemma 3.1 gives us a Poisson algebra isomorphism A/P ∼ = A/ϕ(P ) sending X i + P to T i + ϕ(P ) for 1 ≤ i ≤ 4. Therefore we have T 4 ∈ ϕ(P ) and T 1 , T 2 , T 3 / ∈ ϕ(P ). Hence ϕ(P ) ∈ P.Spec {4} (A) and {4} ∈ W ′ P . Secondly, since {4} ∈ W ′ P , Theorem 2.14 tells us that the set ϕ P.Spec {4} (A) is a non-empty closed subset of P.Spec {4} (A). We will show that this inclusion is strict. For Q ∈ P.Spec {4} (A) we have T 4 ∈ ϕ(Q) ∈ P.Spec {4} (A), so X 4 ∈ Q. But then Q ∈ P 1 (A) and thus T 4 , T 1 + T 2 ⊆ ϕ(Q). Hence we have the following inclusion:
But it is clear that T 4 ∈ P.Spec {4} (A). Thus :
To conclude this section we prove the following criterion for a Poisson prime ideal to belong to the image of the canonical embedding.
Proof. We prove by induction that Q ∈ Im(f j ) for all 1 ≤ j ≤ n. When j = 1 the result is trivial since f 1 is the identity on P.Spec (A). Suppose that Q ∈ Im(f j−1 ) for some 2 ≤ j ≤ n. We have to show that f
by Lemma 2.13 (with j replaced by j − 1). We now distinguish between two cases.
Assume that U j / ∈ f −1 j (ϕ(P )). Then by Corollary 2.11 we have T j / ∈ ϕ(P ) and so j / ∈ w. But then by Lemma 2.12 we have U j / ∈ f −1 j−1 (Q) and thus f
and Lemma 2.7 shows that f
This concludes the induction. The result follows by taking j = n.
Poisson prime quotients of A and A
In this section we study the behaviour of the Poisson prime quotients of a Poisson algebra A ∈ P under the deleting derivations algorithm. We continue using notation from Hypothesis 1.6 and Section 2.
Fix 2 ≤ j ≤ n, let P ∈ P.Spec (C j+1 ) and set Q := ϕ j (P ) ∈ P.Spec (C j ). As usual, to simplify notation we set U i := X i,j+1 and V i := X i,j for all i. We also set D := C j+1 /P and E := C j /Q. Finally, we set d i := U i + P and e i := V i + Q for all 1 ≤ i ≤ n. Proof. d j = 0 means that P ∈ P 1 j (C j+1 ) and Q = g −1 j (P/ U j P ). Thus we have a surjective Poisson algebra homomorphism:
whose kernel is Q.
Lemma 3.2.
Assume that d j = 0 and set S j := {d n j | n ≥ 0}. Then there is an injective Poisson algebra homomorphism Λ : E → DS j −1 defined by:
Proof. By assumption P ∈ P 0 j (C j+1 ), so QS
j and we have the following identifications:
Thus the canonical embedding of C j in C j S −1 j induces a well-defined injective Poisson algebra homomorphism Λ from E to DS j −1 whose expression is clear from the equalities: 
An easy induction gives us the following result on the Poisson structure of the fields of fractions of the Poisson prime quotients of A.
Corollary 3.4. Let A ∈ P, P ∈ P.Spec (A) and set Q := ϕ(P ) ∈ P.Spec (A).
Then we have a Poisson algebra isomorphism:
Frac A/P ∼ = Frac A/Q .
In particular this corollary says that in order to prove the quadratic Poisson Gel'fand-Kirillov problem (see [9] or [15] ) for the Poisson prime quotients of A it is enough to prove it for the Poisson prime quotients of the Poisson affine space A. We retrieve the result of [15, Therorem 3.3 (2) ] with the addition that the ideal Q is now charaterised by the canonical embedding. In characteristic zero the Poisson prime quotients of a Poisson affine space indeed satisfy the quadratic Poisson Gel'fandKirillov problem ([9, Theorem 3.3]), but this is not clear anymore in positive characteristic.
Poisson Dixmier-Moeglin equivalence
In this section we prove that the Poisson Dixmier-Moeglin equivalence holds for the Poisson algebras of the class P when char K = 0. As stated in the introduction it only remains to show that the Poisson rational ideals of A ∈ P are also locally closed. We continue to use the notation of Hypothesis 1.6 and of Sections 2 and 3. For a Poisson prime ideal P of a Poisson algebra A we set:
The set V (P ) is a closed set of P.Spec 
Lemma 4.1. Let A be a Poisson algebra and P ∈ P.Spec (A). Then P is locally closed if and only if the intersection of all the Poisson prime ideals properly containing P is an ideal properly containing P .
Proof. Let I be the intersection of all the Poisson prime ideals of A properly containing P . If P I, then W (I) ∩ V (P ) = {P }, i.e. {P } is a locally closed point P.Spec (A). Conversely, if P is locally closed, then there are ideals I and L in A such that V (I) ∩ W (L) = {P }. Therefore we can see that P L + P ⊆ I.
Hence P is locally closed if and only if the intersection of all non trivial Poisson prime ideals in A/P is non trivial. Proof. Recall that by applying the Poisson deleting derivations algorithm to the Poisson algebra A we get a sequence of Poisson algebras C j where j runs from n + 1 to 2 such that C n+1 = A and C 2 = A is a Poisson affine space. We will show by an increasing induction on j that all Poisson rational ideals of C j are locally closed. When j = 2 the algebra A is a Poisson affine space and the result comes from [7, Example 4.6] . Assume that for some 2 ≤ j ≤ n the Poisson rational ideals of C j are locally closed. Let P ∈ P.Spec (C j+1 ) be a Poisson rational ideal. We distinguish between two cases: either U j ∈ P , or U j / ∈ P .
Case 1: If U j ∈ P , then by Lemma 3.1 we get a Poisson algebra isomorphism between C j+1 /P and C j /ϕ j (P ), and the result follows.
Case 2: If U j / ∈ P , then by Lemma 3.2 we get the equality
j , which leads to the isomorphism:
Therefore ϕ j (P ) ∈ P.Spec (C j ) is Poisson rational, and so is locally closed. We now introduce a few notation: Let I be the intersection of all the Poisson prime ideals of C j+1 properly containing P . We have:
By the induction hypothesis we have:
Since the map ϕ j restricts to a bi-increasing homeomorphism from F 0 j+1 to F 0 j we have:
Therefore there exists a ∈ T 0 j+1 \ P . Moreover by definition we have U j ∈ T 1 j+1 \ P . Since P is a prime ideal and a, U j / ∈ P it clear that:
and by (1) we obtain that P is locally closed. This concludes the induction. The case j = n gives us the result for C n+1 = A.
We are now ready to state the main results of this section. Corollary 4.4. Let A ∈ P and assume that char K = 0. Then for all P ∈ P.Spec (A) we have the following equivalence:
We can also describe the primitive ideals of A ∈ P inside their stata, namely they are exactely the
endowed with the Poisson bracket given by:
X ij X kl if i < k and j = l, X ij X kl if i = k and j < l, 0 if i < k and j > l, 2X il X kj if i < k and j < l.
In the next section we show that we can apply the deleting derivations algorithm to the Poisson algebra A, and therefore construct the corresponding canonical embedding. As usual we will denote by
We denote by G the set consisting of all m × p arrays whose boxes are colored either in black or in white. There is a bijection:
where C w is the m × p array such that for all [1, p] ] the box in position (i, j) is black if and only if (i, j) ∈ w. For latter purpose we set w C := ξ −1 (C) ∈ W for C ∈ G. We want to understand the set of Cauchon diagrams W ′ P under this bijection. We denote by G the subset of G defined as follows.
Definition 5.2.
The set G consists of all m×p grids with black or white boxes satisfying the following property. If a box is black, then every box strictly to its left is black or every box strictly above it is black. We will refer to this property as the Cauchon property. For the element C ∈ G of Figure 2 we have: (1, 4) , (2, 4) , (3, 1) , (3, 2) , (3, 3) , (3, 4) , (3, 5) , (4, 1) , (4, 2) , (4, 4)} ∈ P [ [1, 4] ] × [ [1, 5] ] .
In Section 5.3 we will prove that ξ induces by restriction a bijection between W ′ P and G.
Poisson deleting derivations algorithm and matrix Poisson varieties
In [15, Section 4.2] we showed that A = O M m,p (K) satisfies Hypothesis 1.6 when m = p. It is straighforward to see that this is still true when m = p. In particular we obtain the following:
• A can be expressed as an iterated Poisson-Ore extension
for suitable maps α uv and δ uv , where the indeterminates are ordered in the lexicographic order.
• 
We now make explicit the Poisson deleting derivations algorithm in the context of matrix Poisson P.Spec (C (u,v) ) defined by:
where S (u,v) is the multiplicative set of C (u,v) + generated by X
uv , and where:
is a surjective Poisson algebra homomorphism. By setting ϕ :
, we obtain the canonical embedding ϕ : P.Spec (A) → P.Spec (A). We also define for all
Remark that we have P (1,2) = Q. We now recall the following membership criterion for Im(ϕ (u,v) ), where N (u,v) := ker(g (u,v) ). 
We will often use this corollary whitout reference in the following.
Cauchon diagrams for O M m,p (K)
In this section we give a combinatorial description of the set W ′ P of Cauchon diagrams for the Poisson algebra O M m,p (K) . More precisely we prove that ξ(W ′ P ) = G. The following definition will make the next proofs more readable.
we have:
Note that to a Cauchon matrix M = (m ij ) ∈ M m,p (R) we can associate a unique element C M of G (of size m × p) by putting for all i, j a black box in position (i, j) if and only if m ij = 0. We are just saying that the shape of the 0s in M forms an element of G.
when s < u and j < v, we have:
∈ P (u,v) for all 1 ≤ s ≤ i and this concludes the induction.
Conversely, we will prove that ξ −1 (G) ⊆ W ′ P in the next proposition. For, we use Proposition 5.3 which requires an explicit description of N (u,v) . The next lemma describes this ideal explicitely. Its (computational and tedious) proof is given in Appendix A. Recall that char K = 2.
Lemma 5.7. We have
otherwise.
We are now ready to prove the missing inclusion.
Proposition 5.8. We have ξ −1 (G) ⊆ W ′ P .
Proof. Let C ∈ G. We want to show that w C := ξ −1 (C) ∈ W ′ P . Note that to show that w C ∈ W ′ P it is enough to show that J w C ∈ Im(ϕ). We show by induction that J w C ∈ Im(f (u,v) ) for all (1, 1) ≤ (u, v) ≤ (m, p). The case (u, v) = (m, p) will then give the result since f (m,p) = ϕ.
If (u, v) = (1, 1) we have f (u,v) = id P.Spec (A) and the result is trivial. Assume that J w C ∈ Im(f (u,v) − ) for some (1, 2) ≤ (u, v) ≤ (m, p), and set: (C (u,v) ).
Since f (u,v) = f (u,v) − • ϕ (u,v) it is enough to prove that P (u,v) ∈ Im(ϕ (u,v) ).
Case 1: If T uv / ∈ J w C , then T uv = X (u,v) + uv = X (u,v) uv / ∈ P (u,v) and P (u,v) ∈ P 0 (u,v) (C (u,v) ). So by Proposition 5.3 we have indeed P (u,v) ∈ Im(ϕ (u,v) ).
Case 2: If T uv ∈ J w C , then T uv = X (u,v) + uv = X (u,v) uv ∈ P (u,v) and P (u,v) ∈ P 1 (u,v) (C (u,v) ). By Proposition 5.3, we have P (u,v) ∈ Im(ϕ (u,v) ) if and only if N (u,v) ⊆ P (u,v) . Therefore, by Lemma 5.7, we will get the result if we show that X (u,v) ul ∈ P (u,v) for all 1 ≤ l ≤ v, or that X (u,v) kv ∈ P (u,v) for all 1 ≤ k ≤ u. Since C ∈ G, the matrix T ij + J w C ij is a Cauchon matrix. Therefore, T uv ∈ J w C implies that T ul ∈ J w C for all 1 ≤ l ≤ v, or T kv ∈ J w C for all 1 ≤ k ≤ u.
Case 2.1: If T ul ∈ J w C for all 1 ≤ l ≤ v, then we prove by induction on j that X (u,j) ul ∈ P (u,j) for all l ≤ j ≤ v. If j = l, the result comes from the equivalence:
T ul ∈ J w C ⇐⇒ X (u,l) + ul = X (u,l) ul ∈ P (u,l) (Corollary 5.4).
Assume now that X (u,j) ul ∈ P (u,j) for some j ∈ {l, . . . , v − 1}. We show that X (u,j) + ul ∈ P (u,j) + .
(u,j) uj / ∈ P (u,j) , then we have:
P (u,j) + = P (u,j) S (u,j) + −1 ∩ C (u,j) + .
Therefore: X (u,j) ul = X (u,j) + ul ∈ P (u,j) ∩ C (u,j) + ⊂ P (u,j) + , as required. Case 2.1.2: If X (u,j) uj ∈ P (u,j) , then we have:
In particular:
g (u,j) (X This finishes the induction. We conclude this case by taking (i, j) = (u, v) to get X (u,v) kv ∈ P (u,v) for all 1 ≤ k ≤ u, as desired.
By gathering Propositions 5.6 and 5.8 together, we get the following result:
Theorem 5.9. Let w ∈ W . The following are equivalent:
(1) w ∈ W ′ P , (2) J w ∈ Im(ϕ), (3) C w ∈ G, (4) ϕ −1 P.Spec w (A) = ∅.
Since J w ⊆ Q for all Q ∈ P.Spec w (A), Proposition 2.16 and the equivalence (1) ⇐⇒ (2) shows that for all w ∈ W ′ P we have P.Spec w (A) ⊆ Im(ϕ). Therefore we have:
ϕ P.Spec w (A) = P.Spec w (A) when w ∈ W ′ P ,
i.e. the inclusion of Theorem 2.14 is actually an equality in the case of matrix Poisson varieties. Remark that in characteristic zero this can also be deduced from the results of [7] . Theorem 5.9 also show in particular that there is a bijection between the sets W ′ P and G. This answers positively Question 0.1 for those algebras, since the set of Cauchon diagrams for the algebra of m × p quantum matrices W ′ is also in bijection with G as shown in [5, Théorème 3.2.1].
A Proof of Lemma 5.7
For convenience of notation we write Y ij = X (u,v) + ij for all (1, 1) ≤ (i, j) ≤ (m, p). By Remark 2.9 it is enough to show that the ideal:
is a Poisson ideal of C (u,v) + . Since char K = 2 we have:
Firstly it is clear that {Y uv , P } ∈ I for all P ∈ C (u,v) + . Secondly, we prove that We will prove that B ∈ I by examining all possible cases for (1, 1) ≤ (i, j) ≤ (u, v).
