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中   文   摘   要 
很多科学工程计算问题都转化为求解大型稀疏的线性方程组 Ax b= ，如偏微
分方程组的差分格式，有限元方法离散得到的刚度矩阵等等, 系数矩阵 A 都具
有大而稀疏的特点。由于问题的规模往往非常大，因此迭代法成为求解大型稀疏








第一章, 我们简单介绍研究 Krylov 子空间法的背景, 动机及目的。 
第二章, 介绍 Krylov 子空间的定义、定理以及一些相关名词，并探讨子空
间与矩阵的关系来作为各种 Krylov 子空间法发展的基础。 


























Many scientific and engineering computational problems have been 
changed into a large sparse linear equation Ax b= , such as difference 
format of partial differential equations, stiffness matrix obtained from 
discretion by using finite element method etc. Due to the scale of the 
problem are often very large, the iterative method becomes one of the most 
commonly used methods for solving large sparse linear equations Ax=b. The 
basic idea of iterative method is as follows: Starting from some 
approximation of the solution, we construct an infinite series to 
approximate the exact solutions (generally solution would not be the exact 
solution within several step). Compared with the direct method, iterative 
method can maintain the sparsity of the matrix, simple calculation, the 
advantages of easy programming, and in many cases, rapid convergence, thus 
can effectively solve large sparse equations. 
In this paper, we will review some famous iterative methods of Krylov 
subspace such as IGCG, CGS, and BICGSTAB and discuss at what kind of 
situation the breakdown will occur, then select several algorithms to 
solve large-scale sparse linear equations, obtained from discretization 
of partial differential equations by using the method of finite difference, 
and compare their iteration times and speed of convergence. 
Five chapters are folded in this paper. 
    In chapter one, we simply introduce the background, motivation and 
purpose of Krylov subspace methods.  
    In chapter two, we give the definition and some theorems of Krylov 
subspace, and review some relations between subspace and matrix to discuss 
the development of Krylov subspace. 
    In chapter three, we introduce some well-known methods of Krylov 
subspace. 
    In chapter four, we give some numerical experiment to demonstrate the 
advantages of these methods. 
In chapter five, we give a conclusion of this paper. 




















第一章 绪  论 
 1.1  引 言 
很多科学工程计算问题都转化为求解大型稀疏的线性方程组 Ax b= ，如偏微
分方程组的差分格式，有限元方法离散得到的刚度矩阵等等, 系数矩阵 A 都具
有大而稀疏的特点。由于问题的规模往往非常大，因此迭代法成为求解大型稀疏









法最基本的想法就是将给定的线性方程组 Ax b= 中的系数矩阵 A分解成两个矩
阵的和，其中一个矩阵将会使得给定的线性方程组容易求得其真解。例如,最简
单的分法是 ( )A I I A= − − ,这个分法得到的迭代法就是著名的Richardson 法： 
 给定初始值 (0)x  





要条件是矩阵 I A− 中的最大特征值的模必须小于1, 而这个模的值越小，收敛的
速度越快。Ewald Bodewig 在他的书[1]中提到: 除非系数矩阵A是接近对角矩















在 1952年左右，Hestenes 与 Stiefel [2] 提出了另一种形式的迭代法  (共轭
梯度法)。虽然这种方法仅限于求解对称正定的矩阵但其收敛的速度却快于之前
的基本迭代法。此法在迭代过程中构建了一序列的子空间，称之为 Krylov 子空
间。不久，Luenberger [3]最先提出求解对称但非正定方程组，之后又有Paige 与 
Saunders [4]，Bunch 与 Kaufman [5]，Fridman [6] 及 Stoer 与Freund [7] 陆续提
出有关求解对称但非正定方程组的方法。 
之后许多学者发明了一些方法去扩展 CG法，最早如 Concus 与 Golub [8] 
跟 Widlund [9]给了一种广义的共轭梯度法，其中系数矩阵是实的正定矩阵。而
Vinsome [10]提出一种叫Orthomin的方法与 Young 和 Jea [11][12]提出广义的共
轭梯度法 (IGCG)中的Orthomin中的方法是相似的。而其他和Orthomin方法类似














































































矩阵的关系来作为各种 Krylov 子空间法发展的基础。 
定 义 2 . 1. 令 Nv R∈ ,  由 1, , , mv Av A v−L 所生成的子空间称之为由 v 与
 A 所生成的第 m 个 Krylov子空间, 并记 ( , )mK v A 。 
 借由Krylov子空间 的定义 可 以 得 知对于任 意 的n 大于1，可 以 得 
到 1( , ) ( , )n nK v A K v A+⊆ 。因为
NR 空间中最多仅有 N 个线性无关量，因此最后由 
v 跟A 所生成的向量集最后会成线性相关，将 , , , dv Av A vL  成线性无关的最大正
整数记为d，称 d 为 v 对于A的指数。由指数的定义可以知道 d 必定小于或等
于 1N − 。 借 由 基 本 迭 代 法 可 以 推 得 对 于 任 意 的 n 大 于 零 ，
(0) (1) (0) (2) (0) ( ) (0)( , ) { , , , }nnK r A Span x x x x x x= − − −L 。因 此 得知
( ) (0)nx x− 会属于
(0)( , )nK r A  中  ，因此也会属于
(0)
1( , )dK r A+ ，但  是   
(0)x x− 是否也会属于
(0)
1( , )dK r A+ ，下面这个定理将给予这个保证。 
定理 2.2. 令 (0)r 对于 A的指数为 d ，若 (0) (0)( , )mx x K r A− ∈ ，则 1m d≥ + 。 
证明见[11]。 
既然 (0) (0)1( , )dx x K r A+− ∈ ， 必然存在  
1dRα +∈ 满足 
                (0) (0) (0) (0)( , , , )dx x r Ar A r α= + L       （2.1） 
也就是 x 可以借由求取α 得到，可惜 (0)r 对于 A的指数 d 难以得知，所以必须借
由一个矩阵 Z ，并经由迭代的方法，从超平面 (0) (0)( , )nx K r A+ 中求取满足 
















( )nr 与子空间 (0)( , )t nZ K r A 垂直。所求的 Z 须满足对于任何的 1,2, , 1,n d= +L 线性
方程组 
(0) (0) 1 (0) (0) (0) (0) 1 (0) (0) (0) 1 (0) ( )( , , , ) ( , , , ) ( , , , )n t n t n nr Ar A r Zr r Ar A r ZA r Ar A r α− − −=L L L
（2.2） 
有  唯  一  解  。因为 0r b Ax= − = 且 (0) (0)1( , )dx x K r A+= + ，显然 x 是
(0) (0)
1( , )dx K r A++ 中满足 Galerkin 条件的一个向量，而在什么条件下才能使
( 1)dx x+ = 成立，将在后面再予讨论。 
为了从 Krylov 子空间求得较好的解，因此需要找出一个较合适的基来作为 
Krylov 子空间的基。根据数值的观点用 (0) (0) 1 (0), , , nr Ar A r−L 作为 (0)( , )nK r A 的基是
相当不适合的，因为当 n 够大时 (0)nA r 会趋近于系数矩阵中最大的固有值所对应
的固有向量。因此可以在迭代的过程中建立一组利于求取近似解 ( )nx 的基
(0) (1) ( ){ , , , }np p pL 来取代原先的基 (0) (0) 1 (0){ , , , }nr Ar A r−L ，在[15] 中提到两种方
向向量的取法常常被拿来作为 Krylov 子空间的基。 
 由于定理 2 .2 保证 (0) (0)1( , )dx x K r A+− ∈ ，但是指数 d 不知道，为了确保 n = d 
+ 1 时 ( )nx x= 会成立，因此要求对于每个 0,1, ,n d= L ，近似解 
        ( 1) (0) (0) (1) ( ) ( )( , , , )n n nx x p p p α+ = + L             （2.3） 
唯一确定。由于 (0) (1) ( ), , , np p pL 是一组线性无关的向量，所以满足（2.3）的是 ( )nα
唯一的。 
前面提到利用一个矩阵 Z 来求取 ( )nα ，到底 Z 在什么条件下能保证在满足  
Galerkin 条件下，所导出的线性方程组 
(0) (1) ( ) (0) (0) (1) ( ) (0) (1) ( ) ( )( , , , ) ( , , , ) ( , , , )n t n t n t np p p Zr p p p ZA p p p α=L L L    （2.4） 
有 唯 一 解 , 且 在 n d= 时 , （ 2.4 ） 式 的 唯 一 解 ( )dα 能 够 满 足
















定义 2 . 3：令H 为 N N× 的矩阵且 1 2, , , nv v vL 是
NR 空间的向量。假如 
                 , 0i j Hv v =   1 j i n≤ < ≤   (2.5) 
则 1 2, , , nv v vL 为
NR 中的 H -半正交向量。 
定义 2 . 4. 给定一个 N N× 的矩阵 H，若能使得对于任意非零的 1N × 的实向量
x 都能满足 , 0
H
x x ≠ ，则称此矩阵 H 为非零实矩阵。 
下面这个定理说明了对于任意的线性无关组都可以利用广义的 
Gram-Schmidt 过程将它转换成 H -半正交的线性无关组。 
定 理 2 . 5.  令 H 为 N N× 的非零实矩阵，而且 1{ , , }np pL 是
NR 中的线性无关
组。  此外定义  1 1v p= ， 1 1 ,
1
k
k k k i i
i
v p vα+ +
=






















，则 1{ , , }nv vL 为 H -半正交并依旧是线性无关
组。 
 由于 (0)r 对于 A的指数 d 常小于 N ，因此并不需要限定矩阵 Z 满足 ZA 为非零
实的，即对于矩阵 Z 的条件可以放宽。 
定 义 2 . 6. 令 S 为 NR 中的子空间，而且令H 为 N N× 的实矩阵。若对所有子
空间 S 中的向量 0x ≠ 都能满足 , 0
H
x x ≠ ，则称 H 对于子空间 S 是非零实的。 
定 理 2 . 7. 假设S为 NR 空间中的 n维子空间，H 为 N N× 矩阵且对于子空间S
是非零实的，则S中仅有零向量垂直子空间HS ，并且HS中唯有零向量垂直 S 。 
   由定理 2.7 得知矩阵Z若满足 ZA对于 (0)( , )dK r A 是非零实的，则对于任意
的 n N∈ ，子空间 (0)( , )nZAK r A 中唯有零向量垂直子空间
(0)( , )nK r A 。是否线性方
程组(2 . 4)能因为ZA对于 (0)( , )dK r A 为非零实的而保有唯一解，我们将介绍下面
两个定理： 















1{ , , }np pL 是子空间S的一组基，则矩阵 1 2 1, 2,( , , , ) ( , )
t
n nB Hp Hp Hp p p p= L L 以及
1, 2, 1 2( , ) ( , , , )
t
n nC p p p Hp Hp Hp= L L 均是非奇异的。 
定 理 2 . 9. 令 S 为 NR 空间中的 n维子空间， A和Z 均为 N N× 的矩阵，其中
A 为非奇异矩阵，v 是 NR 中的一个向量。若 Z 满足 ZA 对于子空间 S 是非零实
的，则超平面 v AS+ 中存在唯一向量垂直子空间 tZ S 。 
定理 2. 9证明了若ZA对于 (0)( , )dK r A 为非零实的，则线性方程组(2.4)有唯一
解，也就是在超平面 (0) (0)( , )nx K r A+ 中仅存在一个向量满足Galerkin 条件。而在
定理2.2中说明 x 是 (0) (0)( , )nx K r A+ 中满足Galerkin条件的向量，再由上面这个定
理证明能满足Galerkin 条件是唯一的，因此可以确信当n = d + 1次迭代时，所得
到的近似迭代解 ( )nx 必定会和解析解 x 相同。 
Krylov子空间法是借由Krylov子空间的性质来求取真解 x ，Krylov子空间法
和选用的矩阵有相当密切的关系，也就是在 1n d≤ + 次迭代时，从超平面
(0) (0)( , )nx K r A+ 求  取  满  足 Galerkin 条件的迭代近似解
( )nx ，并且用
( ,[ , ])kKSM Z H v 来表示矩阵为Z 的 krylov 子空间法。而 以 [ , ]kH v  表示方向 
向量的准则，其中方向向量 ( )np 满足 
        
( ) (0)
( ) ( )
(1) ( ) ( , ), 0,1, ,




p v n K r A n d
p Hp i n k n k n
⎧ ∈ + =
⎨
= = − − + −⎩
L
L
  (2.5) 
其中 H 为 N N× 的实矩阵， k 是非负整数或无限大，而 v是{0,1, } NR→L 的函
数。较常见到的函数 v有下列两种： 
(0) ( 1)(1) (0) , ( ) , 1, 2, ,nv r v n Ap n d−= = = L  
( )(2) ( ) , 0,1,2, ,nv n r n d= = L  
将具有以上两种函数的向量准则分別表示为 [ , ]kH P ， [ , ]kH R 。虽然















并不合适，因此以后将不讨论方向向量为 (0)nA r 的类型，并将在第四章中以实际
例子说明此类型的 Krylov 子空间法并不合适。 
 
2．2 停止条件 
要决定何时停止 ( ,[ , ])kKSM Z H v  法，必须经由一些情况来判定停止的条件。



















情况一：若 ( ,[ , ])kKSM Z H v 在 1n d≤ + 次迭代时，超平面
(0) (0)( , )nx K r A+ 中
不存在或是不只一个向量满足Galerkin条件。 
情况二：若 ( ,[ , ])kKSM Z H v 在 1n d≤ + 次迭代时，方向向量
( ) (0)( , )n np K r A∈ 。 
情况三：若 ( ,[ , ])kKSM Z H v 在 1n d≤ + 次迭代时，无法从















找出方向向量 ( )np 使得能与 ( 1) ( 2) ( ), , ,n n n kp p p− − −L 都是H半正交的向量。 
下面给出三个实例来阐述上面三种情况： 
例1. 给定一4 4× 的线性方程组 Ax b= ，其中
0 1 0 0
1 0 0 0
0 0 0 1



























































。因为 (0) (0) (0) (0), , 2p Zr p r= = 且 (0) (0), 0p ZAr = ，所以线性
方程组 (0) (0) (0) (0), ,p ZAr p Zrα = 无解。即无法从超平面 (0) (0)( , )nx K r A+ 中求
出满足Galerkin 条件的向量。 
例2. 给定一 2 2× 的线性方程组 Ax b= ，其中
0 1
1 0











x ⎛ ⎞= ⎜ ⎟
⎝ ⎠
。若用 1( ,[ , ])KSM A A R 法求解，也就是选取矩阵 Z A= ，而且要求
方向向量 ( )np 取自 (0) (0)( , )nr K r A+ 。令初始方向向量
(0) (0) 1
0
p r ⎛ ⎞= = ⎜ ⎟
⎝ ⎠
，并假设
(1) (0) (0)x x pα= + 是 (0) (0)1( , )x K r A+ 中 满 足 Galerkin 条 件 的 向 量 。 则
(0) (1) (0) (0) (0) (0) (0), , , 0p Zr p Zr ZAp p ZApα α= − = − = ，显然 (0) (0), 0p ZAp ≠ ，
所以得到 0α = 。因此 (1) (0)x x= ，且 (1) (0) (0)1( , )r r K r A= ∈ 。所以不论
(1)p 无论怎么
从 (0) (0)1( , )r K r A+ 中选取，一定会落在
(0)
1( , )K r A 。 














Ap ⎛ ⎞= ⎜ ⎟
⎝ ⎠
、 (0) (0)( , ) 1Ap Ap = 且
(0) (0), 0p Ap = 。由于 1( ,[ , ])KSM Z A P 法要从
(0) (0)
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