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There are currently intense efforts being directed towards extending the range and energy of long
distance nonlinear pulse propagation in the atmosphere by moving to longer infrared wavelengths,
with the purpose of mitigating the effects of turbulence. In addition, picosecond and longer pulse
durations are being used to increase the pulse energy. While both of these tacks promise improve-
ments in applications, such as remote sensing and directed energy, they open up fundamental issues
regarding the standard model used to calculate the nonlinear optical properties of dilute gases.
Amongst these issues is that for longer wavelengths and longer pulse durations, exponential growth
of the laser-generated electron density, the so-called avalanche ionization, can limit the propagation
range via nonlinear absorption and plasma defocusing. It is therefore important for the continued
development of the field to assess the theory and role of avalanche ionization in gases for longer
wavelengths. Here, after an overview of the standard model, we present a microscopically motivated
approach for the analysis of avalanche ionization in gases that extends beyond the standard model
and we contend is key for deepening our understanding of long distance propagation at long infrared
wavelengths. Our new approach involves the mean electron kinetic energy, the plasma temperature,
and the free electron density as dynamic variables. The rate of avalanche ionization is shown to de-
pend on the full time history of the pulsed excitation, as opposed to the standard model in which the
rate is proportional to the instantaneous intensity. Furthermore, the new approach has the added
benefit that it is no more computationally intensive than the standard one. The resulting memory
effects and some of their measurable physical consequences are demonstrated for the example of
long-wavelength infrared avalanche ionization and long distance high-intensity pulse propagation in
air. Our hope is that this report in progress will stimulate further discussion that will elucidate the
physics and simulation of avalanche ionization at long infrared wavelengths and advance the field.
I. INTRODUCTION
Avalanche ionization was discovered by Townsend in
the early twentieth century and is a process in which
free electrons in a gas are accelerated by an electric field
and subsequently free up more electrons via impact with
neutral atoms [1]. This process can cause the gas to be-
come an electrical conductor and also produce exponen-
tial growth of the electron density leading to avalanche
breakdown. Nowadays, avalanche ionization is routinely
produced in gases using pulsed lasers, with the laser field
playing the dual role of producing free electrons via laser-
induced ionization, and also accelerating the electrons to
energies exceeding the atomic ionization potential so that
the electron-atom collisions can lead to electron multipli-
cation, see Refs. [2, 3] for a comprehensive overview of
the field. The resulting laser-induced plasma can have
large effects on the subsequent laser propagation [4, 5],
including absorption due to avalanche breakdown or lim-
itation in the attainable focused spot size due to plasma-
induced defocusing [6].
In the present paper, we are not so interested in the
case of avalanche breakdown with near complete ioniza-
tion of all atoms. Rather we consider the less extreme
situation with a small ionization fraction that can accom-
pany long distance nonlinear propagation, or optical fila-
mentation, in atmospheric pressure gases such as air. Op-
tical filamentation has attracted a great deal of interest as
it promises the possibility of near-diffraction free propa-
gation of femtosecond to picosecond duration pulses over
kilometers scales in the atmosphere. In early studies
of femtosecond filament propagation in gases, avalanche
ionization did not play a significant role since the pulse
durations were shorter than the doubling time for the
electron multiplication process. More recently, however,
there has been increasing interest in nonlinear propaga-
tion for picosecond pulses and near infrared (NIR) to
long-wave infrared (LWIR) wavelengths [7]-[19]: Here
avalanche ionization can become more significant since
picosecond timescales exceed the doubling time for elec-
tron multiplication, and the quiver energy of the electron
in the field, which scales as the wavelength squared, can
lead to large freed electron kinetic energies in compari-
son to infrared pulses. Both of these factors call for a
re-examination of the standard model of avalanche ion-
ization theory in the long-wave infrared regime that has
been off great utility for femtosecond infrared pulses.
Moreover, it is important to have a reliable theory of
avalanche ionization that is at the same time computa-
tionally simple enough that it can be used for detailed
modeling of strong-field pulse propagation over extended
time- and length scales and thus for the quantitative anal-
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2ysis of experiments.
In this Report in Progress, we develop a microscopi-
cally based description of avalanche ionization in gases
that captures the dominant physics and is simple enough
that it can be incorporated into long distance pulse prop-
agation codes. The guiding principle behind our theory
is the distinction between direct light-induced effects in
gases, including electron excitation and ponderomotive
acceleration, and many-body interaction effects among
the electrons, atoms and ions that are independent of
the simultaneous presence of a light field. In Ref. [20] we
demonstrated that incorporating this theory in our prop-
agation simulations was essential in capturing the propa-
gation of megafilaments at 10 µm wavelength in air, the
key point being that the standard model of avalanche ion-
ization could not explain the experiments. Our hope is
that this report in progress will stimulate discussion that
will elucidate the physics and simulation of avalanche
ionization at long infrared wavelengths and advance the
field.
The remainder of this paper is organized as follows:
Section II provides a brief overview of the standard model
of avalanche ionization, and in Sec. III we recap previous
results on thermalization of hot electrons in dilute gases
according to the quantum Boltzmann equation (BME)
as a basis for our model. Section IV develops our hot
electron model of avalanche ionization including a dis-
cussion of the limit in which our model reduces to the
standard one. Some illustrations of our model are given
in Sec. V where we highlight the memory effects that
arise for the case of LWIR pulse propagation, this serv-
ing to show that our new model can be incorporated into
long distance propagation simulations. Finally, Sec. VI
discusses remaining issues, and summary and conclusions
are given in Sec. VII
II. OVERVIEW OF THE STANDARD MODEL
Microscopically, the collision rate between electrons
and neutral atoms is proportional to the product of their
number densities, N and (N0 −N) with N0 the density
of atoms, times the corresponding probabilities that the
final states are available for in-scattering. In the dilute
limit considered here, the final states are always unoccu-
pied so that the rate of avalanche ionization is described
by the density rate equation
dN
dt
= νN(N0 −N) + dN
dt
∣∣∣∣
source
+
dN
dt
∣∣∣∣
loss
, (1)
where ν(t) is the ionization rate coefficient, and
dN
dt
∣∣
source
, dNdt
∣∣
loss
are source and loss terms for the elec-
tron density, respectively. The source term describes
laser-induced ionization and can be due to, for exam-
ple, multiphoton or tunneling ionization, or excitation-
induced dephasing (EID), and the loss term can include
electron-ion recombination, electron attachment, or dif-
fusion [21–23].
In the standard model of avalanche ionization via in-
verse bremsstrahlung the ionization rate coefficient is
proportional to the light intensity [2]-[5]
ν(t) =
σ
N0Ep
I(t), (2)
where the cross-section for inverse bremsstrahlung is
σ =
e2τe
cme0
1
(1 + (ωτe)2)
, (3)
with ω the optical field frequency, Ep the ionization en-
ergy, me the electron mass, and τe the inverse electron
scattering rate which can depend on both the electron
density and temperature.
The standard model can be obtained by a couple of
different routes: The first proceeds from the observation
that the rate of Joule heating of the electrons in the op-
tical field is essentially that in a static field, yielding the
rate of change of absorbed energy W per electron [24]
dW
dt
=
e2τe
me
1
(1 + (ωτe)2)
E2(t). (4)
Then assuming that all absorbed optical energy is con-
verted to freed electrons via impact ionization, and iden-
tifying
dN
dt
=
N
EP
dW
dt
=
σI(t)
Ep
N, (5)
yields the standard model in the low ionization limit
N(t) << N0 [25]. A second approach to obtaining the
standard model is via the Fokker-Planck equation for the
energy resolved electron distribution function [26]. In
this more sophisticated approach, Eq. (4) arises from the
drift term of the Fokker-Planck equation, and the stan-
dard model readily follows from calculating the equation
of motion for the mean electron density from the electron
distribution function.
The standard model in Eq. (5) may be solved in the low
ionization limit, and ignoring the loss term, if an ultra-
short pulse generates an initial seed density Ni via laser-
induced ionization on a time scale before avalanche ion-
ization initiates. Then the density subsequently evolves
according to [2, 3, 24]
N(t) = Ni exp
[
σ
Ep
∫ t
dt′I(t′)
]
. (6)
This expression encapsulates the exponential growth of
the electron density that characterizes avalanche ioniza-
tion, and as a consequence avalanche ionization occurs
only during the pulse, i.e. when I(t) 6= 0. At first sight,
this notion has some merits since surely the field must
be present to accelerate the electrons, but it is neither
microscopically founded nor generally correct. Funda-
mentally, impact ionization is a many-body interaction
involving electrons, atoms, and ions, so that the rate of
3avalanche ionization should not depend directly on the
light-field intensity but rather on the state of the mat-
ter system via its excitation energy and density, which
are in turn driven by the field. As a consequence of
this sequential coupling, avalanche ionization does not
instantaneously follow the intensity, leading to memory
or transient effects. As a related example exhibiting such
memory effects, for a laser-produced high temperature
plasma in air it has been shown both theoretically and
experimentally that the plasma density can continue to
increase well after the pulse has passed due to the high
energy electrons in the tail of the Maxwell distribution
that have enough energy for impact ionization of neutral
atoms [27–29]. The distinction in the present case is that
the mean kinetic energy of the freed electrons already
is enough to produce impact ionization both during and
after the pulse.
III. MICROSCOPIC APPROACH
Here we present a model of avalanche ionization that
involves as dynamic variables the free electron density N ,
the mean electron kinetic energy expressed as a nonequi-
librium temperature Tkin, and the plasma temperature
Tpl which is the temperature of the quasi-equilibrium
state against which the electronic system relaxes due
to the Coulombic electron-electron, electron-ion, and
electron-neutral scattering. Our discussion starts from
a microscopic approach and we show how the dominant
microscopic physics can be incorporated into a hot elec-
tron model.
Ideally, a fundamental theory starts from a fully quan-
tum mechanical level where the system is described by
the Hamiltonian
H = Hsingleatom +Hatom−light +HCoulomb + ... (7)
where the first term describes the energetics of an isolated
atom, the second one the interaction of the individual
atoms with the light field, the third one the Coulombic
interaction of the charge carriers in the total system and
so on. Assuming that the energies and eigenstates of
the single-atom problem are known, one can express the
light-matter interaction part as a combination of light-
induced transitions between those states plus the pon-
deromotive contribution. The Coulomb interaction part
then describes all the interactions among electrons and
ions of the different atoms constituting the many-particle
system. In this paper, we are interested in strong field
ionization of dilute atomic gases. Hence, one might think
that the many-body Coulomb interactions could be neg-
ligible due to the relatively large inter-atomic separation.
However, even though this may be a good approximation
for the bound electrons of the individual atoms, it is not
valid for the strong-field ionized electrons in spatially de-
localized continuum states. Here, as argued below, the
Coulomb scattering effects turn out to be significant due
to the near absence of any screening effects [30].
Since a fully microscopic approach is not viable in com-
bination with the computational requirements for space-
time field propagation over long distances, one typically
reduces the complexity using systematic approximation
schemes. An example, where the many-particle part of
the avalanche ionization problem has been reduced to
the level of quantum Boltzmann equations (BME) has
been presented in Ref. [30]. Generically, these BME are
written for the Wigner function feW (r,k, t) which is a
function of space and momentum coordinates as well as
time. The BME includes drift and diffusion terms, the
interaction with external fields, collision integrals as well
as ionization and recombination terms[
∂
∂t
+
~r
me
∇r − 1~ (∇V ) · ∇k
]
feW (r,k, t)
=
∂feW
∂t
∣∣∣∣
collision
+
∂feW
∂t
∣∣∣∣
ionization
+
∂feW
∂t
∣∣∣∣
recombination
.(8)
The interaction with the electromagnetic field enters
through the Lorentz force −∇V = qe(E + v × B), with
qe and me the electron charge and mass, and ~k = mev.
In Ref. [30], the BME was solved for an idealized
gas of dilute hydrogen atoms excited by a femtosecond
pulse and the subsequent time dynamics of the elec-
tronic system was monitored. The quantum calcula-
tions of the femtosecond laser-induced ionization yield
highly anisotropic electron and ion angular (momentum)
distributions on femtosecond timescales. After the fem-
tosecond pulse had passed a quantum Monte-Carlo anal-
ysis of the subsequent many-body dynamics revealed
two distinct relaxation steps, first to a nearly isotropic
and hot nonequilibrium configuration, and then to a
quasi-equilibrium configuration. The collective isotropic
plasma state is reached on a picosecond timescale well
after the ultrashort ionizing pulse has passed.
In the BME simulations, electron-ion as well as
electron-neutral collisions were retained, but the calcu-
lations showed that the thermal relaxation was domi-
nated by the electron-electron Coulomb scattering. At
a superficial level, the notion that electron-electron scat-
tering can thermalize the hot electrons on a timescale
of an inverse plasma frequency in dilute gases appears
to be counter intuitive since the corresponding collision
integral scales as ∂f∂t
∣∣
collision
∝ V 2f2, with f a character-
istic k-space occupation and V representing the Coulomb
potential. Since f << 1 in dilute gases, one might
think that the electron-electron scattering will be too
weak. However, one should keep in mind that the carrier-
carrier scattering probability scales with the square of
the interaction matrix element, i.e. the Coulomb inter-
action matrix element V . In the dilute gas system, the
Coulomb interaction is basically unscreened with the con-
sequence that the product V 2f2 is quite comparable to
that in dense condensed matter systems where electron-
electron scattering is acknowledged to be very impor-
tant. Hence, the main message of these systematic di-
lute gas BME simulations for our current analysis is that
the hot electrons of temperature Tkin are thermalized
4and approach the plasma temperature Tpl on the time
scale τ = 1fpl , with fpl(N(t)) =
1
2pi
√
N(t)e2
me0
the density-
dependent plasma frequency [30].
Other approaches for the light-matter interaction in-
clude numerical solutions of the Fokker-Planck equation
for the energy-dependent electron distribution function
[26] as well as solutions of the Maxwell-Schro¨dinger-
plasma (MASP) model [31]. However, even for sub-
millimeter propagation lengths the MASP model is at
the edge of current computational capabilities.
IV. HOT ELECTRON MODEL
Whereas the direct numerical solution of the BME was
possible for the situation of an idealized dilute hydrogen
gas at ultrashort time scales, this is computationally very
demanding for more realistic systems and certainly not
feasible at all for conditions where long distance propa-
gation effects for picosecond time-scale pulses are of in-
terest. Hence, we need a microscopically based but com-
putationally less demanding approximation scheme. For
this purpose, we have to further simplify the fully micro-
scopic theory in order to deal with macroscopic variables
rather than the Wigner function for the electronic sys-
tem.
Here, we develop a model where we describe avalanche
ionization in terms of the electron density, the electron
kinetic temperature, and the plasma temperature. The
electron density and electron kinetic temperature reflect
the state of the electronic system whilst the plasma tem-
perature is the temperature of the quasi-equilibrium state
towards which the electronic system relaxes due to the
Coulombic electron-electron, electron-ion, and electron-
neutral scattering. We also discuss the limit in which
our model reduces to the standard model for avalanche
ionization.
A. Electron and plasma temperatures
During avalanche ionization, newly liberated free elec-
trons can acquire very large kinetic energies due to the
laser pulse, thereby creating hot electrons [8], whilst
many-body Coulomb interactions work to drive the sys-
tem towards a collective plasma state. Here, we iden-
tify the mean electron kinetic energy of the hot electrons
with the non-equilibrium temperature Tkin, along with
the temperature Tpl < Tkin of the collective plasma state.
Then, allowing for the fact that the electron kinetic tem-
perature relaxes to the plasma temperature on the time
scale τ = 1fpl , the equation for the electron kinetic tem-
perature becomes
dTkin
dt
= − (Tkin − Tpl)
τ
+
dTkin
dt
∣∣∣∣
aval
+
dTkin
dt
∣∣∣∣
coll
, (9)
where dTkindt
∣∣
aval
and dTkindt
∣∣
coll
are the temperature loss
rates due to avalanche ionization, and electron-ion and
electron-neutral collisions, respectively. The correspond-
ing equation for the plasma temperature is
dTpl
dt
= − (Tpl − Tkin)
τ
+
dTpl
dt
∣∣∣∣
cool
, (10)
where
dTpl
dt
∣∣
cool
is the loss rate due to impact ionization
cooling [27]. This equation expresses the fact that the
many-body Coulomb interactions will establish a quasi-
equilibrium state of the ionized electrons that can be de-
scribed as a plasma with given density and temperature.
For the time being, we neglect the collision terms and
the impact ionization cooling term in order to focus on
the effects related to avalanche ionization. Then sub-
tracting Eqs. (9) and (10), we obtain the loss rate of the
temperature difference
d(Tkin − Tpl)
dt
∣∣∣∣
loss
= −2(Tkin − Tpl)
τ
+
dTkin
dt
∣∣∣∣
aval
. (11)
Physically kB(Tkin−Tpl) is the excess energy per electron
that is available for energy-dependent processes such as
avalanche ionization.
B. Density equation
Starting from Eq. (1) for the electron density and ne-
glecting the source and loss terms, we can use a linear
approximation to the ionization rate coefficient
ν(Tkin, Tpl, N) ≈ ν(Tpl, Tpl, N) + ν′(Tkin − Tpl). (12)
The term ν(Tpl) ≡ ν(Tpl, Tpl, N) is the ionization rate
coefficient that underlies impact ionization cooling of
the electron plasma as previously described in Refs.
[27, 28], whereas the second term proportional to ν′ =
∂ν(Tkin,Tpl,N)
∂Tkin
describes avalanche ionization. Here, we
isolate the avalanche ionization contributions so the den-
sity rate equation becomes
dN
dt
= ν′(Tkin − Tpl)N (N0 −N) . (13)
This equation is solved assuming there is a background
density Nb of free electrons even in the absence of the
laser pulse. Here we set Nb = 10
13 m−3 although the
numerical results presented below were robust against
this value if it was not chosen too large.
C. Temperature loss rate
To determine the parameter ν′ that controls the tem-
perature loss rate due to avalanche ionization, we start
from the observation that energy conservation demands
that
d
dt
(
3
2
NkB(Tkin − Tpl)
)
+ Ep
dN
dt
= 0, (14)
5where Ep is the ionization energy, Tpl the density-
dependent plasma temperature, and we have made use
of the fact that kB(Tkin − Tpl) is the excess energy per
electron available for avalanche ionization. Using this
conservation law leads to the alternate expression for the
loss rate in Eq. (11)
d(Tkin − Tpl)
dt
∣∣∣∣
loss
= −
(
(Tkin − Tpl) + 2Ep
3kB
)
1
N
dN
dt
= −
(
(Tkin − Tpl) + 2Ep
3kB
)
ν′(Tkin − Tpl) (N0 −N) . (15)
In the low excitation limit where kB(Tkin − Tpl) << Ep,
the avalanche ionization term dTkindt
∣∣
aval
should be negli-
gible, in which case comparing Eqs. (15) and (11) yields
ν′ = 3kBEp
1
τ
1
(N0−N) . Then substituting this expression
back into Eq. (15) and comparing to Eq. (11) with-
out imposing the low excitation limit yields the electron
temperature loss rate due to avalanche ionization
dTkin
dt
∣∣∣∣
aval
= −3kB(Tkin − Tpl)
2
τEp
. (16)
D. Equations for avalanche ionization
Combining the above results, including sources for
laser-induced heating and ionization, and reintroducing
the collision, loss, and impact ionization cooling terms
previously neglected, the three equations for transient
avalanche ionization become
dTkin
dt
=
2e2τeI(t)
3kBc0me(1 + (ωτe)2)
− (Tkin − Tpl)
τ
− 3kB(Tkin − Tpl)
2
τEp
+
dTkin
dt
∣∣∣∣
coll
, (17)
dTpl
dt
= − (Tpl − Tkin)
τ
−
(
Tpl +
2Ep
3kB
)
ν(Tpl)(N0 −N), (18)
dN
dt
=
N
τ
· 3kB(Tkin − Tpl)
Ep
+ ν(Tpl)N(N0 −N) + dN
dt
∣∣∣∣
source
+
dN
dt
∣∣∣∣
loss
. (19)
In the equilibrium case, Tkin = Tpl, and in the absence
of the source and loss terms for the density, Eqs. (18)
and (19) are identical in form to those derived by Ro-
manov et al. [28] to describe impact ionization cooling.
The key development here with respect to Ref. [28] is
the extension to include the hot electrons via their tem-
perature Eq. (17). In addition, the first term in Eq.
(17) describes heating of the free electrons by the laser
pulse, with νe(N,Tkin) =
1
τe
the electron scattering rate,
kB is Boltzmann’s constant, and ω the center frequency
of the applied field. For the remainder of the discussion
we shall again neglect the collision, loss, and impact ion-
ization cooling terms and concentrate on the dominant
avalanche ionization contributions.
E. Reduction to standard model
Our model approaches the standard model of
avalanche ionization via inverse bremsstrahlung in the
limit of high pressures compared to atmospheric, so that
the densities and associated plasma frequencies 1τ and
scattering rates νe can be much larger, meaning that
lower temperatures will be attained. Then the kinetic
temperature Eq. (17) is dominated by the first two terms,
and for long enough pulses, tp > τ, 1/νe, this may be
solved in steady-state for (Tpl − Tkin) as a function of
I(t). Substituting this solution into the first term of Eq.
(19) then yields
dN
dt
=
σ
Ep
IN, (20)
where the cross-section for inverse bremsstrahlung σ is
the same as given in Eq. (3). That the standard model
appears at high pressures is not surprising as the atomic
system approaches densities characteristic of liquids and
solids for which the standard model was originally devel-
oped [6].
F. Approach to equilibrium
For low to medium high pressures, we see from Eq.
(19) that the rate of avalanche ionization is proportional
to the temperature difference (Tkin−Tpl). Therefore, it is
interesting to establish the time scale for the equilibration
of the kinetic and plasma temperatures since that will de-
termine the time scale T over which avalanche ionization
persists.
6In the absence of the field, the equation for the dimen-
sionless temperature difference ∆ = kB(Tkin − Tpl)/Ep
can be written as
d∆
dξ
= −2∆− 3∆2, ξ(t) =
∫ t
0
dt′
τ(t′)
, (21)
with ξ(t) the dimensionless time variable. This equa-
tion is universal in the sense that it is the same for all
gases, the material details being subsumed into the di-
mensionless quantities. For the physically relevant case
here with ∆(0) >> 1, there is an abundance of excess
energy to contribute to avalanche ionization such that
the nonlinear term in Eq. (21) dominates, leading to the
solution ∆(ξ) = ∆(0)/(1 + 3∆(0)ξ) ≈ 13ξ . The timescale
T for equilibration may then be assessed from
ξ(T ) =
∫ T
0
dt′
τ(t′)
=
∫ T
0
dt′fpl(N(t′)) ' 1, (22)
meaning that low electron densities and associated
plasma frequencies will lead to long equilibration times.
As the coarsest approximation, this yields T ∝ τ = 1fpl ,
with fpl the maximum plasma frequency attained during
the pulse. However, this underestimates T and we refer
to the full Eq. (22) in the following discussion.
We also note that in terms of the same dimensionless
parameters, the solution of Eq. (19) with no source but
an initial density N(0) << N0 may be written as
N(t) = N(0) exp
(∫ ξ(t)
0
dξ′∆(ξ′)
)
, (23)
which reveals the exponential growth of the avalanche
ionization when ∆ = kB(Tkin − Tpl)/Ep > 0. This gen-
eralizes previous results without memory effects [6].
V. RESULTS AND DISCUSSION
In this section, we present simulations to elucidate
some of the memory effects that can occur. After a brief
discussion of the simulation approach and parameter val-
ues in Sec. V A, Sec. V B describes the basic memory ef-
fects by considering a point model without propagation,
and this serves as a basis for the subsequent discussion.
Specifically, in Sec. V C we discuss one-dimensional pulse
propagation, as appropriate to a gas filled hollow fiber ge-
ometry, and in Sec. V D we consider a three-dimensional
example. The simulations presented are intended to serve
the dual purpose of elucidating the basic memory effects
and also demonstrating that the resulting material equa-
tions are sufficiently simple that they can be incorporated
into long distance pulse propagation codes.
A. Simulations
As an example of current interest, we consider the case
of air at atmospheric pressure with Ep ' 12 eV, and the
expressions for the density and temperature dependent
electron scattering rates νe(N,Tkin) given in Ref. [21].
The first term in the kinetic temperature Eq. (17) shows
that, all other factors being equal, the rate of heating
varies as ω−2, this being related physically to the electron
jitter or quiver energy. Since the rate of avalanche ioniza-
tion is related to the difference between the kinetic and
plasma temperatures, it is clear that the ionization and
associated memory effects will be more pronounced at
longer wavelengths. For this reason we consider an inci-
dent LWIR pulse of center wavelength 10 µm and peak in-
put intensity not exceeding Ip = 1.2×1012 W/cm2 in the
simulations. This peak intensity is well below the thresh-
old for tunneling ionization, and the dominant source
of free electron generation in this regime, and at atmo-
spheric pressure, is excitation-induced dephasing (EID)
due to many-body Coulomb effects which enhance the
low-intensity electron densities [32]. We have previously
developed a consistent fit to the microscopic source term
dN
dt
∣∣
source
in terms of the applied field to capture the EID
effect [19]. More specifically, this accurate fit is provided
by the equation
dN
dt
∣∣∣∣∣
source
= CMBIE
4(t)
√
E2(t) + s
E2(t)
, (24)
where for the simulations presented here, we used s =
4.6 × 1018 V 2m2 and CMBI = 2.84 × 10−7 1m3s m
4
V 4 . This
source term is used in the density equation (19), and for
these simulations we neglected the effects of collisions,
loss, and impact ionization to isolate the dominant im-
pact ionization contributions.
B. Point model simulations
For the point model simulations without propagation
effects, we solve Eqs. (17)-(19) with a peak intensity
Ip = 1.2 × 1012 W/cm2. The Unidirectional Pulse
Propagation Equation (UPPE) package was used to per-
form the one- and three-dimensional simulations over a
medium length L = 1 m. This approach allows one to
include any material response, and in addition to the lin-
ear optical properties of air we incorporated the nonlinear
refractive-index change
∆n = n2I −N e
2µ0
2m
λ2
(2pi)2
, (25)
with electronic Kerr coefficient n2 = 5 × 10−23 W/m2,
the second term being the plasma contribution. Further-
more, assuming the mean velocity of newly ionized elec-
trons is zero we also incorporated the following electron
current density model in the UPPE
dJ
dt
= N
e2E
m
, (26)
which accounts for the effect of plasma absorption [19].
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FIG. 1. (a) Tkin (solid line) and Tpl (dash line), and (b) the
corresponding electron density (solid line) versus time, the
dash line showing the intensity profile of the incident double-
pulse.
As an illustrative example, we show in Fig. 1 the sim-
ulation results for two 2 ps pulses (FWHM) separated by
30 ps, the first (pump) pulse being centered on t = 0,
and the second (probe) pulse having one tenth of the
peak intensity. Figure 1(a) depicts Tkin (solid line) and
Tpl (dash line) as functions of time, and we see that the
temperatures approach equilibrium after the first pulse at
about T = 10 ps, in reasonable agreement with T ≈ 10.8
ps from Eq. (22). When the second pulse centered at
t = 30 ps arrives, a second boost in the two tempera-
tures is clearly seen. Figure 1(b) shows the correspond-
ing electron density (solid line) versus time, the dash line
representing the intensity profile of the incident double-
pulse. Here, the memory effect is clearly evident as the
electron density continues to increase well after the first
pulse has passed which is a key feature captured by our
hot electron model. Furthermore, when the second pulse
arrives at t = 30 ps, a second boost to the electron den-
sity arises. We see that due to the pre-existing or seed
density, the timescale of the memory features is clearly
shorter for the second pulse for which equilibrium is re-
established after about T = 5 ps as seen from Fig. 1(b),
versus T = 4.2 ps found from Eq. (22).
Whereas the basic memory effect is that a strong ini-
tial pulse can create a seed density for the second (probe)
pulse, we have the additional feature that the seed den-
sity depends on the delay time between the pulses. This
is distinct from the standard model in which the gener-
ation of electrons ceases between the pulses where the
pulse intensity is zero. In Sec. V C, we present sim-
ulations to demonstrate that the variation of seed den-
sity with delay can be measured by monitoring the probe
transmission.
As another consequence of the memory effects, we dis-
cuss the feature of plasma blue-shifting. The phase-
shift of a plane-wave field after propagating through
a thin gas cell of length L may be approximated as
φ(t) = ωLc
(
1− N(t)Nc
)
− ωt, with Nc = 0meω2e2 the criti-
cal plasma density [4]. (Here we have neglected the Kerr
nonlinear term to isolate the plasma contribution.) The
instantaneous frequency shift is then ωeff (t) = −∂φ∂t , and
the frequency shift is defined as [33, 34]
∆ω(t) = ωeff (t)− ω = ωL
c
1
Nc
dN
dt
. (27)
For the same double-pulse as in Fig. 1, we have evaluated
the scaled frequency shift ∆ω(t)ω as a percentage versus
time using Eq. (19) for dNdt . The results are shown in
Fig. 2 for L = 1 m, the dash line representing the double-
pulse intensity profile. As expected, a plasma blue-shift
occurs for all times [33, 34]. However, the peak of the
plasma blue-shift associated with the first pulse centered
around t = 0 occurs at t ≈ 4 ps, i.e., after the pump pulse
has passed. This is a consequence of the memory effects
delaying the nonlinear optical response. By comparison,
for the standard model of avalanche ionization for which
∆ω(t) ∝ I(t), as seen by using Eq. (20) in (27), the peak
of the blue-shift must lie within the temporal extent of
the exciting pulse. Here we see that the memory effects
can greatly reduce the effectiveness of the plasma blue-
shifting in the vicinity of the peak of the first pulse. This
is the case since the plasma takes time to build up from
the initial low value. In contrast, as shown in Fig. 2
the lower intensity second pulse can experience a much
larger plasma blue-shift in the vicinity of its peak: This
is a consequence of the seed ionized density from the first
more intense pulse which allows the plasma density and
associated blue-shifting for the second pulse to build up
much more rapidly.
The difference in plasma blue-shift experienced by the
two pulses could also potentially serve as a diagnostic to
measure the memory effects, and we remark that we ob-
tained qualitatively the same blue-shift results in Fig. (2)
from the one-dimensional propagation simulations (not
shown). Here, however, we concentrate on the variation
of the seed density with pulse delay as a diagnostic as
it leads to a more direct experimental signatures in the
propagation simulations.
C. One-dimensional simulations
Building on the point model simulation shown in Fig.
1, we have performed one-dimensional simulations (no
transverse variations) to show that the memory effects
alluded to in Sec. V B remain qualitatively unchanged
when propagation effects including plasma absorption
and pulse distortion are accounted for. These simulations
are representative of what can be expected for propaga-
tion in a hollow core fiber filled with atmospheric air.
In particular, we have simulated the same double-pulse
scenario as in Fig. 1, the first or leading pulse playing
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FIG. 2. Plasma blue-shift ∆ω(t) versus time for the same
case as Fig. 1, the dash line showing the intensity profile of
the incident double-pulse.
the role of a pump while the second weaker pulse acts as
a probe that interacts with the electrons generated in-
side and after the pump pulse. The raw data from these
simulations is presented in Fig. 3 which shows the inten-
sity profile of the propagating double-pulse for a variety
of propagation distances: The arrow indicates increasing
propagation distance, the pump pulse being on the left
and the probe on the right. Since this simulation ne-
glects transverse variations it is safe to say that observed
losses are solely due to the electron generation. Then
contrasting the pump and probe pulse intensity profiles
indicates that the probe interacts with and/or generates
more free electrons than the pump, as implied by the fact
that the probe intensity suffers a larger relative decrease
in intensity in comparison to the pump. This is possible
since the pump pulse initiates plasma generation that
continues after it terminates, whereas the probe pulse
experiences this electron population as a seed for further
avalanche. Thus, the probe can experience larger losses
than the pump as indicated in Fig. 1.
A key feature of our model is that the electron den-
sity can continue to grow even after the pump pulse has
terminated. This implies that if one increases the de-
lay between the two pulses, the probe must experience a
larger plasma density and hence larger absorption. This
effect is illustrated in Fig. 4 for delays of a) 12 ps, and b)
35 ps: Each plot shows the color-coded intensity profile
I(z, t) of the propagating pulse, with z the propagation
coordinate and t the reduced time moving at the group
velocity. What is revealed is that for the larger delay
in Fig. 4(b) the peak intensity decreases more rapidly
with propagation direction implying a larger generated
electron density. One can also see that the trailing edge
(right) of the probe pulse experiences greater losses than
the leading edge, a sign even a weak probe can accelerate
the avalanche generation of electrons.
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FIG. 3. Raw data from the one-dimensional simulations
showing the intensity profile of the propagating double-pulse
for a variety of propagation distances: The arrow indicates
increasing propagation distance, the pump pulse being on the
left and the probe on the right.
FIG. 4. (Color online) Color-coded intensity profiles I(z, t)
of the propagating pulses, with z the propagation coordinate
and t the reduced time moving at the group velocity, for pump
probe delays of a) 12 ps, and b) 35 ps.
In order to quantify the difference in probe absorption,
Fig. 5 shows the peak probe intensities, normalized to the
peak input value Iprobe(0) = 0.12 × 1012 W/cm2, of the
propagating pulses versus propagation distance for the
two different delays. Here we see that the longer delay
leads to larger probe absorption, whereas according to
the standard model in which electron generation does
not occur between the pulses, this dependence on delay
is not possible.
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FIG. 5. (Color online) Peak probe intensities, normalized to
the peak input value Ip = 0.12 × 1012 W/cm2, of the propa-
gating pulses versus propagation distance for the two different
delays of 12 ps, and 35 ps.
D. Three-dimensional simulations
Next, we want to illustrate that the memory effects
survive in a realistic situation taking full account of the
spatio-temporal dynamics of the pump and probe pulses.
The example that follows can be viewed as a proposal for
a conceptually simple experiment designed to detect the
memory effects in plasma generation by long-wavelength
infrared pulses.
For this purpose, we consider the following variation
on the double-pulse setup: The pump is once again the
initiator of the plasma and we take it to be tightly fo-
cused in the transverse plane, whereas the probe beam is
collimated. In particular the probe beam is taken to have
a transverse width much larger than that of the plasma
filament created by the pump pulse, both beams being
coaxial: Here we use a pump beam focused (linearly) to
a width of 1.2 mm, leading to a plasma filament width
of ∼ 0.8 mm, and a collimated probe width of 19 mm.
Then under propagation the probe beam will experience
plasma absorption at its center, leading to depletion of
the central region of the probe and subsequent diffraction
of this narrow hole (compared to the probe width). As
discussed in Ref. [35], this results in a transverse ring pat-
tern, resulting from diffraction of the central hole, that
can be detected in the transverse fluence profile. Here
we assume that the probe is the second harmonic of the
leading pulse, and that after the focus the fundamental
is filtered out, while the fluence profile of the probe beam
is recorded.
Figure 6 shows simulated fluence profiles over the
transverse plane (x, y) for two different pump-probe de-
lays of a) 10 ps, and b) 30 ps, and a propagation distance
of one meter. The fluence maps are recorded over the 2×2
centimeter central region of the beam and demonstrate
that the longer 30 ps delay leads to a more pronounced
interference pattern as a result of the larger plasma den-
sity. Once again, this is a manifestation of the memory
FIG. 6. Simulated fluence profiles over the transverse plane
(x, y) for two different pump-probe delays of a) 10 ps, and b)
30 ps, and a propagation distance of one meter.
effects predicted by our model.
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FIG. 7. (Color online) Lineouts of the fluence spatial profiles
from Fig. 6 . The solid black line is for a pump-probe delay
of 30 ps and the red dashed line is for 10 ps.
For a more quantitative view, Fig. 7 shows lineouts
of the fluence spatial profiles from Fig. 6. The contrast
seen in the fluence plots is about ten to twenty percent
of the total, which should be easily detected in a real
experiment.
We remark that an even simpler version of this experi-
ment could result if both pump and probe have the same
center wavelength: Because the leading pulse diffracts
quickly after its focus, the detected is mainly due to the
probe beam. It is therefore not strictly necessary to probe
at a wavelength different from the pump.
VI. RECURRING ISSUES
After presenting our hot electron model of avalanche
ionization for long-wave infrared picosecond pulses it be-
hooves us to highlight where key issues still arise and
summarize our responses. In particular, these are issues
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that spark recurring discussions at conferences and else-
where.
(1) Temperature relaxation time: This is by far
the most controversial issue that arises. Based on
previous simulations of the quantum Boltzmann
equation we have identified the time scale on which
the nonequilibrium temperature Tkin(t) approaches
the equilibrium plasma temperature Tpl(t). That
this timescale is given by the inverse plasma fre-
quency is a well documented and supported conclu-
sion, but the flawed intuition persists that Coulomb
and quantum effects in weakly ionized atmospheric
gases should be negligible. The basic argument is
that for such low electron densities there is no pos-
sibility for the collective effects that would allow
for the introduction of a plasma frequency, but this
misses the key point that the Coulomb potential is
basically unscreened by virtue of the low density.
This issue can only be resolved using the quantum
Boltzmann equation simulations that we have al-
ready performed.
(2) Two temperature theory: It is often asked
if the hot electron model is simply another two-
temperature model but this is not the case. In the
hot electron model the time-dependent state of the
system is described by the density of freed electrons
N(t) and the non-equilibrium temperature Tkin(t)
that is a measure of the mean kinetic energy of the
electrons. On the other hand, the plasma tempera-
ture Tpl(t) is the equilibrium temperature towards
which the system will relax, there is no implied sub-
population of electrons at this temperature. Thus,
in distinction from the usual two-temperature type
model where two population components are identi-
fied, each with its own temperature and density, our
model is a one-component model with the plasma
temperature acting as a reference temperature to
which the system must evolve due to the varieties
of Coulomb scattering.
(3) Avalanche versus cascade ionization: It is
known that the electron density can continue to rise
even after the exciting pulse has passed. For this
reason the terminology has evolved that avalanche
ionization is the process of electron multiplication
during the pulse, whereas after the pulse it is re-
ferred to as cascade ionization. From the perspec-
tive of our hot electron model no such distinction
is needed by virtue of the memory effect that al-
lows for electron multiplication after the pulse has
passed, and we use the term avalanche ionization
to cover both. In particular, cascade ionization is
then a manifestation of the memory effects.
(4) Inclusion of excited states: It is often pointed
out that our hot electron model allows only for im-
pact ionization processes. This is correct and it is
well known that impact excitation of excited atomic
states can also occur and reduce the amount of ion-
ization that occurs. To address this issue will re-
quire an extension of the current model to go be-
yond the freed electron density and allow for the
excited state populations [29].
(5) EID model versus tunneling ionization: For
our simulations for picosecond 10 µm pulses we
have used our model based on excitation-induced
dephasing (EID) to calculate the laser-induced ab-
sorption as opposed to the more familiar tunneling-
ionization mode. Indeed measurements of tunnel-
ing ionization have been reported from the 10.6 µm
to the visible [36–38] so why use the EID model?
The reason is that the previous measurements and
theory were for ultra-low pressures, 10−7 Torr or
less, whereas we consider atmospheric gases. In
this case the laser-induced ionization due to EID
exceeds the tunneling ionization by orders of mag-
nitude [19].
VII. SUMMARY AND CONCLUSIONS
In this Report of Progress we presented a hot elec-
tron model described by Eqs. (17)-(19) that provides a
microscopically motivated foundation for avalanche ion-
ization in gases. We have developed this model in re-
sponse to the need for a reliable yet simple model that
can capture the features of avalanche ionization for long-
wavelength infrared pulses of picosecond duration that
are beyond the standard model. The key point is that
avalanche ionization is driven by the temperature differ-
ence between the hot electrons and the ambient plasma,
which in turn is driven by the light-field intensity. As a
consequence of this sequential coupling, the electron sys-
tem retains a memory of the laser excitation. An exam-
ple of these memory effects and associated plasma blue-
shifting is presented for picosecond LWIR pulses in air,
where temperatures of the order of 106 K were found.
For corresponding simulations of NIR pulses much lower
temperatures are obtained, ∼ 104 K, and as a result the
memory effects are much less pronounced signaling that
the effects described here are very important for LWIR
but will have a much smaller effect for optical filamenta-
tion of NIR pulses.
Propagation simulations in one- and three-dimensions
are presented for double-pulses to both illustrate how
the memory effects may be measured experimentally, and
also demonstrate that the hot-electron model is readily
incorporated into long distance pulse propagation codes.
The goal of these simulations is to point to diagnostic
experiments that could be used to test the ideas put for-
ward here, in particular to probe differences with the
standard model. For these simulations, the key memory
signature is that the electron density continues to rise
between the in the field free region between the pump
and probe, in contrast to the standard model where this
11
cannot occur. We anticipate that as the developments of
this paper unfold and are further explored both theoret-
ically and experimentally, they will have a direct impact
on current efforts to produce optical filamentation in the
LWIR region and beyond.
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