This paper presents an algorithm for minimizing the cost associated with the management of users' mobility in mobile communications networks. This algorithm allows one to determine the optimal size of a location area and to find the optimal cellular grouping model in polling regions. It guarantees the global minimum of the total cost function, while respecting the pre-established delay constraints. It takes into account the average probabilities of received calls, movements, updates and paging costs. This algorithm also allows one to avoid the problem of evaluating the cost function in a large number of points, which makes it usable on machines with limited computing power.
INTRODUCTION
When a mobile unit receives a call, the network must find its location in a reasonable time. To meet this requirement, the network must use efficient strategies to track the callers. To minimize the tracking process costs, several cells are grouped to form a location area [1] . In this context, the tracking process consists of two main procedures: the location update and the paging of the mobile unit [2, 3, 4, 5, 6] . The update process is carried out every time a mobile unit changes location area. It allows a network to track the approximate location of each unit at any time. In order to establish communications, when a call is being placed, the network begins paging, to locate the base station serving the mobile unit.
To support communications among users, mobile networks use a very narrow bandwidth, with very high associated cost [7, 8] . The management of users' mobility requires the use of the same bandwidth. The growth in mobile users causes network overload. In order to optimize resources and procedure costs, one has to find efficient management strategies [9, 10, 11, 12] , such as: (1) determining the size of the location areas; (2) elaborating a model allowing for the grouping of cells into location areas; and (3) choosing a paging strategy. There are several models for grouping cells into location areas [1, 13] . In order to minimize the search cost, the location area could be divided into several regions. This procedure allows one to sequentially search the mobile unit, while respecting a pre-established delay threshold [13, 14, 15, 16, 17, 18, 19, 20, 21, 22] . Using the optimal size of a location area and by optimizing dividing the location area into several search regions, we limit our investigation to the elaboration and implementation of an algorithm which allows the minimization of the total cost of searching and updating.
The total cost function is defined on the set of positive integers. Thus, this function must have several local minima, which makes its optimization even more difficult. Furthermore, there are several other strategies for subdividing a location area into several search regions. Traditional optimization methods, such as the gradient method, cannot be used to solve this problem, as they require multiple evaluations of the total cost function. In our perspective, a good method must be able to guarantee a satisfactory solution after a reasonable number of evaluations of the function. The algorithm we propose evaluates the total cost function at a limited number of points for which certain desired properties are guaranteed, albeit with some rounding errors. Moreover, this algorithm must respect certain efficiency criteria for calculating cost. For example, it should be able to use machines with limited computing power.
In this paper, we analyze the principles of tracking mobile users. We identify the components constituting the total cost associated with mobility management. Finally, we propose an algorithm to find the optimal cell grouping and to optimize the size of a location area so as to minimize the total mobility management cost while respecting the established delay constraints.
The rest of this paper is organized as follows. Section 2 describes the tracking principles as well as the most current updating strategies. Section 3 presents a summary of the 526 I. KOZATCHOK AND S. PIERRE tracking model proposed by Ho and Akyildiz [3] ; this model serves as a background to previous work and improvements referred to in this paper. Section 4 proposes a new algorithm for managing users' mobility; this algorithm is based on the search for an optimal grouping of cells. Section 5 analyzes the simulation results of the proposed management model.
BACKGROUND AND RELATED WORK
In mobile communications systems, mobile units are free to move within the service areas and therefore their point of attachment to the mobile network continuously changes [1] . When a user places a call, the mobile network must undertake numerous tasks including the identification of the caller, the search for the unit called and the routing of the call to the base station which serves the geographic area where the call is destined. When a user A calls a user B to initiate communication between A and B, the location problem consists of searching the location of B within a reasonable delay time. This procedure is known as user tracking.
Tracking principles
There are different strategies for tracking mobile units in a wireless network [2, 3, 9, 23] . These strategies are divided into two groups: passive strategies and active strategies. Passive strategies register a mobile unit's location in the network during the update operation, which is achieved by taking into account the last record of the unit's location. Active strategies predict the movement of a mobile unit based on patterns of movements drawn from the user's profile. Each type of strategy could be divided into two groups: strategies based on home location servers and those independent of the home location server. The latter assigns to a user a unique and lifetime number, regardless of the location of the user's subscription in the network.
In systems such as GSM and IS-41 [14] , each user has a database called the Home Location Register (HLR) stored in his home location server, which keeps his current position in a user profile. When user A calls user B, the mobile network sends a request to user B's HLR to determine the location and initiate the call. The drawback of this system is the slowness of the exchange procedure through which a remote database is looked up. To overcome the delay in searching for the user who is meant to receive the call, the network installs the Visitor's Location Register (VLR) in each area. The VLR keeps copies of users' profiles, located outside of the home location area. The search for a user in this HLR/VLR scheme consists of verifying the VLR registers before consulting the HLR.
Update strategies
Location update strategies could be divided into two groups: static and dynamic [9] . According to static strategies, the network decides when a mobile unit must carry out the update. According to dynamic strategies, the mobile unit decides when to update.
Among static strategies one can distinguish the following: strategies based on the notion of location area; those based on the notion of overlapping location areas; and others based on the notion of reporting centers. Thus, the network decides when and where mobile units must carry out an update. Consequently, all mobile units carry out the update of their location in the same cells. A location area-based strategy is the simplest static update strategy. However, when a mobile unit moves close to the border among the location areas, this strategy exhibits a major problem: the risk that a mobile unit overloads the network with update messages every time the border among the location areas is crossed. The strategy based on overlapping location areas allows this problem to be overcome. When this strategy is adopted, the mobile unit could be part of several location areas, which necessitates an efficient strategy for allocating location areas to mobile units. The strategy based on the concept of the reporting center is very similar to the strategy based on overlapping location areas. One could consider this strategy as a particular case where the cells forming the location area's border become reporting centers.
Dynamic strategies can be distinguished in terms of whether they are time-based, movement-based or distancebased updates. Within these schemes, the location update is performed based on the time passed, the number of movements carried out and the distance covered since the latest update, respectively. According to these dynamic strategies, the mobile unit must decide itself where and when to carry out an update of its location on the network.
The time-based update scheme has two major disadvantages.
(1) The mobile unit must report its location in the network, even if the user has not moved since the latest update, the effect of which is a waste of network resources. (2) Considering the probability that the speed of a mobile unit's movement could vary in time, it is difficult to identify the set of cells that could be reached in a given time. Therefore, there is a need for an algorithm capable of predicting the scope of cells that a mobile could reach in a given time interval. This has the effect of increasing the complexity of the search procedure.
The movement-based update scheme could also generate a network overload in the case of a repetitive movement between two neighboring areas or in the case of a circular movement. In both cases, the mobile unit does not change network location, because it always returns to its starting point. However, it must report its location, thereby creating a waste of resources.
Among all dynamic schemes, the most cost-effective and easy to manage is the distance-based scheme. According to this scheme, the mobile unit reports back only after having covered a distance D since its latest update. If, after having accomplished consecutive movements, it remains at a distance lower than D, it does not need network resources to update its location. Thus, the search procedure is easy to manage, considering the certainty of finding the mobile unit (since its latest update) in a scope of cells within radius (distance?) D.
TRACKING MODEL UNDER DELAY CONSTRAINTS
Ho and Akyildiz [3] have proposed a management strategy using a distance-based update scheme in association with a search scheme that guarantees a limited maximum search delay m. According to this scheme, rings of cells surround a particular network cell, denoted as the 0 cell. Cells number 1 form the first ring, cells number 2 form the second ring, etc. The mobility of users corresponds to the discrete random movement model according to which, at each given instant t, the user moves in one of the neighboring cells with probability q or remains in the current cell with the probability 1 − q. Entering calls could arrive at each given instant t with probability c. The Markov chain model is used to represent the mobility of the unit and the arrival of calls. d denotes the updating distance.
Transitions from state to state describe the movements of a unit outside of the current cell. The transition from a given state towards state 0 describes the arrival of a call or the update of a location by the unit after having covered a distance d. At the arrival of a call, the network determines the location of the unit through paging, which restores the central cell in the cell hosting the searched unit. U and V represent respectively the costs associated with the update and paging.
The location area is divided into regions made of one or several rings, so that each region must be searched for the mobile unit. Thus, the total update and paging cost is
where C u and C v are the total update and paging costs, respectively [3] . Ho and Akyildiz [3] have considered two mobility models: a one-dimensional (1-D) model and a twodimensional (2-D) model. In the 1-D model, the geographic space of a network is divided into cells of the same size, each having two neighboring cells. In the 2-D model, the space is divided into hexagonal cells of the same size, each having six neighboring cells. The balance equations issued from the Markov chain model allow exact computation of the steady-state probabilities for the 1-D model. To obtain closed-form expressions similar to those of the 1-D model, Ho and Akyildiz [3] have used approximate state transition probabilities.
The proposed algorithm for calculating steady-state probabilities
To compute the probability of each ring, we propose to use closed analytical equations and a recursive method derived from the balance equations of the Markov chain model proposed by Ho and Akyildiz [3] . For the 1-D model, both methods give identical results. For the 2-D model, the closed analytical equations allow approximate results to be obtained, while recursive methods allow exact results to be achieved. Using the recursive computation method in order to compute precise probabilities of all states p i,d of the Markov chain model introduced in [3] , we define the non-normalized probability p d,d to be equal to 1 (100%). This probability serves to recursively compute the other non-normalized probabilities p i,d in a reverse order, 0 ≤ i ≤ d − 1, using the balance equation for the Markov chain model in [3] . Once all the probabilities p i,d are achieved, we divide each of them by the amount To achieve good results, one has to use appropriate regularization methods. In the context of this paper we propose the following procedure:
(1) reduction of the common multipliers in both the numerator and denominator to eliminate singularities of types 1/0 and 0/0; (2) substitution of values of type R i /R j and S i in the steady-state equations [3] by a polynomial of the form
with the reduction and grouping of similar terms; (3) substitution of values of type R i /R j and S i (i, j 1) with their asymptotics such as
Thus, we could obtain the following final expressions (see Appendix A for more details): more details) and transform expressions (3.7) and (3.8) as follows:
The approximate solution applied in [3] for the 2-D model provides an error in the computation of the probability p i,d , thereby distorting the interpretation of all the values of c and q, as illustrated in Figure 1 . For the values of c q, the error is greater (see Figure 1 
THE PROPOSED MOBILITY MANAGEMENT ALGORITHM
If we fix the parameters c, q, U and V of the function, we obtain the following problem:
where d denotes the updating distance. Ho and Akyildiz [3] have considered this problem and have proposed the method of grouping of cells in fixed paging regions. Simulation results have shown that such a cell grouping method is not optimal. Here, we propose a more appropriate formulation to the problem of optimizing the cost function.
The proposed algorithm is used to search for an optimal cell grouping. It allows a global minimum for each given value of d and m to be achieved. The problem of minimizing the cost function according to the new formulation is transformed into a new minimization problem of the function C T related to the scalar d and vector r:
where d denotes an updating distance, m the maximal paging delay and r a combination of grouping of cells.
Thus, the iteration of each external cycle performing the search for the optimal distance carries out an internal search for an optimal grouping in order to achieve a monotonous convergence towards the case of unbounded delay. In so doing, the search for the optimal distance d is related to the search for the optimal grouping of cells in paging regions, because in the case of each distance d there exists an optimal grouping minimizing the total cost of managing mobility. The search for the optimal grouping for d ∈ N allows a cost function that only has a single minimum to be obtained, avoiding the problem of local minima encountered by Ho and Akyildiz [3] .
The case of unbounded delay corresponds to the lowest costs of mobility management, which must take into account certain delay constraints. The solution is to find an efficient algorithm that insures the monotonous convergence of the cost function towards the unbounded case, when the paging delay increases. Numerical simulations show that the proposed algorithm satisfies this condition, integrating 530 I. KOZATCHOK AND S. PIERRE external and internal cycles. The external cycle searches for the optimal d corresponding to the minimal cost. For the iteration of each external cycle, the algorithm optimizes the set of vectors r ∈ R. Since the total cost function is defined on natural numbers, this problem cannot be solved by gradient methods. The most appropriate method is selection. It is, therefore, important to limit the number of iterations of the internal cycle. One of the methods of reducing the number of iterations consists of choosing only suitable combinations of cell grouping methods.
Based on numerical results of simulation, we have selected a limited number of suitable combinations of groupings of cells. The idea consists of selecting among the different grouping of the last five components of the vector r, taking into account that the first components do not affect the result of optimization. Each of the first six paging regions contains one ring, while the rings from 6 to 20 constitute the last region. The algorithm reaches the optimum by modifying the configuration of the last five paging regions and by leaving the first two unchanged. Thus, the vector r could take the forms: A special procedure has been designed to generate the matrix, which serves the basis to test different groupings. The size of the four-column matrix is around 1800 lines. The three-, two-, and one-column matrices have 455, 91 and 13 lines, respectively. During the search for the optimum, the maximal paging delay m should be fixed. In certain cases, the optimal d could be lower than the paging delay m. Consequently, each optimization iteration could request a suitable matrix to calculate the optimal grouping.
The reduction of the number of iterations in the case of both models is achieved through the application of an interval division method, which has the following steps. The search for the optimal distance for C T 0 is carried out in a few iterations by starting from d * . Such a modification reduces the optimization problem to a few iterations of the external cycle and considerably reduces the number of iterations of the internal cycle. Figure 2 illustrates the behavior of the total cost curve achieved after the application of this method. When the curve reaches its minimum at the starting point, it gradually increases. The total cost curves have been drawn for the typical values of the parameters c, q, U , V and m.
The comparison of these curves shows that the total cost I. KOZATCHOK AND S. PIERRE curve achieved by applying the proposed method is closer to the unbounded case curve, while insuring a lesser cost than the curve achieved by applying the Ho and Akyildiz scheme [3] .
Simulation results have shown that:
(1) the optimization of the vector at each iteration allows a cost function that gradually decreases towards the minimum to be achieved; (2) after the achievement of the minimum the function grows more rapidly, but stays near the total cost of the unbounded case; (3) at each delay m, the algorithm could guarantee a minimal cost because the decrease is gradual without local minima; and finally (4) the algorithm guarantees the solution of the minimization problem in a reasonable time.
ANALYSIS OF NUMERICAL RESULTS
We first present the numerical results for the 1-D model by assuming that c = 3%, q = 5%, U = 1000 and V = 10. We considered three maximum paging delay bounds m (three, five and seven paging cycles). In presenting the numerical results for the 2-D model, it is assumed that c = 0.5%, q = 10%, U = 1000 and V = 10. We considered two maximum paging delay bounds m (three and five paging cycles). For the unbounded case, the optimal For m = 5, the function C T 0 was evaluated at the point d * u = 8 and was equal to 3.7531. The minimum of the function C T 0 (d * ) = 3.6428 was found at the point d * = 7. The results were achieved after three internal cycles, each of 1800 iterations. Figure 3 shows the average total cost achieved for the 1-D model, when the probability c of receiving calls varies from 0.1 to 10%, the probability of movement q is fixed to 5%, the update cost U is 100 and the paging cost V is 1. For the 2-D model, we have used the probabilities obtained using the exact computing methods described in the previous section. Figure 4 presents the cost results. We note that the average total cost increases as the probability of receiving calls c increases. On the other hand, the total cost decreases as the maximum paging delay m increases. It should be noted that, for all the values of probability c from 0.1 to 10%, the maximum paging delay m = 7 provides results similar or close to the unbounded case for both models. This means that the maximal delay m = 7 is sufficient to achieve the optimal or close to optimal total cost. Figure 5 shows the behavior of the total cost according to the 1-D model. The probability of movement q varies from 0.1 to 50%. The probability of receiving calls c is set to 10% and the update and paging costs are 100 and 1, respectively. We present results for m = 1, 2, 3, 5 and 7. It should also be noted that the increase in the maximal paging to seven cycles gives results near the optimal total cost achieved in the unbounded case. Figure 6 illustrates the same results for the 2-D model. In effect, when m = 7, as for the 1-D case, the total cost is near the optimal cost achieved in the unbounded case. However, the maximal delay m = 5 already gives results that are very close to the optimal for 1% ≤ q ≤ 5%. In both cases, we note that the average cost increases with an increase in the probability of movement q. The highest cost is achieved when the maximal delay is equal to one paging cycle. The cost decreases rapidly when the maximal paging delay increases. Table 1 presents the value of the optimal distance and the cost associated with the 1-D model when the paging cost V is fixed to 10 and the update cost U varies from 1 to 1000. The rate of calls received (c) and the rate of movement (q) are fixed to 1 and 5%, respectively. These results confirm that the total cost and the optimal distance increase, when the update cost increases. Thus, when the update cost is low, it is more profitable to frequently update in order to avoid paying for the cost of excess paging. However, when the paging cost is lower then the update cost, it becomes more profitable to update less frequently. Table 2 presents results that correspond to the 2-D model. As Tables 1 and 2 show, the maximal paging delay (m = 7 cycles) for the 1-D model induces costs that are very close to the optimal costs of the unbounded case. With a light worsening of results, we can choose the maximal delay of five cycles. The difference between the optimal cost and the cost closer to the optimum for m = 7 does not exceed 5.5%, while for m = 5 the difference does not exceed 19% for this model. The maximal paging delay m = 9 cycles allows results to be obtained that are still close to the optimum, but the difference between m = 7 and m = 9 cannot justify an increase in this delay. As for the 2-D model, the maximum paging delay m = 7 also induces very good performances compared to the unbounded case. In the worst case, the worsening does not exceed 7.8%. has been committed in [3] , which is easy to verify by means of straightforward calculations for d = 0 and d = 1.) For values of U ranging from 7 to 80 inclusively and from 200 to 400 inclusively, with a paging delay of m = 3, our results are identical to the results obtained by Ho and Akyildiz. For values of U ranging from 90 to 100 inclusively and from 500 to 1000 inclusively, their algorithm did not allow them to obtain the real optimal distance d * . This led them to achieve the highest average total costs. Similar gaps also exist for the paging delay of m = 2. In both cases, the difference between the optimal cost and the cost obtained with Ho and Akyildiz's algorithm reached more than 8%. Table 3 presents the results of the 1-D model. For values of U ranging from 1 to 20 inclusively and from 600 to 1000 inclusively, with a paging delay of m = 3, our results are identical to those obtained by Ho and Akyildiz [3] .
However, for values of U ranging from 30 to 500 inclusively, their algorithm did not allow the real optimal distance d * to be obtained in all cases, which led them to obtain high average total costs.
In certain cases, regardless of the matching between the value of the optimal distance d * achieved by applying both algorithms, the cost obtained by Ho and Akyildiz remains too high. This could be partly explained by the nonoptimal grouping of cells in the paging regions. We also observe similar gaps for a paging delay of m = 2. In both cases, the difference between the optimal cost and the cost obtained by applying Ho's and Akyildiz's algorithm can reach 29%.
An even more important gap emerges when we compare the costs obtained by Ho and Akyildiz for the maximal paging delay they suggest (m = 3) with the results obtained from the application of the proposed algorithm for m = 5 and m = 7. In both cases, the cost differences can reach 33% and 34%, respectively.
In the case of the 2-D model, to find the distance near the optimum, Ho and Akyildiz [3] used approximate analytical expressions. We also present these results in Table 4 . It should be noted that the near to optimal distance d * obtained this way corresponds in most cases to the optimal distance d * .
In some cases, the value of d * slightly differs from that of d * . However, in these cases, we encounter situations where the approximate total cost C T at the distance d * is greater than the total average cost C T at the distance d * . For example, for the value of U = 40. the approximate optimal distance d * is zero and the average total cost at this distance is equal to 2.100. while the optimal distance obtained through the exact formulae d * is 1 and the average total cost at this distance is 0.957. This estimated error of the optimal distance leads to a difference in average total cost of more than 120%. If we compare this result with the result obtained by applying our algorithm, we obtain a difference in total average cost of more than 140%. These comparative results prevent us from using approximate analytical expressions. In effect, the examples presented show that the use of closed formulae could lead to a critical increase in costs, as recognized by Ho and Akyildiz, without any advantages for the search algorithm of the optimal distance d * .
The numerical results obtained have shown the following.
• A significant reduction of the average total cost C T could be obtained by increasing the maximum number of paging cycles. In some cases, this increase allows a minimum average total cost to be reached which corresponds to the unbounded case.
• The approximate equations for calculating probabilities give results different from those obtained by applying the exact calculations. The proposed algorithm uses recursion to calculate the probabilities; it is therefore more easy to use and more efficient than the algorithm based on the approximate equations. If the computation is significant or critical, our algorithm is more efficient and more precise than that based on approximate equations, because it is based on exact calculations.
• When the cellular system operator has no exact statistical data, it could take average statistical data from industry and calculate the optimum, according to the proposed algorithm. The gap between average industrial data and real data from the operator (according to the proposed algorithm) is less than the algorithm presented in [3] , as shown in Figure 7 .
• The analysis of the formulae presented in Section 3 allows us to conclude that the function of the total cost is homogeneous in relation to the parameters c, q, U and V . This means that we could expand the results presented in Figure 7 and Table 3 I. KOZATCHOK AND S. PIERRE
CONCLUSIONS
In this paper, we have presented an algorithm to minimize the cost associated with the management of users' mobility in mobile communications networks. This algorithm allows one to determine the optimal size of a location area and to achieve the optimal cellular grouping model in polling regions. It guarantees the global minimum of the total cost function, while respecting the pre-established delay constraints. It also takes into account the average probabilities of received calls, movements, updates and paging costs. Thanks to the integration of the internal optimization cycle algorithm, we have succeeded in avoiding the problem of local minima for the total cost function, which is discrete by nature. This algorithm allows us to avoid the problem of evaluating a cost function at a large number of points, which makes it usable on machines with limited computing power. This has been possible through both the application of the interval division method and the reduction in the number of cell groupings studied.
The algorithm evaluates the cost function at a set of limited points. Nevertheless, the number of iterations of the internal cycle remains relatively high. The processing speed of current computers allows calculations to be carried out in a few milliseconds. However, one can improve this algorithm in order to use it in dynamic mobility management systems that are running on portable computers working in an autonomous mode. The study of the total cost function has shown that this function is homogeneous in relation to the parameters c, q, U and V . However, we have not generalized the results to all the values of these parameters.
Future research could be oriented towards separate studies of the behavior of both update and paging cost functions. This is to further understand certain behavioral mechanisms which may allow for simplification and optimization of the minimization algorithm of the total cost function. Now, we introduce the following notation: 
