Tourism demand forecasting is an important tool in tourism planning and decision making at both national and firm levels. As a consequence, many studies have been published over the past three decades that focus on forecasting the demand for international tourism. Often, the relative forecasting performance of various econometric and unvariate time-series models is evaluated.
Tourism demand forecasting is an important tool in tourism planning and decision making at both national and firm levels. As a consequence, many studies have been published over the past three decades that focus on forecasting the demand for international tourism. Often, the relative forecasting performance of various econometric and unvariate time-series models is evaluated.
The emphasis has been primarily on selecting forecasting methods that are likely to generate the lowest error magnitudes Witt 1992, 1995) . Here, forecasting accuracy is usually measured in unit-free terms, such as mean absolute percentage error (MAPE) or root mean squared percentage error (RMSPE), when examining various time series. Empirical studies by Martin and Witt (1989) and Kulendran and Witt (2001) show that simple time-series models, particularly the no-change naive model, tend to outperform more sophisticated econometric models. This conclusion is based on forecasts generated by traditional least squares regression models in the Martin and Witt study, as well as error correction models (ECMs) (where the tourism demand variable is specified in levels) in the Kulendran and Witt study. Kim and Song (1998) and Song, Romilly, and Liu (2000) , on the other hand, found that econometric models are superior to univariate time-series models when ECMs are specified, with the forecast variable being the change in tourism demand. However, Song and Witt (2000) demonstrate that the nochange model tends to generate more accurate forecasts of tourism demand than ECMs, whether or not the tourism demand variable is specified in terms of levels or changes; that is, the no-change model outperforms the (levels) EngleGranger ECM (Engle and Granger 1987) , (changes) Wickens-Breusch ECM (Wickens and Breusch 1988) , and (changes) Johansen ECM . Futhermore, Song, Witt, and Jensen (2002) demonstrate that the nochange model is superior to ECMs when the forecast variable is the change in tourism demand. Given the conflicting results, the first purpose of this article is to provide additional empirical evidence on the relative forecasting performance of modern econometric and time-series models in terms of error magnitude measures.
For certain strategic business decisions, it may be more important to forecast correctly the direction of change in either tourism demand (i.e., whether tourism demand is likely to increase or decrease over a particular time period) or the rate of growth of tourism demand, rather than to minimize error magnitude. Failure to predict major downturns or upswings in tourism demand could have serious financial consequences. For example, downturns in tourism demand are often associated with economic, political, and/or social instability, and therefore accurate forecasts of directional changes could signal to government and businesses in a destination that appropriate risk management strategies should be implemented. Very little attention has been paid to the issue of directional analysis in the tourism literature. However, Witt and Witt (1991) have examined forecasting performance in terms of directional change and conclude that econometric models tend to generate more accurate forecasts than univariate time-series models. The econometric models used in the Witt and Witt study are traditional least squares regression models, but more recent econometric studies of tourism demand, which focus on error magnitude accuracy, have incorporated the considerable advances in econometric methodology that have taken place (Kim and Song 1998; Kulendran and Witt 2001; Song and Witt 2000; Song, Witt, and Jensen 2002) . The second purpose of this article is to examine whether the empirical results obtained on relative forecasting performance in terms of directional change using the traditional approach (which is subject to various problems) still hold when more reliable modern econometric techniques are employed. The least squares regression approach to econometric forecasting implicitly assumes that economic data are stationary (i.e., each time series has a constant mean, a constant finite variance, and a covariance that depends only on the time between lagged observations). However, it is well known that economic data are often nonstationary; as a result, traditional statistics such as t, F, and R 2 are unreliable. Therefore, seemingly "good" model estimation results may be spurious (Granger and Newbold 1974) .
The literature on the forecasting performance of econometric versus univariate time-series models reviewed in this section is summarized in Table 1 . The studies are categorized according to error measure (error magnitude or directional change) and type of econometric model (traditional least squares regression model or error correction model).
In the Witt and Witt (1991) study, the assessment of a model's forecasting performance in terms of directional change is based on the percentage of directional movements forecast correctly (Wright et al. 1986) . Although this measure is simple and easy to use, it lacks statistical underpinning (i.e., this measure does not have the support of statistical sampling and distribution theories). The third purpose of this article is to use rigorous statistical testing to evaluate model performance in terms of forecasting the direction of change in tourism demand.
Whereas the major focus in previous empirical studies of tourism demand forecasting has been on minimizing error magnitude, and some attention has been paid to correctly forecasting directional change, the issue of bias generally appears to have been ignored. However, it is highly important that forecasts should be unbiased; that is, the models should not systematically make mistakes in forecasting (with a tendency to either under-or overforecast). Therefore, the assumption that the forecasts generated by the models are unbiased needs to be tested statistically. The fourth purpose of this article is to use rigorous statistical testing to examine whether the forecasts produced by the various models are unbiased.
MODEL SPECIFICATION AND DATA
The models used in this study are those specified by Song, Witt, and Jensen (2002) . These authors specify individual models of the demand for tourism to Denmark from each of its six major origin countries: Germany, Netherlands, Norway, Sweden, United Kingdom, and United States. Song, Witt, and Jensen estimate the models using annual data over the period from 1969 to 1993, and the estimated models are used to generate forecasts for the period from 1994 to 1997. Forecasting performance is then assessed (in terms of error magnitude only). In the current study, the data period for assessing forecasting model performance is extended to 1994 to 1999. The original models estimated by Song, Witt, and Jensen are retained, but the forecasting error measures are recalculated based on the new data set. The extended forecasting horizon permits more reliable accuracy measures to be calculated and therefore gives greater confidence in the error magnitude rankings. The relatively long forecast evaluation period also allows for a high degree of confidence in the directional change accuracy and bias measures.
Although Song, Witt, and Jensen (2002) examine the relative forecasting performance of modern econometric and time-series models in terms of error magnitude, the current study provides more reliable empirical evidence on account of the extended forecasting horizon. Furthermore, neither directional change accuracy nor forecasting bias are considered by Song, Witt, and Jensen; in particular, the rigorous statistical testing of directional change forecasting performance and unbiasedness presented in the current study is new to the tourism forecasting literature. Song, Witt, and Jensen (2002) specify six econometric models to explain tourism demand. These are special cases of a general autoregressive distributed lag model (ADLM), and the initial ADLM takes the following form: ( 1) where Q it is the quantity of tourism consumed per capita, measured by the expenditure-weighted number of nights spent by tourists from country i in Denmark (the weights reflect the different daily spending for tourists in different accommodation types in 1996) and divided by the population of country i (1980 = 100); Y it is real private consumption expenditure per capita in country i (1980 = 100); P it represents the real cost of living for tourists in Denmark and is measured by the Denmark consumer price index (CPI) relative to the CPI in country i, adjusted by the exchange rate to transform the price variable into origin-country currency; P ist represents tourism prices in substitute destinations and is measured by the tourists' cost of living in Denmark relative to a weighted average calculated for a set of alternative destinations for origin-country i; T is a time trend; and the dummy variables comprise the two oil crisis dummies of DOIL1 and DOIL2 (DOIL1 = 1 in 1974-1975 , 0 otherwise; DOIL2 = 1 in 1979, 0 otherwise), a Gulf War dummy (DGULF = 1 in 1990-1991, 0 otherwise), a dummy for German unification (applies to the model for Germany only) (DGERM = 1 in 1991, 0 otherwise), and a dummy for Chernobyl/U.S. bombing of Libya (DCHERNO = 1 in 1986, 0 otherwise). In addition, u is an error term, and α, φ, η 1 , η 2 , . . ., η 7 are unknown parameters. A travel cost variable, measured by the real economy airfare from the United States to Denmark, was originally also included in the model for the United States (as travel cost was thought to be potentially important for longhaul travel), but it was found to be insignificant in the empirical analysis, so this variable is omitted from equation (1). A full justification and discussion are included in Jensen (1988) , who discusses the form of the dependent variable, and in Witt (1992, 1995) , who examine the standard set of explanatory variables included in tourism demand models. The data on nights spent in Denmark by tourists from the various origin countries were obtained from the Statistics Denmark Annual Statistical Yearbook). The data cover different categories of accommodation, which represent different daily expenditure patterns by tourists. For each origin country, the number of nights spent in the various accommodation categories is weighted by daily expenditure (the figures were obtained from a survey conducted by the Danish Tourist Board in 1996) to give the measure of tourism demand. Data on private consumption expenditure, consumer price indices, and exchange rates were obtained from the Economic Outlook by the Organization for Economic Cooperation and Development (OECD). The weights used in calculating tourist prices in substitute destinations reflect the distribution of tourist nights in competing destination countries for a given origin and were obtained from the World Tourism Organisation's Yearbook of Tourism Statistics and the OECD Tourism Policy and International Tourism.
By imposing certain restrictions on the parameters in equation (1), a number of specific models may be derived. Song, Witt, and Jensen (2002) specify six econometric models: a static (cointegration) model; two error correction models, one estimated using the Wickens and Breusch (1988) procedure (WB) and another estimated using the Johansen (1988) maximum likelihood method (JML); a reduced ADLM; a time-varying parameter (TVP) model; and an unrestricted vector autoregressive (VAR) model. The two alternative ECMs are investigated as the WB approach is particularly appropriate for the small sample size, whereas the JML approach allows for the possibility of more than one cointegrating relationship (which is the case for some origin countries). The time-varying parameter model allows demand elasticities to change over time and so is highly adaptable in dealing with structural change in econometric models. The reduced ADLM and the static, ECM, and TVP models assume that the explanatory variables in the tourism demand function are exogenous. If this assumption is invalid, a VAR model may be more appropriate. Song, Witt, and Jensen also include two time-series models as benchmark comparators: an ARIMA model based on the BoxJenkins procedure (Box and Jenkins 1976 ) and a simple naive no-change (or random walk) model. Full details of the model specifications, together with the empirical results for model estimation, are given in Song, Witt, and Jensen.
ASSESSMENT OF FORECASTING PERFORMANCE
The models are estimated using data from 1969 to 1993, and the estimated models are used to generate 1-, 2-, and 3-years-ahead ex post forecasts over the period from 1994 to 1999. Six 1-year-ahead forecasts, five 2-years-ahead forecasts, and four 3-years-ahead forecasts are obtained for each model for each origin country. As the objective is to compare the forecasting performance of the various models, the forecasting evaluation is model specific rather than origin country specific. Therefore, the numbers of observations for each model in relation to the 1-, 2-, and 3-years-ahead forecasting horizons are 36, 30, and 24, respectively.
Bias: Theory
The tests for forecasting unbiasedness are also known as tests for forecasting consistency, forecasting efficiency, or forecasting rationality (Clements and Hendry 1998, pp. 56-57) . The first test for forecasting unbiasedness used in this study is based on the following regression equation:
where Q T h + is the h-steps-ahead forecast of Q made at time T, u is an error term, and β 1 and β 2 are unknown parameters. Equation (2) can be estimated using ordinary least squares. Testing for forecasting unbiasedness is equivalent to testing the joint null hypothesis that β 1 = 0 and β 2 = 1. Acceptance of this null hypothesis suggests that E Q Q
, where E denotes expected value. The null hypothesis may be tested using the Wald restriction test statistic, which follows a chisquare distribution with 2 degrees of freedom.
The above test has been widely used to test for forecasting unbiasedness in macroeconomic and survey-based forecasts (Figlewski and Wachtel 1981; Keane and Runkle 1990; Mincer and Zarnowitz 1969; Zarnowitz 1985) . However, Holden and Peel (1990) suggest an alternative approach (also derived from equation (2)), which tests γ = 0 in the following regression equation:
where γ is an unknown parameter. This may be tested using the standard t-statistic.
Bias: Empirical Results
The results for the two unbiasedness tests are calculated for 1-, 2-, and 3-years-ahead forecasts for each model and are presented in Table 2 . The reduced ADLM and the static and JOURNAL OF TRAVEL RESEARCH 153 Kim and Song (1998) Error magnitude ECM (changes) Econometric Song, Romilly, and Liu (2000) Error magnitude ECM (changes) Econometric Song and Witt (2000) Error magnitude ECM (levels and changes) Univariate time series Kulendran and Witt (2001) Error magnitude ECM (levels) Univariate time series Song, Witt, and Jensen (2002) Error magnitude ECM (changes) Univariate time series Witt and Witt (1991) Directional change TLS Econometric
Note: TLS = traditional least squares regression model; ECM = error correction model, where (levels) signifies that the dependent variable is specified in levels and (changes) signifies that the dependent variable is specified as the change in tourism demand.
no-change models pass both tests for all three forecasting horizons. Both tests are satisfied by the WB model for 1-and 3-years-ahead forecasts, the TVP model for 1-year-ahead forecasts, and the VAR model for 2-and 3-years-ahead forecasts. By contrast, the JML model generates biased 2-and 3-years-ahead forecasts according to both criteria. Unclear results are obtained for the remaining models/forecasting horizons.
Error Magnitude Measures: Empirical Results
In common with many previous tourism forecasting studies, forecasting performance is measured by MAPE (which gives equal weight to all percentage errors) and RMSPE (which gives more weight to avoiding large percentage errors) (Witt and Witt 1992) . The empirical results are presented in Table 3 . For 1-year-ahead forecasts, the reduced ADLM is ranked first according to the MAPE criterion and third in terms of RMSPE, whereas the ARIMA model is ranked first according to the RMSPE criterion and fourth in terms of MAPE. The TVP model generates the second most accurate forecasts in both cases. The no-change model is ranked third in terms of MAPE and fourth in terms of RMSPE. For 2-and 3-years-ahead forecasts, the VAR model is the clear winner, being ranked first in terms of both accuracy measures. This is followed by the reduced ADLM (in the case of MAPE) and the ARIMA model (in the case of RMSPE). The no-change model generates the third most accurate forecasts in terms of both accuracy measures for 2 and 3 years ahead.
According to MAPE, two econometric models outperform the no-change and ARIMA models for 1-year-ahead forecasts, but according to RMSPE, the ARIMA model generates more accurate forecasts than any econometric model. It has therefore not been possible to find an econometric model that clearly (i.e., according to both error measures) outperforms univariate time-series models. On moving to longer term forecasts (2-and 3-years-ahead forecasting horizons), however, the VAR model clearly outperforms the univariate time-series models. The poor forecasting performance of the error correction models compared with the nochange and ARIMA models is consistent with the findings of Kulendran and Witt (2001) and Song, Witt, and Jensen (2002) . This result is disturbing, as we would expect that econometric sophistication should lead to more accurate forecasts.
When forecasting efficiency is considered in conjunction with error magnitude, the two methods that generate the most accurate, clearly unbiased (i.e., according to both forecasting bias measures) 1-year-ahead forecasts are the reduced ADLM and the TVP model. In terms of MAPE, the reduced ADLM is ranked first, followed by the TVP model; however, in terms of RMSPE, the TVP model generates the most accurate, clearly efficient forecasts, followed by the reduced ADLM. The no-change model is ranked third (MAPE and RMSPE). On moving to 2-and 3-years-ahead forecasts, the VAR model generates the most accurate unbiased forecasts in terms of both error magnitude accuracy measures. This is followed by the reduced ADLM and then the no-change model for MAPE, whereas these rankings are reversed for RMSPE. The good performance of the TVP model in generating accurate 1-year-ahead forecasts but weaker performance over longer time horizons is consistent with previous tourism research findings (Song and Witt 2000) . Furthermore, when attention is restricted to clearly unbiased forecasts, it can be seen that econometric models outperform the univariate time-series models for 1-, 2-, and 3-yearsahead forecasts.
Directional Change Error Measures: Theory
This study introduces the concept of rigorous statistical testing of directional change forecasting performance in a tourism context. Since the change of direction in actual and forecast demand series is qualitative in nature, statistical tests based on standard parametric approaches are not applicable. The nonparametric approach to hypothesis testing is an obvious alternative. Nonparametric tests of directional change were developed originally by Henriksson and Merton (1981) and Merton (1981) . Cumy and Modest (1987) , Schnader and Stekler (1990) , and Stekler (1994) offer an alternative test based on a 2 × 2 contingency table. Such approaches have been applied recently by Ash, Smyth, and Heravi (1998) to assess the forecasting performances of macroeconomic models in OECD countries. However, it appears that no effort has been made to use these tests to evaluate the ability of forecasting models to predict the change of direction in tourism demand.
Henriksson-Merton (HM) Approach
Henriksson and Merton (1981) have developed a method for evaluating the market timing of financial investments, and this concept can be applied in a tourism forecasting context. Let ∆ Q t be the forecast of the tourism demand variable ∆Q t , where ∆ stands for "change in"; then, the probabilities of directionally correct forecasts may be written as follows: where p 1 is the probability of a directionally correct forecast conditional on a fall in tourism demand at time t, and p 2 is the probability of a directionally correct forecast conditional on no fall in tourism demand at time t. Suppose that n 1 = the number of observations for which ∆Q t < 0, n 2 = the number of observations for which ∆Q t ≥ 0, and N = n 1 + n 2 . In addition, m 1 = the number of correct forecasts given a fall in 
With the distribution of m 1 conditional on n 1 , N and M follow the hypergeometric distribution, and the feasible range for m 1 is given in Table 4 . If a forecasting model generates forecasts of directional change that are correct in less than 50% of cases, then it is better to assume no change (Witt and Witt 1992) ; that is, for a model not to be outperformed by the naive no-change model, at a minimum, the condition p 1 + p 2 = 0.5 + 0.5 = 1 must hold. Similarly, in a period of generally increasing tourism demand, it may be tempting to adopt the naive forecasting model that assumes tourism demand will not fall from one period to the next. For such a model, p 1 + p 2 = 0 + 1 = 1, so for a forecasting model not to be outperformed by this naive model again, the condition p 1 + p 2 ≥ 1 must hold. Merton (1981) demonstrates formally that for a forecast to be rational, p 1 + p 2 ≥ 1. Hence, to test the directional rationality of forecasts, one should test the null hypothesis that the probability of a directionally correct forecast for the model under consideration is at least equal to unity (p 1 + p 2 ≥ 1) against the alternative hypothesis that the probability of a directionally correct forecast is less than unity (p 1 + p 2 < 1). The probability of forecasting correctly may be calculated from equation (6). However, because of the significance of the calculated probability that p 1 + p 2 ≥ 1 given n 1 , N and M should be tested. The formula for the observed significance level α for a one-tailed test, which allows the model to generate rational forecasts of directional change, is given in Table 4 . Given a significance level d, the calculated α can be compared with d, and the null hypothesis of directional rationality is accepted if the observed significance value α is greater than or equal to d.
Intuitively, it would be expected that for a forecasting model to be considered useful in generating forecasts of directional change, it should outperform naive models (i.e., p 1 + p 2 should exceed unity). Merton (1981) does indeed show that a forecast has no value if p 1 + p 2 = 1; also, assuming directional rationality, a forecast has a positive value if p 1 + p 2 > 1. Therefore, when the null hypothesis of rational forecasts is accepted, the next stage is to test the null hypothesis that the forecasts have no value (p 1 + p 2 = 1) against the alternative that the forecasts have a positive value (p 1 + p 2 > 1). The observed significance level β for a one-tailed test, which allows the model to generate forecasts of directional change that are of value, is given in Table 4 . Give a significance level d, the alternative hypothesis that the forecasts have positive value is accepted if β is less than d.
Contingency Table Approach
Cumy and Modest (1987), Schnader and Stekler (1990) , and Stekler (1994) suggest that the HM test can be interpreted as an exact test of independence of the actual and forecast values using a 2 × 2 contingency table. Although a number of statistics may be used to test for independence in a contingency table, the most frequently used is the chi-square statistic. Since there is only 1 degree of freedom in a 2 × 2 contingency table, the calculation of the chi-square statistic is augmented by subtracting 0.5 from the absolute difference of the observed and expected frequencies to reduce possible estimation bias (Fleming and Nellis 2000, pp. 339-40) . If the calculated χ 2 (1) is greater than the critical value at a given significance level, the model generates useful forecasts of the direction of change in tourism demand.
The HM test is statistically more powerful than the simple chi-square test of independence in a 2 × 2 contingency table (Ash, Smyth, and Heravi 1998); nevertheless, it is interesting to see to what extent the two approaches yield similar results.
Directional Change Error Measures: Empirical Results
The empirical results for the two statistically based directional change error measures, together with the previously used percentage of directional changes forecast correctly, are presented in Table 5 . In terms of the percentage of correct forecasts, the static model is ranked first, followed by the TVP model for 1-year-ahead forecasts. On moving to the JOURNAL OF TRAVEL RESEARCH 155 longer term forecasting horizons, the error correction models outperform the other models; the JML model is ranked first and the WB model second for 2-and 3-years-ahead forecasts. The reduced ADLM and the static, WB, and JML models outperform the no-change model for all forecasting horizons (more than 50% of forecasts are correct), whereas the TVP model generates more accurate forecasts only for 1 and 3 years ahead and the VAR model only for 3 years ahead. However, the WB 1-year-ahead and TVP and VAR 3-yearsahead forecasts are only marginally better than the nochange model. The HM results presented in Table 5 show that the p p 1 2 + criterion gives fairly similar rankings for each forecasting horizon to the percentage of the correct forecasts criterion when comparing the various models with the nochange model. However, to be 95% confident that a model outperforms the no-change model and therefore really is useful in forecasting directional change, the values for α and β need to be statistically significant. According to the α values, the only model that clearly generates more accurate forecasts than the no-change model for all three forecasting horizons is the JML model. Furthermore, the static and TVP models generate relatively accurate 1-year-ahead forecasts, the static and WB models relatively accurate 2-years-ahead forecasts, and the WB model and reduced ADLM relatively accurate 3-years-ahead forecasts. The β values, on the other hand, suggest only that the static, JML, and TVP models generate relatively accurate 1-year-ahead forecasts. There are no statistically significant results for β for the other forecasting horizons (i.e., no model clearly outperforms the no-change model in terms of directional accuracy for 2-and 3-yearsahead forecasts).
The contingency table approach results are summarized in the chi-square value; the static, JML, and TVP models outperform the no-change model for 1-year-ahead forecasts, but there are no statistically significant results for the more distant forecasting horizons. The HM and contingency table approaches therefore give the same outcomes for all three forecasting horizons.
The percentage of correct forecasts of the directional change criterion suggests that most models outperform the no-change model for all three forecasting horizons. However, the HM and contingency table approaches show that only three models clearly generate more accurate 1-yearahead forecasts than the no-change model, and no model clearly generates more accurate 2-or 3-years-ahead forecasts than the no-change model. The introduction of rigorous statistical testing in evaluating directional change forecasting performance therefore has a major impact on the results obtained and the implications for practitioners. When forecasting unbiasedness is taken into account in conjunction with directional change error, the two methods that generate the most accurate, clearly unbiased 1-yearahead forecasts are the static and TVP models. The empirical results obtained using modern econometric methods therefore support the findings of Witt and Witt (1991) based on traditional least squares regression models that (particular) econometric models of tourism demand outperform the nochange model in terms of generating accurate forecasts of directional change. Furthermore, although statistically significant results are not obtained for β for the more distant forecasting horizons, the α criterion suggests that the most accurate, clearly unbiased directional change forecasts for 2 years ahead are generated by the static model and, for 3 years ahead, by the WB model and reduced ADLM.
CONCLUSION
The forecasting performance of six econometric models and two univariate time-series models has been evaluated using data on international tourism to Denmark. Performance has been assessed in terms of a model's ability to generate both unbiased and accurate forecasts, and accuracy has been examined using both error magnitude and directional change error criteria. The econometric models comprise a static regression; two ECMs, one based on the WB approach and the other on the JML approach; an ADLM; an unrestricted VAR model; and a TVP model. The univariate timeseries models comprise an ARIMA model and the no-change model.
This study shows the importance of examining whether tourism demand forecasts are unbiased. Of the 24 cases considered (8 models, 3 forecasting horizons), 9 are biased according to the Wald test and 5 according to the t-test. The usual (implicit) assumption that forecasts of international tourism demand are unbiased is therefore clearly often invalid.
This study also highlights the importance of taking statistical significance into account when examining directional change error. Although it appears that for 15 out of 21 cases (7 forecasting methods, 3 forecasting horizons), the nochange model is beaten by the more sophisticated methods (i.e., the percentage of directional changes forecast correctly exceeds 50%), an investigation as to whether the models perform significantly better than the no-change model reveals that this holds in only 3 cases. Furthermore, clearly efficient, statistically significant results are obtained in only 2 cases.
The empirical results demonstrate that for a 1-year-ahead forecasting horizon, the TVP model and the reduced ADLM generate the most accurate, clearly unbiased forecasts when accuracy is defined in terms of error magnitude, whereas the TVP and static models are the most accurate, efficient models when accuracy is defined in terms of directional change error. The TVP model therefore performs consistently well for 1-year-ahead forecasting, whatever the forecasting error criterion. This suggests that it is important to take structural instability into consideration when generating short-term demand forecasts. However, on moving to longer term forecasting horizons, the TVP model generates biased forecasts that are also relatively inaccurate.
For both 2-and 3-years-ahead forecasting horizons, the VAR model generates the most accurate, unbiased forecasts in terms of error magnitude. This implies that the distinction between endogenous and exogenous variables in tourism demand forecasting models is not clear, and it is important to take this into account when generating longer term forecasts. No model significantly outperforms the no-change model for 2-and 3-years-ahead forecasting horizons when accuracy is measured in terms of directional change error. However, the static model forecasts are ranked as the most accurate and unbiased for 2 years ahead, and the WB model and reduced ADLM forecasts are ranked as the most accurate and unbiased for 3 years ahead.
The empirical evidence on relative forecasting performance in terms of error magnitude supports the findings of Kim and Song (1998) and Song, Romilly, and Liu (2000) that econometric models are superior to univariate timeseries models. The empirical evidence in terms of directional change error supports the findings of Witt and Witt (1991) that econometric models outperform univariate time-series models for a 1-year-ahead forecasting horizon, but the evidence is not clear-cut over more distant forecasting horizons.
The different performance rankings for the error magnitude versus directional change error criteria indicate that it is important to select a forecasting method that is appropriate for the particular objective of the forecast user. For the longer term forecasting horizons, the methods that generate relatively accurate, unbiased forecasts vary markedly according to whether the objective is to minimize forecasting error magnitude or directional change forecasting error.
The econometric models considered in this study require considerable user understanding and expertise and have much larger data requirements than the univariate models (on account of the explanatory variables). However, tourism practitioners should give serious consideration to using econometric models for generating forecasts of international tourism demand, given the demonstrated likely increase in forecasting accuracy.
