ABSTRACT Prognostics and health management is a promising methodology to cope with the risks of failure in advance and has been implemented in many well-known applications including battery systems. Since the estimation of battery capacity is critical for safe operation and decision making, battery capacity should be estimated precisely. In this regard, we leverage measurable data such as voltage, current, and temperature profiles from the battery management system whose patterns vary in cycles as aging. Based on these data, the relationship between capacity and charging profiles is learned by neural networks. Specifically, to estimate the state of health accurately we apply feedforward neural network, convolutional neural network, and long short-term memory. Our results show that the proposed multi-channel technique based on voltage, current, and temperature profiles outperforms the conventional method that uses only voltage profile by up to 25%-58% in terms of mean absolute percentage error.
I. INTRODUCTION
Prognostics and health management (PHM) has been used to cope with potential failures in many well-known applications such as utility networks, aerospace, manufacturing, etc. [1] , [2] . If it is possible to predict when failure occurs, we can take proper actions proactively for reliable system operation. In addition, PHM predicts the degradation of components just in time and thus conventional maintenance paradigm can be simplified. In doing this remaining useful life (RUL) is defined as a period until the limit for safe criterion of component or system is reached. It is essential to estimate the state of system with high reliability from the perspectives of stable operation against failure. According to the ISO 13381-1, prognostic is defined as ''the analysis of the symptoms of faults to predict future condition and residual life within design parameters'' [3] .
In general, lithium-ion battery has been widely used in many applications such as cell phones, electric vehicles, and
The associate editor coordinating the review of this manuscript and approving it for publication was Rui Xiong. energy storage systems due to its long cycle life, high energy and high power densities [4] , [5] . One of the essential factors to consider in using battery is the degradation since batteries are still expensive. Thus it is desirable to extend battery lifetime considering battery characteristics. Battery degradation needs to be considered from safety perspectives to prevent explosion or the loss of life. Since the estimation of state of health (SoH) is crucial for user safety and decision making, battery health should be estimated accurately. In addition a battery produces electricity through electrochemical reactions as a power source and total available capacity decreases as the battery is repeatedly charged and discharged. That is, active substances affecting the output power and the available capacity of battery are reduced due to repeated chemical reactions over time as the battery ages, and this results in performance degradation. That is why SoH estimation with high accuracy is extremely important for safe operation, battery replacement and reduction of maintenance cost. Furthermore, in order to prevent critical failure, it is desirable to identify whether the battery operates in an abnormal condition.
So far, there have been many studies about SoH estimation and RUL prediction, which can be categorized into two cases: model-based, e.g., electrochemical model and equivalent circuit model (ECM) vs. data-driven methods. As an electrochemical model, Goebel et al. [6] estimate the capacity through negative linear relationship between capacity and internal impedance by measuring the internal impedance of battery via electrochemical impedance spectrometry technique. In [7] , Daigle and Kulkarni establish an aging model of batteries during discharging based on electrochemicalbased model to predict active lithium-ion parameters, internal impedance and diffusion constant, then derive capacity as a result. In addition, a single-particle model with several refined parameters was also derived to investigate capacity degradation sources of a graphite/LiFePO4 cell in both storage and cycling conditions [8] . Although these methods give a fundamental understanding and interpretation of spatiotemporal dynamics of electrochemical reactions inside battery, they are yet practical due to computational complexity resulted from solving many partial differential equations. ECM has relatively low computational complexity compared to the electrochemical model, but is only applicable to limited operating conditions when parameters have been identified.
Recently, to overcome the drawbacks of the above approaches, data-driven methods are gaining remarkable attention as machine learning techniques rapidly advance. Among data-driven methods, the adaptive state estimation approaches, such as unscented particle filter (UPF) [9] , unscented Kalman filter [10] and particle filter [11] , [12] , have been used for real time prediction of battery RUL. In [13] , Zheng and Fang proposed a framework based on relevance vector regression to simulate lithium-ion battery RUL and short-term capacity prediction. Then, unscented Kalman filter was utilized to estimate the battery parameters for predicting RUL recursively. Similarly, particle filter was used for predicting RUL and the time until the end of discharge voltage in [12] . However, they still require an accurate battery model.
Another data-driven method is based on machine learning techniques such as support vector machine [14] , ensemble learning [15] , relevance vector machine [16] , artificial neural network [17] and long short-term memory (LSTM) [18] . Specifically, Liu et al. presented an optimized relevance vector machine algorithm to improve the accuracy and the stability of RUL estimation and to present the uncertainty of RUL estimation [16] . In [17] , feedforward neural network (FNN) is used to calculate the RUL through sampled voltage data. Very recently, You et al. [18] show that voltage and current changes in time can be learned by LSTM to predict capacity decrease, but it is more complex than other machine learning based methods. In [19] , Hu et al. exploit the combination of sample entropy and the advanced sparse Bayesian predictive modeling to establish the underlying relationship between the sample entropy and the capacity loss. In doing this, the input data are constructed by the sample entropy of short voltage sequence from hybrid pulse power characterization test at three different temperatures. By contrast, the proposed method directly uses the multi-channel charging profiles of voltage, current and surface temperature as an input data, which leads to different machine learning models from [19] . In overall, data-driven methods can reflect the inherent characteristics of aging without knowing the electrochemical principles of battery, and thus are easy to implement, computationally inexpensive and less complex than modelbased methods. In this paper we further develop the datadriven method exploiting multi-channel charging profiles of voltage (V), current (I) and surface temperature of lithium-ion battery (T) in applying machine learning techniques.
We highlight our contributions as follows. We propose a capacity estimation framework for lithium-ion battery based on multi-channel machine learning techniques using FNN, convolutional neural network (CNN) and LSTM, respectively, and show that utilizing the diversity of feasible data substantially improves estimation accuracy. In terms of learning methodologies, LSTM shows the best performance, followed by FNN and CNN in order; the selection of learning method depends on the tradeoff between model complexity and target estimation error. LSTM is preferred as long as the model complexity is acceptable from computational power and/or the available datasets. Based on lithium-ion battery dataset obtained from NASA [20] , we evaluate the estimation errors and the capacity difference per cycle. Numerical results demonstrate that the proposed multi-channel method achieves up to 58%, 46% and 25% of MAPE improvement in the case of FNN, CNN and LSTM, respectively, compared to using voltage charing profiles only.
The remainder of this paper is organized as follows. In Section II, we present the system model and describe the characteristics of battery data sets. In Section III we propose machine learning based SoH estimation techniques using FNN, CNN and LSTM. Extensive experiment results along with learning methodologies and battery types are presented in Section IV, followed by conclusion in Section V.
II. SYSTEM MODEL A. MOTIVATION
To motivate our work, we present Fig. 1 as an illustration of PHM; as human ages, there are several noticeable changes such as wrinkles of the face and depth, skin elasticity, hair condition, etc. Then it is possible to estimate the age of a person by fully exploiting these external changes. In the case of bearings, one can estimate the failure time when faults occur by observing cracks, spalls on a surface, and changes in vibration signals. Inspired by this principle, we come up with the idea of estimating battery health by using feasible data such as voltage, current and surface temperature (or simply called temperature hereafter), which are typically provided by battery management system (BMS).
B. LITHIUM-ION BATTERY DATA OF NASA
We use battery data sets provided by NASA Prognostics Center of Excellence Data Repository [20] , and these data sets consist of eight lithium-ion batteries that run through three different operational profiles, i.e., charging, discharging and rest period, at room temperature. The experiments consist of applying the repeated charging and discharging cycles to commercially available 18650 lithium-ion cells for achieving accelerated aging. Batteries are charged by the constant current constant voltage (CCCV) principle; charging at constant current of 1.5 A until the voltage reaches the cell upper voltage limit of 4.2 V, then applying constant voltage until the current drops to 20 mA. Discharging is done at the constant current of 2 A until the cell voltage falls to 2.7 V, 2.5 V, 2.2 V, and 2.5 V for batteries #5, #6, #7, and #18, respectively. The experiments are performed until the batteries lose 30% of the rated capacity, i.e., 1.4 Ah. Additional electrochemical impedance data are also provided in this dataset, but not used in our work.
C. DATA ACQUISITION DURING CHARGING PROCESS
To capture how the internal battery parameters changed along the aging, which are critical in estimating battery degradation, we leverage the voltage, current and temperature data; the data is measured at every charging cycle. There are three status of battery in actual application: charging, discharging and rest. During discharging process, it is hard to measure or calculate internal parameters precisely since the current rapidly changes in time. According to recent works [21] , [22] , there is a re-balancing process of active materials and relaxation of gradients generated due to the passage of current in the rest period, which would enable capacity regeneration. For this reason, the internal battery parameters are generally constant or change slowly compared to the charging or discharging period, which makes the estimation of internal parameters difficult since they cannot be calculated based on the amount of indistinctive data [17] . However, batteries usually have a peaceable charging process based on preset protocols in which the necessary external electrical performance can be easily measured. Furthermore, since discharging pattern mainly depends on the owner's routine with high randomness, it is much easier to utilize battery charging profiles. 
D. MULTI-CHANNEL CHARGING PROFILES OF V, I, T DATA
In Fig. 2 , we observe that there are significant changes in charging profiles of voltage, current and temperature as a battery ages; the voltage of aged cell during charging process reaches 4.2 V earlier than that of fresh cell, and the current of aged cell begins to drop from constant current earlier than the fresh cell. Moreover, the aged cell reaches the maximum temperature earlier than the fresh cell. The reason why the beginnings of temperature profiles of the first and the 167th cycle are different is due to the repeated process of charging, rest and discharging. Since the temperature at the end of discharging usually rises compared to that of the beginning, this affects the initial temperature of the next charging profile. To quantify the battery aging, we need to define the SoH properly. Even though there is no unified way to define SoH, it is commonly defined using capacity as given by
where C 0 is the rated capacity and C k is the measured capacity at cycle k. In addition, we determine that battery life is over when the measured capacity is below 70% of the rated capacity, under which reliable performance cannot be guaranteed.
III. MACHINE LEARNING BASED APPROACHES A. PROPOSED FRAMEWORK
In Fig. 3 , we overview the proposed framework for estimating battery capacity exploiting multi-channel charging profiles based on FNN, CNN and LSTM. This framework consists of three steps: data preprocessing, training, and estimation. In step 1, abnormal data is removed by applying data VOLUME 7, 2019 cleansing and min-max normalization. Then, the data set is divided into training, validation and test sets. Finally we get the refined voltage, current, temperature, and capacity data. In step 2, training and validation sets are utilized to select a proper model based on FNN, CNN and LSTM, respectively. In step 3, by using capacity estimation models that are determined in the previous step, we estimate the battery capacity and evaluate the performance of the proposed methods.
B. DATA PREPROCESSING
Before utilizing battery data set as experimental data, we preprocess data by removing outliers and securing available data. Eventually, we obtain four sets of battery data with degradation characteristics per cycle as shown in Fig. 4 ; batteries #5, #6, #7, and #18 (following the numbering of the online repository in [20] ) are chosen for the experiment. The overall specification of batteries and charging/discharging conditions are summarized in Table 1 . Meanwhile, even though there are many data points during charging process according to the setting of BMS, it is not efficient to utilize all data due to data sensitivity and complexity in estimation, and thus we use the subsampled data that preserve the apparent changes during the charging interval. The inputs of the proposed models are the extracted features, which are obtained by the uniform sampling of the raw battery data. Specifically, we configure the input matrix as 30-dimensional vectors by concatenating the V, I, T charging profiles, each with 10 samples. The number of samples is chosen to consider the distinct changes in time and the model complexity. In addition, we average the data over sampling interval to prevent oscillation in short time interval. We adopt min-max normalization for better training since it retains the original distribution of data except for a scaling factor and transforms all the data into the range of [0,1] as below [23] :
where x is a collection of all charging cycles, i.e., x k i and n represents the number of samples per cycle. Obviously, we also adopt denormalization process when presenting the final estimation results.
C. FEEDFORWARD NEURAL NETWORK (FNN)
We first apply feedforward neural network, which is a widely used machine learning method having no feedback connections [24] . FNN consists of multiple layers, and each layer has neurons providing nonlinear activation according to the weighted connections to the previous layer. We use a typical structure of FNN, i.e., one hidden layer considering the variability of input data.
D. CONVOLUTIONAL NEURAL NETWORK (CNN)
We also apply CNN, which is a well-known deep learning architecture that uses convolution instead of general matrix multiplication in at least one of their layers [24] . The operation of 2-dimensional convolution is as follows:
where X is an input matrix and W is a kernel matrix. The typical structure of CNN consists of convolution layer, pooling layer and fully-connected layer [25] . In the convolution layer, the convolution operation is performed to extract features, and the output is passed to the activation function. The pooling layer can be conducted for the purpose of reducing the spatial size of the feature map and provides robust learning results for input data. The output signal is then passed on to the next layer. By passing through multiple steps of convolution and pooling layers, global features can be obtained from input data. Eventually, classification or regression is achieved through the fully connected layer.
E. LONG SHORT-TERM MEMORY (LSTM)
Recurrent neural network (RNN) is a neural network involving directed cycles in memory and shows outstanding performance especially for sequential data. Due to vanishing gradient problem, the basic RNN structure is vulnerable when the time series data has long term dependency. Thus we apply LSTM, which is designed to mitigate the vanishing gradient problem [26] . A common LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. The cell remembers values over arbitrary time intervals and three gates regulate the flow of information into and out of the cell. LSTM defines an internal memory cell state to store long-term information. The memory cell state interacts with the previous output and the following input to determine which elements of internal state vector should be updated, maintained, or erased.
F. MODEL SELECTION
We design the structures of FNN, CNN and LSTM using the validation set. Each learning method is implemented by Tensorflow in Python [27] with the Intel i7-7700 CPU of 3.60 GHz and 16 GB memory. The average training time is less than 20 seconds, and the drop-out for regularization is 0.5. We use the mean squared error as a loss function, and the Adam optimizer is used with the learning rate of 0.001 [28] . We set the training epochs as 500 and use the batch size of 50. Leaky ReLU is used as an activation function [29] . To evaluate the estimation accuracy, we adopt the mean absolute percentage error (MAPE) as an representative error index as follows:
where l(k) presents the actual capacity,l(k) is the estimated value and K is the number of cycles. In addition, we compute the mean absolute error (MAE) and the root mean square error (RMSE) as follows:
The model structures and hyper-parameters are summarized in Table 2 .
IV. PERFORMANCE EVALUATION A. ESTIMATION RESULTS OF USING V DATA
We first present the result of capacity estimation using only voltage charging profiles with 10 uniformly sampled data point as in [14] . Since the available datasets are limited, we need to fully exploit the available datasets. Thus, out of 4 datasets, we select three battery sets as a training set and the remaining one as a test set, and repeat this process four times to have four test results. Then we average four cases of simulation to evaluate the average performance. 10 neurons in [17] serves as our baseline. We summarize the capacity estimation errors in Table 3 where LSTM shows the substantially better performance than other methodologies. This is because LSTM is good for time series data regression. 
B. ESTIMATION RESULTS OF MULTI-CHANNEL (MC) METHOD
Next we perform the capacity estimation using multi-channel data of voltage, current and temperature charging profiles with 10 uniformly sampled data point per channel. The capacity estimations of the proposed methods are plotted per cycle in performance compared to other methods. We summarize the estimation errors in Table 4 , and observe that MC-LSTM shows the best performance among all methodologies as in the case of single channel. In addition all error indices of multi-channel are lower than the cases of single channel, which confirms the diversity of feasible data substantially improves the capacity estimation. Fig. 7 presents the tradeoff between the number of parameters and the estimation error. In the multi-channel case, we initially expected that MC-CNN would show good performance because having multi-channel charging profiles well matches to multiple convolutional filters well. However, it turns out that MC-CNN is not good for capacity estimation. Specifically, MC-CNN-1 shows the worst error rate compared to other methods even though MC-CNN-1 has the smallest number of parameters. Next we set the numbers of parameters for MC-FNN-2 and MC-CNN-2 similar (i.e., 1,281 and 1,276, respectively) to compare the learning capability of two neural networks. As can be seen in Fig. 7 , even though they have similar number of parameters, (i.e., 1,281 and 1,276 respectively), the MAPE of MC-CNN-2 is higher than that of MC-FNN-2 by 0.64 percent point. This confirms that FNN is better than CNN for estimating battery degradation. Furthermore, when the data includes regeneration phenomenon, CNN is not adequate for time series data with high volatility and uncertainty even though CNN is good for other applications such as image recognition.
C. MODEL COMPLEXITY VS. ESTIMATION ERROR
To quantify the advantage of using multi-channel data, we also compare the performances between MC-FNN-1 and FNN-2 in Fig. 7 . Even though MC-FNN-1 has 321 parameters and FNN-2 has 481 parameters, the MAPE of MC-FNN-1 is almost the half of FNN-2. In addition, MC-CNN-1 with VOLUME 7, 2019 226 parameters also shows the lower MAPE than CNN-2 with 1,276 parameters as shown in Fig. 7 , which confirms the effectiveness of using multi-channel data. However, the more parameters do not necessarily imply the smaller error. For example, even though MC-CNN-2 has 1,276 parameters and MC-FNN-1 has 321 parameters, the MAPE of MC-CNN-2 shows the higher MAPE than MC-FNN-1 as can be seen in Fig. 7 .
D. OUTPERFORMANCE OF LSTM
In Figs. 5 and 6, we observe some glitches around 12th cycle; even though the true capacity is not severely low, most learning methods except LSTM estimate the capacity very low. This is because the voltage charging profile at 12th cycle is abnormally deviated from those of other cycles as shown in Fig. 8 . We also observe the similar deviations in all four battery charging profiles of current and temperature; these abnormal profiles may be due to measurement noise or sensory misfunction. Consequently, the estimated capacity is far from the true capacity. However, unlike other methods, LSTM estimates the capacity accurately even at the 12th cycle. This is due to the structure of LSTM with memory cell storing long-term information, and this leads to suppress the effect of weight at the 12th cycle data.
E. OUTPERFORMANCE OF THE MULTI-CHANNEL METHOD
In Fig. 9 , to demonstrate the outperformance of using V, I, T data, we rearrange the estimation error with respect to battery types. Then, we calculate the difference of MAPE between using V only (dotted) and using V, I, T together (solid). For all four batteries, the single channel FNN-1 (baseline) shows the worst performance on average, which is followed by CNN-2 and CNN-1. LSTM is substantially better than FNN-1, FNN-2, CNN-1, and CNN-2 . In all cases we see that multi-channel methods using V, I, T outperform the cases of V irrespective of learning methods. We also observe that MC-LSTM shows the most accurate estimation in all four batteries.
F. EARLY INDICATION OF EOL
Finally, we investigate the EoL indication and its error. When the measured capacity reaches to 70% (1.4 Ah) of the rated capacity, battery life is declared to be run out. From the viewpoint of PHM, it is more reliable to declare the end of life (EoL) earlier than the actual failure point to secure maintenance time in advance [30] , [31] . Note that the EoL is not the first crossover point reaching failure threshold, but the last crossover point considering regeneration phenomenon; reaching failure threshold does not necessarily imply that the battery will no longer function, and indeed the battery may still be usable after rest period. As shown in Table 5 , we see that the proposed methods mostly indicate EoL prior to its occurrence (negative values) by using V, I, T data rather than 75150 VOLUME 7, 2019 only using V, which is helpful for reliable and safe battery operation.
V. CONCLUSION
In this paper, we proposed a capacity estimation framework for lithium-ion battery based on FNN, CNN and LSTM with multi-channel V, I, T data. By utilizing lithium-ion battery dataset of NASA, we have analyzed the estimation results from the perspective of error indices and capacity difference per cycle as well. Numerical results demonstrated that the diversity of feasible data is critical for the estimation with high accuracy. In particular, we showed that the proposed multi-channel method outperforms the existing method with only single voltage data by up to 58%, 46% and 25% of MAPE improvement in the case of FNN, CNN and LSTM, respectively. In future work, the proposed method can be extended by considering an online method which adaptively updates the internal parameters of physics-based equations affecting actual degradation in real-time practical operation.
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