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Abstract- The stability of a high-order sigma-delta modulator u(k)
has been addressed under dc input. A new approach for stability + + +
analysis is proposed. A nonlinear circle map is suggested to x(k) +Z+ + + + + z sgn y(k)
model the dynamics of the modulator. The stability problem is
handled using an analogy between the dynamics of the sigma-
delta modulator and the sinusoidal digital phase-locked loop Z Z
(DPLL). An approximate fixed point solution is presented and
stability criteria are derived. L
I. INTRODUCTION
The demand for higher-order (> 2) ZA modulators is
increasing due to their improved performance relative to the Legend: ) Multi-Bit > Single-Bit
first- and second-order structures [1]. However, their stability
problem is a major obstacle towards an efficient utilization in Fig. 1. Structure of the single-bit third-order Z\ modulator.
DSP applications. Despite the huge work that has already been
done, the stability issue is still far from complete. In this paper
we attempt to set out a comprehensive stability analysis of a where u0, ul, and u2 are the initial conditions of the integrator
third-order EA topology which has been utilized recently in output (the quantizer input), with yo, Yl, and Y2 being the
several works (e.g., [2][3]). corresponding quantizer outputs [i.e., yo = sgn(uo), .. etc].
In Section-II, a solution to the difference equation of the The functions b(k), g(k), and d(k) are given as follows:
system is obtained and a general expression for the average b(k) (k - 1) (k - 2)72
output in ZA systems is proved. The nonlinear dynamics
of the structure is presented in Section-III using a circle g(k, a) +[('n+1)(n + 1)]y(k - n) (5)
map approach, then a fixed point approximation is suggested. d(k) = kb(k)/3. (6)
The stability topic is then handled by adopting two different
approaches. We consider here an asymptotic solution of the EA dynam-
II. ANALYSIS OF A THIRD-ORDER ZA TOPOLOGY ical system. If we divide eq.(3) by d(k) and then take the limit
as k -± oc, we get:
Fig.(l) illustrates a topology for third-order ZA modulator
that was utilized in several works (e.g., [2][3]). Assume x(k) x (k cv)ld(k) 6
to be a dc input and u(k) to be the integrator output (which is g ' k(k - 1)(k - 2)
the quantizer input). The quantizer output, y(k), is given by: k-3
{a(OE ( 2 n + 1) (n + 1)sgn(Uk-n) - (7)y() +1 for u(k).>0n=2
-1 for u(k) < 0(1
This system can be described using a third-order difference It is difficult to find an analytic solution to this equation,yquationgsfollows: as the signum function is system dependent. However, we canequation as follows: find an asymptotic solution (as k -+ oc) by replacing the k -
u(k) 3u(k - 1) - 3u(k - 2) + u(k - 3) dependent term 1/[(k - 1)(k - 2)] outside the summation by
-(a + 2)y(k -1) + 3y(k -2)- y(k -3) +x (2) an n - dependent term inside the summation, i.e.,
where a is a constant which represents the feedback loop gain. 1 k-3 k-3 a(n.)
A recursive solution for eq.(2) is given by the following (k - 1)(k-2) E a(n) - Z as k-oo (8)
difference equation (the proof is out of the scope of this paper): - -
i where a(n) =( 2n.+l1)(n.+l1)sgn(lk_n) . The function f(n.)
v>(k) = -2k(k -1>82 -k(k -2)ui + b(k)u0o can be given as
-b(k)y0 + k(k -2)y - [(k -1) - cb(k)]y2 2
-g(k,a)+d(k)x (3) f(n.)-3(n.+-)(n.+1l) as k-+oo. (9)
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Now (7) can be written as:
k k ask-co.
S'1 sgn(Uk-,) + 1:Sgn(......k
~~~~(nm+2/a)(0
It can be proved that the second term on the right-hand side
of (10) tends to zero since we have:
k ~~~~~~~~~k
2 k 1 2 1k ( +2/a) Sgn(ksn ) <S (+2/) (<) -2 -1 0 2 3 4k
n=1 (n + 2/a) k n=1 (n + 2/a) ~~~~~~~~~~~~u(n)
knowing that the signum function sgn(Uk-n) e {1, -1}. Now, Fig. 2. Phase-plane portrait of the ternary structure for x 1/20.
since the limit of the right-hand side of the inequality (11) is The initial conditions are: u. 1/4, ui 1/4, andU2 2/5, with
zero as k -> oc, then the left-hand side will go to zero more a = 0.1 (the diagonal straight line represents y = x).
rapidly (it is a transient term that decides the rate at which the
system converges to the steady-state). Accordingly, for stable
operation, the sequence g(k, a)/d(k) in eq.(10) converges to x where m is an integer that denotes the system order, and the
as k -> oc, and in fact it is the average output if the equation c's are the coefficients of the signum terms that appear in the
is divided by a, i.e., average x = k I=1 sgn(ui). We system difference equation.
re-arrange this equation as follows:
III. STABILITY ANALYSIS
k
()k 5 sgn(ui), k -> °. (12) In general, an orbit 0(u0) of a dynamical system F: R72
a8 Rn is said to be stable if for every r > 0 there exists d > 0
Since the left-hand term is always a fraction and the right- such that yo - xO < d implies Yn - Un < r V n > 1. An
hand term is always an integer, one expects (as it is in fact orbit that is not stable is called unstable [6]. In other words
the case) that the system has no fixed-point or an equilibrium 0(U0) is unstable if there exists r(uo) > 0 such that for everypositive number d we can find an initial state yo, yYO- < dsteady-stateslion. ternatively , ica sem whose orbit is not contained in the closed ball D(uo, r(u0)).
calution.b Fig.(2) depicts a stable limit set which is revealed by the
A periodic solution is a dynamical solution that ischarac-bounded-orbit or the attractor to which the system evolvesA periodic solution iS a dynamical solution that iS charac- atrsfiinl ogtm.Hwvr ihrodr( )Z
terized by one basic frequency fl. The spectrum of a periodic mdltrsu suffer fomg well-known siltpr-oblem [4].
signal consists of a possible spike at zero frequency and spikes We shalti ssuteanalit model the
at integer multiples of the fundamental frequency fl. The ynysystructure shown in Fig.(1) with arbitrary values for d1, d2,
amplitudes of some of the frequency components may be zero. andudur andt np to finth t sablit critri ad2
A periodic solution is called a limit cycle if there are no other
periodic solutions sufficiently close to it. In other words, a attempt to extend the stable region of operation by adjusting
' the state space of the system integrators. Note that the abovelimit cycle iS an isolated periodic solution and corresponds
to an isolated closed orbit in the state space. Every trajectory di's can be realized in CMOS using simple voltage dividers.
near a limit cycle will approach it as k -> oc. Consequently, A. Dynamics of the Third-Order Topology
eq.(12) applies quite well when the system traps into stable The non-linear dynamics of the EA operation can be
limit cycles. Hence, the average output over any limit cycle modelled using the dynamics of the standard map, and more
can be given as: specifically, the dynamics of the circle map. Here, we intro-
I g duce the exact circle map that corresponds to the modified
a L 7E sgn(ui). (13) (arbitrary values for the d's) third-order system shown in
i=1 Fig.(l). The circle map, also known as the sine map, is given
where L is the period length of the limit cycle. For instance, by [5]:
Fig.(2) shows the steady-state phase-plane portrait of the above K
third-order ZA modulator for x = 1/20, a = 0.1, and initial Un+1 = F(Un) = [Un + Q - sin(27Un)] mod 1. (15)2w
conditions uo 1/4, ul 1/4, U2 2/5. It is apparent that where this map is a special case of the two-dimensionalL, =48. 8.
~~~~~~~~~~~~~standardmap. The state tln maps the interval [0,1) onto itselfAdopting hesame pproach a above w find tha,for'an when the circle map is confined to the interval [0, 1) by using
order of the ZA\ modulator, the average output iS given as temd1fnto.Tecrl a eoe ierwe
follows: x~~~~~s K =0 and nonlinear when K 7& 0. For 1 > K > 0, theAverage- m (,14) circ.le map is an orie.ntation presRervingy diffe.omorphism. At
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K = 1, the map is a homeomorphism. For K > 1, the circle C. Utilizing DPLL Techniques
map becomes noninvertible (since it is not one-to-one, which We here propose the techniques adopted in analyzing the
implies the coexistence of different periodic oscillations) and sinusoidal digital phase-locked loop (DPLL) to study the
critically dependent on the initial conditions. The term Q is stability issues of the ZA modulator. From this point of
confined to the interval [0,1]. view, the IIR loop operates on the principle of "tracking" the
Recalling eq.(2) above, the system dynamics can be accu- quantizer output, as the DPLL tracks the input frequency. As
rately represented by the following non-linear circle map: the stability of a periodic orbit of a continuous-time system
may be determined by examining the stability of a fixed point
Uk±1 = Klyk - (a + 2) sin(m.k)1 of the associated map [5], the first step in this approach
-K2uk1 + (d2 + 2d3) sin(m-yk-1)1 is to chose a suitable fixed point solution for our system.
+K3uk-2 - (d2d3) sin(m-yk2)1 + X. (16) Intuitively, this would be the average output of the third-order
Z,A modulator. This means that, under stable operation, the
where -yk = tan-l(uk), 7k-l = tan-1(uk1), and -7k-2 state trajectories are attracted to this point in an oscillatory
tan-1 (Uk2) are the phase angles that correspond to the inte- behavior. Recalling eq.(14), the proposed fixed point u* is
grator states Uk, Uk-1, and Uk-2, respectively, while m is an given as:
integer and K1 = (d1+ d2 + d3), K2 = (d1d2 + did3 + d2d3), *
an
_______23_
and K3 = (d1d2d3). The d's are the gain parameters of the U =lim Uk =tanV(2+ d+2dt+dd* (
system integrators. As m increases, the behavior of the map It wil b t approimation i sfit
approaches the dynamics of the ZA modulator. It will be evident later that this approximation is sufficiently
accurate and reliable.
B. Traditional Stabilizing Design Approach Now, after a fixed point solution is obtained, we attempt tofind out the range of filter parameters to meet the conditions
If we define a vector as Xk = (wk Yk Zk), then eq.(16) that are necessary for the iterates of eq.(3) to converge locally
can be written alternatively as to the solution given by eq.(23). For that, Ostrowski's theorem
Xk+1AXk + Bk (17) can be applied [7] if the function F(Uk), which is given
Xk±1 AXk + Bk (17) by eq.(16) to be tested is continuously differentiable at the
w/ 1 0 \ 0 fixed point uW. In this case, Ostrowski's theorem says that
where A= 1 1 B
B
(18) limk Uk =U if:
\K3 -K2 K1 (b1k p[FI(u*)] < 1 (24)
bk -(a + 2) sin{tan-1(zk)} + (di + d2) sin{tan-1(yk)}- where F'(u) is the partial derivative of the n x n matrix F(u),
(did2) sin{tan-1 (wk)} + x. Taking the Euclidean norm of p(.) is the spectral radius of the matrix and is defined as
(17) yields follows:
llXk+±l < AXk~ + ||Bk < A Xk|| + llBkl p[F'(u*)] = max Ai, Ai = Eigenvalues of F'. (25)
It is worth noting that in case of nonlinear mappings, theFirst, it is obvious that IBk < MlXB (where M/B > 0 is a condition p[FI(u*)] < 1 iS sufficient, but not necessar fo
constant) given the boundedness of bk. If llAll < 1, then forconvergence. While in case of linear mappings, the condition
lXk±l A k+lllX0l + Sk A B1Bk-j 19) p[F(u*)] < 1 is both necessary and sufficient [7].i=
~~~~Now, back to eq.(16), which models the dynamics of
< llA ± + MB i=lO All` (20) structure shown in Fig.(2). For convenience, we transform
=lA lk+l±Xo0 + MB I Ak+ (21) eq.(16), which is a third-order equation, into a system of three
1-llAll first-order equations in the following form:
For lAll <1:I rliM Xk+l < MB/(1 - A l). (22) Uk+1 = F(Uk). (26)
Let Wk = Uk, Yk = Uk+1, Zk = Uk+2. Therefore, eq.(16)
That means the trajectory will converge within the boundaries can be re-written in a matrix form as follows:
constrained by eq.(22) in the state space. W+1k \
Note that if the matrix A is Hurwitz (that is, all its Yk+1 Zk (27)
eigenvalues are located with the unit circle), then llAll < 1. Zk+1 F(Zk)
Since K1, K2, K3 are constant, they can easily be chosen to
make lAl < 1. One way to achieve this result is through F(zk) =K1zk -(2 + al)sin{tan-1(zk)} -K2yk + (d2 +
the application of Routh-Hurwitz stability criteria. This in 2d3) sin{tan-1(yk)} +K3wk -(d2d3) sin{tan-1(wk)} + .
fact means that we can stabilize the system by adjusting the To define a region of stability for the ZA\ topology, we
location of the system's poles, i.e., confining them within the consider eq.(27). If F(zk) and F'(zk) are assumed to be
unit circle. continuous, then the Jacobian matrix of F(zk) is given by:
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(0 1
F'(z) 0 0 1O (28) 0.6
~~~~~~~-a
hi (w) h2(y) h3(z) / 0.5
where hi/(w) K3[1 - cos(w)], h22(Y) = -K2[1 cos(y)], 04
and h3 (z) = K,[1 - KI cos(z)]. If we assume the fixed point x 0.3
is Q = u* = tan- [x/{(2 + a) - (di + 2d2) + (d2d3)}], 0_2 -_____
then at this point all the eignvalues must be less than one, * *
i.e, lAjl < 1, where Aj i e {1,2,3} should satisfy the *
characteristic equation: F'(3) - Al = 0. Solving for A, the 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
characteristic equation is given by: The gain parameter, c
A3 - h3(z)A2 -h2(Y)A- h1 (w) 0.- (29) Fig. 3. Stability region of the third-order structure. (Solid): theoret-
To extract the stability bounds from the characteristic equa- ical, (*): simulated.
tion, we utilize the following bilinear transformation [7] that
maps the interior of the unit circle to the left-half plane (one-
to-one map): where n stands for the system order, {al } is the set of the
A ( + 1)/(b - 1). (30) coefficients of the state space variables (ul), and {cl} is the
set of coefficients of their corresponding signum functions
Hence, eq.(29) will be transformed as follows: [sgn(uj)].
I3(1-h3-h2-hi) +&2(3 - h3 + h2+ 3hi)
+&b(3 + h3 + h2- 3hi) + (1 + h3- h2 + hi) = 0 (31) IV. SIMULATIONS
It is now possible to apply Routh-Hurwitz stability criteria, By utilizing the stability analysis in Section III, the stable
which allows to check for stability without computing roots of input dynamic range for the third-order EA modulator shown
characteristic equation and can be used to determine the range in Fig.(l) with d, = d2= d3 = 1 can be given by:
of parameters that guarantees stability. We start by building
Routh-Hurwitz array as follows: x < a tan[cos 8(6+)]
Column-I Column-2 i.e.,
A 1-h3- h2- hi C 3+h3+h2- 3h <a ( )21, (35)
B 3 - h3+ h2+ 3h| D 1 + h3- h2+ hi 6 +a
F - (AD - BC) /B 0 while the stable feedback parameter range is confined to the
D 0 interval (0,0.5) since:
As the number of roots with positive real parts is equal to
the number of sign changes in the first column, the elements < cos(3) (36)
of column-I in the above array should be all positive to ensure 1 + cos(Q)
stability of the system, that is:
In this case, a stability criteria can be well defined as seen
A > 0; B > 0; E > 0; D > 0; (32) in Fig.(3) which shows the theoretical stability region (the
Generally, useful condition can be obtained from these shaded region). The boundary of this region is in accord with
inequalities. However, we focus on the fourth inequality (D > the simulated boundary.
0) as it provides an important criterion, that is:
1-F K1 -v K2+- K3 V. CONCLUSIONSco(/3 (at + 2) + (d2 + 2d3)+ (d2d3) V CNCUSON
cos(Q)<(a+2)+(d+2d3)+(dd3) (33) The behavior of a third-order EA structure was analyzed
where K3 = (d1 + d2 + d3), K2 = (d1d2 + d1d3 + d2d3), under dc input. The stability problem is handled using an
and K1 = (dld2d3). This equation imposes a condition on the analogy with the sinusoidal digital PLL system. An approxi-
input dynamic range x in terms the gain parameters (a, dl, mate fixed point analysis is presented and stability criteria are
d2, d3) such that system stability can be preserved. derived. Simulation results were in accord with the theoretical
Moreover, it is worth noting that, eq.(33) can be generalized expectations.
to comprehend any order of ZA\ modulators when rewritten
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