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Kapitel 1
Einleitung
Methoden, die unter Verwendung von NMR-Signalen ra¨umliche Abbildungen oder Zeugmato-
gramme (griechisch: Zeugma = das Joch, die Zusammenfu¨hrung, die Verbindung) der Verteilung
von Kernspinmomenten in einer makroskopischen Probe erstellen, werden mit dem Begriff Zeugma-
tographie bezeichnet [1, 2]. Speziell bei medizinischen Anwendungen wurde der Begriff Kernspin-
resonanztomographie eingefu¨hrt. Dabei besitzt die zeugmatographische Abbildung A¨hnlichkeiten
mit optischen Experimenten, bei denen Phasendifferenzen infolge unterschiedlicher Wegla¨ngen ei-
ner Abbildung der Objekte zugrunde liegen. Im zeugmatographischen Experiment entstehen die
Phasendifferenzen durch die unterschiedlichen Pra¨zessionsfrequenzen, welche die Kernmomente an
verschiedenen Stellen des a¨ußeren Magnetfeldes mit einem definierten Feldgradienten besitzen.
Einen wichtigen Einfluss auf die Abbildung biologischen Gewebes haben mikroskopische Ma-
gnetfeldinhomogenita¨ten, die z. B. durch endogene oder exogene Kontrastmittel erzeugt werden.
Ausschlaggebend fu¨r die intensive Befassung mit der Auswirkung von Magnetfeldinhomogenita¨ten
auf das NMR-Signal war die Entdeckung des BOLD-Effekts (BOLD=Blood Oxygenation Level
Dependent) von Ogawa im Jahre 1990 [3]. Ogawa untersuchte die Auswirkungen eines im Jah-
re 1936 von Pauling studierten interessanten Pha¨nomens der unterschiedlichen Eigenschaften von
oxygenierten und desoxygenierten Ha¨moglobin [4]. Der BOLD-Effekt basiert auf diesen unterschied-
lichen magnetischen Eigenschaften von oxygenierten und desoxygenierten Ha¨moglobin und erlaubt
es, Blut selbst als endogenes Kontrastmittel fu¨r die funktionelle Bildgebung zu nutzen. Blutgefu¨ll-
te Kapillaren ko¨nnen demnach als mikroskopische magnetisierte Ko¨rper aufgefasst werden, deren
Suszeptibilita¨tskontrast zum umgebenden Gewebe vom Oxygenierungsgrad des enthaltenen Blutes
abha¨ngt. Diese Suszeptibilita¨tsdifferenz erzeugt die charakteristischen Eigenschaften des NMR-
Signals. Nun besteht die Aufgabe darin, aus dem gemessenen NMR-Signal Ru¨ckschlu¨sse auf den
Oxygenierungsgrad des Blutes oder noch allgemeiner auf die geometrischen Eigenschaften des un-
tersuchten Gewebes zu ziehen. Dazu mu¨ssen jedoch zuerst physikalische Modelle entwickelt werden,
welche die Signaleigenschaften des untersuchten Gewebes und die darin enthaltenen Feldinhomo-
genita¨ten ausreichend beschreiben. So wird z. B. als Gewebeeigenschaft die Frequenzverteilung um
eine Kapillare in der vorliegenden Arbeit untersucht. Aus der mit NMR-Methoden gemessenen Fre-
quenzverteilung kann dann die Suszeptibilita¨tsdifferenz zwischen Kapillare und umgebenden Medi-
um sowie die Kapillardichte ermittelt werden. Anordnung der Kapillaren und Oxygenierungsgrad
des Blutes bestimmen auch die Relaxationseigenschaften des untersuchten Gewebes. Dadurch ist es
beispielsweise mo¨glich, aus der messbaren transversalen Relaxationszeit das regionale Blutvolumen
des Herzmuskelgewebes zu ermitteln und so die eventuellen Auswirkungen eines Myokardinfarktes
zu quantifizieren [5].
In Analogie zum endogenen Kontrastmittel Blut stellen sich die Verha¨ltnisse bei exogenen Kon-
trastmitteln dar, die von Zellen aufgenommen werden und einen Suszeptibilita¨tskontrast zum um-
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gebenden Gewebe erzeugen. Bei den exogenen Kontrastmitteln handelt es sich um sehr kleine
paramagnetische Partikel (USPIO=Ultra Small Paramagnetic Iron Oxide), bestehend aus einem
paramagnetischen Kern (Durchmesser ≈ 5 nm) und einer Dextranhu¨lle (Durchmesser ≈ 50 nm).
Durch Phagozytose nehmen Zellen diese Partikel auf und werden danach als magnetisch markierte
Zellen bezeichnet. Diese magnetisch markierten Zellen erzeugen eine charakteristische Frequenzver-
teilung im Voxel, die von der Konzentration des Kontrastmittels und weiteren Parametern, wie z.
B. dem Diffusionskoeffizienten des umgebenden Gewebes, abha¨ngt. Diese Parameter haben auch
Einfluss auf die transversale Relaxationszeit. Die physikalischen Modelle sollen nun helfen, von der
Relaxationszeit auf die Parameter des Gewebes, wie z. B. die Kontrastmittelkonzentration (oder
besser die Konzentration der Zellen) zu schließen.
Das Fundament zur Lo¨sung dieser Aufgaben ist ein tiefgreifendes Versta¨ndnis des Einflusses von
Magnetfeldinhomogenita¨ten auf die Entstehung des NMR-Signals. Im Verlauf dieser Arbeit wird
genutzt werden, dass sich der aus der statistischen Physik bekannte Formalismus der Zustandsdich-
ten auf das von den magnetisierten Ko¨rpern erzeugte lokale Magnetfeld u¨bertragen la¨sst, und dass
dieser Formalismus ein wichtiges Werkzeug zur Beschreibung der Suszeptibilita¨tseffekte darstellt.
Eine grundlegende Arbeit zur Beschreibung von Magnetfeldinhomogenita¨ten stellt die Arbeit
”
Theory of NMR signal behavior in magnetically inhomogeneous tissues: the static dephasing re-
gime“ von Yablonskiy und Haacke aus dem Jahre 1994 dar [6], in der die Signaleigenschaften
untersucht werden, die von lokalen inhomogenen Feldern hervorgerufen werden. Allerdings wird
in der Arbeit der Einfluss der Diffusion im umgebenden Medium nicht beru¨cksichtigt. Solange es
sich um Objekte mit großen Abmessungen (mm-Bereich) bzw. um starke Suszeptibilita¨tsspru¨nge
zwischen Objekt und umgebenden Medium handelt, ist die Vernachla¨ssigung der Diffusionseffekte
gerechtfertigt. In dem Fall spricht man vom Static-Dephasing-Regime, d. h. die signalgebenden
Spins des umgebenden Mediums ko¨nnen als unbeweglich angesehen werden. Sobald es sich jedoch
um relativ kleine Objekte wie Kontrastmittelteilchen oder um geringe Suszeptibilita¨tsdifferenzen
– wie sie z. B. durch die magnetischen Eigenschaften des Ha¨moglobins hervorgerufen werden –
handelt, haben Diffusionseffekte einen wesentlichen Einfluss auf das NMR-Signal und ko¨nnen nicht
mehr vernachla¨ssigt werden. Der andere Grenzfall, in dem die Suszeptibilita¨tseffekte vernachla¨ssigt
werden ko¨nnen und in dem hauptsa¨chlich Diffusionseffekte die NMR-Signalentstehung bestimmen,
ist das Motional-Narrowing-Regime, das bereits in den fru¨hen Jahren der Kernspinresonanzfor-
schung ausfu¨hrlich untersucht wurde [7]. Bauer et al. gelang es 1999, die aus der Theorie der
Linienform bekannte Strong-Collision-Approximation auf Fragestellungen der Signalentstehung in
magnetisch inhomogenen Gewebe anzuwenden [8]. Mit diesem Formalismus ist es mo¨glich, den
gesamten Dynamikbereich vom Static-Dephasing-Regime bis zum Motional-Narrowing-Regime zu
beschreiben, wobei die beiden Grenzfa¨lle selber enthalten sind. Mit Hilfe dieser Na¨herung konn-
te die Relaxationszeit des Myokards in Abha¨ngigkeiten vom Oxygenierungsgrad des Blutes, vom
regionalen Blutvolumen und von der Diffusion des umgebenden Mediums bestimmt werden [9].
In der vorliegenden Arbeit wird die Strong-Collision-Approximation angewandt, um das Relaxati-
onsverhalten von Gewebe zu untersuchen, in dem sich magnetisch markierte Zellen befinden, die
lokale Magnetfeldinhomogenita¨ten erzeugen. Des Weiteren wird der Formalismus der Zustandsdich-
ten angewandt, um die Frequenzverteilungen um magnetisierte Objekte zu beschreiben. Mittels der
Strong-Collision-Approximation kann auch deren Diffusionsabha¨ngigkeit untersucht werden.
Eine U¨bersicht u¨ber die physikalischen Grundlagen der Beschreibung von Kernspins im Magnet-
feld, die biologischen Grundlagen zur Charakterisierung von Geweben sowie die mathematischen
Grundlagen der Strong-Collision-Na¨herung werden in Kapitel 2 gegeben.
Basierend auf einfachen Annahmen zur Anordnung von magnetisierten Objekten in einem a¨uße-
ren Magnetfeld wird in Kapitel 3 die Korrelationszeit τ , die den Diffusionsprozess um diese Objekte
beschreibt, untersucht. Die Korrelationszeit ist abha¨ngig vom charakteristischen Durchmesser des
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Objektes, vom Diffusionskoeffizienten des umgebenden Mediums, vom Volumenanteil des Objektes
am gesamten Voxel und von der Permeabilita¨t der Oberfla¨che. Ein einfaches Verfahren zur Ermitt-
lung der Korrelationszeit wird vorgestellt. Aufgrund seiner mathematischen Einfachheit kann dieses
Verfahren fu¨r weitere Anwendungen genutzt werden. Fu¨r den Spezialfall von Kugeln und Zylindern
werden analytische Ausdru¨cke angegeben, die zur Charakterisierung des Diffusionsprozesses oder
zur Beschreibung von Relaxationsraten genutzt werden ko¨nnen.
Zur allgemeinen Beschreibung von NMR-Signalen, die durch die Anwesenheit von magnetisier-
ten Objekten beeinflusst werden, wird in Kapitel 4 ein Formalismus zur Beschreibung der Fre-
quenzverteilung in einem Voxel entwickelt. Dabei wird davon ausgegangen, dass das Voxel ein
magnetisiertes Objekt entha¨lt, welches ein lokales inhomogenes Magnetfeld erzeugt. Das Objekt,
welches das inhomogene Magnetfeld erzeugt, wird vom Dephasierungsvolumen umgeben, in dem
sich die diffundierenden Spins befinden. Der Diffusionsprozess wird durch den Diffusionskoeffizien-
ten D charakterisiert. Es kann gezeigt werden, dass allein die Form des magnetischen Ko¨rpers, die
Sta¨rke der Suszeptibilita¨tsdifferenz zwischen Ko¨rper und umgebenden Medium und der Diffusions-
koeffizient die Frequenzverteilung festlegen.
Weitere Verfahren zur Untersuchung der Diffusionseffekte auf das NMR-Signal wurden in der
letzten Zeit von verschiedenen Autoren entwickelt. Kiselev und Posse erarbeiteten eine Erweiterung
des Static-Dephasing-Regimes, basierend auf einem Sto¨rungsansatz im lokalen Magnetfeld [10].
Sukstanskii und Yablonskiy nutzten die Gaußsche Na¨herung zur Beschreibung der Signaldephasie-
rung [11, 12, 13]. Jedoch beruht diese Gaußsche Na¨herung auf dem aus der Festko¨rperphysik bekann-
ten Anderson-Weiss-Modell [14], dessen Anwendbarkeitskriterien fu¨r die NMR-Relaxationstheorie
erst in dieser Arbeit genauer untersucht werden. Die oben beschriebenen Anwendbarkeitskriterien
des Anderson-Weiss-Modells fu¨hrten auf die Problematik der Nicht-Gaußschen Dephasierung und
werden in Kapitel 5 erarbeitet.
Zur Charakterisierung von Geweben werden oft die transversalen Relaxationszeiten genutzt, die
sich experimentell bestimmen lassen. Aufgrund der wachsenden Bedeutung von Stammzellen stellte
sich die Frage, wie diese Zellen mit Hilfe der Kernspinresonanzbildgebung sichtbar gemacht werden
ko¨nnen. In Analogie zum oben beschriebenen BOLD-Effekt, der die Eigenschaften des endogenen
Kontrastmittels Blut ausnutzt, werden die zu untersuchenden Zellen vor der Injektion in das zu
untersuchende Gewebe mit kleinen paramagnetischen Kontrastmittelteichen (USPIOs) markiert.
Abha¨ngig von den Parametern dieser Kontrastmittelteilchen und abha¨ngig von den Eigenschaften
des umgebenden Mediums a¨ndern sich die Dephasierungseigenschaften der die Zellen umgebenden
Wassermoleku¨le, was zu einer Vera¨nderung der Relaxationseigenschaften fu¨hrt. In Kapitel 6 wird
dieser Zusammenhang zwischen der Relaxationszeit, den Parametern der Kontrastmittelteilchen
und dem Diffusionseffekt der umgebenden Wassermoleku¨le untersucht.
Ausgehend von einfachen Annahmen u¨ber die Verteilung magnetischen Materials innerhalb ei-
nes Voxels werden in Kapitel 7 einfache Skalierungsgesetze fu¨r die transversalen Relaxationszeiten
T ∗2 und T2 abgeleitet. Dabei werden schon bekannte Ergebnisse verallgemeinert. Mit den hergelei-
teten Gesetzen kann man die Auswirkung der Vera¨nderung von Suszeptibilita¨tsdifferenz, a¨ußerem
Magnetfeld, charakteristischer Gro¨ße des Objekts oder Diffusionseigenschaften des umgebenden
Mediums auf die transversalen Relaxationszeiten vorhersagen. Von Bedeutung ist dabei, dass das
Skalierungsverhalten der Relaxationszeiten fu¨r jede beliebige Form einer Feldinhomogenita¨t gilt.
Das heißt, im Gegensatz zu fru¨heren Ergebnissen ko¨nnen diese Skalierungsgesetze auf beliebige
Geometrien unabha¨ngig von der Form der Magnetfeldinhomogenita¨t angewandt werden. Damit
ko¨nnen verschiedene Parameter eines Experiments in einer einfachen Weise miteinander verknu¨pft
werden, ohne die gesamte Komplexita¨t des Systems betrachten zu mu¨ssen.
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Kapitel 2
Grundlagen
2.1 Kernspin im Magnetfeld
Betrachtet wird ein System von N isolierten Spins in einem a¨ußeren Magnetfeld mit der Flussdichte
B0 in z-Richtung, die das Volumen V einnehmen. Das magnetische Moment µ eines Kernes ist
proportional zum Drehimpuls I des Kerns:
µ = γI , (2.1)
wobei γ das fu¨r den betrachteten Kern spezifische gyromagnetische Verha¨ltnis darstellt:
γ = g
µN
~
. (2.2)
Der g-Faktor g ist vom betrachteten Kern abha¨ngig und das Kernmagneton ist definiert durch
µN =
e~
2mK
, (2.3)
wobei e die Elementarladung, ~ die Plancksche Konstante und mK die Masse des Kerns darstellt.
Fu¨r die Komponenten des Drehimpulses I gelten die Vertauschungsregeln [Ii, Ij ] = i~εijkIk sowie
∀i: [I2, Ii] = 0. Seien |Im〉 die gemeinsamen Eigenfunktionen der Operatoren I2 und Iz mit den
Quantenzahlen I und m (−I ≤ m ≤ +I ), so gilt
I2|Im〉 = ~2I(I + 1)|Im〉 und (2.4)
Iz|Im〉 = ~m|Im〉 . (2.5)
Der Hamilton-Operator fu¨r die Zeeman-Energie
Hz = −µzB0 (2.6)
erfu¨llt demnach die Eigenwertgleichung
Hz|Im〉 = Em|Im〉 (2.7)
mit den Eigenwerten
Em = −γ~B0 ·m, (2.8)
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wobei m die 2I + 1 Werte −I,−I + 1, ..., I − 1, I annehmen kann. Diese Gleichung beschreibt die
Energieaufspaltung aufgrund der Richtungsquantelung des magnetischen Moments. Beim U¨bergang
zwischen zwei benachbarten Zusta¨nden wird ein Photon mit der Energie ~ω0 = |Em±1 − Em|
ausgesandt. Damit ergibt sich die als Larmor-Relation bekannte Resonanzbedingung
ω0 = γB0 . (2.9)
In dieser Arbeit werden nur Protonen mit einem g-Faktor von g ≈ 5, 59 untersucht. Damit ergibt
sich ein gyromagnetisches Verha¨ltnis von γ = 2, 677 · 108C/kg.
Die Wechselwirkung zwischen den Spinmomenten fu¨hrt zum Aufbau einer makroskopischen
Magnetisierung, deren Gleichgewichtswert durch
M0 =
N
V
〈µz〉 (2.10)
gegeben ist. Der Erwartungswert fu¨r die Komponente des magnetischen Moments in Magnetfeld-
richtung ergibt sich zu
〈µz〉 = γ~IBI(x) , (2.11)
mit der Brillouin-Funktion
BI(x) =
[
2I + 1
2I
coth
(
2I + 1
2I
x
)
− 1
2I
coth
( x
2I
)]
(2.12)
und dem dimensionslosen Argument
x =
γ~B0
kT
. (2.13)
Die Wechselwirkung zwischen dem Spinsystem und dem a¨ußeren Hochfrequenzfeld B1(t), wird
durch den Hamilton-Operator
H1(t) = −2B1 cosωt · γ~Ix (2.14)
beschrieben, der sich als kleine Sto¨rung zum Hamilton-Operator der Zeeman-Energie (2.7) addiert.
Um den Einfluss dieser Sto¨rung zu beschreiben, werden in Analogie zu Gleichung (2.10) die Erwar-
tungswerte der Komponenten Mk der Magnetisierung (k = x, y, z) mit Hilfe des Dichteoperators ̺
durch die Gleichung
Mk(t) =
N
V
γ~ Sp{̺(t)Ik} (2.15)
beschrieben. Die Bewegungsgleichung des Dichteoperators
∂̺
∂t
= − i
~
[̺,H] (2.16)
entha¨lt den Hamilton-Operator H(t) = Hz +H1(t), der die Wechselwirkung mit dem konstanten
a¨ußeren B0-Feld und dem hochfrequenten Wechselfeld B1(t) beschreibt. Die Zeitentwicklung des
Dichteoperators kann nun z. B. im Dirac-Bild geschehen. Allerdings lassen sich fu¨r die betrachteten
Systeme mit hinreichend hoher thermischer Beweglichkeit, fu¨r die sich die Umorientierungen und
Translationen der spintragenden Teilchen in Zeitra¨umen abspielen, die sehr kurz gegenu¨ber der Be-
obachtungszeit im Kernresonanzexperiment sind, die magnetischen Eigenschaften eines Ensembles
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von Kernspins in einem a¨ußeren Magnetfeld gut durch die pha¨nomenologischen Bloch-Gleichungen
beschreiben:
dM
dt
= γ[M(t)×B]− Mxex +Myey
T2
− Mz −M0
T1
ez . (2.17)
Dabei charakterisieren die Relaxationszeiten T1 und T2 den U¨bergang des Spinsystems vom an-
geregten Zustand in das Gleichgewicht. Hierbei beschreibt die longitudinale Relaxationszeit T1
die Wechselwirkung der Spins mit der Umgebung (Spin-Gitter-Relaxation oder Energierelaxation),
und die transversale Relaxationszeit T2 die Wechselwirkung der Spins untereinander (Spin-Spin-
Relaxation oder Entropierelaxation). Nach einem Anregungspuls in Form eines hochfrequenten
B1-Felds ergibt sich als Lo¨sung dieser Gleichung der freie Induktionsabfall (FID) der transversalen
Komponente, sowie ein exponentieller Anstieg der longitudinalen Komponente:
Mk(t) = Mk(0)e
− t
T2 , k = x, y und (2.18)
Mz(t) = M0 − (M0 −Mz(0))e−
t
T1 , (2.19)
wobei M0 die Gleichgewichtsmagnetisierung nach Gleichung (2.10) darstellt. Bisher wurden aller-
dings nur isochromatische Spins betrachtet, d. h. es wurde angenommen, dass alle Spins bei der
Frequenz ω0 = γB0 pra¨zedieren. Werden jedoch magnetisierte Ko¨rper beru¨cksichtigt, die eine lo-
kale Resonanzfrequenz ω(r) in der Probe erzeugen, fu¨hrt dies zu einer zusa¨tzlichen Dephasierung
der Spins. Die lokale Resonanzfrequenz erzeugt die Frequenzverteilung p(ω), die angibt, wie oft
jede Resonanzfrequenz anzutreffen ist. Dies fu¨hrt zu einem zusa¨tzlichen Relaxationsterm fu¨r die
transversale Komponente der Magnetisierung:
Mk(t) = Mk(0) e
− t
T2
∫ +∞
−∞
dω p(ω)eiωt k = x, y . (2.20)
Fu¨r diese Frequenzverteilung wird oft ein lorentzfo¨rmiges Profil von der Form
p(ω) =
T
′
2
π
1
1 + (ωT
′
2)
2
(2.21)
angenommen, wobei T
′
2 die Sta¨rke der Magnetfeldinhomogenita¨t charakterisiert [15], was sich in
der Breite der Lorentz-Linie niederschla¨gt. Unter der Annahme dieser lorentzfo¨rmigen Frequenz-
verteilung la¨sst sich das Integral in obiger Gleichung auswerten. Fu¨r den freien Induktionszerfall
ergibt sich der Zusammenhang
Mk(t) =Mk(0)e
− t
T∗
2 und k = x, y mit
1
T ∗2
=
1
T2
+
1
T
′
2
. (2.22)
Im Fall einer gaußfo¨rmigen Frequenzverteilung der Form p(ω) ∝ exp(−ω2/2σ2) ergibt sich fu¨r
den Signal-Zeit-Verlauf eine Mischung aus exponentiellem und gaußfo¨rmigem Abfall der Form
Mk(t) =Mk(0) exp(−t/T2) exp(−σ2t2/2). In Kapitel 5 wird der zugrunde liegenden Dephasierungs-
mechanismus betrachtet und die Form des freien Induktionszerfalls genauer untersucht.
Die Frequenzverteilung wurde bisher als lorentzfo¨rmig angenommen, damit sich ein exponenti-
eller Signalzerfall ergab. Die genaue Form dieser Frequenzverteilung wird in Kapitel 4 untersucht.
Dazu wird der aus der statistischen Physik bekannte Formalismus der Zustandsdichten auf das von
den magnetisierten Objekten erzeugte Frequenzfeld angewandt.
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Abbildung 2.1: Anregung und Relaxation. In einem a¨ußeren Magnetfeld stellt sich die Magnetisierung parallel
zur Magnetfeldrichtung ein. Ein zum Zeitpunkt t = 0 eingestrahlter Hochfrequenzpuls lenkt die Magnetisierung um
den Winkel α aus. Die jetzt stattfindende Relaxation versucht die Magnetisierung wieder in das Gleichgewicht zu
bringen, bis nach der Repetitionszeit TR der na¨chste Hochfrequenzpuls eingestrahlt wird. Die La¨nge des Magne-
tisierungsvektors bleibt wa¨hrend der Relaxation nicht konstant, da longitudinale und transversale Relaxation mit
unterschiedlichen Relaxationszeiten erfolgen.
Die bisherigen Darstellungen konzentrierten sich auf die Untersuchung des freien Induktionszer-
falles nach einem Anregungspuls, durch den die Magnetisierung, welche urspru¨nglich keine trans-
versale Komponente besaß, aus der z-Richtung ausgelenkt wurde. Sequenzen, bei denen jedes Mal
die transversale Magnetisierung direkt vor der Hochfrequenzanregung zersto¨rt wird, werden als
FLASH-Sequenzen (Fast-Low-Angle-Shot) bezeichnet [16]. Um ein Verschwinden der transversalen
Komponente der Magnetisierung vor jedem weiteren Anregungspuls zu realisieren, ko¨nnen Spoiler-
gradienten die verbleibende transversale Magnetisierung dephasieren [17, 18] oder es ko¨nnen spezi-
elle Zyklen der Pulsphase gewa¨hlt werden [19]. Durch die Anregung mit dem Flipwinkel α entstehen
die longitudinale KomponenteM0 cosα und die transversale KomponenteM0 sinα (siehe Abbildung
2.1). Die jetzt stattfindende Relaxation bringt die Gesamtmagnetisierung wieder in das Gleichge-
wicht. Dabei wird die transversale Komponente kleiner, die longitudinale Komponente nimmt zu
und stellt sich parallel zum a¨ußeren Magnetfeld ein. Der na¨chste Hochfrequenzpuls wird nach der
Wiederholzeit TR eingestrahlt. Im Gleichgewicht wird durch die T1-Relaxation genau so viel longi-
tudinale Magnetisierung erzeugt, wie durch den Anregungspuls verloren geht. Fu¨r den Betrag der
transversalen Komponente, der letztlich eine messbare Spannung in der Empfa¨ngerspule induziert,
gilt in diesem Fall die Ernst-Gleichung [20]
|Mx + iMy| = M0 1− e
−TR
T1
1− e−
TR
T1 cosα
sinα , (2.23)
wobei diese transversale Komponente das Maximum annimmt, wenn die Anregung mit dem Ernst-
Winkel αE = arccos exp(−TR/T1) erfolgt.
Die freie Pra¨zession im stationa¨ren Zustand (SSFP) ist dadurch gekennzeichnet, dass direkt vor
dem Hochfrequenzpuls auch transversale Magnetisierung vorliegt. Fu¨r die transversale Komponente
nach dem Hochfrequenzpuls ergibt sich der Ausdruck
My(ω) + iMx(ω) = (1− E1) sinα 1 + E2e
−iωTR
p+ q cosωTR
, (2.24)
wobei α der Flipwinkel und TR die Repetitionszeit zwischen zwei Anregungspulsen ist [21]. Die
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Parameter p und q sind gegeben durch [22]
p = 1− E1E22 + (E22 −E1) cosα und (2.25)
q = E2(1−E1)(1 + cosα) , (2.26)
mit den Abku¨rzungen E1 = exp(−TR/T1) und E2 = exp(−TR/T2). Man sieht, dass in diesem Fall
die transversale Magnetisierung von der Resonanzfrequenz ω abha¨ngt. Da sowohl im Falle einer
FLASH-Sequenz als auch einer SSFP-Sequenz die entstehende transversale Magnetisierung nur
von Sequenzparametern (α und TR) sowie von intrinsischen Parametern der Probe (T1 und T2)
abha¨ngt, wird die Gro¨ße Mx(ω) + iMy(ω) oft auch als Responsefunktion der verwendeten Sequenz
bezeichnet.
Das Voxel, aus dem das Signal kommt, kann man gedanklich in viele kleine Subvoxel zerlegen.
Jedes Subvoxel kann als homogen ansehen werden und diesem Subvoxel wird die lokale Resonanzfre-
quenz ωi zugeordnet. Im Sinne eines Histogrammes kann nun ermittelt werden, wie viele Subvoxel
die gleiche lokale Resonanzfrequenz ωi besitzen. Somit erha¨lt man eine Wahrscheinlichkeitsvertei-
lung p(ω), die der Frequenzverteilung in Gleichung (2.20) entspricht. Jede lokale Resonanzfrequenz
ω kommt mit einer bestimmten Wahrscheinlichkeit p(ω) vor. Des Weiteren erzeugt die gewa¨hlte
Pulssequenz fu¨r jede lokale Resonanzfrequenz die Magnetisierung Mx(ω) + iMy(ω). Um das Signal
vom gesamten Voxel zu erhalten, muss man jede Magnetisierung mit der entsprechenden Wahr-
scheinlichkeit multiplizieren und u¨ber alle Subvoxel summieren. Im Riemannschen Sinne geht die
Summe u¨ber alle Subvoxel in ein Integral u¨ber alle Frequenzen u¨ber und es folgt [23, 24, 25]:
M(t) =
∫ +∞
−∞
p(ω) [Mx(ω) + iMy(ω)] e
iωt dω . (2.27)
Das Signal, das in einem NMR-Experiment entsteht, wird eindeutig durch die untersuchte Probe
oder das zu untersuchende Gewebe (charakterisiert durch die Frequenzverteilung p(ω)) und die
benutzte Sequenz (charakterisiert durch die Responsefunktion Mx(ω)+iMy(ω)) festgelegt. Im Spe-
zialfall einer FLASH-Sequenz [16] ist die Responsefunktion konstant (Mx(ω) + iMy(ω) = const.)
und deshalb ist das entstehende Signal die Fourier-Transformierte der Frequenzverteilung, wie aus
Gleichung (2.27) zu erkennen ist. In Abbildung 2.2 sind die zur Signalentstehung beitragenden
Gro¨ßen dargestellt.
2.2 Ko¨rper im Magnetfeld
2.2.1 Allgemeines Modell
Zur Beschreibung der Diffusion und der damit verbundenen Relaxationsprozesse in den zu be-
trachtenden Geweben werden Modelle beno¨tigt, die einerseits die physiologischen Gegebenheiten
richtig darstellen, andererseits aber auch eine mathematische Beschreibung ermo¨glichen. Um diesen
Anforderungen gerecht zu werden, wird ein magnetischer Ko¨rper in einem Voxel betrachtet (siehe
Abbildung 2.3). Diese beliebige Verteilung magnetischen Materials G innerhalb eines Voxels ver-
ursacht einen Suszeptibilita¨tssprung ∆χ = χi − χe zum umgebenden Medium mit dem Volumen
V . Der Volumenanteil magnetischen Materials innerhalb des Voxels ist η = G/(G + V ). Die De-
phasierung findet im verbleibenden Volumen des Voxels V um den magnetischen Sto¨rko¨rper herum
statt. Die Diffusion der Spins wird durch den Diffusionskoeffizienten D beschrieben. Das lokale
inhomogene Magnetfeld, das durch den Ko¨rper G erzeugt wird, berechnet sich nach den Gesetzen
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Abbildung 2.2: Frequenzverteilung und Responsefunktion. Dargestellt sind die Gro¨ßen, welche die Signalentste-
hung entsprechend Gleichung (2.27) beeinflussen. Die Responsefunktion Mx(ω) + iMy(ω) ist sequenzspezifisch und
beschreibt das Anregungsverhalten fu¨r verschieden Frequenzen (gestrichelte Linie fu¨r eine FLASH-Sequenz nach
Gleichung (2.23), gepunktete Linie fu¨r eine SSFP-Sequenz nach Gleichung (2.24)). Mit der durchgezogenen Linie ist
eine lorentzfo¨rmige Frequenzverteilung entsprechend Gleichung (2.21) dargestellt.
Abbildung 2.3: Voxel mit magnetischem Ko¨rper. Der magnetische Ko¨rper G mit der Suszeptibilita¨t χi und das
umgebende Dephasierunsvolumen V mit der Suszeptibilita¨t χe befinden sich innerhalb eines Voxels. Die Koordinaten
innerhalb des Ko¨rpers G sind durch den Vektor r′ gekennzeichnet und die Koordinaten des Relaxationsvolumens V
durch die Vektoren r.
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der Elektrodynamik [26, 27]. Im Ko¨rper G sollen keine Stro¨me fließen, d. h. die Stromdichtever-
teilung verschwindet (j = 0). Die magnetischen Momente im Ko¨rper erzeugen die Magnetisierung
M(r
′
). Ausgangspunkt der Berechnung des lokalen Magnetfeldes um den Ko¨rper G sind die beiden
Maxwell-Gleichungen fu¨r die magnetische Flussdichte B und die magnetische Feldsta¨rke H:
divB = 0 und (2.28)
rotH = 0 . (2.29)
Aufgrund der verschwindenden Rotation in der zweiten Maxwell-Gleichung ist es mo¨glich, ein ska-
lares Potential ϕ zu definieren, so dass die magnetische Feldsta¨rke als
H = −∇ϕ (2.30)
geschrieben werden kann. Die magnetische Flussdichte B setzt sich aus der magnetischen Feldsta¨rke
H und der Magnetisierung M zusammen:
B = µ0(H+M) . (2.31)
Aus der ersten Maxwell-Gleichung ergibt sich nun
div(H+M) = 0 . (2.32)
Mit der Darstellung der magnetischen Feldsta¨rke durch das skalare Potential ergibt sich ein Zu-
sammenhang zwischen der vorgegebenen Magnetisierung M und dem gesuchten Potential ϕ:
∆ϕ = divM . (2.33)
Diese Gleichung ist analog zur Poisson-Gleichung der Elektrostatik. Das gesuchte Potential la¨sst
sich durch das Poisson-Integral ausdru¨cken:
ϕ(r) = − 1
4π
∫
G
d3r′
divM(r′)
|r− r′| . (2.34)
Der Integrant kann noch entsprechend den Regeln der Vektoranalysis umgeformt werden:
divM(r′)
|r− r′| = div
(
M(r′)
|r− r′|
)
−M(r′) · ∇r′ 1|r− r′| (2.35)
= div
(
M(r′)
|r− r′|
)
+M(r′) · ∇r 1|r− r′| . (2.36)
Der erste Summand fu¨hrt mit Hilfe des Gaußschen Satzes in Gleichung (2.34) zu einem Ober-
fla¨chenintegral, das wegen der Lokalisation von M verschwindet. Es bleibt
ϕ(r) = − 1
4π
∇r
∫
G
d3r′
M(r′)
|r− r′| . (2.37)
Betrachtet werden Ko¨rper, die homogen in z-Richtung, d. h. parallel zum a¨ußeren magnetischen
Feld magnetisiert sind. Deshalb la¨sst sich die Magnetisierung in der FormM(r′) =M0ez schreiben,
und folglich bleibt nur die Ableitung in z-Richtung erhalten:
ϕ(r) = −M0
4π
∂
∂z
∫
G
d3r′
|r− r′| . (2.38)
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Die magnetische Feldsta¨rke ergibt sich nun nach Gleichung (2.30). Die magnetische Flussdichte an
einem Punkt im Voxel ergibt sich zu B(r) = µ0H(r) = −µ0∇ϕ(r). Es wird also durch den Ko¨rper
eine lokale Flussdichte mit Komponenten in alle drei Raumrichtungen erzeugt. Die Komponente in
z-Richtung u¨berlagert sich mit dem a¨ußeren Magnetfeld zu B0 + Bz. Die gesamte Flussdichte an
einem Ort ergibt sich zu
B =
√
(B0 +Bz)
2 +B2x +B
2
y
=
√
B20 + 2B0Bz +B
2
z +B
2
x +B
2
y︸ ︷︷ ︸
≈0 (2.39)
≈ B0
√
1 + 2
Bz
B0︸ ︷︷ ︸
≈1+Bz
B0
≈ B0 +Bz .
Aus dieser Ableitung wird ersichtlich, dass nur die z-Komponente des lokalen inhomogenen Feldes
einen wesentlichen Beitrag zur Pra¨zession der umgebenden Spins leistet. Deshalb braucht nur die
z-Komponente des Nabla-Operators in Gleichung (2.30) beru¨cksichtigt werden:
Bz(r) = µ0Hz(r) = −µ0 ∂
∂z
ϕ(r) . (2.40)
Mit dem Ausdruck fu¨r das Potential aus Gleichung (2.38) ergibt sich
Bz(r) =
µ0M0
4π
∂2
∂z2
∫
G
d3r′
|r− r′| , (2.41)
wobei r′ alle Punkte innerhalb des Ko¨rpers G und r alle Punkte im umgebenden Volumen V sind
(siehe Abbildung 2.3). Es wird also nur das durch den Ko¨rper erzeugte inhomogene Magnetfeld
und dessen Einfluss auf die Dephasierung der Spins im restlichen Volumen V betrachtet. Die Ef-
fekte der benachbarten Voxel auf das Magnetfeld im signalgebenden Voxel werden vernachla¨ssigt.
Entsprechend der Larmor-Relation (2.9) erzeugt dieses ortsabha¨ngige lokale Magnetfeld im Voxel
die lokale Resonanzfrequenz ω(r) = γBz(r), die in der Form
ω(r) = δω f(r) (2.42)
dargestellt werden kann. Die charakteristische Frequenz, welche die Suszeptibilita¨tseigenschaften
des Ko¨rpers und die Sta¨rke des a¨ußeren Magnetfeldes entha¨lt, kann als
δω = γ
µ0M0
4π
(2.43)
geschrieben werden, wa¨hrend die Geometriefunktion
f(r) =
∂2
∂z2
∫
G
d3r′
|r− r′| (2.44)
die Form der Magnetfeldinhomogenita¨t charakterisiert. Damit ko¨nnen Suszeptibilita¨tseigenschaften
und die ra¨umliche Anordnung des Ko¨rpers G innerhalb des Voxels voneinander separiert werden.
Dadurch ist es mo¨glich, den Einfluss des jeweiligen Anteiles unabha¨ngig vom anderen Anteil zu
untersuchen.
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Abbildung 2.4: Kugel im Magnetfeld. Die Kugel mit dem Radius RS wird von einer konzentrischen Kugel mit
dem Radius R umgeben. Zwischen diesen beiden Kugeln diffundiert der Spin in einem Medium mit dem Diffusions-
koeffizienten D.
2.2.2 Kugel
Ein kugelfo¨rmiges Objekt in einem a¨ußeren Magnetfeld dient als physikalisches Modell fu¨r einige
biologische Gewebe bzw. Gegebenheiten. So betrachtet man beispielsweise die Lunge als Gewebe,
das aus kleinen kugelfo¨rmigen Alveolen zusammengesetzt ist. Jede Alveole ist eine luftgefu¨llte Ku-
gel, die von Blut umgeben ist. Der Suszeptibilita¨tsunterschied zwischen Luft und Blut erzeugt das
lokale inhomogene Magnetfeld. Des Weiteren ko¨nnen durch das Kugelmodell Gewebe beschrieben
werden, die magnetisch markierte Zellen enthalten. Die von den Zellen durch Phagozytose aufge-
nommenen Kontrastmittelteilchen bilden einen kugelfo¨rmigen magnetischen Kern vom Radius RS,
der konzentrisch vom Dephasierungsvolumen mit dem Radius R umgeben wird. Dieser Radius R
ist allerdings nicht mit dem Zellradius zu verwechseln, da das magnetische Sto¨rfeld der Kontrast-
mittelteilchen auch im Interzellularraum wirkt. Der Volumenanteil ist durch η = R3S/R
3 definiert.
In vielen Situationen kann also als physikalisches Modell eine Kugel mit dem Radius RS ange-
nommen werden, die von einem kugelfo¨rmigen Relaxationsvolumen mit dem Radius R umgeben
wird (siehe Abbildung 2.4). Dabei werden zwei Na¨herungen gemacht. Erstens erzeugen die anderen
umliegenden Kugeln auch ein lokales Magnetfeld, das sich auch auf die Resonanzfrequenz des Spins
auswirkt, der sich im Dephasierungsvolumen der betrachteten Kugel bewegt. Zweitens wird nur
die Diffusion zwischen zwei konzentrischen Kugeln betrachtet, obwohl der umgebende Spin keine
Grenzen hat und in seiner Bewegung nicht behindert wird. Diese Einschra¨nkung wird durch die An-
nahme reflektierender Randbedingungen an der a¨ußeren Begrenzung des Dephasierungsvolumens
gerechtfertigt. Beru¨hrt also ein Spin die a¨ußere Begrenzung (siehe Abbildung 2.4), wird er reflektiert
und die Bewegung setzt sich im Dephasierungsvolumen fort. Das inhomogene Magnetfeld um eine
homogen magnetisierte Kugel ergibt sich nach Gleichung (2.41) als das Feld eines magnetischen
Dipols, d. h. in Kugelkoordinaten (r, θ, φ)[28]:
Bz(r) = µ0
∆M
3
R3S
3 cos2 θ − 1
r3
, (2.45)
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Abbildung 2.5: Kroghsches Kapillarmodell. Links: Kapillare mit Neigungswinkel θ zum a¨ußeren Magnetfeld B0.
Rechts: Querschnitt durch Voxel und Kapillare in Polarkoordinaten. Der diffundierende Spin ist dargestellt.
wobei ∆M = MS −MT die Differenz der Magnetisierungen zwischen dem magnetischen Kern MS
und dem umgebenden Gewebe MT ist. Der charakteristische a¨quatoriale Frequenzshift
δω = γ |Bz(r = RS, θ = π/2)|
(2.46)
= γ µ0
∆M
3
beschreibt die Sta¨rke der Magnetfeldinhomogenita¨t, und die Formfunktion
f(r) = R2S
3 cos2 θ − 1
r3
(2.47)
charakterisiert die Abha¨ngigkeit von den Koordinaten. Damit ergibt sich die lokale Resonanzfre-
quenz zu
ω(r) = δω R3S
3 cos2 θ − 1
r3
. (2.48)
2.2.3 Zylinder
Als Modell, beispielsweise fu¨r eine Kapillare, wird ein du¨nner Zylinder mit dem Radius RC ange-
nommen, der einen Neigungswinkel θ zum a¨ußeren Magnetfeld B0 hat (siehe Abbildung 2.5). Dabei
wird das aus der Physiologie bekannten Kroghsche Zylindermodell zugrunde gelegt, das urspru¨ng-
lich zur Beschreibung des Sauerstoffpartialdrucks in vaskularisiertem Gewebe entwickelt wurde [29].
Dazu wird ein Gefa¨ß als ein blutgefu¨llter Zylinder (mit Radius RC) betrachtet, der konzentrisch
von einem zylinderfo¨rmigen Versorgungsgebiet (mit Radius R) umgeben wird (siehe linke Seite der
Abbildung 2.5). Der Volumenanteil ist definiert als η = R2C/R
2. Im Raum zwischen den beiden
konzentrischen Zylindern findet die Diffusion der Spins statt, deren Dephasierung untersucht wird.
Deshalb wird dieses Gebiet als Dephasierungsvolumen bezeichnet. An der Oberfla¨che dieses De-
phasierungsvolumens werden reflektierende Randbedingungen angenommen, d. h., jede Trajektorie
eines Spins, welche die Oberfla¨che des Dephasierungsvolumens an der Stelle R beru¨hrt, wird durch
eine symmetrische Trajektorie ersetzt, die wieder innerhalb des urspru¨nglich betrachteten Depha-
sierungsvolumens liegt (siehe rechte Seite der Abbildung 2.5). An der Oberfla¨che der Kapillare
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ko¨nnen sowohl reflektierende als auch strahlende Randbedingungen betrachtet werden. Dabei kann
im Falle strahlender Randbedingungen auch die Permeabilita¨t der Kapillare beru¨cksichtigt werden.
Der Einfluss der Randbedingungen wird in Kapitel 3 ausfu¨hrlich untersucht.
Der Zylinder erzeugt zum umgebenden Gewebe die Suszeptibilita¨tsdifferenz ∆χ, was zu dem
lokalen inhomogenen Magnetfeld
Bz(r) =
∆χ
2
B0 sin
2 θ R2C
cos 2φ
r2
(2.49)
fu¨hrt, wobei (r, φ) fu¨r Polarkoordinaten in einer Ebene senkrecht zur Zylinderachse stehen [30]. Auf
der Oberfla¨che des Zylinders nimmt das lokale Magnetfeld fu¨r den Winkel φ = 0 das Maximum
Bz(r = RC, φ = 0) an. Die lokale Resonanzfrequenz ist durch die Larmor-Beziehung ω(r) = γB(r)
gegeben:
ω(r) = γ
∆χ
2
B0 sin
2 θ︸ ︷︷ ︸
δωθ
R2C
cos 2φ
r2︸ ︷︷ ︸
f(r)
. (2.50)
Der a¨quatoriale Frequenzshift
δωθ = γ Bz(r = RC, φ = 0)
(2.51)
= γ
∆χ
2
B0 sin
2 θ
charakterisiert die Sta¨rke des Suszeptibilita¨tseffekts, und die Funktion
f(r) = R2C
cos 2φ
r2
(2.52)
beschreibt die ra¨umliche Form des lokalen Magnetfelds. Damit kann man die lokale Resonanzfre-
quenz in der Form
ω(r) = δωθR
2
C
cos 2φ
r2
(2.53)
schreiben.
2.3 Diffusion
2.3.1 Bloch-Torrey-Gleichung
Das NMR-Signal entsteht durch die transversale Komponente der Magnetisierung innerhalb eines
Voxels, die in der Empfa¨ngerspule eine Spannung induziert. Um die Zeitentwicklung dieses Signals
zu beschreiben, wird wie in Abbildung 2.3 veranschaulicht ein einzelnes Voxel betrachtet, in dem
sich ein Ko¨rper G befindet. Das durch den Ko¨rper erzeugte lokale Magnetfeld (2.41) induziert
die dazugeho¨rige Larmor-Frequenz ω(r) = γ B(r). In diesem inhomogenen Magnetfeld findet die
Diffusion der Spins statt.
Um den Einfluss der Diffusion auf den Signalverlauf bzw. die Frequenzverteilung zu beschreiben,
wurde von Torrey ein zusa¨tzlicher Diffusionsterm in die Bloch-Gleichungen eingefu¨hrt [31]. Fu¨r die
transversale Magnetisierung in polarer Form m(r, t) = Mx(r, t) − iMy(r, t) ergibt sich somit die
folgende Bewegungsgleichung:
∂
∂t
m(r, t) = D∇2m(r, t)︸ ︷︷ ︸
Diffusionsterm
+ iω(r)m(r, t)︸ ︷︷ ︸
Inhomogenita¨tsterm
, (2.54)
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wobei ω(r) die lokale Larmor-Frequenz des inhomogenen Magnetfeldes ist und D der Diffusionsko-
effizienten des umgebenden Mediums ist. Mathematisch gesehen handelt es sich um eine partielle
Differentialgleichung zweiter Ordnung vom Typ der Schro¨dingergleichung mit rein imagina¨rem Po-
tential. Eine formale Zeitintegration der Bloch-Torrey-Gleichung liefert
m(r, t) = m(r, 0) exp
{
[D∆+ iω(r)]t
}
. (2.55)
Das resultierende Signal aus dem gesamten Voxel ist demnach
M(t) =
1
V
∫
V
d3rm(r, 0) exp
{
[D∆+ iω(r)]t
}
. (2.56)
2.3.2 Strong-Collision-Na¨herung
Um die Bloch-Torrey-Gleichung zu lo¨sen, wird der Diffusionsprozess im lokalen inhomogenen Ma-
gnetfeld um den magnetisierten Ko¨rper im Sinne von U¨bergangsdynamiken als stochastischer
Prozess beschrieben. Aufgrund der Diffusion durch das lokale inhomogene Magnetfeld ist der be-
trachtete Spin verschiedenen Larmor-Frequenzen ω(r) zu verschiedenen Zeiten ausgesetzt. Durch
Einfu¨hrung einer Sprungdynamik zwischen den verschiedenen lokalen Larmor-Frequenzen kann
man den Diffusionsprozess diskretisieren. Dies kann realisiert werden, indem der Diffusionsopera-
tor durch die Ratenmatrix R = (rij) ersetzt wird, wobei rij die U¨bergangsrate eines Spins von
einem Ort mit der lokalen Larmor-Frequenz ωi zu einem Ort mit der lokalen Larmor-Frequenz ωj
beschreibt. Unter der Annahme, dass diese U¨bergangswahrscheinlichkeit nur von der aktuellen Posi-
tion des Spins abha¨ngt, kann der Diffusionsprozess durch einen Markov-Prozess ersetzt werden, der
durch den Generator R beschrieben wird. In dieser Na¨herung wird die Zeitentwicklung der trans-
versalen Magnetisierung des Spins in der Form ∂tmi(t) =
∑
j rijmj(t)+iωimi(t) geschrieben, wobei
mi(t) die transversale Magnetisierung eines Spins an einem Ort mit der lokalen Larmor-Frequenz
ωi ist. Die durch den magnetisierten Ko¨rper verursachten lokalen Resonanzfrequenzen ko¨nnen in
Matrixform Ω = (ωiδij) geschrieben werden. Mit dem Vektor |m(t)〉, dessen i-tes Element die trans-
versale Magnetisierung bei der Larmor-Frequenz ωi beschreibt, ergibt sich eine Verallgemeinerung
der Bloch-Torrey-Gleichung in Operatorform:
∂
∂t
|m(t)〉 = (R+ iΩ) |m(t)〉 . (2.57)
In der Originalarbeit von Torrey [31] wurden reine Diffusionsprozesse betrachtet, alsoR = ∇D(x)∇
und Ω = ω(x), mit der lokalen Larmor-Frequenz ω(x) und dem lokalen Diffusionskoeffizienten D(x).
Demzufolge ist die urspru¨ngliche Bloch-Torrey-Gleichung (2.54) ein Spezialfall der allgemeinen
Gleichung (2.57). Die formale Lo¨sung von Gleichung (2.57) ist durch |m(t)〉 = exp[R+ iΩ]t |m(0)〉
gegeben. Damit kann man den Zeitverlauf der u¨ber das gesamte Dephasierungsvolumen gemittelten
Magnetisierung berechnen:
M(t) = 〈m(0)| exp[R+ iΩ]t |m(0)〉 . (2.58)
Um diesen allgemeinen Ausdruck zu lo¨sen, wird die Strong-Collision-Na¨herung verwendet [8, 41].
Der Ausdruck
”
Strong-Collision“ wurde von verschiedenen Autoren in unterschiedlichen Zusam-
menha¨ngen benutzt. Hier wird das Strong-Collision-Modell im Sinne von Dattagupta und Blume
[42] angewandt, welches mit dem Modell u¨bereinstimmt, dass auch von Lynden-Bell [43] benutzt
wurde. Diese Approximation wurde von der statistischen Physik adaptiert und zur Charakterisie-
rung ergodischer Markov-Prozesse genutzt. Dies sind Prozesse, bei denen Anfangs- und Endzustand
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stochastisch unabha¨ngig sind und die U¨bergangswahrscheinlichkeit zwischen Anfangs- und Endzu-
stand proportional zur Gleichgewichtswahrscheinlichkeit des Endzustandes ist.
In der Strong-Collision-Approximation wird der Generator des stochastischen Prozesses in fol-
gender Weise ersetzt:
R
strong−−−−→
collision
λ(Π− 1) , (2.59)
wobei Π = |0〉〈0| ein Projektionsoperator auf einen Unterraum ist, der von dem Gleichgewichtsei-
genvektor |0〉 des Generators R aufgespannt wird. Der identische Operator wird mit 1 bezeichnet.
Der Magnetisierungsvektor |m(0)〉 zum Zeitpunkt t = 0 ist dem Gleichgewichtseigenvektor propor-
tional: |m(0)〉 ∝ |0〉. Der in der Approximation (2.59) eingefu¨hrte Fluktuationsparameter λ ist der-
jenige Parameter, der die Zeitskala der U¨berga¨nge des Markov-Prozesses beschreibt. Er verdeutlicht,
wie schnell die Diffusion abla¨uft. Um diesen Parameter zu bestimmen, wird die Korrelationsfunk-
tion K(t) des urspru¨nglichen Diffusionsprozesses betrachtet, welcher der Bloch-Torrey-Gleichung
(2.54) folgt. Diese Korrelationsfunktion ist folgendermaßen definiert:
K(t) = 〈ω(t)ω(0)〉 = 〈0|Ω exp[Rt]Ω |0〉 . (2.60)
Wie in fru¨heren Arbeiten gezeigt wurde [8, 44], kann eine Korrelationszeit τ eines diffundierenden
Spins eingefu¨hrt werden, die im Sinne einer Mean-Relaxation-Time-Approximation [32] bestimmt
werden kann [8, 44]:
τ :=
∞∫
0
dt
K(t)
K(0)
(2.61)
=
1
〈ω2(r) 〉DV
∫
V
d3r ω(r)
[
− 1∇2
]
ω(r) . (2.62)
Diese Korrelationszeit charakterisiert die Zeitskala der durch die molekulare Bewegung induzierten
Feldfluktuationen. Um einen Ausdruck fu¨r die Korrelationszeit zu erhalten wird angenommen, dass
die Diffusion im Dephasierungsvolumen zwischen der Oberfla¨che des Ko¨rpers und der Oberfla¨che
des Voxels stattfindet. Wie in den Arbeiten [33, 44, 45] gezeigt wurde, ist die Integration problem-
los ausfu¨hrbar und ergibt τ = L2k(η)/D, wobei L eine charakteristische La¨nge des Ko¨rpers ist,
wie z. B. der Radius einer Kapillare oder eines Zylinders. In der Arbeit [45] konnte dargestellt
werden, dass die Form der Funktion k(η) auch nur von der Gestalt der Ko¨rpers abha¨ngt. Der Aus-
druck (1/∇2)ω(r) = c(r) ist die Lo¨sung der inhomogenen Laplace-Gleichung ∇2c(r) = ω(r) mit
den gleichen Randbedingungen wie die der urspru¨nglichen Bloch-Torrey-Gleichung (2.54). Dies ist
mo¨glich, da beides Differentialgleichungen zweiter Ordnung sind. Die beiden Randbedingungen an
der Oberfla¨che des Voxels und der Oberfla¨che des Ko¨rpers liefern die beiden Integrationskonstanten
der Differentialgleichung zweiter Ordnung. Auf diese Weise gelingt es, die Randbedingungen des
urspru¨nglichen Problems in die Strong-Collision-Na¨herung einzuarbeiten. Ausfu¨hrlich wird dies in
Kapitel 3 sowie in den Gleichungen (6) und (7) in [44] diskutiert.
Um den Fluktuationsparameter λ mit der Korrelationszeit τ zu verknu¨pfen, wird die Ra-
tenmatrix R durch den Operator λ(Π− 1) in der Definition der Korrelationsfunktion ersetzt:
K(t) = 〈0|Ω exp[λ(Π− 1)t]Ω |0〉 . Das Einsetzen dieses Ausdruckes fu¨r die Korrelationsfunktion
in die Definition der Korrelationszeit nach Gleichung (2.61) ergibt
τ =
∞∫
0
dt
〈0|Ω exp[λ(Π− 1)t]Ω |0〉
〈0|Ω2 |0〉 =
1
λ
. (2.63)
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Demzufolge kann man den Zeitverlauf der Magnetisierung M(t) durch Anwendung der Strong-
Collision-Approximation (2.59) mit λ = τ−1 auf die allgemeingu¨ltige Gleichung (2.58) erhalten:
M(t) = 〈m(0)| exp[{τ−1(Π− 1) + iΩ}t] |m(0)〉 . (2.64)
Zur weiteren Auswertung der Frequenzverteilung ist es zweckma¨ßig, die Laplace-Transformierte des
Magnetisierungs-Zeit-Verlaufes in der Form
Mˆ(s) =
∫ ∞
0
dt e−stM(t) (2.65)
zu betrachten. Berechnet man die Laplace-Transformierte von Gleichung (2.64) mit Hilfe der Defi-
nitionsgleichung (2.65), ergibt sich
Mˆ(s) = 〈m(0)| 1
(s+ τ−1)1− iΩ︸ ︷︷ ︸
A
−τ−1Π︸ ︷︷ ︸
B
|m(0)〉 . (2.66)
Anwendung der Operatoridentita¨t (A+B)−1 = A−1 −A−1 ·B · (A+B)−1 mit den Abku¨rzungen
A = (s + τ−1)1− iΩ und B = −τ−1Π auf Gleichung (2.66) ergibt fu¨r die Laplace-Transformierte
des Magnetisierungszerfalls
Mˆ(s) = 〈m(0)| 1
(s+ τ−1)1− iΩ |m(0)〉︸ ︷︷ ︸
Mˆ0(s+ τ
−1)
(2.67)
+ 〈m(0)| 1
(s+ τ−1)1− iΩ |m(0)〉︸ ︷︷ ︸
Mˆ0(s+ τ
−1)
·τ−1 · 〈m(0)| 1
s1−R− iΩ |m(0)〉︸ ︷︷ ︸
Mˆ(s)
,
wobei der Index Null die Gro¨ßen im Static-Dephasing-Regime, in dem die Diffusionseffekte ver-
nachla¨ssigt werden (R = 0), kennzeichnet. Demzufolge ist die Magnetisierung im Static-Dephasing-
Regime durch M0(t) = 〈m(0)| exp[iΩ]t |m(0)〉 gegeben. Auflo¨sen von Gleichung (2.67) ergibt den
Zusammenhang
Mˆ(s) =
Mˆ0(s+ τ
−1)
1− τ−1 · Mˆ0(s+ τ−1)
, (2.68)
der fu¨r die Erweiterung des Static-Dephasing-Grenzfalles auf alle Diffusionsregime wichtig ist. Dabei
vermittelt die Korrelationszeit τ den Bezug zur Diffusion.
Die Aussage u¨ber die stochastische Unabha¨ngigkeit von Anfangs- und Endzustand ist eng
mit der Annahme eines ergodischen Systems verbunden. Fu¨r ergodische Markovprozesse gilt, dass
wa¨hrend der Korrelationszeit alle mo¨glichen Resonanzfrequenzen von einem Spin mit der gleichen
Wahrscheinlichkeit besucht werden. Nur unter dieser Annahme ist sichergestellt, dass die Trajek-
torie des Spins nahezu alle mo¨glichen lokalen Larmor-Frequenzen erfasst, was zur geforderten sto-
chastischen Unabha¨ngigkeit von Anfangs- und Endzustand fu¨hrt. Offensichtlich erfordert dies eine
starke Diffusion, die durch einen großen Diffusionskoeffizienten charakterisiert ist. Deshalb funktio-
niert die Strong-Collision-Na¨herung auch im Motional-Narrowing-Regime. Andererseits wurde bei
der Berechnung der Korrelationszeit der urspru¨ngliche komplette Diffusionsoperator beru¨cksichtigt.
Das fu¨hrt zur korrekten Abha¨ngigkeit der Korrelationszeit vom Diffusionskoeffizienten τ ∝ D−1 fu¨r
alle Diffusionsregime. Dadurch wird auch das korrekte Verhalten fu¨r kleine Diffusionskoeffizien-
ten eingearbeitet und deshalb ko¨nnen die Ergebnisse der Strong-Collision-Approximation auf das
Static-Dephasing-Regime erweitert werden.
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2.3.3 Diffusionsregime
Basierend auf dem Bild diffundierender Spins in einem lokalen inhomogenen Magnetfeld um einen
magnetisierten Ko¨rper wird der zugrunde liegende Relaxationsmechanismus durch zwei Frequenz-
skalen gekennzeichnet. Die dynamische Frequenzskala 1/τ charakterisiert den Diffusionsprozess
durch die Korrelation der sich bewegenden Spins. Die magnetische Frequenzskala wird von der
Sta¨rke des lokalen Magnetfeldes bestimmt, die durch die a¨quatoriale Frequenz δω charakterisiert
ist. Ein Vergleich beider Frequenzen bestimmt das zugrunde liegende Diffusionsregime [46]. Wenn
Diffusionseffekte vernachla¨ssigt werden ko¨nnen (d. h. δω ≫ 1/τ), gilt das Static-Dephasing-Regime;
im entgegengesetzten Fall δω ≪ 1/τ werden die Na¨herungen des Motional-Narrowing-Regimes an-
gewandt. Je nach relativer Sta¨rke dieser beiden charakteristischen Frequenzen ko¨nnen fu¨nf Diffusi-
onsregime eingefu¨hrt werden, die den Relaxationsprozess beschreiben:
1. 1/τ ≫ δω Motional-Narrowing-Regime,
2. 1/τ > δω Fast-Diffusion-Regime,
3. 1/τ = δω Intermediate Regime,
4. 1/τ < δω Slow-Diffusion-Regime und
5. 1/τ ≪ δω Static-Dephasing-Regime.
Die charakteristischen Parameter des zu untersuchenden Gewebes, insbesondere der Frequenz-
sprung δω und die dynamische Frequenz 1/τ entscheiden nun, welches Diffusionsregime das zugrun-
de liegende ist. In Abbildung 2.6 ist der qualitative Unterschied zwischen den beiden Grenzfa¨llen
dargestellt. Im Motional-Narrowing-Grenzfall besucht der Spin fast alle mo¨glichen lokalen Frequen-
zen, die durch den magnetischen Ko¨rper erzeugt werden. Im Static-Dephasing-Regime bleibt der
Spin fast immer an einem Ort und pra¨zediert daher auch nur mit einer konstanten Larmor-Frequenz.
Auf qualitativen Argumenten basierend konnten Yablonskiy und Haacke [6] das folgende Kriterium
fu¨r die Anwendbarkeit des Static-Dephasing-Regime angeben:
(r¯/2)2
D
δω
η
2d
≫ 1 , (2.69)
wobei r¯/2 eine fu¨r den magnetisierten Ko¨rper charakteristische La¨nge und d = 1, 2, 3 die zugrunde
liegende Dimension ist. In Kapitel 3 werden Korrelationszeiten, welche die Diffusion in inhomogenen
Magnetfeldern charakterisieren, untersucht. Damit kann dann auch quantitativ eingeteilt werden,
in welchem Diffusionsregime man sich gerade befindet.
2.4 Signalformation in einem Voxel
2.4.1 Allgemeine Theorie zur Signalentstehung
Um die Zeitentwicklung der transversalen Magnetisierung zu beschreiben, wird ein einzelnes Voxel
betrachtet in dem sich ein Ko¨rper G befindet (siehe Abbildung 2.3). Der Ko¨rper wird von Gewebe
mit konstantem Diffusionskoeffizienten D umgeben. Das umgebende Gewebe, in dem Diffusion
stattfinden, hat das Volumen V . Deshalb ist es mo¨glich, den Volumenanteil η in der Form η =
G/(G+V ) einzufu¨hren. Der Ko¨rper mit der MagnetisierungM0 erzeugt das inhomogene Magnetfeld
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Abbildung 2.6: Einteilung der Diffusionsregime. Links: Motional-Narrowing-Regime: Wa¨hrend der Diffusion um
einen kleinen Ko¨rper mit der charakteristischen La¨nge L1 besucht der Spin sehr viele unterschiedliche lokale Reso-
nanzfrequenzen. Rechts: Static-Dephasing-Regime: Der Spin bewegt sich relativ zu dem großen Ko¨rper kaum und
bleibt fast immer am gleichen Ort mit der gleichen Resonanzfrequenz.
Bz(r) und somit die ra¨umlich variierenden Larmor-Frequenz ω(r) innerhalb des Voxels. Wie in
Abschnitt 2.2.1 gezeigt wurde, ist die lokale Resonanzfrequenz durch
ω(r) = δω
∂2
∂z2
∫
G
d3r
′
|r− r′ | (2.70)
gegeben, wobei δω = γµ0M0/(4π) den Frequenzshift charakterisiert, der durch den magnetisierten
Ko¨rper erzeugt wird. Auf der anderen Seite wird die Signalentwicklung durch die Diffusion der
Spins beeinflusst, die durch die Korrelationszeit τ ∝ L2/D veranschaulicht werden kann, wobei L
eine charakteristische La¨nge des Ko¨rpers G und D der Diffusionskoeffizient ist. Das Inverse der
Korrelationszeit τ beschreibt eine Frequenz, die mit dem Frequenzshift der Feldinhomogenita¨t δω
verglichen werden muss [46]. Wenn die Diffusion vernachla¨ssigt werden kann (d. h. δω ≫ 1/τ),
dann gilt das Static-Dephasing-Regime; im anderen Grenzfall δω ≪ 1/τ kann die Na¨herung des
Motional-Narrowing-Regimes angewandt werden.
Wie in Abschnitt 2.3.1 beschrieben, kann die Zeitentwicklung der transversalen Magnetisierung
in allen Diffusionsregimen durch die Bloch-Torrey-Gleichung [31] beschrieben werden: ∂tm(r, t) =
[D∇2 + iω(r)] m(r, t), wobei ω(r) die lokale Frequenz aus Gleichung (2.70) darstellt. Hierbei ist
m(r, t) = Mx(r, t) − iMy(r, t) die Notation der Magnetisierung in Polarform, die am Punkt r
erzeugt wird. Die u¨ber das gesamte Voxel gemittelte Magnetisierung kann als Integral u¨ber alle
beitragenden Punkte ausgedru¨ckt und deshalb entsprechend Gleichung (2.56) geschrieben werden.
Die formale Zeitintegration der Bloch-Torrey-Gleichung kann numerisch ausgewertet werden. Die
Zeitabha¨ngigkeit, wie sie in Gleichung (2.56) beschrieben wird, ist im Gradientenecho-Experimenten
beobachtbar [16]. Ein a¨quivalenter Weg zur Beschreibung des Magnetisierungs-Zeit-Verlaufes fu¨r
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diese Art von Experimenten ist die Benutzung der Frequenzverteilung p(ω):
M(t) =
∫ +∞
−∞
dω p(ω)eiωt . (2.71)
Um die Signal-Formation bei der Anwendung komplizierterer Sequenzen zu beschreiben (z. B.
SSFP-Sequenzen [47, 48]), muss Gleichung (2.71) im Sinne von Gleichung (2.27) verallgemeinert
werden [21].
2.4.2 Static-Dephasing-Regime
Dieses Diffusionsregime ist anwendbar, wenn Diffusionseffekte im Vergleich zu den Suszeptibilita¨ts-
effekten vernachla¨ssigbar sind, d. h. zur quantitativen Untersuchung kann in Gleichung (2.56) der
Diffusionskoeffizient zuD = 0 gesetzt werden und es resultiert folgender Ausdruck zur Beschreibung
des Signals:
M0(t) =
1
V
∫
V
d3r ρ(r) eiω(r) t , (2.72)
wobei V das Relaxationsvolumen, ω(r) die lokale Larmor-Frequenz und ρ(r) die Spindichte [6,
21, 49, 50] sind. Um zwischen dem Static-Dephasing-Regime und den anderen Diffusionsregimen
unterscheiden zu ko¨nnen, wird der Index Null zur Kennzeichnung des Static-Dephasing-Regimes
verwendet. Wird die Dirac-Funktion in die obige Gleichung eingefu¨hrt, kann die Magnetisierung in
folgender Form geschrieben werden:
M0(t) =
1
V
∫
V
d3r ρ(r)
∫ +∞
−∞
dω δ [ω − ω(r)] eiω t (2.73)
= ρ0
∫ +∞
−∞
dω p0(ω) e
iω t . (2.74)
In Analogie zu Methoden der Statistischen Physik [49, 51, 52] kann die Zustandsdichte fu¨r die lokale
Frequenz wie folgt definiert werden:
p0(ω) =
1
ρ0V
∫
V
d3r ρ(r) δ [ω − ω(r)] , (2.75)
wobei diese Zustandsdichte sa¨mtliche Eigenschaften einer Wahrscheinlichkeitsdichte∫ +∞
−∞
dω p0(ω) = 1 und p0(ω) ≥ 0 (2.76)
besitzt. Wird die Fourier-Darstellung der Diracschen-δ-Distribution genutzt, kann das Integral
(2.75) im Prinzip fu¨r jede beliebige lokale Larmor-Frequenz ω(r) analytisch berechnet werden. Fu¨r
kompliziertere Geometrien kann die Frequenzverteilung numerisch bestimmt werden, indem das
Dephasierungsvolumen in kleine Subvoxel aufgeteilt und fu¨r jedes Subvoxel die mittlere Larmor-
Frequenz bestimmt wird. Die Frequenzverteilung ergibt sich dann als Histogramm der Anzahl der
Subvoxel, dargestellt u¨ber der zugeho¨rigen Larmor-Frequenz. Jedoch ko¨nnen durch diese Methode
keine Diffusionseffekte beru¨cksichtigt werden. Deshalb wird in den na¨chsten Kapiteln ein anderer
Weg zur Beschreibung der Diffusionsabha¨ngigkeit der Frequenzverteilung aufgezeigt.
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Kapitel 3
Korrelationszeiten
3.1 Diffusion in lokal inhomogenen Magnetfeldern
Die in Abschnitt 2.2.1 betrachteten Ko¨rper im Magnetfeld erzeugen lokale inhomogene Magnet-
felder. In diesen lokalen Magnetfeldern findet die Diffusion der signalgebenden Spins statt. Zur
Beschreibung der Diffusionsbewegung nutzt man die Korrelationsfunktion, die den zeitlichen Ver-
lauf der Korrelation eines sich bewegenden Spins beschreibt. Die Korrelationsfunktion wurde bereits
in Abschnitt 2.3.2 benutzt, um die Diffusion um magnetische Ko¨rper im Magnetfeld zu beschreiben.
Die Korrelationsfunktion wird von der Form der magnetisierten Ko¨rper und den Diffusionseigen-
schaften des umgebenden Mediums bestimmt. Die Korrelation nimmt mit zunehmender Zeit ab
und kann a¨hnlich wie der Magnetisierungszerfall durch eine exponentielle Funktion approximiert
werden, deren charakteristische Abklingkonstante die Korrelationszeit τ ist [33, 34]. Auch die Eintei-
lung der Diffusionsregime, die in Abschnitt 2.3.3 vorgestellt wurde, basiert auf der Korrelationszeit
τ . Der Spin, der um den Ko¨rper im Magnetfeld diffundiert, besucht wa¨hrend seiner Bewegung viele
verschiedene Orte und damit pra¨zediert er auch mit vielen verschiedenen Larmor-Frequenzen. An-
schaulich beschreibt die Korrelationszeit nun diejenige Zeitspanne, in der sich die Larmor-Frequenz
des Spins merklich a¨ndert. Betrachtet man die linke Seite der Abbildung 2.6, so erkennt man, dass
im Motional-Narrowing Grenzfall der Spin sich sehr schnell um den kleinen Ko¨rper bewegt und
somit viele verschiedene Frequenzen besucht. Die Korrelationszeit ist in diesem Fall also sehr klein,
da nur fu¨r einen kurzen Zeitraum eine nahezu konstante Resonanzfrequenz herrscht. Im Gegensatz
dazu befindet sich im Static-Dephasing-Grenzfall der Spin fast immer am gleichen Ort, wie auf der
rechten Seite der Abbildung 2.6 verdeutlicht ist. Dadurch pra¨zediert der Spin auch fast immer mit
der gleichen Larmor-Frequenz und demzufolge ist die Korrelationszeit sehr lang.
Gewo¨hnlicherweise wird die transversale Relaxationszeit T ∗2 genutzt, um Gewebeparameter wie
die Zelldichte oder den Oxygenierungszustand von Blut zu bestimmen. Die Angabe des Parameters
T ∗2 beruht auf der Annahme eines exponentiellen Magnetisierungszerfalls der Form ∝ exp(−t/T ∗2 ).
Wird jedoch der nicht-Gaußsche Charakter der Spindephasierung [35] beachtet, fu¨hrt eine genauere
Betrachtung des Relaxationsprozesses zu dem Ergebnis, dass der exakte Zeitverlauf der Magne-
tisierung wa¨hrend des freien Induktionszerfalls von der Relaxationszeit im Motional-Narrowing-
Grenzfall T2,0 und von der Korrelationszeit τ abha¨ngig ist:
M(t) = exp
(
− t
T2,0
)
exp
[
τ
T2,0
(
1− e−t/τ)] , (3.1)
wobei die Relaxationsrate im Motional-Narrowing Regime R2,0 = T
−1
2,0 = τ〈ω2(r) 〉 nur von der Form
des lokalen Magnetfeldes abha¨ngt. So wird z. B. der Magnetisierungszerfall, der vom inhomogenen
Magnetfeld um Erythrozyten erzeugt wird, als nicht-gaußfo¨rmig beschrieben [36].
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Nun stellt sich die Frage, wie die Korrelationszeit von der lokalen Frequenzverteilung und den
charakteristischen Dimensionen des magnetisierten Ko¨rpers abha¨ngt. Spha¨rische Objekte wurden
zuerst in [37] untersucht, wobei auch eine Korrelationsfunktion gefunden wurde. Die exakte Form
der Korrelationsfunktion wurde ausfu¨hrlich sowohl von Sukstanskii und Yablonskiy [12] als auch
von Jensen und Chandra [38] untersucht. Sie konnten zeigen, dass die Zeitabha¨ngigkeit der Korre-
lationsfunktion nicht exponentiell, sondern algebraisch ist. Sukstanskii und Yablonskiy [12] gaben
einen Ausdruck fu¨r die Korrelationsfunktion an, wobei auch beliebig geformte Ko¨rper beschrieben
werden ko¨nnen.
Da in Bildgebungsexperimenten kurze Echozeiten relevant sind, ist ein exponentieller Zerfall der
Korrelationsfunktion eine ausreichend genaue Beschreibung. Deshalb wird in der Magnetresonanz-
bildgebung u¨blicherweise ein exponentiellen Zerfall der Korrelationsfunktion der Form ∝ exp(−t/τ)
vorausgesetzt [33]. Die Korrelationszeit τ wird nun in Abha¨ngigkeit von der lokalen Resonanzfre-
quenz ω(r) und den Randbedingungen auf der Oberfla¨che des Ko¨rpers ermittelt. Ein einfacher
Ausdruck fu¨r die Korrelationszeit, der leicht zu implementieren ist, wird im Folgenden angegeben,
und fu¨r den Spezialfall von Kugeln und Zylindern ko¨nnen sogar analytische Ausdru¨cke ermittelt
werden.
3.2 Allgemeiner Ansatz
Betrachtet wird ein kompakter, homogen magnetisierter Ko¨rper in einem a¨ußeren Magnetfeld (siehe
Abbildung 2.3). Die Trajektorie eines um den Ko¨rper diffundierenden Spins wird verfolgt. Außerhalb
des magnetischen Ko¨rpers werden homogene Diffusionseigenschaften angenommen, d. h. a¨ußere Po-
tentiale oder Einschra¨nkungen durch Membranen oder andere Strukturen werden vernachla¨ssigt.
Anstatt die Diffusion im gesamten Gewebe zu betrachten, wird nur das Relaxationsvolumen um das
magnetische Objekt betrachtet (Abbildung 2.3). Die Form dieses Relaxationsvolumens ist abha¨ngig
von der Form des Objektes, d. h. im Falle einer homogen magnetisierten Kugel mit dem Radius RS
ist das Relaxationsvolumen der Raum zwischen zwei konzentrischen Kugeln mit den Radien RS und
R, wie in Abbildung 2.4 dargestellt. Der Volumenanteil ist dann gegeben durch η = R3S/R
3. Analog
dazu ist im Falle von Zylindern das Relaxationsvolumen der Raum zwischen zwei konzentrischen
Zylindern mit den Radien RC und R, und der Volumenanteil ist η = R
2
C/R
2 (siehe Abbildung
2.5). Die Diffusion wird damit eingeschra¨nkt auf den Raum zwischen zwei konzentrischen Objekten
mit den Radien RC und R, d. h. periodische Randbedingungen werden an der a¨ußeren Oberfla¨che
des Relaxationsvolumens angenommen. Es ist wichtig zu betonen, dass die a¨ußere Begrenzung mit
dem Radius R nur eine mathematische Grenze ist und nicht mit irgendwelchen biologischen Mem-
branen verwechselt werden darf. Die Gru¨nde fu¨r diese Einschra¨nkungen und die daraus folgenden
mathematischen Implikationen wurden bereits im Detail diskutiert [39].
Die Zweipunktkorrelationsfunktion der stochastischen Feldfluktuationen, denen ein Spin unter-
liegt, ist definiert als
K(t) =
∫
V
d3r
∫
V
d3r0 ω(r) p(r, r0, t)p(r0)ω(r0) , (3.2)
wobei p(r, r0, t) die Wahrscheinlichkeitsdichte dafu¨r ist, einen Spin an der Position r nach der
Zeit t zu finden, wenn die urspru¨ngliche Position r0 zur Zeit t = 0 angenommen wurde. Die
Wahrscheinlichkeitsdichte der Gleichgewichtsverteilung p(r0) ist in unserem Fall identisch mit der
Spindichte, welche als homogen angenommen wird, d. h.
p(r0) =
1
V
, (3.3)
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wobei V das Dephasierungsvolumen ist (im Falle von Kugeln ist dieses das Volumen zwischen zwei
konzentrischen Kugeln mit den Radien RS und R). Die Wahrscheinlichkeit p(r, r0, t) erfu¨llt die
Smoluchowski-Gleichung ∂tp(r, r0, t) = ∇·j(r, r0, t), mit dem zugeho¨rigen Wahrscheinlichkeitsstrom
j(r, r0, t) = D∇p(r, r0, t). Unter der Annahme freier Diffusion innerhalb der Grenzen RS ≤ r ≤ R
ist die Wahrscheinlichkeit p(r, r0, t) die Greensche Funktion der Diffusionsgleichung
∂
∂t
p(r, r0, t) = D∇2 p(r, r0, t) oder (3.4)
p(r, r0, t) = e
t D∇2 δ(r− r0) , (3.5)
wobei D der Diffusionskoeffizient ist.
Wa¨hrend an der a¨ußeren Oberfla¨che des Relaxationsvolumens (im dreidimensionalen Fall die
Kugel mit dem Radius R oder im zweidimensionalen Fall der Zylinder mit dem Radius R) reflek-
tierende Randbedingungen angenommen werden, wird an der inneren Oberfla¨che zwischen reflek-
tierenden und strahlenden Randbedingungen unterschieden. Im Falle einer impermeablen inneren
Oberfla¨che werden die Trajektorien der diffundierenden Spins durch eine symmetrische Trajektorie
fortgesetzt, sobald der Spin die innere Oberfla¨che beru¨hrt, d. h. reflektierende Randbedingungen
werden angenommen:
∂p(r, r0, t)
∂r
∣∣∣∣
r=RS
= 0 =
∂p(r, r0, t)
∂r
∣∣∣∣
r=R
. (3.6)
Die reflektierenden Randbedingungen an der a¨ußeren Oberfla¨che R umhu¨llen das System und ver-
hindern das Entweichen der Spins ins Unendliche. Deshalb verschwindet der korrespondierende
Strom an dieser Oberfla¨che: j(R, t) = 0. Wenn der Austausch von signalgebenden Protonen zwi-
schen dem Relaxationsvolumen und dem magnetisierten Objekt beru¨cksichtigt werden soll, mu¨ssen
an der inneren Oberfla¨che strahlende Randbedingungen in der Form
D
∂p(r, r0, t)
∂r
∣∣∣∣
r=RS
= k p(r, r0, t)|r=RS (3.7)
angenommen werden, wobei k eine mikroskopische Reflexionsrate ist, welche die Permeabilita¨t der
inneren Oberfla¨che beschreibt [40].
Das Einsetzen der Wahrscheinlichkeitsdichten, die in den Gleichungen (3.5) und (3.3) gegeben
sind, in die Definition der Korrelationsfunktion aus Gleichung (3.2) liefert
K(t) =
1
V
∫
V
d3rω(r) etD∇
2
ω(r) . (3.8)
Im Allgemeinen zeigt die Korrelationsfunktion K(t) keinen einfachen exponentiellen Abfall, wie
oft angenommen wird [34]. Dies erschwert eine einfache Bestimmung der Korrelationszeit. Eine
geeignete Definition der Korrelationszeit besteht darin, sie gema¨ß [32] als mittlere Relaxationszeit
der Korrelationsfunktion zu definieren:
τ =
∫ ∞
0
dt
K(t)
K(0)
. (3.9)
Eine u¨bliche Na¨herung fu¨r die Korrelationsfunktion ist ein einfacher exponentieller Abfall der Form
K(t) ≈ K(0) · e− t/τ . Im Falle uneingeschra¨nkter Diffusion konnte von Jensen und Chandra [38]
gezeigt werden, dass die Korrelationsfunktion durch eine algebraische Funktion besser approximiert
werden kann. Einsetzen von Gleichung (3.8) in Gleichung (3.9) ergibt
τ =
1
〈ω2(r) 〉DV
∫
V
d3r ω(r)
[
− 1
∆
]
ω(r) , (3.10)
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wobei die Varianz des lokalen Magnetfeldes durch
〈ω2(r) 〉 = K(0) = 1
V
∫
V
d3rω2(r) ∝ η δω2 (3.11)
gegeben ist, mit η als dem Volumenanteil des magnetischen Materials innerhalb des Voxels. Die
Relation 〈ω2(r)〉 ∝ η δω2 stimmt mit dem allgemeinen Ergebnis, wie es in Gleichung (1) in [12]
angegeben wird, u¨berein. Wird der allgemeine Ausdruck in Gleichung (3.10) genutzt, kann ein
Zusammenhang zwischen der Korrelationszeit τ , dem Volumenanteil η, dem Radius des Sto¨rko¨rpers
RS und dem Diffusionskoeffizienten D gefunden werden. Dies fu¨hrt zu einer Relation, wie sie auch
in Gleichung (15) der Vero¨ffentlichung von Stables et al. [33] angegeben wird.
3.3 Spezielle Geometrien
Der oben erhaltene allgemeine Ausdruck (3.10) zur Quantifizierung der Korrelationszeit wird auf
zwei Formen von magnetischen Objekten angewandt, na¨mlich auf Kugeln und Zylinder. Um das
Integral (3.10) zu lo¨sen, muss zuerst eine Funktion f(r) gefunden werden, welche die Beziehung
∇2 f(r) = −ω(r) (3.12)
erfu¨llt. Im Falle von Kugeln und Zylindern kann diese Funktion analytisch gefunden werden. Fu¨r
komplizierter geformte Objekte muss die Laplace-Gleichung numerisch gelo¨st werden. Des Weiteren
muss die Funktion f(r) die reflektierenden Randbedingungen nach Gleichung (3.6)
∂f(r)
∂r
∣∣∣∣
r=R
= 0 (3.13)
an der a¨ußeren Oberfla¨che des Relaxationsvolumens erfu¨llen. Im Falle strahlender Randbedingungen
an der inneren Oberfla¨che genu¨gt die Funktion f(r) = frad(r) der Beziehung
D
∂frad(r)
∂r
∣∣∣∣
r=RS
= k frad(r = RS) , (3.14)
wobei k die Permeabilita¨t der Oberfla¨che beschreibt. Wenn die Oberfla¨che des magnetischen Ko¨rpers
impermeabel ist (k = 0), wird der Spin an der Oberfla¨che reflektiert, d. h. im Falle reflektierender
Randbedingungen an der inneren Oberfla¨che gilt fu¨r f(r) = fref(r) der Zusammenhang
∂fref(r)
∂r
∣∣∣∣
r=RS
= 0 . (3.15)
3.3.1 Kugel
Die lokale Resonanzfrequenz um eine homogen magnetisierte Kugel ist in Gleichung (2.48) gegeben.
Die Sta¨rke der Feldinhomogenita¨t wird durch den charakteristischen a¨quatorialen Frequenzshift
δω = γµ0∆M/3 beschrieben. Der Erwartungswert des lokalen Magnetfeldes wird durch Einsetzen
des lokalen Magnetfeldes in die Gleichung (3.11) erhalten:
〈ω2(r) 〉 = 4
5
η δω2 . (3.16)
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Das Ergebnis K(0) = 〈ω2(r) 〉 = 4
5
ηδω2 ist identisch mit dem von Jensen und Chandra [38],
Gleichung (18), oder dem von Stables et al. [33], Gleichung (8). Zur Lo¨sung der Laplace-Gleichung
(3.12) fu¨r ein Dipolfeld, wird der Ansatz
f(r) = g(r) · (3 cos2 θ − 1) (3.17)
genutzt. Die Anwendung des Laplace-Operators ∇2 in Kugelkoordinaten auf die Funktion f(r)
ergibt fu¨r die radiale Funktion g(r) die Differentialgleichung r2∂2rg(r)+2r∂rg(r)−6g(r) = −δω R3S/r.
Diese Differentialgleichung vom Eulerschen Typ kann in eine inhomogene Differentialgleichung mit
konstanten Koeffizienten transformiert werden. Zur Lo¨sung wird die Substitution r = et genutzt
und damit ergibt sich fu¨r die radiale Funktion
g(r) =
A
r3
+ B r2 +
δω R3S
6r
, (3.18)
wobei die Integrationskonstanten A und B durch die Randbedingungen an der inneren und a¨uße-
ren Oberfla¨che festgelegt sind. Wird der Ausdruck (3.17) zur Lo¨sung der inhomogenen Laplace-
Gleichung (3.12) genutzt, reduziert sich der Ausdruck fu¨r die Korrelationszeit (3.10) auf die einfache
Form
τ =
3
Dδω(1− η)
∫ R
RS
dr
g(r)
r
. (3.19)
Im Falle strahlender Randbedingungen an der inneren Grenzfla¨che ergibt sich mit der Gleichung
(3.14) fu¨r die Integrationskonstanten
Arad =
δω
6
R5Sb und Brad =
δω
4
(
bη5/3 +
η
3
)
(3.20)
mit der Abku¨rzung
b =
2D(1− η) + (2 + η)kRS
6D (η5/3 − 1)− (3η5/3 + 2)kRS . (3.21)
Mit Gleichung (3.15) ergibt sich bei reflektierenden Randbedingungen an der inneren Grenzfla¨che
fu¨r die Integrationskonstanten:
Aref =
δω R5S
18
η − 1
1− η5/3 und Bref =
δω
12
(
1 +
η − 1
1− η5/3
)
. (3.22)
Die Korrelationszeit im Falle strahlender Randbedingungen wird also durch den Ausdruck
τrad =
R2S
24D
12− 9η1/3 − 3η + b(4 + 5η − 9η5/3)
1− η (3.23)
beschrieben. Ist die innere Kugel impermeabel, ha¨ngt die Korrelationszeit nur vom Volumenanteil,
vom Kugelradius und vom Diffusionskoeffizienten ab. Mit der Abku¨rzung
di =
i∑
j=0
η
j
3 (3.24)
ergibt sich fu¨r die Korrelationszeit der Ausdruck:
τref =
R2S
8D
[
3
d2
+
5d2
9d4
]
. (3.25)
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Abbildung 3.1: Korrelationszeit bei der Diffusion um Kugeln. Dargestellt ist die Korrelationszeit bei der Diffusion
um Kugeln nach Gleichung (3.23) fu¨r verschiedene Werte des Permeabilita¨tskoeffizienten k.
Gleichung (3.25) erha¨lt man auch, wenn in der Gleichung fu¨r strahlende Randbedingungen der Ko-
effizient k = 0 gesetzt wird. Eine Taylor-Entwicklung in η fu¨hrt zu einem einfachen Zusammenhang
zwischen der Korrelationszeit und dem Volumenanteil η im Falle eines permeablen Kerns, na¨mlich
zu
τrad =
R2S
D
(
4D + kRS
3(3D + kRS)
− 3
8
3
√
η
)
. (3.26)
Wird in dieser Gleichung den Koeffizienten k = 0 gesetzt oder eine Taylor-Entwicklung von Glei-
chung (3.25) durchgefu¨hrt, erha¨lt man
τref =
R2S
D
(
4
9
− 3
8
3
√
η
)
(3.27)
fu¨r die Korrelationszeit im Falle eines impermeablen Kerns.
Zur Veranschaulichung der Ergebnisse ist in Abbildung 3.1 die Korrelationszeit in Abha¨ngigkeit
vom Volumenverha¨ltnis η fu¨r verschiedene Werte des Permeabilita¨tskoeffizienten k dargestellt. Bei
vorgegebenem Volumenverha¨ltnis η ist die Korrelationszeit am gro¨ßten, wenn die Kugel impermea-
bel ist (k = 0). In diesem Fall wird der Spin an der Oberfla¨che der Kugel reflektiert und der Spin
bewegt sich kurz nach der Reflexion in einem lokalen Magnetfeld, dessen Wert fast genau so groß
ist, wie kurz vor der Reflexion. Der Spin pra¨zediert also la¨nger mit der nahezu gleichen Resonanz-
frequenz, und deshalb ist in diesem Fall die Korrelationszeit auch la¨nger. Ist die Kugel hingegen
durchla¨ssig, wird der Spin nur mit einer bestimmten Wahrscheinlichkeit reflektiert, ein gewisser
Anteil dringt auch in die Kugel ein und tra¨gt dann nicht mehr zum Signal bei. Mit steigender
Permeabilita¨t k nimmt also die Korrelationszeit ab.
3.3.2 Zylinder
Wird ein homogen magnetisierter Zylinder untersucht, muss dessen Orientierung zum a¨ußeren Ma-
gnetfeld beru¨cksichtigt werden. Die lokale Resonanzfrequenz ist abha¨ngig vom Neigungswinkel θ
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zwischen der Zylinderachse und der Richtung des a¨ußeren Magnetfeldes B0. Auf der linken Seite der
Abbildung 2.5 ist der Querschnitt durch den Zylinder und durch das Dephasierungsvolumen zu se-
hen, wobei zweidimensionale Polarkoordinaten (r, φ) genutzt werden. Die lokale Resonanzfrequenz
um den Zylinder ist in Gleichung (2.53) gegeben. Die Varianz dieser lokalen Resonanzfrequenz folgt
direkt aus Gleichung (3.11) als
〈ω2(r) 〉 = 1
2
η δω2θ , (3.28)
was mit dem Ergebnis von Stables at al. [33] u¨bereinstimmt. Wird der vom Winkel abha¨ngige
Anteil der lokalen Frequenz (2.53) betrachtet, kann in Analogie zum Ansatz (3.17) im Falle von
Zylindern der Ausdruck f(r) = g(r) · cos 2φ verwendet werden, was zu der Differentialgleichung
r2∂2rg(r) + r∂rg(r)− 4g(r) = −δωθ R2C mit der Lo¨sung g(r) = Ar2 +B/r2 − δωθR2C/4 fu¨hrt. Nach
Ausfu¨hrung der gleichen Schritte wie im spha¨rischen Fall ergibt sich ein analoger Ausdruck fu¨r die
Korrelationszeit, und zwar
τrad =
R2C
4D
·
(
1 + η
2D
kRC
(η2 − 1)− η2 − 1 −
ln η
1− η
)
(3.29)
fu¨r strahlende Randbedingungen und
τref = −R
2
C
4D
· ln η
1− η (3.30)
fu¨r reflektierende Randbedingungen, was mit dem Ergebnis von Bauer et al. [8] u¨bereinstimmt.
3.4 Anwendungen
3.4.1 Diffusionsregime
In Abschnitt 2.3.3 wurde gezeigt, dass die Korrelationszeit eine wesentliche Gro¨ße ist, die zur
Einteilung der Diffusionsregime notwendig ist. So gaben Yablonskiy und Haacke in ihrer Gleichung
(55) der Arbeit [6] die empirische Bedingung
R2S
D
δω
3
√
η
6
≫ 1 (3.31)
an, die erfu¨llt sein muss, damit die Diffusion um die Kugel vernachla¨ssigt werden kann. Anhand
der Ungleichung (3.31) la¨sst sich somit feststellen, ob das Static-Dephasing-Regime das zu Grund
liegende Diffusionsregime ist. In diese Betrachtungen geht jedoch die Permeabilita¨t des Ko¨rpers
nicht mit ein. Mit den oben erhaltenen Resultaten kann nun die exakte Einteilung der Diffusionsre-
gime auf mathematischer Basis erfolgen. Werden die Ergebnisse fu¨r die Korrelationszeit und deren
Abha¨ngigkeit vom Volumenanteil genutzt, ko¨nnen a¨hnliche Ausdru¨cke wie die von Yablonskiy und
Haacke empirisch gefundenen ableitet werden. Im Falle von kugelfo¨rmigen Objekten ergibt sich aus
Gleichung (3.27) fu¨r das Static-Dephasing-Regime (τ δω ≫ 1) das Kriterium
R2S
D
δω
(
4
9
− 3
8
3
√
η
)
≫ 1 . (3.32)
Analog dazu kann fu¨r zylindrische Objekte ein a¨hnliches Kriterium fu¨r die Gu¨ltigkeit des Static-
Dephasing-Regimes angegeben werden.
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Die Korrelationszeit kann nun zur Beantwortung konkreter Fragestellungen angewandt wer-
den. Sie kann beispielsweise genutzt werden, um magnetisch markierte Zellen zu beschreiben. In
der Arbeit
”
Application of the static dephasing regime theory to superparamagnetic iron-oxide
loaded cells“ untersuchten Bowen et al. [53] das Relaxationsverhalten eisenbeladener Zellen. Ty-
pische Parameter waren in dieser Arbeit ein Volumenanteil von η = 0, 002, ein Diffusionskoeffi-
zient D = 2, 5µm2ms−1 und ein Frequenzshift von δω = 32944 s−1. Die zum Markieren benutz-
ten Kontrastmittelteilchen wurden von Lymphozyten phagozytiert, die einen mittleren Radius von
RS = 10µm hatten. Aus Gleichung (3.27) ergibt sich fu¨r die Korrelationszeit der Wert τ = 15, 9ms,
was der dynamischen Frequenz 1/τ = 62, 9Hz entspricht. Diese dynamische Frequenz ist wesentlich
kleiner als der charakteristische Frequenzshift, und deshalb kann das Static-Dephasing-Regime als
das zugrunde liegende Diffusionsregime angesehen werden.
Die Korrelationszeit um Zylinder kann genutzt werden, um den Diffusionsprozess im Myokard
zu quantifizieren [8]. In diesem Fall ist der Volumenanteil a¨quivalent zum regionalen Blutvolumen
η = 0, 05. Der typische Radius einer Kapillare im Myokard betra¨gt RC = 2, 5µm [54]. Mit einem
typischen Wert fu¨r den Diffusionskoeffizienten von D = 1µm2ms−1 ergibt sich aus Gleichung (3.30)
fu¨r die Korrelationszeit der Wert τ = 4, 9ms, was der dynamischen Frequenz 1/τ = 203Hz ent-
spricht. Der charakteristische Frequenzshift auf der Oberfla¨che einer Kapillare im Myokard betra¨gt
δωθ = 269Hz [55]. In diesem Fall haben die dynamische Frequenz 1/τ und die charakteristische
Frequenz δωθ die gleiche Gro¨ßenordnung. Deshalb wird die Spindephasierung im Myokard dem in-
termedia¨ren Diffusionsregime zugeordnet. Hier sind weder die Ausdru¨cke des Motional-Narrowing-
Grenzfalls noch die des Static-Dephasing-Grenzfalls anwendbar.
3.4.2 Relaxationsraten
Die Spindephasierung, die durch die Magnetfeldinhomogenita¨ten verursacht wird, beeinflusst den
Magnetisierungszerfall. Dieser kann fu¨r alle Diffusionsregime durch die Bloch-Torrey-Gleichung [31]
beschrieben werden. Die Signalentstehung im Static-Dephasing-Regime [6] wurde fu¨r den spha¨ri-
schen Fall [49] und den zylindrischen Fall [51] ausfu¨hrlich untersucht. Mittels der oben erhaltenen
Ergebnisse fu¨r die Korrelationszeiten ko¨nnen nun die Relaxationsraten im Motional-Narrowing-
Regime bestimmt werden. In diesem Diffusionsregime wird der Signalverlust hauptsa¨chlich durch
die Dephasierung aufgrund der Diffusion der Spins im inhomogenen Magnetfeld hervorgerufen. Im
Gegensatz zum Static-Dephasing-Grenzfall kann der Signalverlust im Motional-Narrowing-Regime
nicht durch Spinechos refokussiert werden.
Im Motional-Narrowing-Regime sind die Frequenzfluktuationen, die durch den Diffusionsprozess
verursacht und durch das Inverse der Korrelationszeit charakterisiert werden, gro¨ßer als die durch
die Feldinhomogenita¨t erzeugte Frequenzverschiebung, d. h. 1/τ ≫ δω. In diesem Fall ist die
Relaxationsrate durch die einfache Beziehung
R∗2 = τ 〈ω2(r)〉 (3.33)
gegeben, wobei 〈ω2(r)〉 fu¨r Kugeln und Zylinder in Gleichung (3.16) und Gleichung (3.28) gegeben
sind. In Abbildung 3.2 werden die Relaxationsraten R∗2 in Abha¨ngigkeit vom Volumenanteil η
fu¨r Kugeln und Zylinder miteinander verglichen. Im Falle kleiner Volumenanteile ergibt sich aus
den beiden Gleichungen (3.33) und (3.27) der einfache Ausdruck fu¨r die Relaxationsrate einer
Suspension kleiner Kugeln
R∗2 =
16
45
η δω2
R2S
D
, (3.34)
welcher mit den Ergebnissen von Moiny et al. [56] und Brooks et al. [57] u¨bereinstimmt. Mit der
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Abbildung 3.2: Relaxationsrate fu¨r Kugeln und Zylinder. Die Relaxationsrate in Abha¨ngigkeit vom Volumenanteil
η ist nach Gleichung (3.33) fu¨r Kugeln und Zylinder dargestellt. In beiden Fa¨llen wurde fu¨r den Vorfaktor R2
C
/D = 1
bzw R2
S
/D = 1 angenommen.
allgemeinen Beziehung (3.33) ergibt sich damit die Korrelationszeit
τ =
4
9
R2S
D
. (3.35)
Die auf diesem Wege erhaltene Korrelationszeit stimmt auch mit dem ersten Glied der Taylor-
Entwicklung aus Gleichung (3.27) u¨berein.
Jensen und Chandra [38] bestimmten die Relaxationsrate im Falle eines durchla¨ssigen Kerns zu
R∗2 =
8
25
η δω2
R2S
D
. (3.36)
Die Kombination dieses Ergebnisses mit dem allgemeinen Ausdruck (3.33) fu¨hrt zur Korrelations-
zeit, die den Diffusionsprozess um eine durchla¨ssigen Kern beschreibt:
τ =
2
5
R2S
D
. (3.37)
Zur Ableitung der obigen Ergebnisse wurde die Na¨herung benutzt, dass benachbarte Feldin-
homogenita¨ten keinen Einfluss auf das betrachtete Voxel haben. Um den Gu¨ltigkeitsbereich dieser
Na¨herung zu quantifizieren, wird zuerst der Fall von Kapillaren betrachtet. Es wird eine regelma¨ßi-
ge Anordnung der Kapillaren angenommen, d. h. im Querschnitt befindet sich die Kapillare im
Zentrum eines Hexagons und hat sechs gleichnahe Nachbarn. Jedes Hexagon mit der Seitenla¨nge
a und der Fla¨che A = 3
√
3a2/2 wird in diesem Modell durch einen Kreis mit dem Radius R und
dem gleichen Fla¨cheninhalt A = πR2 ersetzt. Der Abstand zwischen zwei Kapillaren ist demzufolge
2a = 2
√
2π/(3
√
3)R. Der Einfluss benachbarter Kapillaren kann vernachla¨ssigt werden, wenn die
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Abbildung 3.3: Korrelationszeit fu¨r Kugeln und Zylinder. Nach Gleichung (3.25) bzw. Gleichung (4.12) wurde die
Korrelationszeit in Abha¨ngigkeit vom Volumenanteil dargestellt. In beiden Fa¨llen gilt fu¨r den Vorfaktor R2
C
/D = 1
bzw. R2
S
/D = 1.
charakteristische Frequenz an der Oberfla¨che einer Kapillare δωθ viel gro¨ßer ist als die Frequenz,
die durch die sechs umgebenden Kapillaren im Abstand 2a erzeugt wird. Mit diesen geometrischen
Anschauungen ergibt sich nach Gleichung (2.53) die Ungleichung δωθ ≫ 6δωθR2C/(2a)2, was zu
einer Abscha¨tzung fu¨r den Volumenanteil fu¨hrt: η ≪ 4π/(9√3) = 0, 81.
Im dreidimensionalen Fall der regelma¨ßigen Anordnung ist jede Kugel im Zentrum eines Rhom-
bendodekaeders (der Wigner-Seitz-Zell eines fcc-Bravais-Gitters) von zwo¨lf gleichnahen Nachbarn
umgeben. In diesem Modell wird jeder Rhombendodekaeder mit der Seitenla¨nge s und dem Volu-
men V = 16s3/(3
√
3) durch eine Kugel mit dem Radius R und dem gleichen Volumen V = 4πR3/3
ersetzt. Daraus folgt, dass der Abstand zur na¨chsten Kugel 2
√
2/3s betra¨gt. Der Einfluss des Ma-
gnetfeldes benachbarter Kugeln kann vernachla¨ssigt werden, wenn die charakteristische Frequenz
δω auf der Oberfla¨che einer Kugel viel gro¨ßer ist als die Frequenz, die durch die zwo¨lf umgeben-
den Kugeln im Abstand 2
√
2/3s erzeugt wird. Mit diesen geometrischen Anschauungen ergibt sich
nach Gleichung (2.53) die Ungleichung δω ≫ 12δωR3S/(2
√
2/3s)3, was zu einer Abscha¨tzung fu¨r
den Volumenanteil fu¨hrt: η ≪√2π/9 = 0, 49.
Innerhalb des Diffusionsraumes werden also nur die Wechselwirkung eines Kernspins mit dem
Magnetfeld einer Kugel oder eines Zylinders betrachtet, d. h. die Beitra¨ge benachbarter Ko¨rper
werden nicht beru¨cksichtigt. In einem Gewebe, in dem der magnetisierte Ko¨rper einen kleinen Vo-
lumenanteil besitzt und dieser nur ein schwaches lokales Magnetfeld erzeugen, ist die Vernachla¨ssi-
gung der umgebenden Sto¨rko¨rper gerechtfertigt und die Na¨herungen in den Gleichungen (3.26) und
(3.27) sind gu¨ltig.
Kapitel 4
Frequenzverteilungen
4.1 Formalismus zur Beschreibung der Frequenzverteilung
Bereits in Abschnitt 2.4 wurde dargestellt, wie das Signal aus einem Voxel, das einen magnetischen
Ko¨rper entha¨lt, untersucht werden kann. Der magnetische Ko¨rper erzeugt ein lokales inhomogenes
Magnetfeld innerhalb des Voxels. Die Spins bewegen sich aufgrund der Diffusion in diesem Feld
und beeinflussen dadurch das Dephasierungsverhalten. Diese Dephasierungseffekte ko¨nnen genutzt
werden, um Informationen u¨ber das untersuchte Gewebe zu erhalten. So konnten aus diesen In-
formationen z. B. die Zelldichte [58] oder die Kapillardichte im Myokard [8, 9] bestimmt werden.
Um dies zu erreichen werden Modelle beno¨tigt, welche den zeitlichen Signalverlauf in Abha¨ngigkeit
von der Anordnung der magnetischen Ko¨rper beschreiben. Da diese magnetischen Ko¨rper ein in-
homogenes Magnetfeld erzeugen, das die Relaxation der signalgebenden Spins beschleunigt, ist die
Information u¨ber die Anordnung der magnetischen Ko¨rper im Zeitverlauf des Magnetisierungszer-
falls oder a¨quivalent dazu im zugeho¨rigen Frequenzspektrum enthalten.
Um den Signal-Zeit-Verlauf exakt zu beschreiben, muss, wie in Abschnitt 2.2.1 beschrieben
wurde, zuerst aus der Form des Ko¨rpers die lokale Resonanzfrequenz ω(r) bestimmt werden. Dann
wird die Bloch-Torrey-Gleichung fu¨r diese lokale Resonanzfrequenz gelo¨st, wie es in Abschnitt 2.3.1
dargestellt wurde. Unter Beru¨cksichtigung der Diffusionseffekte ist dies sehr mu¨hsam und nur in
Spezialfa¨llen mo¨glich, z. B. wenn ω(r) die Frequenz ist, welche durch einen linearen Gradienten
erzeugt wird [31, 59]. Alternativ dazu ist es mo¨glich, die Bloch-Torrey-Gleichung numerisch zu
lo¨sen. Dies wurde beispielsweise genutzt, um die Effekte der Kantenversta¨rkung durch Diffusion zu
beschreiben [60, 61, 62], und zwar unter Anwendung der Linienform-Theorie von Kubo [63, 64].
Eine weitere Methode zur Beschreibung der transversalen Relaxation stellten ku¨rzlich Kiselev und
Posse [10, 65] vor. Hierbei nutzten sie analytische Modelle fu¨r sehr lange und sehr kurze Korre-
lationszeiten. Das Modell fu¨r lange Korrelationszeiten erweitert das Static-Dephasing-Regime und
das Modell fu¨r kurze Korrelationszeiten basiert auf einem Sto¨rungsansatz im lokalen Magnetfeld.
Jedoch sind diese Ergebnisse auf Spezialfa¨lle begrenzt, was deren Anwendbarkeit einschra¨nkt. Ein
anderer Ansatz zur Beschreibung der Spindephasierung u¨ber den gesamten Dynamikbereich ist
die Gaußsche Dephasierung [11, 12, 13], die jedoch nur anwendbar ist, solange die Dynamik auf
eine eingeschra¨nkte Klasse stochastischer Prozesse beschra¨nkt bleibt [35]. Die Lo¨sung der Bloch-
Torrey-Gleichung kann auch durch die Strong-Collision-Approximation beschrieben werden [66].
Um dem Nicht-Gaußschen Charakter der Diffusion gerecht zu werden, wird diese Approximation
in der vorliegenden Arbeit genutzt.
Im folgenden Teil der Arbeit wird ein anderer Weg zur Beschreibung der Anordnung der Feld-
inhomogenita¨ten gegangen. Wie in Abschnitt 2.1 dargestellt, beeinflussen verschiedene Parameter
das Signal, das in dem Voxel entsteht, welches den magnetisierten Ko¨rper entha¨lt. Sowohl die ge-
41
42 KAPITEL 4. FREQUENZVERTEILUNGEN
nutzte Sequenz und ihre Parameter als auch die Verteilung der Feldinhomogenita¨ten im Gewebe
beeinflussen das entstehende Signal (siehe auch Abbildung 2.2). Um Informationen u¨ber die Si-
gnalentwicklung zu erhalten, wird die Frequenzverteilung, die durch die ra¨umliche Verteilung der
Feldinhomogenita¨ten bestimmt wird, untersucht.
Fu¨r viel Probleme der Bildgebung stellt sich oft die Frage, welche Sequenz mit welchen Parame-
tern zu nutzen ist. Um diese Frage zu beantworten ist es notwendig, das zu untersuchende Gewebe
durch seine Frequenzverteilung zu charakterisieren. Fu¨r eine vorgegebene Anordnung der magne-
tischen Ko¨rper innerhalb des Voxels hat die Frequenzverteilung eine typische Form. Die Kenntnis
u¨ber die Form der Frequenzverteilung erlaubt eine Wahl der Bildgebungssequenz mit den optimalen
Parametern, um Informationen u¨ber die Gewebeeigenschaften zu erhalten.
Zuerst wird die Frequenzverteilung im Static-Dephasing-Regime untersucht, d. h. Diffusions-
effekte um die magnetischen Ko¨rper werden vernachla¨ssigt. Fu¨r die beiden wichtigen Spezialfa¨lle
Kugel und Zylinder ko¨nnen die Frequenzverteilungen explizit angegeben werden. In beiden Fa¨llen
ist die typische Form der Frequenzverteilung abha¨ngig von der Suszeptibilita¨tsdifferenz zwischen
dem magnetisierten Objekt und dem umgebenden Gewebe, von der Sta¨rke des a¨ußeren Magnetfel-
des und auch vom Volumenanteil des magnetischen Materials innerhalb des Voxels.
Ein wichtiger Faktor, der die Frequenzverteilung und demzufolge auch die Signalentstehung im
Voxel beeinflusst, ist die Diffusion der Wassermoleku¨le in den lokalen Magnetfeldinhomogenita¨ten
[67]. Wa¨hrend das Static-Dephasing-Regime gut verstanden ist [6, 21], sind Diffusionseffekte nur bei
speziellen Geometrien untersucht worden. Im Gegensatz dazu wird hier eine rigorose Ableitung der
Frequenzverteilung innerhalb des Voxels angegeben [68]. Dabei wird sowohl die Form der Ko¨rper,
welche die Suszeptibilita¨tsdifferenz erzeugen, als auch die Diffusion um diese Ko¨rper beru¨cksich-
tigt. Um den Diffusionsprozess zu beschreiben, wurde eine Strong-Collision-Approximation genutzt,
welche die Diffusionsdynamik durch einen einfacheren stochastischen Prozess ersetzt. Damit ist es
mo¨glich einen Formalismus herzuleiten, der die Frequenzverteilung um beliebig geformte magneti-
sche Ko¨rper beschreiben kann.
4.1.1 Erweiterung auf alle andere Diffusionsregime
Um einen Ausdruck fu¨r die Frequenzverteilung zu finden ist es zweckma¨ßig, mit einer Verallgemei-
nerung von Gleichung (2.74) auf alle Diffusionsregime zu beginnen, wonach das Signal als Fourier-
Transformierte der Frequenzverteilung geschrieben werden kann:
M(t) = ρ0
∫ +∞
−∞
dω p(ω) eiω t . (4.1)
Sowohl die Magnetisierung M(t) als auch die Frequenzverteilung p(ω) sind nun vom Diffusionskoef-
fizienten D abha¨ngig. Im Grenzfall D → 0 stimmen M(t) und M0(t) bzw. p(ω) und p0(ω) u¨berein.
Die Frequenzverteilung wiederum ist die Fourier-Transformierte des Signals:
p(ω) =
1
2πρ0
∫ +∞
−∞
dt e−iωtM(t) (4.2)
=
1
2πρ0
∣∣∣Mˆ(iω) + Mˆ∗(iω)∣∣∣ , (4.3)
wobei die Laplace-Transformierte der Magnetisierung Mˆ(s) durch Gleichung (2.65) definiert ist.
Hierbei wurde der Zusammenhang zwischen Laplace-Transformation und Fourier-Transformation
genutzt. Fu¨r negative Zeiten wurde eine analytische Fortsetzung des Magnetisierungs-Zeit-Verlaufes
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in der FormM(−t) = M(t)∗ angenommen. Der Vorteil beim Benutzen der Laplace-Transformation
besteht darin, dass nach Gleichung (2.68) eine Relation zwischen der Laplace-Transformierten des
Magnetisierungs-Zeit-Verlaufs im Static-Dephasing-Regime Mˆ0(s) und dem Magnetisierungs-Zeit-
Verlauf in allen anderen Diffusionsregimen Mˆ(s) existiert. Um dieses Ergebnis zu erhalten, wurde
die Strong-Collision-Na¨herung benutzt, die den Laplace-Operator in der Bloch-Torrey-Gleichung
durch einen einfacheren stochastischen Prozess ersetzt [8, 41]. Obiges Ergebnis gilt, solange die
Korrelationszeit τ kleiner ist als die transversale Relaxationszeit des Magnetisierungszerfalls. Wie
in Kapitel 3 gezeigt wurde, kann die Korrelationszeit nach Gleichung (3.10)
τ =
1
〈ω2(r) 〉DV
∫
V
d3r ω(r)
[
− 1
∆
]
ω(r) (4.4)
genutzt werden, um die Zeitskala der durch die molekulare Bewegung induzierten Feldfluktuationen
zu beschreiben.
Die Laplace-Transformierte des Magnetisierungszerfalls im Static-Dephasing-Regime kann aus
Gleichung (2.74) oder aus Gleichung (2.72) ermittelt werden:
Mˆ0(s) =
∫ ∞
0
dt e−stM0(t) (4.5)
= ρ0
∫ +∞
−∞
dω
p0(ω)
s− iω (4.6)
=
ρ0
V
∫
V
d3r
1
s− iω(r) . (4.7)
Einsetzen von Gleichung (4.7) in Gleichung (2.68) und Verwenden von Gleichung (4.3) ergibt letzt-
lich einen allgemeinen Ausdruck fu¨r die Frequenzverteilung:
p(ω) =
τ
π
∣∣∣∣∣∣Re
{[
1
V
∫
V
d3r
1 + iτ [ω − ω(r)]
]−1
− ρ0
}−1∣∣∣∣∣∣ . (4.8)
Dieser Ausdruck ist die Verallgemeinerung von Gleichung (2.75) auf alle Diffusionsregime. Die
diffusionsabha¨ngige Frequenzverteilung ist also nur von der Korrelationszeit τ und der lokalen
Larmor-Frequenz ω(r) abha¨ngig. Obwohl der Ausdruck fu¨r diese Frequenzverteilung eine einfache
Struktur hat, sind analytische Lo¨sungen nur fu¨r wenige Spezialfa¨lle mo¨glich.
Aus Gleichung (2.68) ergibt sich im Grenzfall kleiner Korrelationszeiten limτ→0 Mˆ(s) = ρ0/s,
was entsprechend dem Fourier-Theorem zu einem Delta-Peak fu¨r die Frequenzverteilung imMotional-
Narrowing-Regime fu¨hrt: limτ→0 p(ω) = δ(ω). Wie erwartet, streben alle Observablen im Grenzfall
sich nicht bewegender Spins zu ihrem Grenzwert des Static-Dephasing-Regimes, d. h. limτ→∞ Mˆ(s) =
Mˆ0(s), was letztlich zu der Frequenzverteilung des Static-Dephasing-Regimes aus der Gleichung
(2.75) fu¨hrt: limτ→∞ p(ω) = p0(ω).
Bisher wurden nur Gradientenecho-Sequenzen oder Sequenzen, die im Sinne von Gleichung
(2.27) beschrieben werden ko¨nnen, betrachtet. Um jedoch z. B. den Magnetisierungs-Zeit-Verlauf
eines klassischen Hahnschen Spinecho-Experimentes (siehe Abbildung 4.1) beschreiben zu ko¨nnen
[69], kann man von den Ergebnissen der Gradientenecho-Sequenz ausgehen. Aus dem freien Indukti-
onszerfall der Gradientenecho-Sequenz M(t) nach Gleichung (4.1) kann man den Magnetisierungs-
Zeit-Verlauf eines Spinechos folgendermaßen berechnen [55]:
MSE(t) = e
−t/τ +
e−t/τ
τ
∫ t
0
dξ eξ/τ
∣∣∣∣M
(
ξ
2
)∣∣∣∣2 . (4.9)
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Abbildung 4.1: Spin-Echo-Experiment. Einstrahlung eines 180◦-Hochfrequenzpulses nach Abklingen des FID-
Signals fu¨hrt zur Rephasierung und zum Entstehen des Spin-Echos (gestrichelte Linie). Die Amplituden des Spin-
Echos liegen auf der Kurve MSE(t), die nach Gleichung (4.9) aus dem freien Induktionsabfall M(t) ermittelt werden
kann.
Um beispielsweise eine SSFP-Sequenz zu beschreiben, kann der Ausdruck (2.27) benutzt werden.
Die Bloch-Torrey-Gleichung hat die Form einer Schro¨dinger-Gleichung mit rein imagina¨rem Po-
tential im Hamilton-Operator. Aufgrund dieses imagina¨ren Potentials ist der Hamilton-Operator
nicht-hermitesch, was die Entwicklung der Lo¨sung in ein vollsta¨ndiges Orthonormalsystem verhin-
dert. Damit liefern die oben beschriebenen Methoden ein praktisches Verfahren zum Lo¨sen der
Bloch-Torrey-Gleichung in der Strong-Collision-Na¨herung. Weitere Analogien zur Quantenmecha-
nik lassen sich aus Gleichung (2.75) erkennen. Die lokale Resonanzfrequenz ω(r) entspricht der
Dispersionsrelation eines angeregten Ensembles (z. B. eines Elektronengases). In diesem Bild ent-
spricht der Diffusionskoeffizient D der Temperatur und Gleichung (4.8) ist die Verallgemeinerung
von Gleichung (2.75) auf endliche Temperaturen.
4.2 Anwendung auf inhomogene Gewebe
Die im vorigen Abschnitt abgeleitete allgemeine Theorie kann genutzt werden, um die Frequenz-
verteilung p(ω) fu¨r jedes Diffusionsregime zu berechnen, das durch einen beliebig geformten Ko¨rper
erzeugt wird. Um die Allgemeingu¨ltigkeit der Theorie zu demonstrieren, wird der Formalismus zu-
erst unabha¨ngig von der Form des magnetischen Ko¨rpers entwickelt und im Nachhinein auf einige
Spezialfa¨lle angewandt, um auch analytische Ausdru¨cke zu erhalten.
4.2.1 Allgemeine Ausdru¨cke
Um allgemeine Ausdru¨cke zu erhalten wird vorausgesetzt, dass das Voxel die gleiche Form wie
der magnetische Ko¨rper besitzt, d. h. das Voxel entsteht aus der Form des Ko¨rpers durch eine
zentrische Streckung. Dies bedeutet, dass im Falle eines zylinderfo¨rmigen magnetisierten Ko¨rpers
das Voxel auch zylinderfo¨rmig ist (siehe Abbildung 2.5). Diese Vorgehensweise erfolgt analog zum
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aus der Physiologie bekannten Kroghschen Kapillarmodell [29], bei dem eine zylinderfo¨rmige Ka-
pillare von einem zylinderfo¨rmigen Versorgungsgebiet umgeben ist. Es wird angenommen, dass der
Volumenanteil sehr klein ist und die Bedingung η ≪ 1 erfu¨llt. Deshalb ist die wahre Form des
Voxels irrelevant und das urspru¨ngliche Voxel kann durch ein kubisches Voxel gleichen Volumens
ersetzt werden [6, 51]. Durch diese Annahme ist es mo¨glich, den Magnetisierungs-Zeit-Verlauf im
Static-Dephasimg-Regime entsprechend Gleichung (2.72) in der Form
M0(t) =
ρ0
1− η [g(η δω t)− η g(δω t)] (4.10)
zu schreiben, wobei die Funktion g nur von der Form des Ko¨rpers abha¨ngig ist. Die Existenz und
Eindeutigkeit dieser Funktion g werden durch den Hauptsatz der Differential-und Integralrechnung
gesichert. Obere und untere Grenze des Integrals in Gleichung (2.72) sind die Oberfla¨che des Voxels
und die Oberfla¨che des magnetisierten Ko¨rpers. Die Funktion g kann sowohl numerisch als auch
analytisch fu¨r jede beliebige Form des Ko¨rpers ermittelt werden. Fu¨r den Spezialfall von kugelfo¨rmi-
gen und zylinderfo¨rmigen Objekten kann die Funktion g analytisch angegeben werden. In Analogie
zur Gleichung (4.10), die den Signal-Zeit-Verlauf beschreibt, kann die Laplace-Transformierte des
Signal-Zeit-Verlaufs in der Form
Mˆ0(s) =
ρ0
1− η
1
s
[
G
(
s
η δω
)
− η G
( s
δω
)]
(4.11)
geschrieben werden, wobei die Funktion G auch einzig von der Form des Objektes abha¨ngt.
Zur Charakterisierung der Diffusionseffekte muss die Korrelationszeit entsprechend Gleichung
(3.10) ausgewertet werden. Wie in [33, 44, 45] gezeigt, ist die Integration direkt ausfu¨hrbar und
liefert folgende Relation:
τ =
L2
D
k(η) , (4.12)
wobei L eine charakteristische La¨nge des Ko¨rpers ist (z. B. der Radius des Zylinders oder der
Kugel). Wie in [45] dargestellt, ist die Funktion k(η) auch nur von der Form des Ko¨rpers abha¨ngig.
Um einen Ausdruck fu¨r die Frequenzverteilung zu finden, muss Gleichung (4.8) ausgewertet
werden. Somit erha¨lt man letztlich
p(ω) =
τ
πρ0
∣∣∣∣∣∣Re
G
(
1+iτω
η τ δω
)
− ηG (1+iτω
τ δω
)
1−η
ρ0
(1 + iτω)−G
(
1+iτω
η τ δω
)
+ ηG
(
1+iτω
τ δω
)
∣∣∣∣∣∣ . (4.13)
Dieser Ausdruck stellt die Frequenzverteilung in Abha¨ngigkeit von der Diffusion (charakterisiert
durch die Korrelationszeit τ), vom Suszeptibilita¨tseffekt (charakterisiert durch den in Gleichung
(2.43) gegebenen Frequenzshift δω = γµ0M0/(4π)) und von der Form des Ko¨rpers (charakteri-
siert durch die Funktion G) dar. Fu¨r zylinderfo¨rmige und kugelfo¨rmige Ko¨rper werden analytische
Ausdru¨cke fu¨r die Funktion G in den na¨chsten Abschnitten angegeben.
4.2.2 Kugel
Der erste analytisch lo¨sbare Fall ist der einer homogen magnetisierten Kugel in einem a¨ußeren
Magnetfeld. Die Frequenzverteilung und die Signaleigenschaften im Static-Dephasing-Regime wur-
den von Cheng et al. [49] analytisch untersucht. Diese Ergebnisse wurden von Seppenwoolde et
al. [70] experimentell besta¨tigt. Um die Signalentstehung im Lungengewebe zu beschreiben, wur-
den die Alveolen als Kugeln betrachtet, die von einer wassergefu¨llten Kugelschale umgeben sind
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[71, 72, 73, 74]. In diesen Arbeiten wurde die Frequenzverteilung entsprechend der in Abschnitt
2.4.2 dargestellten Histogramm-Technik numerisch ermittelt. Bowen et al. [53] haben das Static-
Dephasing-Regime zur Beschreibung der Signalentstehung um magnetisch markierte Zellen ange-
wandt. Die lokale Resonanzfrequenz um eine Kugel ist in Gleichung (2.48) gegeben. In Analogie
zum zylindrischen Fall ist die Kugel im Zentrum eines kugelfo¨rmigen Voxels mit dem Radius R
lokalisiert (siehe Abbildung 2.4). Einsetzen der lokalen Resonanzfrequenz aus Gleichung (2.48) in
Gleichung (2.75) und Integration u¨ber das Relaxationsvolumen liefert die Frequenzverteilung im
Static-Dephasing-Regime, wie sie bereits in [49] angegeben wurde:
p0,S(ω) =


η
3
√
3(1−η)
(
δω
ω
)2 (
2− ω
δω
)√
1 + ω
δω
fu¨r ω ≤ −ηδω
oder ω ≥ 2ηδω ,
η
3
√
3(1−η)
(
δω
ω
)2 [(
2− ω
δω
)√
1 + ω
δω
−
(
2− ω
η δω
)√
1 + ω
η δω
]
fu¨r −ηδω ≤ ω ≤ 2ηδω ,
0 sonst ,
(4.14)
wobei η = R3S/R
3 der Volumenanteil ist (0 ≤ η ≤ 1). Das Einsetzen dieser Frequenzverteilung
(4.14) in die Fourier-Transformation (2.73) oder direktes Berechnen des Integrals (2.72) liefert den
Signal-Zeit-Verlauf, der im Sinne der allgemeinen Form nach Gleichung (4.10) geschrieben werden
kann mit Hilfe der kugelspezifischen g-Funktion:
gS(x) = e
−ix
1F1
{
1
2
3
2
∣∣∣∣∣3ix
}
+
∫ 1
0
dz x(3z2 − 1) [Si(x(3z2 − 1))− i Ci(x|3z2 − 1|)] . (4.15)
Die verallgemeinerte hypergeometrische Funktion oder auch Barnes erweiterte hypergeometrische
Funktion ist durch
pFq
{
a1, . . . , ap
b1, . . . , bq
∣∣∣∣∣z
}
=
∞∑
k=0
(a1)k · (a2)k · · · (ap)k
(b1)k · (b2)k · · · (bq)k
zk
k!
(4.16)
definiert [75], und das Pochhammersymbol ist definiert als
(x)k =
Γ(x+ k)
Γ(x)
. (4.17)
Die Kummersche konfluente hypergeometrische Funktion 1F1 ist ein Spezialfall von Barnes erwei-
terter hypergeometrischer Funktion (4.16) fu¨r p = 1 = q. Integralsinus und Integralcosinus sind
folgendermaßen definiert [76]:
Si(x) =
∫ x
0
sin t
t
dt und (4.18)
Ci(x) = −
∫ ∞
x
cos t
t
dt . (4.19)
Wird die Integration in einer der Gleichungen (4.5) bis (4.7) ausgefu¨hrt, ergibt sich die Laplace-
Transformierte des Magnetisierungszerfalles im Static-Dephasing-Regime, welche in der Form (4.11)
mit der kugelspezifischen Funktion
GS(y) =
1
3
+
2
3
(
1− 2i
y
)√
1− iy
3
arccoth
√
1− iy
3
(4.20)
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Abbildung 4.2: Diffusionsabha¨ngige Frequenzverteilung fu¨r Kugeln. Die Kurven wurden nach Gleichung (4.13)
berechnet, wobei die kugelspezifischeG-Funktion aus Gleichung (4.20) genutzt wurde. Der Volumenanteil ist η = 0, 2,
der a¨quatoriale Frequenzshift δω = 1000s−1, Radius RS = 5µm.
geschrieben werden kann. Die fu¨r die Berechnung der Frequenzverteilung notwendige Korrelations-
zeit τ ist in Gleichung (3.25) angegeben, welche auch folgendermaßen geschrieben werden kann:
τ =
R2S
2D (1− η)
[
1− η1/3 + 4(1− η)
2 + 9
(
2η − η5/3 − η1/3)
36 (η5/3 − 1)
]
. (4.21)
Mit Kenntnis der Funktion GS und der Korrelationszeit τ kann durch Einsetzen in Gleichung
(4.13) ein analytischer Ausdruck fu¨r die Frequenzverteilung angegeben werden, der in allen Diffu-
sionsregimen gu¨ltig ist. Um die Abha¨ngigkeit von der Diffusion zu illustrieren, ist in Abbildung 4.2
die Frequenzverteilung fu¨r verschiedene Diffusionskoeffizienten D dargestellt. Erreicht der Diffusi-
onskoeffizient den Wert D = 0, dann stimmt die Frequenzverteilung mit der in Gleichung (4.14)
angegebenen Frequenzverteilung im Static-Dephasing-Grenzfall u¨berein, welche auch in Abbildung
1 in [49] zu sehen ist.
Die Fourier-Transformation der Frequenzverteilung p(ω) entsprechend Gleichung (4.1) fu¨hrt
zum Signal-Zeit-Verlauf wie er in Abbildung 4.3 gezeigt wird. Der Magnetisierungs-Zeit-Verlauf
fu¨r ein Spin-Echo-Experiment kann aus dem Magnetisierungs-Zeit-Verlauf des Gradienten-Echos
entsprechend Gleichung (4.9) ermittelt werden. Die entsprechenden Verla¨ufe sind in Abbildung 4.4
dargestellt.
4.2.3 Zylinder
Analytische Lo¨sung
Das zweite analytisch lo¨sbare Beispiel ist das bereits in Abschnitt 2.2.3 betrachtete zylinderfo¨rmige
Objekt, das von einem zylindrischen Voxel umgeben ist (siehe Abbildung 2.5). Die Ausfu¨hrung der
Integration in Gleichung (2.75) unter Benutung der lokalen Resonanzfrequenz aus Gleichung (2.53)
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Abbildung 4.3: Diffusionsabha¨ngiger Signal-Zeit-Verlauf fu¨r Kugeln. Der Volumenanteil ist η = 0, 2, der a¨quato-
riale Frequenzshift δω = 1000s−1, Radius RS = 5µm.
Abbildung 4.4: Diffusionsabha¨ngiger Signal-Zeit-Verlauf des Spin-Echos fu¨r Kugeln. Die Kurven wurden nach
Gleichung (4.9) berechnet, wobei der Signal-Zeit-Verlauf des Gradienten-Echos M(t) aus Abbildung 4.3 eingesetzt
wurde. Der Volumenanteil betra¨gt η = 0, 2, der a¨quatoriale Frequenzshift ist δω = 1000s−1 und fu¨r den Radius
wurde RS = 5µm angenommen.
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ergibt fu¨r die Frequenzverteilung im Static-Dephasing-Regime den Ausdruck
p0,C(ω) =


η
1−η
δωθ
piω2
√
1−
(
ω
δωθ
)2
fu¨r ω ≤ −ηδωθ oder ω ≥ ηδωθ ,
η
1−η
δωθ
piω2
[√
1−
(
ω
δωθ
)2
−
√
1−
(
ω
ηδωθ
)2]
fu¨r −ηδωθ ≤ ω ≤ ηδωθ und
0 sonst,
(4.22)
wobei η = R2C/R
2 der Volumenanteil (0 ≤ η ≤ 1) des Zylinders innerhalb des Voxels ist. Im
Grenzfall eines kleinen Volumenanteils konvergiert die Frequenzverteilung gegen die Delta-Funktion
δ(ω)
lim
η→0
p(ω) = δ(ω) , (4.23)
und im entgegengesetzten Grenzfall eines großen Volumenanteils, in dem das Relaxationsvolumen
verschwindet, konvergiert die Frequenzverteilung gegen den folgenden Ausdruck:
lim
η→1
p(ω) =
1
πδωθ
√
1−
(
ω
δωθ
)2 . (4.24)
In Abbildung 4.5 ist die Frequenzverteilung im Static-Dephasing-Regime fu¨r verschiedene Werte des
Volumenanteiles zu sehen. Aus der Gleichung (2.53), welche die lokale Resonanzfrequenz um einen
Zylinder beschreibt, kann man erkennen, dass der minimale Wert der Frequenz bei −δωθ und der
maximale Wert von bei +δωθ liegt. Diese beiden speziellen Werte werden an Punkten auf der Ober-
fla¨che des Zylinders angenommen. Da Beitra¨ge von Spins innerhalb des Zylinders vernachla¨ssigt
werden, sind Resonanzfrequenzen, die außerhalb dieses Intervalls liegen, nicht mo¨glich. Dies bedeu-
tet, dass die Frequenzverteilung im Static-Dephasing-Regime einen kompakten Tra¨ger hat. Eine
weitere wichtige mathematische Eigenschaft besteht darin, dass die Frequenzverteilung eine rein
reelle Funktion ist, was auch von einer Wahrscheinlichkeitsdichte erwartet wird. Des Weiteren ist
die Frequenzverteilung eine gerade Funktion, d. h. p(ω) = p(−ω), wohingegen die Frequenzvertei-
lung um eine homogen magnetisierte Kugel [49] keine Symmetrieeigenschaften besitzt. A¨hnliche
Frequenzverteilungen wurden von Zimmerman und Foster (Abbildung 6 in [77]) angegeben. Nu-
merische Simulationen im Sinne des oben beschriebenen Histogramms besta¨tigen die analytischen
Ergebnisse fu¨r die Frequenzverteilung p(ω).
Da das Magnetfeld im Inneren des Zylinders konstant ist, erzeugt dieser Beitrag die konstante
innere Frequenz ωint = 2δωpi/2/3 − δωθ, die zu einem Delta-Peak an der Position ω = ωint fu¨hrt
(siehe Abbildung 5 in [78]).
Wird diese Frequenzverteilung des Static-Dephasing-Regimes (4.22) in die Fourier-Transforma-
tion (2.73) eingesetzt, ergibt sich ein Ausdruck fu¨r den Magnetisierungs-Zeit-Verlauf im Static-
Dephasing-Regime, der in der Form von Gleichung (4.10) mit der zylinderspezifischen g-Funktion
ausgedru¨ckt werden kann:
gC(x) = 1F2
{
−1
2
1
2
, 1
∣∣∣∣∣−
(x
2
)2}
. (4.25)
Um den Ausdruck fu¨r den Signal-Zeit-Verlauf im Static-Dephasing-Regime M0(t) zu erhalten, kann
man auch die lokale Resonanzfrequenz ωC(r) aus Gleichung (2.53) direkt in den allgemeinen Aus-
druck (2.72) einsetzen. Die Symmetrie p(ω) = p(−ω), die Annahme rein reeller Werte und der
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Abbildung 4.5: Frequenzverteilung im Static-Dephasing-Regime. Dargestellt sind die Frequenzverteilungen fu¨r
verschiedeneWerte des Volumenanteils η. Die Peaks der Frequenzverteilung befinden sich bei den Frequenzen ωPeak =
±η δωθ.
kompakte Tra¨ger sind mathematische Eigenschaften der Frequenzverteilung, die dazu fu¨hren, dass
die Fourier-Transformierte, also der Magnetisierungs-Zeit-Verlauf, eine rein reelle Funktion ist. Das
Ergebnis fu¨r den Magnetisierungs-Zeit-Verlauf stimmt mit den von Yablonskiy und Haacke ange-
gebenen Resultaten u¨berein (siehe Gleichung (36) in [6]).
Im Grenzfall großer Volumenanteile, in dem das Relaxationsvolumen gegen eine unendlich du¨nne
Ro¨hre konvergiert, ergibt sich aus Gleichung (4.10) der Ausdruck
M(t)
M(0)
= J0(δωθ t) , (4.26)
wobei J0 die Bessel-Funktion erster Art und nullter Ordnung ist. Dieses Ergebnis kann auch abge-
leitet werden, wenn man die Frequenzverteilung im Grenzfall großer Volumenanteile aus Gleichung
(4.24) in die Fourier-Transformation entsprechend Gleichung (2.74) einsetzt. Entsprechen dem allge-
meinen Ausdruck fu¨r das NMR-Signal im Static-Dephasing-Regime (2.72) fu¨hrt die Konvergenz des
Relaxationsvolumens bis hin zu einer unendlich du¨nnen Ro¨hre in der Folge zu einer verschwindenden
Anfangsmagnetisierung M(0), wa¨hrend jedoch das Verha¨ltnis M(t)/M(0) zur oben beschriebenen
Bessel-Funktion konvergiert.
Fu¨r kleine Zeiten fu¨hrt die Taylor-Entwicklung des Magnetisierungs-Zeit-Verlaufes aus Glei-
chung (4.10) zu dem Ausdruck
M(t)
M(0)
= 1− η
4
δω2θt
2 , (4.27)
d. h. das Signal zerfa¨llt quadratisch mit der Zeit. Dieses Ergebnis stimmt auch mit dem von Ya-
blonskiy und Haacke in Gleichung (37) ihrer Vero¨ffentlichung [6] angegebenen Kurzzeitverhalten
des Magnetisierungszerfalles u¨berein.
Die Eigenschaften von Geweben, die Magnetfeldinhomogenita¨ten enthalten, werden oft durch
ihre Relaxationszeit T ∗2 oder den Volumenanteil η charakterisiert. Die Angabe einer Relaxations-
zeit T ∗2 setzt einen exponentiellen Signalzerfall der Form M(t) = M(0) exp(−t/T ∗2 ) voraus. Eine
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Abbildung 4.6: Signal-Zeit-Verlauf im Static-Dephasing-Regime. Der Magnetisierungszerfall nach Gleichung (4.10)
ist fu¨r verschiedene Werte des Volumenanteils dargestellt. Wenn die exakte Form des Magnetisierungszerfalles im
Sinne einer Mean-Relaxation-Time-Approximation durch einen exponentiellen Zerfall angena¨hert wird, erha¨lt man
fu¨r η = 0, 2; 0, 5; 1, 0 nach Gleichung (4.29) die Relaxationszeiten T ∗2 δωθ = 3, 0; 1, 5; 1, 0.
Relaxationszeit T ∗2 , die den exakten Verlauf des Magnetisierungszerfalles nach Gleichung (4.10) am
besten durch einen exponentiellen Zerfall approximiert, kann mit Hilfe der Mean-Relaxation-Time-
Approximation angegeben werden [32]:
T ∗2 =
∫ ∞
0
dt
M(t)
M(0)
. (4.28)
Nach Ausfu¨hrung der Integration ergibt sich ein einfacher Ausdruck fu¨r die transversale Relaxati-
onszeit und ein Zusammenhang zur Frequenzverteilung kann gefunden werden:
T ∗2 =
1 + η
2ηδωθ
(4.29)
= πp(ω = 0) . (4.30)
In Abbildung 4.6 wird der exakte Zeitverlauf des Magnetisierungszerfalles fu¨r verschiedene Wer-
te des Volumenanteiles dargestellt und die dazugeho¨rige Relaxationszeit angegeben. In Abbildung
4.6 erkennt man fu¨r große Zeiten einen oszillierenden Anteil, insbesondere fu¨r große Volumen-
verha¨ltnisse. Dieser oszillierende Anteil erkla¨rt sich aus der charakteristischen Frequenzverteilung
mit zwei Peaks (siehe Abbildung 4.5) an den Stellen ±ηδωθ. Im Sinne einer Schwebung u¨berlagern
sich also zwei Schwingungen mit gleicher Frequenz und unterschiedlichem Vorzeichen. Es resultiert
eine Schwebung mit der Frequenz ηδωθ. Dies ist auch aus Gleichung (4.26) ersichtlich, wenn man
beachtet, dass die Besselfunktion fu¨r große Argumente gegen die Sinusfunktion strebt.
Im Gegensatz zu Kugeln haben Zylinder einen Neigungswinkel θ zum a¨ußeren Magnetfeld.
Sowohl die Frequenzverteilung als auch der Magnetisierungszerfall sind von dieser Orientierung des
Zylinders abha¨ngig. Ein von der Orientierung des Zylinders unabha¨ngiger Wert ist die in Abbildung
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Abbildung 4.7: Bestimmung des Volumenanteils. Die Fla¨che des markierten Rechtecks A ist in Gleichung (4.31)
gegeben.
4.7 markierte Fla¨che mit folgendem Fla¨cheninhalt:
A =
2
π
√
1 + η
1− η . (4.31)
Wenn die Frequenzverteilung im Static-Dephasing-Grenzfall feststeht, dann ist es somit mo¨glich,
den Volumenanteil η unabha¨ngig von der Orientierung θ zu berechnen. Ist erst einmal der Vo-
lumenanteil η bekannt, kann der a¨quatoriale Frequenzshift δωθ aus der Peakposition berechnet
werden. Bei Kenntnis der Sta¨rke des a¨ußeren Magnetfeldes ist es deshalb mo¨glich, die Suszep-
tibilita¨tsdifferenz zwischen Zylinder und umgebendem Medium zu ermitteln. So kann man z. B.
im Fall von blutgefu¨llten Kapillaren auf den Oxygenierungsgrad des Blutes innerhalb des Gefa¨ßes
ru¨ckschließen. Zur Quantifizierung des Volumenanteils basierend auf der obigen Methode ist ein
kleines Frequenzintervall notwendig, wofu¨r entsprechend dem Fourier-Theorem das Signalverhalten
bei langen Zeiten beno¨tigt wird. Aus praktischen Gru¨nden wird der Magnetisierungszerfall jedoch
fu¨r kurze Echozeiten aufgenommen, um ein ausreichend hohes SNR zu erhalten.
Um die Frequenzverteilung fu¨r alle Diffusionsregime zu erhalten, muss die Funktion G, die in
Gleichung (4.13) beno¨tigt wird, ermittelt werden. Deshalb wird zuerst die Laplace-Transformierte
des Magnetisierungs-Zerfalles im Static-Dephasing-Regime Mˆ0(s) ermittelt. Dazu kann eine der
Gleichungen (4.5) bis (4.7) genutzt werden. Die Auswertung aller drei Gleichungen fu¨hrt zu dem
gleichen Ergebnis fu¨r die Laplace-Transformierte des Magnetisierungs-Zerfalles Mˆ0(s), die in der
allgemeinen Form (4.11) mit der zylinderspezifischen Funktion
GC(y) =
√
1 +
1
y2
(4.32)
geschrieben werden kann.
Die zweite Gro¨ße, die zur Berechnung der Frequenzverteilung in Gleichung (4.13) beno¨tigt wird,
ist die Korrelationszeit τ , welche die Diffusionseffekte beschreibt. Im Falle eines undurchla¨ssigen Zy-
linders werden reflektierende Randbedingungen auf der Oberfla¨che des inneren Zylinders angenom-
men. Die zugeho¨rige Korrelationszeit ist in Gleichung (3.30) gegeben. Werden die Ausdru¨cke (4.32)
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Abbildung 4.8: Diffusionsabha¨ngige Frequenzverteilung fu¨r Zylinder. Die Kurven wurden nach Gleichung (4.13)
berechnet, wobei die zylinderspezifische G-Funktion aus Gleichung (4.32) genutzt wurde. Der Volumenanteil ist
η = 0, 2; der a¨quatoriale Frequenzshift δωθ = 1000s
−1; Radius RC = 5µm.
und (3.30) genutzt, kann aus Gleichung (4.13) die Frequenzverteilung p(ω) erhalten werden. Um die
Abha¨ngigkeit von der Diffusion zu demonstrieren, ist in Abbildung 4.8 die Frequenzverteilung fu¨r
verschiedene Werte des Diffusionskoeffizienten D dargestellt. Wenn die Diffusion vernachla¨ssigbar
ist, stimmt die Frequenzverteilung mit der des Static-Dephasing-Regimes aus Gleichung (4.22)
u¨berein, wie in Abbildung 4.5 gezeigt. Eine a¨hnliche charakteristische Form der Frequenzver-
teilung bei zylinderfo¨rmiger Geometrie wurde von Zimmerman und Foster numerisch beschrie-
ben [77]. Eine Fourier-Transformation der Frequenzverteilung p(ω) entsprechend Gleichung (4.1)
fu¨hrt zum Signal-Zeit-Verlauf wie er in Abbildung 4.9 dargestellt wird. Auch fu¨r den Signal-Zeit-
Verlauf im Static-Dephasing-Regime stimmt das Ergebnis mit fru¨heren Ergebnissen aus Gleichung
(4.10) und der zylinderspezifischen Funktion (4.25) u¨berein, wie aus Abbildung 4.9 hervorgeht. Der
Magnetisierungs-Zeit-Verlauf fu¨r ein Spin-Echo-Experiment kann aus dem Magnetisierungs-Zeit-
Verlauf des Gradienten-Echos entsprechend Gleichung (4.9) ermittelt werden. Die entsprechenden
Verla¨ufe sind in Abbildung 4.10 dargestellt.
Numerische Lo¨sung
Um den Magnetisierungs-Zeit-Verlauf numerisch zu ermitteln wird die Bloch-Torrey-Gleichung
(2.54) in der einfachen Form
∂
∂t
f(r, t) =
[
λ∆+ µ iω(r)
]
f(r, t) (4.33)
geschrieben, wobei λ dem Diffusionskoeffizienten entspricht und µ der Sta¨rke des Suszeptibilita¨ts-
effektes. Zum Zeitpunkt t = 0 zeigt die Magnetisierung in jedem Punkt des Voxels in z-Richtung.
Dies entspricht der Anfangsbedingung
f(r, t=0) = 1 (4.34)
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Abbildung 4.9: Diffusionsabha¨ngiger Magnetisierungs-Zeit-Verlauf fu¨r Zylinder. Entsprechend der Fourier-
Transformation nach Gleichung (4.1) erha¨lt man den Magnetisierungs-Zeit-Verlauf, wobei die Frequenzverteilung
p(ω) aus Abbildung 4.8 eingesetzt wurde. Der Volumenanteil betra¨gt η = 0, 2; der a¨quatoriale Frequenzshift ist
δωθ = 1000s
−1, und fu¨r den Radius wurde RC = 5µm angenommen.
Abbildung 4.10: Diffusionsabha¨ngiger Signal-Zeit-Verlauf des Spin-Echos fu¨r Zylinder. Die Kurven wurden nach
Gleichung (4.9) berechnet, wobei der Signal-Zeit-Verlauf des Gradienten-Echos M(t) aus Abbildung 4.9 eingesetzt
wurde. Der Volumenanteil betra¨gt η = 0, 2; der a¨quatoriale Frequenzshift ist δωθ = 1000s
−1, und fu¨r den Radius
wurde RC = 5µm angenommen.
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und den reflektierenden Randbedingungen ∂f(r, t)/∂n = 0. Dabei seien λ > 0 und µ reelle Kon-
stanten sowie ω(r) eine reelle Funktion. Gesucht ist die Funktion
F (t) =
∫ 2pi
0
dφ
∫ R
RC
dr r f(r, t) . (4.35)
Durch Diskretisierung (z. B. mittels finiter Differenzen oder durch Entwicklung nach Basisfunktio-
nen) geht (4.33) in die Vektor-Matrix-Gleichung
∂
∂t
f(t) =
[
λD+ µ iW
]
f(t) (4.36)
u¨ber. Dabei sind D und W hermitesche Matrizen (im allgemeinen Sinne, siehe [79]), die sich durch
die Diskretisierung von ∆ und ω ergeben. Die Lo¨sung von (4.36) kann am einfachsten durch das
folgende Schema erfolgen:
f(t+∆t) = e
1
2
λiW∆t
[
1 +D∆t
]
e
1
2
λiW∆t f(t) . (4.37)
Dabei muss die Stabilita¨tsbedingung ∆t < 2/(λ‖D‖) erfu¨llt sein, wobei ‖D‖ die Spektralnorm von
D, d. h. der Betrag des gro¨ßten Eigenwertes von D, ist. Um eine hohe Genauigkeit zu erzielen, muss
außerdem |λ| ‖W‖ ≪ 1 sein; die Aufteilung des Exponentials erho¨ht die Genauigkeit. Idealerweise
ist D schwachbesetzt und W diagonal, dann ist die Lo¨sung nach (4.36) eine O(N)-Methode; aber
auch vollbesetzte Matrizen mit bis zu N = 1000 sind noch tolerierbar.
Im zweidimensionalen Fall ist der Laplace-Operator in Polarkoordinaten durch
∆ =
1
r
∂
∂r
r
∂
∂r
+
1
r2
∂2
∂φ2
= ∆r +∆φ , (4.38)
gegeben. Das Potential ergibt sich aus der lokalen Resonanzfrequenz in Gleichung (2.53) zu
ω(r, φ) =
cos(2φ)
r2
. (4.39)
Die Schrittweiten fu¨r den Abstand hr = (R − RC)/(m − 1) sowie fu¨r den Winkel hφ = 2π/n
ergeben die Gitterpunkte rj = RC + (j − 1) hr; j = 1, . . . , m und φk = khφ; k = 1, . . . , n. Um
eine gleichma¨ßige Diskretisierung zu gewa¨hrleisten, sollte RChφ 6 hr 6 Rhφ sein. Es folgt die
Approximation des Integrals (4.35) durch
F (t) =
m∑
j=1
n∑
k=1
gj hk fjk(t) (4.40)
mit
gj =
{ 1
2
hrrj fu¨r j = 1, n
hrrj sonst .
(4.41)
Die Diskretisierung des Operators ∆φ ergibt
(∆φf)jk =
1
r2j
fj,k−1 − 2fj,k + fj,k+1
h2φ
, (4.42)
wobei die Punkte k = n und k = 0 u¨bereinstimmen.
Die Diskretisierung von ∆r ist aufwa¨ndiger, da die reflektierenden Randbedingungen eingear-
beitet werden mu¨ssen. Die entsprechende Matrix Dr muss folgende Bedingungen erfu¨llen:
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1. Wegen ∆rf(r) = 0 fu¨r f(r) = const muss gelten:∑
j′
Dr jj′ = 0 . (4.43)
2. Aus der Teilchenzahlerhaltung folgt: ∑
j
gj Dr jj′ = 0 . (4.44)
3. Aus der Hermitizita¨t von ∆r folgt:
gj Dr jj′ = gj′ Dj′j . (4.45)
Eine schwa¨chere Forderung wa¨re, dass Koeffizienten g˜j > 0 existieren, welche die obige Glei-
chung erfu¨llen.
4. Das Differenzenschema muss konsistent sein, d. h. fu¨r hr → 0 mu¨ssen die (∆rf)j gegen ∆rf(rj)
konvergieren. Daraus folgt insbesondere, dass fu¨r die Punkte, welche keine Randpunkte sind,
sich der bekannte Ausdruck fu¨r Dr [79] ergeben muss.
Eine Tridiagonalmatrix, welche die obigen Bedingungen erfu¨llt, ist
Dr =
1
h2r


−2r1 12
r1
+
2r
1
1
2
r1
+
r
1
1
2
r2
−2r2
r2
+
r
2
1
2
r2
+
r
2
1
2
r3
−2r3
r3
+
r
3
1
2
r3
. . .
. . .
. . .
+
r
n−2 1
2
rn−2
−2rn−2
rn−2
+
r
n−1 1
2
rn−2
+
r
n−1 1
2
rn−1
−2rn−1
rn−1
+
r
n− 1
2
rn−1
+
2r
n− 1
2
rn
−2rn− 12
rn


. (4.46)
Die Diskretisierung des Potentials aus Gleichung (4.39) fu¨hrt auf eine Diagonalmatrix, und es ist
Wjk,j′k′ = δjj′ δkk′ ω(rj, φk) . (4.47)
Fu¨r die Matrixnormen gilt nach [79]:
‖Dr‖ 6 4, 84194
h2r
; ‖Dφ‖ = 4
R2C h
2
φ
; ‖W‖ = max
j,k
ω(rj, φk) . (4.48)
Die numerische Lo¨sung von Gleichung (4.33) fu¨r den zweidimensionalen Fall mit Hilfe der Me-
thode (4.36) erfolgt mittels eines selbstgeschriebenen Fortran-Programms. Die Lo¨sung F (t)/F (0)
ist in Abbildung 4.11 fu¨r verschiedene Parameter λ und µ dargestellt. Bei µ = 0 bleibt F (t) = const.
Fu¨r bestimmte Parameter kann die Funktion F negativ werden, wie sich an dem Grenzfall λ = 0
zeigt.
Fu¨r den dreidimensionalen Fall ist die Diskretisierung des Laplace-Operators komplizierter. Hier
ko¨nnte es vorteilhaft sein, f nach einem Orthonormalsystem zu entwickeln.
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Abbildung 4.11: Numerische Lo¨sung fu¨r Zylinder. Gleichung (4.33) fu¨r den zweidimensionalen Fall mit RC = 1
und R = 2 wurde numerisch gelo¨st. Das Verha¨ltnis F (t)/F (0) als Funktion von t ist dargestellt fu¨r verschiedene
Parameter λ und µ.
Experimentelle Lo¨sung
Um die analytischen Ergebnisse experimentell zu verifizieren, muss die exakte Form des freien
Induktionsabfalls, der alleine durch das lokale inhomogene Magnetfeld verursacht wird, gemessen
werden. Alle zusa¨tzlichen Gradienten, wie Shimgradienten, beeinflussen die Form des freien Induk-
tionszerfalls. Eine geeignete Methode, den Signal-Zeit-Verlauf in einem vorgegebenen Volumen zu
messen, ist die voxelselektive PRESS-Sequenz (Point RESolved Spectroscopy) [80, 81].
Die Lokalisierung des Voxels wird, wie in Abbildung 4.12 dargestellt, durch drei frequenzselektive
Hochfrequenzpulse (90◦ − 180◦ − 180◦), die jeweils wa¨hrend eines angelegten Magnetfeldgradien-
ten eingestrahlt werden, erreicht. Die Signalbeitra¨ge von außerhalb des selektierten Voxels werden
durch Spoiler-Gradienten, welche die 180◦-Pulse umgeben, dephasiert. Um die unerwu¨nschten Ein-
flu¨sse zusa¨tzlicher Gradienten zu minimieren, wird zuerst auf das Voxel ohne Kapillare geshimmt.
Dazu wurde ein Phantom konstruiert, das es ermo¨glicht, die Kapillare erst nach dem Shimmen
in das selektierte Voxel einzufu¨hren, ohne dabei das Phantom zu bewegen. Ein Phantom, welches
diesen Anforderungen genu¨gt, ist in Abbildung 4.13 zu sehen. Es besteht aus einem wassergefu¨ll-
ten 50ml-Zentrifugenro¨hrchen (Nunc GmbH & Co. KG, Thermo Fisher Scientific, Wiesbaden) mit
einen Innendurchmesser von 28mm. An einer Seite ist eine luftgefu¨llte Glaskapillare mit einem
Durchmesser von 2RC = 1mm (Glas Nr. 140, Hilgenberg GmbH, Malsfeld) verschiebbar ange-
bracht. Diese Glaskapillare mit vernachla¨ssigbarer Wanddicke erzeugt einen Suszeptibilita¨tssprung
von ∆χ = 9ppm zum umgebenden Wasser.
Die Experimente wurden an einem Bruker Biospec-System (Bruker BioSpin GmbH, Rheinstet-
ten) mit einer Feldsta¨rke von B0 = 7, 05T durchgefu¨hrt. Es wurde ein aktiv geschirmtes Gradien-
tensystem (397mT/m maximale Gradientensta¨rke) und ein 72mm-Quadratur-Birdcage-Resonator
zum Senden und Empfangen benutzt. Die PRESS-Sequenz wurde in einem einzigen Scan mit ei-
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Abbildung 4.12: Voxelsselektive Pulssequenz. Dargestellt ist die Abfolge der eingestrahlten Hochfrequenzpulse
(HF) und angelegten Magnetfeldgradienten (grau). Die 180◦-Hochfrequenzpulse sind von Spoilergradienten (schwarz)
umgeben.
ner Echozeit von TE = 20ms durchgefu¨hrt. Um das Voxel auszuwa¨hlen, wurden frequenzselektive
Hermite-Pulse mit einer Bandbreite von 5, 4 kHz genutzt. Der freie Induktionszerfall wurde fu¨r
4, 1 s bei einer Bandbreite von 4 kHz aufgenommen, was einer spektralen Auflo¨sung von 0, 24Hz
entsprach.
Zuerst wurde auf das Voxel ohne Glaskapillare geshimmt, wie es auf der linken Seite von Ab-
bildung 4.13 dargestellt ist. Somit konnte im gesamten Voxel ein nahezu homogenes Magnetfeld
erreicht werden. Die Linienbreite des Wassersignals ohne Kapillare im untersuchten Voxel betrug
FWHM = 1, 2Hz. Anschließend wurde die Glaskapillare in das Phantom eingefu¨hrt, wie auf
der rechten Seite von Abbildung 4.13 gezeigt. Jetzt erzeugt die Kapillare ein lokales inhomogenes
Magnetfeld im Voxel. Der durch dieses lokale Magnetfeld beeinflusste Induktionszerfall kann nun
mittels der oben beschriebenen voxelselektiven PRESS-Sequenz gemessen werden.
Entscheidend fu¨r die Qualita¨t des aufgenommenen Induktionszerfalles ist die Lage und Gro¨ße
des gewa¨hlten Voxels. Das Voxel darf nicht zu groß gewa¨hlt werden, damit die Suszeptibilita¨ts-
spru¨nge vom Rand des Phantoms keinen Einfluss auf den Induktionszerfall nehmen. Andererseits
darf das Voxel nicht zu klein gewa¨hlt werden, damit die Bedingung η ≪ 1 nicht verletzt wird. Aus
Symmetriegru¨nden sollte die Kapillare im Zentrum des Voxels liegen und senkrecht zum a¨ußeren
Magnetfeld orientiert werden (θ = 90◦), was die Suszeptibilita¨tseffekte maximiert.
Um den optimalen Kompromiss zwischen beiden Anforderungen zu finden, wurde ein wu¨rfelfo¨rmi-
ges Voxel mit der Kantenla¨nge 7, 2mm gewa¨hlt. Fu¨r diese gewa¨hlte Voxelgro¨ße ergab sich ein Volu-
menanteil von η = 0, 015. Entsprechend der Gleichung (2.51) erzeugt die Glaskapillare theoretisch
den Frequenzshift δωθ = 1341Hz auf der Oberfla¨che der Kapillare. Damit ergibt sich, dass die
beiden Peaks bei ±ηδωθ = 20Hz liegen. Dies stimmt auch gut mit den experimentell ermittelten
Werten von ±19, 3Hz u¨berein (siehe Abbildung 4.14).
Mit den bekannten Werten fu¨r den Frequenzshift δωθ und fu¨r den Volumenanteil η kann das
experimentell erhaltene Spektrum mit den Vorhersagen von Gleichung (4.22) verglichen werden. In
Abbildung 4.14 ist eine sehr gute U¨bereinstimmung zwischen der theoretisch berechneten und der
experimentell gemessenen Frequenzverteilung u¨ber den gesamten Frequenzbereich zu sehen. Auch
der experimentell ermittelte Signal-Zeit-Verlauf stimmt, wie Abbildung 4.15 zeigt, mit dem theo-
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Abbildung 4.13: Phantom zur Messung der Frequenzverteilung. Links: wassergefu¨llte Ro¨hre mit herausgezogener
Glaskapillare und angedeutetem Lokalisierungsvoxel. Rechts: wassergefu¨llte Ro¨hre mit hineingeschobener Glaskapil-
lare.
Abbildung 4.14: Gemessene Frequenzverteilung. Vergleich der experimentell erhaltenen Frequenzverteilung
(durchgezogene Linie) mit den analytischen Ergebnissen nach Gleichung (4.22) fu¨r die Parameter η = 0, 015 und
δωθ = 1341Hz (gestrichelte Linie). Wie aus Gleichung (4.22) zu erkennen ist, befinden sich die charakteristischen
Peaks an den Positionen±η δωθ, d. h. in diesem Fall an den Stellen ±20Hz. Dies stimmt auch gut mit den gemessenen
Positionen bei ±19, 3Hz u¨berein.
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Abbildung 4.15: Gemessener Signal-Zeit-Verlauf. Der experimentell erhaltene freie Induktionszerfall (durchgezo-
gene Linie) wurde mit den analytischen Ergebnissen von Gleichung (4.10) und der zylinderspezifischen Funktion
(4.25) fu¨r die Parameter η = 0, 015 und δωθ = 1341Hz verglichen (gestrichelte Linie).
retisch nach Gleichung (4.10) berechneten gut u¨berein. Die Frequenzverteilung um Kugeln wurde
zuerst von Cheng et al. [49] untersucht. Die experimentelle Besta¨tigung wurde von Seppenwoolde
et al. [70] erbracht, wobei a¨hnliche Phantome und Methoden wie die hier vorgestellten verwendet
wurden. Hiermit entspricht Abbildung 7 fu¨r eine kugelfo¨rmige Geometrie in der Arbeit [70] der
Abbildung 4.14 dieser Arbeit fu¨r eine zylindrische Geometrie.
Kapitel 5
Nicht-Gaußfo¨rmige Dephasierung
5.1 Theorien zur Spindephasierung
Die suszeptibilita¨tssensitive Bildgebung spielt bei der Untersuchung der Lokalisation magnetisch
markierter Zellen [82] oder in der BOLD-Bildgebung [3] eine entscheidende Rolle. Lokale Varia-
tionen der Spindephasierung sind fu¨r den Kontrast bei der suszeptibilita¨tssensitiven Bildgebung
verantwortlich.
Fu¨r die Suszeptibilita¨tseffekte sind entweder ein intrinsisches Kontrastmittel (Desoxyha¨moglo-
bin [4]) oder ein extrinsisches Kontrastmittel (USPIO) verantwortlich, die ein inhomogenes Magnet-
feld erzeugen, welches die Spindephasierung beschleunigt. Dieser Effekt kann den Gewebestrukturen
zugeordnet werden, die mit dem Kontrastmittel assoziiert sind, z. B. der vaskula¨ren Architektur
beim BOLD-Effekt [6, 8, 9, 55, 65] oder der Zelldichte [82, 83, 84]. Um diesen Effekt zu interpretie-
ren, muss der Zusammenhang zwischen der Spinbeweglichkeit und den ra¨umlichen Dimensionen als
auch der Sta¨rke der Feldinhomogenita¨ten beachten werden. Dadurch werden wie in Abschnitt 2.3.3
beschrieben die sogenannten Diffusionsregime definiert. Die meisten Theorien zur Beschreibung der
Spindephasierung beschra¨nken sich auf die Grenzfa¨lle des Static-Dephasing-Regimes [6, 65] oder
des Motional-Narrowing-Regimes [85]. Jedoch liegt vielen Situationen ein intermedia¨res Diffusions-
regime zugrunde [8, 9, 11, 12, 13, 55], in dem keine der beiden Na¨herungen gu¨ltig ist.
Bisher gibt es nur zwei Na¨herungen, welche die Spindephasierung u¨ber den gesamten Dyna-
mikbereich beschreiben: die Strong-Collision-Na¨herung [8, 9] mit ihrer Erweiterung [66] und die
Gaußsche Na¨herung. Die Strong-Collision-Na¨herung approximiert die Diffusionsdynamik der Spins
durch eine einfachere stochastische Dynamik, wobei die urspru¨nglichen Parameter des Original-
prozesses in selbstkonsistenter Weise erhalten bleiben. In der Gaußschen Na¨herung wird angenom-
men, dass die Wahrscheinlichkeitsverteilung der Phasenwinkel eine Gaußsche Funktion ist, was die
Berechnung der Relaxation der Magnetisierung erleichtert. Obwohl die Voraussetzungen, die zur
Anwendung der Gaußschen Na¨herung erfu¨llt sein mu¨ssen, noch nicht ausreichend ermittelt wur-
den, konnte empirisch gezeigt werden, dass die Gaußsche Na¨herung in vielen Fa¨llen anwendbar ist
[11, 12, 13] und auch durch die (erweiterte) Strong-Collision-Na¨herung [66] approximierbar ist. Nun
stellt sich die Frage, welche stochastische Dynamik der Phasenmodulation die Gaußsche Na¨herung
rechtfertigt. Diese Fragestellung wird in den na¨chsten Abschnitten ero¨rtert.
5.2 Gleichgewichtsverteilung der lokalen Frequenzen
Fu¨r die folgenden Untersuchungen wird ein Spin betrachtet, der im klassischen Sinne durch einen
Hochfrequenzpuls in eine Ebene senkrecht zum a¨ußeren Magnetfeld ausgelenkt wurde. Dieser Spin
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pra¨zediert jetzt in dieser senkrechten Ebene und wird deshalb transversal polarisierter Spin ge-
nannt. Der Phasenwinkel ϕ dieses pra¨zedierenden Spins, der in einer inhomogenen magnetischen
Umgebung diffundiert, unterliegt stochastischen Modulationen, deren Zeitverlauf durch
ϕ(t) =
∫ t
0
ω[x(ξ)]dξ =
∫ t
0
ω(ξ)dξ (5.1)
gegeben ist, wobei x(ξ) die Trajektorie des Spins und ω[x] die Pra¨zessionsfrequenz im lokalen
Magnetfeld ist. Der Zeitverlauf des transversalen Anteils der Magnetisierung ist durch den Ensem-
blemittelwert des Phasenfaktors gegeben:
M(t) = 〈 eiϕ(t) 〉 . (5.2)
Die Gaußsche Dephasierung impliziert, dass die Wahrscheinlichkeitsdichte, einen Phasenwinkel ϕ
zur Zeit t zu finden, eine Gaußsche Funktion ist, d. h.
P (ϕ, t) =
1√
2π 〈ϕ2(t) 〉 exp
(
− ϕ
2
2 〈ϕ2(t) 〉
)
, (5.3)
wobei 〈ϕ2(t) 〉 die Ensemblevarianz des Phasenwinkels ist. Unter diesen Bedingungen liefert Glei-
chung (5.2) den bekannten Ausdruck [34]
M(t) = exp
(
−〈ϕ
2(t) 〉
2
)
. (5.4)
Wie u¨blich, werden Gleichgewichtsbedingungen fu¨r die Wechselwirkung des Spinensembles mit
seiner Umgebung angenommen, d. h. die Dephasierung ist unabha¨ngig von einer Zeitverschiebung.
Um die Varianz des Phasenwinkels 〈ϕ2(t) 〉 zu erhalten, wird Gleichung (5.1) auf beiden Seiten
quadriert:
ϕ2(t) =
[∫ t
0
ω(ξ)dξ
] [∫ t
0
ω(ξ)dξ
]
. (5.5)
Um die Klammern zu entfernen, wird die Integrationsvariable in der ersten Klammer η und in der
zweiten Klammer ξ genannt. Damit ergibt sich
ϕ2(t) =
∫ t
0
dη
∫ t
0
dξω(η)ω(ξ) . (5.6)
Die Bildung der Varianz kann nun ausgefu¨hrt werden und ergibt
〈ϕ2(t) 〉 =
∫ t
0
dη
∫ t
0
dξ 〈ω(η)ω(ξ) 〉
(5.7)
=
∫ t
0
dη (t− η) c2(η) .
Hierbei ist c2 die Zweipunktkorrelationsfunktion, die unter Gleichgewichtsbedingungen durch
c2(t) = 〈ω(t)ω(0) 〉 (5.8)
definiert ist.
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Die Verteilung des Phasenwinkels legt die Wahrscheinlichkeitsverteilung der lokalen Frequenzen
fest. Gleichung (5.1) liefert fu¨r kleine Zeitintervalle t→ dt:
ϕ(dt) = ω[x(0)] dt . (5.9)
Demzufolge ist die Verteilung des Phasenwinkels proportional zur Gleichgewichtsverteilung der
lokalen Frequenzen p0(ω)
P (ϕ, dt) ∼ p0(ω) . (5.10)
Diese Relation impliziert, dass im Falle Gaußscher Dephasierung (siehe Gleichung (5.3)) die lokale
Frequenzverteilung p0(ω) eine Gaußsche Funktion ist.
Diese Gaußsche Na¨herung zur Beschreibung der Spindephasierung wurde erstmals von Anderson
und Weiss eingefu¨hrt [7, 14].
5.3 Nicht-Gaußfo¨rmige Phasenakkumulation
Von Anderson und Weiss wurde angenommen, dass die Verteilung der lokalen Frequenzen p0(ω)
gaußfo¨rmig ist. Die entscheidende weitere Annahme basiert auf der stochastischen Akkumulation
des Phasenwinkels (5.1). Der Phasenwinkel kann als Summe lokaler Frequenzen multipliziert mit
dem Zeitintervall dt betrachtet werden. Anderson und Weiss behaupteten, dass die Summe gaußver-
teilter lokaler Frequenzen auch wieder gaußverteilt ist. Das Gleiche gilt fu¨r den Phasenwinkel, was
den einfachen Zusammenhang zum Magnetisierungs-Zeit-Verlauf nach Gleichung (5.4) impliziert.
Jedoch ist die Aussage
”
eine Summe gaußverteilter Variablen ist gaußverteilt“ im Allgemeinen
nicht richtig. Diese Aussage gilt, wenn die Variablen stochastisch unabha¨ngig sind. Jedoch ist
diese stochastische Unabha¨ngigkeit fu¨r die Dynamik der lokalen Frequenzen offensichtlich nicht
erfu¨llt, es sei denn, die Fluktuationen sind extrem schnell. Um dies zu zeigen, wird ein Beispiel
der Strong-Collision-Na¨herung mit gaußverteilten lokalen Frequenzen betrachtet, das eine Nicht-
Gaußsche Phasenakkumulation zeigt.
Anstatt sich auf das gesamte Integral der Phasenakkumulation in Gleichung (5.1) zu konzen-
trieren, werden nur zwei lokale Frequenzen ω1 und ω2 betrachtet, die durch das Zeitintervall ∆t
getrennt sind. Der Phasenwinkel kann als
ϕ = ω1∆t+ ω2∆t (5.11)
geschrieben werden. In der Dynamik eines Strong-Collision-Prozesses ist die U¨bergangsrate zwi-
schen verschiedenen lokalen Frequenzen proportional zur Gleichgewichtswahrscheinlichkeit der Fre-
quenz. Fu¨r die Wahrscheinlichkeitsdichte im Gleichgewicht wird eine Gaußsche Form angenommen:
p0(ω) =
1√
2πσ20
exp
(
− ω
2
2σ20
)
. (5.12)
Die Greensche Funktion, d. h. die bedingte Wahrscheinlichkeit, einen Spin unter dem Einfluss des
lokalen Feldes mit der Frequenz ω2 nach der Zeit ∆t zu finden, wenn er urspru¨nglich die Frequenz
ω1 besaß, hat in der Strong-Collision-Na¨herung die Form [8, 9]
G(ω2, ω1,∆t) = (1− e−∆t/τ ) p0(ω2) + e−∆t/τδ(ω2 − ω1) , (5.13)
wobei τ fu¨r die Korrelationszeit der Zweipunktkorrelationsfunktion steht und δ die Dirac-Distribution
darstellt. Nach dieser Gleichung nimmt der Anfangszustand ω1 mit der Korrelationszeit τ ab und
der Gleichgewichtszustand wa¨chst entgegengesetzt dazu.
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Abbildung 5.1: Fourier-Transformierte der Phasenwinkelwahrscheinlichkeit. Dargestellt ist die Fourier-
Transformierte der Wahrscheinlichkeit des Phasenwinkels nach Gleichung (5.16) fu¨r verschiedene Werte ∆t/τ (A:
∆t/τ = 0, B: ∆t/τ = 0, 5, C: ∆t/τ → ∞). Fu¨r die Varianz wurde σ20 = 1 angenommen. Nur die Fourier-
Transformierte der Gleichgewichtsdichte (dargestellt in D) p˜0(ξ) = exp(−ξ2σ20/2) ist eine Gaußsche Funktion,
wa¨hrend alle anderen Kurven Linearkombinationen von Gaußfunktionen zeigen.
Die Wahrscheinlichkeit, den Phasenwinkel ϕ = χ∆t zu finden, ist
p(χ) =
∫ +∞
−∞
dω1
∫ +∞
−∞
dω2 δ(χ− ω2 − ω1)G(ω2, ω1,∆t) p0(ω1) . (5.14)
Wird die Greensche Funktion (5.13) eingesetzt, ergibt sich fu¨r die Fourier-Transformierte der Wahr-
scheinlichkeit des Phasenwinkels
p˜(ξ) =
∫ +∞
−∞
dχ eiξχ p(χ) (5.15)
= (1− e−∆t/τ ) p˜20(ξ) + e−∆t/τ p˜0(2ξ) , (5.16)
wobei p˜0(ξ) = exp(−ξ2σ20/2) die Fourier-Transformierte der Gleichgewichtsdichte (5.12) darstellt.
Da sich aus der Fourier-Transformation einer Gaußfunktion wieder eine Gaußfunktion ergibt, zeigt
Gleichung (5.15), dass die Fourier-Transformierte des Phasenwinkels aus der Summe der Gaußschen
Funktionen p˜20(ξ) und p˜0(2ξ) entsteht. Diese Summe stellt jedoch im Allgemeinen keine Gaußsche
Funktion dar. Deshalb ist die Originalfunktion, also die Verteilung des Phasenwinkels im Allgemei-
nen auch keine Gaußsche Funktion. In Abbildung 5.1 ist die Fourier-Transformierte des Phasenwin-
kels fu¨r verschiedene Werte ∆t/τ dargestellt. Weder fu¨r sehr kurze noch fu¨r sehr lange Zeitintervalle
∆t ist die Fourier-Transformierte des Phasenwinkels eine rein Gaußsche Funktion, sondern immer
eine Linearkombination aus p˜20(ξ) und p˜0(2ξ).
Unter der Annahme einer gaußfo¨rmigen Gleichgewichtsdichte der Form (5.12) stellt sich die Fra-
ge, welche Greensche Funktion zu einer gaußfo¨rmigen Verteilung p(χ) fu¨hrt. Wenn beide Verteilun-
gen gaußfo¨rmig sind, dann sind sie ein Fourier-Paar und deshalb ist das innere Integral in Gleichung
(5.14) der Kern der Fourier-Transformation, d. h. G(ω1, ω2,∆t) =
√
σ20/(2π) exp [−i(ω1 + ω2)ω1].
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Abbildung 5.2: Widerspru¨che im Anderson-Weiss-Modell. Aus einer gaußfo¨rmigen Resonanzfrequenzverteilung im
Gleichgewicht p0(ω) folgerten Anderson und Weiss, dass auch der Phasenwinkel gaußverteilt ist. Dies ist aber nicht
gerechtfertigt, da aus einer gaußfo¨rmigen Resonanzfrequenzverteilung im Gleichgewicht p0(ω) nicht folgt, dass die
Dichte der bedingten Wahrscheinlichkeit G(ω2, ω1,∆t) auch gaußfo¨rmig ist.
5.4 U¨bergangsdynamik zwischen lokalen Frequenzen
Im letzten Abschnitt wurde gezeigt, dass eine gaußfo¨rmige Gleichgewichtsverteilung der lokalen
Frequenzen nicht automatisch eine gaußfo¨rmige Verteilung des Phasenwinkels impliziert. Dieser
Sachverhalt ist noch einmal in Abbildung 5.2 illustriert.
In diesem Abschnitt wird der entgegengesetzte Fall behandelt. Die stochastische Abha¨ngigkeit
der aufeinanderfolgenden lokalen Frequenzen, welche die Annahme der Gaußschen Dephasierung
impliziert, wird abgeleitet, d. h. die U¨bergangsdynamik der lokalen Frequenzen wird definiert.
Wie auch im vorangehenden Abschnitt werden nur zwei lokale Frequenzen ω1 und ω2 betrachtet,
die durch das Zeitintervall ∆t getrennt sind, anstatt das gesamte Integral der Phasenakkumulation
in Gleichung (5.1) zu untersuchen. Der Phasenwinkel ergibt sich dann nach Gleichung (5.11) und fu¨r
diesen Winkel wird eine Gaußverteilung vorausgesetzt. Zur Verallgemeinerung wird angenommen,
dass nicht nur die Summe, sondern jede Linearkombination
χ = aω1 + bω2 (5.17)
der lokalen Frequenzen ω1 und ω2 gaußverteilt ist. Die Wahrscheinlichkeitsdichte fu¨r diese Variable
ist
p(χ) =
∫ +∞
−∞
dω1
∫ +∞
−∞
dω2 p(ω2, ω1,∆t) δ(χ− aω1 − bω2) , (5.18)
wobei p(ω2, ω1,∆t) die Wahrscheinlichkeitsdichte ist, die lokalen Frequenzen ω1 und ω2 im Zeitab-
stand ∆t zu finden; mit δ ist die Dirac-Distribution bezeichnet. Die Fourier-Transformierten von
p(χ) und p(ω2, ω1,∆t) genu¨gen der Beziehung
p˜(ξ) = p˜(aξ, bξ,∆t) . (5.19)
Die Fourier-Transformierte einer Gaußfunktion ist wieder eine solche, d. h. die Funktionen p˜(ξ)
und p˜(aξ, bξ,∆t) sind Gaußfunktionen. Da die Parameter a und b beliebig gewa¨hlt werden ko¨nnen,
ist p˜(η2, η1,∆t) eine Gaußfunktion in den Variablen η2 und η1. Die inverse Fourier-Transformation
impliziert, dass p(ω2, ω1,∆t) auch eine Gaußfunktion ist.
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Die Gaußsche Dephasierung impliziert also, dass die Wahrscheinlichkeitsdichte, die Frequenz ω1
zur Zeit t = 0 und die Frequenz ω2 zum spa¨teren Zeitpunkt t = ∆t zu finden, eine Gaußfunktion
ist.
Als na¨chstes wird die Greensche Funktion untersucht, d. h. die Dichte der bedingten Wahrschein-
kichkeit G(ω2, ω1,∆t), dass sich ein Spin unter dem Einfluss eines lokalen Feldes mit der Frequenz
ω2 nach dem Zeitintervall ∆t befindet, wenn er urspru¨nglich unter Einfluss des lokalen Feldes mit
der Frequenz ω1 stand. Solange die Gleichgewichtsbedingungen erfu¨llt sind, gilt die Relation
p(ω2, ω1,∆t) = G(ω2, ω1,∆t) p0(ω1) , (5.20)
und da p0 eine Gaußfunktion ist, impliziert diese Relation, dass auch die bedingte Wahrschein-
lichkeit eine Gaußfunktion ist. Diese Greensche Funktion ist der Propagator der stochastischen
Dynamik der Frequenzen und hat die Eigenschaft
G(ω2, ω1, 0) = δ(ω2 − ω1) . (5.21)
Nun stellt sich die Frage, welche Form diese Greensche Funktion annimmt. Um diese Frage zu
beantworten, werden einige fundamentale Eigenschaften der Greenschen Funktion genutzt. Eine Ei-
genschaft ist, dass die Wahrscheinlichkeit, einen Spin nach dem Zeitintervall ∆t unter dem Einfluss
irgendeiner lokalen Frequenz zu finden, auf Eins normiert ist, d. h.∫ +∞
−∞
dω2 G(ω2, ω1,∆t) = 1 . (5.22)
Wird die gaußfo¨rmige Greensche Funktion
G(ω2, ω1,∆t) = N exp
[
−1
2
(
ω2
σ(∆t)
)2
− 1
2
(
ω1
ς(∆t)
)2
+ κ(∆t) ω2 ω1
]
(5.23)
mit den zeitabha¨ngigen Funktionen σ, ς, κ und dem Normalisierungsfaktor N geschrieben, folgt
aus Gleichung (5.22) der Zusammenhang
σ ς =
1
κ
. (5.24)
Mit der Beziehung γ = κσ2 nimmt der Propagator demzufolge die Form
G(ω2, ω1,∆t) =
1√
2πσ2(∆t)
exp
[
−1
2
(
ω2 − ω1 γ(∆t)
σ(∆t)
)2]
(5.25)
an, die eine verschobene gaußfo¨rmige Funktion in ω2 ist. Entsprechend Gleichung (5.21) und auf-
grund der Tatsache, dass die Greensche Funktion fu¨r ∆t → ∞ in die Gleichgewichtswahrschein-
lichkeit G(ω2, ω1,∆t)→ p0(ω2) u¨bergeht, ergibt sich
γ(0) = 1, σ(0) = 0, γ(∞) = 0, und σ(∞) = σ0, (5.26)
wobei σ0 die Varianz der Gleichgewichtsverteilung p0(ω) ist.
Eine weitere fundamentale Eigenschaft ergibt sich, wenn angenommen wird, dass die stocha-
stische Dynamik der lokalen Feldfluktuationen ein Markovprozess ist, d. h., dass der stochastische
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U¨bergang zwischen zwei Frequenzen unabha¨ngig vom vorhergehenden U¨bergang ist. Damit ko¨nnen
fu¨r die Zeitintervalle ∆t1 und ∆t2 folgende Relation gefunden werden:
G(ω3, ω1,∆t1 +∆t2) =
∫ +∞
−∞
dω2 G(ω3, ω2,∆t2) G(ω2, ω1,∆t1) . (5.27)
Das Einsetzen der Greenschen Funktion (5.25) ergibt:
γ(∆t1 +∆t2) = γ(∆t2) γ(∆t1) (5.28)
und
σ2(∆t1 +∆t2) = γ
2(∆t2) σ
2(∆t1) + σ
2(∆t2) . (5.29)
Die Gleichungen (5.28) und (5.29) werden unter Beachtung der Randbedingungen (5.26) gelo¨st.
Zuerst ergibt sich
γ(t) = e−rt , (5.30)
wobei r fu¨r die Zerfallsrate steht. Einsetzen in Gleichung (5.29) ergibt
σ2(t) = σ20
(
1− e−2rt) . (5.31)
Deshalb gilt fu¨r beliebige Zeiten t:
G(ω2, ω1, t) =
1√
2πσ20(1− e−2rt)
exp
[
−(ω2 − ω1e
−rt)2
2σ20(1− e−2rt)
]
. (5.32)
Dieser Ausdruck zeigt, dass die Greensche Funktion eine Gaußfunktion ist, die zum Zeitpunkt
t = 0 mit verschwindender Varianz um die Anfangsfrequenz ω1 zentriert ist. Mit zunehmender
Zeit erreicht diese Gaußfunktion den Gleichgewichtszustand, d. h. die Varianz stimmt mit der des
Gleichgewichtszustandes u¨berein und das Zentrum verlagert sich von ω1 zum Nullpunkt (Abbildung
5.3). Die Dynamik dieses Prozesses wird durch die Rate r bestimmt. Dieser Typ der Greenschen
Funktion ist als Lo¨sung der Diffusionsgleichung
∂tG(ω2, ω1, t) = D ∂ω2
[
∂ω2 + σ
−2
0 ω2
]
G(ω2, ω1, t) (5.33)
mit dem Diffusionskoeffizienten D bekannt. Dies ist eine Fokker-Planck-Gleichung, welche die Dif-
fusion in einem harmonischen Potential
U(ω) =
1
2
ω2
σ20
(5.34)
beschreibt (siehe Abbildung 5.3). Die dazugeho¨rige treibende Kraft ist
F (ω) = −∂ωU = −σ−20 ω . (5.35)
Der Zusammenhang zwischen der Rate r und dem Diffusionskoeffizienten
r =
D
σ20
, (5.36)
zeigt, dass ein gro¨ßerer Diffusionskoeffizient und ein steileres Potential (kleines σ20) zu einer schnel-
leren Einstellung des Gleichgewichts fu¨hren. Die Diffusion findet im Frequenzraum statt und die
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Abbildung 5.3: Zeitentwicklung der Greenschen Funktion. Die Greensche Funktion nach Gleichung (5.32) ent-
wickelt sich im harmonischen Potential (5.34) (gestrichelte Linie) vom Anfangspunkt ω2 = ω1, in dem die Greensche
Funktion durchG(ω2, ω1, t = 0) = δ(ω2−ω1) gegeben ist, zum Gleichgewichtszustand, in dem die Greensche Funktion
durch die gaußfo¨rmige Gleichgewichtsverteilung (5.12) G(ω2, ω1, t→∞) = p0(ω2) gegeben ist.
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vom harmonischen Potential abgeleiteten Kra¨fte sind Entropiekra¨fte, die durch die Gleichgewichts-
wahrscheinlichkeitsdichte und die U¨bergangsdynamik zwischen den Frequenzzusta¨nden festgelegt
sind.
Die Zweipunktkorrelationsfunktion der lokalen Frequenzen dieses stochastischen Prozesses ist
durch
c2(t) =
∫ +∞
−∞
dω2
∫ +∞
−∞
dω1 ω2 G(ω2, ω1, t) p0(ω1) ω1
(5.37)
= 〈ω2 〉 e−rt ,
gegeben (siehe Gleichung (5.27)), wobei 〈ω2 〉 die Varianz der lokalen Frequenz ist. Diese Gleichung
zeigt, dass die Zweipunktkorrelationsfunktion exponentiell mit der Korrelationszeit
τ =
1
r
(5.38)
abfa¨llt. Daher ergibt sich der Magnetisierungs-Zeit-Verlauf nach Gleichung (5.4) zu
M(t) = exp
(
− t
T2,0
)
exp
[
τ
T2,0
(
1− e−t/τ)] , (5.39)
wobei die Relaxationszeit im Motional-Narrowing-Regime (τ → 0)
1
T2,0
= τ〈ω2 〉 (5.40)
eingesetzt wurde. Dies zeigt, dass fu¨r große Zeiten der Signalzerfall rein exponentiell ist und durch
die Relaxationszeit des Motional-Narrowing-Regimes T2,0 charakterisiert ist, wohingegen fu¨r kleine
Zeiten τ ≫ t der Signalzerfall gaußfo¨rmig ∼ exp[−t2/(2τT2,0)] ist. Das stimmt auch mit Gleichung
(2) der Arbeit von Sukstanskii und Yablonskiy [13] u¨berein.
5.5 Zusammenfassung der Implikationen
Entscheidend ist, dass die Gleichung
M(t) = exp
[
−
∫ t
0
(t− ξ)c2(ξ)dξ
]
, (5.41)
die den Magnetisierungszerfall beschreibt, nur dann anwendbar ist, wenn die Greensche Funktion
G(ω2, ω1,∆t), welche die Wahrscheinlichkeit des U¨berganges zwischen den beiden Frequenzen ω1 →
ω2 charakterisiert, gaußfo¨rmig ist. Diese Gaußsche Na¨herung schra¨nkt die Vielfalt der mo¨glichen
Zerfallskurven betra¨chtlich ein.
Unter der Annahme einer Gaußschen Verteilung P (ϕ) des Phasenwinkels ϕ konnte in Abschnitt
5.4 gezeigt werden, dass dies unter Gleichgewichtsbedingungen zu einer gaußfo¨rmigen bedingten
Wahrscheinlichkeitsdichte G(ω2, ω1,∆t) fu¨hrt:
P (ϕ) gaußfo¨rmig =⇒ G(ω2, ω1,∆t) gaußfo¨rmig . (5.42)
Umgekehrt kann eine gaußfo¨rmige Dichte G(ωn, ωn−1,∆t) dafu¨r angenommen werden, dass ein
Spin unter dem Einfluss des lokalen Feldes mit der Frequenz ωn nach der Zeit ∆t steht, wenn er
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urspru¨nglich unter dem Einfluss des lokalen Feldes mit der Frequenz ωn−1 stand. Mit dieser Annah-
me kann die Verteilung P (ϕ) des Phasenwinkels ϕ in folgender Weise berechnet werden: wa¨hrend
eines kleinen Zeitintervalls ∆t ergibt sich der Phasenwinkel zu ϕ =
∑n
k=0 ω(k∆t). Demzufolge ist
die Wahrscheinlichkeitsdichte eines Phasenwinkels durch die Beziehung
P (ϕ) =
+∞∫
−∞
dωn · · ·
+∞∫
−∞
dω0 G(ωn, ωn−1,∆t) · · ·G(ω1, ω0,∆t) p0(ω0) δ
(
ϕ−∆t
n∑
k=0
ωk
)
(5.43)
gegeben. Dieser Ausdruck ist eine verkettete Faltung von Gaußfunktionen, woraus folgt, dass P (ϕ)
selbst eine Gaußfunktion ist. Daher folgt die Implikation
G(ω2, ω1,∆t) gaußfo¨rmig =⇒ P (ϕ) gaußfo¨rmig . (5.44)
Mit den Implikationen (5.42) und (5.44) konnte die A¨quivalenz zwischen einer Gaußverteilung
des Phasenwinkels P (ϕ) und einer gaußfo¨rmigen Greenschen Funktion G(ω2, ω1,∆t) demonstriert
werden.
Die einzige Annahme, die imModell von Anderson undWeiss gemacht wurde, war eine gaußfo¨rmi-
ge Gleichgewichtsverteilung der Frequenzen p0(ω). Aus Gleichung (5.43) kann man sehen, dass diese
Annahme nicht ausreichend ist. Das Anderson-Weiss-Modell ist fu¨r einen speziellen Fall von Fluk-
tuationen anwendbar, und zwar dann und nur dann, wenn die Greensche Funktion G(ω2, ω1,∆t),
welche die Wahrscheinlichkeit des U¨berganges zwischen zwei Frequenzen beschreibt, gaußfo¨rmig
ist.
Wird der Gleichgewichtszustand durch die Greenschen Funktion p0(ω) = G(ω, 0, t → ∞) be-
schrieben, bedeutet dies, dass eine gaußfo¨rmige Greensche Funktion eine gaußfo¨rmige Gleichge-
wichtsverteilung der Frequenzen p0(ω) impliziert. Damit kann die Implikation (5.44) erweitert wer-
den:
G(ω2, ω1,∆t) gaußfo¨rmig =⇒ p0(ω) gaußfo¨rmig . (5.45)
Die Umkehrung dieser Implikation ist jedoch im Allgemeinen falsch. Es gibt stochastische Prozesse
wie den der Strong-Collision und seine Erweiterung (ESC), die eine gaußfo¨rmige Gleichgewichts-
verteilung p0(ω) besitzen, deren Dynamik jedoch durch eine nicht-gaußfo¨rmige Greensche Funktion
G(ω2, ω1,∆t) beschrieben wird [66]. Zusammengefasst ergeben sich nun die folgenden Implikatio-
nen:
p0(ω) gaußfo¨rmig ⇐= G(ω2, ω1,∆t) gaußfo¨rmig ⇐⇒ P (ϕ) gaußfo¨rmig =⇒ M(t) = e− 12 〈ϕ2(t)〉 ,
die sowohl den Zusammenhang zwischen der Greenschen Funktion und der Gleichgewichtsverteilung
der Frequenzen als auch den Zusammenhang zwischen der Verteilung der Phasenwinkel und dem
Magnetisierungszerfall zeigen.
Es wurde also gezeigt, dass die Annahme der Gaußschen Dephasierung des Phasenwinkels die
stochastische Dynamik zwischen den lokalen Frequenzen auf eine sehr begrenzte Klasse von U¨ber-
gangsdynamiken beschra¨nkt, die durch Gleichung (5.32) beschrieben werden. Die U¨bergangsdyna-
miken sind die eines Teilchens, dass in dem harmonischen Potential diffundiert. Der Magnetisie-
rungszerfall folgt aus Gleichung (5.39). Obwohl Gleichung (5.4) eine Vielzahl mo¨glicher Zerfalls-
kurven suggeriert, sind nur die in der Form von Gleichung (5.39) mit der Gaußschen Na¨herung
vereinbar.
Kapitel 6
Relaxationszeiten magnetisch markierter
Zellen
6.1 Bedeutung magnetisch markierter Zellen
Viele Krankheiten beruhen auf dem irreversiblen Absterben von gewebespezifischen Zellen. So kann
z. B. nach einem Myokardinfarkt ischa¨misch gescha¨digtes Gewebe nicht mehr regenerieren, es kann
eine Herzmuskelinsuffizienz entstehen. Zur Regeneration des abgestorbenen Gewebes ko¨nnen noch
nicht differenzierte Stammzellen in das betroffene Gewebe eingebracht werden, um sich in gewebe-
spezifische Zellen weiter zu differenzieren. Um diese Zellen lokalisieren zu ko¨nnen, werden sie vorher
mit kleinen magnetischen Kontrastmittelteilchen (USPIOs) markiert, um eine fu¨r die Kernspinre-
sonanzbildgebung nutzbare Suszeptibilita¨tsdifferenz zum umgebenden Gewebe zu erzeugen. Diese
Kontrastmittelteilchen ko¨nnen nun als kleine magnetisierte Objekte betrachtet werden, die auf-
grund der Suszeptibilita¨tsdifferenz ein lokales inhomogenes Magnetfeld erzeugen. Wa¨hrend bisher
die Signalentstehung in einem Voxel untersucht wurde, wird nun die transversale Relaxationszeit
T ∗2 untersucht, die durch die Anwesenheit von magnetischen Kontrastmittelteichen beeinflusst wird.
6.2 Relaxationsverhalten
Als physikalisches Modell fu¨r magnetisch markierte Zellen wird angenommen, dass eine unbekannte
Anzahl von Nanopartikeln mit bekanntem Radius von der Zelle phagozytiert wurden und sich zu
einem Kern innerhalb der Zelle zusammenlagern. Um dieses Problem mathematisch zu erfassen,
wurde vorerst angenommen, dass sa¨mtliche magnetische Kerne den gleichen Radius haben und der
Volumenanteil magnetischen Materials am gesamten untersuchten Gewebe proportional zur Kon-
zentration der Nanopartikel sei. Diese geometrische Anordnung mitsamt der um die magnetischen
Kerne stattfindenden Diffusion bestimmt das Signalverhalten in einem Bildgebungsexperiment.
Um die transversale Relaxationszeit T ∗2 zu bestimmen wird angenommen, dass die Zeitentwick-
lung der Magnetisierung in der Form
M(t) = exp(− t/T ∗2 + iΩt) (6.1)
darstellbar ist, wobei Ωt ein unbekannter Phasenfaktor ist. Wird dieser Zeitverlauf in die Definition
der Laplace-Transformation (4.7) eingesetzt, ergibt sich
Mˆ(s) = 1/(R∗2 − i Ω + s) . (6.2)
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Daraus folgt, dass die Relaxationsrate entsprechend der Gleichung
R∗2 =
1
T ∗2
= Re
[
1
Mˆ(0)
]
(6.3)
bestimmt werden kann. Um den Wert Mˆ(0) zu erhalten, wird der bekannte Zusammenhang
Mˆ(0) =
Mˆ0(τ
−1)
1− τ−1 · Mˆ0(τ−1)
(6.4)
(siehe Gleichung (2.68) mit s = 0) genutzt, wobei Mˆ0(s) die Laplace-Transformierte des Zeitverlaufs
der Magnetisierung im Static-Dephasing-Regime ist. Diese Laplace-Transformierte wurde schon in
Gleichung (4.11) in Kapitel 4 untersucht, wobei in diesem Fall die fu¨r spha¨rische Ko¨rper spezifische
G-Funktion aus Gleichung (4.20) relevant ist. Wird dieses Ergebnis in Gleichung (6.4) eingesetzt,
ergibt sich letztlich fu¨r die Relaxationsrate der Ausdruck
R∗2 =
1
T ∗2
=
1
τ
Re
[
1− η
GS(
1
η τ δω
)− η GS( 1τ δω )
− 1
]
. (6.5)
Diese Methode zur Bestimmung der Relaxationszeit T ∗2 ist der schon fru¨her verwendeten Mean-
Relaxation-Time-Approximation [32] analog, in welcher die Relaxationszeit das erste Langzeit-
moment des Magnetisierungszerfalls ist: T ∗2 = µ−1[M(t)]. Um die Relaxationszeit zu bestimmen,
wurde die Laplace-Transformierte fu¨r den Grenzfall kleiner s genutzt. Dies reflektiert jedoch das
Signalverhalten fu¨r lange Zeiten, obwohl die Messwerte fu¨r T ∗2 u¨blicherweise aus Messungen mit
kurzen Echozeiten ermittelt werden. Deshalb wa¨re die Definition R∗2 = −ln[M(t)/t] sicherlich sinn-
voller. Eine genaue Beschreibung des Magnetisierungszerfalls fu¨r kurze Echozeiten erfolgt durch die
Extended-Strong-Collision-Approximation [66].
Die Korrelationszeit um kugelfo¨rmige Objekte wurde schon in Abschnitt 3.3.1 bestimmt. Fu¨r
die weiteren Untersuchungen wird der Zusammenhang (3.35) genutzt, um die Korrelationszeit zu
berechnen.
Die Relaxationsrate magnetisch markierter Zellen im Motional-Narrowing-Regime wurde bereits
in Abschnitt 3.4.2 untersucht. Die Relaxationsrate R∗2 = 1/T
∗
2 ist in diesem Fall vom Radius der
Teilchen RS und vom Diffusionskoeffizienten des umgebenden Mediums abha¨ngig (siehe Abschnitt
3.4.2):
R∗2 =
16
45
η δω2
R2S
D
. (6.6)
Die Relaxationszeiten im Static-Dephasing-Regime wurden bereits ausfu¨hrlich von Yablonskiy
und Haacke untersucht [6]. Sie geben fu¨r die Relaxationsrate im Static-Dephasing-Regime die Be-
ziehung
R∗2 =
2π
3
√
3
η δω (6.7)
an, wa¨hrend Jensen und Chandra [86] das Ergebnis
R∗2 = 3 k η δω (6.8)
erhalten, wobei fu¨r kompakte Objekte k ≈ 0, 4031 ≈ 2π/(9√3) gilt. Sowohl die Gleichung (6.7)
als auch die Gleichung (6.8) sind vom Kugelradius unabha¨ngig und stimmen im Grenzfall großer
Radien (d. h. τ δω ≫ 1 ) mit den Ergebnissen, die aus der Strong-Collision-Na¨herung erhalten
werden, gut u¨berein (siehe Abbildung 6.1 fu¨r große Radien).
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Abbildung 6.1: Relaxationsraten fu¨r verschiedene Kugelradien. Die Relaxationsrate R∗2 ist in Abha¨ngigkeit vom
Kugelradius RS dargestellt. Die durchgezogene Linie wurde aus Gleichung (6.5) mit den Parametern η = 2 · 10−6,
δω = 34 · 106Hz und D = 2, 3µm2ms−1 erhalten. Die Kreuze sind die Werte fu¨r 1/T ∗2 in Abha¨ngigkeit vom
Kugelradius nach den Simulationen von Muller [87]. Wenn die Bedingung log10(RS/m)≫ −6, 746 nach Ungleichung
(3.31) erfu¨llt ist, stimmen die Ergebnisse des Static-Dephasing-Regimes (Gleichung (6.7)) mit den Ergebnissen des
Strong-Collision-Modells u¨berein. Fu¨r kleine Radien stimmen die Werte gut mit den Vorhersagen des Motional-
Narrowing-Grenzfalls nach Gleichung (6.6) u¨berein.
Wie in Abschnitt 2.3.3 beschrieben, wird das zugrunde liegende Diffusionsregime durch die
Werte von τ und δω festgelegt. Da die Oberfla¨chenfrequenz δω = γµ0∆M/3 vom Kugelradius un-
abha¨ngig ist, wird das Diffusionsregime alleine durch die Korrelationszeit τ ∝ R2S/D festgelegt.
Deshalb ist fu¨r kleine Kugeln der Motional-Narrowing-Grenzfall (1/τ ≫ δω) anzuwenden und fu¨r
große Kugeln der Static-Dephasing-Grenzfall (1/τ ≪ δω). Abbildung 6.1 zeigt, dass die Resulta-
te des Strong-Collision-Modells nach Gleichung (6.5) gut mit den numerischen Simulationen von
Muller et al. u¨bereinstimmen [87]. Auch die Werte fu¨r die Grenzfa¨lle Static-Dephasing-Regime und
Motional-Narrowing-Regime stimmen mit den jeweiligen Na¨herungsformeln u¨berein. Die Abha¨ngig-
keit der Relaxationsrate vom Kugelradius la¨sst sich sehr gut an Abbildung 6.1 veranschaulichen. Im
Motional-Narrowing-Regime (kleine Radien) ist die Relaxationsrate vom Radius abha¨ngig (siehe
Gleichung (6.6)). Wenn die Bedingungen des Static-Dephasing-Regimes erfu¨llt sind, ist die Rela-
xationsrate vom Kugelradius unabha¨ngig (siehe Gleichung (6.7)). Dies ist nach Ungleichung (3.32)
der Fall, wenn die Bedingung
R2S ≫
D
δω
1(
4
9
− 3
8
3
√
η
) (6.9)
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Abbildung 6.2: Normierte Relaxationsrate. Die Abha¨ngigkeit der normierten Relaxationsrate R∗2 vom normierten
Kugelradius RS ist dargestellt. Die durchgezogene Linie wurde nach Gleichung (6.5) erhalten, die gepunktete Linie
entspricht dem Interpolationsmodell (6.11) mit den Parametern c = 16
45
und d = 2pi
3
√
3
.
erfu¨llt ist.
Um zu zeigen, dass die Ergebnisse des Strong-Collision-Modells u¨ber den gesamten Dynamikbe-
reich gu¨ltig sind, werden diese Ergebnisse mit denen von Jensen und Chandra [86] sowie mit denen
von Yung [46] verglichen. Jensen und Chandra interpolierten den gesamten dynamischen Bereich
durch einfache Addition der Relaxationszeiten des Static-Dephasing-Regimes (Gleichung (6.8)) und
des Motional-Narrowing-Regimes (Gleichung (3.34)), und erhielten
T ∗2 =
5
4 η τ δω2
+
1
3 k η δω
. (6.10)
Das gleiche Ergebnis wurde von Yung [46] gefunden, indem er eine empirische Interpolationsformel
fu¨r die skalierte Relaxationsrate y∗ = 1/(η δω T ∗2 ) in Abha¨ngigkeit vom skalierten Radius x =√
δω/DRS fand:
y∗ :=
c x2
1 + c
d
x2
, (6.11)
mit c = 16/45 und d = 3k. In Abbildung 6.2 werden die Vorhersagen des Strong-Collision-Modells
(Normierung des Plots in Abbildung 6.1) mit Gleichung (6.11) verglichen. Eine gute U¨bereinstim-
mung der Ergebnisse des Strong-Collision-Modells und des empirischen Modells fu¨r alle Werte des
Kugelradius RS ist zu erkennen.
Um die Abha¨ngigkeit der Relaxationsrate R∗2 vom Frequenzshift δω zu untersuchen, wurden in
Abbildung 6.3 die Ergebnisse des Strong-Collision-Modells nach Gleichung (6.5) mit der Interpola-
tionsformel (6.10) und mit Monte-Carlo-Simulationen von Jensen und Chandra (siehe Abbildung
1 in [86]) verglichen. Zwischen den Ergebnissen der Strong-Collision-Na¨herung, den Simulationen
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Abbildung 6.3: Vergleich der Strong-Collision-Approximation mit Simulationen. Die Ergebnisse der Strong-
Collision-Approximation nach Gleichung (6.5) wurden mit den Simulationen von Jensen und Chandra fu¨r einen
Volumenanteil η = 0, 1. verglichen. Die Asymptoten entsprechen den Grenzfa¨llen nach Gleichung (6.6) fu¨r das
Motional-Narrowing-Regime und nach Gleichung (6.8) fu¨r das Static-Dephasing-Regime. Aus der Bedingung (3.31)
ergibt sich der Wert log10(τ δω)≫ 0, 76 fu¨r die Gu¨ltigkeit des Static-Dephasing-Regimes.
von Jensen und Chandra und der Interpolationsformel ist eine gute U¨bereinstimmung zu erken-
nen. Zusa¨tzlich kann der U¨bergang zwischen den Diffusionsregimen identifiziert werden und der
Wendepunkt (siehe Abbildung 6.3) stimmt mit der Vorhersage von Yablonskiy und Haacke nach
Ungleichung (3.31) u¨berein.
Die entscheidenden Parameter, welche die Relaxationsrate bestimmen, sind die Konzentration
der USPIOs, der Radius des magnetischen Kernes, die Magnetisierungsdifferenz zwischen magneti-
schem Kern und umgebendem Gewebe sowie der Diffusionskoeffizient. Zwei Frequenzskalen bestim-
men den ursa¨chlichen Relaxationsmechanismus. Die dynamische Frequenzskala 1/τ charakterisiert
den stochastischen Prozess der Diffusion durch die Korrelationszeit. Die magnetische Frequenzska-
la, die durch die a¨quatoriale Frequenz δω beschrieben wird, charakterisiert die Sta¨rke der Magnet-
feldinhomogenita¨t aufgrund der Suszeptibilita¨tseffekte. Vergleicht man beide Frequenzen, ko¨nnen
wie in Abschnitt 2.3.3 gezeigt, verschiedene Diffusionsregime unterschieden werden. Analytische
Ausdru¨cke fu¨r die Relaxationszeit T ∗2 existierten bisher fu¨r jedes Diffusionsregime getrennt. Die
Anwendbarkeit eines solchen Ausdrucks setzt die Kenntnis des zugrunde liegenden Diffusionsregi-
mes voraus. Sind die Gewebeeigenschaften (d. h. der charakteristische Frequenzshift δω und die
dynamische Frequenz 1/τ) bekannt, kann entschieden werden, welche Na¨herung angewandt werden
soll. Werden jedoch magnetisch markierte Zellen betrachtet, ist die Ausgangssituation genau um-
gekehrt. Die Messung der Relaxationszeit T ∗2 soll ja erst die Information u¨ber das zu untersuchende
Gewebe liefern, d. h. man weiß nicht, in welchem Diffusionsregime man sich befindet und folglich
ist auch nicht bekannt, welche Na¨herung benutzt werden soll, um die Konzentration der Zellen zu
berechnen. Deshalb wurde eine quantitative Beschreibung der Relaxationszeit abgeleitet, die u¨ber
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Abbildung 6.4: Radiusbestimmung. Fu¨r die gleichen Parameter wie in Abbildung 6.1 wurde die Relaxationsrate
in Abha¨ngigkeit vom Kugelradius dargestellt. Die gemessene Relaxationsrate von 70 s−1 ergibt einen Kugelradius
von RS ≈ 10−7,5m ≈ 32 nm.
den gesamten Frequenzbereich gu¨ltig ist und deshalb auch die Grenzfa¨lle (Motional-Narrowing und
Static-Dephasing) entha¨lt.
Mit den erhaltenen Ergebnissen ko¨nnen jetzt aus der gemessenen Relaxationszeit T ∗2 = 1/R
∗
2
Informationen u¨ber die untersuchten Zellen gewonnen werden. Mit den bekannten Parametern
(Volumenanteil η, Frequenzshift δω und Diffusionskoeffizient D) kann die Relaxationsrate R∗2 in
Abha¨ngigkeit vom Radius RS nach Gleichung (6.5) ermittelt werden. Aus der gemessenen Rela-
xationsrate kann nun, wie in Abbildung 6.4 veranschaulicht, der Radius ermittelt werden. Des
Weiteren kann man auch erkennen, in welchem Diffusionsregime man sich befindet. Solange die
Na¨herung nach Gleichung (6.6) gilt (in Abbildung 6.4 als gestrichelte Linie dargestellt), befindet
man sich im Motional-Narrowing-Grenzfall. Im Plateu-Bereich (in Abbildung 6.4 als gepunktete
Linie dargestellt) ist die Relaxationsrate vom Kugelradius unabha¨ngig und man befindet sich im
Static-Dephasing-Bereich. In dem in Abbildung 6.4 skizzierten Beispiel ist man jedoch weder im
Motional-Narrowing-Grenzfall noch im Static-Dephasing-Bereich.
A¨hnlich kann man verfahren, wenn man beispielsweise die Konzentration bzw. die Dichte der
markierten Zellen bestimmen will. Wenn man weiß, wie groß die magnetischen Partikel im Inneren
der Zelle sind, kann man die Abha¨ngigkeit der Relaxationsrate vom Volumenanteil η darstellen und
dann aus der gemessenen Relaxationsrate den Volumenanteil ermitteln.
Kapitel 7
Skalierungsgesetze
7.1 Skalierungen in der Kernspinresonanz
Die transversalen Relaxationszeiten T2 und T
∗
2 sind fundamentale Gro¨ßen in der Kernspinresonanz-
bildgebung, besonders zur Charakterisierung von Geweben und deren Eigenschaften. Der Einfluss
statischer Magnetfeldinhomogenita¨ten auf diese Relaxationszeiten ist von grundsa¨tzlichem Interes-
se zum Versta¨ndnis der Relaxationsprozesse innerhalb des Voxels. Die Relaxationszeiten T2 und T
∗
2
werden durch den Suszeptibilita¨tskontrast, durch a¨ußere Magnetfelder und durch die Diffusion im
umgebenden Medium beeinflusst. Um Vera¨nderungen dieser Parameter und deren Auswirkung auf
die Relaxationszeit beschreiben zu ko¨nnen, ist es wichtig, das Skalierungsverhalten dieser Parameter
zu verstehen.
So stellt sich beispielsweise die Frage, wie sich Kontrastmittel verhalten, die einen sta¨rkeren
Suszeptibilita¨tssprung zum umgebenden Gewebe erzeugen. Reicht es aus, einfach die Feldsta¨rke
oder die Suszeptibilita¨tsdifferenz um einen bestimmten Faktor zu erho¨hen, oder mu¨ssen gleichzei-
tig auch die charakteristischen Abmessung des Teilchens vera¨ndert werden, um die Relaxivita¨t zu
erho¨hen? Dabei ist es oft sinnvoll zu wissen, wie sich Gewebeparameter bei anderen Feldsta¨rke-
werten verhalten. Deshalb ist es wichtig, einen allgemeinen Zusammenhang zu finden, der die
Vera¨nderungen der charakteristischen Abmessung und der a¨ußeren Feldsta¨rke mit der transversa-
len Relaxationszeit verbindet. Trotz dieser Tatsache gibt es in der Literatur nur wenige Arbeiten,
die sich mit diesem Thema befassen. Weisskoff et al. [88] diskutierten das Skalierungsverhalten der
Relaxationsrate R2 im Kontext mikroskopischer Suszeptibilita¨tsvariationen. Ausgehend von der
Bloch-Torrey-Gleichung [31] wurden in [88] zwei spezielle Skalierungsgesetze erhalten und durch
numerische Simulationen verifiziert.
Durch Anwenden der Strong-Collision-Approximation [8, 9, 55] kann eine rigorose Ableitung
verallgemeinerter Skalierungsgesetze fu¨r die transversalen Relaxationszeiten T2 und T
∗
2 angeben
werden. Zuerst wird ein einfaches Modell eines magnetisierten Ko¨rpers in einem Voxel betrachtet
und dann wird die Strong-Collision-Approximation genutzt, um allgemeingu¨ltige Skalierungsgesetze
zu erhalten. Zur Illustration werden die Ergebnisse auf eine zylindrische Geometrie, die u¨blicher-
weise als Modell fu¨r eine Kapillare benutzt wird, angewandt.
7.2 Modell des Voxels
Wie in Abschnitt 2.2.1 beschrieben, wird ein Ko¨rper innerhalb eines Voxels betrachtet, der einen
Suszeptibilita¨tsunterschied zum umgebenden Medium erzeugt (siehe Abbildung 2.3). Aus der Form
des Gebietes G ergibt sich die Geometriefunktion f(r), welche zur Berechnung der Korrelationszeit
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τ beno¨tigt wird. Einsetzen der lokalen Resonanzfrequenz (2.42) in den Ausdruck fu¨r die Korrelati-
onszeit in Gleichung (3.10) ergibt
τ =
1
D
1
〈f 2(r)〉V
∫
V
d3r f(r)
(
− 1
∆
)
f(r) . (7.1)
Offensichtlich ha¨ngt diese Korrelationszeit nur von der Geometriefunktion f(r) des Ko¨rpers G
und dem Diffusionskoeffizienten D ab. Nach Ausfu¨hren der Integration zeigt sich, dass die Kor-
relationszeit τ nur von einer charakteristischen La¨nge L, dem Diffusionskoeffizienten D und dem
Volumenanteil η abha¨ngt. Dies bedeutet, dass die Signaleigenschaften eines bestimmten Voxels
vollsta¨ndig durch die Geometriefunktion f(r), den Diffusionskoeffizienten D und der charakteri-
stischen Frequenz δω festgelegt sind. Mit der Korrelationszeit, die sich aus der Geometriefunktion
f(r) des Ko¨rpers G ergibt, kann das gesamte Problem auf die Untersuchung der Abha¨ngigkeit
T ∗2 = T
∗
2 (τ, δω) reduziert werden.
7.3 Allgemeine Ergebnisse
Um einen Zusammenhang zwischen der Relaxationszeit T ∗2 , der Korrelationszeit τ und der charak-
teristischen Frequenz δω zu finden, wird (wie in Abschnitt 2.3 beschrieben) die Zeitentwicklung
des Signals aus dem Voxel analysiert. Die Laplace-Transformierte Mˆ(s) des Magnetisierungs-Zeit-
Verlaufs M(t) la¨sst sich in der Strong-Collision-Na¨herung entsprechend Gleichung (2.68) durch die
Laplace-Transformierte im Static-Dephasing-Regime Mˆ0(s) ausdru¨cken. Der Signal-Zeit-Verlauf im
Static-Dephasing-Regime (Gleichung (2.72)) ha¨ngt nur von der lokalen Resonanzfrequenz und dem
Dephasierungsvolumen ab.
Zur Bestimmung der Relaxationszeit T ∗2 wird die Mean-Relaxation-Time-Approximation ge-
nutzt [32]. In dieser Na¨herung erha¨lt man:
T ∗2 =
∫ ∞
0
dt M(t) = Mˆ(0) . (7.2)
Anwenden dieser Mean-Relaxation-Time-Approximation auf den allgemeinen Zusammenhang in
Gleichung (2.68) liefert
T ∗2 =
Mˆ0(τ
−1)
1− τ−1Mˆ0(τ−1)
. (7.3)
Die Laplace-Transformierte ergibt sich aus dem Signal-Zeit-Verlauf im Static-Dephasing-Regime
(Gleichung (2.72)) zu
Mˆ0(s) =
∫
V
d3r
s− iω(r) . (7.4)
Mit der in Gleichung (2.42) eingefu¨hrten Darstellung der lokalen Resonanzfrequenz in der Form
ω(r) = δωf(r) folgt die Abha¨ngigkeit der Relaxationszeit T ∗2 von τ und δω:
1
T ∗2
=
1
1
V
∫
V
d3r
1
τ−1 − iδωf(r)
− 1
τ
. (7.5)
Dieses Ergebnis impliziert direkt das Skalierungsgesetz
T ∗2 (λτ, µδω) =
λ
µ
T ∗2 (µτ, λδω) , (7.6)
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wobei die Skalierungsparameter λ und µ beliebige reelle Zahlen sind. Da die Geometriefunktion zur
Ableitung dieser Beziehung nicht na¨her spezifiziert wurde, ist dieses Skalierungsgesetz fu¨r alle Ob-
jekte der gleichen Form gu¨ltig. Die Parameter wie Gro¨ße, Suszeptibilita¨t, a¨ußeres Magnetfeld oder
Diffusionskoeffizient des umgebenden Mediums ko¨nnen beliebig gewa¨hlt werden. Diese Parameter
bestimmen die zwei Skalierungsvariablen τ und δω fu¨r eine vorgegebene Form des magnetischen
Ko¨rpers.
Um ein a¨hnliches Ergebnis fu¨r die Spin-Echo-Relaxationszeit T2 zu erhalten, wird die aus der
Strong-Colission-Na¨herung herleitbare Beziehung
T2 = T
∗
2 + τ (7.7)
genutzt, die sowohl das Static-Dephasing-Regime als auch das Motional-Narrowing-Regime als
Grenzfall entha¨lt [9, 55]. Das resultierende Skalierungsgesetz kann in der Form
T2(λτ, µδω) =
λ
µ
T2(µτ, λδω) (7.8)
geschrieben werden. Die Gleichungen (7.5) und (7.7) wurden in der Strong-Colission-Na¨herung
abgeleitet. Deshalb gelten die Skalierungsgesetze auch nur in dieser Na¨herung. Jedoch wurde in [8]
angegeben, dass die Vorhersagen dieses Modells auch weit u¨ber die Annahmen der Strong-Colission-
Na¨herung hinaus gu¨ltig sind. Dies trifft dann auch fu¨r den Gu¨ltigkeitsbereich der Skalierungsgesetze
zu. Entsprechend den Ausfu¨hrungen von Weisskoff et al. [88] ist es mo¨glich, aus der Bloch-Torrey-
Gleichung (2.54) die Relation
T2(L,D, δω) = T2(νL, ν
2D, δω) (7.9)
herzuleiten, wobei L eine charakteristische La¨nge des magnetisierten Objektes und ν eine beliebige
reelle Konstante ist. Dieses Skalierungsgesetz ist abha¨ngig von der charakteristischen Gro¨ße L, dem
Diffusionskoeffizienten D und der charakteristischen Frequenz δω. Dies impliziert zusammen mit
Gleichung (7.8), dass die Korrelationszeit eine Funktion von L und D ist. Im Skalierungsgesetz
von Weisskoff werden L und D variiert, wa¨hrend δω konstant bleibt. Dies entspricht in unserem
Skalierungsgesetz nach Gleichung (7.8) dem Fall λ = 1 = µ und impliziert, dass auch τ konstant
bleiben muss. Daraus kann gefolgert werden, dass τ eine Funktion des Verha¨ltnisses von L2 zu D
sein muss:
τ = τ(L2/D) . (7.10)
Um diese Abha¨ngigkeit zu pra¨zisieren, kann die Koordinatentransformation r = Lu auf Gleichung
(7.1) angewandt werden - was einer zentrischen Streckung entspricht -, wobei der Volumenan-
teil η unvera¨ndert bleibt. Wird beru¨cksichtigt, dass die Form der Geometriefunktion unter dieser
Transformation variablenunabha¨ngig ist, d. h. f(r) = f(u), ergibt sich fu¨r die Korrelationszeit
τ = k(η)L2/D. Dies stimmt auch mit dem in Gleichung (4.12) erhaltenen Ergebnis u¨berein. Ein
analoger Zusammenhang wurden von Stables et al. postuliert (siehe Gleichung (15) in [33]). Fu¨r
eine vorgegebene Gestalt des magnetischen Ko¨rpers ergibt sich fu¨r die Abha¨ngigkeit k von η:
k(η) =
1
〈f 2(u)〉 V
∫
V
d3u f(u)
(
− 1
∆
)
f(u) , (7.11)
wobei alle Gro¨ßen und Operatoren bezu¨glich der neuen Variable u angegeben sind. Die implizite
Abha¨ngigkeit von η ist durch die Integrationsgebiete G und V in der Gleichung (2.44) bzw. in der
Gleichung (7.1) gegeben.
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7.4 Gu¨ltigkeitsbereich der Strong-Collision-Na¨herung
Mit dem allgemeinen Ausdruck fu¨r die Relaxationszeit nach Gleichung (7.5) kann nun ein ma-
thematisches Kriterium fu¨r den Gu¨ltigkeitsbereich der Strong-Collision-Na¨herung angeben werden,
welche im Fall τ < T ∗2 gu¨ltig ist. Wird der Zusammenhang aus Gleichung (6.5) genutzt und in
Gleichung (7.5) eingesetzt, ergibt sich das Kriterium
Re
[(
1
V
∫
V
d3r
1
1 + iτδωf(r)
)−1]
< 2 . (7.12)
Im Motional-Narrowing-Regime (in dem fu¨r die Relaxationszeit T ∗2 ∝ 1/(τδω2) gilt) fu¨hrt die
Gu¨ltigkeitsbedingung fu¨r die Strong-Collision-Na¨herung τ < T ∗2 zu der Ungleichung τ
2δω2 < 1. Im
entgegengesetzten Grenzfall des Static-Dephasing-Regimes (in dem fu¨r die Relaxationszeit T ∗2 ∝
1/δω gilt) fu¨hrt dieselbe Bedingung zu τδω < 1. Daher kann Gleichung (7.12) bis zum quadratischen
Term in τδω entwickelt werden und es ergibt sich
(∆f(r))2 = 〈f(r)2〉 − 〈f(r)〉2 < 1
2τ 2δω2
, (7.13)
wobei der Erwartungswert einer Funktion in Gleichung (3.11) definiert ist. Die erhaltene Relation
(7.13) kann als mathematisches Kriterium benutzt werden, um den Gu¨ltigkeitsbereich der Strong-
Collision-Na¨herung fu¨r eine bestimmte Form des untersuchten magnetischen Ko¨rpers festzulegen.
7.5 Anwendung auf eine Kapillare
Die oben erhaltenen allgemeingu¨ltigen Skalierungsgesetze werden auf den konkreten Fall einer Ka-
pillare angewandt. Die Abha¨ngigkeit der transversalen Relaxationszeit von den Parametern des Ka-
pillarsystems kann genutzt werden, um die Perfusionsreserve im Myokard zu bestimmen [5]. Dazu
wurden nach kombinierter Gabe von Vasodilatator und Kontrastmittel Messungen der transversa-
len Relaxationszeit durchgefu¨hrt. Das Konzept dieser Methode ist in der Arbeit [5] erkla¨rt. Sowohl
die Konzentration des Vasodilatators als auch die Konzentration des Kontrastmittels beeinflussen
die transversalen Relaxationszeiten. Der Vasodilatator beeinflusst den Kapillarradius RC und die
Suszeptibilita¨tseffekte des Kontrastmittels vera¨ndern den Parameter δω. Im Falle einer hohen Kon-
zentration sowohl von Vasodilatator als auch von Kontrastmittel ist das Static-Dephasing-Regime
das zugrunde liegende Diffusionsregime, wa¨hrend im entgegengesetzten Fall niedriger Konzentratio-
nen von Vasodilatator und Kontrastmittel das Motional-Narrowing-Regime das zugrunde liegende
Diffusionsregime ist. Wa¨hrend das Static-Dephasing-Regime im Abschnitt 4.2.3 ausfu¨hrlich unter-
sucht wurde, ko¨nnen die abgeleiteten Skalierungsgesetze benutzt werden, um allgemeine Ergebnisse
zu erhalten. Diese Ergebnisse ko¨nnen zur Beschreibung des Effektes von gleichzeitiger Gabe des
Vasodilatators und des Kontrastmittels verwendet werden.
Zu diesem Zweck wird eine Kapillare mit dem Neigungswinkel θ in einem a¨ußeren Magnetfeld
B0 betrachtet (siehe Abbildung 2.5). Die Suszeptibilita¨t im Inneren der Kapillare χi wird durch die
Konzentration des Kontrastmittels bestimmt, wa¨hrend χe die Suszeptibilita¨t des umgebenden Me-
diums ist (siehe Abbildung 2.5). Der Radius der Kapillare RC kann direkt durch die Konzentration
des Vasodilatators beeinflusst werden. Die lokale Larmor-Frequenz, die durch die Suszeptibilita¨ts-
differenz ∆χ = χi − χe innerhalb des Voxels induziert wird, ist in Gleichung (2.53) gegeben.
Die Korrelationszeit der um die Kapillare diffundierenden Spins wurde in Abschnitt 3.3.2 be-
rechnet und ist in den Gleichungen (3.29) und (3.30) fu¨r strahlende bzw. reflektierende Randbedin-
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Abbildung 7.1: Illustration des Skalierungsgesetzes. Das Skalierungsgesetz λR2(
√
λRC, δω) = R2(RC, λδω) wird
fu¨r den Parameter λ = 4 erla¨utert. Die durchgezogene und die gestrichelte Kurve wurden aus Gleichung (7.14)
mit den Werten D = 1µm2ms−1 und η = 0, 05 erhalten. Eine Verdoppelung des Kapillarradius (von Punkt A
zu Punkt B) und anschließende Multiplikation der entsprechenden Relaxationsrate mit dem Skalierungsparameter
λ = 4 (von Punkt B zu Punkt C) ergibt den gleichen Wert fu¨r die Relaxationsrate wie eine Multiplikation des
urspru¨nglichen Wertes der Relaxivita¨t bei der charakteristischen Frequenz δω mit dem Skalierungsparameter λ = 4
unter Beibehaltung des urspru¨nglichen Radius (von Punkt A zu Punkt D).
gungen angegeben. Der Zusammenhang zwischen der transversalen Relaxationszeit und der geome-
trischen Anordnung der Kapillare wurde bereits in verschiedenen Arbeiten untersucht [8, 10, 55, 89]:
1
τR2
= 1 +
1 + η[√
1 + (ητ δω)2 − 1
]
+ η
[√
1 + (τ δω)2 − 1
] . (7.14)
Mit den beiden Gleichungen (4.12) und (7.14) ist es nun mo¨glich, die Suszeptibilita¨tsdifferenz
∆χ, den Kapillarradius RC und die Relaxationszeiten T2 und T
∗
2 miteinander zu verknu¨pfen. Um
die Anwendbarkeit der Skalierungsgesetze zu illustrieren, wurde der Einfluss der Erweiterung des
Kapillarradius RC auf die Relaxationsrate R2 = 1/T2 fu¨r verschiedene Suszeptibilita¨tsdifferenzen
untersucht. Mit dem allgemeinen Skalierungsgesetz nach Gleichung (7.8) und dem Ausdruck fu¨r die
Korrelationszeit nach Gleichung (4.12), ergibt sich im Fall µ = 1 folgende Form des Skalierungsge-
setzes fu¨r die transversale Relaxationszeit: λR2(
√
λRC, δω) = R2(RC, λδω). Dieser Spezialfall des
allgemeinen Skalierungsverhaltens stimmt mit dem Ergebnis von Weisskoff et al. (Gleichung (9) in
[88]) u¨berein. Eine Anwendung dieses Skalierungsgesetzes ist in Abbildung 7.1 dargestellt.
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7.6 Weitere Beispiele zu den Skalierungsgesetzen
Die oben angegebenen allgemeinen Skalierungsgesetze in den Gleichungen (7.6) und (7.8) ko¨nnen
noch weiter vereinfacht werden, um zusa¨tzliche Anwendungsmo¨glichkeiten aufzuzeigen. Dazu wird
auf der linken Seite von Gleichung (7.6) die Substitution τ
′
= λτ und δω
′
= µδω vorgenommen.
Auf der rechten Seite von Gleichung (7.6) wird dann τ durch τ = τ
′
/λ und δω durch δω = δω
′
/µ
ersetzt. Damit ergibt sich
T ∗2 (τ
′
, δω
′
) =
λ
µ
T ∗2
(
µ
λ
τ
′
,
λ
µ
δω
′
)
. (7.15)
Jetzt ko¨nnen τ
′
und δω
′
wieder in τ und δω umbenannt werden. Es zeigt sich, dass nur noch der
Quotient α = λ/µ in die Betrachtungen eingeht. Damit ko¨nnen die Skalierungsgesetze in der Form
T ∗2 (τ, δω) = α T
∗
2
(
1
α
τ, αδω
)
und (7.16)
T2(τ, δω) = α T2
(
1
α
τ, αδω
)
(7.17)
geschrieben werden. Diese Form der Skalierungsgesetze erlaubt es nun, die Parameter, welche die
Relaxationszeiten beeinflussen, durch nur einen einzigen Skalierungsfaktor α zu beschreiben.
Als Beispiel wird ein beliebig geformtes Kontrastmittelteilchen betrachtet. Dies kann entweder
ein kugelfo¨rmiger USPIO oder ein zylinderfo¨rmiges Nanoro¨hrchen sein. Wird statt der Relaxati-
onszeit die Relaxationsrate R∗2 = 1/T
∗
2 betrachtet, so ergibt sich die Beziehung
αR∗2(τ, δω) = R
∗
2
(
1
α
τ, αδω
)
. (7.18)
Dieser Zusammenhang ist nun leicht interpretierbar. Ein Kontrastmittelteichen erzeugt aufgrund
des Suszeptibilita¨tsunterschiedes zur Umgebung (charakterisiert durch den Frequenzshift δω) und
unter Beru¨cksichtigung der Diffusion um das Kontrastmittelteilchen (charakterisiert durch die Kor-
relationszeit τ) die Relaxationsrate R∗2(τ, δω). Will man nun diese Relaxationsrate um den Faktor α
erho¨hen (siehe linke Seite der Gleichung (7.18)), reicht es nicht aus, nur den Frequenzshift um den
Faktor α auf den Wert αδω zu vergro¨ßern, es muss auch gleichzeitig die Korrelationszeit um den
Faktor α auf den Wert τ/α verkleinert werden. Da die Korrelationszeit proportional zum Quadrat
eines charakteristischen Durchmessers des Kontrastmittelteilchens ist (τ ∝ R2, wobei R der Radius
eines USPIOs oder eines Nanoro¨hrchens ist), muss also auch die Abmessung des Kontrastmittel-
teichens um den Faktor 1/
√
α verkleinert werden.
Kapitel 8
Zusammenfassung
Das Dephasierungsverhalten und die daraus resultierende Relaxation der Magnetisierung sind
Grundlage aller auf der Kernspinresonanz basierenden bildgebenden Verfahren. Das erhaltene Si-
gnal der pra¨zedierenden Protonen wird wesentlich von den Eigenschaften des untersuchten Gewebes
bestimmt. Insbesondere die durch magnetisierte Stoffe wie z. B. desoxygeniertes Blut (BOLD-
Effekt) oder magnetische Nanopartikel erzeugten Suszeptibilita¨tsspru¨nge gewinnen zunehmend Be-
deutung in der biomedizinischen Bildgebung. In der vorliegenden Arbeit wurden die Einflu¨sse von
Feldinhomogenita¨ten auf das NMR-Signal untersucht.
Nach einer kurzen Einleitung in Kapitel 1, die einen U¨berblick zum Inhalt der Arbeit gibt, folgt
in Kapitel 2 die Vorstellung der fu¨r die folgenden Untersuchungen no¨tigen Grundlagen, sowohl aus
physikalischer und mathematischer, als auch aus biologischer Sicht. Ein allgemeines Modell der Ma-
gnetfeldinhomogenita¨ten wird entwickelt und die lokale Resonanzfrequenz um Zylinder und Kugeln
wird angegeben. Des Weiteren wird die fu¨r die nachfolgende Beschreibung der Diffusionseffekte um
magnetisierte Ko¨rper benutzte
”
Strong-Collision-Na¨herung“ erkla¨rt.
Wie in den physikalischen Grundlagen dargestellt wurde, kann die Diffusion in einem inhomo-
genen Magnetfeld als stochastischer Prozess im Sinne einer Brownschen Molekularbewegung auf-
gefasst werden. Eine wesentliche Gro¨ße zur Beschreibung dieses Prozesses ist die Korrelationszeit.
In Kapitel 3 wurde diese Korrelationszeit der Diffusionsbewegung um einen magnetisierten Ko¨rper
untersucht. Ein Großteil dieser Ergebnisse ist in unserer Arbeit [44] vero¨ffentlicht. Fu¨r die im Fol-
genden interessierenden Spezialfa¨lle in Form von Zylindern und Kugeln konnte ein Zusammenhang
zwischen der Korrelationszeit, dem Diffusionskoeffizienten, dem Volumenanteil und dem Zylinder-
bzw. Kugelradius hergestellt werden. Des Weiteren wurde die Oberfla¨chenbeschaffenheit des ma-
gnetisierten Ko¨rpers beru¨cksichtigt. Im Falle einer impermeablen Oberfla¨che wurden reflektierende
Randbedingungen angenommen, d. h. sobald ein Spin die Oberfla¨che beru¨hrt, wird die Trajektorie
durch eine symmetrische Trajektorie fortgesetzt. Ko¨nnen die Wassermoleku¨le die Oberfla¨che des
magnetisierten Ko¨rpers jedoch durchdringen, mu¨ssen strahlende Randbedingungen angenommen
werden. Diese ko¨nnen im Sinne eines aus der Physiologie bekannten Oberfla¨chenpermeabilita¨tspro-
duktes beru¨cksichtigt werden.
Die Sta¨rke der Suszeptibilita¨tseffekte wird durch die charakteristische Frequenz δω ∝ ∆χB0 be-
schrieben, wobei ∆χ die Suszeptibilita¨tsdifferenz zum umgebenden Medium ist. Diese sogenannte
statische Frequenzskala kann mit der dynamischen Frequenzskala, die als das Inverse der Korre-
lationszeit 1/τ definiert ist, verglichen werden. Dadurch ist eine Einteilung der Diffusionsregime
mo¨glich. Wenn die durch die Suszeptibilita¨tsdifferenz hervorgerufenen Effekte gro¨ßer sind als der
Einfluss der Diffusion, d. h. δω ≫ 1/τ , ist das Static-Dephasing-Regime das zugrunde liegende Dif-
fusionsregime. Im umgekehrten Grenzfall δω ≪ 1/τ herrscht das Motional-Narrowing-Regime. Mit
den Ergebnissen aus Kapitel 3 kann nun aus den charakteristischen Parametern des Gewebes (Diffu-
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sionskoeffizient, Durchmesser des magnetisierten Ko¨rpers, Volumenanteil, Suszeptibilita¨tsdifferenz)
ermittelt werden, welches Diffusionsregime das zugrunde liegende ist. Damit kann entschieden wer-
den, welche Na¨herungsmethode zur Beschreibung der Relaxation angewandt werden muss.
Fu¨r den Fall des Motional-Narrowing-Regimes, der z. B. zur Beschreibung der Relaxationsef-
fekte von injizierbaren MR-Kontrastmitteln angewandt wird, kann die Relaxationszeit leicht aus
der Korrelationszeit und dem Erwartungswert der lokalen Frequenz um ein Kontrastmittelteilchen
entsprechend der Gleichung 1/T2 = τ〈ω2(r)〉 ermittelt werden. Fu¨r niedrige Kontrastmittelkon-
zentrationen ergibt sich wie erwartet ein linearer Zusammenhang zwischen Relaxationsrate und
Konzentration des Kontrastmittels.
Zur Charakterisierung biologischer Gewebe, die Feldinhomogenita¨ten enthalten, eignen sich
nicht nur die Relaxationszeiten, sondern auch die Frequenzverteilung, die von den Feldinhomo-
genita¨ten erzeugt wird. Diese Frequenzverteilungen werden in Kapitel 4 untersucht. Mit dieser
Methode ist es mo¨glich, die NMR-Signalentstehung im magnetisch inhomogenen Gewebe u¨ber den
gesamten Dynamikbereich, also vom Motional-Narrowing-Regime zum Static-Dephasing-Regime zu
beschreiben. Dazu wird die Frequenzverteilung innerhalb eines Voxels beschrieben. Zuerst wurde das
einfach zu beschreibende Static-Dephasing-Regime untersucht, in dem die Diffusion vernachla¨ssigt
werden kann. Durch Anwenden des aus der statistischen Physik bekannten Formalismus der Zu-
standsdichten konnte die Frequenzverteilung um ein zylinderfo¨rmiges Objekt analytisch ermittelt
werden. Die Ergebnisse sind in unserer Arbeit [51] vero¨ffentlicht. Diese analytischen Werte konn-
ten durch Simulationen und durch numerische Rechnungen besta¨tigt werden. Ein Phantom zur
Messung der exakten Form der Frequenzverteilung wurde entwickelt und auch die experimentellen
Ergebnisse stimmen mit den analytischen Resultaten u¨berein. An diesem Beispiel der Frequenzver-
teilung um eine Kapillare konnte sehr gut gezeigt werden, wie die vier Grundlagen, auf denen der
Prozess der physikalischen Erkenntnisgewinnung basiert – na¨mlich analytische Ergebnisse, Compu-
tersimulationen, numerische Rechnungen und die experimentelle Besta¨tigung – genutzt wurden, um
saubere und reproduzierbare Ergebnisse zu erhalten. Aus dieser intensiven Bearbeitung – sowohl
von theoretischer als auch experimenteller Seite – ergaben sich weitere interessante Fragestellungen,
wie z. B. der Einfluss der Diffusionseffekte des umgebenden Mediums auf die Frequenzverteilung.
Um diese Fragestellung erscho¨pfend zu beantworten, wurde die im Grundlagenabschnitt beschrie-
bene Strong-Collision-Approximation genutzt. Durch Verallgemeinerung der Ergebnisse des Static-
Dephasing-Regimes konnte ein Formalismus zur Beschreibung der Frequenzverteilung, der u¨ber den
gesamten Dynamikbereich gu¨ltig ist, abgeleitet werden. Die erhaltenen Ergebnisse stimmen mit den
aus der Linienformtheorie nach Kubo erhaltenen Resultaten u¨berein. Diese Ergebnisse wurden in
der Arbeit [68] vero¨ffentlicht.
Mit der in Kapitel 3 untersuchten Korrelationszeit konnte die Frequenzverteilung um zylin-
derfo¨rmige und kugelfo¨rmige Objekte u¨ber den gesamten Dynamikbereich beschrieben werden.
Mit diesen Ergebnissen ko¨nnen nun nicht nur Gradientenechoexperimente, sondern auch weiterent-
wickelte Pulssequenzen, wie z. B. SSFP-Sequenzen, beschrieben werden.
Die Charakterisierung von Geweben durch Relaxationszeiten setzt die Annahme eines exponen-
tiellen Magnetisierungszerfalles voraus. Die bisherigen Verfahren zur Beschreibung der Dephasie-
rung in Bildgebungsexperimenten beruhen auf dem Anderson-Weiss-Modell. Ausgangspunkt dieses
Modells ist die Annahme einer gaußverteilten Sta¨rke der Sto¨rfelder bzw. Sto¨rfrequenzen, die durch
Magnetfeldinhomogenita¨ten induziert werden. Entscheidend fu¨r den Magnetisierungszerfall ist je-
doch der Phasenwinkel. Problematisch ist, dass Anderson und Weiss als bewiesen annahmen, es sei
die Gaußverteilung des Phasenwinkels automatisch bei einer Gaußverteilung der Sto¨rfelder gegeben.
Eine exakte Untersuchung des Zusammenhangs zwischen Frequenz- und Phasenverteilung wur-
de in Kapitel 5 vorgenommen und in unserer Arbeit [35] vero¨ffentlicht. Dabei wurden auch erstmals
die exakten Kriterien fu¨r die Anwendbarkeit des Anderson-Weiss-Modell herausgearbeitet. Zentra-
85
ler Untersuchungsgegenstand ist die U¨bergangswahrscheinlichkeit eines diffundierenden Spins von
der Sto¨rfrequenz ω1 zur Frequenz ω2 innerhalb des Zeitintervalls ∆t, auch als Greensche Funk-
tion G(ω2, ω1,∆t) bezeichnet. Diese Betrachtungsweise knu¨pft direkt an die bereits von Einstein
eingefu¨hrte stochastische Beschreibung der Diffusion an.
Im Rahmen dieser Untersuchungen konnte gezeigt werden, dass eine gaußfo¨rmige Verteilung der
Phasenwinkel a¨quivalent zu einer gaußfo¨rmigen U¨bergangswahrscheinlichkeit der Resonanzfrequen-
zen ist, jedoch folgt aus einer gaußfo¨rmigen Frequenzverteilung nicht eine gaußfo¨rmige Phasenwin-
kelverteilung. Dies bedeutet, dass die Annahme einer Gaußschen Dephasierung der Phasenwinkel die
U¨bergangsdynamik zwischen lokalen Frequenzen auf eine sehr spezielle Klasse von stochastischen
Prozessen beschra¨nkt. Nur wenn die U¨bergangsdynamik durch einen Ornstein-Uhlenbeck-Prozess
beschrieben werden kann, also sa¨mtliche Charakteristika eines stationa¨ren Gaußschen Prozesses auf-
weist, ist das Anderson-Weiss-Modell der Dephasierung anwendbar. Wa¨hrend Anderson und Weiss
als einzige Voraussetzung fu¨r die Anwendbarkeit ihres Modells eine gaußfo¨rmige Gleichgewichtsver-
teilung in den Sto¨rfeldfrequenzen nannten, konnte gezeigt werden, dass diese Voraussetzung nicht
ausreichend ist, sondern dass noch weitere Anforderungen an die Stochastik des U¨bergangsprozesses
zu stellen sind.
Zur praktischen Anwendung auf klinische Fragestellungen reichen jedoch die transversalen Re-
laxationszeiten zur Charakterisierung von Geweben aus. Dazu wurde in Kapitel 6 die transversale
Relaxationszeit magnetisch markierter Zellen untersucht. Die Ergebnisse wurden in unserer Arbeit
[84] vero¨ffentlicht. Zur Ableitung der Ergebnisse wurde angenommen, dass die Kontrastmittelteil-
chen (USPIOs) von den Zellen phagozytiert werden und sich zu einem Kern innerhalb der Zelle
vereinigen. Dieser Kern wird von einer Wasserhu¨lle umgeben, in der die Dephasierung stattfindet.
In Abha¨ngigkeit von dem Volumenanteil der magnetischen Teilchen (Kontrastmittelkonzentration),
dem Diffusionskoeffizienten des umgebenden Mediums und dem Radius der magnetischen Teilchen
konnte die Relaxationszeit T ∗2 bestimmt werden.
Einfache Skalierungsgesetze sind nu¨tzliche Werkzeuge, um Effekte zu verstehen, die durch die
Vera¨nderung verschiedener Parameter auftreten, welche das NMR-Experiment beeinflussen. In Ka-
pitel 7 wird das allgemeine Skalierungsverhalten der transversalen Relaxationszeiten diskutiert. Die
Ergebnisse wurden in unserer Arbeit [45] vero¨ffentlicht. Dabei wird der Dephasierungsprozess um
einen beliebig geformten Ko¨rper betrachtet, die in einem Voxel eingebettet ist. Das Signal von die-
sem Voxel kann als exponentieller Abfall mit einer transversalen Relaxationszeit angena¨hert werden.
Diese transversale Relaxationszeit wird durch verschiedene Parameter beeinflusst: durch die Sus-
zeptibilita¨tsdifferenz zwischen magnetischen Ko¨rper und umgebenden Medium, durch die a¨ußere
Feldsta¨rke, durch den Diffusionskoeffizienten des umgebenden Mediums sowie durch eine charakte-
ristische La¨nge des magnetischen Ko¨rpers. Mit den Skalierungsgesetzen kann nun beschrieben wer-
den, wie sich beispielsweise eine Vervielfachung der a¨ußeren Magnetfeldsta¨rke, eine Vervielfachung
des Diffusionskoeffizienten (durch Erwa¨rmung des umgebenden Mediums) oder eine Vervielfachung
der charakteristischen Abmessungen (U¨bergang vom Tierexperiment zur klinischen Anwendung)
auf die transversalen Relaxationszeiten auswirken. Die Skalierungsgesetze werden am Beispiel ei-
ner blutgefu¨llten Kapillare unter dem gleichzeitigen Einfluss von Kontrastmittel und Vasodilatator
illustriert.
86 KAPITEL 8. ZUSAMMENFASSUNG
Brief Summary
The properties of dephasing and the resulting relaxation of the magnetization are the basic principle
on which all magnetic resonance imaging methods are based. The signal obtained from the gyrating
spins is essentially determined by the properties of the considered tissue. Especially the susceptibi-
lity differences caused by magnetized materials (for example, deoxygenated blood, BOLD-effect) or
magnetic nanoparticles are becoming more important for biomedical imaging. In the present work,
the influence of such field inhomogeneities on the NMR-signal is analyzed.
A short introduction in Chapter 1 gives a survey of the content of the work. In Chapter 2, the
physical and mathematical as well as biological fundamentals which are necessary for the following
analysis are presented. A general model of the magnetic field inhomogeneities is developed and
the local resonance frequency around a cylinder and a sphere is given. Furthermore, the strong
collision approximation, which is used for the subsequent description of the diffusion effects around
magnetized objects, is explained.
As illustrated in the section about the physical basics, the diffusion in an inhomogeneous ma-
gnetic field can be considered a stochastic process analogous to Brownian motion. An essential
parameter to describe this process is the correlation time. In Chapter 3, this correlation time of the
diffusion around a magnetized object is analyzed. Further results have been published in the work
[44]. For the below-mentioned special cases of cylinders and spheres, it was possible to give a rela-
tion between the correlation time, diffusion coefficient, volume fraction, and radius. Furthermore,
the surface structure of the magnetized object was considered. In the case of an impermeable sur-
face, reflective boundary conditions were assumed, i.e. if a spin reaches the surface, the trajectory
of this spin is continued by a symmetric one. If water molecules can penetrate the surface of the
magnetized object, radiative boundary conditions have to be assumed. These boundary conditions
can be considered in the same sense of the surface-permeability-product, which is well known from
physiology.
The intensity of the susceptibility effects is described by the characteristic frequency δω ∝
∆χB0, where ∆χ is the susceptibility difference of the surrounding medium. This so-called static
frequency scale can be compared with the dynamic frequency scale, which is defined as the inverse
of the correlation time. Thus, it is possible to classify the diffusion regimes. If the effects caused
by the susceptibility difference are greater than the influence of the diffusion (i.e., δω ≫ 1/τ) the
underlying diffusion regime is the static dephasing regime. In the opposite limiting case δω ≪ 1/τ
the motional-narrowing regime dominates. With the results of Chapter 3 in hand, it is possible to
determine the underlying diffusion regime from the characteristic parameters of the tissue (diffusion
coefficient, diameter of the magnetized object, volume fraction, susceptibility difference). It is then
possible to decide which approximation has to be applied to describe the relaxation effects.
In the motional narrowing regime, which is applied to describe the relaxation effects of MR
contrast agents, the relaxation time can be easily calculated from the correlation time and the
expectation value of the local frequency around a contrast agent particle according to the equation
1/T2 = τ〈ω2(r)〉. Small values of the concentration of the contrast agent yield, as expected, a linear
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relationship between the relaxation rate and the concentration of the contrast agent.
Not only the relaxation time, but also the frequency distribution, which is caused by the field
inhomogeneities, is applicable to characterizing biological tissues containing field inhomogeneities.
These frequency distributions are analyzed in Chapter 4. Using this method, it is possible to describe
the NMR signal formation in magnetic inhomogeneous tissue over the whole dynamic range from
the motional narrowing regime to the static dephasing regime. For this reason, the frequency
distribution inside a voxel is analyzed. First, the static dephasing regime, in which diffusion effects
can be neglected, was analyzed. The formalism of the density of states, which is well known from
statistical physics, could be applied to calculate the frequency distribution around a cylindrical
object. The results are published in the work [51]. These analytical results could be verified by
simulations and numerical analysis. To measure the exact form of the frequency distribution, an
MRI phantom was developed. The experimental values were in good agreement with the analytical
results. In the example of the frequency distribution around a capillary, it was demonstrated very
well how the four fundamentals on which the gain of knowledge in physics is based - analytical
analysis, computational simulation, numerical calculation, and the experimental verification - were
utilized to obtain exact and reproducible results. This intensive treatment raised further new and
interesting problems, such as the influence of the diffusion effects of the surrounding medium on the
frequency distribution. To consider this issue, the strong collision approximation, described in the
chapter on basic physical principles, was utilized. Generalizing the results of the static dephasing
regime, it was possible to deduce a formalism valid over the whole dynamic range to describe the
frequency distribution. The obtained results are in agreement with the results obtained from Kubos
line shape theory. These results are published in the work [68].
With the correlation time studied in Chapter 3 in hand, it was possible to describe the frequency
distribution around cylindrical and spherical objects over the whole dynamic range. These results
can be used to describe more sophisticated pulse sequences (for example, SSFP-sequences).
The characterization of tissues by relaxation times presumes an exponential decay of the ma-
gnetization. Until now, the methods used to describe the dephasing in magnetic resonance imaging
experiments have been based on the Anderson-Weiss-Model. The starting point of this model is the
assumption of a Gaussian distribution of the fields and frequencies induced by the magnetic field
inhomogeneities. However, the phase angle is essential for the time evolution of the magnetization.
The problem is that Anderson and Weiss assumed that a Gaussian distribution of the phase angle
necessarily follows from a Gaussian distribution of the resonance frequencies.
An exact analysis of the relation between the distribution of the resonance frequencies and
the distribution of the phase angle is performed in Chapter 5 of this work and published in [35].
First, exact criteria for the applicability of the Anderson-Weiss-Model are achieved. The object of
investigation is the transition probability of a diffusing spin from the resonance frequency ω1 to
the resonance frequency ω2 during the time interval ∆t, which is also denoted as Green’s function
G(ω2, ω1,∆t) This approach ties in directly with the description of the diffusion as a stochastic
process, as established by Einstein.
In the framework of this analysis, it could be shown that a Gaussian distribution of the phase
angle is equivalent to a Gaussian transition probability of the resonance frequencies, but a Gaus-
sian distribution of the frequencies does not imply a Gaussian distribution of the phase angles.
This means that the assumption of a Gaussian dephasing of the phase angles restricts the tran-
sition probability between local frequencies to a very limited class of stochastic processes. Only
if the transition dynamics can be described by a Ornstein-Uhlenbeck-process, which exhibits all
characteristics of a stationary Gaussian process, is the Anderson-Weiss-model applicable. While
Anderson and Weiss assumed that only a Gaussian distribution of the frequencies is necessary for
the applicability of their model, it could be shown that this assumption is not sufficient. Rather,
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further assumptions about the stochastic of the transition process have to be fulfilled.
However, for practical application in medical problems, the transverse relaxation times suffice
to characterize tissues. Therefore, in Chapter 6 the transverse relaxation time of magnetically
labeled cells is analyzed. The results are published in the work [84]. To deduce the results, it was
assumed that the contrast agents (USPIOs) are phagocytosed and agglomerate to a magnetic core
inside the cell. This core is surrounded by a shell of water in which the dephasing occurs. It was
possible to determine the relaxation time T ∗2 as a function of the volume fraction of the magnetic
core (concentration of the contrast agent), diffusion coefficient of the surrounding medium and the
radius of the magnetic core.
Simple scaling laws are a useful tool to understand effects which arise from the variation of
different parameters influencing the NMR-experiment. In Chapter 7, the general scaling behavior
of the transverse relaxation times is discussed. The results are published in the work [45]. To achieve
this, the diffusion process around an arbitrary object embedded in a voxel is considered. The signal
of this voxel can be approximated as an exponential decay with a transverse relaxation time. This
transverse relaxation time is influenced by many parameters: the susceptibility difference between
the magnetized object and the surrounding medium, the strength of the external magnetic field, the
diffusion coefficient of the surrounding medium, as well as a characteristic length of the magnetized
object. With the scaling laws in hand, it is possible to describe the influence of a multiplication of
the strength of the external magnetic field, a multiplication of the diffusion coefficient (by heating
of the surrounding medium), or a multiplication of the characteristic diameter (change from animal
experiment to the measurement of humans) on the transverse relaxation time. The scaling laws are
visualized by the example of a blood filled capillary under the simultaneous influence of contrast
agent and vasodilatator.
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