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2I. INTRODUCTION
The design and construction of reliable quantum computers is one of the greatest chal-
lenges of these decades. Long-lived quantum state superposition, entanglement maintenance
and manipulation of large-qubits systems require the analysis of several technological imple-
mentation aspects of quantum systems [1].
One of the most important problems is that quantum systems cannot be completely
isolated from the environment. This fact, together with imperfections in gate applications,
state preparations and others, induces errors in any quantum computation [2][3][4]. While
there is a fault-tolerant model of quantum computing based on the correction of errors
below a certain threshold [5][6] this method is very expensive in computational resources.
Therefore, the development of new tools in order to analyze the effect and propagation of
quantum errors is an important issue.
This paper presents a novel index, the Isotropic Index, useful to identify uncorrectable
components of mixed quantum states, the isotropic component; and the dis-alignment with
respect to an original reference pure state.
The structure of the paper is as follows. Isotropic errors model and the concept of
isotropic error state are introduced in section II. In section III we define the Isotropic Index
and its graphical representation: the Isotropic Triangle. This representation gives a new
perspective in the analysis of the performance loss in quantum algorithms. The relation
between the isotropic states defined in [7] and isotropic error states is presented in section
IV.
In later sections, V and VI, the index is used to explain the degradation of results in two
well-known quantum algorithms: Grover’s quantum search [8] and Shor’s quantum error-
correcting code [9]. In both cases depolarizing channel models are used.
II. ISOTROPIC ERRORS
In order to define an isotropic error state, a quantum state obtained from a time-
independent isotropic error process, it is useful to introduce the definition of such error
model as in [10] and [11].
Definition 1 (Time-independent isotropic error model). A time-independent isotropic
error process, with an n-qubits pure quantum state |ψ〉 as the reference state, is a stochastic
process f(|ψ〉, 0, t), t ≥ 0, that holds:
• At t = 0, the density probability distribution is f(|ψ〉, 0, 0) = δ(|ψ〉), i.e. there is no
error and the state is |ψ〉 with probability equal to 1.
• The density probability distribution f(|ψ〉, 0, tk) is isotropic for all tk. Let |ψ(tk)〉 be
the random variable at tk. The probability of obtaining the state |φ〉 depends only on
the quantum distance between |ψ〉 and |φ〉,
P (|ψ(tk)〉 = |φ〉) = F (D (|ψ〉, |φ〉)). (1)
• For all tk and tk+1, tk < tk+1, f(|ψ〉, 0, tk) and f(|ψ〉, tk, tk+1) are independent.
3With the purpose of obtaining a closed form for an isotropic error state, we consider the
reference state (r.s.) as the basis state |0〉 (for a general formulation with r.s. |ψ〉, one only
needs a basis change).
According to the definition a ensemble of states
|ψ(tk)〉 = a0(k)|0〉+ a1(k)eiϕ1(k)|1〉+ · · ·+ a2n−1(k)eiϕ2n−1(k)|2n − 1〉, (2)
is an (mixed) isotropic error state (r.s. |0〉) if holds
• |i〉, 0 ≤ i ≤ 2n − 1, the canonical basis vectors (decimal notation),
• ϕi(k) random variables with uniform distribution in [0, 2pi) (the distance does not
depend on the relative phases) and
• ai(k), random variables in [0, 1] subject to the constraints
– ∀k, ∑2n−1i=0 a2i (k) = 1,
– ai(k), 1 ≤ i ≤ 2n − 1, have the same probability distribution.
Remark. In this case both the distance D (|0〉, |ψ(tk)〉) and the probability distribution de-
pend only on a0(k).
A. Density operators
The density matrix corresponding to the quantum state in (2) is
ρ = E [ |ψ(tk)〉〈ψ(tk)| ] = E [(γij(k))] , (3)
where E[·] is the expected value of the random matrix and, for 1 ≤ i, j ≤ 2n − 1,
• γll(k) = a2l (k), ∀i = j = l,
• γ0m(k) = a0(k)am(k)e−iϕm(k), ∀j = m 6= 0,
• γl0(k) = al(k)a0(k)eiϕl(k), ∀i = l 6= 0,
• y γlm(k) = al(k)am(k)ei(ϕl(k)−ϕm(k)), ∀l 6= m.
As a direct consequence of the hypothesis made in (2), one has
• E (eiϕi(k)) = 0,
• E (ai(k)aj(k)ei(ϕi(k)−ϕj(k))) = E (ai(k)aj(k))E (eiϕi(k))E (e−iϕj(k)) = 0
• E (a0(k)) = λ0,
• E (ai(k)) = λ1, ∀ i, 1 ≤ i ≤ 2n − 1,
• (2n − 1)λ1 + λ0 = 1.
4Therefore, the mixed density matrix ρiso representing an isotropic error state (with r.s.
|0〉) has the form
ρiso =


λ0 0 0 0
0 λ1 0 0
...
...
. . .
...
0 0 · · · λ1

 . (4)
Definition 2 (Isotropic error state). Let |ψ〉 be a reference state and M a basis change
matrix so that |0〉 = M |ψ〉. A mixed state ρ is an isotropic error state (r.s.|ψ〉) if the the
state ρ¯ =MρM † has the form (4) and can be expressed as
ρ¯ =


(2nλ1)
I
2n
+ (λ0 − λ1) ρ0, λ0 ≥ λ1
(2nλ0)
I
2n
+ (2n − 1) (λ1 − λ0) ρN0, λ0 < λ1
, (5)
where ρ0 = |0〉〈0| and
ρN0 =
(I − ρ0)
(2n − 1) =
1
(2n − 1)


0 0 0 0
0 1 0 0
...
...
. . .
...
0 0 · · · 1

 (6)
the orthogonal isotropic mixed state relative to the reference state.
III. ISOTROPIC INDEX
In [12] a double index that characterizes error isotropy in one-qubit states was proposed.
This index has some restrictions: firstly it has a geometric, but not quantum, interpretation.
Two different ensembles of states represented by the same density operator are indistinguish-
able by quantum measurements. Second, although it can be generalized for n-qubits states,
it has a hard, and ill conditioned, computation.
In this section we define a new double index that quantifies how far is an arbitrary n-
qubits mixed state from being an isotropic error state: the Isotropic Index. We also introduce
a special representation, a triangular graph, for this index.
A. Mixed state decomposition
In order to characterize the isotropic component of an arbitrary mixed state, it is necessary
to decompose the state into a similar form as in (5).
Lemma 1. For any given n-qubits quantum state ρ the following decomposition is always
possible
ρ = p
I
2n
+ (1− p) ρˆ, (7)
where p is a probability, I is the identity matrix and ρˆ is a density matrix with at least one
null eigenvalue. If ρ already has one null eigenvalue, then p = 0.
5Proof. Since ρ is a density matrix, there is always a unitary matrix M that diagonalizes ρ
into ρd,
ρd =M
†ρM = λI +Θ = 2nλ
I
2n
+ Tr (Θ) ρˆd = p
I
2n
+ (1− p) ρˆd, (8)
with λ being the smaller eigenvalue of ρ. Then
ρ =MρdM
† = p
I
2n
+ (1− p)MρˆdM † = p I
2n
+ (1− p) ρˆ. (9)
B. Isotropic Index definition
Considering the definition 2 and the former decomposition, it is easy to see that equation
(5) is a particular case of (7). Therefore, a quantum state ρ is an isotropic error state (r.s.
|0〉) if when decomposing the state as in (7) the resulting state ρˆ is either ρ0 or ρN0. For
any other reference state a change of basis needs to be performed.
Definition 3 (Isotropic Index). Considering the pure quantum state ρϕ = |ϕ〉〈ϕ| as the
reference, the Isotropic Index for an arbitrary state ρ is defined as the double index
Isoϕ (ρ) = (A, p) (10)
being
• A, the Isotropic Alignment, defined as
A = Fid (ρˆ, ρϕ)− Fid (ρˆ, ρNϕ) (11)
where Fid is the fidelity between quantum states [13], ρˆ comes from the decomposition
(7) and ρNϕ = (I − |ϕ〉〈ϕ|) /(2n − 1) (orthogonal isotropic mixed state of ρϕ),
• and p = 2nλ, the Isotropic Weight, with λ being the smaller eigenvalue of ρ.
1. Isotropic Index properties
Property 1. Since p is defined as a probability it is always in [0, 1]. In the case where p = 1,
the state ρ is equal to I/2n, ρˆ has no meaning and the Isotropic Alignment A has a default
value of 1. In this case, ρ is an isotropic error state.
Property 2. The Isotropic Alignment A lies in [−1, 1], since the states ρϕ and ρNϕ are
orthogonal to each other. For all Isotropic Weight p, ρ is an isotropic error state if either
A = 1 or A = −1.
Property 3. The index is invariant under any unitary operator U applied to both the studied
state and the reference state, i.e. Isoϕ (ρ) = Isoψ (σ) with |ψ〉 = U |ϕ〉 and σ = UρU †.
6Property 4. Given any trace-preserving quantum operation, represented via its Kraus’ op-
erators as
ε(ρ) =
k∑
i=1
MiρM
†
i , where
k∑
i=1
M †iMi = I, (12)
the Isotropic Weight p is non-decreasing if ε(ρ) is unital [14]
k∑
i=1
MiM
†
i = I. (13)
Proof. Let ρ be the quantum state studied with its corresponding decomposition as in equa-
tion(7)
ρ = p
I
2n
+ (1− p)ρˆ.
Then
ε(ρ) =
p
2n
k∑
i=1
MiM
†
i + (1− p)
k∑
i=1
MiρˆM
†
i = p
I
2n
+ (1− p)
k∑
i=1
MiρˆM
†
i . (14)
Hence, the Isotropic Weight is p + (1 − p)α, where α ≥ 0 is the Isotropic Weight of∑k
i=1MiρˆM
†
i . As can be observed from the former expression, the condition given by (13)
is sufficient, yet not necessary.
Remark. For closed quantum operations (described by a unitary operator) the Isotropic
Weight remains constant.
C. Graphical representation: the Isotropic Triangle
As stated in property 1, when p = 1 the index Isoϕ (ρ) = (A, 1) represents the same point
in space for all A. For this reason the most appropriate form of representation is a triangle.
Let the Isotropic Index be Isoϕ (ρ) = (A, p). The coordinates on the triangle are deter-
mined by the map
x = (1− p)A, (15)
y = p. (16)
Figure 1 shows the reference state (ρϕ), the orthogonal isotropic mixed state (ρNϕ) and
the maximally mixed state I/2n in the Isotropic Triangle.
1. Isotropic Triangle properties
Given the invariance of the Isotropic Index with respect to a change of basis, on the
following properties we consider the r.s. as |0〉.
Property 1 (Null probability states). Considering the projector constructed by the r.s.,
states with null probability (Fid(ρ0, ρ) = 0), lie at the bottom of the triangle in the interval[
−1,−
√
1
2n−1
]
.
70−1 1−0.5 0.5
0
1
−0.2
0.2
0.4
0.6
0.8
1.2
A
p
FIG. 1. Isotropic Triangle. This figure shows the double Isotropic Index for the states ρϕ (square),
ρNϕ (circle) and I/2
n (cross).
Proof. With the decomposition (7), the respective probability is at least p/(2n). This implies
that for null probability the Isotropic Weight must be p = 0 and, therefore, ρ = ρˆ. Since
Fid (ρˆ, ρ0) = 0 (square root of the probability), in this case we have that A = −Fid (ρˆ, ρN0).
If ρ = ρN0 ⇒ A = −1. Hence, the states with minimum fidelity with respect to ρN0 and
null probability are the 2n − 1 canonical basis states (without |0〉). Thus,
ρˆ = ρi = |i〉〈i|, F id (ρˆ, ρN0) =
√
〈i|ρN0|i〉 = 1√
2n − 1 . (17)
Property 2 (Pure states isotropy). Let ρ be the density matrix of a pure state of the
form |ψ〉 = a0|0〉+ a1eiϕ1 |1〉+ · · ·+ a2n−1eiϕ2n−1 |2n − 1〉. In this case, it is immediate to see
that p = 0, since there is a unique eigenvalue equal to 1. Hence, the calculation of A reduces
to
Fid0 = Fid (|ψ〉, |0〉) = a0, (18)
FidN0 = Fid (|ψ〉, ρN0) =
√
〈ψ|ρN0|ψ〉,
=
√√√√2n−1∑
k=1
a2k
2n − 1 =
√
1− a20
2n − 1 , (19)
⇒ A = Fid0 − FidN0 = a0 −
√
1− a20
2n − 1 . (20)
Therefore, pure states are located in the bottom of the triangle in the interval
[
−
√
1
2n−1 , 1
]
.
8Remark. Since the calculated probability depends only on a20, all pure states with the same
probability have the same index.
Iso0 (ρ) =

a0 −
√
1− a20
2n − 1 , 0

 . (21)
Figure 2 illustrates the pure states (black) and the null probability (gray) zones. Note
that pure states with null probability have the index in the intersection of both zones,
Iso0 (ρ) =
(
− 1√
2n−1 , 0
)
.
0−1 1−0.8 −0.6 −0.4 −0.2 0.2 0.4 0.6 0.8
0
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0.6
0.8
A
p
FIG. 2. Properties 1 and 2. Pure sates (red circles) and null probability states (blue squares).
Property 3 (Depolarizing channel). Let ρ be an initial state with a decomposition as in
(7) and an index given by Iso0 (ρ) = (A, p). After applying a depolarizing channel operator
error [13] the resulting state is
ε (ρ) = γ
I
2n
+ (1− γ) ρ, (22)
with γ ∈ [0, 1]. In this case
ε (ρ) = γ
I
2n
+ (1− γ) p I
2n
+ (1− γ) (1− p) ρˆ
= (γ + p− γp) I
2n
+ (1− γ − p + γp) ρˆ
= α
I
2n
+ (1− α) ρˆ, (23)
being α the new Isotropic Weight. Then A remains constant (same ρˆ) and the Isotropic
Weight varies from p (γ = 0) to 1 (γ = 1). As can be seen in figure 3(a), the trajectories
are line segments joining the initial state with the maximally mixed state (ρ = I
2n
).
9Property 4 (Unitary evolution). Due to property 4, for a fixed reference state, if the
studied state evolves within a closed system (unitary operator model), the Isotropic Weight
remains constant. Figure 3(b) shows the evolution of the index for some initial states.
0−1 1−0.8 −0.6 −0.4 −0.2 0.2 0.4 0.6 0.8
0
1
−0.2
0.2
0.4
0.6
0.8
A
p
(a)Index evolution due to a depolarizing channel
(error probabilities from 0 to 1). Initial states:
reference state (black circles), null probability
state (blue squares) and random state with
non-null Isotropic Weight (red crosses).
0−1 1−0.8 −0.6 −0.4 −0.2 0.2 0.4 0.6 0.8
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(b)Index evolution due to random unitary
evolution. Initial states: reference state (black
circles), random state with p = 0.25 (blue
squares) and random state with p = 0.5 (red
crosses).
FIG. 3. Examples for properties 3 and 4, for 4-qubits states.
Remark. Even though there is no direct relationship between the probabilities and the
Isotropic Alignment, from (11) it can be seen that there is a correlation between the in-
crease (decrease) of the Alignment and the increase (decrease) of such probabilities. This
can be observed in figure 4.
IV. HORODECKI’S ISOTROPIC STATE
An isotropic state [7] is a bipartite 2n-qubits state, invariant under unitary transforma-
tions of the form U ⊗ U∗, being U any unitary matrix and U∗ its conjugate.
Considering d = 2n, these states are described by a unique parameter α and are of the
form
ρ = (1− α) I
d2
+ α|φ〉〈φ|, − 1
d2 − 1 ≤ α ≤ 1 (24)
being
|φ〉 = 1√
d
2n−1∑
j=0
|j〉 ⊗ |j〉 (25)
with |j〉 the canonical basis states of d-dimension space.
Unlike an isotropic error state, an isotropic state has, by definition, an even number of
qubits. We now calculate the Isotropic Index for isotropic states with reference state |φ〉.
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(a)Constant probability zones: 0.8 (black), 0.6
(dark gray), 1/2n (medium gray) and 0.25/2n
(light gray).
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(b)Random states probabilities. Darker zones
have higher probabilities.
FIG. 4. Isotropic Index for 4-qubits random states. Probability variation.
If the parameter α is in [0, 1], and taking into consideration that |φ〉 is a pure state, it is
easy to note that the state is already expressed as in decomposition (7). Hence, for this case,
the index is Isoϕ (ρ) = (1, 1− α), i.e. an Isotropic Alignment equal to 1 and an Isotropic
Weight equal to 1 − α. In this particular case of α, the state can be seen as applying the
depolarizing channel to the original state |φ〉.
If, on the other hand, α is in the interval [−1/(d2− 1), 0), considering p = 1+ (d2 − 1)α,
the state can be expressed as
ρ = (1− α) I
d2
+ α|φ〉〈φ| = p I
d2
+ (1− p) I − |φ〉〈φ|
d2 − 1 = p
I
d2
+ (1− p) ρNφ, (26)
where ρNφ is the orthogonal isotropic mixed state of state |φ〉〈φ|. It can be seen that, with
the earlier definition, p, the Isotropic Weight, is in [0, 1) and the Isotropic Alignment is
always −1.
Hence, an isotropic state can always be interpreted as an isotropic error state with ref-
erence state |φ〉. Figure 5 shows the evolution of the index in the triangular graph, for
α ∈ [−1/(d2 − 1), 1].
V. DIS-ALIGNMENT IN A GROVER’S FAULTY SEARCH
Grover’s quantum search algorithm [15, 16] deals with the problem of finding a target
element in an unstructured database of N elements. It provides a quadratic speedup (kGr =⌊
pi
4
√
N
⌋
steps) over the classical brute-force search.
However, considering that any quantum system is subject to error presence, the perfor-
mance is affected. This phenomena has been studied by several authors in the last years
[17–23].
In this section, the results obtained in [24] are analyzed by using the Isotropic Index.
11
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FIG. 5. Isotropic Index evolution for isotropic states for: α ∈ [0, 1] (blue crosses) and α ∈ [−1/(d2−
1), 0) (red circles).
A. Grover’s algorithm
Let there be a set of N = 2n quantum basis states in a Hilbert space (H = CN) in which
the search is to be performed, and an unknown marked state (target or solution) among
them. Considering a system that identifies the target (oracle), the aim is to find such target
using this system in as few steps as possible.
Let |t〉 be the target element and
|s〉 = 1√
N
N−1∑
i=0
|i〉 (27)
the initial state. In density matrix representation, these states are ρt = |t〉〈t| and ρs = |s〉〈s|,
respectively. Algorithm 1 describes this search.
Algorithm 1: Grover’s search algorithm
1. Set up the superposition state ρs.
2. Apply the oracle operator O = 2 |t〉 〈t| − I.
3. Apply the diffusion operator D = 2 |s〉 〈s| − I.
4. Repeat steps 2 and 3
⌊
pi
4
√
N
⌋
− 1 times.
5. Perform measurements in the canonical basis in each qubit. The target state will emerge
with high probability as N ≫ 1.
Applying the algorithm k times results in
ρ(k) = |sk〉〈sk|, (28)
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with
|sk〉 = sin ((2k + 1)θ) |t〉+ cos((2k + 1)θ)|t¯〉,
|t¯〉 = 1√
N − 1
N−1∑
i=0
i 6=t
|i〉 and θ = arcsin
(
1√
N
)
. (29)
Therefore, the success probability (of obtaining the target state) after k steps is
p(k) = sin2 ((2k + 1) θ) . (30)
Grover’s operator G = DO can be interpreted as a double reflexion, in the hyperplane
generated by the orthogonal states |t〉 and |t¯〉, as shown in Figure 6. After kGr steps, the
state is close to |t〉 (θ/2 ≈ pi/2).
FIG. 6. Grover’s algorithm hyperplane generated by |t〉 and |t〉.
B. Local and Total Depolarizing Channels
Salas [25] and Vrana et al. [26] have analyzed the degradation of the algorithm caused
by the Total Depolarizing Channel (TDCh). A summary of the results obtained by Cohn
et al. [24] are presented, in which the degradation of the algorithm with TDCh and Local
Depolarizing Channel (LDCh) is compared. Both error models are illustrated in Figure 7.
q₁
q₂
q
n
(a)Total Depolarizing Channel error model,
TDCh.
q₁
q₂
q
n
(b)Local Depolarizing Channel error model in
each qubit, LDCh.
FIG. 7. Depolarizing error models. Errors are applied after each iteration of the algorithm.
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The TDCh error ε(ρ, γ), acting on a state ρ with probability γ, is modeled by Eq. (22).
Similarly, the LDCh error is modeled as
εL(ρ, α) = ε1(ρ, α) ◦ ε2(ρ, α) ◦ · · · ◦ εn(ρ, α), (31)
being α the error probability per qubit and εi(ρ, α) the depolarizing error applied to qubit
i.
The necessary conditions to maintain the order of the original error-less algorithm are
presented in Table I for both TDCh (γ) and LDCh (α). As can be seen from the table,
LDCh has a more restrictive condition.
TDCh LDCh
γ ≪ (kGr)−1 α≪ (kGr log2N)−1
TABLE I. Necessary conditions in γ (TDCh) and α (LDCh) to maintain Grover’s algorithm original
order Θ(
√
N).
C. Isotropic Index interpretation
The Isotropic Index provides a new insight in the analysis of the noisy algorithms evolu-
tion. In this case, the error-less state in each k step (29) is used as the reference state.
1. Total Depolarizing Channel
As shown in [24][26], after k steps the state is
ρ(k, γ) =
[
1− (1− γ)k
] I
2n
+ (1− γ)k ρ(k), (32)
where ρ(k) is the error-less density matrix (28) and γ is the error probability.
Comparing equations (32) and (7), it is easy to see that the Isotropic Weight is p =
1 − (1− γ)k, and the Isotropic Alignment is always 1. Figure 8 shows the index evolution
for several γ values.
2. Local Depolarizing Channel
As seen above, Grover’s algorithm is more sensitive to the LDCh error rather than to the
TDCh. In the former, even for small values of Isotropic Weight p, the Isotropic Alignment
has a huge deviation towards −1 (i. e. close to ρNϕ), as illustrated in figure 9. This fact can
be interpreted as an indicator of the state deviation from the original hyperplane (figure 6),
which affects directly the order.
14
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(a)Isotropic Weight evolution versus steps.
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(b)Evolution in the Isotropic Triangle.
FIG. 8. Grover’s algorithm with TDCh. Evolutions considering several γ values in
{0, 0.025, 0.05, 0.1, 0.15, 0.2, 0.5}. Darker tones indicate lower error values.
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(a)Isotropic Alignment evolution versus steps.
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(b)Isotropic Weight evolution versus steps.
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(c)Evolution in the Isotropic Triangle.
FIG. 9. Grover’s algorithm with LDCh. Evolutions considering several α values in
{0, 0.025, 0.05, 0.1, 0.15, 0.2, 0.5}. Darker tones indicate lower error values.
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VI. ERROR PROPAGATION IN SHOR’S CODE
In the last decades, with the purpose of protecting information from errors inherently
present in any quantum system, diverse proposals have appeared [2, 27, 28]. Error-correcting
codes [29] enabled the development of, among others, fault-tolerant designs [3, 5, 6]. In this
section, we analyze the performance of Shor’s 9-qubit code [9] under the effect of the LDCh
error using the Isotropic Index.
A. Shor’s code
The 9-qubit code, proposed by Peter Shor in 1995, is one of the first proposals for quantum
error correction. It is capable of correcting any kind of error in any qubit, as long as there
is an error present in only one qubit. It does so by combining 3-qubits codes for both
logical and phase errors. The circuit, as illustrated in figure 10, shows a particular unitary
implementation that does not need to measure syndrome ancillas.
FIG. 10. Shor’s code. Encoder/Channel/Decoder&Corrector.
The corresponding logical states are
|ψ〉 = |0〉 → |0L〉 ≡ 1√
8
(|000〉+ |111〉)⊗3 ,
|ψ〉 = |1〉 → |1L〉 ≡ 1√
8
(|000〉 − |111〉)⊗3 . (33)
B. Error propagation analysis
In this analysis, we will consider perfect quantum gates and model the error in the channel
as a LDCh in each qubit, with α ∈ [0, 1] being the error probability, as in (31). We define
the success probability (probability of obtaining the initial state |ψ〉) as
Pex = Fid
2 (|ψ〉, ρ) = 〈ψ|ρ|ψ〉. (34)
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It can be seen, figure 11(a), that the states with higher probability are
|+〉 = |0〉+ |1〉√
2
and |−〉 = |0〉 − |1〉√
2
, (35)
whereas the states with lower probability are
|y+〉 = |0〉+ i|1〉√
2
and |y−〉 = |0〉 − i|1〉√
2
. (36)
This result is valid for all α ∈ (0, 1).
Figure 11(b) illustrates the variation of the success probability Pex as a function of error
probability α for the initial states |+〉, |0〉 and |y+〉.
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(a)Pex for every initial state |ψ〉 in Bloch’s
sphere. Error probability α = 0.1.
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(b)Pex as a function of channel error probability
α. Solid black curve corresponds to an initial
state |+〉, dashed dark gray to |0〉 and dotted
light gray to |y+〉.
FIG. 11. Success probability Pex for different initial states.
In order to analyze the results using the Isotropic Index, it is necessary to decompose the
final state ρ as in equation (7). In this case, success probability Pex is given by
Pex =
p
2
+ (1− p)〈ψ|ρˆ|ψ〉, (37)
with p being the Isotropic Weight.
Figure 12 shows the Isotropic Index with initial state
|ψpi/4〉 = (1/
√
2)
(|0〉+ eipi4 |1〉) , (38)
which is the state that has the lowest value of Isotropic Alignment. As can be observed in
the figure this value is close to 1. Hence, for any initial state |ψ〉, the Isotropic Alignment
is always close to 1. Therefore, by equation (11), the term 〈ψ|ρˆ|ψ〉 is close to A2, and a
zero-order approximation yields
Pex ≈ 1− p
2
. (39)
Finally, it is relevant to note that the loss of probability is mainly given by the Isotropic
Weight and not by the dis-alignment.
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FIG. 12. Isotropic Index evolution for α ∈ [0, 1] and initial state |ψpi/4〉.
VII. CONCLUSION
In this paper we introduce an (double) Isotropic Index Iso(A, p) in order to study error
propagation in quantum algorithms, given an initial pure reference state. This index char-
acterizes the isotropy using two components: an inherent isotropic component, or Isotropic
Weight, p that indicates the maximal mixed I/2n part; and a residual component, that
quantified by the Isotropic Alignment indicates the deviation from an actual isotropic error
state.
Some examples have been shown in order to explain that degradation due to error prop-
agation may have different origins: some caused by the accumulation of the isotropic com-
ponent (Shor’s code) and others by the increase of deviation (Grover’s algorithm).
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