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Abstract--With the introduction of the Karmarkar algorithm hope for optimally solving "super large" 
LP problems, often encountered in the communication industry, had risen high. However, a general code 
of the original Karmarkar algorithm takes a long computation time to solve such problems. Employing 
proper factorization schemes ubstantially reduces the computation time of the Karmarkar algorithm for 
solving super large linear programming (LP) problems. 
In this paper a modified version of the Karmarkar algorithm is described, and the complexities involved 
in applying the algorithm to a class of super large LP problems are identified. A factorization scheme, 
"decomposed block Cholesky factorization', is proposed in order to reduce the complexities of a matrix 
inversion operation that occurs within every iteration of the Karmarkar algorithm. 
The factorization scheme capitalizes on the generally well-behaved block structure of the constraint 
matrix of the super large LP problems. The computation time required for solving a class of super large 
LP problems, using this scheme, is estimated to be reduced by a factor of two orders of magnitude. The 
proposed factorization scheme is even more promising in solving the super large LP problems on parallel 
processors using the Karmarkar algorithm. 
1. INTRODUCTION 
Super size linear programming (LP) problems are often encountered in communication, transpor- 
tation and petroleum industries and in military operations. The number of variables for this class 
of LP problems runs high, usually well-above a million with the number of constraints exceeding 
a hundred thousand. 
Figure 1 shows an arc-flow version of the LP formulation of a super size LP problem, a typical 
teletraffic routing problem [1]. In a compact and standard formulation, this problem can be written 
as: minimize CX subject o AX = b with 0 <~ X ~< u. Experts in scientific computation for solving 
this class of large size research and development problems generally agree that only algorithms with 
low order polynomially bounded operation time (number of arithmetic operations) can be 
considered as an acceptable and a viable solution alternative for the super size LP problems. This 
means the computational complexity of the solution algorithm should be bounded by its 
polynomial growth with respect o the size of the input. 
Among existing LP solution algorithms, the simplex algorithm was proved to be nonpolynomial 
(exponential) in computational complexity and as such is impractical for most super size LP 
problems [2]. With the introduction of the Karmarkar algorithm hope for optimally solving the 
super size LP problems had risen. Variants of Karmarkar's polynomial-time algorithm have shown 
great potential for solving large scale LP problems [3]. This class of interior point algorithms is 
considered to be a viable solution scheme for medium and large size LP problems [4]. A general 
code of the original Karmarkar algorithm takes prohibitively long computation time to solve such 
problems. The complexities lie within a computational step of the Karmarkar algorithm for solving 
a very large system of linear equations. Fortunately, matrices of actual world super size LP 
problems often are sparse and generally possess a well-behaved block structure that can be 
effectively exploited. In other words, it is impossible to find a large size "actual world" LP problem 
that could not have a formulation with a favorably block structured constrained matrix. 
An effort to combine a scheme to exploit the well-behaved structure of super size actual world 
problems with the Karmarkar algorithm proves to be fruitful. In this paper a decomposed 
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Fig. 1. LP formulation ofa typical DNHR teletrattic routing problem. 
factorization scheme is proposed to circumvent the computational complexities of the Karmarkar 
algorithm. The proposed scheme, Cholesky factorization, capitalizes on the favorable block 
structure of the constraint matrix of the super size LP problems. It reduces the complexities of 
inverting the matrix, within a computational step of the Karmarkar algorithm, by a factor of two 
orders of magnitude. The proposed factorization scheme is even more promising in solving the 
super size LP problems on parallel processors using the Karmarkar algorithm. 
In Section 2 a modified version of the Karmarkar algorithm [5] is introduced, and the 
complexities involved in applying the algorithm to a class of super size LP problems, shown in 
Fig. 1, are identified. In Section 3 the Cholesky factorization scheme proposed to circumvent the 
complexities i described. Estimate of computations and a few concluding remarks are given in 
Sections 4 and 5, respectively. 
2. KARMARKAR ALGORITHM: A VIABLE SOLUTION METHOD 
Given an interior point X ° of the following formulation of the LP problem: 
Step 0 
Set k ~0 
minimize CX subject o AX = b with 0 ~< X. 
Step I 
Apply an affine scaling transforming to bring X k to the interior (center) of the polytope 
{AX = b, X > 0} that is; 
f:k = D[~ Xk, (1) 
where Dk = diag(x~). 
Step 2 
Take a projective steepest descent step in the transformed space to improve CX as follows: 
£~+ I = £k + A£k, (2) 
where 
A.~ k = ot [I - Dk A T(AD ~ A T)- I ADk ]Dk c. (3) 
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Step 3 
Transform ~-k +t back to the original space; 
X k+l = DkX k+l. (4) 
Step 4 
Set k ok  + 1 and return to Step 1 if it has not terminated by a stopping criterion. 
Matrix Dk is a diagonal matrix with elements equal to the elements of the solution point at the 
kth iteration, xk. The 0t coefficient in equation (3) is a constant parameter for keeping .~-k+, in the 
interior of the feasible region. 
The major computational complexity surrounding the Karmarkar algorithm is that at every iter- 
ation the projection vector P = (I - Dk A T[A D ~ A T]-t A Dk c) must be computed. The computationally 
intensive part of finding the projection vector is equivalent to solving the following linear system: 
MY =f ,  (5) 
where M = AD~A T, and f= AD~kC. If this system is solved for Y, there would be: 
Inserting Y in equation (3): 
hence, the problem is solved. 
Y = M- I f=  [AD2.4TI-I.4D2c. 
Af (  k = ct[DkC -- DkA T y], 
(6) 
(7) 
There are two general classes of numerical methods for solving systems of linear equations. They 
are "iterative" and "direct" methods. Both methods have been successfully implemented to solve 
large size linear systems. The difficulties with solving super size linear systems are the storage 
requirements and the CPU time. Estimation of CPU time, using George and Liu's formula [6] to 
compute the number of operations required, reveals that several hundred hours are needed to solve 
a super size LP problem with existing codes of the Karmarkar Algorithm on a 10-20 Mflops 
hardware. 
The proposed ecomposed Cholesky factorization will cut down the CPU time by a minimum 
of two orders of magnitude. Investigation of super size LP problems has revealed that these 
problems have a favorable block structure in their constraint matrices (Fig. 2). This structure allows 
decomposition of the computational scheme and consequently provides ubstantial savings in the 
CPU time. Substantial reduction can be obtained by finding an equivalent Cholesky factor of 
the AA T matrix for determining the projection vector of the Karmarkar algorithm shown in 
equation (3). Figure 3 shows the AA T matrix and its Cholesky factor in block structure. Since the 
structure of the Cholesky factor is preserved in every iteration of the Karmarkar algorithm, only 
one symbolic factorization is required. The actual value of the elements of the triangular Cholesky 
factor matrix is determined by inserting the diagonal elements of matrix Dk in the appropriate 
positions identified by the symbolic factorization. 
In the following section the proposed "decomposed block Cholesky factorization scheme" is 
described in detail. 
3. DECOMPOSED BLOCK CHOLESKY FACTORIZATION SCHEME 
Figure 2 shows the block structure of the A matrix of the LP formulation of a super size problem. 
The matrix also includes the coefficient of the slack variables of the standard LP formulation. It 
can be shown that AA T is a symmetric positive definite (SPD) matrix. This guarantees the existence 
of a Cholesky factor L that [6]; 
LL  T = AA T. 
The block structure of the Cholesky factor L of AA T is given in Fig. 3. By establishing a one-to-one 
correspondence b tween the block elements of matrices AA r and LL  T we can determine the specific 
structure of Dh, Rh, Sh and Lh of Matrix L in term of the numerical values of the elements of matrix 
AA T. 
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Fig. 2. Constraint matrix A and its elements in block strucure. 
An algorithmic approach for determining the block elements of matrix L consists of the following 
steps. 
Step 1 
Dh is computed by; 
D,D~ = Q,Q,~, for all h = 1, 2 . . . . .  H, 
A~= 
AA T ,, LL T 
O t Ol T 0 
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Fig. 3. Matrix AA T and its Cholesky factor in block structure. 
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from the information we have on matrix Qh, it can be shown that the QhQ T product produces a
regular diagonal matrix with diagonal elements equal to ,¢/J. The elements of Matrix Dh is 
determined by; 
. V S - I t /2 
d h h h = I F, qoqul , for all i = 1, 2 , . . .  K, 
L j= I  d 
and 
In brief; 
h d U-0, for a l l i= j= l ,2  . . . .  K. 
= ". = 4 [0. 
0 
Step 2 
Having determined matrix Dh, as an equal element diagonal matrix, compute the elements of 
matrix Rh as follows; 
RhD~=PhQ~, for all h = 1 ,2 , . . . ,H ,  
replacing D~ by x/~ times identity matrix; 
= jP QI, 
where each element of Rh is as follows; 
r ° -~ t--I 
Step 3 
Having matrix Rh, compute the elements of matrices Lh and Sh. Assuming So = [O], determine 
Sh and Lh recursively as follows; 
PhP'~ + 2I= RhR'~ +[ ~, S,_ISTi_I]+ (8) 
and 
For every h, equation (8) calls for a total of H factorizations of a matrix that has dimension equal 
to 1/H of the dimension of matrix AA T. This is the key part of the computational savings we make 
over the general Cholesky factorization of matrix AAL After determining Lh, we compute the 
elements of matrix Sh using a backward substitution scheme that solves equation (9). Step 3 is 
recursively repeated until Lh and Sh are determined for all values of h = l, 2 . . . .  H. 
4. ESTIMATE OF COMPUTATION 
In this section asimple proof is presented for the claim of improving the computational efficiency 
by two orders of magnitude. Furthermore, this section mathematically expands the statement of 
Step 3 above. That is, instead of doing one Cholesky factorization on a matrix of size H(K + L) 
with work of order H3(K + L) 3, we propose doing H factorizations on a matrix of size K + L, with 
work of order H(K + L) 3. 
Additions and multiplications are assumed to be the basic arithmetic operation units. It can be 
easily shown that the number of operations required to run the Cholesky factorization algorithm 
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Here L is assumed to be equal K.t The proposed scheme for computing Dh, Rh, Sh and Lh requires 
operations of their highest order terms corresponding to the implementation in Step 3 of the 
factorization scheme. They are operations for determining Sh and Lh in equations (8) and (9) as 
follows: 
h 
(i) f~HK 3 operations for ~ Si_ ~S~_1, for all h = 1, 2 . . . . .  H; 
~=1 
(ii) fpHK 3 operations for PhP~, for all h = 1, 2 . . . . .  H 
and 
(iii) f~nK 3 operations for RhR ~, for all h = 1, 2 . . . . .  H, 
where f~ ~< 1. For dense matrices, f reaches its maximum value of one. 
One additional set of operations, due to the Cholesky factorization scheme, is needed to 
determine Lh in equation (8). Using the formula for dense matrices, the number of operations i
equivalent to H times factorizing a matrix of dimension K [6]. Considering the terms with the 
highest order of magnitude, the number of additional operations to determine Lh is as follows; 
HK3/6. 
The ratio of the computational volumes of the two methods, the general Cholesky versus the 
decomposed block Cholesky is: 
P = [4/3H3K3]/[(fs +fe +f~)HK 3 + HK3/6]. 
Assuming high density for S and R, and knowing the matrix P is of high sparsity, can substitute 
the actual numerical values for f is as follows: 
fR=gs=l  and fp=0.5 
p = (4HaK3/3)[(2.5)HK 3 + HK3/6] 
or  
p = 
8H 2 H 2 225 
16 =-2-=-2-->~ 100. 
This implies a minimum of two orders of magnitude savings in the number of arithmetic 
operations. 
5. CONCLUDING REMARKS 
The complexity of solving super size LP problems by existing codes is attributed to the large 
storage these problems occupy and the long CPU time they require. In this paper a "decomposed 
block Cholesky factorization" scheme was proposed to be incorporated into a modified version 
of the Karmarkar algorithm for solving a class of super size LP problems. Implementation f such 
scheme substantially reduces the amount of storage required. Estimation of the number of 
arithmetic operations for a super large LP problem, performed by this scheme, shows that a 
minimum of two orders of magnitude savings over the general Cholesky factorization scheme can 
be achieved. Furthermore, an optimized code of the modified Karmarkar algorithm with the 
decomposed block Cholesky factorization, running on a parallel processors machine is estimated 
to further educe the CPU time and achieve savings of another order of magnitude, producing an 
optimal solution to the super size problems in near real time. 
?This is generally the case for the LP formulation f most network problems inwhich the number of links is equal to the 
number of node pairs. 
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