Blood pressure (BP) is one of the essential indicators of human health and highly correlated to health behavior (e.g., exercise and sleep). However, the degree of impact of each health behavior on BP is unknown and may vary significantly between individuals. In this paper, we investigate the relationship between BP and health behavior using data collected from off-the-shelf wearable devices and wireless home BP monitors. We propose a personalized BP model based on random forest (RF), which can predict individual's BP using health behavior and historical BP, and identify the most important factors in predicting an individual's BP. The latter can be used to provide personalized health behavior recommendations to improve and manage BP. We propose RF with Feature Selection (RFFS), which performs RF-based feature selection to enhance the prediction. Furthermore, since BP and health behavior data are collected and learned sequentially, the performance of prediction is prone to the existence of concept drifts and anomaly points. To solve this problem, we propose an Online Weighted-Resampling (OWR) technique to enhance RFFS in an online learning scenario. To show the effectiveness of RFFS and OWR, we use existing machine learning methods on the proposed dataset as a comparison. Our experimental results show that the proposed approach achieves the lowest prediction error. We also validate the effectiveness of personalized recommendations based on feature importance, which influences the user to change lifestyle to improve his/her BP.
I. INTRODUCTION
Hypertension, or high blood pressure (BP), one of the most prevalent chronic disease in the world, affects 30% of American adults and contributes to over 410,000 deaths per year [1] . Health behavior (e.g., exercise, nutrition and sleep) has been widely acknowledged to have a large influence on BP [2] , [3] . However, the relationship between health behavior and BP is only studied through clinical trials in ambulatory settings, whose scope is limited in terms of trial population and duration. On the other hand, wearables such as Fitbit, Apple Watch, and Samsung Galaxy Watch collect a large amount of high-granularity health behavior data such as the duration and quality of activities and sleep. However, the potential of wearables for early diagnosis and management of hypertension The associate editor coordinating the review of this manuscript and approving it for publication was Yongtao Hao.
has not been fully utilized due to the lack of quantitative connection between health behavior and BP.
The primary metrics used to measure BP are systolic (SBP) and diastolic blood pressure (DBP), which are defined as the maximum and minimum blood pressure, respectively, during a pulse. They are measured in millimeters of mercury (mmHg). For accurate diagnosis and treatment of hypertension, constant BP measurement is necessary, which is difficult today outside of ambulatory care environment. Traditional cuff-based BP measurements require significant user effort [4] , which limits the usability and increases the chance of measurement error. Although there has been great attention to automatic and continuous BP estimation using electrocardiography and/or photoplethysmography (PPG) signal [5] , the accuracy and cost limit the viability of such methods.
On the other hand, the prediction of BP based on historical BP and health behavior provides users an efficient way to manage their BP. Sleep and exercise are shown statistically correlated with BP in randomized controlled trials [2] , [3] . However, what remains lacking in the literature is the effect of these behaviors on the individual's BP. Our study aims to provide personalize and actionable insight to users in order to improve their BP by adjusting their health behavior accordingly.
Random forest (RF) [6] is one of the most popular machine learning methods. RF averages multiple decision trees and works well on both classification and regression tasks [7] . Moreover, RF provides measures of the relative importance of the features (predictor variables) as one of its intrinsic property. The importance score is shown as an efficient tool for identifying relevant variables [8] . Therefore, we choose RF as our candidate ML method. Similar to other ML methods, RF-based multivariate time series prediction faces a major challenge, that is, how to capture and leverage the dynamic dependencies among multiple variables. To better capture the temporal information in BP time series, we extract time series-related features of BP. Finally, utilizing feature importance obtained from RF, we propose a stable and consistent feature selection technique, namely RF with Feature Selection (RFFS), to remove redundant and/or irrelevant features and enhance prediction accuracy.
In our preliminary work [9] , we proposed a personalized model using RFFS to predict daily BP using historical BP and health behavior and identify the most important health behavior to his/her BP prediction. We have shown that RFFS works well when sufficient data examples are already collected for individuals. However, there are two main limitations to be addressed: 1) Since BP and health behavior data are collected and used for training sequentially, it takes significant time for new users to collect training data in order to achieve satisfying performance, which limits the usability. 2) Due to various external factors that cannot be captured by the proposed BP model (e.g., diet, stress and measurement error), non-stationary characteristics in BP and health behavior time series may deteriorate the prediction. To extend RFFS with sequential and limited data examples, we propose a novel Online Weighted-Resampling (OWR) technique to alleviate the negative effect of concept drifts and anomaly points and thereby decrease the necessary time for data collection. OWR creates adaptive training dataset through the resampling process of RF when new examples arrive. The focus of our proposed OWR will be: 1) how to adjust the sample weights based on prediction performance of the current model and 2) how to update the RF model by resampling given the weights calculated in 1) in a way that examples with higher weights are more likely to be selected to train future models, and vice versa. The proposed approach is not only applicable to BP prediction but all applications in online learning scenarios.
To the best of our knowledge, this is the first work investigating the relationship between daily BP prediction and health behavior data collected by wearables, especially in both offline (batch) and online learning scenario. Our contributions are as follow:
• We propose a stable feature selection method using feature importance generated by RF in order to remove redundant and irrelevant features.
• We propose an online weighted resampling technique. The weights of both old and incoming examples are updated based on the prediction performance of the current model. • We evaluate and show that our proposed technique outperforms other popular ML methods in both offline and online settings. Moreover, we show that the proposed personalized BP model outperforms a larger but non-personalized dataset.
• We provide the most important factors that affect an individual's BP prediction based on the feature importance generated from RFFS. We also conduct experiments to validate the effectiveness of the health behavior recommendation. The rest of the paper is organized as follows. In Section II, we will introduce related work of BP prediction and online learning. In Section III, data collection and representation, and time series feature extraction are presented. We then detail the proposed RF-based feature selection and online weighted-resampling technique. In Section IV, the performance of the proposed method is evaluated. We also provide early validation of the effects of personalized health behavior recommendations suggested by the proposed RFFS model. Finally, we conclude the paper in Section V.
II. RELATED WORK
Previous work focused on blood pressure prediction is described in [10] - [16] . The authors in [10] use contextual data (e.g., age, weight and smoke habit) and the authors in [11] use heart rate and steps collected by wearables to diagnose hypertension. The above techniques provide an alternative way to diagnose hypertension, but they cannot provide a numerical prediction of BP. The authors in [12] predict SBP using demographic and contextual data using an artificial neural network (ANN). However, the prediction is based on a single BP measurement and does not consider the dynamics of BP. In [13] , [14] , PPG signals are used to predict short-term BP with ensemble trees models [13] and ANN models [14] . However, PPG-based prediction is only applicable for a very short time horizon (∼10 minutes) while our technique aims to predict BP one day ahead, which provides timely and actionable information to users. In [15] , the 24-hour time series of BP and heart rate are trained with Extreme Learning Machine (ELM) to provide hourly BP prediction. However, the sample size in [15] is limited to a single day, and the prediction performance is only compared with other ELM variants. The authors in [16] propose to solve the temporal dependency between BP and contextual data by using Long Short-Term Memory (LSTM) models. Since the data in [16] is measured daily and then averaged on a monthly basis, the granularity of temporal dependency is therefore not fully utilized due to insufficient temporal resolution and information loss in the averaging process. None of the above studies uses exercise and sleep data collected by wearable devices to predict BP. Moreover, the above studies assume offline learning scenario where sufficient data is always available, which may not be the case. In this work, both offline and online learning scenarios are considered.
One major challenge in BP prediction and other healthcare applications is the sequentially collected data stream may contain 1) anomaly points which may skew and mislead the training process, and 2) concept drifts where the statistical distribution of data evolves [17] . As training data accumulates, batch-training ML models may not adapt to concept drifts since a model trained on the old distribution of examples is not guaranteed to fit the new distribution of examples [18] . A widely adopted solution is windowing, which provides a simple forgetting mechanism by removing obsolete examples from the training set [19] . However, how to choose the optimal size of the window for given data poses a new problem (e.g., smaller window sizes are more responsive to concept drifts with the disadvantage of insufficient training data and vice versa). Another online learning method is to equip ML models with drift detectors [18] . Drift detectors track and monitor the performance of ML models or data distribution. When concept drift is detected, ML models will be rebuilt [20] or updated [21] . The drawback of this method is that the performance of such methods largely depends on the accuracy of drift detectors. As a result, the model cannot fully adapt to the dynamics of the evolving distribution of examples if the drift detector is not triggered.
Without explicit drift detection, the authors in [22] propose to use new decision trees as the base learners in RF, namely Mondrian trees. Since new split can be introduced anywhere in addition to leaf nodes in the trees, Mondrian trees support can support online learning. Online Stochastic Gradient Descent (SGD), proposed by [23] , implements regularized linear models with SGD. The gradient of the loss is estimated sequentially and used to update the model with a decreasing learning rate. However, those incremental learning methods cannot respond to abrupt changes and anomaly points.
Finally, online ensemble learning methods [24] train new learners whenever a new example [25] or sequential blocks of the data streams [26] arrives instead of training all learners at a time. The prediction is the weighted average of the outputs generated by all learners. The learners' weights are then updated with respect to their accuracy. Similar to the boosting technique [27] , the weights of previous training examples are updated based on the accuracy of incoming examples. The weights are then used to fit the new learner [28] . However, such a technique requires that the base learner can handle the sample weight information. In this work, OWR proposes to provide a dynamic resampling mechanism of previous examples to utilize the adaptive sample weight. OWR can be applied to any base learner in ensemble learning since it creates an adaptive training dataset with the same size as the original training dataset.
III. PROPOSED METHOD
In this section, we will first describe the collected data and the proposed feature extraction for time series prediction. We then introduce the proposed RF-based Feature Selection (RFFS) and Online Weighted-Resampling (OWR) methods.
A. DATA ACQUISITION AND REPRESENTATION
The dataset used in this study is collected from self-tracking experiment on 8 participants for 90 days. The study is approved by the university's Institutional Review Board. The users (subjects) include four males and four females, and their age ranges from 25 to 79. Users who consented were then sent a Fitbit Charge HR and an Omron Evolv wireless BP monitor to collect their health behavior and BP. Since sleep and exercise data from Fitbit is measured in every minute while BP and heart rate are measured twice (8-10 am and 7-9 pm) daily, the dataset consists of time series with different frequencies. To model the features and the target variables (SBP and DBP), we aggregate the health behavior data on a daily basis.
Our objective is to predict BP level one day ahead using one's past BP readings as well as exercise, sleep and heart rate on the previous day. In addition to steps count and floors climbed, we also include advanced fitness data, including calories burned and different levels of active time (sedentary, lightly active, fairly active, very active). The data is obtained from Fitbit based on heart rate and the metabolic equivalent [29] , an intensity measure expressing the energy expenditure during various physical activities. Sleep data includes minutes asleep, minutes awake, awakening times, bedtime, and wake up time. Bedtime and wake up time represent the time users go to sleep and wake up respectively. Each example consists of one measurement of SBP and DBP in the morning or the evening. For data pre-processing, the examples with missing BP are removed, and the examples with missing exercise or sleep data are imputed using K Nearest Neighbor (KNN) imputation [30] . After filtering, there were at least 52 effective days for each user in the dataset, and totally 1326 examples are used.
In supervised learning, the dataset consists of observations (examples) of the target variable y and the respective features vector X. It is assumed that the examples are independent and identically distributed, which does not apply to time series. Time series prediction problems include a set of time-ordered observations s t = (X t , y t ) , t = 1, 2 . . . T where X t are the values of X and y t is the value of y observed at time t, and the task is defined as to predict the future values of y u for time u > t given s 1 , s 2 . . . , s t . In our problem, we set u = t + 1. In addition to using X t as features, time series features can be extracted from y 1 , y 2 . . . , y t to capture the temporal dependency of y, which is the BP time series in this study. The simplest features extracted from y are recent observations of y (e.g. y t , y t−1 . . . , y t−T ), which assumes that correlation exists between successive observations of the series. If T is properly chosen, such features can capture the underlying structure of the time series. Additionally, we use exponentially weighted moving average (EWMA) to capture the trend of BP time series. Two additional features, namely Day and Morning, are created to capture the daily and weekly periodicity of BP time series. We use one-hot encoding to perform binarization of the categorical features. The original and derived features are summarized in Table I .
B. RF-BASED FEATURE SELECTION (RFFS)
Preliminaries (Regression Decision Tree): Classification and Regression Tree (CART) [31] is a non-parametric model used in machine learning problems. CART is built by learning simple decision rules inferred from the training examples. CART consists of two types of nodes: 1) internal nodes, which use one of the features and the corresponding threshold to split the examples into binary branches, 2) leaf (terminal) nodes, where no more split is performed. If the target variable is continuous, the prediction of the target variable is the average of all training examples at that node. In the training phase, the topmost internal node (root node) contains all training examples. At each internal node, the feature and its split threshold are selected greedily to minimize the mean squared error of the prediction. In the prediction phase, the new example moves down from the root node to one of the leaf nodes based on the splitting criteria along its path. The predicted value is then the average training example at that leaf node.
RF is an enhanced approach by aggregating a collection of decision trees in order to reduce overfitting of the data and the resulting high variance. RF contains two major components: bootstrap aggregation and features bagging. RF produces bootstrap datasets that are randomly and independently drawn with replacement from the training dataset. Each bootstrap dataset is the same size as the original training set. Bootstrap aggregation, or namely bagging, averages the prediction of decision trees trained from different bootstrap datasets [32] . In addition to bagging, RF introduces feature bagging, which randomly selects a subset of features when constructing each tree. Finally, because of its non-parametric property, RF generalizes well with both categorical and numerical features, with minimal parameter tuning required.
There may be redundant and irrelevant features in the proposed dataset either from original features (e.g., sleep and calorie burned) or derived features (e.g., EWMA). High-dimensional data will degrade the performance especially when the number of labeled examples is relatively small. Due to the non-linear relationship between BP and features as well as varying extents of correlation, it is challenging to select useful features with preset rules. Feature importance, computed by measuring how selected features reduce prediction error when building decision trees in RF, is often used to rank and select features. However, the feature importance generated by a single run of the RF model is usually inconsistent due to the stochastic nature of bootstrap aggregation and feature bagging. To obtain a consistent ranking of features, [33] trains multiple RF models and averages the feature importance generated by those RF models. Therefore, we propose a RF-based feature selection technique which uses an additional model consisting of multiple independent RFs to rank and select important features. We define the feature importance vector in j th run of RF as I Xy (j) where j = 1, 2 . . . J . The average feature importanceĪ Xy can then be 
Only the features with higher feature importance inĪ Xy will be selected to train the primary RF model. The optimal number of RFs and the threshold to select features may vary with different datasets and is out of the scope of this paper. Here we use the median value inĪ Xy as the selection threshold. In our proposed model, we use 5 RFs with 100 trees in our feature selection model since any larger number of RFs and trees results in the same ranking of features. The block diagram of our proposed BP model integrated with RFFS is shown in Fig. 2 .
Although RFFS can be applied to any kind of ML problems, it is designed to handle static dataset and batch-training. As motivated earlier in Section I, simply applying RFFS in an online learning scenario may not solve the negative effect of concept drifts and anomaly points. Based on RFFS, we propose the Online Weighted-Resampling (OWR) method in the next section.
C. ONLINE WEIGHTED-RESAMPLING (OWR) METHODOLOGY
We first define the online learning problem as one that examples arrive sequentially in the form of a data stream s 1 , s 2 , . . . , s t , s t = (X t , y t ). A learning algorithm creates a sequence of models h 1 , h 2 . . . , h t . h t is a model trained with historical examples (s 1 , s 2 , . . . , s t−1 ) and the previous model h t−1 . For new coming example X t , h t give a prediction of the target variable asŷ t . It is assumed that after some delay, the actual value of y t is provided. The learning algorithm can update the model by comparingŷ t and y t . Example s t then becomes a part of the training data and the above process is repeated.
The rationale of OWR is that previous examples have nonuniform contributions to predicting the target variable. Possible reasons for such nonuniformity are: 1) a single anomaly example behaving abnormally and 2) concept drifts that a continuous sequence of examples having a different statistical distribution from previous examples. Therefore, the objective of OWR is to provide a dynamic resampling mechanism of all previous examples while keeping all the advantages of RF. Compared to traditional online learning, and sliding-window based online learning, OWR can create training datasets by assigning different weights to previous examples. The concept of OWR is shown in Fig 3. The different shades of the green on previous training examples represent their importance in future models. The darker the shade, the more important the example in the current model. Unlike standard online learning (Fig. 3a ) which uses all previous example to train and sliding-window learning [18] (Fig. 3b) which discards examples after a specific time, the objective of OWR is to adapt to anomaly and concept drifts flexibly, as shown in Fig. 3c .
In the traditional bootstrapping process, each example has uniform weight, which means each example is resampled with the same probability. In the proposed OWR, a vector of sample weight W = w 1 , w 2 . . . , w t is maintained and updated according to the prediction error of the incoming example. OWR consists of two parts: 1) Update the weight vector W and 2) Create bootstrap dataset based on W. We first introduce the weight update mechanism. To effectively update W, OWR compares the prediction error of the incoming example with prediction error of previous examples. We denote the absolute error of the arriving examples and mean absolute error (MAE) of previous examples by e t andē t respectively:
OWR consists of three weight-update rules as the following: 
where ε is a constant and ε > 1. 
where 1 and 2 are constants and 1 < 1 < 2 . After the weight is updated, OWR will reset t W and e min t , and update t * D with the current time t D . • Forgetting: Forgetting mechanism is implemented with a fading factor γ in OWR. Whenever a new example s t arrives, the new weights w j of existing training examples s 1 , s 2 . . . , s t−1 are:
Note that standard online learning and sliding-window online learning in Fig.3 can be implemented by properly adjusting fading factor γ . To utilize the sample weight W, we modify the bootstrapping process of RF. At time t, each decision tree D j (j = 1, 2 . . . , M ) in RF is trained with bootstrap datasets sampled from the original dataset S = s 1 , s 2 . . . , s t−1 . Based on W and N = t − 1, we present Weighted Bootstrapping Algorithm. The main idea of Weighted Bootstrapping algorithm is as follows. In step 1, a new bootstrap dataset for one decision tree is initialized. In step 2, the weights in W are mapped into the interval 0, N j=1 w j , with subintervals I 1 , I 2 , . . . I N . The length of the subintervals is proportional to the value of their weights. In step 3 to 7, the example is drawn using subintervals I 1 , I 2 , . . . I N and uniform distribution function. The process repeats N = t − 1 times where the size of all bootstrap datasets equals original dataset. Consequently, the example with higher weights is more likely to appear in the bootstrap dataset. Simulate u ∼ U 0, N j=1 w j , U is uniform distribution function where the probability density of
Identify the interval I j * , j * ∈ {1, 2 . . . N } such that u ∈ I j *
6:
Add sample x j * to X 7: end for Output: X
IV. RESULTS AND DISCUSSION
In this section, we will discuss the experiment settings in both offline learning and online learning scenarios. We will present results obtained by using the proposed RFFS and compare the results with existing ML models in an offline learning scenario. We will validate the effectiveness of personalized recommendations of health behavior generated by our personalized BP model using RFFS. Finally, we will compare the results obtained by using OWR and existing online learning methods in an online learning scenario.
We implement and evaluate our proposed methods in Python environment. We also use Scikit-learn library [34] , Keras [35] , and Crème [36] to implement other ML methods. We filter and impute the missing health behavior features using K Nearest Neighbor (KNN) with K = 5. Data is then standardized to zero mean and unit variance before training. MAE, root mean square error (RMSE) and mean absolute percentage error (MAPE) are calculated and used as our evaluation metrics. Their definitions are as follow:
where BP i is the ith prediction of BP made by trained models and BP i is the actual value of the ith BP.
A. OFFLINE LEARNING
For offline learning, we use 5-fold cross-validation to randomly split our dataset into training (80%), and test (20%) sets five times and average the prediction results. Each person's model is trained with his/her own data. To show the effectiveness of RFFS, we compare the performance with several representative machine learning algorithms, including Support Vector Machine (SVM) [37] , Gradient Boosting Decision Trees (GBDT), Multilayer Perceptron (MLP) [38] , and Long Short-Term Memory (LSTM) [39] . We also compare the prediction using RF with only original features (termed as RF) and RF with derived time series features but without feature selection (termed as RFTS). For model setting details, we set the number of trees as 500 for all RF models. We set the maximum ratio of total features used in each tree as 0.33 and the minimum number of samples to split as 2.
For SVM, the rbf kernel is used and the best γ and C are selected using cross-validation. For GBDT, the number of trees as 100 and the learning rate as 0.1. Both MLP and LSTM models were trained using 0.001 and 20 as the learning rate and batches size with Adam optimizer [40] . Due to the small number of the training examples, the total depth of fully connected layers in both MLP and LSTM models was set as 4 and the maximum neurons in each layer as 50. We also use early stopping and dropout layers in both models with dropout rate as 0.2 to avoid overfitting. The MAE, RMSE, and MAPE of BP prediction of our proposed method and other methods are summarized in Table II . Noted the values in Table II are the average MAE, RMSE, and MAPE over all the users, and we will discuss the performance of individual users later in the next paragraph. As shown in Table II , RFFS achieves the lowest prediction error in terms of MAE, RMSE, and MAPE. We observe that the performance of both DL models (MLP and LSTM) is the worst of all methods. The worst prediction error is because the DL models may overfit the small training dataset (∼180 examples for each user). GBDT and RF perform similarly while RF has the lowest prediction error among existing models. Our proposed RFFS performs better than RF by 10.2% and 9.5% in terms of MAE and RMSE in SBP; 15.4% and 9.7% in terms of MAE and RMSE in DBP respectively. Note that although RFTS (using time series features but without feature selection) performs better than RF for DBP, it is worse than RF for SBP. Based on the comparison among RF, RFTS and RFFS, including time series features in prediction is beneficial only with the proposed feature selection technique.
Since SBP and DBP perform similar trends of prediction performance, we will use the MAE of SBP to illustrate the performance of personal prediction in Fig. 4 . We have the following observations: 1) RFFS has the lowest MAE among most users except for user 4 where RFFS performs worse than RF by 6.4% and 6.8% in terms of RMSE and MAE, 2) the prediction performance greatly varies with different users. For example, the MAE of SBP ranges from 3.65 to 8.62 with RFFS, and 3) RFTS leads to mixed results of SBP prediction. For example, RFTS performs better than RF for user 1, 3, 5, and 6 in terms of MAE, but it is worse for user 2, 4, 7, and 8. The above observation indicates that the effect of health behavior on BP and the temporal correlation of BP differ from person to person. For some users, including the historical value and trend of their BP improves the prediction. However, for other users it is not useful but increases the dimension of the data.
Next, we will show the benefit of the personalized model by comparing its prediction performance with the non-personalized model in the next paragraph. The comparison between the personalized model with an aggregated model is shown in Table III . For the aggregate model, the data of all participants are concatenated into a single dataset with one additional feature specifying different users, which is then used to train a single aggregated RF model, as opposed to the case of personalized models, each of which uses a single person's data for training. Note that the RMSE and MAE of the personalized model shown are the averages of personalized predictions of all participants.
As shown in Table III , the personalized model performs better than the aggregated model by 20.3% and 23.3% in terms of RMSE and MAE of SBP; 7.2% and 14.5% in terms of RMSE and MAE of DBP, respectively. Although the aggregated model is trained with a larger dataset and hence theoretically should have performed better than the personalized models, the latter outperforms since the relationship between health behavior features and BP varies significantly across individuals.
B. VALIDATION OF PERSONALIZED RECOMMENDATION
To validate the effectiveness of health behavior recommendation suggested by the RFFS model, we observe whether users' BP will change after they change their top health behavior features (ones with the highest feature importance) based on feature importance calculated by RFFS. In this experiment, we exclude BP time series features derived in Section II (A). We randomly select two users and provide each with personalized recommendations, in the form of the top 3 health behavior features in his/her BP prediction. We suggested them to change their top behaviors and observed their BP level. The week before the recommendation (week1) and the week after the recommendation (week2) are used for comparison.
In Table IV , we list the top 3 features and their normalized importance score of user 1 and user 2. We can observe that the top 3 features are very different for each user. BP is mainly correlated to exercise for user 1 and sleep for user 2. We suggested user 1 to increase exercise and suggested user 2 to go to bed earlier in week 2. We summarize the changes of their top features in Table IV . The daily BP level in the two weeks is shown in Fig. 5 , and the average BP levels in week 1 and week 2 are shown in Table IV . We can observe that both SBP and DBP of user 1 decrease with more exercise, and with earlier bedtime and more sleep for user 2. Although there is no exact conclusion indicating a causal relationship between the top features of health behavior and the BP level of the users, the results show that changing the top personal features can potentially help users improve and control their BP levels. Moreover, the change of BP varies significantly between the two users. The possible reason is that the stableness of BP and its correlation to health behavior may differ among people.
C. ONLINE LEARNING
Standard cross-validation does not apply to online learning since random splits cannot reflect the characteristics of the data stream. In this study, we use prequential evaluation [41] to evaluate the proposed OWR in the online learning problem described in Section III. Whenever a new example is observed, the current model makes a prediction. After the actual BP is known, we evaluate the error and update the model using OWR. We compare the performance of OWR with two popular online learning methods: 1) Mondrian Forests (MF) [22] and 2) Stochastic gradient descent (SGD) [23] . To show the effectiveness of our proposed OWR, we also compare the results using RFFS with 
1) all previous examples (namely RFFS-All) and 2) examples
in a fixed-size window (namely RFFS-Win). The hyperparameters for RF-based techniques are the same as the offline learning settings in Section IV (A). Cross-validation method is used to select the optimal parameters in OWR. The size of the window in RFFS-Win is 20, which is chosen based on the performance.
The MAE, RMSE, and MAPE of BP prediction of our proposed OWR method and other online learning methods described above are summarized in Table V . Note the values reported in Table V are the time-averaged MAE, RMSE, and MAPE of all users in the prequential evaluation scheme. Table V shows that the proposed OWR method produces the best prediction of BP in terms of all the evaluation metrics used, MAE, RMSE, and MAPE. Among the compared methods, SGD performs slightly better than others in terms of SBP while RFFS-Win is the best in terms of DBP. Our proposed OWR performs better than SGD by 6.5% and 5.8% in terms of MAE and RMSE of SBP; 6.7% and 7.3% better than RFFS-Win in terms of MAE and RMSE of DBP respectively. Note that the prediction error is higher in online learning scenario than offline learning scenario. Fig. 6 . We remove the first 10 days of MAE since the MAE is too high and fluctuating to represent the actual performance. From Fig. 6 , we can make the following observations: 1) As the training data accumulates, the MAE shows a downward trend for all users; 2) OWR consistently gives the best BP prediction except for user 1's DBP where OWR performs worse than RFFS-Win by 2.4% in terms of the last MAE; 3) Both the prediction performance and the required time to achieve the lowest MAE varies significantly with different users. For example, the minimum MAE is achieved on day 80 for user 1 and user 2 while it is day 38 for user 3. Moreover, brief periods of increasing trends are also observed, which indicates the existence of potential concept drifts and anomaly points. The above information can provide personal insight in addition to MAE, such as the required training examples and indicators of abrupt/gradual change of BP.
V. CONCLUSION
In this paper, we investigate the personal effect of health behavior on BP using data collected from wearables and home BP monitors. Our proposed method predicts BP one day ahead and provides the importance ranking of health behavior. We extract the time series feature from the raw data and apply the RF-based feature selection (RFFS) technique to enhance the prediction performance. In online learning scenario where BP and health behavior data are sequentially collected, we propose an Online Weighted-Resampling (OWR) technique to adapt the training dataset based on prediction performance. OWR can alleviate the negative effect of concept drifts and anomaly points
The experimental results show that our techniques outperform other existing techniques in both offline learning and online learning scenarios. The accuracy of our method is comparable with the standard cuff-based BP measurement (MAE of BP below 5.0). Moreover, we show that significant changes in BP can be possible after users changed their health behavior features suggested by our model. In future work, we will extend our proposed method on a larger and more heterogeneous group of subjects in order to obtain a more representative result. We will solve the mismatch between the manual measurement of BP and high granularity of wearable data. This can be done either by better representation of features or incorporating continuous BP estimation techniques to increase the frequency of BP measurement. SUJIT DEY received the Ph.D. degree in computer science from Duke University, in 1991.
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