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We extend the definition of concurrence into a family of entanglement monotones, which we call
concurrence monotones. We discuss their properties and advantages as computational manageable
measures of entanglement, and show that for pure bipartite states all measures of entanglement can
be written as functions of the concurrence monotones. We then show that the concurrence monotones
provide bounds on quantum information tasks. As an example, we discuss their applications to
remote entanglement distributions (RED) such as entanglement swapping and remote preparation
of bipartite entangled states (RPBES). We prove a powerful theorem which states what kind of
(possibly mixed) bipartite states or distributions of bipartite states can not be remotely prepared.
The theorem establishes an upper bound on the amount of G-concurrence (one member in the
concurrence family) that can be created between two single-qudit nodes of quantum networks by
means of tripartite RED. For pure bipartite states the bound on the G-concurrence can always be
saturated by RPBES.
PACS numbers: 03.67.-a, 03.67.Hk, 03.65.Ud
I. INTRODUCTION
Entanglement is one of the main ingredients of non-
intuitive quantum phenomena. Besides of being of in-
terest from a fundamental point of view, entanglement
has been identified as a non-local resource for quantum
information processing [1]. In particular, shared bipar-
tite entanglement is a crucial resource for many quan-
tum information tasks such as teleportation [2], quantum
cryptography [3], entanglement swapping [4], and remote
state preparation (RSP) [5, 6, 7, 8] that are employed in
quantum information protocols.
One of the remarkable discoveries on bipartite entan-
glement, is that for pure states, there is a unique and
single measure of entanglement, called entropy of entan-
glement [9], that quantifies, asymptotically, the non-local
resources of a large number of copies of a pure bipartite
state. However, the generalizations of the entropy of en-
tanglement to mixed states yields, even asymptotically,
more than one measure of entanglement, such as entan-
glement of formation and distillation [10]. Despite the
enormous efforts that have been made in the last years,
mixed entanglement lacks a complete quantification [11].
For a finite number of shared pure states, the en-
tropy of entanglement is not sufficient, and more mea-
sures of entanglement are required to quantify completely
the non-local resources. These are called entanglement
monotones [12] since they behave monotonically under
local transformations of the system. The family of en-
tanglement monotones Ek (k = 0, 1, 2, ..., d − 1) which
introduced in [13] were first defined over the set of pure
∗Electronic address: ggour@math.ucsd.edu
states as
Ek(|ψ〉) =
d−1∑
i=k
λi , (1)
where λ0 ≥ λ1 ≥ · · · ≥ λd−1 are the Schmidt numbers
of the d× d-dimensional bipartite state |ψ〉, and then ex-
tended to mixed states by means of the convex roof exten-
sion. For a pure state |ψ〉 these measures of entanglement
quantify completely the non-local resource since all the
Schmidt coefficients of |ψ〉 are determined by them. The
entanglement monotones defined in Eq. (1) play a cen-
tral role in transformations of pure states by local opera-
tions and classical communications (LOCC) [13, 14, 15].
Moreover, each member of the family may quantify the
possibility to perform a particular task in quantum infor-
mation processing (for example, E2 = 1 − λ0 quantifies
the possibility to perform faithful teleportation with par-
tially entangled states [16]).
Nevertheless, the family of entanglement monotones
Ek(ρ) is not enough to quantify completely the entangle-
ment of a bipartite mixed state ρ. Furthermore, it will be
argued here, that if ρ is a d× d-dimensional mixed state
with d > 4, in general, it is impossible to find analytical
expression (i.e. an explicit formula like in [17, 18]) for
Ek(ρ) (as well as for the entanglement of formation and
other measures of entanglement). Thus, we are moti-
vated to look for other sets of monotones which are more
computationally manageable.
Such a computationally manageable measure of entan-
glement is the concurrence. The concurrence as a mea-
sure of entanglement was first introduced in [17, 18] for an
entangled pair of qubits and later on generalized to higher
dimensions [19, 20] (there are other generalizations of
concurrence which we will not discuss here [21]). Already
in [17, 18] the importance of the concurrence monotone
was recognized and the entanglement of formation of a
2mixed entangled pair of qubits was calculated explicitly
in terms of the concurrence. In higher dimensions there
is not yet an explicit formula for the generalized con-
currence [19], but lower bounds have been found [20].
Recently, it has been shown [22] that the concurrence
plays also a major role in remote entanglement distri-
butions (RED) protocols such as entanglement swapping
(ES) and remote preparation of bipartite entangled states
(RPBES).
In this paper we introduce a family of entanglement
monotones which we call concurrence monotones. We
discuss its properties and show that for pure states all
measures of entanglement can be written as functions of
the concurrence monotones. We show that these con-
currence monotones can serve as a powerful tool to rule
out the possibility of certain tasks in quantum informa-
tion processing. In particular, we find an upper bound
on the entanglement that can be produced by tripartite
RED protocols and show that the protocol given in [22]
for RPBES saturates the bound. The measure of entan-
glement is taken to be one of the members in the con-
currence family, which we give the name G-concurrence,
since for pure states the G-concurrence is the Geometric
mean of the Schmidt numbers. In addition, we provide
an operational interpretation of the G-concurrence as a
type of entanglement capacity.
This paper is organized as follows. In section II we de-
fine the family of concurrence monotones and then dis-
cuss its importance and advantages. In section III we
discuss its applications to RED protocols and in section
IV we summarize our results and conclusions.
II. DEFINITION OF CONCURRENCE
MONOTONES
In the following, we will use the definition of con-
currence as given in [17, 18] for the 2 × 2 dimensional
case, and its generalization to higher dimensions as given
in [19] (see also [20]). The concurrence of a pure bipartite
normalized state |ψ〉 is defined as
C (|ψ〉) ≡
√
d
d− 1 (1− Trρˆ
2
r) , (2)
where the reduced density matrix ρˆr is obtained by trac-
ing over one subsystem. In the definition above we added
the factor
√
d/(d− 1) so that 0 ≤ C (|ψ〉) ≤ 1. For d = 2
Eq. (2) also coincides with the definition given in [17, 18]
by means of the “spin flip” transformation. The concur-
rence of a mixed state, ρˆ, is then defined as the average
concurrence of the pure states of the decomposition, min-
imized over all decompositions of ρˆ (the convex roof):
C (ρˆ) = min
∑
i
piC (|ψi〉)
(
ρˆ =
∑
i
pi|ψi〉〈ψi|
)
.
(3)
In the following definition of the family of concurrence
monotones, the concurrence defined in Eqs. (2,3) is de-
noted by C2 since it is the second member of the family.
Definition 1 (a) Consider a d × d-dimensional bi-
partite pure state |ψ〉 with Schmidt numbers λ ≡
(λ0, λ1, ..., λd−1). The d concurrence monotones, Ck(|ψ〉)
(k = 1, 2, ..., d), of the state |ψ〉 are defined as fol-
lows [29]:
Ck(|ψ〉) ≡
(
Sk (λ0, λ1..., λd−1)
Sk (1/d, 1/d, ..., 1/d)
)1/k
, (4)
where Sk(λ) is the kth elementary symmetric function of
λ0, λ1, ..., λd−1. That is,
S1(λ) =
∑
i
λi , S2(λ) =
∑
i<j
λiλj ,
S3(λ) =
∑
i<j<k
λiλjλk , ..., Sd(λ) =
d−1∏
i=0
λi. (5)
(b) Consider a d × d-dimensional bipartite mixed state
ρ. The d concurrence monotones, Ck(ρ), of the state ρ
are then defined as the average Ck of the pure states of
the decomposition, minimized over all decompositions of
ρ (the convex roof):
Ck(ρ) = min
∑
i
piCk(|ψi〉)
(
ρ =
∑
i
pi|ψi〉〈ψi|
)
.
(6)
The functions Sk(λ) and [Sk(λ)]
1/k are Schur-concave
(see p.78,79 in [25]). Moreover,
Sk(λ) ≤ Sk(1/d, 1/d, ..., 1/d) = 1
dk
(
d
k
)
, (7)
since the vector (1/d, 1/d, ..., 1/d) is majorized by all vec-
tors λ = (λ0, ..., λd−1) with non-negative components
that sum to 1. Thus, 0 ≤ Ck(|ψ〉) ≤ 1 and Ck(|ψ〉) = 1
only when all the Schmidt numbers of |ψ〉 equal to 1/d
(i.e. |ψ〉 is a maximally entangled state).
Eq. (4) together with the convex roof extension of Ck
to mixed states (see Eq. (6)) defines an entanglement
monotone for each k. To see that, first note that
Ck(|ψ〉) = fk (TrB |ψ〉〈ψ|) , (8)
where the trace is taken over one subsystem (say Bob’s
system) and fk(σ) ≡ [Sk(λ(σ))/Sk(1/d, ..., 1/d)]1/k (λ(σ)
is the vector of eigenvalues of the density matrix σ).
According to Theorem 2 in [12] Ck is an entanglement
monotone if fk(σ) is a unitarily invariant, concave func-
tion of σ. The concavity of fk(σ) follows from two facts.
First (see p.79 in [25]), for any two vectors x and y with
xi, yi ≥ 0 (i = 0, 1, ..., d− 1)
[Sk(x+ y)]
1/k ≥ [Sk(x)]1/k + [Sk(y)]1/k . (9)
3Second, for two Hermitian matrices A and B, λ(A+B) ≺
λ(A) + λ(B) (see p.245 in [25]). Thus, given two density
matrices σ1 and σ2 we have (0 ≤ t ≤ 1)
fk[tσ1 + (1 − t)σ2] =

Sk
[
λ
(
tσ1 + (1 − t)σ2
)]
Sk(1/d, ..., 1/d)


1/k
≥
[
Sk
[
λ
(
tσ1
)
+ λ
(
(1− t)σ2
)]
Sk(1/d, ..., 1/d)
]1/k
≥
[
Sk [λ (tσ1)]
Sk(1/d, ..., 1/d)
]1/k
+
[
Sk
[
λ
(
(1− t)σ2
)]
Sk(1/d, ..., 1/d)
]1/k
= tfk(σ1) + (1 − t)fk(σ2) . (10)
Thus, Eqs. (4,6) define entanglement monotones.
Advantages of concurrence monotones
There are several advantages and applications for these
particular measures of entanglement. First, the family of
concurrence monotones as defined in Eq. (4,6) is com-
plete in the sense that all the Schmidt coefficients of a
given pure state can be determined by the d concurrence
monotones. To see that, let us define the characteristic
polynomial fλ(x) = (x−λ0)(x−λ2) · · · (x−λd−1) whose
singular values are the Schmidt numbers. It is easy to
see that fλ(x) can be written as
fλ(x) =
d∑
k=0
(−1)k
dk
(
d
k
)
xd−k [Ck(λ)]
k
, (11)
where Ck=0(λ) ≡ 1 and Ck=1(λ) ≡
∑
i λi = 1. Hence,
the singular values of fλ(x) (i.e. the Schmidt numbers)
are determined completely by the concurrence monotones
Ck.
Furthermore, consider a pure d× d-dimensional state
|ψ〉 =
∑
ij
aij |i〉A|j〉B , (12)
where |i〉A and |j〉B are some d-dimensional bases in Alice
and Bob systems, respectively. The Schmidt numbers
are the non-zero eigenvalues of the matrix A†A (or AA†),
where the matrix elements of A are aij . Thus, in general,
for d > 4, according to Abel’s impossibility theorem (also
Galois) there is no analytical expression for the Schmidt
numbers in terms of aij . The advantage of our family
of concurrence monotones is that one can always express
analytically Ck(|ψ〉) in terms of aij :
Ck(|ψ〉) = d
[
TrB(k)(
d
k
)
]1/k
, (13)
where B(k) is the kth compound of the matrix A†A (see
p.502 in [25] for the definition of compound matrices).
Such an explicit formula (in terms of aij) is not avail-
able for most of the measures of entanglement discussed
in literature (including the entropy of entanglement, α-
entropy or Renyi entropy, and the family of entanglement
monotones given in [13]).
As an example, consider the entropy of entanglement
E(|ψ〉) = −Trρr log ρr, where ρr ≡ TrB |ψ〉〈ψ| is the re-
duced density matrix. If |ψ〉 is given in terms of aij as
above, then in order to calculate the entropy of entangle-
ment, one must be able to write ρr in its diagonal form.
However, for d > 4, in general, it is impossible to solve
the equation fλ(x) = 0 analytically (fλ(x) is defined in
Eq. (11)).
For d ≤ 4 the entropy of entanglement can be ex-
pressed in terms of the concurrence monotones. For
d = 2, the solution to the quadratic equation fλ(x) = 0
is simple and the entropy of entanglement is given by
E(|ψ〉) = h
(
1 +
√
1− [C2(|ψ〉)]2
2
)
, (14)
where h(x) = −x log x− (1− x) log(1− x). This formula
holds for mixed states where the concurrence for mixed
states is defined in Eq. (6) and the LHS is replaced by
the entanglement of formation [18].
For d = 3, the solutions to the cubic equation fλ(x) =
0 are more complicated (although possible) and the en-
tropy of entanglement is given by
E(|ψ〉) = H
(1
3
+
2
3
√
1− [C2(|ψ〉)]2 cos (θ/3) ,
1
3
+
2
3
√
1− [C2(|ψ〉)]2 cos
(
(θ + 2pi)/3
))
;
cos θ ≡ 1−
3
2 [C2(|ψ〉)]2 + 12 [C3(|ψ〉)]3
(1− [C2(|ψ〉)]2)3/2
, (15)
where H(x, y) = −x log x − y log y − (1 − x − y) log(1 −
x − y). Similarly, for k = 4, it is possible to find the
solutions to the quartic equation fλ(x) = 0 and express
the entropy of entanglement in terms of the concurrence
monotones.
The analytical expression for Ck(|ψ〉) in terms of the
reduced density matrix ρr ≡ TrB |ψ〉〈ψ| is given by:
Ck(|ψ〉) =
d

 1(
d
k
) ∑
{Nm}
(−1)k−
∑
k
m=1
Nm
k∏
m=1
1
Nm!
(
Trρmr
m
)Nm
1/k
,
(16)
where the sum is taken over all the non-negative integers
N1, N2, ..., Nk that satisfy the constraint N1+2N2+ ...+
kNk = k. This expression (see also [26, 27]) follows di-
rectly from multinomial formulas given in [28]. As an
4example, for k = 2, 3, 4 Eq. (16) gives
C2(|ψ〉) =
√
d
d− 1 (1− Trρ
2
r)
C3(|ψ〉) =
[
d2
(d− 1)(d− 2)
(
1− 3Trρ2r + 2Trρ3r
)]1/3
C4(|ψ〉) =
[ d3
(d− 1)(d− 2)(d− 3)×(
1− 6Trρ2r + 8Trρ3r − 6Trρ4r + 3(Trρ2r)2
) ]1/4
.
(17)
We can see that for k = 2 Eq. (16) is reduced to the
expression for the concurrence given in [19]. Note also
that Ck(|ψ〉) = 0 if k is greater then the Schmidt number
of |ψ〉.
The G-concurrence monotone
The last member of the family Ck=d is of a particu-
lar importance and we denote it by Gd since it is the
geometric mean of the Schmidt numbers
Gd(|ψ〉) ≡ Ck=d(|ψ〉) = d(λ0λ1 · · ·λd−1)1/d. (18)
Note that for d = 2 the G-concurrence coincides with
the original definition of concurrence given by Hill and
Wootters [17].
The G-concurrence has several interesting features:
• A computational manageable measure of entanglement:
for the d × d bipartite pure state |ψ〉 in Eq. (12), the
G-concurrence is given simply by [30] (cf Eq. (13))
Gd(|ψ〉) = d
[
Det
(
A†A
)]1/d
, (19)
where the matrix elements of A are aij .
• Multiplicativity: first, given a d1×d1 (d2×d2) bipartite
entangled state, |ψ1〉 (|ψ2〉), we have
Gd1d2(|ψ1〉 ⊗ |ψ2〉) = Gd1(|ψ1〉)Gd2(|ψ2〉) . (20)
Note that although in both sides of the equation above
we take the geometric means of the Schmidt numbers
of the relevant states, Gd1d2 = Ck=d1d2 is not the same
measure of entanglement as Gd1 = Ck=d1 [31]. Second,
given a bipartite state |ψ〉 ∈ HA⊗HB, a complex number
c and operators (complex matrices) Aˆ ∈ HA and Bˆ ∈ HB
we have [32]
Gd(c|ψ〉) = |c|2Gd(|ψ〉) (21)
Gd
(
Aˆ⊗ Bˆ|ψ〉
)
=
∣∣∣Det(Aˆ)∣∣∣2/d ∣∣∣Det(Bˆ)∣∣∣2/dGd(|ψ〉) ,
(22)
where we have used Eq. (19).
• A lower bound: the G-concurrence monotone provides
a lower bound for all the other concurrence monotones.
First, for pure bipartite states we have the inequalities
(cf p.224 in [25])
[C2(|ψ〉)]2 ≥ [C3(|ψ〉)]3 ≥ · · · ≥ [Cd(|ψ〉)]d ≡ [Gd(|ψ〉)]d .
(23)
Second, given a mixed bipartite state ρ we have [33]
Gd(ρ) ≤ Ck(ρ) ∀ k = 1, 2, ..., d. (24)
Note that the relations in Eqs. (23,24) may be useful in
finding lower bounds on measures of entanglement such
as entanglement of formation. In addition, as we will
see in the following section, the G-concurrence monotone
plays a central role in tripartite RED protocols.
III. REMOTE ENTANGLEMENT
DISTRIBUTION
As mentioned in the introduction, shared bipartite en-
tanglement is a crucial shared resource for many quan-
tum information tasks such as teleportation [2], entangle-
ment swapping [4], and remote state preparation (RSP)
[5, 6, 7, 8] that are employed in quantum information
protocols.
Remote preparation of bipartite entangled states [22]
(RPBES) is another important quantum information
task in which a quantum network (QNet) have a single
supplier (named “Sapna”) who shares entangled states
with nodes via quantum channels, then performs LOCC
to produce pairwise entangled states between any two
nodes, say, Alice and Bob. A crucial feature of RPBES
is that Alice and Bob end up sharing a unique bipartite
entangled state. A more general scheme, in which Alice
and Bob end up sharing a distribution of entangled states
is called remote entanglement distribution [22](RED).
The scheme for tripartite RED, introduced in [22],
commences with a four-way shared state, ρˆ1234 = ρˆ12 ⊗
ρˆ34 with ρˆ12 and ρˆ34 bipartite entangled states, and with
Sapna (the supplier) holding shares 2 and 3, and Alice
and Bob holding shares 1 and 4, respectively. Each share
has a corresponding d-dimensional Hilbert space. The
three parties Alice, Bob and Sapna perform LOCC to
create a set of outcomes
O ≡ {σˆj14 = Tr23σˆj1234, Qj ; j = 1, . . . , s} (25)
with Qj the probability that Alice and Bob share the
mixed state σˆj14 which is obtained by reducing the four-
way shared state σˆj1234 over Sapna’s shares. In general
RED, the states {σˆj14} may be inequivalent under LOCC
whereas in RBESP the states σˆj14 shared by Alice and
Bob must be equivalent under LOCC, so Alice and Bob
can always transform σˆj14 into a unique entangled state
(i.e. independent on j) via LOCC.
In this section, we address the issue of which distribu-
tions of states, O, can or cannot be created via LOCC
by Alice, Bob and Sapna. The G-concurrence monotone
5plays a major role in the following theorem that estab-
lishes which distributions of states cannot be produced
by RED.
Theorem 1 If Alice, Bob and Sapna perform LOCC on
the initial 4-qudit state ρˆ12⊗ ρˆ34 with O (in Eq. (25)) the
resultant distribution of states shared between Alice and
Bob, then
G14 ≡
s∑
j=1
QjGd(σˆ
j
14) ≤ G12G34, (26)
with G12 ≡ Gd(ρˆ12) and G34 ≡ Gd(ρˆ34).
(In the next subsection we will show that the equality in
the above equation can always be achieved by RBESP if
ρˆ12 and ρˆ34 are pure.)
Proof: Let us write ρˆ12 and ρˆ34 in their optimal de-
compositions
ρˆ12 =
d2−1∑
l=0
pl|ψ(l)〉12〈ψ(l)| , ρˆ34 =
d2−1∑
l=0
ql|χ(l)〉34〈χ(l)|;
(27)
we can always choose optimal decompositions with no
more then d2 elements [34]. The states |ψ(l)〉12 and
|χ(l)〉34 are given in their Schmidt decomposition:
|ψ(l)〉12 =
d−1∑
k=0
√
λ
(l)
k |k(l)k(l)〉12
|χ(l)〉34 =
d−1∑
k=0
√
η
(l)
k |k(l)k(l)〉34 , (28)
with λ
(l)
k and η
(l)
k the Schmidt coefficients of |ψ(l)〉12 and
|χ(l)〉34, respectively. The index l in the states {|k(l)〉i}
represents d2 different bases for each system i = 1, 2, 3, 4.
Note that in this notation
G12 = d
d2−1∑
l=0
pl
(
λ
(l)
0 λ
(l)
1 · · ·λ(l)d−1
) 1
d
G34 = d
d2−1∑
l=0
ql
(
η
(l)
0 η
(l)
1 · · · η(l)d−1
) 1
d
. (29)
Since the entanglement between Alice and Bob remains
zero unless Sapna perform a measurement, we assume
that the first measurement is performed by Sapna and is
described by the Kraus operators Mˆ (j) and their compo-
nents
M
(j,ll′)
mm′,kk′ ≡ 23〈m(l)m′(l
′)|Mˆ (j)|k(l)k′(l′)〉23 , (30)
with k, k′,m,m′ = 0, 1 and l, l′ = 1, 2, 3, 4.
The probability to obtain an outcome j is thus
Qj ≡ Tr(Mˆ (j)ρˆ12 ⊗ ρˆ23Mˆ (j)†) =
d2−1∑
l=0
d2−1∑
l′=0
plql′N
(j,ll′),
(31)
with N (j,ll
′) ≡∑m,m′ r(j,ll′)mm′ and
r
(j,ll′)
mm′ ≡
∑
k,k′
λ
(l)
k η
(l′)
k′ |M (j,ll
′)
kk′,mm′ |2 . (32)
The density matrix shared between Alice, Bob and Sapna
after outcome j occurs is
σˆj1234 =
1
Qj
∑
l,l′
plql′N
(j,ll′)|Φ(j,ll′)〉1234〈Φ(j,ll
′)| , (33)
where
|Φ(j,ll′)〉1234 = 1√
N (j,ll′)
∑
k,k′
∑
m,m′
√
λ
(l)
k η
(l′)
k′
×M (j,ll′)kk′,mm′ |k(l)k′(l
′)〉14|m(l)m′(l
′)〉23 (34)
Tracing over Sapna’s subsystems yields
σˆj14 =
1
Qj
∑
l,l′
∑
m,m′
plql′r
(j,ll′)
mm′ |φ(j,ll
′)
mm′ 〉14〈φ(j,ll
′)
mm′ | , (35)
where
|φ(j,ll′)mm′ 〉14 ≡
1√
r
(j,ll′)
mm′
∑
k,k′
√
λ
(l)
k η
(l′)
k′ M
(j,ll′)
kk′,mm′ |k(l)k′(l
′)〉14 .
(36)
From the definition of the G-concurrence for mixed states
(i.e. the convex roof extension), it follows that Gd(σˆ
j
14)
cannot exceed the average of the G-concurrence over the
decomposition in Eq. (35). Thus,
Gd
(
σˆj14
)
≤ 1
Qj
∑
l,l′
∑
m,m′
plql′r
(j,ll′)
mm′ G
(
|φ(j,ll′)mm′ 〉14
)
. (37)
Using Eq. (19) we find
G
(
|φ(j,ll′)mm′ 〉14
)
=
d
(∏d−1
k=0 λ
(l)
k η
(l′)
k
)1/d ∣∣∣Det(M(j,ll′)mm′ )∣∣∣2/d
r
(j,ll′)
mm′
,
(38)
where the d2 elements of each matrix M(j,ll′)mm′ are
M
(j,ll′)
kk′,mm′ . Thus, substituting this result in Eq. (37)
yields
G14 ≡
s∑
j=1
QjG
(
σˆj14
)
≤ d
∑
l,l′
plql′
(
d−1∏
k=0
λ
(l)
k η
(l′)
k
)1/d
×
∑
j
∑
m,m′
∣∣∣Det(M(j,ll′)mm′ )∣∣∣2/d . (39)
Now, from the geometric-arithmetic inequality we have
∑
m,m′
∣∣∣Det(M(j,ll′)mm′ )∣∣∣2/d ≤ 1d
∑
m,m′
Tr
(
M(j,ll′)†mm′ M(j,ll
′)
mm′
)
=
1
d
Tr(Mˆ (j)†Mˆ (j)). (40)
6Hence, from Eq. (39) and Eq. (29) we get
G14 ≤ 1
d2
G12G34
∑
j
Tr(Mˆ (j)†Mˆ (j)) . (41)
Thus, from the completeness relation,
∑
j Mˆ
(j)†Mˆ (j) =
I, we obtain Eq. (26).
Consider now the following LOCC: after Sapna’s first
measurement, she sends the result j to Alice and Bob.
Based on this result, Alice then performs a measurement
represented by the Kraus operators Aˆ
(k)
j and sends the re-
sult k to Bob and Sapna. Based on the results j, k from
Sapna and Alice, Bob performs a measurement repre-
sented by the Kraus operators Bˆ
(n)
jk and send the result n
to Sapna. In the last step of this scheme, Sapna performs
a second measurement with Kraus operators denoted by
Fˆ
(j)
jkn and send the result i to Alice and Bob. The fi-
nal distribution of entangled states shared between Alice
and Bob is denoted by {Njkni, σjkni14 }, where Njkni is the
probability for outcome j, k, n, i and σˆjkni14 = Tr23 σˆ
jkni
1234
with
σˆjkni1234 =
1
Njkni
(
Aˆ
(k)
j ⊗ Fˆ (i)jknMˆ (j) ⊗ Bˆ(n)jk
)
[ρˆ12 ⊗ ρˆ34]
(
Aˆ
(k)
j ⊗ Fˆ (i)jknMˆ (j) ⊗ Bˆ(n)jk
)†
. (42)
Since the G-concurrence of any bipartite state satisfies
Eq. (22), the analog of Eq. (41) for this LOCC protocol
is therefore,
G14 ≡∑
j,k,n,i
NjkniG
(
σˆjkni14
)
≤ 1
d2
G12G34
∑
j,k
∣∣∣Det(Aˆ(k)j )∣∣∣2/d
×
∑
n
∣∣∣Det(Bˆ(n)jk )∣∣∣2/d∑
i
Tr
(
Mˆ (j)†Fˆ
(i)†
jkn Fˆ
(i)
jknMˆ
(j)
)
.
(43)
Moreover, from the geometric-arithmetic inequality we
have∑
n
∣∣∣Det(Bˆ(n)jk )∣∣∣2/d ≤ 1d
∑
n
TrBˆ
(n)†
jk Bˆ
(n)
jk = 1 (44)
and a similar relation for Aˆ
(k)
j . These results, together
with the completeness relation
∑
i Fˆ
(i)†
jkn Fˆ
(i)
jkn = 1, lead us
back to Eq. (41). As we can see, all operations that are
performed by Alice, Bob and Sapna after the first mea-
surement by Sapna cannot increase the bound on C14 .
Theorem 1 concerns one supplier and two nodes, but in
fact applies to one supplier and any pair of nodes; thus,
the result of Theorem 1 is applicable to an arbitrarily
large QNet with one supplier and many nodes. In fact
Theorem 1 can be extended to more than one supplier,
as stated in the following corollary.
Corollary: Consider an align chain of N mixed bipar-
tite states, ρ0,1, ρ1,2, ..., ρN−1,N , where the state ρk−1,k
(k = 1, 2, ..., N) is shared between party k − 1 and party
k. If the N+1 parties perform LOCC on the initial state
ρ0,1⊗ ρ1,2⊗ · · · ⊗ ρN−1,N with the resultant distribution
of states between party 0 and N denoted by {Pj , σˆj0N}
(Pj is the probability to have the state σˆ
j
0N ), then
G0N ≡
∑
j
PjGd(σˆ
j
0N ) ≤ G01G12 · · ·GN−1 N , (45)
with Gk−1 k ≡ Gd(ρk−1,k) (k = 1, 2, ..., N).
Theorem 1 and its corollary suggest an operational in-
terpretation of the G-concurrence as a form of entangle-
ment capacity. In the following subsection we show that
if both ρˆ12 and ρˆ23 are d × d-dimensional pure states,
than the equality in Eqs. (26,45) can always be achieved.
An optimal protocol for RPBES
In this section we show that by LOCC Sapna can pre-
pare a bipartite pure state between Alice and Bob with
any value of the concurrence monotone G which is less or
equal to G12G34. For this purpose, we introduce the pro-
tocol for RBESP that has been first introduced in [22].
In this protocol the supplier Sapna shares the initial
(d× d)-dimensional pure states |ψ〉12 =
∑d−1
k=0
√
λk|kk〉12
and |χ〉34 =
∑d−1
k=0
√
ηk|kk〉34 (which are expressed in
the Schmidt decomposition) with Alice and Bob, respec-
tively.
The steps of the protocol are as follows:
(i) Sapna performs a projective measurement
Pˆ (j,j
′) = |P (j,j′)〉23〈P (j,j
′)|, j, j′ = 0, 1, ..., d− 1, (46)
with
|P (j,j′)〉23 ≡ 1
d
d−1∑
m,m′=0
ei[
2pi
d2
(dj+j′)(dm+m′)+θ
mm′ ]|mm′〉23 ,
(47)
with θmm′ ∈ R chosen freely. Note that the d2 states
|P (j,j′)〉23 are orthonormal, regardless of the choice of
θmm′ .
(ii) After the outcomes j, j′ have been obtained, the state
of the system can be written as |P (j,j′)〉23|φ(j,j′)〉14, where
|φ(j,j′)〉14 =
d−1∑
m=0
d−1∑
m′=0
√
λmηm′
× e−i[ 2pid2 (dj+j′)(dm+m′)+θmm′ ]|mm′〉14 . (48)
(iii) Sapna sends the results j and j′ to Bob (2 log2 d bits
of information) and the result j′ (log2 d bits of informa-
tion) to Alice. Bob then performs the unitary operation
Uˆ
(j,j′)
b |m′〉4 = exp
(
i
2pi
d2
(dj + j′)m′
)
|m′〉4 , (49)
7and Alice performs the unitary operation
Uˆ (j
′)
a |m〉1 = exp
(
i
2pi
d
j′m
)
|m〉1 . (50)
(iv) The final state shared between Alice and Bob is
|F 〉14 =
d−1∑
m=0
d−1∑
m′=0
exp (−iθmm′)
√
λmηm′ |mm′〉14, (51)
(which is separable for θmm′ = 0).
We will show now, that by choosing the phases θmm′
appropriately, Sapna can prepare the state |F 〉14 with
any value of G(|F 〉14) in the range [0, G12G34]. For this
purpose, we define the square (d× d) complex matrix A
with elements amm′ =
√
λmηm′ exp (−iθmm′). Thus,
G(|F 〉14) = d
[
Det
(
A†A
)]1/d
= G12G34
[
Det
(
V †V
)]1/d
, (52)
where G12 = d(λ0λ1 · · ·λd−1)1/d G34 =
d(η0η1 · · · ηd−1)1/d and the matrix elements of V
are vmm′ = exp (−iθmm′) /
√
d. Note that for the choice
θmm′ = 2pimm
′/d the matrix V is unitary and therefore
G(|F 〉14) = G12G34. For other choices of θmm′ , Sapna
can prepare the final state |F 〉14 with any value of the
G-concurrence monotone in the range [0, G12G34].
It is important to emphasize here that the choice
θmm′ = 2pimm
′/d maximizes only the G-concurrence. In
fact, for other measures of entanglement the values of
θmm′ that maximize the entanglement depend explicitly
on the Schmidt numbers λm and ηm. For example, the
concurrence monotone Ck=2 of the final state |F 〉14 is
C2 (|F 〉14) = 2
{ ∑
k>k′
∑
m>m′
λkλk′ηmηm′
×
∣∣∣ei(θkm+θk′m′) − ei(θkm′+θk′m)∣∣∣2 }1/2. (53)
Thus, in this case we see that the values of θkm that
maximize C2 (|F 〉14) depend explicitly on the Schmidt
coefficients λk and ηm.
IV. SUMMARY AND CONCLUSIONS
In summary, we have introduced a family of entan-
glement monotones that extend the definition of concur-
rence. We have shown that for a finite number of copies of
pure states (i.e. the deterministic case) the family charac-
terizes completely the non-local resource. We have also
discussed the advantage of the concurrence monotones
over other measures of entanglement (such as the entropy
of entanglement, the Renyi entropies, etc.) and showed
that for a given bipartite state, |ψ〉 = ∑ij aij |i〉|j〉, the
concurrence monotones can always be expressed analyt-
ically in terms of the coefficients aij . We also gave an
analytical expression of the concurrence monotones (for
pure states) in terms of the reduced density matrix (see
Eq. (16)).
We then discussed a particular member of the family
which we called the G-concurrence. The G-concurrence
for pure states is defined as the geometric mean of the
Schmidt numbers. It has several unique properties that
makes it extremely useful. In particular, we have proved
a powerful theorem that establishes an upper bound on
the amount of G-concurrence that can be created be-
tween two single-qudit nodes of quantum networks by
means of RED. The theorem also suggests an operational
interpretation of the G-concurrence as a type of entangle-
ment capacity. We have proved that it is always possible
to saturate the G-concurrence bound in the theorem if
both of the entangled states are pure, and also suggested
an operational interpretation of the G-concurrence as a
type of entanglement capacity. An open question is left
if it is possible to saturate the bound when the states are
mixed.
The concurrence monotones are defined in terms of
the symmetric functions of the Schmidt numbers (see
Eq. (5)). These symmetric functions have many interest-
ing mathematical properties which were not introduced
here (some of the properties can be found in [25]) and
which are related to the field of majorization. Thus, we
believe that further investigations of these monotones will
contribute to our understanding of entanglement.
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