Abstract. We study algebraic feedback shift registers (AFSRs) based on quotients of polynomial rings in several variables over a finite field. These registers are natural generalizations of linear feedback shift registers. We describe conditions under which such AFSRs produce sequences with various ideal randomness properties. We also show that there is an efficient algorithm which, given a prefix of a sequence, synthesizes a minimal such AFSR that outputs the sequence.
Introduction
Linear feedback shift registers (LFSRs) are useful for many applications, including cryptography, coding theory, CDMA, radar ranging, and pseudo-Monte Carlo simulation. There is a large body of literature on these simple devices for generating pseudorandom sequences. Naturally, many variations and generalizations of LFSRs have been studied. Algebraic feedback shift registers (AFSRs) are a very general class of sequence generators that include LFSRs as a special case [8] . Each class of AFSRs is based on a choice of an algebraic ring R and a parameter r ∈ R. In the case of LFSRs R is F [x], the ring of polynomials in one variable x over a finite field F , and r = x. In previous work we have studied AFSRs over the integers [7] and certain finite extensions of the integers [3, 5, 9] . More recently [4] we have studied AFSRs over F [x] when r = x. In this paper we generalize this last work further and study AFSRs over polynomial rings of transcendence degree one over finite fields. We call this the function field case since, in the language of algebraic geometry, the field of fractions of such a ring is the function field of an algebraic curve. We describe the basic properties (such as periodicity) of the resulting sequences.
Two aspects of LFSRs that make them especially interesting are the statistical randomness of maximum period LFSR sequences (m-sequences) and the existence of the Berlekamp-Massey algorithm. This algorithm efficiently solves the register synthesis problem: given a prefix of a sequence, find a smallest LFSR that outputs the sequence. This algorithm plays a role in both cryptanalysis and error correction. It has been generalized to the setting of codes defined over algebraic curves, or algebraic geometry codes, where it is used to solve the so called "key equation" [12] [13] [14] , and it has been generalized to the setting of FCSRs and some more general AFSRs [9] . There is, however, no known generalization of the Berlekamp-Massey algorithm that works for all classes of AFSRs, although there is a general approach that works if there is a reasonable analog of degree [9] . We show here that there is such an analog in the function field case, resulting in a solution to the register synthesis problem for AFSRs based on function fields. We characterize the maximal period sequences for a given length of AFSR and show that they have certain good statistical properties -uniform distribution of small subsequences, the run property, and ideal autocorrelations. We also compare them to Blackburn's classification of sequences [1] with the shift and add (SAA) property and show that all sequences with the SAA property and uniform distributions are maximal period sequences over function fields.
A class of AFSRs depends on a choice of ring R, r ∈ R, and S ⊆ R, a complete set of representatives modulo r. An AFSR is determined by q 0 , q 1 , · · · , q k ∈ R, q 0 invertible modulo r. States are tuples (a 0 , a 1 , · · · , a k−1 ; m) with a i ∈ S and m ∈ R. The element m is called the extra memory. The AFSR changes states as follows. There are unique a k ∈ S and m ∈ R so that
Then the new state is (a 1 , a 2 , · · · , a k ; m ). An LFSR is an AFSR with R = F [x] for some field F , r = x, S = F , all q i ∈ S, and q 0 = 1. AFSRs are analyzed in terms of coefficient sequences of r-adic numbers
The set of r-adic numbers is denoted by R r . R r is a ring, and such an r-adic number is invertible in R r if and only if a 0 is invertible modulo r. The r-adic number α(A, r) = ∞ i=0 a i r i associated with the output sequence A = a 0 , a 1 , · · · is in fact a rational element u/q where u ∈ R and q = k i=1 q i r i − q 0 . In some cases maximal period AFSR sequences, or -sequences, share many desirable properties with m-sequences [8] . We have shown, for example, that when R is Z or Z[ √ N ] for some integer N , then -sequences have excellent randomness properties, similar to those of m-sequences [4, 5, 7] .
One can also consider rings R with nonzero characteristic. Previously we showed that if R = F [x] and R/(r) is not a prime field, -sequences are distinct from m-sequences but have similar statistical properties: the distributions of subsequences in these -sequences are as uniform as possible, their distributions of lengths of runs matches the expectation and they have the shift and add property [4] . Thus, with an appropriate definition, they have ideal autocorrelations. In this paper we describe conditions under which the same randomness properties hold in the higher genus case.
It has been shown by Blackburn that every sequence of period p hk − 1 over an extension F p h of F p with the shift and add property is the F p -linear image of successive powers of a primitive element in F p hk [1] . Moreover, the sequences that also have uniform distributions can be identified within this classification. The advantage of the approach described here is that it leads to more efficient implementations of generators of the sequences than Blackburn's description.
Setting and Hypotheses
In this section we describe the general setting for the sequences we are studying and various conditions that may need to hold to obtain sequences with good properties.
Let p ∈ Z be prime, h > 0 ∈ Z, and I and r be an ideal and an element in
]/I has transcendence degree 1 over F p h and that K = R/(r) is finite. Then R/(r) is a vector space over F p h so its cardinality is a power of p h , say p he . If n = 1, r = x 1 , and I = (0), then the AFSRs we obtain are exactly the LFSRs.
One goal is to obtain conditions under which the output from an AFSR based on these ingredients is statistically random. In order to construct AFSRs with good statistical properties we need a "well structured" complete set of representatives S for R modulo r.
Hypothesis H1: S is closed under addition and contains F p h .
It is straightforward to see that such sets S exist in abundance (the F p hspan of a lift of a basis containing 1 from R/(r) to R with 1 lifted to 1). Any S that satisfies H1 is closed under multiplication by F p , but possibly not under multiplication by any larger field. In general we can represent any element of R as an r-adic element with coefficients in S, but in order that we get good randomness properties we need to be able to represent the elements of R finitely.
Since r is not a zero divisor, the representation in equation (2) is unique if
and let be the minimal integer so that such a pair of representations exists. Reading this equation modulo r we see that u 0 = v 0 , so by subtraction we may assume that u 0 = v 0 = 0. But the fact that r is not a zero divisor then implies that
. This contradicts the minimality of . We say that the in Hypothesis H2 is the r-degree of v, = deg r (v).
Lemma 1. If Hypotheses H1 and H2 hold, then for all
To prove randomness properties we need an additional hypothesis. Let V q denote the set of elements u of R such that v/q has a periodic r-adic expansion.
Hypothesis H3: The elements of V q are distinct modulo r k .
Periodicity
Let A = a 0 , a 1 , · · · be the output from an AFSR based on R, r, S with connection element
with q 0 invertible modulo r. It follows that
for some u ∈ R. We call this a rational representation of A. Any left shift of A can be generated by the same AFSR (with a different initial state), so also has a rational representation with denominator q. Our first task is to analyze the period of A. We need one fact from the general theory of AFSRs (which was misstated in the original paper and is correctly stated here).
Theorem 1. ([8])
Let A be periodic. Let U denote the set of elements v ∈ R such that v/q is a rational representation of a shift of A. Suppose no two elements of U are congruent modulo q and let V be a complete set of representatives modulo q containing U . Then
for some w ∈ R/(q).
By equation (3) we mean first find the multiplicative inverse δ of the image of r in R/(q). Raise δ to the ith power and multiply by w. Then lift the result to an element of V . Reduce the result modulo r to an element of R/(r). Finally, multiply that element by the inverse of the image of q 0 in R/(r).
Let V q denote the set of elements u of R such that v/q has a periodic r-adic expansion.
Corollary 1.
If A is periodic and no two elements of V q are congruent modulo q, then
In our case the stronger condition in the corollary holds.
Theorem 2.
A is eventually periodic. If S satisfies Hypotheses H1 and H2, then A's eventual period is a divisor of the multiplicative order of r modulo q. If R/(q) is an integral domain, then the period equals the multiplicative order of r modulo q. In general, for a given q there is at least one periodic sequence with connection element q whose period is the multiplicative order of r modulo q.
Proof:
To see that A is periodic, it suffices to show that the r-degree of the extra memory of the AFSR is bounded, for then there are finitely many distinct states of the AFSR. Eventually the state repeats and from then on the output is periodic. Suppose that at some point the AFSR is in state
with m = i=0 m i r i and m 0 , · · · , m ∈ S. Also, suppose that the maximal rdegree of the product of two elements of S is d. Then the carry m of the next state satisfies
The right hand side is divisible by r and its r-degree is at most max{ , d}, so the r-degree of m is at most max{ − 1, d − 1}. Thus the r-degree of the carry decreases monotonically until it is less than d, and then remains less than d forever.
To describe the eventual period, it suffices to consider strictly periodic sequences since q is also a connection element of every shift of A. We claim that no two elements of V q are congruent modulo q. One consequence of Hypothesis H1 is that the r-adic sum of two periodic sequences is the term-wise sum, so is also periodic. Thus to prove our claim it suffices to show that no nonzero element of V q is divisible by q. Suppose to the contrary that uq ∈ V q . Then u = uq/q has a periodic r-ary expansion. But this contradicts the fact that any element of R has a unique r-adic expansion. Now consider the series of numerators u 0 , u 1 , · · · of the rational representations of the r-adic elements associated with the shifts of A. The period is the least t such that u t = u 0 . By the argument in the preceding paragraph, this is equivalent to u t ≡ u 0 (mod q). For every i,
and so
by induction. Thus u t ≡ u 0 (mod q) if and only if r t u 0 ≡ u 0 (mod q), which is equivalent to (r t − 1)u 0 ≡ 0 (mod q). If R/(q) is an integral domain, then this says that i is the multiplicative order of r modulo q. If R/(q) is not an integral domain, then it implies that i is a divisor of the multiplicative order of r modulo q.
Finally, consider the coefficient sequence of the r-adic expansion of 1/q. This sequence may not be periodic, but it is eventually periodic, for some j the its shift by j positions is periodic. This shift has a rational representation u/q, and by the above argument, u ≡ r −j (mod q). In particular, u is invertible modulo q, so (r i
-Sequences and Randomness
Let A be an AFSR of sequence of the type described in Section 2. The period A is largest if R/(q) is a field and r is primitive. Then A has period p hg − 1 for some g. A is a punctured de Bruijn sequence of span k if each nonzero sequence B of length k in a period of A occurs once and the all-zero sequence of length k does not occur. To produce punctured de Bruijn sequences over F p he we want the period to be of the form p hek − 1. Thus hg = hek, so g = ek.
he , S ⊆ R, and suppose Hypotheses H1 and H2 hold. Let |R/(q)| = p hg , and let R/(q) be a field. Let A = (a 0 , a 1 , · · ·) be the coefficient sequence of the r-adic expansion of a rational function u/q such that u = 0 ∈ R (or equivalently, that is the nonzero periodic output sequence from an AFSR with connection element q). Then A is an (r, q)-adic -sequence if A is periodic with period p hg − 1. That is, if r is primitive modulo q. Theorem 3. Suppose A is an (r, q)-adic -sequence, Hypotheses H1, H2, and H3 hold, and q k ∈ F p h . Then the following hold. Detailed definitions of these properties may be found in Golomb's book [2] . Proof: Properties (3), (4) and (5) follow from properties (1) and (2). Since q k = F p he and Hypothesis H2 holds, we have
Thus A has period p hek − 1. The various shifts of A plus the all-zero sequence give p hek periodic sequences corresponding to elements u/q. Thus,
We have seen that the elements of V q are distinct modulo q, so
Thus,
By Hypothesis H3, the elements of V q are distinct modulo r k , so V q is a complete set of representatives modulo r k . The set of occurrences in A of a block B of k elements corresponds to the set of shifts of A that begin with B. By the above, every nonzero u/q with u ∈ V q occurs as a shift of A, so the set of occurrences in A of B corresponds to the set of nonzero u/q, u ∈ V q , that begin with B. We claim that the u/q are distinct modulo r k , so that each nonzero B occurs once. Suppose not, so that u/q ≡ v/q (mod r k ) for some u = v ∈ V q . Then u ≡ v (mod r k ) since q is invertible modulo r, and hence also modulo r k . But by Hypothesis H3 the elements of V q are distinct modulo r k . It follows that A is a punctured de Bruijn sequence.
Furthermore, if u, v ∈ V q , then u + v ∈ V q . The shifts of A account for all the u/q with u = 0 ∈ V q so the SAA property follows.
-Sequences and Blackburn Sequences
Blackburn [1] showed that a sequence A = a 0 , a 1 , · · · of period p ek − 1 over F p e has the shift and add (SAA) property if and only if there is a primitive element α ∈ F p ek and a surjective F p -linear function T : F p ek → F p e such that a i = T (α i ) for all i ≥ 0. We call sequences realized this way Blackburn sequences. Theorem 4. Let A be a Blackburn sequence that is a punctured de Bruijn sequence. Then A is an (r, q)-adic -sequence over F p .
This section is devoted to a proof of this theorem.
Corollary 3. Every punctured de Bruijn sequence with the SAA property is an (r, q)-adic -sequence over F p .
Let A = a 0 , a 1 , · · · be a sequence with a i = T (α i ) with T an F p -linear function from F p ek to F p e and α primitive in F p ek . We first find necessary and sufficient conditions for A to be a punctured de Bruijn sequence. If β 0 , · · · , β e−1 is a basis of F p e over F p , then there are F p -linear functions
Thus we have
As was pointed out by a referee of an earlier paper [4] , this makes it possible to characterize the sequences that have the SAA property and uniform distributions. We include a proof since, to our knowledge, this fact has not been described in the literature.
Theorem 5. Let A have the SAA property. Then A is a punctured de Bruijn sequence if and only if
is a basis for F p ek over F p .
Proof:
The sequence A is a punctured de Bruijn sequence if and only if each nonzero k-tuple of elements of F p e occurs exactly once in each period of A, and the zero k-tuple does not occur. Since the period of A is p ek − 1, this is equivalent to each such k-tuple occurring at most once in A, and the zero ktuple not occurring. Since A has the SAA property, it is equivalent simply to the zero k-tuple not occurring. Indeed, if any k-tuple occurs twice, then we can shift A by the distance between the two occurrences, then subtract A (the same as adding A p − 1 times) from this shift to obtain an occurrence of the all zero k-tuple.
The all-zero k-tuple occurs if and only if for some n we have a n = a n+1 = · · · = a n+k−1 = 0. That is,
for 0 ≤ j < k and 0 ≤ i < e. The set with each c ij in F p and not all zero, then for any n,
That is, the F p -coordinates of all k-tuples satisfy a common linear relation. Hence not all nonzero values of k-tuples can occur and A is not a punctured de Bruijn sequence.
Our goal now is to realize a shift of A as a maximum period AFSR sequence over a function field, i.e., an -sequence. That is, we want to find a ring R = F p [z 1 , · · · , z n ]/I with I an ideal, an element r ∈ R, a subset S ⊆ R, and an element q ∈ R so that A is the output from an AFSR based on R, r, S with connection element q. That is,
and equivalently, ∞ i=0 a i r i = u/q in the ring R r of r-adic elements over R, for some u ∈ R.
We achieve this as follows. For any F p -linear function f , let K f denote the kernel of f . We construct an appropriate R together with functions Γ : R → F p ek and ∆ : R → F p e so that K Γ = (q), K ∆ = (r), and ∆(s) = qT (cΓ (s)) for s ∈ S and some constant c = 0 ∈ F p ek .
Let f (x) be the minimal polynomial of r = α −1 over F p e so that
We have f k = 1 ∈ F p and
, since f 0 is the product of the Galois conjugates r
Then β is primitive in F p e and 1, β, · · · , β e−1 is a basis of F p e over F p . We have
Thus we can write
The polynomial z j (x) ∈ F p [x] has degree at most k. In particular, if e ≥ 2, then z j (x) does not have r as a root unless z j (x) is identically zero. Note that f k = 1, which implies that z 0 (x) has degree k and is nonzero. All other z i (x) have degree at most k − 1. Since f 0 = β, z 1 (x) has constant term 1, so is nonzero, and all other z i (x) have constant term 0. Suppose conditions (a), (b), (c), and (d) hold. By conditions (b) and (d) we have T (c) = T (cγ 0 ) = 0. We define Γ (y i ) = γ i and Γ (x) = r. We also define ∆(y i ) = δ i = T (c) −1 T (cγ i ) for i = 0, · · · e − 1, and ∆(x) = 0. We then extend these to ring homomorphisms. Let I be the intersections of the kernels of Γ and ∆. The functions Γ and ∆ induce functions on R = F p [x, y 0 , · · · , y e−1 ]/I for which we shall use the same names. It follows from condition (a) that
j=0 f ij γ j = 1 and q k = 1. Lemma 4. Let c, γ 0 , · · · , γ e−1 satisfy the conditions of Lemma 3. If R, S, and q are as above, then Hypotheses H1, H2, and H3 hold.
Proof: See Appendix B.
The sequence generated by an AFSR based on R, x, and S with connection element q is given by b i = q −1 0 (x −i (mod q)) (mod x) which really means
where Γ S is the restriction of Γ to S. On the other hand a i = T (cα i ) so we want to see that
for every i. The powers of α are precisely the images of the nonzero elements of S under Γ , so it suffices to show that for every y ∈ S we have
Rational Approximation
In this section we consider the problem of finding an AFSR over R, r, S that generates a sequence A. This is equivalent [8] to finding u, q ∈ R such that the α(A, r) = u/q, so we define the Rational Approximation Problem for AFSRs over R, r, and S as:
Rational Approximation over R, r, and S Instance: A prefix of sequence A of elements of S. Problem: Find elements u and q ∈ R so that α(A, r) = u/q.
We may approach problem with successive rational approximations: For each i, find u i , q i ∈ R with α(A, r) ≡ u i /q i (mod r i ). Such an algorithm converges after T steps if α(A, r) = u T /q T . We measure the quality of the algorithm in terms of the smallest T after which it converges, with the smallest such T expressed as a function of the size of the smallest AFSR that outputs A and we measure the quality in terms of the time complexity expressed as a function of T . In the Berlekamp-Massey algorithm (rational approximation for LFSRs), when the previous approximation fails at the next stage, a new approximation is formed by adding a multiple of a (carefully chosen) earlier approximation. If λ is the size of the smallest LFSR that outputs A, then the algorithm converges in 2λ steps with time complexity O(T 2 ) [11] . One might try the same approach with AFSRs over more general rings. But if there are carries when approximations are added, then the proof of convergence breaks down. Xu and the author overcame this in a general setting [9] . The key idea is to produce a new approximation that works for several new terms. To make this work, we need an index function φ : R → Z ∪ {−∞} so that the following holds.: Property 1. There are non-negative integers a, b ∈ Z such that 1. φ(0) = −∞ and φ(z) ≥ 0 if z = 0; 2. for all z, y ∈ R we have φ(zy) ≤ φ(z) + φ(y) + a; 3. for all z, y ∈ R, we have φ(z ± y) ≤ max{φ(z), φ(y)} + b; and 4. for all z ∈ R and n ≥ 0 ∈ Z, we have φ(r n z) = n + φ(z).
We define −∞ + c = −∞ for every integer c. Let n φ = max{φ(z) : z ∈ S} ∪ {φ(1)}. For a pair x, y ∈ R we define Φ(x, y) = max(φ(x), φ(y)).
If an AFSR over R and r has connection number q = k i=0 q i r i with q i ∈ T and produces output sequence A with α = α(A, r) = u/q, then φ(q) and φ(u) are bounded by affine functions of k and φ(m), where m is the initial memory.
Generally φ(m) measures the storage needed for m. From this and an expression for u in terms of q and the initial state, we show that λ = max(φ(u), φ(q)) is at most linear in the size of the AFSR. If we bound the execution time of a rational approximation algorithm in terms of λ, then we will have bounded the execution time in terms of the size of the AFSR. If A is an infinite sequence of elements of S and λ is the minimal value of Φ(u, q) over all pairs u, q with α(A, r) = u/q, then we say λ is the r-adic complexity of A.
We also need a subset P of R so that the following holds.
Property 2. There are c > d ≥ 0 ∈ Z such that 1. if s ∈ P , then r c does not divide s; 2. if z, y ∈ R, then there exist s, t ∈ P such that r c |sz + ty; and 3. if z, y ∈ R and s, t ∈ P , then φ(sz + ty) ≤ max{φ(z), φ(y)} + d.
We call P an interpolation set. Let M P be the cost of finding s, t in Property 2.2.
Theorem 6.
[9] Let φ be an index function and let P be an interpolation set for R and r. Then there is a register synthesis algorithm for AFSRs over R, r, S with time complexity O(M P T 2 ) such that if λ is the r-adic complexity of a sequence A, then given a prefix of
symbols of A, the algorithm produces an AFSR that outputs A.
and r ∈ R, so that R/(r) is finite. Thus |R/(r)| = r = p hg for some g ∈ Z. Let S be a set of representatives for R modulo r. We want to construct an index function and interpolation set. Define φ(v) = deg r (v) and φ(0) = −∞. Then Property 1 holds with a = max{deg r (uv) : u, v ∈ S} and b = 0. If a = 0, then our AFSRs are LFSRs, so we assume that a ≥ 1. Let 
be defined by µ(s, t) = sz + ty (mod r c ). Then µ is an F p h -linear map from a set of cardinality
to a set of cardinality
The former set is larger, so µ has a nontrivial kernel. That is, there exist s, t ∈ P , not both zero, such that r c divides sz + ty. This proves part 2 of Property 2. It follows that we have a rational approximation algorithm in this setting.
Theorem 7. Let S be a complete set of representatives modulo r satisfying Hypotheses H1 and H2. Let a = max{deg r (uv) : u, v ∈ S}. Then there is a register synthesis algorithm for AFSRs over R, r, S with time complexity O(M P T
2 ), such that if λ is the r-adic complexity of a sequence A, then the algorithm produces an AFSR that generates the sequence if it is given a prefix of T > 4aλ + 8a 2 + 1 ∈ O(λ) symbols of the sequence.
For cryptography this gives us another security test that stream ciphers must pass. For coding theory this may give us new classes of algebraic geometry codes with efficient decoding algorithms, but this is a subject for future research.
B Proof of Lemma 4
That F p ⊆ S follows from (2) , and the closure under addition is immediate from the definition. Thus Hypothesis H1 holds.
We have ∆(y 0 ) = 1 and Γ (y 0 ) = 1, so y 0 − 1 ∈ I. We know from (4) that the set of δ j spans F p e over F p , so every product δ i δ j can be written uniquely as In particular, every element of R can be written as a finite sum s i=0 u i x i with u i ∈ S. This implies that every element of R/(q) can be written in this form with s < k. Thus |R/(q)| ≤ p ek . But the image of R in F p ek is all of F p ek and is a quotient of R/(q). Hence |R/(q)| = p ek and (q) = K Γ in R. Thus Hypothesis H2 holds.
Suppose that Hypothesis H3 is false. Then there are distinct elements u, v ∈ R such that u/q and v/q have periodic x-adic expansions and u ≡ v (mod q). Since the termwise difference of two periodic sequences is periodic and corresponds to the difference of the corresponding x-adic elements, we can assume that u ∈ R with u = wx k . But then the x-adic expansion of u/q is x k times the x-adic expansion of w/q, hence has k consecutive zeros. But this is false for a punctured de Bruijn sequence. Thus Hypothesis H3 holds.
