A theoretical framework is presented, which derives chemical master equations for the number of protein molecules produced in a given time window, It is applied to derive analytical solutions that describe protein production distributions for the random bursting model (with an exponential or geometric burst-size distribution) and the clustering model. This distribution is experimentally observable using recently developed, single-molecule gene expression experiments. Furthermore, intrinsic stochasticity in a gene's expression can be calculated from protein production distributions using a new, time-dependent noise curve analysis. Different models of gene expression are compared with respect to their protein production distributions and intrinsic stochasticity, revealing the effects of molecular memory and burstlike expression on fluctuations in gene expression. It is distinct from and provides major advantages over measurements of steady-state concentrations. In living cells, due to the relatively small number of molecules, robust analyses of gene expression must address the inherently stochastic nature of biochemical reactions and intrinsic statistical fluctuations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Recent experiments using so-called Co-Translational Activation by Cleavage (CoTrAC), as shown in Fig. 1(a) , allow direct observation of gene expression in individual cells at the single-molecule level without disrupting gene regulation [11] [12] [13] . This strategy is a significant improvement over existing methods of monitoring protein concentrations. Concentrations are the combined result of protein production and degradation, dilution, and cell division. Previous studies have shown that molecular memory in protein and/or RNA degradation and nongenetic heterogeneity from stochastic partitioning at cell division contribute to protein concentration fluctuations [14, 15] . These experiments monitor protein production directly, which excludes complications brought about by protein degradation, dilution, and cell division. Rather than steady-state concentration distributions, these experiments provide the distribution of the number of protein molecules produced in a given period of time. Such time-dependent production distributions and associated noise curves make it possible to identify the effect of molecular memory and distinguish biological dynamics based on time-scale differences. These are major advantages over analyses of steady-state concentrations [13] . In addition, protein-production time traces allow one to examine temporal correlations, which is the memory in protein production. Temporal correlations in protein concentration can be dominated by degradation processes, making them less suitable for examining memory effects from production [16, 17] .
In living cells, due to the relatively small number of molecules, robust analyses of gene expression must address the inherently stochastic nature of biochemical reactions and intrinsic statistical fluctuations [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . Recent experiments using so-called Co-Translational Activation by Cleavage (CoTrAC), as shown in Fig. 1(a) , allow direct observation of gene expression in individual cells at the single-molecule level without disrupting gene regulation [11] [12] [13] . This strategy is a significant improvement over existing methods of monitoring protein concentrations. Concentrations are the combined result of protein production and degradation, dilution, and cell division. Previous studies have shown that molecular memory in protein and/or RNA degradation and nongenetic heterogeneity from stochastic partitioning at cell division contribute to protein concentration fluctuations [14, 15] . These experiments monitor protein production directly, which excludes complications brought about by protein degradation, dilution, and cell division. Rather than steady-state concentration distributions, these experiments provide the distribution of the number of protein molecules produced in a given period of time. Such time-dependent production distributions and associated noise curves make it possible to identify the effect of molecular memory and distinguish biological dynamics based on time-scale differences. These are major advantages over analyses of steady-state concentrations [13] . In addition, protein-production time traces allow one to examine temporal correlations, which is the memory in protein production. Temporal correlations in protein concentration can be dominated by degradation processes, making them less suitable for examining memory effects from production [16, 17] .
Here we present a general framework for molecular production by converting general Chemical Master Equations (CMEs) of concentrations into Chemical Master Equations of production. Working within this framework, we derive analytic solutions of time-dependent protein production for several * xiao@jhmi.edu † jin.wang.1@stonybrook.edu models of clustered protein expression: a bursting model in which protein production occurs instantaneously in a random, burstlike fashion, and a clustering model in which protein production occurs when the gene is switched from an inactive to an active state [7, [18] [19] [20] [21] . These two models are widely used to explain experimentally observed non-Poissonian noise in gene expression. Concentration distributions of these two models were investigated in previous literature [7, 19, 20] . In this article we derive and compare analytical frameworks for protein production for these two models. Both models have larger fluctuations in the number of protein molecules produced than what is expected for a Poisson process. We show that, only when the switching between gene states is fast, gene bursting can be a good approximation of the clustered expression. When switching is slow, the clustering model exhibits memory, while the bursting model is memoryless. For some systems in this region (slow switching), such as in some mammalian cells [22] , bursting models are not suitable approximations, and a clustering model is necessary. We also note the emergence of bimodal production distributions due to burstlike or clustered protein production.
I. PROTEIN PRODUCTION
The steady-state concentration distribution is the balanced result of production and effective degradation. However, single-molecule experiments such as CoTrAC enable experimentalists to count how many molecules of the target protein are produced during some time period [13] . Figure 1(a) illustrates the CoTrAC strategy. Membrane-targeted fluorescent reporter proteins [yellow (light gray) dots] are expressed in translational fusion with the target protein [blue (dark gray) dots] in a 1:1 ratio. A protease separates reporter proteins from target proteins. The fluorescent reporter protein can be observed individually in real time on the cell membrane. After each fixed time window, 5 min, for example, detected reporter molecules are counted and then photobleached so that only newly generated reporter molecules will be counted in the next time window. Therefore, CoTrAC monitors protein [13] . (b) Kinetic scheme for bursting models. (c) Kinetic scheme for the clustering model. Here protein production is shown as a single step rather than explicitly separating transcription and translation. This one-step production process is a reasonable approximation for most bacterial proteins that are translated from short-lived mRNAs.
production during each time frame rather than concentration, and the resulting distribution is not a steady-state distribution. The shape of the distribution depends upon the length of the observation time window t. Furthermore, based on the observed sequence of protein production events, if we combine N consecutive time windows t into a new time window Nt, a new distribution of protein production for any time window Nt (integer N ) can be generated. The effect of molecular memory can be identified to distinguish different biological dynamics from the protein production distributions and the noise in these distributions for different Nt. This gives a major advantage over steady-state concentrations (see Appendix C) [13] . Since steady-state concentration distributions and associated CMEs are unsuitable for protein production data, a new formulation is required.
Let us consider the general CME for concentrations:
Here dP SS (i,n,τ ) dt = 0. Furthermore, we use r ≡ (r 1 ,r 2 , . . . ,r N ) to indicate the number of molecules produced for these N specified species during time window t. Only during the reactions in which new molecules of the species i are generated will r i and n i increase the same number. Therefore, we characterize all reactions into two groups: (1) reactions with index α, in which new molecules of any species i are produced, and (2) reactions with index β, which do not produce new molecules of any species i. Starting the observation of molecular production at time τ , the joint distribution P (i,n,r,τ + t) for n and r satisfies
with the new state-changing vector for the productionṽ α = (ṽ (2) constitutes a CME for the number of protein molecules produced in a time window t → t + τ . The initial condition of the distribution is simply
because no molecules have been produced at t = 0. We notice that Eq. (2) does not have a steady-state distribution, as the production distribution is a function of time, with more molecules being produced in longer time windows. It is the first time that the general CMEs of production instead of concentrations are given. If we can only observe the production r without any knowledge of corresponding concentrations n, the probability distribution for r,
satisfies dP (i,r,τ + t) dt
Equation (5) can be obtained by making the summation of {n} on both sides of Eq. (2). After the summation, terms with β indices on the right side will drop out if corresponding reactions do not change the state variable i. One typical reaction of this kind is molecular degradation, which reduces the quantity of one molecular species without affecting any other species. Equation (5) is not linear in P (i,r,τ + t), which represents a typical non-Markovian behavior for the production r.
Usually one is more interested in the molecular production for a system in which concentrations have reached the steady state. Then the starting time of the observation τ is not relevant. The production distribution depends only on time window t: P (i,n,r,τ + t) ≡ P (i,n,r,t). The initial condition is P (i,n,r,t)| t=0 = P SS (i,n)δ(r). The summation over r on the joint distribution P (i,n,r,t) will give the steady-state distribution for concentrations: {r} P (i,n,r,t) = P SS (i,n).
For some simple systems, such as the protein bursting model and the protein clustering model, all reaction rates a α and a β , except degradation rates, are independent of protein concentrations. In these cases degradation terms drop out in Eq. (5), further reducing the CME to
where β does not include degradation reactions.
In the following sections we will apply this framework to two models of protein expression (the bursting model and the clustering model) to obtain corresponding analytic solutions. In these two models, CMEs for protein concentrations n can be easily converted into new CMEs for protein production r, by simply replacing n by r and discarding the degradation term.
II. BURSTING MODEL
Previous studies have observed that protein expression bursts can follow an exponential (or geometric) distribution with an average burst size b [11, 12] . The kinetic scheme of the bursting model is shown in Fig. 1(b) . It is a simplified model of one-step protein production that does not explicitly separate transcription and translation. The protein of interest is produced in bursts, owing to translational bursting, transcriptional bursting, or some combination of both. Expression events occur randomly with a given rate k, and each event consists of the instantaneous production of a burst of protein molecules. Here we further divide the random bursting model into two submodels: one with the approximation of a continuous, exponential burst-size distribution [18, 19] , and one with discrete variables and a geometric burst-size distribution [7] .
For the continuous bursting model, when protein concentration is monitored, the CME can be written as [18, 19] 
with the continuous variable n being the concentration of the target protein in a cell. The dilution effect of cell growth and division is described by the effective degradation rate γ . The first term describes the process of protein production in bursts. It was assumed that the burst size (n − n ) is independent of the current protein concentration n and follows some characteristic distribution:
. The δ function conserves the total total probability density. For an exponential burst-size distribution,
, it was found that the steady state for dP ss dt = 0 satisfies a γ distribution [19] .
As mentioned in Sec. I, we will focus on distributions of protein production, which was observed in recent biological experiments [13] . The observation starting time τ becomes irrelevant in the steady state when measurements are compiled from many cells. In place of n for the protein concentration, we use r to represent number of protein molecules produced during a time window. Then, following Eq. (6), the CME for r (number of produced proteins) is obtained by setting γ = 0:
where * indicates the convolution integral. Equation (8) 
withŵ(S r ) = − S r S r +b −1 . The initial condition can be set as P (r,0) = δ(r), leading to the initial conditionP (S r ,0) = 1. The solution of Eq. (8) iŝ
The inverse Laplace transformation gives
where I 1 is a modified Bessel function of the first kind. The δ function satisfies the initial condition. The continuous bursting model assumes a continuous numbers of molecules, which is suitable only at high expression levels. However, low expression levels require that copy numbers be treated discretely using a geometric equivalent (the discrete equivalent of an exponential distribution) [7] . Expression events occur randomly with a rate k, with each event instantaneously producing a burst of j molecules following a geometric distribution:
The steady-state concentration distribution is a negative binomial distribution [7] . The production distribution can also be derived by setting the degradation rate γ = 0 (see Appendix B) [13] . With Kummers's confluent hypergeometric function M(α,β,x), the distribution of protein molecules r produced in time t is
III. CLUSTERING MODEL
The second model, the clustering model shown in Fig. 1 (c), is described with a kinetic scheme [20, 21] :
The inactive state I can stochastically switch to the active state A with a rate k 0 and initiate the production of protein P . Once in the state A, protein molecules will be produced in clusters because of the large k 1 , until the gene is switched back to the state I . The clustering model is more appropriate for the transcription "bursting" of mRNAs [23] . Since the mRNA lifetime is short in most bacterial cells, such clustered mRNA production can lead to the clustered production of proteins. In this case, protein production can be approximated as a single step instead of explicitly separating transcription and translation. Setting the "active" state as state "1" and "inactive" state as state "0," the CME can be written as
and
The steady-state solution dP SS i dt = 0 was previously derived [20] . As with the bursting model, for the distribution of the number of protein molecules produced r, the degradation rate should be set to zero: γ = 0. We define two generation functions: p 1 (z,t) = ∞ 0 P 1 (n,t)z n and p 0 (z,t) = ∞ 0 P 0 (n,t)z n . The production distributions can be generated as
The generation functions satisfy dp 1 
For the initial condition, when t = 0, no protein is produced: P 1 (n,0) = P 0 (n,0) = 0 for n 1. The balance between the active state and the inactive state: k 0 P 0 (0,0) = f P 1 (0,0) gives
in which λ 1 (z) and λ 2 (z) are two roots of the equation (there are always two nondegenerate, real roots):
and c 1 (
. The total production distribution for the clustering model is P cluster (n,t) = P 1 (n,t) + P 0 (n,t).
IV. PRODUCTION DISTRIBUTIONS
In Figs. 2(a) , 2(b), 2(c), and 2(d), the production distributions of Eqs. (11), (13) , and (16) for different kinetic parameters and different observation window lengths for three gene expression models are plotted. Here the average burst size k 1 /f in the clustering model is set to be equal to the average burst size b in bursting models. First, we observed that production distributions evolve with time, in contrast to time-independent, steady-state concentration distribution. We also observed bimodal production distributions for all models. In Fig. 2(c) , the clustering model with f = 0.5 (pink line) has two peaks at r = 0 and r ∼ 12. In Fig. 2(d) , bursting models and the clustering model with f = 1000 [dotted blue, short dashed green and red (dark gray) lines] have two peaks at r = 0 and r ∼ 36. Bimodality arises from the non-Possion protein synthesis mechanism: bursting or clustering. When b is relatively large and t is relatively short, we observe either no molecules or a burst (or cluster) of molecules. Such bimodality was not found in the steady-state concentration distributions for either the bursting model or the clustering model [7, 19, 20] . The concentration distributions with same parameters as in Figs. 2(c) and 2(d) are given in Appendix A, and no bimodality is found. In addition, when b = 5 or 10, the two bursting models have almost identical production distributions. In the large b limit, the exponential burst model is a good approximation of the geometric burst model. However, when b is small, these two distributions deviate, and the geometric burst model is a better choice since it is a discrete model and the number of produced proteins should be an integer. Additionally, it is observed that for a fast switching rate (f = 1000), the production distributions from the geometric bursting model and the clustering model are almost identical. However, for a slow f , the results from these two models are quite different, especially when b = 5 or 10. Physically this is easy to understand. When f is fast, a cluster of protein expression will finish in a very short time, which is almost the same physical process as an instantaneous burst. When f is slow, the gene will remain active for a long time.
We also note that the concentration distributions from all models can be indistinguishable from each other under some limit (see Appendix A), while the time-dependent production distributions are relatively distinct from one another. Production distributions also make it possible to distinguish protein expression models by analyzing noise in protein expression, as we will see in the next section.
V. PROTEIN PRODUCTION NOISE
The protein production noise for time window t is defined as: η 2 (t) = r 2 − r 2 r 2 , in which · indicates taking the average. It gives the basic measurement for the fluctuation of a production distribution. We show that, by analyzing the protein production noise in different time windows t, information beyond concentration distributions of steady states (see Appendix C) [13] , such as molecular memory, can be obtained. For the continuous bursting model, using the CME (8) and changing the integral order, we get the average molecule production for t:
Similarly, we can obtain
Then the noise function is η with a Fano factor of 2b + 1 (see Appendix B) [13] . For the clustering model, the average production r (t) = d dz
t. There are two limits of slow and fast switching: r (t) → k 1 t as f → 0 and r (t) → k 0 bt as f → ∞. The noise function is
In the limit of f → 0, the noise function is η
with a Fano factor of 1, which is equivalent to a Poisson process. In the limit of f → ∞, the noise function is η
with a Fano factor of 2b + 1, which is the same as in a geometric burst process. Noise curves as a function of t for different models are plotted in Figs. 3(a) and 3(b) . The noise curves of geometric bursting and clustering models with f = 1000 are almost identical. For b = 5, the noise of the exponential bursting model is similar to that of the geometric bursting and clustering models with f = 1000. However, for a small b = 2, the deviation is not negligible. Therefore, the continuous exponential burst model is a good approximation of the discrete geometric burst model only when the average burst size is relatively large.
We note here that for both bursting models, time-dependent noise is always inversely proportional to the mean number of molecules produced:
, indicating a memoryless stochastic process. This is also true for the clustering model when f is large. However, at a relatively slow switching rate, the time-dependent noise is no longer ∝ 1 r (t)
. Figures 3(a)  and 3(b) show that the noise curves for such a system bend down when t → 0. This indicates that, at short time window t, molecular memory due to clustered production will not contribute to fluctuations. As t increases, the molecular memory due to the slow f leads to a larger apparent Fano factor. Therefore, geometric bursting is a good approximation of clustering only when f is large. When switching is slow, the full clustering model should be considered. These noise curves provide a framework for identifying molecular memory in protein production data, such as that obtained in CoTrAC experiments. It can help to reveal underlying gene expression mechanisms, which are not available from the concentration distributions. For example, for the condition γ 1 and f γ 1, the concentration distribution of the clustering model is almost identical to that of the discrete geometric burst model (see Appendix A). However, by choosing some short observation time window t, the noise curves (or equivalently the time-dependent production distributions) for these two models differ from each other, providing a way to identify the mechanisms of protein production.
VI. DISCUSSION
In this study we provided a general framework for protein production and derived analytical solutions of protein production for three stochastic models: the continuous exponential bursting model, the discrete geometric bursting model, and the clustering model. The resulting protein production distributions and noise curves show that the two random bursting models can be a good approximation of clustered expression when the switching between gene states is fast. However, when the switching is slow, the clustering model exhibits molecular memory, while instant bursting models are memoryless. For these systems, bursting models are not suitable, and a clustering model becomes necessary. In addition, by identifying the effects of molecular memory in experimental data, time-dependent noise curves of protein production can be used to distinguish between the bursting model and the clustering model, which cannot be achieved from steady-state concentration distributions. We also noticed bimodality in production distributions due to the bursting or clustering protein production, which was not observed in steady-state concentration distributions. Our general framework for protein production can be applied to forthcoming single-molecule gene expression experiments for various biological systems to uncover underlying protein expression mechanisms. It will open a wide door for directly investigating gene expressions at an unprecedented level. It also will enable further studies of how the protein production noise shapes the response of gene regulatory networks and related biological processes.
APPENDIX A: CONCENTRATION DISTRIBUTIONS OF STEADY STATES
For the exponential burst model with continuous variables, a continuous CME can be written as [18, 19] 
. The steady state of concentration satisfies a γ distribution [19] :
with a = k/γ and indicating a γ function.
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For the geometric burst model with discrete variables, CMEs are [7] dP (n,t)
with G(j ) = (1 − q)q j and the average burst size b = q/(1 − q). The concentration distribution of the steady state is a negative binomial distribution [7] :
For the clustering model, CMEs can be written as [20, 21] 
The concentration distribution of the steady state is [20] 
where M is the Kummers' confluent hypergeometric function (or confluent hypergeometric function of the first kind).
In the large f γ 1 limit, we have
It is the negative binomial distribution as in Eq. (A4), with
∼ (a)n a , which leads to
It is the same γ distribution (A2) from the burst model (A1). Therefore, in the limit
1, all three models (exponential bursting, geometric bursting, and clustering) have the same steady-state concentration distribution.
Although production distributions can have bimodalities as shown in the main text, we did not found corresponding bimodalities in concentration distributions, as shown in Figs. 4(a), 4(b) , 4(c) and 4(d).
APPENDIX B: PRODUCTION DISTRIBUTION OF GEOMETRIC BURST MODEL
By setting effective degradation rate γ = 0, the CMEs of the geometric burst model for production are
Here we give the derivations for P (r,t), which was first shown in Ref. [13] . We define the generation function of the production distribution:
The master equations can be converted to one equation for the generation function:
With the initial condition P (r = 0,t = 0) = 1,P (r = 0,t = 0) = 0, we have
By defining derivative parameters: λ = kqt,χ = 1−λ, we express the generation function as
Employing the Taylor expansion:
the Taylor expansion of the generation function is 
The distribution of protein molecules r produced in time t is P (r = 0,t) = e −kqt , 
We can also obtain noise function for a particular t: 
with a Fano factor F = 2b + 1.
APPENDIX C: RELATION BETWEEN TIME-DEPENDENT NOISE CURVE AND MOLECULE MEMORY
We assume the number of molecules stochastically produced in a time order sequence of (t,n 1 ),(2t,n 2 ); . . . ; (Mt,n M ), with equal mean and fluctuation for each time interval t : n i = n t , n N = 1, . . . ,M as [13] n Nt = n 1 + n 2 + · · · + n N = N n t , represents the intrinsic noise due to protein bursting. For the memoryless process, such as exponential and geometric bursting, C(τ ) = 0,C (Nt) = 0, and the noise curve is a straight line with slope 1 in the Log-Log plot. However, for the clustering model, there is memory because of the gene states switching, and the noise curve should not be a straight line in principle. As we showed in Fig. 4(c) and 4(d) , when the gene switching is slow, molecular memory plays a important role and the noise curve is no longer a straight line in the Log-Log plot. But when gene switching is very fast, the memory is so weak that it can be approximated as a memoryless process, and the noise curve is a straight line with slope 1 in the Log-Log plot.
