Abstract-Ride-sharing practice represents one of the possible answers to the traffic congestion problem in today's cities. In this scenario, recommenders aim to determine similarity among different paths with the aim of suggesting possible ride shares. In this paper, we propose a novel dissimilarity function between pairs of paths based on the construction of a shared path, which visits all points of the two paths by respecting the order of sequences within each of them. The shared path is computed as the shortest path on a directed acyclic graph with precedence constraints between the points of interest defined in the single paths. The dissimilarity function evaluates how much a user has to extend his/her path for covering the overall shared path. After computing the dissimilarity between any pair of paths, we execute a fuzzy relational clustering algorithm for determining groups of similar paths. Within these groups, the recommenders will choose users who can be invited to share rides. We show and discuss the results obtained by our approach on 45 paths.
I. INTRODUCTION
In recent years, the monitoring of city mobility has attracted growing attention due to the increasing number of vehicles (mainly private cars) causing, on the one hand, frequent traffic congestions, bottlenecks and incidents, and, on the other hand, pollution accounting for about 26% of CO 2 emissions in Europe [1] . Thus, a big effort has been recently done in the context of smart cities to monitor and reduce vehicular traffic, by improving the management of the transport networks and analyzing the dynamics of a city. This analysis focuses on: i) traffic dynamics, i.e., movements of vehicles in the road network, and ii) social dynamics, i.e., movements or grouping of people in the city, due to events and personal mobility habits. The modeling of the former allows reducing traffic congestion, addressing environmental, economic and social needs, e.g., by providing real-time information about traffic congestion and regulation, travel time estimations, incidents, pollution levels, optimal route suggestions, parking availability [2] - [4] . The modeling of the latter allows identifying social gathering places, predicting the movements of people, estimating user similarity based on shared stay points or common paths [5] - [7] . In fact, e.g., the presence of repeated traces in the same place can indicate both a social gathering place (e.g., school, university) and a relationship between the people to whom the traces correspond (e.g., classmates).
One of the possible solutions to improve mobility in smart cities can be found in ride-sharing services. Ride-sharing is the practice according to which at least two users share a portion of a trip using the same vehicle [8] . Several car-sharing or online ride-sharing services (e.g., BlaBlaCar 1 , RideshareOnline 2 ) have spread in recent years as an economical and easy-to-use form of collaborative transportation system. Such services provide societal and environmental benefits by reducing the number of single-occupancy vehicles moving in the city. Direct economic benefits for users are money savings in fuel, tolls, parking fees. Benefits for the city are lower levels of traffic congestion and pollution. Different ride-sharing systems exist, differing from each other in some features such as the matching criterion between rides or between users, or the kind of trip (regular, commute, one-time, long-distance, short-distance, multi-hop, etc.). Thus, rides can be matched based on the Origin Destination (OD) matrix (by taking into account the origin points and/or the destination points), the pick-up and drop-off points of passengers, the keyword (cities, regions, etc.), users' needs and constraints [8] . The main challenge of ride-sharing systems is the effective recommendation, i.e., the efficient matching between rides (or users, i.e., passengers and drivers), by fulfilling the (often) conflicting objectives of meeting users' needs, respecting origin and destination points, respecting scheduling times, etc. [8] . In fact, when a user chooses a transportation mode, he/she considers several aspects of the ride: cost, travel time, flexibility, pick-up and drop-off points, privacy, etc. Some of the above-mentioned aspects are difficult to directly be controlled in public transport or long-distances ride-sharing services, where often the constraints for the pickup/drop-off locations are not flexible for the user. On the contrary, ride-sharing allows satisfying the door-to-door transportation needs of users [9] .
The proposed ride-sharing recommender is tailored on the urban context, where the several points of interest (POIs), along a city path represent the desired pick-up or drop-off locations for the users. We assume that users only need to be picked-up or dropped-off at the POI location. Thus, the time spent in each POI during the shared ride is negligible. In this work, we focus on studying the relationship (in terms of similarity) between users' paths, with the aim of matching similar rides by applying data mining techniques to improve e.g., car-sharing or ride-sharing services, and friendrecommendation and community-discovery systems.
Although some papers in the literature propose solutions for ride-sharing [1] , [10] - [14] , to the best of our knowledge, a standard method for determining the best ride-matching method does not exist [12] . In this paper, we propose an approach to group similar drivers, according to their preferred, or most frequently travelled trips, with the aim of supporting ride-sharing services [10] . Each user trip is defined in terms of a set of POIs (origin, destination, and intermediate points) forming a path in the city road network. More in detail, by considering paths pairwise, i) we define a dissimilarity function to determine how much two paths are close to each other; ii) we compute, according to this function, the dissimilarity score between pairs of paths; iii) we group the paths according to their dissimilarity score, by means of a relational clustering algorithm based on the well-known fuzzy c-means algorithm [15] . Clustering refers to the process of grouping a set of objects into clusters according to similarity. With respect to other works in the literature related to ride-matching, the novelty of the proposed work is the construction of a shared path for each pair of paths. The shared path is the shortest path, which visits all POIs of the two paths by respecting the order of sequences within each path. The shared path is found by computing the shortest path on a direct acyclic graph (DAG) representing the connections between the POIs of the two paths taken into account. Stated in other words, we aim to solve the Sequential Ordering Problem (SOP), first formulated by Escudero in [16] . SOP is a combinatorial optimization problem, which consists of determining the minimum cost Hamiltonian tour between a source node and a destination node on a directed graph, satisfying a set of precedence constraints between pairs of nodes. In this way, the user of path p 1 can be paired with the user of path p 2 in order to share with him/her the city ride at the minimal cost, in terms of additional distance to be travelled. Such a system could be very useful to reduce traffic in the city, as usual/frequent activities of citizens (e.g., grocery shopping, children pick-up and drop-off, theatre/cinema/sport events attendance) often share the same place or time. For the above reasons, it becomes easy to find people with the same transport needs. Furthermore, to enforce the order of sequences within each path is of the utmost importance, e.g., in the case of paths such as {1. get out of work, 2. pick-up children at school, 3. go home}, where severe ordering constraints are present.
The paper is organized as follows. Section II reviews the state of the art and the related work about dissimilarity functions and ride-sharing recommenders. Sections III and IV present the proposed system for path clustering, and the experimental analysis, respectively. Finally, Section V provides the conclusions.
II. STATE OF THE ART
In this section, first we provide the definition of some wellknown trajectory and path similarity functions, by highlighting their weaknesses and strengths. Then, we recall some ridesharing recommenders proposed in the literature.
Similarity functions are used to evaluate the amount of similarity between objects. The class of similarity functions chosen, e.g., distance-based, statistical-based, point-based, depends on the kind of object and context considered. In fact, in the case of paths or trajectories, the function should take into account also the underlying road network graph, and problems such as graph connectivity, or compliance with the order in the sequences. A trajectory of a moving object is expressed as a series of discrete spatiotemporal points, taking into account both the position in the road network, and the corresponding time. A path instead can be considered as a spatial trajectory that covers a trip from an origin point to a destination point, and consists of a sequence of nodes and edges on a graph, representing the road network [17] . Thus, similarity functions between trajectories typically take into account position, time, speed, and direction of the object, while in the case of paths, only the spatial dimension is taken into account, i.e., the starting node, the ending node, the length of the path, the intermediate nodes, etc. The terms "trajectory" and "path" are used in this paper in an interchangeable way, even though we deal with path data mining.
The dissimilarity between objects, represented by a set of numerical attributes, is usually measured with point-based distances, e.g., L p -norm distance metric (Euclidean distance for p = 2). The drawbacks of L p -norm distance metrics are: i) the impossibility to define a distance between trajectories of different lengths, ii) the bad management of outliers, and iii) the missing management of time-shifted trajectories. Thus, L pnorm distance metric is not well-suited for trajectories or paths. The edit distance metric [18] is defined on two strings as the minimal number of operations needed (e.g., deletion, substitution, insertion, etc.) to transform one string into the other. Several variants of the edit distance suited for paths/trajectories, have been proposed: i) the edit distance on real sequence [19] captures the similarity in shape between two trajectories; ii) the longest common subsequence (LCS) [11] is based on the matching of two sequences by stretching and rearranging the elements in time and space. The inter-cluster distance metric is used to represent the distance between paths represented as clusters of points. Examples of inter-cluster metrics are the maximum and the minimum [17] . The dynamic time warping metric [20] allows measuring the similarity between two temporal sequences, which may vary in time or speed. The drawback of this measure is its inefficiency for noisy data, its strength is the chance to be applied to trajectories of different lengths. According to the perimeter-based metric, the similarity between two paths p 1 and p 2 corresponds to the perimeter of the region formed by the two paths and the shortest path from the starting node of p 1 and the starting node of p 2 , and the shortest path from the ending node of p 1 and the ending node of p 2 [17] . This metric is well suited to compute the similarity based on the starting and the ending nodes.
Most of the similarity functions described above are not suited to work with paths defined on a graph. Other similarity metrics handle only standalone trajectories [17] , or are not able to compare paths of different length, or with different sampling frequencies. In this paper, we propose a novel dissimilarity function that tries to overcome the above-mentioned problems. The intuition behind this function is to consider as dissimilarity measure the additional road that needs to be travelled by the user of a given path to visit also the POIs of another path: if the length of this additional road is small, then the effort requested to the user for the ride sharing is negligible.
In the literature we can find several systems that can be used as ride-sharing recommenders. Ying et al. [21] propose a novel similarity measure between GPS trajectories, which takes into account the semantics of trajectories in order to develop a friend recommender. In [1] , the authors propose a recommender capable of identifying opportunities for ridesharing. The system collects GPS mobility data, identifies users' routine behaviors by employing text mining techniques, and finally discovers similarities among rides. He et al. [10] propose an intelligent routing scheme for carpooling recommendation. The system extracts frequent routes of users, searches for qualified riders and generates a commonly accepted route, which minimizes the driving distance, the walking distance, and the travel costs. Xiao et al. [7] estimate the similarity between users according to the semantic location histories extracted from GPS traces, with the aim of enabling friend and location recommendation. In [11] , the authors tackle the ride-matching problem and perform an automatic classification of similar trajectories using the nearest neighbor classifier, and the LCS as similarity function between trajectories, and by allowing stretching in time and translating in space. In [12] , the authors identify suitable matches between users based on preferred characteristic (age, gender, smoking preferences, pet restrictions, etc.) and by satisfying constraint such as, vehicle occupancy, waiting time to pick-up, number of connections, detour distance. In [14] , the authors propose a dynamic ride-sharing system for taxis, by employing a shortest path algorithm and a dynamic matching criterion. Each trip is defined in terms of only the origin and destination points, and the constraints about waiting times.
Hence, the ride-matching criterion proposed in this paper is based on the geographic dissimilarities (distances) of the POIs composing the trips and not merely on the OD matrix, i.e., we take into account also trips containing intermediate stops along it. This means that paths belonging to the same region, city, district, or area of a city (as in our case) will be matched according to the distances of POIs. In addition, with the proposed ride-matching criterion, the starting/ending points of the paired paths do not have to be the same or very close in space: they can be anywhere in the city. Then, the clustering will tend to group paths based only on their real similarity.
III. THE PROPOSED SYSTEM FOR PATH CLUSTERING
In this section, we describe the proposed system for path clustering, which exploits a novel dissimilarity function between pairs of paths, and a relational fuzzy clustering algorithm based on the classical fuzzy c-means [15] . The dissimilarity function evaluates how much two paths are dissimilar by exploiting a well-known algorithm for computing the shortest path on edge-weighted directed acyclic graphs (DAG). The algorithm, described in [22] , is simpler and faster than the classical Dijkstra's algorithm.
The architecture of the proposed system is shown in Fig. 1 . The digital map, which is exploited to represent the city road network and the positioning of people and vehicles in the city, is the one provided by the well-known Open Street Map (OSM) 3 framework for digital maps. OSM is an open source, free-license project aimed at collecting geographic data to create freely available maps of the world with free content. A digital map is a graph (V, E) composed of a set of vertices V, defined as GPS positions, and by a set of edges E, each one defined in terms of length, bearing and endpoint vertices. With this structure, a road is described as the conjunction of consecutive edges (also called segments) identified in correspondence with intersections, changes in bearing of the road, traffic lights, pedestrian crossings, and other relevant points. The use of the digital map of the city will allow computing the travel distances between different points of the map according to the road network constraints (one-ways, limited traffic zones, etc.). A user POI trip is defined in terms of a set of POIs that should be visited by the user in the given order. The set of POIs includes the path's origin and destination points, and the stops along it. These locations can be expressed with the name of the place, the complete address, or directly in terms of GPS positions (latitude and longitude). Such POIs are aligned on the road network of the digital map during the map-matching phase of the module "Map-matching" in Fig. 1 . More in detail, this operation translates each POI with the corresponding GPS coordinates, and then matches the coordinates with the closest OSM map segment, by exploiting the Graph Hopper API for Java 4 . We do not discuss the details related to map-matching the POIs on the digital map, since it is not the focus of this paper. The resulting path is described as a sequence of GPS positions (corresponding to segments on the digital map). User's path
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The module "Pairwise paths similarity computation" evaluates the similarity between pairs of paths. Given a set of paths Φ = {p 1 , …, p P }, with P being the number of paths in Φ, we define two paths � and � , in Φ, as � = { � � , … , � � � }, and � = { � � , … , � � � }, with Q α and Q β being the number of relevant POIs in � and � , respectively. We define the dissimilarity value D α,β between p α and p β as the additional length, with respect to path p α , to be travelled by user of path p α to visit the POIs of both paths, respecting the given orders of the POIs in paths p α and p β . Similarly, the dissimilarity value D β,α between p β and p α corresponds to the additional length, with respect to path p β , to be travelled by user of path p β to visit the POIs of both paths, respecting the given orders of the POIs in paths p β and p α .
More formally, D α,β is computed as:
where � ∪ � is the shortest shared path travelled by the user of path p α for visiting each point of paths p α and p β , preserving the order of the visited POIs in p α and p β , ℎ( � ∪ � ) is the length of the shared path � ∪ � , and ℎ( � ) is the length of path p α . ℎ( � ) is computed as the sum of the distances between consecutive points in p α :
where � � and ��� � are two consecutive POIs of path p α , and The last 2 edges connect the nodes � ∝ ,� � and � ∝ ,� � with the destination node D and have a weight equal to 0.
The shared path is computed as the shortest path on the DAG using the code included in the library algs4 5 for Java. 2 shows an example with two paths: p α with ∝ = 3 , and p β with � = 2 . The user of path p α leaves home, dropsoff children at school, and finally goes to work; the user of path p β , e.g., a teacher of the same school, leaves home and reaches the school. Fig. 3 shows the corresponding DAG built for the pair of paths. The DAG has 18 nodes and 20 edges. We compute the dissimilarity value for each pair of paths in Φ. We obtain a PÍP dissimilarity matrix of values D α,β computed according to (1) , and representing the mutual relationship between pairs of paths.
Then, in module "Path clustering", similar paths are grouped by means of a relational clustering algorithm, according to the pairwise dissimilarity value. We employ as relational clustering the ARCA (Any Relational Clustering Algorithm) algorithm proposed in [15] . This algorithm considers each path p α as an object described by P features, where each feature β corresponds to the value of dissimilarity between p α and p β . Thus, the relational clustering problem is transformed into an object clustering problem, which is tackled by adopting the well-known fuzzy c-means clustering algorithm [23] . ARCA partitions the dataset by minimizing the Euclidean distance between each path (described by the P dissimilarity values) belonging to a cluster and the prototype of the cluster. ARCA has proved to be more stable and effective than popular fuzzy relational clustering algorithms proposed in the literature. In this paper, we adopt the cosine distance in place of the Euclidean distance for coping with the highdimensionality of the objects. The cosine distance is computed as the angle between the feature (dissimilarity value) vectors representing the objects (in our case, the paths). Fig. 2 . Please note that, for the sake of simplicity, we show the weights only on four edges, but all the weights are computed as explained in the text.
IV. EXPERIMENTAL ANALYSIS
In this section we describe the case study adopted to evaluate the proposed system. We first generated 45 paths in different areas of the city of Pisa. Then, we computed the dissimilarity between these paths and applied the ARCA clustering algorithm. Finally, we analyzed the clusters obtained.
A. Path Generation
The 45 paths used in the experimental analysis were randomly generated in the road network of the city of Pisa, Italy (corresponding to an area of about 70 km 2 ). The paths belong to about 3 main areas of the city and have a length ranging from 150 m to 3 km (we recall that we focus on urban ride-sharing, thus the length of the paths may be shorter with respect to traditional inter-city ride-sharing systems). For the aim of this paper, they represent an example of the most frequent or usual paths of users moving in the city by car, in the time interval of about 1 hour. In fact, the aim is to analyze trips with similar temporal constraints, i.e., users with similar needs, and moving approximately in a similar area. Each path consists, e.g., of a set of Q POIs (e.g., school, grocery, department store, drugstore) or other relevant points (e.g., user home, user work place) for the user of the path. The value of Q ranges from 2 (meaning that the path is defined only in terms of its origin and destination points) to 5. Each POI can be provided as the name of the place, the complete address, or directly by means of its GPS coordinates. The POIs are then map-matched and translated in GPS coordinates.
B. Clustering of Paths
We computed the elements of the PÍP dissimilarity matrix and applied the ARCA algorithm. As usual, we set the fuzzification coefficient of the fuzzy c-means to 2. We executed the ARCA algorithm with c = 2, c = 3, and c = 4 clusters. We employed a well-known cluster validity index, i.e., the Xie-Beni index [24] , to determine the optimal number of clusters. In fact, a typical practice suggested in [25] is to consider as the optimal number of clusters the first minimum of the Xie-Beni index. The first minimum for the Xie-Beni index was found for c = 3 clusters, as shown in Fig. 4 . Paths having high membership degree (larger than = 0.5) to one cluster (say cluster v), and low membership degrees to the remaining clusters are associated with cluster v. Table I shows the results (in terms of membership degrees) of the execution of the ARCA clustering algorithm, with the number c = 3 of clusters identified by the Xie-Beni index. Figs. 5-7 show, respectively, the 3 clusters of paths on the city map. The respective positioning of the 3 areas of the city, i.e., the clusters to which approximately the paths belong, can be easily determined thanks to the star symbol, indicating the city center. Please note that some paths close to the boundary of the figures may start/end out of the figure. As the table shows, the higher membership degree is always greater than 0.75 for all the paths except for 3 paths, namely paths #20, #23, and #24, where all the membership values are lower than . These three paths were assigned to no cluster. By observing the paths on the map (Fig. 6 for path #23 and Fig. 7 for paths #20 and #24), we can note that paths #20, #23 and #24 are very short paths i.e., they have a length lower than 200 m and are quite far from the other paths.
The results show that the Path clustering module successfully performs the clustering of paths. In fact, as done in other papers [26] , to obtain the "ground truth" clustering results, we manually labelled the paths as belonging to 3 areas of the city, and then we checked the labelling with the clustering performed by the system. 
C. Recommendation of rides
Once the clusters have been determined, we can exploit them for a ride-sharing recommender. Indeed, paths belonging to the same cluster are likely to be quite close to each other. This means, for instance, that a driver can share her/his car with other users who travel along paths belonging to the same cluster, with acceptable deviations. The recommender can try to match the users registered to the service starting from the least dissimilar paths in the cluster. In addition, the proposed matching criterion, since it is based on the clustering of paths, provides groups, not simply pairs, of similar, i.e., near, paths, by increasing the possibilities for the users to share a ride. Obviously, it is always possible to select the best matching pair of paths in a group by checking the lowest dissimilarity score value.
V. CONCLUSIONS
We have presented a system for clustering similar paths in a city road network, with the aim of supporting ride-sharing recommendation. Users of paths belonging to the same cluster can be likely interested in ride-sharing. The ride-matching criterion is based on the values of a novel dissimilarity function between pairs of paths. The dissimilarity function computed on two paths p α and p β measures the length of the minimal additional distance to be travelled by the user of path p α to visit all POIs of path p α and p β , by respecting the precedence constraints between the points of each path. The problem can be formulated and solved as a Sequential Ordering Problem, aimed to find the shortest path that satisfies the precedence constraints. Then, a fuzzy relational clustering algorithm is employed for determining groups of similar paths, based on the dissimilarity values between paths. We have discussed the application of our system to 45 paths in the city of Pisa and have shown that it is able to cluster these paths successfully.
As future work, we are going to implement the developed system on a cloud computing architecture, with the aim of guaranteeing elasticity and scalability. Further, we are planning to evaluate the user satisfaction by explicit feedbacks from the users of the service. 
