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Abstract
We introduce a general framework which allows to verify if abstract wave equations with
generalized Wentzell boundary conditions are well-posed, i.e., are governed by a cosine family.
As an example we study wave equations for second order differential operators on C[0,1] with
non-local Wentzell-type boundary conditions. Moreover, in Appendix A we give a perturbation
result for sine and cosine families.
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1. Introduction
Wentzell-type boundary conditions for differential operators were introduced in 1959
by Wentzell [33] in the context of diffusion processes for the heat equation, cf. [26].
In recent years this topic received an eager attention, and especially the well-posedness
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and the qualitative behavior of the associated ﬁrst order Cauchy problem have been
thoroughly studied, see [3–6,8,10,11,14,15,17–19,25,27,29] and the references therein.
The importance of the corresponding second order Cauchy problem was then pointed
out in [16] (see also [30]) and more closely studied for the second derivative on the
unit interval
Af := f ′′, D(A) :=
{
f ∈ C2[0, 1] : f ′′(j) = j f ′(j)+ j f (j), j = 0, 1
}
for constants j , j ∈ C, j = 0, 1. In particular, in [16, Corollary 2.2] it was shown
that the operator A with purely Wentzell boundary conditions (i.e., for j = j = 0)
generates a cosine family on C[0, 1]. Whether the same holds for arbitrary choices of
j , j ∈ C was posed as an open problem, which recently has been solved in [35].
The aim of this paper is to introduce a general framework which allows to study in
a uniﬁed and systematic way if second order abstract Cauchy problems for operators
with Wentzell-type boundary conditions are well-posed, i.e. (see [13, Chapter II] or
[22, Theorem 8.2]), are governed by cosine families. To this end we adapt and further
develop our approach from [9] (see also [10,11]) for ﬁrst order problems. This will not
only allow to recover the results in [16] and [35], but to extend them considerably. For
example, we will show that for 0 < p ∈ C1[0, 1], q, r ∈ C[0, 1], dj ∈ L1[0, 1], and
j , j ∈ C, j = 0, 1, the second order differential operator
Af := pf ′′ + qf ′ + rf,
D(A) :=
{
f ∈ C2[0, 1] : f
′′(j) = j f ′(j)+ j f (j)+
∫ 1
0
f (j)−f (s)
j−s dj (s) ds,
j = 0, 1
}
with “non-local” boundary conditions generates a cosine family on C[0, 1], see Corol-
lary 4.3. Since by [1, Theorem 3.14.17] every generator of a cosine family also gener-
ates an analytic semigroup this proves in particular that the ﬁrst and the second order
Cauchy problem for A are both well-posed.
This paper is organized as follows. In Section 2, we start by setting up our Abstract
Framework. Furthermore, we give some motivation showing how Wentzell boundary
conditions are connected to control theory. In Section 3, we state the main abstract
result of this paper, Generation Theorem 3.1, which characterizes also the phase space
of the generated cosine family. Phase spaces are very important for perturbation theory
and this fact is needed to prove Theorem 4.1, which substantially generalizes [35,
Theorem 2.1] and is the main result of Section 4. Finally, in Appendix A we present
the Perturbation Theorem A.4 for sine and cosine families, which is the key tool to
prove Theorem 3.1.
For the basic properties and facts on cosine families, sine families and the associated
phase spaces we refer to [1, Sections 3.14–16], [2, Section 5] and [22, Section 2.8],
while the main references for second order abstract Cauchy problems are [13,34].
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2. The Abstract Framework
In this and the following section we deal with the following
Abstract Framework 2.1. Consider
(i) two Banach spaces X and X, called “state space” and “boundary space”, resp.;
(ii) a “boundary operator” L ∈ L(X, X);
(iii) a closed, densely deﬁned “maximal operator” Am : D(Am) ⊆ X → X;
(iv) a “feedback operator” B : D(B) ⊆ X → X;
(v) a “boundary dynamic operator” C ∈ L(X).
Using these spaces and operators we deﬁne on X the operator A ⊆ Am with abstract
“generalized Wentzell boundary conditions” by
Af := Amf, D(A) :=
{
f ∈ D(Am) ∩D(B) : LAmf = Bf + CLf
}
. (2.1)
Differential operators with Wentzell boundary conditions have ﬁrst been studied by
Feller and Wentzell in the context of diffusion processes, see [20,33]. Here we give
a different motivation showing the connection to control theory and explaining the
terminology introduced above.
Motivation 2.2. For an operator A with generalized Wentzell boundary condition we
consider the second order abstract Cauchy problem
{
u¨(t) = Au(t), t0,
u(0) = u0, u˙(0) = u1. (ACP2)
If we assume that A generates a (strongly continuous) cosine family (C(t))t0 on X,
we can deﬁne the associated sine family (S(t))t0 by
S(t) :=
∫ t
0
C(r) dr.
Then by [1, Corollary 3.14.12] the Cauchy problem (ACP2) admits for every u0 ∈
D(A), u1 ∈ V (A) (for the deﬁnition of V (A) see (A.3)) a unique classical solution
given by u(t) = C(t)u0 + S(t)u1.
Now deﬁne x(t) := Lu(t). Then, since u(t) ∈ D(A) for all t0, we obtain by the
deﬁnition of D(A) in (2.1) that
Lu¨(t) = LAu(t)
‖ ‖
(Lu)¨ (t) = Bu(t)+ CLu(t)
‖ ‖
x¨(t) = Bu(t)+ Cx(t)
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for all t0. Hence (ACP2) can be rewritten as an abstract “boundary feedback system”


u¨(t) = Amu(t), t0,
x(t) = Lu(t), t > 0,
x¨(t) = Bu(t)+ Cx(t), t0,
u(0) = u0, u˙(0) = u1,
x(0) = x0 := Lu0, x˙(0) = x1 := Lu1.
(ABFS)
Such problems, in a framework adapted for an Lp-setting, have recently been studied
in [7,21].
If we choose B = 0 and C = 0, we obtain x¨(t) = 0 for all t0, i.e., x(t) = x0+t ·x1.
In other words, if for B = 0 and C = 0 the operator A in (2.1) generates a cosine
family, then the boundary points move with constant velocity x1. Hence, purely Wentzell
boundary conditions LAmf = 0 can be regarded as a generalizations of Dirichlet or,
more general, constant boundary conditions.
3. Cosine families and Wentzell boundary conditions
In the sequel we will frequently need the abstract “Dirichlet operator” (cf. [23,
Lemma 1.2])
L0 := (L|ker Am)−1 : X → ker Am ⊆ X
which is (if it exists) characterized by
L0x = f ⇐⇒
{
Amf = 0,
Lf = x.
Our main abstract result is now the following generation theorem for cosine families.
Theorem 3.1. In the situation of the Abstract Framework 2.1, suppose that
(i) the restriction A0 := Am|ker L generates an exponentially Lipschitz continuous
sine family (S0(t))t0 on X (cf. Deﬁnition A.1);
(ii) the feedback operator B : V0 → X is bounded, where V0 := V (A0) is deﬁned
by (A.3);
(iii) the abstract Dirichlet operator L0 := (L|ker Am)−1 ∈ L(X,X) exists;
(iv) the abstract “Dirichlet–Neumann operator” N := BL0 ∈ L(X) is bounded.
Then A deﬁned by (2.1) generates a cosine family (C(t))t0 on X with phase space
V×X (cf. Deﬁnition A.3), where V := V0⊕ker Am. In particular (ACP2) is well-posed.
For the proof we ﬁrst note that by considering B + CL instead of B we can with-
out loss of generality assume that C = 0. Moreover, we recall the following fact
from [9].
A. Bátkai, K.-J. Engel / J. Differential Equations 207 (2004) 1–20 5
Proposition 3.2. Under the hypotheses of Theorem 3.1, let X := X×X, X0 := ker L
and X0 := X0 × X. Moreover deﬁne the operator matrix A : D(A) ⊆ X→ X by
A :=
(
A0 − L0B −L0N
B N
)
, D(A) := D(A0)× X. (3.1)
Then X0 = D(A0) and A deﬁned in (2.1) is similar to the part A|X0 of A in X0. More
precisely, A = S−1A|X0S, where
S :=
(
I − L0L
L
)
: X → X0, S−1 := (I, L0) : X0 → X. (3.2)
Proof of Theorem 3.1. We ﬁrst apply Theorem A.4 (i) to the sine family (S0(t))t0
with generator A0 and the perturbation −L0B ∈ L(V0, X). This implies that A0−L0B
generates an exponentially Lipschitz continuous sine family on X. Next, by Theorem A.4
(ii) we have V0 = V (A0−L0B) with equivalent norms. Since N is bounded it generates
an exponentially Lipschitz continuous sine family on X with V (N) = X. This shows
that
A0 =
(
A0 − L0B 0
0 N
)
, D(A0) = D(A0)× X
generates an exponentially Lipschitz continuous sine family on X with V0 := V (A0) =
V0 × X. Since
B :=
(
0 −L0N
B 0
)
∈ L(V0,X),
we conclude by Theorem A.4 (iii) that
(A0 + B)|D(A0) = A|X0
generates a cosine family on X0 with phase space V0 × X0.
To complete the proof observe that, by Proposition 3.2, A = S−1A|X0S, where
S−1 = (I, L0). Hence
S−1V0 = V0 + rgL0 = V0 ⊕ ker Am,
where the second equality holds since
V0 ∩ ker Am ⊆ X0 ∩ ker Am = ker L ∩ ker Am = ker
(
L|ker Am
) = {0}.
The assertion then follows by similarity, i.e., by Lemma A.8. 
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Remark 3.3. Theorem 3.1 allows, in a certain sense, to completely decouple the
Wentzell-type boundary condition LAmf = Bf + CLf appearing in the deﬁnition
of D(A) in (2.1). In this way we obtain two new operators. Firstly, the restriction
A0 ⊆ Am on the state space X with (much simpler) abstract “Dirichlet” boundary con-
ditions Lf = 0. Secondly, the abstract Dirichlet–Neumann operator N = BL0 acting
on the boundary space X.
4. Second order differential operators on C[0,1] with generalized Wentzell
boundary conditions
In order to demonstrate the power of our abstract approach, we treat in this section
second order differential operators on C[0, 1]. In fact, the following result considerably
generalizes [35, Corollary 2.2] and, in addition, gives the associated phase space, which
is very helpful for perturbation theory. For further motivation on this subject we refer to
[16]. Analogous results for the second derivative with Dirichlet or Neumann boundary
conditions can be found in [28,32], respectively.
Theorem 4.1. Let 0 < p ∈ C1[0, 1] be a strictly positive differentiable function, B ∈
L(C1[0, 1],C2) and C ∈ M2(C). Then for every P ∈ L(C1[0, 1],C[0, 1]) the operator
Af := pf ′′ + Pf,
D(A) :=
{
f ∈ C2[0, 1] :
(
p(0) f ′′(0)
p(1) f ′′(1)
)
= Bf + C
(
f (0)
f (1)
)}
generates a cosine family on C[0, 1] with phase space C1[0, 1] × C[0, 1].
To prove this result we will use Theorem 3.1. As a preparation we need the following
lemma, where V (A0) is deﬁned as in (A.3). Moreover, it will be convenient to use in
the sequel the notation
Ck0[0, 1] :=
{
f ∈ Ck[0, 1] : f (0) = f (1) = 0
}
, k ∈ N.
Lemma 4.2. Let 0 < p ∈ C1[0, 1] be a strictly positive differentiable function. Then
the operator
A0f := pf ′′, D(A0) := C20[0, 1] (4.1)
generates an exponentially Lipschitz continuous sine family on X := C[0, 1] with
V0 := V (A0) = C10[0, 1]. (4.2)
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Proof. We proceed in three steps.
Step i: Lemma 4.2 holds for A00, where A00 is deﬁned by (4.1) for p = 1.
By [16, Section 2] or [35, Section 2] the operator A00 generates a sine family
(S00(t))t0 on X which is given by
[
S00(t)f
]
(s) = 12
∫ s+t
s−t
f˜ (r) dr, t0, s ∈ [0, 1]. (4.3)
Here f˜ denotes the odd, 2-periodic extension of f ∈ X, i.e.,
f˜ (r) :=
{
f (r), r ∈ [0, 1),
−f (−r), r ∈ [−1, 0),
f˜ (r + 2n) := f˜ (r), r ∈ [−1, 1), n ∈ Z. (4.4)
Using this representation we infer that
[
S00(t)f − S00(s)f
]
(·) = 12
[∫ ·+t
·−t
f˜ (r) dr −
∫ ·+s
·−s
f˜ (r) dr
]
= 12
[∫ ·−s
·−t
f˜ (r) dr +
∫ ·+t
·+s
f˜ (r) dr
]
for all t, s0. Hence
∥∥S00(t)f − S00(s)f ∥∥X |t − s| · ‖f˜ ‖X = |t − s| · ‖f ‖X, t, s0, f ∈ X, (4.5)
which proves that (S00(t))t0 is exponentially Lipschitz continuous with  = 0 and
M = 1.
Next we show (4.2) for V00 := V (A00). To this end we ﬁrst verify that
D0 : D(A00) ⊆ V00 → X, D0f := f ′
is bounded. Here it sufﬁces to consider real-valued f since A00 and (S00(t))t0 leave
the real-valued functions invariant. Hence, we take a real f ∈ D(A00) ⊆ C10[0, 1] and
obtain from (4.3) that
2
[
A00S00(t)f
]
(s) = f˜ ′(s + t)− f˜ ′(s − t), t0, s ∈ [0, 1], (4.6)
with
f˜ ′(r) =
{
f ′(r), r ∈ [0, 1),
f ′(−r), r ∈ [−1, 0),
f˜ ′(r + 2n) := f˜ ′(r), r ∈ [−1, 1), n ∈ Z.
(4.7)
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Now choose r0, r1 ∈ [0, 1] such that inf f ′ = f ′(r0) and sup f ′ = f ′(r1). Since
f (0) = f (1) = 0 we conclude that f ′(r0)0 and f ′(r1)0. Hence, for s0 := r0+r12 ∈
[0, 1] and t0 := r1−r02 ∈ [− 12 , 12 ] we conclude from (4.6) and (4.7) that
‖D0f ‖X = ‖f ′‖Xf ′(r1)− f ′(r0)
= f ′(s0 + t0)− f ′(s0 − t0)
= 2[A00S00(t0)f ](s0)2e¯t0‖f ‖V002e ¯2 ‖f ‖V00
for every ¯ > 0. This shows that D0 is bounded. Since, by Lemma A.6, D(A00)
is dense in V00, the operator D0 can be uniquely extended to a bounded operator
D0 : V00 → X. Next observe that
D : V00 ∩ C1[0, 1] ⊆ V00 → X, Df := f ′
is closed. Since D0 ⊆ D, this implies D0 ⊆ D, and from D(D) = V00 ∩ C1[0, 1] ⊆
V00 = D(D0) it follows that D0 = D : V00 → X is bounded and V00 ⊆ C10[0, 1]. Since
by (4.6) we easily verify that also C10[0, 1] ⊆ V00, equality (4.2) follows.
Step ii: Let a := √p ∈ C1[0, 1]. Then the operator A˜0 deﬁned by
A˜0f := a(af ′)′, D(A˜0) := C20[0, 1]
generates an exponentially Lipschitz continuous sine family (S˜0(t))t0 on X with
V˜0 := V (A˜0) = C10[0, 1].
To prove this assertion we ﬁrst show that A˜0 and A00 are similar. To this end we
deﬁne
(s) :=
∫ s
0
1
a(r)
dr, s ∈ [0, 1],
where without loss of generality we assume that (1) = 1. Then  : [0, 1] → [0, 1] is
strictly increasing and surjective, hence is invertible with ,−1 ∈ C2[0, 1]. Thus the
isometry Q ∈ L(X) given by
Qf := f ◦ 
is invertible with isometric inverse Q−1 = Q−1 . Now we have
D(QA00Q
−1
 ) = QD(A00) = QC20[0, 1] = C20[0, 1]
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where the last equality follows from the facts that (j) = −1(j) = j for j = 0, 1,
and ,−1 ∈ C2[0, 1]. Moreover, (−1)′(s) = a ◦ −1(s) and hence
(f ◦ −1)′′ =
[
(a · f ′) ◦ −1
]′ = (a2 · f ′′ + aa′ · f ′) ◦ −1
which implies that
QA00Q
−1
 f =  ◦ (f ◦ −1)′′ = a2 · f ′′ + aa′ · f ′ = a(af ′)′ = A˜0f. (4.8)
Thus, by similarity, A˜0 = QA00Q−1 generates a sine family (S˜0(t))t0 given by
S˜0(t) = QS00(t)Q−1 . Using (4.5) this implies
∥∥S˜0(t)f − S˜0(s)f ∥∥X = ∥∥Q(S00(t)− S00(s))Q−1 f ∥∥X
 ‖Q‖L(X) · |t − s| · ‖Q−1 f ‖X
= |t − s| · ‖f ‖X, t, s0,
i.e., (S˜0(t))t0 is exponentially Lipschitz continuous with  = 0 and M = 1. To ﬁnish
the proof of Step (ii) it now sufﬁces to observe that
V˜0 = QV00 = QC10[0, 1] = C10[0, 1],
which easily follows from deﬁnition (A.3) by similarity.
Step iii: Proof of Lemma 4.2.
We note that by (4.8) we have
A˜0f = A0f + aa′f ′, f ∈ D(A˜0) = D(A0) = C20[0, 1].
Hence we infer that the operators A˜0 and A0 differ only by a perturbation in L(C10[0, 1],
C[0, 1]) = L(V˜0,C[0, 1]) and the assertion follows from Theorem A.4 (i) and (ii). 
With the aid of this result we can now give the
Proof of Theorem 4.1. We ﬁrst assume that P = 0. Then the operator A deﬁned
in (4.1) ﬁts into our Abstract Framework 2.1 if we choose X := C[0, 1], X := C2,
and Lf :=
(
f (0)
f (1)
)
. Moreover, Amf := pf ′′ with domain D(Am) := C2[0, 1], which is
closed and densely deﬁned.
Next we verify assumptions (i)–(iv) of Theorem 3.1.
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First observe that the Dirichlet operator L0 : X → ker Am ⊆ X exists and is
given by
L0
(
x0
x1
)
:= x0 · ε0 + x1 · ε1
for ε0(s) := 1 − s, ε1 := s, s ∈ [0, 1]. This shows (iii), while (iv) is satisﬁed since
rg(L0) ⊆ C1[0, 1] = D(B). Next, (i) follows from Lemma 4.2 which also states that
V0 := V (A0) = C10[0, 1]. Since, by assumption, B ∈ L(C1[0, 1],C2) ⊂ L(C10[0, 1],
C2) = L(V0, X) this implies (ii).
Hence, we conclude by Theorem 3.1 that A generates a cosine family with phase
space V ×C[0, 1], where V := V0⊕ker Am. Since ker Am = 〈ε0, ε1〉 with εk(j) = kj ,
k, j = 0, 1, we then obtain V = C10[0, 1] ⊕ 〈ε0, ε1〉 = C1[0, 1] as claimed.
This proves the theorem for P = 0. In particular, if P = 0 then A generates
an exponentially Lipschitz continuous sine family with V := V (A) = C1[0, 1] and
D(A) = C[0, 1] = X. For P ∈ L(C1[0, 1],C[0, 1]) = L(V ,X) the assertion then
follows from Theorem A.4 (iii). 
Theorem 4.1 leaves complete ﬂexibility in the choice of B ∈ L(C1[0, 1],C2) and
P ∈ L(C1[0, 1],C[0, 1]). In particular, we can allow non-local boundary conditions of
the form
f ′′(j) = j f ′(j)+ j f (j)+
∫ 1
0
f (j)− f (s)
j − s dj (s) ds, (4.9)
for j , j ∈ C and dj ∈ L1[0, 1], j = 0, 1, which play an important role in the context
of Markov-processes, cf. [25,26]. Choosing in addition Pf := qf ′ + rf , f ∈ D(P ) :=
C1[0, 1] we obtain the following result.
Corollary 4.3. Let 0 < p ∈ C1[0, 1], q, r ∈ C[0, 1], dj ∈ L1[0, 1], and j , j ∈ C,
j = 0, 1. Then the operator
Af := pf ′′ + qf ′ + rf,
D(A) :=
{
f ∈ C2[0, 1] : f
′′(j) = j f ′(j)+ j f (j)+
∫ 1
0
f (j)−f (s)
j−s dj (s) ds,
j = 0, 1
}
generates a cosine family on C[0, 1] with phase space C1[0, 1] × C[0, 1].
Remark 4.4. (i) Since by [1, Theorem 3.14.17] the generator of a cosine family always
generates an analytic semigroup of angle 2 , the operator A in Corollary 4.3 (or, more
generally, in Theorem 4.1) generates an analytic semigroup as well. This generalizes
the main results in [11,31] and reproves the generation results in [25, Section 4].
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(ii) As already mentioned the well-posedness of the second order Cauchy problem
(ACP2) is equivalent to the fact that A generates a cosine family. Hence we conclude
by Corollary 4.3 that the one-dimensional wave equation (WE)


2u(t,s)
t2 = p(s)
2u(t,s)
s2 + q(s)
u(t,s)
s + r(s) u(t, s), t0, s ∈ [0, 1],
2u(t,j)
s2 = j
u(t,j)
s + j u(t, j)+
∫ 1
0
u(j)−u(s)
j−s dj (s) ds, t0, j = 0, 1,
u(0, s) = u0(s), u(0,s)t = u1(s), s ∈ [0, 1]
is well-posed for all 0 < p ∈ C1[0, 1], q, r ∈ C[0, 1], dj ∈ L1[0, 1], j , j ∈ C,
j = 0, 1, and all initial values u0 ∈ C2[0, 1], u1 ∈ C1[0, 1] satisfying the compatibility
condition
u′′0(j) = j u′0(j)+ j u0(j)+
∫ 1
0
u0(j)− u0(s)
j − s dj (s) ds, j = 0, 1.
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Appendix A. Perturbation of cosine and sine families
In this appendix we introduce some notation concerning sine and cosine families and
present a perturbation result, Theorem A.4, which we needed to prove Theorem 3.1.
We start by introducing the following notion.
Deﬁnition A.1. We call an operator family (S(t))t0 ⊂ L(X) exponentially Lipschitz
continuous if there exist M,0 such that
∥∥S(t)− S(s)∥∥M ∫ t
s
er dr for all 0s t. (A.1)
Since a cosine family (C(t))t0 is exponentially bounded, see [1, Lemma 3.14.3],
its generator gives, via the integrated cosine family S(t) := ∫ t0 C(r) dr , rise to an
exponentially Lipschitz continuous sine family (S(t))t0. The converse, however, is
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not true since generators of cosine families, in contrast to generators of exponentially
Lipschitz continuous sine families, are always densely deﬁned.
Note that each sine family (S0(t))t0 satisﬁes S0(0) = 0. Hence it can be extended
to an odd, strongly continuous function (S0(t))t∈R on R by setting S0(−t) := −S0(t),
t0. For this extension the following estimate holds.
Lemma A.2. Let (S0(t))t0 be an exponentially Lipschitz continuous sine family sat-
isfying estimate (A.1). Then for its odd extension (S0(t))t∈R one has
∥∥S0(t)− S0(s)∥∥Meb|t − s| (A.2)
for all −bs, tb.
Proof. If 0s, tb or −bs, t0, then estimate (A.2) follows immediately from
(A.1) and S0(r) = −S0(−r) for r0. Hence, it only remains to consider −bs0
tb for which
∥∥S0(t)− S0(s)∥∥ = ∥∥S0(t)+ S0(−s)∥∥
 M · e
t − 1

+M · e
−s − 1

 M · eb(t − s),
where in the second estimate we used that 0 er−1 rer for all r0.
Given a sine family (S0(t))t0 with generator A0 satisfying estimate (A.1), we
choose some ¯ >  and deﬁne the Banach space V0 := V (A0) by
V (A0) :=
{
f ∈ X0 : A0S0(·)f ∈ C¯(R+, X0)
}
,
‖f ‖V0 := ‖f ‖X + sup
r0
‖e−¯rA0S0(r)f ‖X (A.3)
which will play a key role in the sequel. Here we used the notations X0 := D(A0) ‖·‖X
and
C¯(R+, X0) :=
{
F ∈ C(R+, X0) : lim
r→∞‖e
−¯rF (r)‖X = 0
}
. 
As it turns out in Theorem A.4 (iii) below, V (A0) will give rise to a “phase space” in
the following sense.
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Deﬁnition A.3. Let A generate a cosine family (C(t))t0 on the Banach space X. If
V is a Banach space satisfying 1 [D(A)] ↪→ V ↪→ X such that
A :=
(
0 I
A 0
)
, D(A) := D(A)× V (A.4)
generates a strongly continuous semigroup (T(t))t0 on the space V := V × X, then
V is called a phase space associated with (C(t))t0 (or with A).
By [1, Theorem 3.14.11] a phase space is unique. Hence from the following theorem,
part (iii), applied to A0 and the perturbation B = 0, we infer that the deﬁnition of
V0 = V (A0) in (A.3) is independent of the special choice of ¯ > .
We now state the main result of this appendix.
Theorem A.4. Let A0 generate an exponentially Lipschitz continuous sine family
(S0(t))t0 on X and assume that B : V0 → X is bounded, where V0 := V (A0)
is deﬁned by (A.3). Then the following assertions hold.
(i) The operator A0 + B generates an exponentially Lipschitz continuous sine family
(SB(t))t0 on X.
(ii) If VB := V (A0 + B) is deﬁned as in (A.3), then V0 = VB with equivalent norms.
(iii) The part (A0+B)|X0 generates a cosine family (CB(t))t0 on X0 := D(A0) with
phase space V0 ×X0.
The proof of this result is based on an analysis of the operator matrix A0 deﬁned
in (A.6) below. First, we need the following three lemmas.
Lemma A.5. If (S0(t))t0 is a sine family with generator A0 on X, then the range
rg(S0(t)) ⊆ X0 for all t0 and
A0S0(s)
∫ t
0
S0(r) dr = 12
[
S0(s + t)+ S0(s − t)
]− S0(s) (A.5)
for all s, t0.
Proof. By [1, Proposition 3.15.1] we know that rg(J (t)) ⊆ D(A0) for all t0, where
J (t) =
∫ t
0
(t − r)S0(r) dr.
Hence S0(t)f = d2dt2 [J (t)f ] ∈ D(A0) = X0 for all f ∈ X, which implies rg(S0(t))⊆ X0.
1 Here [D(A)] := (D(A), ‖ · ‖A).
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To show (A.5) we will use the uniqueness theorem for the Laplace transform. To
this end ﬁx , >  with   = . Then
∫ ∞
0
∫ ∞
0
e−t e−s
(
S0(s + t)+ S0(s − t)
)
ds dt
=
∫ ∞
0
e−t
[∫ ∞
t
e−(r−t)S0(r) dr +
∫ ∞
−t
e−(r+t)S0(r) dr
]
dt
=
∫ ∞
0
e−rS0(r)
∫ r
0
e(−)t dt dr +
∫ 0
−∞
e−rS0(r)
∫ ∞
−r
e−(+)t dt dr
+
∫ ∞
0
e−rS0(r)
∫ ∞
0
e−(+)t dt dr
=
∫ ∞
0
e−r − e−r
−  S0(r) dr −
∫ ∞
0
e−r
+  S0(r) dr +
∫ ∞
0
e−r
+  S0(r) dr
= 1
− 
[
R(2, A0)− R(2, A0)
]− 1
+ 
[
R(2, A0)− R(2, A0)
]
= 2R(2, A0)R(2, A0),
where for the last equality we used the resolvent equation. Moreover,
∫ ∞
0
∫ ∞
0
e−t e−sS0(s) ds dt = R(
2, A0)

and hence we obtain
∫ ∞
0
∫ ∞
0
e−t e−s
( 1
2
[
S0(s + t)+ S0(s − t)
]− S0(s)) ds dt
= 1
[
2R(2, A0)− I
]
R(2, A0)
= 1A0R(2, A0)R(2, A0).
On the other hand, using the convolution theorem for the Laplace transform (cf. [1,
Proposition 1.6.4]) we infer
∫ ∞
0
∫ ∞
0
e−t e−s
[
S0(s)
∫ t
0
S0(r) dr
]
ds dt = 1R(2, A0)R(2, A0).
Comparing the latter two equalities, the assertion follows from [1, Theorem
1.7.6]. 
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Lemma A.6. For V0 := V (A0) deﬁned as in (A.3) and X0 = D(A0) ‖·‖X one has
D(A0)
‖·‖V0 = V0, V0 ‖·‖X = X0.
Proof. By Lemma A.5 we have A0S0(t)f = S0(t)A0f ∈ X0 for all t0 and f ∈
D(A0). Hence D(A0) ⊆ V0 ⊆ X0 which immediately implies the second equality.
It also shows that D(A0)
‖·‖V0 ⊆ V0 and hence it only remains to verify that V0 ⊆
D(A0)
‖·‖V0
. To this end we ﬁrst observe that
∥∥∥R(2, A0)∥∥∥L(X) =
∥∥∥∥
∫ ∞
0
e−rS0(r) dr
∥∥∥∥L(X) 
∫ ∞
0
e−rMter dr = M
(− )2
for all  > . Since nR(n,A0) − I = A0R(n,A0), this implies that A0R(n,A0)
remains uniformly bounded for n >  and that nR(n,A0) converges strongly on
X0 = D(A0) ‖·‖X to the identity as n→∞.
Now take f ∈ V0 ⊆ X0 and deﬁne fn := nR(n,A0)f ∈ D(A0) for n > . Then
limn→∞ fn = f in X0 and
e−r¯A0S0(r)(fn − f ) =
[
A0R(n,A0)
][
e−r¯A0S0(r)f
]
.
Since, by deﬁnition of V0, limr→∞ e−r¯A0S0(r)f = 0, the set {e−r¯A0S0(r)f : r0}
is relatively compact in X0. However, on bounded sets of L(X) the strong operator
topology and the topology of uniform convergence on relatively compact subsets of X
coincide. Thus we conclude
lim
n→∞
[
A0R(n,A0)
][
e−r¯A0S0(r)f
] = 0
uniformly for r0. This shows limn→∞ fn = f in V0, proving that V0 ⊆ D(A0) ‖·‖V0 .
Using these lemmas we are now able to show that
A0 :=
(
0 I
A0 0
)
, D(A0) := D(A0)× V0 (A.6)
is a Hille–Yosida operator (see [12, Deﬁnition II.3.22] or [1, Section 3.5]) on V :=
V0 ×X, where V0 := V (A0). 
Lemma A.7. Assume that A0 generates an exponentially Lipschitz continuous sine fam-
ily (S0(t))t0 on X and let V0 := V (A0) be deﬁned as in (A.3). Then A0 deﬁned in
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(A.6) generates an exponentially Lipschitz continuous integrated semigroup (S0(t))t0,
hence is a Hille–Yosida operator on V = V0 ×X.
Proof. We ﬁrst show that
S0(t) :=
(
S0(t)
∫ t
0 S0(r) dr
A0
∫ t
0 S0(r) dr S0(t)
)
, t0,
deﬁnes a locally Lipschitz continuous operator family on V = V0 ×X. To this end we
have to prove the following 4 claims.
Claim(i). t !→ S0(t) : V0 → V0 is locally Lipschitz continuous.
Since A0S0(·)S0(t)f = S0(t)A0S0(·)f for all t0 and f ∈ V0, it is clear that S0(t)
leaves V0 invariant. Moreover,∥∥S0(t)f − S0(s)f ∥∥V
= ∥∥S0(t)f − S0(s)f ∥∥X + sup
r0
∥∥∥e−¯rA0S0(r)[S0(t)− S0(s)]f ∥∥∥
X

∥∥S0(t)− S0(s)∥∥L(X) · ‖f ‖X + ∥∥S0(t)− S0(s)∥∥L(X) · sup
r0
∥∥∥e−¯rA0S0(r)f ∥∥∥
X
Meb|t − s| · ‖f ‖V
for all 0s, tb.
Claim(ii). t !→ ∫ t0 S0(r) dr : X → V0 is locally Lipschitz continuous.
First observe that, by Lemma A.5, we have rg
(∫ t
0 S0(r) dr
) ⊆ V0 for all t0.
Moreover, using ﬁrst Lemma A.5 and then estimate (A.2), we obtain∥∥∥∥
∫ t
0
S0(r)f dr −
∫ s
0
S0(r)f dr
∥∥∥∥
V0
=
∥∥∥∥
∫ t
s
S0(r)f dr
∥∥∥∥
X
+ sup
	0
∥∥∥∥e−¯	A0S0(	)
∫ t
s
S0(r)f dr
∥∥∥∥
X
Meb|t − s| · ‖f ‖X + sup
	0
e−¯	
2
∥∥[S0(	+ t)− S0(	+ s)]f ∥∥X
+ sup
	0
e−¯	
2
∥∥[S0(	− t)− S0(	− s)]f ∥∥X
2Meb|t − s| · ‖f ‖X
for all 0s, tb.
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Claim(iii). t !→ A0
∫ t
0 S0(r) dr : V0 → X is locally Lipschitz continuous.
By deﬁnition of V0 we have S0(r)f ∈ D(A0) for all f ∈ V0 and r0. Hence, by
the closedness of A0 we obtain
∥∥∥∥A0
∫ t
0
S0(r)f dr − A0
∫ s
0
S0(r)f dr
∥∥∥∥
X

∫ t
s
∥∥A0S0(r)f ∥∥X dr
 e¯b|t − s| · ‖f ‖V0
for all 0s, tb.
Claim(iv). t !→ S0(t) : X → X is locally Lipschitz continuous.
This is trivial by assumption.
Hence by Claims (i)–(iv) the family (S0(t))t0 ⊆ L(X) is locally Lipschitz con-
tinuous. Moreover, since
∫∞
0 e
−rS0(r) dr = R(2, A0), we obtain by the convolution
theorem for the Laplace transform (see [1, Proposition 1.6.4]) that
 ·
∫ ∞
0
e−rS0(r) dr =
(
R(2, A0) R(
2, A0)
A0R(
2, A0) R(
2, A0)
)
= R(,A0)
for all  > . Hence (S0(t))t0 is a locally Lipschitz continuous integrated semigroup
with generator A0. From [24, Theorem 2.4] or [1, Deﬁnition 3.5.1 and following
remark] we then infer that (S0(t))t0 is exponentially Lipschitz continuous and that
A0 is a Hille–Yosida operator on V. 
Proof of Theorem A.4. By Lemma A.7 the matrix A0 deﬁned in (A.6) is a Hille–
Yosida operator on V = V0 ×X. Moreover, by assumption the operator matrix
B :=
(
0 0
B 0
)
: V→ V
is bounded and hence by [1, Theorem 3.5.5] also the perturbed operator
AB := A0 + B, D(AB) := D(A0)
is a Hille–Yosida operator on V. Then, by [1, Deﬁnition 3.5.1 and following remark]
or [24, Theorem 2.4], AB generates an exponentially Lipschitz continuous integrated
semigroup (SB(t))t0 on V.
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(i) Deﬁne SB(t) := [SB(t)]2,2. Then (SB(t))t0 ⊂ L(X) is an exponentially
Lipschitz continuous operator family. Moreover, from
 ·
∫ ∞
0
e−rSB(r) dr = R(,AB) =
(
R(2, A0 + B) R(2, A0 + B)
(A0 + B)R(2, A0 + B) R(2, A0 + B)
)
for  >  we deduce that R(2, A0 + B) is the Laplace transform of (SB(t))t0.
This proves that (SB(t))t0 is an exponentially Lipschitz continuous sine family with
generator A0 + B.
(iii) We have
D(AB) ‖·‖V = D(A0) ‖·‖V = D(A0)× V0 ‖·‖V0×X = V0 ×X0 =: V0,
where the third equality follows from Lemma A.6. Hence, by [1, Lemma 3.3.12.(c)],
the part AB |V0 of AB in V0, which is given by
AB |V0 =
(
0 I
(A0 + B)|X0 0
)
, D(AB |V0) = D
(
(A0 + B)|X0
)× V0,
generates a strongly continuous semigroup on V0. This shows that V0 = V0×X0 is the
phase space for (A0 + B)|X0 and the assertion follows from [1, Theorem 3.14.11].
(ii) By applying part (iii) ﬁrst to (S0(t))t0 with generator A0 and the perturbation
B and then directly to (SB(t))t0 with generator A0 + B and the perturbation 0, we
conclude that V0 ×X0 and VB ×X0 are both phase spaces associated to the generator
(A0 + B)|X0 of the cosine family (CB(t))t0. However, by [1, Theorem 3.14.11]
a phase space is unique, and hence we conclude that V0 = VB with equivalent
norms. 
For the proof of Theorem 3.1 we also needed the following result concerning phase
spaces of similar cosine families.
Lemma A.8. Let A be the generator of a cosine family (C(t))t0 on the Banach
space X. If Y is another Banach space and S : Y → X is an isomorphism, then
A˜ := S−1AS with domain D(A˜) := S−1D(A) generates a cosine family (C˜(t))t0 on
Y given by C˜(t) := S−1C(t)S. Moreover, if V := V ×X is a phase space for A, then
W := W × Y is the phase space for A˜, where W := S−1V is equipped with the norm
‖w‖W := ‖Sw‖V , w ∈ W .
Proof. Deﬁne S := diag(S, S) ∈ L(Y,X) which is invertible with S−1 = diag(S−1,
S−1) ∈ L(V,W). Now, by assumption the operator matrix A deﬁned in (A.4) gen-
erates a strongly continuous semigroup on V. Hence, by similarity, also the operator
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A˜ := S−1AS generates a strongly continuous semigroup on W. However, a simple
calculation shows that A˜ on W is given by
A˜ :=
(
0 I
A˜ 0
)
, D(A) := D(A˜)×W.
Since one easily veriﬁes that [D(A˜)] ↪→ W ↪→ Y , the assertion then follows from [1,
Theorem 3.14.11]. 
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