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ABSTRACT 
Morphological evolut-ion and selection of angular primary silicon is investigated in near- 
eutectic AI-Si alloys. Angular silicon arrays are grown directionally in a Bridgman furnace at 
velocities in the regime of 10-3 rn/sec and with a temperature gradient of 7.5~103 K/m. Under 
these conditions, the primary Si phase grows as an array of twinned bicrystailine dendrites, 
where the twinning gives rise to a characteristic &pointed star-shaped primary morphology. 
While this primary Si remains largely faceted at the growth front, a complex structure of coherent 
symmetric b i n  boundaries enables various adjustment mechanisms which operate to optimize 
the characteristic spacings within the primary array. In the work presented here, this primary 
silicon growth morphology is examined in detail. In particular, this thesis describes the 
investigation of 
e 
e 
morphological selection of the twinned bicrystaItine primary starshape morphology; 
primary array behavior, including the lateral propagation of the starshape grains and the 
associated evolution of a st-rong 4 0 0 >  texture; 
the detailed structure of the 8-pointed star-shaped primary morphology, including the 
twin boundary configuration within the central core; 
the mechanisms of lateraI propagation and spacing adjustment during array evolution; 
and 
the thermosolutal conditions (ie. operating state) at the primary growth front, including 
composition and phase fraction in the vicinity of the primary tip. 
Experimental methods include directiona1 solidification, high-resolution serial milling, 
electron-probe microanalysis, backscattered electron diffraction, and high resolution transmission 
electron microscopy techniques. The following key observations are made here. 
It is found that slightly hypereutectic A1-Si aLIoys, directionally solidified at rate below 
lpm/s, exhibit rapid emergence of a strong <loo> texture, associated with the selection 
and lateral propagation of the star-shaped growth mode. The dominant silicon 
morphology in this array is an 8-pointed star-shape "dendrite" with sideplates at 
alternating angles of 3 7 O  and 53". Large domains of identically oriented silicon dendrites 
xiv 
evolve, suggesting that the entire twinned domain originates from one twin-pair of 
silicon grains. 
Analysis of the detailed structure within the twinned core reveals that (210)/(310) 
coherent twin boundaries comprise the core structure of the 8-pointed star-shape. These 
crystaI defects, with a high migration tendency, provide the core with an essential 
mechanism for the faceted interfaces to grow. Thus, the twin structure plays a crucial role 
in the morphological/ mechanistic selection of the primary silicon morphology in these 
AI-Si alloys at  low grow rates. 
Examination of the overall array structure and dynamics with regard to several 
mechanisms of branching and spacing adjustment shows that primary tip 
splitthg/joining, tertiary branching, and related twin boundary migration in the core are 
the main mechanisms for array evolution. Although the A1 phase has no preferred 
orientation with respect to the axial growth direction, its grain structure seems to be 
influenced by the side branching of silicon, resulting in the poIycrystahe grains with no 
more than one grain between two silicon secondary plates. 
Primary and inter-pIate spacing have been measured and the result suggests that overall 
growth is a diffusively coupled "cellular" growth. In order to model the overall low- 
velocity growth of AI-Si alloys, which have a kinetically limited twinned Si array, we 
propose a "mesoscopic" envelope and some relevant experiments such as corner growth 
experiments and directional growth at hypoeutectic compositions for the quantification 
of supersaturaton and tip temperature, combining with phase fraction measurements 
near the primary tip. 
Through the observations and analyses highlighted above, the growth of the faceted 
silicon bycrystaIIine structure in near eutectic AI-Si has been comprehensively understood. Phase 
fraction, composition, interface structure, and spacing in the interdendritic region behind the 
growing tip suggest that overall microstructure evolution occurred by a very tiny decaupled 
primary tip, foIIowed by an AI "halo-like" structure surrounding the silicon star-shape. Overall 
'microstructure evolution proceeds with the assistance of crystaI defects (i.e. twinning in the 
silicon dendrite core) and this mechanistic self-optimization by twinning allows the strongly 
anisotropic faceted crystal-melt- interfaces to respond to local fluctuations, selecting the distinct 
star-shaped silicon morphology which best satisfy long-range diffusion fields. 
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CHAPTER 1 
General Introduction 
Controlling microstructure is a key to achieving desired properties during materials 
processing, and understanding microstructural selection is criticaI for inteuigent materials design. 
Here, the role of the complex thermodynamic and kinetic factors must be understood for 
prediction and control of microstructure and associated proper ties, where multi-step processes 
are often required for engineered materials, often involving several thermal, mechanical, and/or 
chemical stages. Among these, it is clear that the phase transition from liquid to solid is one of the 
most important processesl, where changes in solidification conditions give rise to dramatic 
differences in microstructure. Hence, scientific advancements are clearly linked to potential 
capabilities through the fundamentals of solidification and the selection of solidification 
microstructures observed in all places, from daily life to industry. 
Solidification science has pIayed a very important role in both academic 
accomplishments of material science and practical industrial products1. For instance, dendritic 
microstructures are commonly seen in solidification of metaIs 2 or crystallization in 
supersaturated soIutions3. In such cases, a quantitative understanding of dendritic evolution is 
required to optimize the quality of the final product, as observed in a wide rage of solidification 
processes, from casting to welding. In order to describe and understand the microstructure of 
final products at various length scales from atomic structure to casting defects, fundamental 
knowledge of microstructural evolution and morphological selection, associated with the 
intrinsic behavior of solid-liquid interfaces must be established. Most of all, the structure and 
behavior of crystal-melt interfaces must be examined based on both atomic structure and 
thermodynamic properties. In addition, basic parameters that govern the behavior of interfaces 
allow one to describe interfacial dynamics. 
In this study, critical topics for Si and AI-Si alloys, where Si is a well known faceted non- 
metallic material, will be studied. Accordingly, the investigation of faceted primary Si using 
directional solidification will provide a fundamental understanding of kinetically limited faceted 
primary growth in alloys. In the Chapter 2, some important fundamentals of crystal-melt 
interfaces are summarized, and an overview of various morphologies that emerge during 
directional soIidification is given. Chapter 3 will talk about motivation, objectives, and 
significance of this primary silicon growth in near eutectic AI-Si alloys. The scientific basis for this 
study and the technical approach used to accomplish these goals are summarized in Chapter 4. In 
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the chapters that follow, we investigate further the growth morphology of the low-rate AI-Si 
eutectics. First, we examine &e selection of the "star-shaped" morphoIogy and the evolution of 
the preferred texture in Chapter 5. Second, we investigate the detailed morphology of the star- 
shaped silicon overall growth structures and core structure, with respect to the crystaIIography of 
solid silicon and its defects in Chapter 6 .  Array structure and branching mechanisms of this 
distinct faceted morphoIogy, associated with spacing adjustment will be discussed in Chapter 7. 
A carefd examination in the vicinity of the growing faceted tip region will be discussed in 
Chapter 8 in order to describe the overaII growth model of faceted primary silicon phase'with A1 
matrix. Finally, the dissertation will be completed summarizing all efforts to understand 
kineticaIIy limited faceted growth in this study, and some potentially useful experimental. and 
theoretical investigations are proposed for further research. 
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CHAPTER 2 
Technical Background 
It is we11 known that crystal-melt interfaces and their crystaLIographic characteristics play 
an important role in microstructural evolution during solidification. Detailed knowledge of the 
microstructure, dynamics, and thermodynamics of the crystal-meIt interface is central to the full 
understanding of such important phenomena as near-equilibrium crystal growth and 
homogeneous nucleation as well non-equilibrium solidification. In this chapter, several critical 
issues regarding the fundamental behavior of solid-liquid interfaces are discussed. In addition, 
the particular issues of microstructure evoIution in AI-Si alloys are addressed. 
2.1 Structure of crystal-melt interfaces 
Until the middIe of the twentieth century, the study of crystal-melt interfaces had faced a 
difficulty due to experimental limitations and the absence of a model for interfacial structure. 
Since Turnbull's homogeneous nucleation experiments4, many scientists have proposed the 
struckre of crystal-melt interfaces, taking the atomistic structure of the liquid into account. More 
recently, atomistic simulations have become a valuable tool to examine interface structure and 
dynamics. In the following sections, we examine recent theoretical and experimental approaches 
and summarize our current state of understanding. 
2.1.1 Atomic structure near a crystal-melt interface 
Atoms at  crystal-melt interfaces are in an environment that is markedly different from 
the environment of atoms in the bulk of the solid. There might be fewer nearest neighbor atoms, 
and these neighbors become more anisotropic than in the buIk. Thus, we need to be able to 
quantlfy the excess properties of crystal-melt interfaces. Before the thermodynamic and kinetic 
approach to crystal-melt interfaces, atomic structure of both bulk phases as well as interfaces 
must be described. 
Solid (crystalline structure) vs. liquid structure 
Before examining the crystal-melt interfaces itself, it is prudent here to briefly discuss the 
structure of the bulk phases which are divided by such an interface. Crystal structure is well 
established despite uncertainty of liquid structure. A solid with a regular atomic arrangement has 
a site for each atom, determined by its geometric relationship with the crystal lattice. Precisely 
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speaking, the site is not fixed but the mean position of the atom with thermaI vibration. It should 
be mentioned that the crystalline state includes crystal defects such as vacancies, dislocations, 
and grain boundaries, etc. 
It is much more difficult to describe the struchre of liquid. In the earIiest models of 
crystal-melt interfacess, the specific structure of liquid is ignored by the assumption of a 
considerable density deficit that makes a clear dividing interface. Most works on the structure of 
liquids come from Bernal's pioneering "ball-bearings" experiment$. He suggests that tetrahedral 
coordination is another characteristic of a liquid, maximizing short-range density through the 
dense random packing. Moreover, he reported clusters of five-foId symmetry as a key ingredient 
in the structure of liquid. 
This five-fold symmetry causes the lack of translational symmetry and, therefore, long- 
range order disappears, in contrast to the crystalline state. Owing to the short range order but 
lack of long rage order, the diffraction halo observed for Liquids is a well known experimental 
result. The detailed structure of a liquid might come from X-ray diffraction patterns in terms of 
various radial distribution functions that describe the atomistic structure. The simplest 
distribution function is the so-called pair correlation function7, g(r). This pair correlation function 
can be theoretically computed and compared with the structure factor from X-ray diffraction 
experiments to investigate the atomic structure of liquid phase. Let n(r) be the average number of 
particle centers found in the shell defined by two spheres of radii r and r+dr from the center of a 
test particle. The pair correlation function, g(r) is then defined as 
where p is the density of the material and 4nr2Ar is the volume between two particles of radii r 
and r+Ar, centered at the reference particle. Thus, it reflects atom whose center lies at a radius, r, 
from the reference point. 
lim g(r )  = 3 
r - m  
This g(r) function tells us the probabhty of finding two atoms a distance r apart, the next nearest 
neighbors are likewise ordered around the first group of ro. At larger distances, however, there is 
no correlation with respect to the reference atom. Thus, a characteristic of the Iiquid state is that 
clear order can extend over only a few atomic distances. As seen in Fig.2-l(a), the peaks in the g{r) 
wave for a liquid show clear short range ordering in liquid. Because, even in liquid state, the 
atoms are very restricted in their motion and positioning with respect to one another, a reference 
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atom or molecule has only sIightly fewer nearest-neighbors than in a close-packed crystal, 
typicaIIy nine to eleven instead of twelve. 
Diffraction techniques have historically been the primary means for probing and pair 
correlations in liquids as well as in solids. In X-ray diffraction, a resultant wave scattered by all 
the atoms of a crystal unit cell is called the structure factor, because it describes how the atom 
arrangement, given by the position vector u r n  for each atom, affects the scattered Learn. A 
quantitative object of the measurements, therefore, may be the structure factor S(k). For instance, 
the structure factor of a monatomic system is defined by8 
where p is the density of the material, and k is the scattering wave vector moddus, expressed by 
k = 4n / A sin(2~) .  
S(k) contains information on the radial distribution function g(r) defined above. Using the simple 
Fourier transformation technique, Hq.3 can be inverted to obtain an experimental determination 
of g(r). In Fig.2-l(b), the most recent results by neutron diffraction techniques about structure 
factors and radial distribution functions for liquid Si are showng. 
h order to resolve a crystal-melt interface in terms of order and to interpret simulation 
results, various order parameters have been applied as local probes of structure."J 11~1*,13,14 Such 
order parameters are essentiaI and useful to decide whether a particle belongings to the crystal or 
to the melt, particular in metallic systems where interfaces are general rough and fluctuations 
continuaIIy obscure the interface location. For examples, Briels and Tepper'3 introduced a simple 
order parameter, Y, to discriminate between the crystal and Iiquid phases, 
Here, the function of X(r) takes the same value for every vector r pointing from a central particle 
to one of its nearest neighbors and the average is taken over all neighbors residing within some 
cutoff radius. The distributions of the values of .Y during a simulation of a pure crystaI and a 
pure liquid are plotted in Fig.2-2. It is seen that by calling crystal particles those particles for 
which Y <O.Ei(soIid line) and liquid particles for which Y >0.5(dashed line). 
Recently, Hoyt et al. proposed a parameter to identify the position of the crystal-melt 
interface in simulated(MD) systems by Iabeling an atom as belonging to either the liquid or 
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where the sum is taken over the 12 nearest neighbors about a central atom. One can compute the 
distance the neighbor makes from the ideal fcc positions of the crystal in the given orientation for 
any of the 12 nearest neighbors of a given atom. As the solid-liquid interfaces are traversed, the 
interface position changes very abruptly, indicating relaxation over interface width as shown in 
Fig. 2-3. 
On the other hand, Davidchack and Laird13 introduced an orientational order parameter 
to determine the origin of the expansion of the lattice plane spacing in their MD simulations of 
face-centered cubic (100) and (111) crystal-meIt interface using hard spheres model as shown in 
Fig.2-4. It is defined as 
where n is an integer, i, j, and k are nearest neighbor atoms, 
is the bond angle formed by i, j, and k projected on the x, y plane, and Nzis the total number of 
atoms taken in the sum. 
As seen in above examples, the order parameters at  crystal-melt interfaces have been 
used to distinguish if atom belongs to liquid or solid in MD simdations.. In addition to a purpose 
of a useful parameter for simulations, they can be used to examine intrinsic characteristics of 
interface such as a width of interface or a structure of interfacelb, 22.23. 
Relaxation near the interface 
Turnbull’s significant experiments 17 for undercooling at the crystal-melt interface 
provided the proof of existence of an effective barrier against crystal nucleation. Though the 
density and bonding of solid and liquid had been known to be very similar, these experiments 
proposed khat the liquid structure is fundamentaIIy different from that of the crystal and ordering 
of Iiquid atoms occurs near the interfaces, resulting in an entropy decrease. This argument, 
however, did not produce any specific Iiquid structure model. Frank 18 proposed a 
polytetrahedral structure for a simple monatomic liquid with short range order and Spaepen 
developed a model for structure of crystal-melt interfaces19 based on Burnalls dense random 
packingb. 
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Physical rn0deling]-~~*0, analytic studies, and computer simulation21.z of the crystaI-melt 
interfaces ' in simple systems (hard sphere, Lennard-Jones, and etc.) produced similar atomic 
density profiles, proposing a relaxation near crystal-melt interfaces. This relaxation from 
crystalline to liquid can be observed in several parameters, such as density, diffusion coefficient 
or pressure etc. Davidchack and Laird performed MD simulations of the hard sphere crystal-melt 
interface=. Their results, showing two major parameters, are given in the Fig.2-5. The average of 
atomic density is very simiIar in both solid and liquid but a decaying wave is seen from solid to 
liquid, revealing an interface thickness on the order of a few interatomic distances with bonding 
and coordination showing only smaII variation from solid to liquid. This change in order 
becomes a key factor in interfacial behavior. Indeed, many properties of crystal-melt interfaces 
cart be described in terms of the change in configurational entropy, as wiII be discussed 'in the 
next section. 
2.1.2 Thermodynamic treatments of S-L interfaces 
Atoms at crystal-melt interfaces are in an environment that is markedly different from 
the environment of atoms in the bulk of the solid as discussed in the previous sections. As a 
result, the ordering decay of various parameters may occur at the interfaces from the solid to 
liquid due to the broken bonding and more configurational entropy. Accordingly, the interfacial 
energy cannot be isotropic because the broken bonds strength depends on the orientation of the 
crystal and we need to be able to quantrfy the excess properties of interfaces. In this subsection, 
several thermodynamic and kinetic approaches to crystal-melt interfaces will be summarized and 
discussed based on anisotropic interfacial free energy and broken bond model. In the folIowing 
section, the theoretical prediction and experiment of critical parameters of interfacial properties 
are discussed. 
Enthalpic / entropic contributions 
In order to make sure the technical terms such as surface, intkrface and surface tension or 
energy, let us briefly define these terms. WhiIe interface is a general term used for boundaries of 
two different phases, surface is the term normally for solid-gas and liquid-gas boundaries. The 
isotropic surface tension, 0, can be defined as an excess surface stress per unit surface area. It is 
appropriate when referring to liquids, because liquids cannot support shear stresses and atoms in 
the liquid can diffuse fast enough to accommodate any change in the surfaces area. The surface 
energy, y, is defined as the energy of creation of a new equilibrium surface of unit area by 
dividing a crystal into two separate parts, 
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As mentioned before, since the atomic structure of the interfacial layers is different from 
that found in either bulk phase, the enthalpy and entropy in the solid-liquid interface may be 
different from those of bulk state as well. Consider a large homogeneous solid that contains N 
atoms and is surrounded by plane surfaces. Note that interfaces are assumed to be between solid 
and gas phase. The energy and entropy of the solid (per atom) are denoted by Es and S,. The 
specific surface energy, E,  (per unit area), is defined by the relation 
E = NEs + AE, , (7) 
where E and A are the total energy and surface area of the d i d ,  respectively. Thus AEI is the 
excess of the total energy E that the solid has over the value NEs, which is the value it would have 
if the surface were in the same thermodynamic state as the homogeneous interior. 
To create a surface we have to do work on the system that involves breaking bonds and 
removing neighboring atoms. At constant T and P, the reversible surface work dW required to 
increase the surface area A by an amount dA, in a one -component system, is given by 
dWI(T.P) = YdA3 (8) 
where y is called the surface energy and its units are J/mm2. Thus, with G=G(T, P, A), the 
differentia1 total free energy of a one component system with the inclusion of the increase of free 
energy with increasing surface can be written as 
(9) dG = -SdT -+ VdP + ydA . 
We note that the crystal-melt interfacial energy consists of an enthalpy contribution due to bond 
energies and an entropy contribution due to a specific structure of the i n t e r f a ~ e 2 ~ , ~ .  Based on 
these enthalpy and entropy contributions to the interface structure, following two treatments are 
basic interface models. 
Gibbs dividing interface 
The thermodynamic treatment of interfaces was first introduced by Gibbs based on the 
surface tension for isotropic systems. Gibbs26 has pointed out that a simple phenomenoIogica1 
treatment of the complex interface can be given if the transition layer is replaced by a 
hypothetical geometrical interface which he called a dividing surface. In his model, the dividing 
surface has no thickness and onIy gives a geometrical separation of the two homogeneous phases. 
Now, we derive the change in the surface internal energy with a system of two isotropic 
phases, solid and liquid with multiple components to define the surface tension. The total 
internaI energy is given by 
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The internal energy for each solid and liquid phase separately is 
dUS = TdSs - p d V s  +CpidnS  
d U L  = TdS” - pdV” -I- C p i d n ;  (12) 
where the superscripts S and L refer to the solid and liquid, respectively. Since the,Gibbs dividing 
surface is only a geometrical surface with no thickness and thus has no volume, combination of 
Eqs.lO,ll, and 12 yields 
dU’ = d U - d U S  - d U L ,  (13) 
therefore, 
dU’ = TdS‘ -?- c,uidn,l 
The exact position of the geometrica1 surface can be changed. When the location of the 
geometrical surface is changed while the form of a system is left unaltered, the internal energy, 
entropy, and excess moles of the interface vary. For systems where the thickness of the rea1 
physical interface is much smaIIer than the curvature of the interface, Gibbs showed that the 
dividing surface could be positioned such that the contribution from the curvature of the 
interface is negligible and an infinitesimal change in the surface internal energy is 
Assuming the surface to have such a position, only the term related to a change in the interfacial 
area needs to be considered and the surface tension, CT, is 
D=(g] 
s,v.n; 
(16) 
This is the definition of the surface tension according to the Gibbs surface model. According to 
this definition, the surface tension is related to an interface, which behaves mechanically as a 
membrane stretched uniformly and isotropically by a force which is the same at all points and in 
all directions. The importance, here, is the formation of a surface always leads to a positive Gibbs 
free energy contribution. It should be ais0 noted that the volumes of both phases involved are 
defined by the Gibbs dividing surface that is located at the position which makes the contribution 
from the curvature negligible. 
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Gibbs adsorption theory 
Gibbs was the first to show that there is a thermodynamic relationship between the work 
required to reversibly create unit are of new surface, y, and the number of atoms adsorbed per 
unit area. The totally differentiated internaI energy of the surface is 
dU’ = TdS’ + S’dT + cpidnI1  +cn,!d,ui +adA + A d a .  (17) 
Comparison with modified Eq.17 with surface tension yields 
0 = SdT + Crz,*dpi + A d o  
or in per unit area 
which is the Gibbs adsorption equation. For a two-component system at constant temperature, 
Eq.19 reduces to 
Combining the Gibbs-Duhem equation give rise to 
where the ” Gibbs adsorption coefficient ” is 
and it is the number of moles of species i absorbed at unit surface area. Eq.21 is a weII-known 
relationship for a two-component system, and it applies to any case of equilibrium adsorption at 
constant temperature and overall composition. Each phase is assumed to be homogeneous right 
up to this dividing interface so that thermodynamics of homogeneous phases can be appIied to 
each phase. 
Spaepen’s model 
Spaepen proposed a model for the crystal-interface based on the dense random packing 
of hard spheres deveIoped by Bernal and coworkers6.27. He considered the specific case of the 
interface between a close packed crystal plane and a dense random packed melt phase. Using the 
foollowing rules, 
form tetrahedral hoIes preferentially, 
disallow aII octahedra1 holes and 
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maximize the density. 
He could deposit three layers of atoms on the crystal and showed that density of atom 
centers as a function of distance perpendicular to the interface decayed over three atomic layers, 
In addition, Spaepen derived crystal-melt interfacial energy, of entropic origin, for his model. The 
Helmholtz free energy at equilibrium (i.e. at T,,,) is given by 
AF=(uc-TMsC)-(u,> -T,S )=O . 
Therefore, the entropy of fusion is equal to 
A S = S , - S c = A U I T M  
and consist of two components: a vibrational entropy due to the increased locaI volume available 
to the liquid atom for motion around its average position, and a configurational entropy due to 
the number of configurations that are possible for a given energy of the random assembly of 
liquid atoms. Assuming the atomic volume of the liquid is constant up to the interface, the 
vibrational entropy is the same at the interface as in the bulk liquid. Obviously, since the 
structure of the crystal has not changed, its entropy is constant up to the dividing surface. 
Therefore, the onIy quantity that changes because of the existence of the interface is the 
configurational entropy, and the crystal-melt free energy of Spaepen's model can be derived as 
follows. 
The difference in free energy between a system at temperature TM containing an interface, 
and a bulk crystal (taken here as the ground state) is 
per atom of the interface. The interfacial free energy per atom in the crystal plane is therefore 
NI : No. of atoms in interface 
Nc: Nu. of atoms in crystal plane 
where ysr. is the interfacial free energy per atom in the crystaI plane, AU is the heat of fusion per 
atom, and AS is the entropy of fusion per atom. Superscript E and 1 represent bulk and interface, 
respectively. Spaepen calculated the configurational entropy of the crystal-melt interface based 
on various approximations and estimated the interfacial free energy. In this modeI, however, 
there exist only three layers of atoms for interface and is onIy considered for interfacial free 
energy. 
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Chemical free energy of interfaces 
The classical approach to thermodynamics of crystal-melt interfaces is valid for 
homogeneous systems or very thick interface regons. Based on classical density functional 
theory, Cahn & HiilardB developed a method for interfacial free energy of a nonuniform system. 
In their method, the various spatial derivatives of density or composition were treated ‘as 
independent variables. They derived total free energy of a nonuniform system and interfacial free 
energy of a flat interface. The total free energy in one dimension which they obtain in their 
treatment is 
F = N ,  l[fo (c) + k(dc / Jdx . 
v 
(24) 
It reveals that the free energy of a smaIl volume of nonuniform solution can be expressed 
as the sum of two contributions, one being the free energy that this volume would have in a 
homogeneous solution and the other a “gradient energy” which is a function of the Iocal 
composition. Note that the composition varies continuousIy and h(c) is defined over the full 
range. The minimum of this integral of Eq.24 with respect to a one dimensional composition or 
density variation corresponds to free energy of a flat interface, 
This continuum treatment of interfaces in microstructures has been the basis of numerous 
analytical and numerical treatments of thermodynamics and kinetics in real material systems. 
Facetewnonfaceted interfaces 
With interfacial free energy included in the total free energy of a material system, 
microstrutwe becomes a necessary parameter in the description of thermodynamic equilibrium. 
Equilibrium interface shapes can be described in terms of interfacial energy by thermodynamic 
approach. At the equilibrium state, the interfacial energy and its orientation dependence 
associated with the existence of facets can be shown in the y-plot. Interfacial energy, y, is plotted 
on a poIar diagram such that the length of the radius coordinate is proportional to interfacial free 
energy. On an arbitrary plane, the interfacial energy can be written as a function of only a single 
rotation angle, 8, as shown below. 
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where yo is the mean interfacial free energy, and m indicates the rotational symmetry of the 
crystal on the plane given by {likl). From the y-plot for the interface between two phases, it is 
possible to determine the equiIibrium shape of the interface. If planes are drawn perpendicular to 
the radius vectors where they cut the y-plot, then the inner enveIope of these planes corresponds 
to the equilibrium shape. The reverse is not necessariIy true, however, as many crystals exhibit 
equilibrium shapes in which certain high-energy orientations are not present. For exampIe, the 
{ O O l )  section of the y-plot for a cubic metal would exhibit four-fold symmetry, and the interfacial 
free energy may be approximated as 
y(B)  = yo (1 + .cy1 cos(4B)) (27) 
where the anisotropy is described with a single parameter, a. If Eq.27 is plotted for the system 
where there is no orientation dependence, the y-pIot will be circular as shown in Fig.2-6(G=O). 
On the other hand, the first and second derivatives of Eq.27 give us, 
and 
- d2Y = yo (- 16~:" cos(48)), 
d e 2  
respectiveIy. The general curvature undercooling can be expressed as 
(28) 
AT,, =-(Y+y')=rK. K 
A . 5  
(29) 
where ASf is the entropy of fusion and r is stiffness which is defined as sum of interfacial free 
energy and its secondary derivative. Stiffness as a function of orientation is, therefore, given by 
The magnitude of this stiffness is much more anisotropic than the interfacia1 free energy as 
shown in Fig.2-7. From Eq.30, at ' 
E;' =1/15, 
a negative stiffness emerges, indicating missing orientations occur, as shown in Fig.2-6. Therefore, 
for low values of anisotropy (less than 0.067), the graph of y(B) is equivalent to the equilibrium 
shape as shown in Fig.2- 8(a). Above this value of 0.067(1/15), equilibrium shape is not anymore 
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similar to y-plot as shown in Fig.2-8(b). However, equilibrium shapes exhibit missing 
orientations only when the anisotropy exceeds a value which is approximately 0.067. 
The most interesting feature of the equiIibrium shape emerging from the y-plot is the 
presence of facets corresponding to the cusps in the stiffness as a function of orientation. At 
higher anisotropy enough, for example, cusps are clearly shown in Fig.2-7(b) with corresponding 
to the faceted equilibrium shape as shown in Fig.2-8(b) due to the sufficient missing orientations. 
While a metallic crystal and its melt has a very small magnitude of anisotropy of interfacial 
energy typically exhibiting no missing orientations, materials with high anisotropy such as 
silicon and germanium, therefore, has a faceted morphology at equilibrium, resulting in the 
different growth behavior from the non-faceted metallic growth. 
I 
The roughening transition 
One of the most interesting phenomena regarding facets on surfaces is a thermal 
roughening tran~ition29,30<3~. Generally speaking, it is a phase transition which occurs on a crystal 
surface at the roughening temperature TR. According to Kosterlitz and ThouIess32, it is a phase 
transition of infinite order. This implies that the edge free energy ye vanishes continuously below 
the critical temperature. 
The phenomenon of roughening transition has a firm thermodynamic basis. The concept 
has been introduced as a TLK (Terrace-Ledge-Kink) model in a famous paper of Burton et aI.33. 
Because the free energy, required to form an edge or step, vanishes when actual temperature is 
equaI or larger than TR, steps propagate and flat surfaces may become rough on the microscale. 
On the mesoscopic scale, this roughening transition ,causes height fluctuations, which diverge 
with the distance probed on the surface. This makes the flat faces disappear from the macroscopic 
equilibrium crystal shape. The decrease in free energy of the step is due to an increase the 
entropy of the step caused by the increased jaggedness of the step. The step disappears into the 
noise on a rough surface, as illustrated in Fig.2-9. 
Thermodynamic treatment for this transition is we11 summarized by HoweM. Consider a 
unit area of a {Ill) surface of an f.c.c. crystal in which the atoms are bounded by nearest 
neighbors with bond energy €(,. To create a vacancy, we remove a surface atom, breaking nine 
bonds, and replace it at  a kink site, restoring six bonds. Thus, the net energy of forming a vacancy 
is 3G. If we now create n7, vacancies per unit area of surface, the energy of vacancy formation is 
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where the second term arises as a correction for surface divacancies, and NS~II )  is the number of 
surface sites per unit area on the {II?] surface and nz, times G E ~ ,  is the number of divacancies. 
If we assume that an atom cannot occupy a site overhanging a vacancy, the number of 
ways of distributing no vacancies among Ns sites is 
s N ,  ! 6 = exp - = 
k ,  ( N s  - n, )! n,! 
Applying Stirling's approximation, the Helmholtz free energy of formation of til, vacancies is 
-L,T[N~~ 1nNs - ( N ~  - n v ) ~ n ( ~ h S  - n , , ) - n ,  Inn,] 
We can then obtain the equdibrium concentration of vacancies from the condition that 
yielding 
For a {loo} surface of a f.c.c crysta1 or a simple cubic crystal, we can simiIarly obtain the 
expression 
In the case of adatoms, adatoms might be constrained to occupy only the normal f.c.c 
sites, therefore the derivation of n,, follows the above treatment for n ,  exactly and an equation like 
Eq.35 results, with ?in and i ir ,  simply interchanged. 
Noting, in this case, that iz,,=izr, and letting X=X,,=X,, where Xzl is the mole fraction of vacancies 
and X, is that of adatoms, Eq.35 and 36 both become 
-= X enP[-{~(l-2x)}]. 
1-2x (37) 
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We can define the surface roughness s as the number per site of free bonds parallel to the surface, 
which in the case of {loo} gives 
Although the behavior of the surface roughness is quaLitativeIy described by the Eq.38, the 
nearest neighbor bond model cannot be used to determine the actual temperature dependence for 
a particular material. 
In order to describe the behavior of a Burton's TLK model of a surface with respect to 
temperature, we need to consider roughening of ledges in addition to roughening of the terraces. 
If we take the case of a 4 1 0 >  Iedge on an {lll} f.c.c surface, the energy of formation of izlC Iedge 
vacancies is 
where NI is the number of avaiIable Iedge sites. Continuing as in the previous treatment of 
terraces, we obtain 
and 
r 1 
In this case, the energy of formation of defects is much less than in the case of the low-index 
surface, and roughening typically becomes appreciable at  temperatures of approximately one- 
half the melting point of a material. Leamy and Gilmer have examined the equilibrium structures 
of <loo> oriented steps on vicinaI {ZOO} surfaces by Monte Carlo method+. The energy of the 
Iedge Er is shown as a function of temperature in Fig.2-10. The energy of the Iedge first rises with 
temperature as a result of thermal excitation untiI, in a critical region, EI decreases rapidly to zero 
at the roughening temperature T,. This result also predicts that at the roughening transition, the 
cusp in the Wzrljfplot for a low index surface vanishes. The effect of surface roughening on the 
equiIibrium crystal shape36 is illustrated schematically in Fig.2-11. 
Jackson's a parameter-kinetic approach 
There are basically two types of atomic structure for crystaI-melt interfaces83. One is an 
atomically flat "faceted'' interface and the other is an at-omicalIy rough "nonfaceted" interface. 
The classification of substances into faceted and non-faceted types is based on their growth 
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morphology. MetaIs usually solidify with atomistically rough (macroscopicaIIy smooth) crystal- 
melt interfaces and exhibit no facets in spite of their c r y s t a h e  nature. An atomically rough 
interface always exposes a lot of favorable sites for the attachment of atoms from liquid. Such an 
interface tends to remain rough and leads to smooth crystals which are non-faceted at the 
microscopic scale and exhibit low kinetic undercoolings. 
Moving to the faceted interface, systems that have a high fusion entropy change and 
interfacial free energy typically exhibit crystaI-melt interfaces that are flat at the atomic scale. This 
atomically flat interface will maximize the bonding between atoms in the crystal and those in the 
interface. Thus, such an interface will expose few bonds to atoms arriving via diffusion through 
the liquid. This leads to crystaIs which are faceted at the microstructure scale and usually exhibit 
higher kinetic undercoolings. 
Jackson approached the crystal-melt interface structure by atomic attachment kinetics 
and derived the Eq.42 from crystal growth rates theory37. He introduced a dimensionless entropy, 
n(AS/R) to classlfy interface structures in atomic ~cale3~t3*+ 
V = Jv’ = v’J; exp -- - - f[hkE] [ &I( :][:I 
This criterion is convenient and practical to predict a structural behavior of crystal-melt 
interfaces. If n is less than 2 in materiaIs, they tends to be non-faceted during crystal growth. 
Materials in which n is more than 2 tend to exhibit faceted growth371 39 as summarized in Table I. 
2.2 The intrinsic behavior of crystal-melt interfaces 
Microstructure selection, particularly morphological seIection during the solid-liquid 
transition may be governed by various factors such as partitioning or diffusion of solute or heat, 
convection of liquid and even nucleation. However, responding of crystal-melt interfaces to 
above extrinsic factors contributes to overall microstructural selection through the phase 
transition by the intrinsic interfacia1 properties. Any interface can IocalIy be described by the 
intrinsic variables, stiffness and mobility, where stiffness is quantifies resistance to curvature and 
mobility defines resistance to motion. 
2.2.1 Intrinsic response of crystal-melt interfaces 
In the preceding discussion, we examined the structure of crystal-melt interfaces. In the 
context of phase transformation, the value of understanding interfacial structure lies in its 
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connection to interface behavior and its role in microstructural evolution. Most basically, we can 
describe any 2 phase microstructure in terms of the positions ( r' ) of the interfacial elements Si. 
Thus for any interfacial eIement we can define the two fundamental state variables, 
curvature (K) velocity (v): 
The unit tangent vector at a point on P on the curve at the interface in 3 dimensions is defined as 
&(s) t =- 
ds 
(43) 
where s is the arc length and ds is the eIement of arc length of the curve 7 .  Because r' is between 
points infinitesimally separated on the space curve at any point, it is tangent- to the curve at that 
point. The curvature of the interface, K, is equal to the rate at which the tangent vector changes as 
the curve is transverse and is therefore given by the relation, 
= Kii d; 
dS 
- 
where is the normal vector. Curvature of interfaces is a basic variable that describes a simpIe 
geometric shape of interfaces. For. any surface element, the mean curvafxre of interface is defined 
as the change in the slope over a length of arc, 
In the case of a sphere, r7= rz= 7 so that K=2/r and, for a cyhder,  r1 is infinite and r2= r so that 
K=l /r .  As an intrinsic factor, the interfacial stiffness is a quantity that includes the amount of 
energy required to curve the interface. 
The interfacial free energy between a crystal and its melt is generally dependent on the 
CrystaLIographic plane which is presented to the Iiquid. The effect of this orientation dependence 
on the equiIibrium shape of the interface was considered by Herring in his anaIysis of the 
variation of free energy associated with local shape change40. Herring's well-known result 
implies that the local driving force is reIated to the principal interfacial curvatures, K7 and K2. 
where ASf is the entropy of.fusion, y(n) is the anisotropic interfacial free energy, TZ is the interface 
normal vector, and KI and KZ are two principal curvatures. If one of the principal curvatures is 
zero, then the orientation can be substituted by 0, the angle between a reference direction and the 
interfacial normal, 
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wherk r is an orientation dependent stiffness coefficient as discussed before. 
In the case of moving interface, interfacial mobility is defined as how much energy is 
required to move the interface, 
and the kinetic component of interface undercoohg is, thus, 
V 
P 
ATK =-. (49) 
Like interfacial energy, the interface mobility is anisotropic, depending on the crystaI plane 
presented to the liquid. 
We have, so far, learned that the intrinsic response of crystal-melt interfaces depends 
critically on interfacial free energy and mobiIity, which have anisotropic characteristics. These 
two properties determine the interface shape and rate and, indeed, select morphology of the 
phase during solidification. Furthermore, due to the anisotropic nature of these key factors, 
faceted interfaces can emerge in a certain system during the growth. This faceted growth is 
typically restricted to a certain growth direction with the consequence that the interfaces cannot 
respond to local instability. Indeed, &e system may have to find efficient growth mechanisms, so 
that morphological selection would be enhanced by the alternatives. Therefore, in some cases, 
crystal defects might play a certain role in the morphological selection of kinetically limited 
faceted interfaces to reach and maintain a stability of growth. 
2,Z.Z Experimental measurement of ,u, y 
Recognizing the importance of interfacia1 properties during solidification, several 
attempts have been made to obtain the interfacial free energy and anisotropy. Turnbull's 
nucleation rate experiments in 1950 were the first attempt to measure interfacial free energy4, 
when nucleation was homogeneous at the maximum undercooIing. Because solidification shouId 
occur at limited conditions of homogeneous nudeation and maximum undercooling in this 
method, ES (Equilibrium Shape) and GBG (Grain Boundary Groove) methods become widely 
used to establish interfacial free energy and anisotropy of crystal-melt interfaces. 
Jones and Chadwick obtained equiIibrium shapes of Liquid droplets in the solid for 
camphene, succinonitrile and white phosphorous. They found that the aspect ratios of 
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equilibrium shapes were within a few percent of unity, and concluded that the anisotropy effect 
was small. Glicksman et al.41~42 measured interfacial free energy of transparent materials using 
equilibrium shape method. It is, however, difficult for opaque metal systems. Chadwick and 
Mille143 extended this technique and measured interfacial free energy of alloys such as Bi-Cd and 
Zn-Pb using a fine dispersion of liquid droplets. Unfortunately they, however, did not measure 
anisotropy. The GBG (Grain Boundary Groove) method44c45,46 has also been one of the techniques 
for measuring y. Moreover, Hunt et a1.47.48 have reported interfacial free energy of AI alloys and 
Sn aIIoys using GBG. It should be noted that the measured interfacia1 energy is a mean value 
without anisotropy. 
In spite of the difficulty due to a smaII variation of y. this quantity has been measured for 
some transparent organic materials49, 50. 53.. More recently, Napolitano et aI. measured the 
anisotropy of interfacial energy for AI-Cu and AI-Si alIoys52 and Al-Sn53, using the equilibrium 
shape method. In addition, they proposed a GBG method that can be used to determine 
anisotropy from experimental measurements". 
Like the interfacial free energy, the mobility of the crystal-melt interface and its mobility 
have a critical influence on the morphology of microstructures, especiauy at large undercoolings. 
The kinetic coefficient, p, has been experimentally measured in onIy a few cases. Glicksman and 
Schaefer55 measured it for phosphorus and Rodway and Hunts6 attempting to determine the 
mobility of Pb. Surprisingly, the dependence of mobility on growth direction has been barely 
reported experimentaIly for a metal 
2.2.3 Theoretical predictions of p, y 
Due to the considerable importance of ,u and y for numerical calculations of 
morphological evolution, many authors have tried to caIculate the material parameters associated 
with various potentia1 models. Molecular-dynamics (MD) simulation techniques have recently 
been applied to the determination of these parameters. Broughton and Gilmer57 made the first 
such theoretica1 estimation for y using the Lernard-Jones (L-J) system. They used an "adiabatic 
cleaving" technique to create a solid-liquid interface. Wit+ this method, they made the first MD- 
based theoretical estimates of y, but did not report any orientation dependence. SubsequentIy, 
MD-based estimates of the crystal-melt interfacial energy and its anisotropy have been reported 
for a hard sphere system131 58, the Lennard-Jones systems7# 59. and for several EAM potentials60,61, 62, 
63. In addition, direct calculation of crystal-meIt interfacial free energy has been reported for the 
Lennard-Jones systemM.65.66. 
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Moving to the theoretical estimates of ,u, the pioneering work on MD simulations of 
crystallization kinetics was performed by Broughton, GiImer, and Jackson (BGJ)67. In their study 
of the L-J system, The BGJ simulation represents the MD equivalent of a directional solidification 
experiment, By varying the veIocity, the relationship between velocity and undercooling, V(AT), 
and hence p, could be determined. 
There exist several techniques capable of extracting p from MD simulations. The various 
attempts to compute p fall into three broad categories: forced veIocity sirnulationsb*, free 
solidification methodslz, 69 and fluctuation or random walk techniquesl570n. The most common 
method is the free solidification technique12 69, which involves applying a thermostat to all atoms 
of the system and, where the velocity vs. undercooling behavior is found by tracking the solid- 
liquid interface motion as the system solidifies at some temperature below TM. The forced 
velocity and free solidification methods determine p by mapping out the entire velocity vs. 
undercooling behavior. In random walk methods, by monitoring the fluctuations in the average 
position of the interface for a system maintained at the melting temperature, p can be found 
directly. 
2.3 OveraIl behavior of crystal-melt interfaces 
While the intrinsic behavior of a crystaI-melt interface originates from the fundamental 
properties of the interface itself, a crystal-melt interface can be significantly affected by external 
variabIes. Both extrinsic and intrinsic factors contribute to the overall driving force. In this section, 
overall behavior of interfaces, associated with compIex reIationships between intrinsic and 
extrinsic factors, will be summarized. As a result of these connections of interfacial behavior, 
various emerging morphologies will be briefly reviewed. 
2.3.1 Overall equation at state for an interface 
Both intrinsic and extrinsic contributors are taking into acount, overaIl undercooling 
which can be expressed by 
AT = (ATR + ATK) ,  + (A7-D)E.  
Each term of intrinsic contributions can be reproduced without anisotropic interfacial 
considerations. 
V 
AT = - + TK + ATD 
P 
Local response of crystaI-melt interfaces depends criticaIIy on the partitioning of these shape 
(curvature) and velocity (mobihty) contributions to the local undercooling. The last term in Eq.54 
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drives all extrinsic processes such as the solute and heat diffusion. Therefore, both intrinsic and 
extrinsic driving forces determine the local interfacial condition and microskructrue can evolve 
with selected morphologies. 
2.3.2 Constrained vs uncanstrained growth 
The stability of crystal-melt interfaces depends on the direction of the heat flow. The 
liquid temperature always decreases from the interface in the unconstrained condition and the 
heat flow direction for solidification, therefore, is as same as the crystal growth direction. Here, 
“unconstrained” means that heat dissipation from the crystaI-melt interfaces are not mainly 
controlled by the externa1 heat sink. This type of growth can be observed often in an undercooled 
melt such as emulsion or levitation experiments of soIidification as well as in the equiaxed region 
of ingot casting. However, sometimes crystal growth is constrained in its direction and the melt 
temperature increases from the solid-liquid interfaces. ConsequentIy, heat is sinked into the solid. 
This phenomenon is observed at the waII of casting mold showing columnar cell or dendrite. 
Directional solidification is one of the constrained solidification processes and it is an important 
technique in the industry as well as academia due to the reproducible and reliable characteristics 
of controlhg the interface. Therefore, various morphologies observed in this constrained 
directional growth will summarized in the next section. 
2.3.3 Directional solidification morphologies in alloys 
r Directional solidification has been an excellent method for solidification and interface 
science because of its unique advantages as mentioned before. The microstructures that emerge 
under this constrained condition are not only governed by the cooling conditions, specifically 
temperature gradient and growth velocity, but by alloy compositions as well. During the growth, 
the temperature gradient can be fixed and moving velocity of interface can be easily controlled. 
These simply controlIed conditions allow observations of microstructural evolutions and provide 
a reasonable analytical approach to complex interfacial properties. In this section, various 
morphologies, which might be observed in directional solidification, are summarized. 
CelIuIar and dendrite array 
When alloys are directionauy solidified arrays of cells or dendrites can be produced. 
They grow with an average spacing and a tip undercoofing which can be measured. Papapetrou 
first described a dendritic growth as a paraboloid of revolution with fixed tip radius and Ivantsov 
solved the thermal diffusion equation for the parabolic needle. Since Ivantsov’s accompIishment, 
numerous dendritic/cellular growth models have been developed. Among them, however, 
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critical equations for constrained aIIoy dendrite and cell growth are summarized and, especially 
are pIotted for AI-Si alloys system at the specific soIidification conditions, for example. Note that 
all symbols are defined at the end of this section. 
A. Dendritic growth 
Assuming that the thermal contribution to the tip is negIigible for the directional growth 
of dendrites, 
~X’DI- R2V = 
ATok 
The fully developed dendrite with side branches can be approximated by an ellipsoid of 
revohtion for hexagonal array, 
DrATO ) O . X  y - 0 . 2 5 ~ - 0 . 5  a = 4.3( 
k . (53) 
Trivedi et al.”extended this equation by using the marginaLIy stable tip radius for low Peclet 
numbers and proposed 
A = 6(AT,0kDr)”4 Y-1/4G-1/2 [l - (DG / VATok)r‘2 , (54) 
Spacing A was expressed by velocity and temperature gradient in Eqs. 53 and 54. Note that, with 
regard to A, none of these models represents well the real behavior. They are useful only for 
making quaIitative estimates of A. 
E. CelIular growth ( H ~ n t ~ 3 , ~ ~ )  
Hunt et a1.75176 have extensiveIy studied cellular/ dendritic growth, using numerical finite 
dement methods. By suitable non-dimension treatments, relatively simple analytic expressions 
can be used to fit their numerical results. 
This expression provides an insight into the ceIIular and dendritic growth processes and may be 
useful for comparing theory with experiment, 
Eutectic growth (Jackson and Huntv, Trivedi’s parameter78) 
Eutectic structures may exhibit a wide variety of morphoIogies but only the broad 
cIassifications of regular and irregular will be considered here. A general s o h  tion to the regular 
eutectic IameIIar or rod growth has been developed by Jackson and Hunt. They approached the 
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problem by caIculating the average total undercoohg at the interface in terms of a lamellar 
spacing A. The resultant equation contains only the variables A, v, and AT, and may be written as 
K 
. A T = K , h Y + L .  a 
For minimum undercooling at a given velocity, 
Irregular eutectics tend to grow at higher undercoolings and the spacing has a strong 
thermal gradient dependence. Because one of the phases involved in irregular eutectic growth 
exhibits faceted solid-liquid interface and thus, preferred growth directions, the resulting 
microstructure consists of converging and diverging IameIlae with a wide range of spacings that 
are Iarger than that observed in regular eutectic growth. Equations for irreguIar eutectic growth 
are given by 
and 
where CD is dimensionless operative parameter. Both equations are derived at the extremum, 
where the minimum undercooling for growth at  a given velocity coincides with the maximum 
growth rate for a given undercooling. Thus, eutectic spacing can be measured and compared to 
these traditional equations. 
As we have seen various models for a pattern formation, spacing, undercooling, and 
supersaturation, associated with a composition field are important factors to describe 
rnorphologica1 evolution during directional solidification. By careful measurements of above 
values, overall growth behavior can be explained and described well. 
R: Dendrite Tip Radius 
A T  Undercooling 
ATo: Freezing range 
A: Spacing (m) 
D: Diffusion coefficient (mZ/sec) 
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E Gibbs-Thomson coefficient (mK) 
V Growth velocity (m/sec) 
G: Temperature gradient (K/m) 
IC : equilibrium partition coefficient 
K2, KI, 0: constant 
nr: Liquidus slope (K/wt%) 
2.4 Solidification in AI-Si alloys 
The morphology of silicon .growing from a melt is of interest in several different 
processes from casting of AI-Si alloys to silicon thin films laser technology. In particular, the 
morphologies of the eutectic Si and primary Si in AI-Si alloys, and the associated growth 
mechanism, have been widely studied783 794 80, intensively in relation to controlling the 
microstructure and improving properties of casting products. In this section, various Si 
morphologes, associated growth and transition mechanisms, will be summarized. Particularly, 
primary Si and eutectic Si related to twinning will be focused. In Fig.2-12, equilibrium AI-Si 
binary alloy phase diagrams2 is shown. 
2.4.1 Eutectic morphologies (coupled growth) 
AI grows in a non-faceted manner like other metallic elements while a faceted flake-type 
is a representative Si morphology in AI-Si eutectics. This faceted-nodaceted irregular eutectic is 
commonly observed in conventiona1 casting products without any modification and i b  structure 
is characterized by large silicon flakes. The broad pIane of flakes are parallel to the {111} planes of 
the diamond cubic Si and there are no known crystaIIographic relationship between AI and Si. 
The flake exposes its {ill) surface to the adjacent eutectic AI phase. The parallel (111) twins 
within the flake produce a stable 141" reentrant groove also faced by {lll} planes at the growing 
tip. The groove is efficient in retaining siIicon atoms deposited from the melt and promotes faster 
growth along <112>. According to coupled zone  calculation^^^, AI-Si alloy has a right-skewed 
coupled zone due to the faceted Si during the eutectic growth. 
2.4.2 High xate transitions 
The solidification microstructures in the AI-Si alloys vary widely because of intrinsic 
morphologies of faceted Si that vary with solidification conditions such as growth velocity and 
thermal gradient. While the flake type is normal for Si morphologies in conventional casting 
processes, high growth rates give rise to a morphological transition, from a faceted flake to a non- 
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faceted rod-like morphology79. A Iarge contribution of kinetic undercooling results in this 
transition, limiting anisotropic growth of Si. 
2.4.3 Impurity modification (important because of twinning) 
Impurity modification for faceted Si at Iow growth rates causes a similar result for 
quenched modification, enabling reentrant twin plains to play a role in selection of growth 
direction and morphological opt-imization in response to local soIutal and thermal fluctuation. In 
spite of similar morphologies of Si particles to that of quench modification, impurity atoms cause 
twinning on a very fine scaIe as shown in Fig.2-13. Therefore, twinning is a much more important 
growth mechanism in this mode. The twin pIane reentrant edge (TPRE) mechanism is a well- 
known theorywss5 for this transition and will be discussed later in detail. The resulting 
microfaceted structure with a high density of reentrant twin plane edges permits the silicon 
phase to seIf-optimize by responding to local thermal and solutal fields in a manner similar to a 
nonfaceted phase. 
2.4.4 Solidification in eutectiqhypereutectic 
Primary Si in hypereutectic Al-Si alloys has been extensively studied86ta7. A series of 
primary morphologies has been reported:88 plate-shaped crystals of hexagonal form, octahedral 
equiaxed :crystals, equiaxed crystah containing varying numbers of paraIIel twins, star-like 
crystals containing two to five radiating twin planes, and spherical crystals. Atasoy et aI.89 
observed primary siIicon morphologies in directionally grown hypereutectic eutectics and found 
that octahedral crystals, twinned I1111 and twin-free, predominated over a wide range of growth 
velocities. 
There is another interesting morphological transition from randomIy oriented flakes to 
angular morphologies in near eutectic Al-Si alloys. at certain G,N regime. This phenomenon has 
been reported by several authorsg0~91,9*~93. The first careful examination of the low velocity Al-Si 
eutectic morphologies was reported by Day and Hellawell. Depending on the magnitude of the 
thermal gradient, they reported a transition from uncoupled growth at very low rates (ie. 0.1 to 1 
pm/s) to a coupled growth rnorphoIogy characterized by Iarge connected branched silicon 
structures as show in Fig.2-14. In addition, they reported several characteristic features of the 
low-velocity coupled growth morphology. Most notably, they observed a strong C O O P  Si texture 
associated with this structure. In addition, they observed side-pIates which were either smooth 
with broad {OOl) faces or corrugated with alternating {lll) faces, meeting along a common [Oll] 
direction. The detailed features of Si structure have been examined by Shamsuzzoha et all92r94. 
27 
They have revealed similar side-plate structures emanating in 401> directions from a twinned 
central stem. In spite of excellent crystallographic works, twin structures of the 8- pointed 
angular Si remains in ambiguity and the growth and branching mechanisms of faceted angular Si 
have not fuIIy understood yet. 
2.4.5 Growth mechanism of silicon 
Pure silicon can be doped with boron, gallium, phosphorus, or arsenic to produce silicon 
for use in transistors, solar cells, rectifiers, and other solid-state devices which are used 
extensively in the electronics and space-age industries. In addition to its applications for electric 
devices, silicon is an important alloying element in Fe based or A1 based aIIoys. Growth 
mechanisms of Si crystals are of interest because in many alloys Si occurs as a pure and distinct 
phase95. Therefore, intrinsic twinning of diamond cubic Si is an essential to understand Si growth 
mechanisms in both pure Si and alloys. 
Solidification in pure silicon 
The morphologies in the previous section are readily observed for crystals in an alloy 
matrix. In contrast, traces of the growth morphology in pure silicon are more difficuIt to detect. In 
connection with its us& as a semiconductor96, much attention was paid in the past century to 
purification and single crystal growth of silicon. 
The Czochralski process is commonly used to produce single crystals of silicon used for 
solid-state or semiconductor devices. In this technique, high purity polycrystalline silicon is 
melted down in a crucible and a smaII piece of a single crystal seed is placed on the molten liquid. 
As the seed is slowly rotated and pulled from the melt, the surface tension between the seed and 
the liquid silicon causes the liquid to rise with the seed and freeze into a single crystalline ingot. 
Float zone crystal growth methods7 is another commercial process to produce silicon 
single crystal. This technique is done in an inert gaseous atmosphere, vertically pIacing a 
polycrystalIine rod and a seed crystaI face to face. Both are partially melted and the melted zone 
is graduaIIy moved upwards rotating with the seed crystal until the entire polycrystalline rod has 
been converted to a singIe crystal. 
Growth mechanisms 
Si has been believed to show lateraI growth, giving a faceted morphology near to 
equilibrium at low growth velocities, but normal non-faceted growth at  high velocities. In lateral 
growth, atomic steps on the growing interface are essential for interface propagation. Atoms 
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jumped from the liquid can be easily attached to these steps. Steps can be provided by defects in 
the crystal, such as twins and screw disIocation98,'9. 
More recently, research has focused on melt undercooling, crystal morphology, growth 
mechanisms, and metastable phase formation in undercooIed melts for both germanium100 and 
for siliconl01~102. Levitation is a weil-known method to observe morphological transitions of pure 
Si at high undercooling. A summary of growth morphologies103 of silicon at different 
undercoolings is shown in Fig. 2-15. 
Hogan et al.lm have reported that the majority of the primary silicon crystals grown in 
AI-Si castings can be identified as variants of octahedral crystals with {lllj facets despite wide 
variations in morphology. No evidence of TPRE assistance was found in the growth of the 
octahedral-type crystals studied. They proposed that the observed dislocation spirals on {111 j
facets provide a major source for layer growth of the crystaI facets. Plate-like Si crystah growing 
by the TPRE mechanism are also observed. A subsequent research by the same authorsl" 
proposed 3 stages of complex primary Si morphology evolution from spherical to hollow as 
shown in Fig.2-16. The spherical morphology of their observation came from a quenching effect 
near the mold wall. 
The twin plane reentrant edge (TPRE) mechanism105,106 is a process by which a crystal 
can grow at terminal twin plane grooves and continually generate new grooves. As discussed in 
eutectic morphologies, TPRE is a major growth mechanism for eutectic Si flakes as well as 
primary Si. However, for anguIar morphoIogy of Si, although TPRE is proposed in order to 
explain the growth mechanism, the growth mechanism and the role of twinning are not fully 
understood. 
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Figure 2-1. (a) Pair correlation function for gas, liquid, and solid phase. 
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Figure 2-1. Continued. (b) Structure factors and (c> reduced radiaI distribution functions for 
liquid Si, obtained neutron diffraction patterns, from the reference [9]. 
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Figure 2-2. The distributions of the values of Y during a simulation of a pure crystaI and a pure 
Liquid. From the reference 1121. 
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Figure 2-3. PIot of the order parameter, at a point along the interface during an MD simulation. 
From the reference 1151. 
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Figure 2-4. OrientationaI order parameter profiles measured on a uniform coarse-scaIe. From the 
reference [13]. 
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Figure 2-5. (a) Fine scale density profiles for the (100) crystal-melt interface (upper) and Density 
profiiles on the uruform (dotted line) and the non-uniform (dashed Line) coarse scales (lower). (b) 
Diffusion coefficients for the (100) and (111) crystal-meIt interfaces. Those are from the simulation 
of the hard-sphere crystal-melt interface. From the reference 131. 
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Figure 2-6. Interfacial free energy (4 fold symmetry) as a function of 0 at different anisotropy of 
values. (a) Anisotropy is 0.067 and (b) anisotropy is 0.15. For both cases, anisotropy is zero for the 
red circIes. 
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Figure 2-7. Stiffness and interfacial free energy (4-fold symmetry) as a function of I?I at different 
anisotropy vaIues. (a) Anisotropy is 0.067 and (b) anisotropy is 0.15. 
37 
5 
Figure 2-8. Equilibrium shapes corresponding to Fig.2-6 and 2-7. (a) Anisotropy is 0.067 and (b) 
anisotropy is 0.15 and inner envdope is equiIibrium shape. 
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Figure 2-9. Computer simulation of surfaces with various roughness for (21 1 0) surface 
configurations at various values of KeT/ei,. From the reference 1351. 
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Figure 2-10, Temperature dependence of the energy of an isolated <loo> Iedge on the (100) 
surface of a simple cubic crystal. From the reference [35]. 
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Figure 2-11. Equilibrium shape of nearest-neighbor simple cubic crystal as a function of 
temperature T (upper). The evolution of the edge position in the equatoriaI plane is shown in the 
phase diagram in the lower plot, where T, is the roughening temperature of the {loo) surface and 
8 is the angle of the surface normal from {loo}. From the reference [36]. 
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Table I. Various a(ASy'R) values for materials. Those bolded are well known to be faceting on at 
least one orienta tion'o7. 
Potassium 0.825 Lead 0.935 
Copper 1.14 Silver 1.14 
Mercury 1.16 Cadmium 1.22 
zinc 1.26 Aluminum 1.36 
Tin 1.64 Gallium 2.18 
Bismuth 2.36 Antimony 2.57 
Germanium 3.15 Silicon 3.56 
Water 2.62 CBr4 1.27 
yclohexanol 0.69 Succinonitrile 1.40 
enzil 6.3 Salol 7 
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' Figure 2-12. Equilibrium phase diagram of binary AI-Si alloys82. 
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Figure 2-13. Schematic diagram illustrating the effect of twin density on growth mode. Note that 
impurity modified growth has a fine micro-facets whiIe quenched modified growth has rough 
interfaces79. 
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growth effect of growth rate(V) and temperature gradient (G) on prevailin 
mechanisms and the resulting morphologies of Si classified according to Day and Hel~weII9'J 
where the region A, B and C denote A: Long-range diffusion between large Si particle at a pIanar 
aluminum front. €3: Short -range diffusion between Si fibers and varioius plate-like morphologies 
possessing <loo> texture. C: Short-range diffusion between Si particles containing multiple 1111) 
twins. 
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Figure 2-15. Summary of growth morphoIogies of pure silicon at the different undercoolings. 
From the reference [103]. 
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Figure 2-16. Various silicon growth mechanisms in hypereutectic AI-Si alIoy, showing spherical, 
octahedral, and hopper-like growth. From the reference 11041. 
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CHAPTER 3 
Motivation, Objectives, and Significance 
3.1 Motivation 
Although transition from normal flakes to angular morphologies has been reported by 
several authors, they approached this transition by examining the morphology itself, as a kind of 
eutectic morphology. There is, however, no clear evidence that the star-shape Si is a part of 
coupled growth because a coupled zone may be unclear at low growth rates and undercooling. In 
addition, because the silicon phase grows with a diamond-cubic structure with strongly 
anisotropic interfacial properties, a fundamental understanding of critical contributions of these 
interfacial properties and non-intrinsic defect-assisted growth mechanisms is essential to describe 
a growth mechanism of primary Si as well as its effect on overall microstructure evohtion of Al- 
Si alloys. 
Due to the intrinsic interfacial properties of faceted Si, kinetically limited growth. is 
favored in near eutectic AI-Si systems. Therefore, crystal defects might play a role in critical 
responses to external driving forces. Particularly, it is uncertain why and how twin formations 
have an influence on the branching and lateral propagation of star-shaped Si rods observed at 
low growth rates. Furthermore, subsequent questions regarding atomistic structures of twin 
boundaries are arising. Atomic aHachment to the crystal-melt interfaces, on the order of 
interatomic thickness, might be important for twinning events during growth. Here, arising 
questions from the distinct twinned faceted primary silicon array evolution are summarized: 
Where can we observe the transition from the normal flakes to angular silicon 
morphology? 
What is the structure of dominant 8-pointed star-shaped primary silicon and how does it 
evolve from the non-faceted/faceted crystal-meIt interfaces in AI-Si alloys? 
How does twinning of silicon influence on the overall structure of star-shaped silicon and 
what is the role of twinning in growth mechanisms? 
What are the mechanisms of lateral propagation of relatively regular faceted silicon 
array? 
What are the mechanisms of branching and spacing adjustment of primary silicon 
dendrites? 
I 
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0 What is the overall growth mode of this faceted silicon bicrystalline array and what is 
exactly happening at  the vicinity of the growing primary tip? 
3.2 Objectives 
It is hoped that an understanding wiIl be developed regarding the possible ways twins 
affect the overaIl microstructure selection process which gives rise to the observation of textured 
regions of star-shaped silicon particles. The structure of the star-shaped silicon raises a number of 
questions with regard to its propagation mechanism. These questions are: (i) what is the 
underlying mechanism that gives rise to lateral propagation of textured starshape domains, (ii) 
how do these dendritic bicrystal arrays adjust their spacing, (iii) what is the underIying reason for 
the selection of the textured star-shape domains over the irregular eutectic morphology, and (iv) 
what is the exact role pIayed by the twins within the core? In order to answer these arising 
questions and understand overall growth mechanisms of faceted primary silicon growth, several 
sub-objectives are summarized here. 
Investigation of texture and grain evolution related to lateral propagation of faceted 
silicon in Al-Si aIIoys at low growth rates during directional solidification. 
Study of splitting and branching mechanisms associated with twinning in the core of 
primary 8 pointed star-shaped morphology. 
Three dimensional characterizations for branching and splitting of star-shaped Si rod and 
reconstruction of the crystaI-melt interfaces. 
Observation of detailed interface structures and coherent twin boundaries in eight 
pointed angular silicon and atomistic structure studies for the role of crystal defects in 
morphological selection and locaI spacing adjustments in faceted silicon array. 
To deveIop an overall growth model of primary faceted Si array in near AI-Si eutectics 
that grows in kinetically limited conditions. 
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Based on these objectives, appropriate scientific strategies wiIZ be set up in the next chapter. 
3.3 Significance 
It is well known that most metaIIic systems are generally non-faceted and have relatively 
low interfacial free energy and weak anisotropy. Therefore, various microstructures can emerge 
because of the high responsiveness of non-faceted interfaces with respect to thermal fluctuation 
and local solute distribution, resulting from their rough surface in atomic scale. Faceted crystal- 
melt interfaces, however, cannot respond easily to local solute or thermal field due to the strong 
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anisotropic interfacia1 properties. In this case, crystal defects pIay very important role in 
microstructure evolution. The solidification microstructures of Al-Si eutectics are controlled by 
the kinetically limited faceted sficon phase. Indeed, silicon twinning plays critical role in 
determining the overall microstructure in several AI-Si growth modes. At low growth rates 
studied here, twinning occurred in the growing primary silicon tip governing the morphologica1 
selection, branching, and array evolution, eventually enabling the growth mode transition from 
the normal eutectic ff akes to the angular silicon morphology. 
In a nutshell, the most significance component of this morphological transition regime is 
the twinning within the dendritic core due to the kinetic constraints of the faceted crystal-melt 
interfaces. Thus, mechanistic nature of crystaI defects must be cooperated with rnorphoIogica1 
selection of the primary angular silicon in Al-Si near eutectics. In this work we estabhh a hybrid 
mechanistic and morphological selection phenomenon and make a direct connection between the 
atomistic structure of the twin boundaries on the growth interface, twin boundary migration 
during primary growth, the mechanism of sideplates formation, and evolution of the overall 
primary morphology. Such connection may be a critical step in the understanding of growth 
phenomena in more complex phase, such as muItifunctiona1 or coupled-response materials. Thus, 
the importance of the twinned-dendrite growth mode investigated here is discussed below. 
(1) Morphological selection of faceted Si 
The solidification microstructures observed in Al-Si alloys vary widely, and various 
silicon morphologies can exist at different process conditions as summarized in the previous 
literature review. This variety exhibited by this system can be attributed to the irregular faceted- 
nonfaceted nature of the eutectic, and more specifically to the rate-dependent transitions in the 
operative growth mechanisms for the silicon phase. Both impurity and quenching modifications 
have been extensively studied with respect to the morphological selection of silicon, associated 
with twinning and kinetic roughening effect, respectively. However, an understanding of the 
mechanisms and kinetics of Si growth and branching within the various microstructures of AI-Si 
alloys remains as the principal barrier to the development of a more general growth theory for 
this system, where a faceted phase leads the overall crystal-melt interfaces. Accordingly, 
morphological transition from flakes to angular Si at low growth rates can gwe us more 
understandings for microstructure evolution with faceted crystal-melt interfaces. 
(2) The role of twinning in faceted crystal growth 
Through a careful examination of the twinned core of eight-pointed star-shaped 
bicrystauine silicon, detailed twin boundaries in the diamond cubic structure of silicon will be 
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dearly shown. Based on the geometry of coherent twin boundaries, we can understand how 
twinning occurs in the core. Although it seems certain that the presence of twins at the core 
affects the overall growth morphology and kinetics, their exact roIe and formation mechanisms 
are not well understood. Therefore, investigating twinning and its roIe during growth is the focaI 
point of this study. Indeed, we can learn how the crystal defect contributes to faceted crystaI 
growth and what is happening exactly in the core during the crystal growth. 
(3) Branching and lateral propagation of primary silicon array 
Mechanisms of 1ateraI propagation of strong texfxred array and spacing adjustments of 
primary silicon dendrites wiII be obtained. Branching and spacing adjustments of faceted 
primary phase have never been studied before. For instance, eight-pointed angular silicon has 
been thought as a kind of eutectic morphology without serious considerations of diffusion 
coupling or cooperative growth of two phases. The conventional irregular eutectic models, 
however, cannot be applied to the relatively regular silicon array in this study. Therefore, 
mechanisms of propagation and branching of silicon can lead us to the deeper understanding of 
diffusional optimization of primary faceted array. 
IdenticaI faceted primary siIicon array and distinct 8-pointed dominant star-shaped 
silicon morphology have been observed in this study. The critical observations above imply that 
the multiple length scales from the atomic structure to macroscopic texture as we11 as time scaIes 
from atomic attachment kinetics to array evolution are associated with morphological selection 
and microstructure evoIution in the dynamic sense. It should be also stressed that this 
fundamental research of faceted primary growth will lead not only a rigorous scientific 
understanding but also engineered microstructure evohtion of faceted materiaIs. Due to the 
intrinsic characteristics of faceted crystal-melt interfaces of silicon, crystal. defects may have to 
emerge at the interfaces for partitioning of the Iocal extrinsic variables, finding the efficient way 
of soIute/heat diffusion. Twinning in silicon has been intensively studied in the case of twin- 
assisted growth and branching of eutectic fIakes/fibers and primary hopper-like morphoIogy of 
hypereutectic Al-Si aIIoys. In this study, further understanding of the roIe of crystal defects in 
faceted silicon growth will be obtained. Furthermore, a self-optimization of twin-assisted 
bicrystalline dendrites may be important in the industrial crystal growth process of composite 
materials that need to be designed with certain crystallographic orientations with a regular array 
structure. 
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CHAPTER 4 
Scientific Approach 
As described in Chapter 3, in order to understand texture evolution/domain structure of 
faceted silicon array, detail structures of 8-pointed star-shaped silicon bicrystalline and its core, 
mechanisms of lateral propagation and spacing adjustment, characteris tics of branching and 
splifAing of siIicon dendrites, and the overall growth mode seIection of kineticauy lmited growth 
of AI-Si alloys, we perform directional solidification experiments, characterization of morphology 
and crystallographic orientations of twinned bicrsyal, and comparison of experimenta1 with 
theore tical caIcu la tions. 
In this section, detailed technical plans are categorized into three major parts. First of all, 
solidification experiments to obtain samples for characterization of morphology and other useful 
information such as genera1 crystallography of directionally solidified A M  alloys with and 
without a seed wilI be covered. Second, various morphology characterization techniques are 
treated to understand morphological selection and growth mechanisms of primary Si and 
detailed crystallography of twinned Si bicrystalline. Third, based on above experimental plans, 
spacing, composition, and phase fraction at the vicinity of the primary tip region measurements 
wiLI be measured for the comparison to the theoretical expectations. Through this comparison, 
overalI strategy of modeling a microstructure evolution in near eutectic AI-Si alloys will be 
proposed. 
4.1 Solidification experiments 
The A1-Si rod samples were prepared from pure A1 (99.99%) and Si (99.99%). Alloys with 
near eutectic composition (13wt% Si) were obtained by melfing AI and Si under vacuum in a 
graphite crucible. In addition, compositions of 11,12, 14, and 15 wt% Si are selected for coupled 
zone experiments of AI-Si alloys. The samples were arc-melted and direct-chill cast into rods of 
slightly over 5mm diameter and then swaged to approximately 5mm. 
The rods were inserted in Alumina ampoule with 5.5mm diameter and the directionaI 
growth experiments were carried out at velocities ranging from 0.5pm/s to 10pm/s in order. to 
reach the region where star-like Si morphology can occur using the setup iIIushated in Fig.$-1. In 
addition, an Al single crystal seed was used to evaluate how a single grain of A1 effects the 
texture deveIopment of AI-Si alloy. When 2mm of the single crystal seed was melted, the 
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interface was allowed to grow. The furnace was held at least for one and half hour at 1173K and 
the ampoule was immersed into the cooling chamber for the purpose of achieving good thermal 
conditions. Once the trave1 distance was over 6cm, the sample was quenched immediately at  a 
velocity of 17mmls for the normal condition and 71mm/s for the "rapid quenching" experiment. 
The whoIe procedure of growth and quenching was controlled by the computer system 
(XWARE4.0) to avoid any error. 
4.2 Characterization techniques 
4.2.1 Sectioning and serial milling 
Each directional solidified sample was sliced every 0.25 or 0.5mm from the initial point to 
the quenched interface to examine time evolution of microstructure and crystaIlographic 
orientation by conventional diamond wheel saw machine and metallography. In addition to the 
conventional sectioning, ultra serial rnilIing technique has been used as surnmarized'D8 in Fig.42. 
This sectioning method is for detailed 3-dimensional analysis of faceted silicon bicrystal, 
especially for branching, spI i thg,  and lateral propagation of twinned bicrystal morphology 
during the directional growth. Images of cross sections in z-direction (growth direction) in Fig.4-2 
were taken at regular intervals of 4-5 microns or more by ultra-milling using attached optical 
microscope to keep the position at every sectioning sequence. These sequent images merged, 
aligned, and reconstructed using Image Pro as shown in Fig.42. 
42.2 Microstructure analysis 
Optical microscope and electron microscopes are main equipment for the microstructure 
analysis in this study. Detailed defect structures and crystallography in AI-Si alloys has been 
investigated using several types of electron microscopy such as SEM, TEM, OIM, and p-probe. 
A. Optical Microscopy and image anaIysis 
Optical microscopy is a basic tool to investigate a diskibution of angular silicon 
morphology during directional solidification. An image anaIysis software package (Image Pro 
. Plus 5.0) was used for detailed measurements of eutectic and primary Si. In order to observe A1 
grains, the weII-known Keller's reagent was used. Combining with a serial milling technique, 
sequentiaI images and three-dimensional reconstruction of microstructure could be obtained to 
investigate lateral propagation, tip splitting, branching mechanisms, and overall microstructure 
evolution. 
53 
E. Scanning Electron Microscope/Micro-probe 
In order to find twin boundaries in the core of Si bicrystal and classify the possible twin 
boundaries, secondary electron images were used and backscattered electron images are taken to 
verify the twin boundaries. Samples were prepared by a conventional metallograpy procedure 
without any chemical etching to observe b i n  boundaries in the core stem. In addition, interfacial 
morphologies of primary silicon were characterized by chemically removal of AI phase at the 
quenched crystal-melt interfaces using Keller’s reagent with a cornposition of (by volume) 2.5% 
HC1,1.5% HN03,1% HF and balance H20. 
For the composition analysis at the crystal-melt interfaces, electron microprobe 
microanalysis (EPMA) was used combining serial milling technique. Average liquid 
compositions its a function of distance to the primary tip were obtained as well as other useful 
composition profiles in the microstructure. The beam condition of p-probe are 5Kv and lpm step 
for a high resolution of chemical analysis. In addition to above microscopes, a high resolution 
TEM has been used to verify the twin boundaries in the central stem of dendritic silicon. 
C. Electron Backscattered Diffraction Pattern Analysis 
OIM (Orientation Image Microscope)109 is a very powerful and convenient tool to 
examine crystaIlographic orientations of materials. A detector for backscattered electrons can be 
attached to the conventional SEM without dedicated equipment setup for orientation analysis. 
The sample preparation is also easier than that of TEM. This microscope has many advantages to 
examine detailed crystallography of primary Si and its branching and propagation because Si has 
a strong anisotropic interfacial properties and a complex twinning nature in its growth. In this 
study it has been used for two main purposes. First, texture anaIysis was performed at a 
sectioned sample as a function of growth distance. Second, detailed twin boundaries of eight- 
pointed star-shaped Si were investigated, mapping the Dingley patterns into Inverse pole figure 
images by computing Euler angles through the computer software. Overall scheme of OIM is 
given in Fig.4-3. 
4.3 Microstructural analysis 
Most of growth theories for morphological evolution such as dendrite, cellular, and 
eutectic are generally divided into two categories. The first is the characterization of the 
conditions at the tip of an advancing ceLI or dendrite. The second is the description of all of the 
phenomena which occur in the two phase region behind the tip, where the microstructure 
evolves. These two areas are then related simpIy because they are each described in terms of the 
same principal solidification parameters which are the growth velocity and the temperature 
gradient, 
In order to describe mushy zone phenomena, various relationships describing the 
prevailing growth conditions in terms of V, G, and AT have been developed before. In the case of 
dendritic growth, a tip radius, R, is a well-known parameter that describes a local equilibrium. 
This parameter can not be used because of a difficulty of measuring R as well as intrinsic nature 
of faceted Si. In this study, primary spacing, inter-pIate spacing, interdendritic liquid 
composition, and phase fraction as a function of distance to the growing tip were measured and 
compared with analytical models. In the following subsections, several microstructural analyses 
conducted to quanhfy the above variabIes and phenomena in this study will be summarized. 
4.3.1 Quantification of primary silicon tip 
During the array evolution of faceted primary bicrystal, the growing tip is the most 
important part in morphologica1 section of overall microstructure. Therefore, primary spacing 
measurements and anaIysis of primary silicon array gave us much more understanding of the tip 
dynamics. 
A. Eutectic and primary spacing 
Eutectic spacing parameters were measured on transverse sections taken from at least 40 
local areas at a location within 10 mm of the quenched interface using the line intercept method. 
The number of AI/Si boundary intersections per unit length N L  was directly measured and 
averaged. This spacing indicated the average inter-plates spacing. For an array of faceted Si, the 
primary spacing of star-shaped Si was also measured at the same microstructures. To obtain 
reliable data, consistent rules were applied for measuring. Note that only distances between two 
stems were counted in when no pIates from the tertiary star-shaped silicon interrupted the 
straight line between them. 
B. Statistical and numerical analysis of primary siIicon array 
In addition, the statistical and numericaI anaIysis has been possible for primary sihcon 
particles such as Voronoi polygon and Minimum Spanning Tree (MST) that are broadly used in 
primary dendrite morphologies. Ordering in the primary array at various distances from initial 
growth interface was quantified by using minimum spanning tree (MST). In the MST approach, 
all points were connected without any closed loop, giving a minimum total Iength as described in 
Fig.4-4. For that purpose, Prim’s algorithm was implemented in order to find the tree connecting 
all dendrite cores for which the sum of the edge lengths was minimal. Here, the distribution of 
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edge lengths was unique, and the average edge Iength (m) and the standard deviation (G) were 
characteristic of the arrangement of points. Any irregularity in the arrangement of an array, as 
determined by the MST approach, can be descriptive of the array selection. The positions of the 
silicon dendrite cores were digitaIized on sequential transverse cross-sections and were used in 
MST calculation of the degree of array ordering during growth. The degree of ordering in the 
growing array of dendrites has informed us qualitatively about the possible spacing adjustment 
mechanisms controIling the diffusive optimizat-ion processes. 
Voronoi tessellation has been used to examine the degree of disorder in the distribution 
of faceted siIicon array in this study. Voronoi tessellation is a mathematica1 method of 
partitioning space with several points by drawing the smallest convex polygon from bisectors of 
every point in the space as described in Fig.4-5. Every point in a given polygon is cIoser to its 
oripn point than to any other primary positions. Therefore, the number of sides of a Voronoi 
polygon in the array provided the usefuI information of neighboring points. 
C. VoIumetric approach 
Due to the limitation of experimental and theoretical measurements of tip temperature 
and tip radius for the faceted silicon tip, volumetric approach has been introduced in this study. 
Using seriaI sectioning at the quenched crystal-melt interfaces, phase fractions for Al, Si, and 
liquid phase have been measured as a function of distance to the tip. This volumetric quantity 
might be another quantity for the tip condition. In this study, between secondary branched plates 
from the core, Scheil model was applied for the simpIe non-equilibrium solidification of Al phase 
since the sidepIates spacing was less than approximately 50 microns and remaining interplate 
liquid might be considered fully mixed with no solid diffusion. 
4.3.2 Core structure of twinned bicrystalIine 
It was essentia1 to examine the core structure to understand morphoIogica1 selection and 
spacing adjustment of faceted siIicon array because crystal defects may play critical roIe in array 
evolution including lateral spreading, sideplates branching, and diffusional optimization of array. 
We have classified and verified twin boundaries in the dominant 8-pointed star-shaped 
morphology, combining electron microscopies and statistic analytica1 method to quanhfy the 
distribution of coherent twin boundaries in the core. In addition, twin boundary migration in the 
core has been confirmed by the time evolution of twin boundaries. 
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4.3.3 Chemical analysis 
Composition profiles in the vicinity of the primary tip have been analyzed by the micro- 
probe mentioned above. Two main areas were selected to measure average Si compositions in A1 
and liquid phase, as a function of the distance to the tip, by the area mapping with the beam 
conditions of 5KeV and l p m  step. Here, a serial milling was a key procedure for the construction 
of composition profiles. Combined with phase fraction measurements at the same area, the phase 
fraction has given rise to understanding of the overaII growth mode selection of Al-Si near 
eutectic alloys at low growth rates. 
Summary 
DirectionaI solidification experiments, characterizations of microstruchxe, and 
computational techniques have been performed to understand morphological selection 
mechanisms and crystallographic orientations of 8-pointed star-shaped Si bicrystal. Combining 
all of data we could get and analyze as summarized in this chapter, we have understood 
mechanistic/morphological selection of twinned bicry.stalline Si and have successfully shown the 
role of mechanistic twinning in the growth of twinned bicrystalline dendrites. In addition, we 
have explained the overall growth mode of microstructure evolution of near eutectic AI-Si alloys 
at low growth rates and proposed the appropriate approach to establish a strong analytical and 
numerical model for the faceted silicon bicrystalline array, based on the measurements 
summarized here. 
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Figure 4-1, Schema tic of the directional solidification experiment. 
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Figure 4-2. (a) Schematic illustration of serial sectioning procedure, (6) a1ignment-s of images 
procedure, and (c) The three-dimensionaI reconstruction can be achieved from the stack of cross 
sections'08. 
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Figure 4-3. Illustrations showing principle of Orientation Image Microscope. (a) Sample is tilted 
7Odegrees with respect to the horizontal and the diffraction pattern is imaged on a phosphor 
screen. (b) The bands in the pattern represent reflecting planes in the diffracting crystal 
volurne'09. 
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Figure 4-4. An exampIe of MST (Minimum Spanning Tree). Here, the numbers indicate Iength 
between two points and thicker segments are spanning tree, providing the minimum total Iength 
without any dose loop. 
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Figure 4-5. (a) An example of Voronoi polygons from random points (b) The point has a 
neighbors in this case and each side of the polygon is the bysector of two adjacent points. (c) A 
constructed from the real whole cross section of silicon array, for example. 
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CHAPTER 5 
Morphological Selection and Texture Evohtion 
The overaII selection of the star-shaped primary silicon structure is discussed in this 
chapter. This includes the initial emergence of the <001> textured star-shaped grains and the 
evolution of the associated domain structure. In subsequent chapters, the detailed structure 
within the dendritic core is examined, along with spacing adjustment mechanism and tip 
phenomena. 
5.1 Morphological transitions 
The Al-Si alloys exhibit a wide range of eutectic solidification structures. The most 
common of these structures includes a faceted flake-type silicon morphology, as shown in Fig.5- 
l(a). This classic exampIe of a faceted-nonfaceted irregular eutectic is commonly observed in 
conventional shape castings, where no specific refinement modification has been made. Trace 
ternary additions of certain elements (e.g. Sr, Na, Ce), result in another common eutectic 
structure, where the kinetic effects give rise to a fibrous or rod-type Si morphology. Without such 
ternary modifications, a flake to fiber transition is also observed at  high growth rates, typically 
between 5 ~ 1 0 ~  and 1x10-3 m/s, as shown in Fig.Ei-l(b). While the fibrous morphologies resulting 
from ternary modification and from high velocity growth appear to be generally similar, the 
mechanisms by which they form are indeed very different, and these differences have been 
reported by several authors [5,6] and summarized in the literature review of Chapter 2. 
Beside the importance of morphological transition by modification, faceted crystal-melt 
interfaces select interesting silicon morphologies at kinetically limited growth conditions, due to 
the strong anisotropic interfacial properties of silicon, resuIting in the restriction of certain 
crystallographic orientations. A transition from the flake-type Si morphology to a more 
connected angular or script morphology than flakes is observed as the velocity drops below 
approximately 2x10-5 m/s, as shown in Fig.5-l(c). Here, we observe that, with decreasing velocity, 
the spacing between the "sterns" of the eight-pointed star-shaped particles increases and the 
overall st-ructure of the silicon becomes more disconnected. With further decreases in the growth 
rate (typicaIIy < lpm/s), the anguIar silicon morphoIogy becomes increasingly disconnected, 
giving rise to the distinct star-shaped rod morphology shown in Fig.5-l(d). Furthermore, 
pictured in Fig.5-l(d), the low-rate mode gives rise to a reIativeIy regular array of star-shaped 
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silicon rods, each consisting of a set of side-pIates extending radially outward from a central core 
which is oriented along the primary growth direction. 
Fig.5-2 shows a microstructure of the Iongitudinal section of the directionally solidified 
ALSi which corresponds to the cross section of Fig.5-l(d). Note that the growth has occurred 
from the bottom upward. These micrographs were taken near the quenched interface where the 
steady state growth was reached. In this micrograph, the corrugated plates, which might be a 
part of growing angular Si plates, have been observed. This interesting growth behavior of 
continuous zigzag patterns will be revealed within the detailed primary silicon structure in a 
Iater section. 
Microstructures of transverse sample sections grown at various rates and compositions 
are shown in Fig.5-3-Fig.5-6. We have observed the morphoIogica1 transition from flakes to 
angular in the faceted sficon phase in 13 wt% Si which is very near to eutectic composition 
(12.6wt%) in Al-Si binary system. Based on these observations in Fig.5-1, it is necessary to find 
solidification conditions, particuIarly alloy composition and growth rate because this transition 
seems to have a' kinetic dependency at Iower growth rate extreme. The similar morphoIogica1 
selection has occurred in 11, 12,14, and 15 wt% Si, off-eutectic compositions as shown in Fig.5-3, 
4, 5, and 6 ,  respectively. The interesting observation of morphological seIection of the dominant 
8-pointed star-shape is that Iower growth rates are needed at  hypoeutectic composition. The 8- 
pointed star-shape is, however, dominant anguIar sdicon morphoIogy in all compositions 
performed in this study around 1 pm/s growth late. Moving to slightIy higher growth rates 
regime, the transition from Bake silicon to the angular morphology has been observed between 7 
and 8pm/s growth rates, for example, as shown in 14wt% Si microstructures of Fig.5-7. No 
angular silicon morphoIogies have emerged at 8pm/s. Though the transition regime of flakes to 
angular silicon has not been investigated for all aIIoy compositions, a similar exposure of new 
growth mechanism of faceted silicon has observed at 13 and 15 wt% compositions. It should be 
mentioned that all results are done at thhe same temperature gradient (7.5mm/K). The 
significance of this morphological seIection at thhe low extreme corresponds to the transition from 
flakes to fibrous morphoIogy by the impurity modification in terms of the role of twining in the 
morphological selection mechanisms. This key issue in faceted silicon crystal growth with respect 
to the twining will be comprehensively studied in the subsequent Chapters 6 and 7, based on the 
thorough analysis of its structure and branching. 
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5.2 The twinned bicrystaIline morphology 
We now examine the detailed structure of the star-shaped silicon particles. The angular 
star-shaped silicon rods, shown in the cross-section, Fig.5-l(d), are typically comprised of long 
plates which are approximately 10 microns in thickness. The plates extend radially from a central 
stem or core, which may be compact and roughly cylindrical or eIongated and irregular in shape. 
The angular rods tend to have eight side-plates, but fewer or more side-plates are commonly 
observed. A typical eight-pointed star-shaped rod is shown in Fig.5-lO(a), revealing that the angle 
between side plates typically alternates between 37"and 53'. This angular relationship between 
sideplates is generaIIy observed in aII of the silicon partides at low growth rates. 
In Fig.5-8, Kikuchi patterns produced by backscattered electron diffraction reveal that 
there are only two different orientations from a11 8 points of each side arm. The pole near the 
center in (a) and at right-center in (b) is the loll] pole. The (001) and {Oll) great circles are shown 
with dashed lines in two different colors. Consequently, each of the side-plates extends radially 
in a < I O @  direction. The soIution of two distinct Kikuchi patterns in Fig.5-8 suggests that the 
star-shaped par tide indeed consists of two interpenetrating four-pointed stars, each of a single 
crystallographic orientation, with a rotation between the two sets that is consistent with {ZlO} 
twinning. Note that the normal growth direction, [OOl] pole is indicated at the upper-right of the 
solutions in Fig.3-3. The alternating orientations are shown with optical image of %pointed 
angular siIicon in Fig. 5110 (a) and the constructed {lOO] projection indicates that two grains are 
sharing the {210} type twin plane with 37' and 53*, off-set angles as shown in Fig.5-lO(b). 
From the previous EBSD patterns It is deduced that two grains (each a $-pointed subunit) 
compose the overall 8-pointed star-shape structure. In Fig.5-11, interpenetrating grains are clearly 
seen and the silicon phase, in a given textured domain, is comprised of two interpenetrating four- 
pointed stars which themselves consist of two sets of intersecting planes and extending along the 
primary [OOl] axis. In addition, it has been observed that silicon orientations of each,grain are all 
identical to each other. A question arises here regarding how exactIy two grains interpenetrate 
each other in the central stem and have the same identica1 orientation in the given domain. To 
answer this, a carefuI three dimensional structure analysis must be performed to proceed into 
detailed core structures. This will be done in the subsequent chapter. 
5.3 Strong selection of the twinned bycrystaIline morphology 
The first careful examination of the low velocity AI-Si eutectic morphologies was 
reported by Day and HeLIawell9O as summarized in the review section. Most notable observation 
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of their research is a strong <001> Si texture with angular silicon shape. This texturing 
phenomenon has transient characteristics, in that it evolves from randomly oriented Si particIes 
for typical growth as shown in Fig.5-12. It is shown that (a) randomly dispersed silicon and (b) 
star-shaped domain coexist in the transverse section at 10 mm grown at 0.92pm/s. Once the 
steady state is reached, the angular Si particles have all been oriented along <001> directions in 
the whole cross section as shown in Fig.5-13. This overalI < O O P  texture is revealed by 
pole/inverse pole figures in Fig.5-14 obtained from backscattered eIectron diffraction patterns, 
taken over several regions of inside and outside of the star-shape domain. The pole figures and 
inverse pole figures in Fig.5-14(a) and (b) indicate that no preferred orientation with respect to 
the growth direction outside the star-shape domain. Inside the star-shape domain, however, a 
strong <001> crystalIographic orientation is, however, clearly shown in (c) and (d), pole figures 
and inverse figures from the correspondent 8-pointed star-shaped region. Note that Fig.5-14 (a) 
and (c) come from the area (a) and (b) in Fig.5-12, respectively. The interesting thing that must be 
mentioned from the pole figure of (d) is, whiIe the normal direction of the sample indicates a 
strong <001> orientation, family of 8 different <001> types are aIso seen along the great circle of 
{OOl] planes in the projection. Thus the distribution of famiIy orientations must come from 
dominant 8 branched sideplates. The orientation of the angle variants corresponds well to the 
identical orientation of arranged silicon particles of the micrograph at the right side. This also 
confirms the previous Kikuchi patterns, revealing detailed primary silicon structure, 
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We have investigated the evoIution of the textured morphology during the initiaI stages 
of directionaI growth by the ultra serial miIIing at every 5pm at the transverse section. The 
selected microstructures show that <001> texture laterally proceeds as shown in Fig.5-15. The 
initial solidification front exhibits randomly oriented plates with some angular rod-like features. 
In addition to the early stage observations, the entire textured domain evohtions at a 
velocity of 0.5,0.92 and Ipm/s were examined by sectioning transversely in increments of 5 mm 
for the purpose of further understanding of domain propagation during the growth. The 
sequence in Fig.5-16(0.92pm/s) shows that within the first 10 mm of growth, the textured star- 
shape morphoIogy begins to emerge. Then, rather than a gradual increase of the preferred cool> 
texture by the appearance of multiple separate regions of star-shaped silicon, the texture 
develops essentially as one or two continuous domains of the star-shaped morphology which 
spread rapidly across the specimen at a relatively high rate. The similar lateral expansion of 
domains over the compIete transient period is illustrated in Fig.5-17, showing that the process is 
complete after roughly 55 mm (a) and 35mm (b) of axiaI growth at 0.5 and lprn/s respectively. In 
this case, two domains finally survived while there is one single domain in Fig.5-16. The average 
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rate of lateral expansion during this period was about O.Zprn/s, a significant fraction of the axial 
veIocity (-20%). Moreover, closer examination reveals that the entire textured domain not only 
shares a common <loo> direction, but that the whole domain consists of only a few different 
secondary orientations or, in some cases, a single grain. This characteristic suggests that the star- 
shaped structures propagate in a manner simiIar to the lateral growth of a nonfaceted dendritic 
crystal by secondary and tertiary branching and indicates the operation of one or more Iow- 
undercooling mechanisms for the generation of new central cores. The key issue of lateral 
propagation of identically oriented primary structure wilI be discussed in chapter 7, where the 
structure of the overall array is examined. 
5.4 AI-Si orientation relations 
In comparison to the preferred orientation of Si texture, the fcc AI phase does not show 
any orientation dependence to growth direction at low growth rates. For unmodified flakes Al-Si 
eutectics, the morphology of Si is flakes and the aluminum phase has been shown to be 
poIycrystalline with randomly oriented fine grains. These very small grains g v e  a simiIar size to 
inter-flake spacing in its size. However, Shamsuzzoha et al. reported92 that the aluminum grains 
with star-shaped silicon are relativeIy Iarge and extend over several silicon stars. 
In the present investigation, no associated texture evolution was observed in the 
aluminum solution phase, where a fine-grained poIycrystalline structure was observed. This is 
consistent with the observations of Shamsuzzoha et aI92. and Hogan and Songo. Since the 
formation behavior of A1 grains and the transition of grain size might be reIated to Si spacing and 
nucleation of A1 at faceted silicon plates, there would be numerous chaIIenging studies for grain 
nucleation and evolution. To begin to investigate this question, we empIoy a seeded growth 
method, as described below. 
We conducted a set of directional solidification experiments using a <001> oriented 
aluminurn single-crystaal seed. A very h y  part of AI single crystaI seed was meIted and mixed 
with alloy melts then Al-Si crystal nucleate and evolved from the seed. The microstructure was 
observed to be very simiIar to that of samples grown at the same velocity without seeds. The 
micrographs of the sample grown from a singIe crystaI seed are shown in Fig.5-18. We have seen 
the clear interface between the AI single crystaI and the solidified AI-Si alloy in Fig.5-18 (a) and 
(c). We have also observed eutectic AI grains as soon as the growth begins. This is shown in 
Fig.5-18 (a). In addition, the independent AI grains are observed at the side of growing Si in Fig. 
5-18 (c). Note that (a) and (b) in Fig. 5-18 are as-cast Iongitudinal sections while (c) and (d) are 
chemically etched to see the grain structure of AI phase at the different positions of the same 
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sample. To summarize our findings, subsequent Al-Si growth was unaffected by the presence of 
the seed and a randomly oriented fine-grained aluminum phase structure was quickly 
established. 
Even though we have verified the polycrystaIIine structure of the AI phase, the grain 
structure and orientation of the AI phase have been examined by orientation imaging from 
backscattered electron diffraction. An example is shown in Fig.5-19. While strong <loo> texture 
of siIicon phase is emerging, no preferred orientation of AI phase has been identified indicating 
as similar as the result from pole figures in the previous texture analysis. Dominant AI grain 
structure is slightly low angle sub-grains between secondary branched silicon plates. Two or 
more AI grains befween side branched arms of original star-shaped dendrite, however, have been 
observed with significantly different orientations at the center of this image with three different 
colors. Furthermore, one AI grain was never observed to contain two or more silicon rods. 
Secondary side branching at the right behind of silicon tip may influence on A1 grain nucleation 
and separate AI grains. There is no axial preferred orientation of AI grains, but we cannot rule out 
the possibility that an epitaxial orientation relationship exis& between silicon plates and A1 phase. 
Although this critical issue is out of the scope in this study, we offer this OIM observation as 
motivation for further research of grain structure and evolution. 
Summary of key points in this chapter 
The transition from flake silicon to the angular morphology has been observed between 7 
and Bpm/s growth rates. At lower growth rates, typicaIIy less than 1 pm/s, the dominant 
morphology was an &pointed star-shape consisting of two interpenetrating four-pointed 
rods. 
One or more domains of the strong < O O P  textured silicon array emerged at the 
beginning and propagated rapidly over the transverse, while AI phase has no axiaI 
preferred Orientations, exhibiting the polycrystalline grain structure. 
In the given domain, aIl silicon dendrites are arranged to the identical crystallographic 
orientation having the same angle variants (37" and 53") in the individual &pointed star- 
shape. 
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Figure 5-1. Some typical AI-Si eutectic solidification structures: (a) typicaI flake morphology, (b) 
fibrous morphology formed at high rates (1 ri~rn/s), (c) angular or script morphology formed at 5 
pm/s and (d) at O.Spm/s. 
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Figure 5-2. Microstructures of 1ongitudinaI sections a t  the quenched interface at 0.5pm/s in 
13wt%Si aIloy, showing non-isothermal crystal-melt interfaces and aligned silicon plates to the 
axial growth direction, 
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Figure 5-3. The characteris tic microstructure in an AI-llwt%Si alloy observed after directionaI 
solidification (G=7.5 K/mm) at (a) 2 p / s ,  (a) 1 pm/s and (c) 0.5 pm/s. 
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Figure 5-4. The characteristic microstructure in an AI-l2wt%Si alloy observed after directional 
solidification (G=7.5 K/mm) at (a) 2 pm/s, (a) 1 pm/s and (c) 0.5 prn/s.. 
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Figure 5-5. The characteristic microstructure in an Al-l$wt%Si alloy observed after directional 
solidification (G=7.5 K/mm) at (a) 2 pm/s, (a) 1 pm/s and (c) 0.5 pm/s. 
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Figure 5-6. The characteristic microstructure in an Al-?5wt%Si alloy observed after directional 
solidification (G=7.5 K/mm) at (a) 2 pm/s, (a) 1 pm/s and (c) 015 pm/s. 
74 
Figure 5-7. The characteristic microstructure in an Al-l5wt%Si alloy observed after directional 
soIidification (G=7.5 K/rnm) at (a) 5 pm/s, (a) 7pm/s and (c) 8 pm/s. 
75 
Figure 5-8. Kikuchi patterns generated with backscattered electron diffraction, showing that the 
star-shaped structures consist of two interpenetrating grains. The pole near the center in (a:blue) 
and at right-center in @red) is the [Oll] poIe. The (OOI} and (011) great circles are shown with 
dashed Iines in two different colors. 
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Figure 5-9. Kikuchi pattern anaIysis for two grains reveahg that the two grains are offset by a 37" 
rotation, characteristic of 1210) twinning. 
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Figure 5-10. An example of an eight-pointed star-shaped silicon rod, showing the alternating 
37"/53" angles between the sideplates (a). These angles indicate twinning about (210j planes, as 
illustrated in (b). 
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Figure 5-11. Ari inverse pole figure map showing interpenetrating structures of alternating 
orientations, rotated about the primary axis. This map is [Oll] inverse pole figure map to observe 
two different pIane orientations sharing the same axial growth direction [OOl]. 
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Figure 5-12. The evolution of <loo> texture at z=lOmm during directional solidification (G=7.5 
K/mm, V 4 . 9 2  pm/s). (a) The selected area without angular rods and (b) The area showing the 
growing domain of the angular rod morphology. 
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Figure 5-13. The evoIution of <100> texture at z=65mm during directional solidification (Gz7.5 
K/mm, V 4 . 5  pm/s). 
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Figure 5-14. (a) Enlarged views outside the angular-rod domain from Fig.9 and the distribution of 
axiak crystallographic orientations the silicon phase. (b) Correspondent inverse pole figures of 
(a) with orientations legend of inverse pole figures. 
82 
Figure 5-14. Continued. (c)  Enlarged views inside the angular-rod domain from Fig.9 and the 
distribution of axial crystaIlographic orientations in the silicon phase. (b) Inverse pole figures of 
the left micrograph with silicon array, showing [OO?] normal orientation with family 4 0 1 >  
directions from the side arms. 
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Figure 5-15. Transverse cross-section of the directionally grown sampIe showing the 
development of textured dendritic silicon domains at  the early stages of growth. The reIative 
distance between section (a) and (b) is 1000 pm, and the section (IJ) and (c) is 750 pm. The 
boundary separating textured and randomly oriented silicon structures are separated by the 
dotted lines. 
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Figure 5-16. <loo> texture evolution during directional solidification (G7.5 K/mm) at 0.92 
prn/s. The gray colored region indicates anguIar rod domains. The upper left number indicates 
the growth distance. 
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Figure 5-17. <loo> texture evolution during directional solidi€ication (G=7.5 K/mm) (a) at 0.5 
pm/s, and (b) at 1 pm/s. The colored regions indicate anguIar rod domains. The upper Ieft 
number is the growth distance where the cartoon is constructed. The sampIe solidified at 0.5 
pm/s exhibits multiple domains each with a different in plane secondary orientation. The cartoon 
shown in (b), on the other hand, shows muttipIe orientations only in the initiaI stages. 
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Figure'5-18. (001) A1 single crystal seed experiment at lprt/s of 13 wt% Si alloy. (a) and (b) are 
not chernicalIy etched and (c) and (d) are etched by Keller reagent. The growth direction is from 
letf to right and the unmelted single crystal seed is Iocated at the left side of {a) and (c). 
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Figure 5-19. Color coded [OOl] inverse pole figure map, showing Cool> texture of silicon phase 
and poly crystalline of A1 phase. 
88 
CHAPTER 6 
Detailed Structure of Primary Silicon 
In Chapter 5, we have examined the morphological transition from normal flake silicon 
to the anguIar or "script" structure and finaIIy to the faceted star-shaped morphology. In this 
growth mode, the strongly texture domains of relatively regular faceted silicon "dendrites" 
continuousIy propagate during directional growth. Arising questions from the distinct angular 
morphology are: 
How the crystaI structure evolves in 3-dimensions with interpenetrating twins in the 
core? 
What is the exact twin structure within the core and what governs the selection of this 8- 
pointed branched morphology in the overall microstructure evolution? 
Accordingly, the dominant morphology, 3-pointed angular silicon of the textured 
domains was intensively studied in terms of twin boundaries and their migration in the dendritic 
core. Our findings related to these issues are discussed in this chapter. 
6.1 Three dimensional morphology 
For microscopic observation of the primary twinned structure, we used a deep-etching 
technique, where chemical removal of the aluminum-rich phase reveals the detailed morphology 
of the silicon phase at the quenched interface or at any selected location in the two phase region, 
as shown in Fig.6-I, 2, and 3. While the position of the aluminum-rich phase in the growth front 
cannot be determined here, it is clear that the star-shaped silicon rods grow as a leading primary 
array of pointed anguIar structures with a distinct secondary plate morphology. Such an array is 
shown in Fig.6-2 (a), where chemical etching reveaIs the tips of several star-shaped growth 
features, The detailed view in Fig.6-2 (b) shows the faceted nature of the side plates. The point at 
which all of the eight lamellae intersect is the tip of the growing dendrite-like structure. Here, the 
(111] family of planes are exposed to the melt at the edge of each IameIIae and the tip assumes an 
extended octahedral shape. We have clearly determined that the Ieading edge of each sideplate is 
comprised of two {ill} planes that intersect along a 4 1 0 >  direction making an angle of 135' with 
the primary growth axis. It must be emphasized here that the adjacent (Ill) planes on the leading 
edge of any given side-plate exhibit an octahedral relationship, where the angIe between the two 
faces is 109.47". The structure is illustrated schematically in Fig.6-4, showing that the 4-branch 
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subunit of Fig.6-4(b) is actually an extended octahedron. Two of the $-pointed extended units 
eventually make one fuIIy &pointed star-shaped structure as shown in Fig.6-4 (c). Considering 
two grains in an 8-pointed silicon rod, a nice ilIustration is given in Fig.6-5(a) with two different 
coIor codes. Fig.6-5(b) is the end-on view of the growth tip after chemically removal of A1 phase 
around the tip region. While we see here that the two twinned grains intersect in the core, the 
detailed core structure cannot be explained from this structure analysis. 
Due to the limitation of chemical removal, an extended octahedron cannot be seen easily 
in Fig.6-3 in spite of a dear dendritic tip shape. Thus all stacks of 52 micrographs are 
reconstructed far enough from the tip using alignment, rescaling, and volume rendering 
techniques. Three snapshots from the reconstructed sequent animation are given in Fig.6-6 and 
these verify the 8-pointed star-shaped structure with extended octahedral plates. One can 
clearIy see the overall structure in three-dimensions. Note that tertiary branching from the 
secondary plate is also shown in the reconstructed series. These additiona1 structures within the 
overaII array will be discussed in the later section. 
The dominant 8-pointed morphology is analogous to that observed in the growth of 
primary Si crystals from a uruformly undercooled melt, where so-called ”hoperlike dendritic 
crystals’’ have been observed with a strong octahedral faceting tendency. The star-shaped rod- 
like features, indeed, appear to be the directional solidification counterpart to these ”hoperlike” 
structures. 
6.2 Core structure 
We have observed rapid lateraI propagation of bicrystal grains during low velocity 
directional solidification in Chapter 2 and the previous sections of this chapter, suggesting that 
crystal twinning is a principal contributor to the observed dominance of the corresponding 
textured dendritic array. PresentIy, we focus on the fundamental issue of self-optimization and 
examine the structure and growth mechanisms within the central core of these faceted dendrites. 
Before considering the crystaLIographic nature, of these twinned dendrites, we examine 
the overall geometry of the twin boundaries within the core. For the sake of the current 
discussion, we consider only the typical eight-pointed structure of the primary siIicon and note 
that several fwin boundary configurations are possibIe as given in examples of Fig.6-7. 
Categorizing these according to the in-pIane connectivity of the two twins, we formulate a 
structural basis set of sorts, including the three possible configurations (types I, 11, and 111) and 
their inverses, as ihstrated in Fig.6-8. 
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In each case, regardless of the specific connectivity, we can idenhfy generally eight radial 
subgrain boundaries. Indeed, we have observed each of these configurations within a single 
bicrystal, as shown in Fig.6-9(a-i). Twinning about the (210) planes has been reported in these 
growth structures, and the sideplates in Fig.2 exhibit rotational offsets of 53.13 and 36.87 about 
the cool> axis, which is consistent with {210} twinning as discussed earlier. However, we point 
out now that this (2101 1210) relationship provides only two possibilities for twin boundary 
orientations within a given core and note that a higher number of possible twin plane 
orientations is required for the observed compIex twin boundary configurations shown in Fig.6-9, 
and even in Fig.6-7. 
Both {ZlO) and {310} symmetric coherent twins have been proposed for the diamond 
cubic silicon [I. Hornstra, Plzysicn 26, 409 (1959)] 110. The essential feature regarding these 
particular twin orientations is that they are complementary angles and, because the grain rotation 
is about a four-fold axis, both twin types can exist at the same grain misorientation (i.e. a rotation 
of 53.1309") about the [OOl]  axis. The atomic structure of these (210} and {310} coherent twins is 
given in Fig.6-10 (a) and (b) respectively. Therefore, both twin boundary types can exist within 
the same bicrystal. In fact, a single twin boundary can exhibit segments of each type. Such a 
configuration increases the number of independent twin planes within a given bicrystal to four, 
sufficient for generating the twinned core configurations shown in Fig.6-9. Accordingly, we 
propose a complex twin configuration, comprised of both (210 I 1210) and (310 1 I310} twin 
boundary segments, where both types are fully coherent and symmetric about the [OOl] primary 
growth axis. A detailed example of the atomistic structure within a core exhibiting a Type I 
geometry is given in Fig.6-11. 
Indeed, we have measured the twin boundary orientations in over 100 dendritic cores 
reIative to a crystailographic arbitrary reference. First, we have measured the angle between each 
segment and the reference and then measured the length of each segment. The exampIe of the 
measurements is given in Fig.6-12. Subsequent normalizing, numerical fitting by Fourier function, 
and the derivative of this fitted normalized length as a function of angIe give us a distribution of 
twin boundary orientation angles, shown in Fig.6-13. In addition, geometrically computed twin 
angles of possible {130} and {lZO) twins for each grain are compared to this distribution. It 
indicates that the I130 1 1130) and (120 I 1120) twins are dominant within the dendritic cores, with 
the (130 I I13Oj variant being favored. 
Corresponding to each type of coherent twin boundary, the colored area in Fig.6-14 (a) 
and (b) is a measure of the distortion energy, and the twin boundary energy is related to the 
number of distorted bonds and the magnihtde of bond distortion. This should scale with the twin 
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boundary angle. Therefore, the ratio of these twin boundary angles is simply a measure of the 
ratio of respective specific twin boundary free energies. Thus, we estimate the ratio of yz10 to y310 
to be 1.5. Indeed, this is the same ratio of the two corresponding peak areas, approximated as 
shown on the plot above, using the FWHM positions. This analysis supports the argument that 
both boundaries exist in roughly the proportion given by their twin energies. High resolution 
TEM image in Fig.6-15 confirms that twin boundaries in the cores do consist of segments of both 
types. 
6.3 Twin boundary migration 
The interface morphology of star-shaped rod, shown in Fig.6-7 and 6-5 (b), reveals 
various steps and grooves which may be important for growth, but these images provide no clear 
evidence for the role of twinning. However, the Iongitudinal view of a siIicon rod tip is shown in 
Fig.6-16, where a line of dark/light contrast along the axial direction indicates twinning. 
Furthermore, a deep groove is observed at the tip where the twin intersects the solid-liquid 
interface, suggesting that the twin-plane groove is an important feature in the g-rowth of these 
soIidification shuctures. This observation suggests growth kinetics are enhanced by a defect 
mechanism where it is easier for Si atoms to attach themselves near the twin boundary/growth 
tip intersection. 
In addition to its contribution to the growth kinetics at the tip, the critical roIe of 
twinning in the forma tion of secondary sideplates is certain. The original four-pointed 
substructure described previously can form without any twinning, with the solute gradient 
around the advancing tip creating the conditions for radial instability and sideplate development. 
Because of the strong faceting tendency of the bowing Si phase, however, growth is suppressed 
in a11 but the low-stiffness high-mobility <001> directions, giving rise to the "secondary side- 
plate" morphology shown in Fig.6-I. The secondary structures extend radiaIIy, locally relieving 
the supersaturation but still constrained to grow in their respective directions bounded by 
broad {loo} side-faces and {111} facets at the advancing edges. The initiation of a twinned region, 
either at the core or along a growing sideplate, provides a means for the growth of additional 
sideplates, further improving the efficiency of solute redistribution. These additional sideplates 
also extend radially in <001> directions, where the (210} or {310} twin orientations gives rise to 
the 37O/53* relationship between sidepIates that is observed in virtually every star-shaped rad. 
With convincing evidence related to the twin structure within the bicrystalline dendritic 
cores, we now note that the utility of the twin configurations in mechanistic selection relies on the 
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ability of the twin boundaries to reconfigure themselves, according to the requirements of the 
local driving forces. Simple examples are shown in Fig.6-14(c) and (d). ExperimentaI observation 
also confirms this reconfiguration of the core structure in Fig.6-17. Thus, it is critical that the twin 
boundaries in the core have a reasonable migration mobility in terms of lateral propagation 
during growth. In this case, a given twin boundary will readily migrate laterally as new atoms 
are added to the growing crystal, permitting branch generation in the most advantageous 
locations, as dictated by the governing solute field. The critical dependence of new sidepIate 
generation on the location of the twin boundaries within the core is indicated very clearly in 
Fig.6-18, where the early stages of sideplate formation are evident. Based on the evidence of twin 
boundary structure we have presented thus far and on the requirement for twin boundry 
migration in the overaI1 scheme of selection dynamics, we propose a two-atom twin-boundary 
migration mechanism in Fig.6-19, and assert that such a mechanism would provide the 
responsiveness required to enable rapid twin reconfiguration as needed for efficient sideplate 
formation and optimization of solute redistribution during growth. 
While the twinned-sideplate mechanism gives rise to a much higher efficiency with 
regard to solute redistribution at the growth front, the local solute gradient surrounding the 
sideplates may become substantial with increasing radial extension from the central core. This 
drives the formation of additionaI or "tertiary" structures within the overall array, and we have 
observed several mechanisms by which this may occur. The sideplate may become "fluted" by 
extending in the two <110> directions on either side of the plate, favoring facets on alternating 
(111) planes, as shown in Fig.6-20(a). By this mechanism, the sideplate increases its effective 
thickness as it "opens up" into the interpIate region as shown schematically in Fig.6-20(b). 
Growth of these fluted structures cannot be sustained for large radiaI distances, and one of the 
two <110> directions will ultimately be selected, depending on the solute field on either side of 
the sideplate. In this case, the plate wiII grow radially in this <110> direction. However, the 
kinetic constraints give rise to a corrugated structure to maintain broad {lll} facets, as shown in 
Fig.6-21(c). The extreme regularity of the corrugations suggest that the corrugated structure 
results from end-on growth in the radial direction, rather than growth in ahernating direction 
along the primary growth axis. A third mechanism involves tertiary plates, which develop as a 
regular array of vanes emanating from one or both sides of a parent plate, as shown in Fig.S-2l(d). 
They are generally observed to extend from near the core to the leading growth edge, and the 
extension away from the parent sideplate is governed by the local soIute field. Certain tertiary 
plates may offer a substantial benefit to local dissipation of supersaturation, particularIy at the 
location of branching. Growth at these intersection points will be favored and the interface may 
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locally advance quickly toward the growth front, assuming the <001> primary direction and 
moving ahead of the parent sideplate from which it originated. This proposed mechanism may 
provide a means for the generation of new primary rods and the propagation of the overall 
structure. 
Summary of the key points of this chapter with respect to the core structure 
Two grains of Si interpenetrates each other, producing the complex twin boundaries in 
the dendritic core. For the typicaI morphology, 8-pointed starshape silicon, Type I, 11, and 
111 Win configurations can exist in the core based on the geometric constraints and we 
have identified and confirmed all of them. 
Both I2101 and I3101 symmetric coherent twin boundaries can exist within the same 
bicrystal, and we have verified it by measurements and observation. 
These coherent twin boundaries must migrate for the mechanistic reconfiguration in the 
core to respond to the local fluctuation, resuIting in the sidepIates formation or 
optimization of soIute redistribution during growth. 
Therefore this “mechanistic” twin boundary migration play very criticaI role in the 
morphoIogica1 selection of faceted silicon phase. 
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Figure 6-1. Octahedral tip of &pointed star-shape silicon. Al phase and quenched liquid were 
chemically removed. 
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Figure 6-2. A longitudinal view of the quenched solid-liquid interface, showing the structure of 
the growth front and the leading siIicon phase. (Growth conditions: G=7.5 K/mm, V=0.92 um/s.) 
ChemicaI removal was applied from the quenched liquid to the interface as indicated dotted 
lines. 
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Figure 6-3. The interface structure of the star-shaped anguIar siIicon rods revealed by chemical 
removal of the surrounding quenched liquid: (a) the overalI array of silicon, showing only the 
tips of the rods protruding from the surrounding quenched liquid; (b) a detailed view of a single 
star-shaped rod, showing (lll} facets intersecting on <110> directions along the leading edges of 
the sidepIates; and (Growth conditions: G=7.5 K/mm, V=0.92 LWI/S). 
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Figure 6-4. A schematic representation of the structure of the star-shaped silicon rod: (a) the basic 
octahedral shape, (b) the faceted "extended" octahedra1 4-sideplate subunit, and (c) the 8- 
sideplate rod morphology that must include a twinned core structure. 
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Figure 6-5. (a) An illustration showing two interpenetrating sets of four-point octahedral plates 
with crystal orientations (b) An endLon view of the growth tip after chemical removal of AI phase. 
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Figure 6-6. Snapshots of tree dimensional reconstruction at various view angIes showing 
octahedral growing tip, secondary add tertiary branched plates. Reconstructed from 52 serially 
sectioned images at every 4pm/s. 
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Figure 6-7. BSE images of core structure showing severaI complex twin boundaries 
configurations. Note that a11 configurations of twin boundaries except (f) are not of any Type I, 11, 
and I11 proposed in Fig.6-8. (f) Type I twin structure. All pictures are from BSE imaging. 
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Figure 6-8. (a) Schematic cartoon of two grains sharing the central stem. (b) Three possible twin 
configurations in the core and (c) their inverse. 
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Figure 6-9. Type I twin configuration in the core. The black and white micrographs are (a) 
secondary and (b) backscattered eIectron SEM images, while (c) the color micrograph are the 
orientation image maps obtained from EBSD analysis. 
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Figure 6-9. Continued. Type I1 twin configuration in the core. The black and white micrographs 
are (d) secondary and (e} backscattered electron SEM images, while ( f )  the coIor micrograph are 
the orientation image maps obtained from EBSD analysis. 
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Figure 6-9. Continued. Type 111 twin configuration in the core. The black and white micrographs 
are (8) secondary and (h) backscattered electron SEM images, while (i) the color micrograph are 
the orientation image maps obtained from EBSD anaIysis. 
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Figure 6-10. (a) Atomic structure of (210) coherent twin boundaries in the diamond cubic 
structure. 
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Figure 6-10. Continued. (b) Atomic structure of (310) coherent twin boundaries in the diamond 
cubic structure. 
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Figure 6-11. Imaginary Type I core structure comprised of two grains, indicating that it can be 
constructed by only two coherent twin types. The Iegend for relative heights of a regular 
diamond cubic crystal structure and relative heights of atomic position from coherent twin 
boundaries are same as Fig.6-10. 
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Figure 6-12. An exampIe of twin orientation angle measurement and corresponding segments. 
White lines indicate some of segments and a yellow line is a reference plane. Note that the 
reference plane is parallel to one of grains, A in this case. 
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Figure 6-13. The distribution probability of twin boundaries angle. Grain A and B are 
distinguished in different color code, blue and red respectively, showing I130 I I130} variant is 
favored in the core. 
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Figure 6-14. (a) Atomic structure of I2101 type of twin boundaries and its boundaries area in coIor. 
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Figure 6-14. Continued. (b) Atomic structure of twin boundaries of (310) type and its boundaries 
area in color showing the twin boundary unit area is smaller that that of (210) type. 
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Figure 6-15. High resolution TEM image taken from the core of a star-shaped silicon particle, 
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Figure 6-16. A longitudinal view of a star-shaped rod, revealing an axially oriented twin pIane 
and an associated groove at the solid-liquid interface. 
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Figure 6-17. (a) Interface instability Ieads side branching from the core and (b) after 300pm 
growth from (a), twin boundaries reconfiguration occurred with branching. 
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Figure 6-18. Early stage of star-sha’ped silicon evolution showing radial instability leads to a new 
secondary sideplate at the twin orientation. 
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Figure 6-19. Proposed "two-atom" twin boundary migration mechanism. In this case, the 
migration occurred from (a) to (f), from (210)to{310}. 
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Figure 6-20. (a) Examples of the fluted structure and (b) Schematic illustration of (a). The overall 
growth direction is vertically upward in each image. 
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Figure 6-20. Continued. (c) Corrugated structure and, (d) Tertiary sideplate structure in the star- 
shapes silicon rods. Specimens were deep-etched to remove the aluminum-rich phase. The 
overalI growth direction is vertically upward in each image. 
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CHAPTER 7 
Array Structure and Spacing Adjustment 
In the preceding chapter, it was shown quite definitiveIy that coherent symmetric (210) 
and {310} twins are essential for the selection of the stars-shaped faceted growth mode and that 
these coherent twins play an essential role in morphological and mechanistic selection of silicon 
phase in AI-Si alloys, which determines overall microstructure in both eutectic and off-eutectic 
alloys. The propagation of faceted silicon domains, discussed in Chapter 5, might have a similar 
trend as seen in metallic dendritic array evolution. A careful examination is, however, desired to 
evaluate this relatively regular faceted array since complex branching and morphological 
selection occur behind the faceted silicon tip by a self-motivated way of twinning in the core that 
may not be seen in the metallic cellular and dendritic growth. 
In this chapter, we examine the primary faceted array structures and investigate the 
mechanisms of lateral domain spreading and spacing adjustment of primary silicon phase during 
directional solidification in hypereutectic AI-Si alloys. A careful observation and measurement of 
complex branching and spacing of faceted primary bicrystaIline silicon will provide further 
understanding of array evolution and associated spacing adjustment of the primary phase array, 
in combination with the critical role of twin boundary migration. 
7.1 Array evolution 
In the conventional dendritic array evolution, individual dendrite tips are decoupled to a 
regime of isolated self optimization while a ceIIular growth seems to have an overall array 
optimization characteristic with strong interactions between the cells. The structural difference of 
these two patterns is that dendrites can be distinguished by the presence of side branches and 
cells are defined as a non-parabolic and periodic pattern with missing branches. Accordingly, the 
tree-like morphology of angular silicon tip shown in Fig.6.1 implies that the silicon rods with side 
branches emanating along <loo> at low growth rates might be considered as a dendritic diffusive 
coupling growth with reIatively strong anisotropic interfacial properties of faceted silicon. This 
key issue will be discussed in Chapter 8 because we need to collect proper, exact, and essentiaI 
tip conditions to describe overaI1 growth mode of low-veIocity off-eutectics. We wiI1, thus, focus 
on the lateral propagation mechanisms and related branching events in detail. 
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The transverse sample cross-sections in Fig.5-15 show the evolution of the microstructure 
at different positions along the growth axis. An interesting feature in these micrographs is the 
emergence of a nove1 microstructure in the form of star-shaped silicon particles as discussed in 
Chapter 5 and 6 .  These textured domains grow laterally at a relatively rapid rate, on the order of 
approximately 10% of the overall growth rate. Arising questions from this lateral propagation of 
faceted silicon array are what the mechanisms of rnuItipIication are and how they occur during 
the growth. As shown in Fig.6-17 and 6-18, a specific configuration of twin boundaries and their 
mobility must be the answer for the question. Furthermore, we will look at the detaiI processes in 
a higher length scale to investigate array dynamics. 
Fig.5-17 shows a series of such transverse cross-sections where the textured dendritic 
array spreads IateraIIy into regions of non-textured and randomly oriented silicon phase, and 
eventuaIIy across the whole sampIe cross-section. We can see that there are, in fact, more than 
one textured domain with slightly differing in plane orientations, as shown in Fig.5-17(a) and (6) 
with different color codes. Roughly speaking, the whole cross section is covered by the textured 
domains after 50mm and 35mm growth distances at 0.5pm/s and lprn/s growth velocities 
respectively. A same colored domain consists of identical twinned bicrystalline of silicon rods. 
Indeed, we have identified several mechanisms for the formation of new primary dendrite cores 
spreading laterally. These include tip-splitting and tertiary growth from sideplates, both 
analogous to mechanisms of latera1 propagation in non-faceted dendritic crystals. These 
mechanisms will be discussed in the later section, associated with branching and spacing 
adjustment of primary silicon. 
It is worthwhile to recall the two key observations of growth orientations from star- 
shaped domains. First of all 36.87" and 53.13" between side branched arms are obviously coherent 
(210) or (310) twin angles, constituting a core structure of faceted silicon rods and assisting a 
branching of second arms. The second orientation reIationship onIy to the identical twin angles is 
that each silicon rod has an identical orientation to the reference in the same domain. Since a 
single domain of textured silicon consists of dendrites having common sidearm orientations, it is 
highly unlikely that the newly formed dendrites at the periphery of the domain are due to 
nucleation events. However, the presence of a singIe grain orientation suggests that the textured 
regions of primary silicon arrays develop from the occurrence of a single silicon dendrite which 
has formed during the earlier stages of growth. Accordingly, the fact that side plate orientations 
(hence, twin orientations) are identical within the given domain suggests that the entire twinned 
domain originates from one twin-pair of two silicon grains. 
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7.2 Analysis of array dynamics 
7.2.1 MST calculation 
One example of MST at the cross section of 55mm and 70mm growth distance is plotted 
in Fig.7-1 (a) and (b) respectively. The mean edge length is calculated for cross-sections taken at 
increasing relative distances from the initial interface. Average minimum edge length, m shows 
interesting behavior as a function of the growth distance in Fig.7-l(c). The m of both two 
veIocities indicated by dosed triangles and circles with solid lines in Figa7-1(c) decreases by 
35mm (lpm/s) and 50mm (0.5pm/s), and then increases to roughly constant values. The 
normaIized lengths (JA/N) .for two velocities shown as open triangles and circIes with dotted 
lines in Fig.7-l(c) are also similarly decreasing and increasing around this point, where A is array 
area and N is the number of points. Both MST calcuIations and normaked lengths indicate that 
the density of silicon dendrites in a given domain decreases during propagation but increases 
and reaches lo constant representing spacing adjustment has been accomplished during the 
faceted array evolution. This behavior implies that there might be different contributions to the 
faceted array evolution before and after this critical point. 
7.2.2 Voronoi tessellations 
The regime between 50mm and 70mm at 0.5pm/s, where m is increasing, the Voronoi 
diagrams are compared in Fig.7-2(a) and (b). Though the constructed area is a middle of the 
sample, a density of points is also significantly decreasing resulting in spacing increments at this 
regime. The cluster of points which represent the position of twinned star-shaped silicon is 
vanishing between these two cross sect-ions. The frequency of number of side for Voronoi 
polygons constructed at different growth distances is plotted in Fig.7-2(c). This directionally 
soridified sample at  O.Spm/s has a clearly sharper and more symmetrical shape in the frequency 
at 70mm growth than that of shorter growth distances. It is not surprising that the most 
probability of polygons is hexagonal as simiIarly observed in cellular or dendritic array. 
The fact that clusters of silicon rods are dispersed indicates that the primary spacing 
within the cluster is under the stability h i t  of the faceted silicon array. Therefore, Voronoi 
diagrams from the different- positions support that a gradual spacing adjustment occurs after the 
critical growth distance. The reason why this critical point exists during array evolution of 
faceted silicon can be explained by the domain propagation and consecutive spacing adjustments. 
Before the critical growth distance, the domains propagate laterally at a relatively higher rate 
than the axial growth rate. Althought there might be a local spacing adjustment by a dynarnical 
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branching of secondary or tertiary arms, the lateral spreading of faceted silicon bicrystaIIine 
makes a main contribution to overall array structures. On the other hand, after the Iateral 
propagation is accomplished over the whole cross section, spacing adjustments occur dominantly 
around clusters of silicon rods. A notable feature of Voronoi polygons clearly substantiates this 
criterion of dynamic array evolution of faceted silicon in Fig.7-2. The frequency of six-sided 
poIygon at 70mm is 0.35 with more symmetric shape. From array analysis for deep cells of AI-Cu 
alloy by Tewari et a1 [refl, the probability of hexagonal polygon is over 0.45. Although the 
probability of a hexagonaI polygon in our faceted silicon array is less than that of AI-Cu alloys, 
the hexagonal is a predominant polygon in Voronoi diagrams after spacing adjustment of the . 
silicon array in this study. 
7.3 Branching and spacing adjustments 
The star-shaped silicon particles must be connected throughout the whole sample even if 
they look like separate features in a two-dimension. This necessitates the evolution of the 
microstructure simiIar to that in a single crystaI casting where the textured dendritic 
microstructure is a result of tip splitting and other requisite branching events operative during 
growth. In a simiIar fashion, the star-shaped siIicon grows and spreads IateraIly by the 
continuous branching from the sideplates, thus, repIacing the randomly textured silicon 
microstructure formed during the transient period. In this chapter we will examine detailed 
diffusion optimization processes, namely branching and splitting. 
7.3.1 Tip dynamics 
Tip-splitt-ing phenomenon during dendritic growth of silicon crystals was observed as 
shown in microstructure series of Fig.7-3(a). These cross-sections are separated from each other 
by a nominal distance of 10 microns showing a tip splitting event results in the formation of a 
new dendrite. A tip of the growing silicon dendrite may assume a variety of shapes; it may have 
a compact core with secondary branches emanating outwards or an extended core which may 
split into two compact cores, emerging in Fig.6-1. As the dendrite tip splits, the point of 
separation is then occluded by the surrounding aluminum phase. Tip splitting steps are also 
schematically depicted in Fig.7-3(b). For an easier splitting of primary tip, the migration of twin 
boundaries must be essential in the core. 
, 
There is a close link between the star-shaped silicon dendrites and the spider-web 
morphologies observed during the transient period where the strong texture was not 
firmly estabIished as well as, at steady state. The picture (Fig.7-4 and 5) shows the coexistence of 
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the spider-web morphology with the star-shaped dendritic morphology. Here, especially in the 
deeply etched microstructure in Fig.7-5, one can see that the spider-web morphology does not 
grow parallel to the overall growth direction as opposed to the star-shaped dendritic arrays. Due 
to this non-directional growth behavior, growth path of the textured star-shaped regions and of 
the spider-web particle coincide. This convergence in the growth path of the two morphoIogies 
results in the convolution of the solutal fields of the two distinct regions. The intervening soIutal 
field also gives rise to the disappearance of some of the side arms of both feahres, as shown in 
Fig.7-4. This convolution may cause the termination of a number of star-shaped particles as they 
approach near the spider-web morphology. In thecase of Fig.7-4, however, two particles have 
survived and occupied their own positions slightly migrated from the original positions. 
For the selected local area, positions of the silicon dendrite cores were recorded at 
different cross-sections in Fig.7-6. It reveals that the tips of the silicon dendrites tend to migrate 
towards seemingly more spacious regions in terms of silicon phase fraction. These regions having 
a reIa tiveIy low silicon phase fraction are indicative of solute-rich (silicon-rich) regions. Therefore, 
the diffusive optimization process is constantly carried out through this type of "tip migration 
"processes at the growth front. Note that there are two or three complex spider-webs in the real 
microstructure of the position map. It means that there must have been the interactions between 
primary rods and spider-webs, as discussed above. 
7.3.2 Sideplate branching 
Significant observation in the lateral propagation of array is a new star-shaped evolution 
branching from secondary or tertiary arms. These branching events are particularly important for 
the peripheral dendrites that surround the textured region since they reside near the boundary 
where the supersaturation should be relatively high, a concIusion inferred from the fact that 
branching necessitates sohte-rich regons. The branched arms from the parent stem which is on 
the face of domain are mainly interacting with non-textured region. In the Fig.7-7, one branched 
arm of the eight-pointed siIicon rod is dynamically responding to the not-textured region during 
only 6pm growth distance and new angular silicon evolves. Note that the parent silicon particle is 
placed in the outer textured domain. Although there is no quantitative analysis showing the 
dominant process for the domain propagation, it seems that secondary or tertiary branching is 
more likely to be a main mechanism for the IateraI propagation of array than tip splitting. Thus 
branching from secondary or tertiary arms is a main mechanism of IateraI propagation of star- 
shaped domain as similar as dendritic array evolution. Indeed, the microstructural evidence 
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shows that there are several tertiary branches on the side plates of a typical star-shaped structure, 
as discussed earlier in Chapter 3. 
In a system with pronounced anisotropy, such as during the growth of a faceted crystal, 
sidebranches form readily when the locaI spacing is Iarge. In the inter-silicon dendrite region, the 
liquid that is solidifying in the last place may be highIy supersaturated since silicon atoms are 
being rejected from the soIidIfying AI phase and a parent siIicon rod has to find an easier way to 
respond to this relatively higher supersaturation. Thus tertiary or secondary arms are 
dynamically branching toward soluterich liquid of inter-plate. The evidence for this active 
response of sideplates is firmly shown in the Fig.7-8. 
When a whoIe cross section of the sample is covered with faceted primary silicon 
particles, the sequent pictures reveal that new star-shaped silicon from the tertiary branched arm 
emerges near to a domain boundary between the slightly different orientations as shown in Fig.7- 
9. The only difference between Fig.7-7 and Fig.7-9 is that the former is taken during the period of 
lateraI domain propagation and the latter is attained when the propagation of domain is near 
completion. 
7.3.3 Spacing adjustments 
Accordingly, spacing adjustment can be facilitated in a number of ways, such as (i) by the 
formation of new primary trunks as a result of tip splitting, (ii) by the formation of new primary 
arms from secondary branches, (iii) by tertiary branching from the side plates as a consequence of 
keeping up with the soIute redistribution at the growth front, and (iv) by lateral position changes 
of the growing "dendritic" tip in accord with the governing solute fields ahead of the interface. 
As seen in Voronoi diagram in Fig.7-2, changes in primary spacing may result from two distinctly 
different mechanisms: the tip elimination and spIitting. When the IocaI spacing is smalIer than 
the characteristic spacing, one of the tips is eliminated to increase the spacing. Once a tip is 
eliminated, the adjoining primary silicon rods reorganize. On the other hand, branching is 
operative when the local spacing is Iarger than the characteristic spacing. In this case, the tip 
assumes an elongated shape and then splits into two, thereby creating an additional space, as 
shown in Fig.7-10. The mechanisms of branching and efimination continue until a characteristic 
spacing is established. 
This criterion is very simiIar to that of Hunt and Lu7.7 who discussed the array stability 
Iimit and the upper spacing Iimit. Hunt and Lu suggest that tip splitting is likely to occur for a 
cellular growth and a tertiary branching seems to easily occur in a dendritic array for a spacing 
adjushnent at the upper spacing limit. Although we observed the branching from tertiary 
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sideplates as well as the tip splitting in the faceted silicon array, a tip splitting may occur at  a 
regime with a higher spacing to dissipate local solutes. As mentioned before, new primary rod 
from tertiary sideplates results mainly from lateral spreading of array. The sideplate makes a 
contribution to the local spacing adjustment far from the tip, changing its direction as shown in 
Fig.4-11. 
Another interesting observation of spacing adjustment is the competition between 
neighboring dendrites, splitting and joining events occurring at the tip region. Fig.7-10 shows the 
competition between two dendrites and the resdting disappearance of one of the dendrites as 
shown by the arrows in circles in Fig.7-lO(c) - (0. Here, one can also observe the splitting and 
subsequent rejoining of a dendrite tip indicated by the arrows in (a) and (b) of Fig.7-10. The 
competition with neighboring Si dendrites by splitting and joining events at the tip is one of the 
spacing adjustment mechanisms for efficient solute redistributions. 
Spacing can provide us valuable information regarding the nature of growth. However, 
due to the limitation of the star-shaped morphology to a certain velocity range, microstructures 
having a more eutectic character form at higher velocity regimes. For this reason, one needs to 
define two types of spacing, namely primary and eutectic spacing, in order to compare these two 
structures. Note that only distances between two stems are counted in when no pIates from the 
tertiary star-shaped siIicon interrupt the straight line between them. 
The primary and eutectic spacing measurements obtained from samples prepared at 
different directional sofidification velocities and compositions are plotted in Fig.7-11. The 
primary spacing is found to decrease with increasing growth veIocity in a manner that obeys 
KV=const relationship, where A is the cell spacing and V is the growth velocity. This relationship 
is common to all diffusive transformations and it implies a more stringent diffusive coupling 
between individual star-like features. The way that this diffusive coupIing is established can also 
shed light into various diffusive optimization processes operative during growth. The diffusive 
optimization is achieved by ordering of the whoIe array to facilitate more efficient chemical 
diffusion, similar to ceIIular growth in single phase solidification. Therefore, the increase in mean 
edge length after 35 and 50mm in Fig.7-l(c) is a measure showing the increase in array ordering, 
which is further evidence for diffusive optimization via spacing adjustment by splitting and 
joining of growing tips as well as creation, annihilation and progression of new side branches. 
Summary of key points in this chapter 
Branching occurs in the form of tip splitting or side plates branching events. The latter is, 
however, a main mechanism of lateral propagation of array during the directional 
growth in near eutectic AI-Si alloys. 
The density of primary silicon rods increases when the Iateral propagation is dominant 
during the array evohtion. Once the spreading of faceted array is accomplished over the 
whole transverse of the sample, spacing adjustment occurred by the tip migration, 
splitting/joining, and dynamic tertiary branching to find an efficient solute redistribution. 
Minimum edge lengthh, Voronoi polygons, and spacing measurements suggest that some 
level of diffusive optimization has occurred during the array evolution. 
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Figure 7-1. (a) and (b): Examples of MST at 55mm and 70mm growth distance respectively. 
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Figure 7-1. Continued. (c)  Both of average minimum edge and normalized lengths are decrease 
and increase to constant as function of growth distance. 
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Figure 7-2. (a) and (b); Examples of Voronoi diagram at 55mm and 70mm, respectively. 
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Figure 7-2. Continued. (c) The frequency of number of poIygon sides goes to six and the 
distribution shape become more symmetric after spacing adjustments. 
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100 pm 
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Figure 7-3. Formation of a new star-shaped anguIar silicon by splitting of the core structure. The 
silicon dendrite that undergoes tip splitting is encircled. The microstructures are from cross- 
sections perpendicular to the growth direction and are 10 microns apart. Relative elevation, Z, 
increases aIong the growth direction. 
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Figure 7-4. The competition between a starshaped silicon particle (indicated with the circles) and 
a spider-web morphology. The distance between the serial cross-sections are: (a-b) 95, (b-c) 35, (c- 
d) 55 microns, where axial positions of the cross-sections from the initial interface in increasing 
distance are (a)<(b)<(c)<(d). Here, solute fields of both structures interact, and the end effect on 
the microstructure manifests itself as missing sidebranches in both of the growth morphologies. 
In the end, the starshaped silicon shown in the circIes prevail and continue to grow. 
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Figure 7-5. This deep-etched transverse cross-section shows the non-directional growth behavior 
of remnant spiderweb morphology. Also, note the two different rotation variants of the star- 
shaped sideplates. 
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Figure 7-6. Primary core positions map, showing migration of tip during growth. 
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Figure 7-7. Formation of a new star-shaped angular silicon from the tertiary branched arm. 
Relative elevation, Z, increases aIong the growth direction, indicated in the lower left. The new 
silicon dendrite keeps the same orientation to the origin. 
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Figure 7-8. Microstructure at the quenched interface. The secondary branching arms are 
dynamicaIIy changing their radial direction toward interdendritic liquid with tertiary arms. 
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Figure 7-9. Formation of a new star-shaped angular siIicon from the tertiary branched arm. This is 
occurring during the spacing adjustment regime as domain boundaries are indicated between 
two textured regions, not propagating to randomly oriented silicon plates shown in Fig.5-15. 
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Figure 7-10. (a) and (b); Tip joining, (c),  (d), (e), and (f); Competition between growing dendrites 
and subsequent elimination of a dendrite. The distance between each cross-section is 100 microns 
and the growth direction is from (a) to (f). 
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Figure 7-11. Primary spacing (between star-like silicon structures) and eutectic spacing 
measurements show a AV=const. type reIationship. 
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CHAPTER 8 
Phenomena in the Region of Primary Tip 
We have examined the structure of 8-pointed star-shaped silicon and its growth 
mechanism with regard to {ZlO) and {310} twin boundaries in the core. Array evolution and tip 
dynamics are also studied, revealing the mechanisms of branching and spacing adjustment of 
faceted primary silicon. The growing silicon octahedra1 tip is the most- important part in this 
microstructure evolution. Especially, the migration ability of two coherent twin boundaries in the 
core is critical to the tip kinetics, the secondary structure, lateral propagation, and spacing 
adjustment. Now we examine the overall microstructure evolution that should start at the tip. In 
order to describe overall growth mode in detail, we need tip temperature that gives undercooling, 
liquid composition that determines supersaturation, and the primary spacing that is the 
characteristic length scale of ceIIular or dendritic growth. It must be mentioned, however, that tip 
temperature of primary silicon may not be directly measured due to the experimental limitation 
from the length scale of tip. 
8.1 Composition profiles 
Most of all, both liquid cornpositions at  the tip and interdendritic region are critical to 
solute redistribution phenomenon in octahedral shaped silicon bicrystalline. At the growing tip, 
depending on the local supersaturation, tip migration and optimal secondary branching occur, 
assisted by mechanistic twin boundary migration, for the solute dissipation. Branching associated 
with interfacial kinetics of faceted silicon sideplates determine the interdendritic liquid 
composition. In addition, AI nucleation and growth must be deeply related to overall 
composition profile behind the tip. 
Silicon compositions in A1 phase has been measured first with spiral positions in the 
inter-plate region as shown in Fig.8-1 (a). Line composition profiles are plotted in Fig.8-l(b), 
When silicon compositions are plotked as a function of radial distance from the core center, not 
even shown in the dissertation, they did not give us enough information of solute distribution. It 
looked Lke discrete and arbitrary data. 
In Fig.8-2 (a), a silicon dendrite with two small liquid envelopes was chosen and four line 
composition profiles have been plotted in Fig.8-2 (b) and (c). We have expected that there might 
be a gradual increase in silicon composition in A1 phase to the liquid. The results, however, show 
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two or three measured points between AI phase and liquid, implying these gradients between 
two phases in Fig. 8-2 (b) and (c) came from the beam resolution limit. Though silicon 
compositions in liquid may be approximated to 20wt% by taking average of the points, the 
number of points is not sufficient to quantitative analysis. Therefore, as an ahernative method, 
area mapping has been used for composition measurements. The siIicon composition in AI phase, 
however, seems to be very uniform under 2wt% in the preliminary composition measurements, 
even in one dimensional Iine profile. 
Two primary 8-pointed star-shapes have been chosen for micro-probe area mapping. All 
measurements have been carried out at the same beam conditions of 5keV acceleration voltage 
and lpm step. In order to save a measurement time, a triangIe between two secondary plates and 
a quadrant rectangle were investigated as shown in Fig.8-4(a) and (b) respectively. By 5pm 
decrements of surface by serial milling, we have got composition maps as a function of distance, 
Z, from the tip. Note that 2 is the approximated distance from the measured height to the tip in 
the mush zone region of non-isothermal interfaces and the growth direction is, therefore, 
downward from the plane. 
Fig.8-4 i s  a series of composition map on the triangle microstructure. Si composition is 
categorized into 9 ranges. As shown in (a), AI phase between two side plates indicates that it has 
aImost uniform silicon content, similar to that of limited line measurements. Interesting feature of 
Fig.84(a) is that there is a slightly local fluctuation in the left secondary plate. Thus, we can 
expect that there might be a tertiary branching at the right there. In Fig.84(b), we have observed 
a tertiary branching that dissipates a local supersaturation in the interdendritic region as 
discussed in chapter 3. That means that there must be a highly supersaturated liquid in front of 
the tertiary at the lower 2 (closer to the tip). It is also reveaIed that a tertiary plate of the right 
secondary pIate is changing its growth direction to the remained liquid to respond to the local 
supersabra tion. The expectations are clearly shown in Fig.8-4(c). Iriterdendritic liquid has caused 
a tertiary branching that would dynamically interact with liquid. Qualitatively, one can notice 
that a strong blue color region (3045 wt% Si) is reduced from (c) to (b). In addition, average 
silicon compositions in A1 phase as a function of the distance from the tip are potted in Fig.5-5. 
Roughly speaking, silicon amount in the solid solution is sLightly decreased as the distance to the 
tip increases far from the tip because the final liquid cornposition is expected to reach equilibrium 
eutectic composition. 
Unfortunately, the liquid phase fraction from this triangle area has not significantly 
changed from Z=70prn since the target siIicon particle is too close to the lower silicon dendrite, 
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Thus, area with more spacing will give us much more information of liquid compositions as a 
function of Z. 
Four micro-probe results of the quadrant rectangular area are shown in Fig.8-7 (a), (b), (c), 
and (d). The distance from the tip for each composition map is 70,40,20, and Opm respectively. 
Note that at Z=Oprn, as shown in the Iower-left corner of the microstructure, a very tiny tip exists. 
Since additional serial milling will entirely pass it, we assume this is the tip position in this study. 
From (a) Z=70pm to (c) Z=20pm, silicon composition of 2030wt% regime is replaced to the light- 
Hue, indicating that interdendritic liquid composition increases in the deeper position from the 
tip. As AI phase grows from the primary silicon, the rejected solute (silicon) from the AI phase 
result in this composition increments. This can be easily expected from the simple solute 
redistribution phenomenon. The composition in Iiquid at (d) Z=O, however, seems to be much 
higher than that of (c) Z=20pm. This confusing opposite behavior of solute redistribution might 
be due to the quenched AI phase at the vicinity of the tip. This argument may be very critical in 
phase fraction measurements in the later analysis. In addition, if Z is increased from (a), similarly 
in Fig.8-4 (a) and (b), the silicon composition of remaining Iiquid will be decreased again due to 
the dynamical sideplates branching though we do not have a strong evident for that at this time. 
So far, we have reasonabIy shown a qualitative reIation between a composition field of 
interdendritic liquid and the overaII microstructure evolution with a good agreement to the 
solute redistribution theory. 
8.2 Phase fraction 
In this section, a quantitative analysis of the interface structure and composition wiIl be 
studied in terms of volumetric sense. As mentioned in the first overview of this chapter, tip 
temperature determination is critical but still remains in difficulty. From this point of view, 
finding any method of proper volumetric approach for the limited experimental techniques or 
even conceptional shortcomings is necessary. Thus, as a first step, we have measured phase 
fractions in two-dimension at- the interfaces to quanbfy the overall growth behavior. 
Fig. 8-7(a) and (b) are a series of microstructure evolution in the back order. Phase 
fractions for each phase namely Si, Al, and Iiquid are carefully measured in the inner enveIope of 
four silicon dendrites. Thus the measured volume fraction is not a representative volume fraction 
for each siIicon rod at the given distance because all four dendrite has a different distance from its 
tip. In this case, the reference tip is the upper left one. To make it easier, fraction adjustment 
based on this concern was ignored because the height differences between stems are Iess than 
5pm. Measured phase fractions are shown in Fig;8-8(a). Si phase fraction is almost same behind 
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40pm and gradually decreases to the tip. A careful examination of this volumetric characteristic 
at the interfaces has revealed that there is a slight slope change of phase fraction as a function of 
distance, suggesting a quenched AI phase was counted for this slope changes around Z=20pm. 
AccordingIy, this observation is corresponding to the increase of liquid composition between 
2=20 and Z=Opm in Fig.8-6 (c) and (d). 
It would be reasonable if we assume that the silicon volume fraction is constant at the 
distance regime far from the tip enough and there is no A1 phase at a11 based on the above 
arguments. Thus, adjusted volume fraction is re-plotted assuming the very tiny (approximateIy 
ZOpm), only primary silicon phase exist from Z=2Opm to Z=Opm as shown in Fig.8-8(b). ScheiI 
equation for the nonequilibrium solidification with assumptions of uniform liquid mixing and no 
solid back diffusion might be a simple but effective analytic model to be applied for 
interdendritic Iength scales. Average liquid composition as a function of soIid volume fraction 
does not firmly support this as shown in Fig.8-9. However, in the regime of near the tip, 
measured average liquid composition is we11 matched to Scheil model. Note that the upper and 
Iower lines are composition profiIes from Scheil modeI, Iiquid and solid compositions 
respectively and triangles come from micro-probe measurements in this study. The reason for the 
significant deviation far from the tip are that our assumptions consider no quenching effect 
behind Z=20pm. The assumption of constant silicon fraction might be aIso a problem. 
Nevertheless, if we can find and adjust the phase fraction at- the interface, the possibility of a 
strong analytical model for this may be increased. 
8.3 Spacingvelocity relationship 
We have measured silicon primary spacing in terms of average mean edge length and 
normalized lengkh in primary silicon array in chapter 4. Primary spacing and interpIates spacing 
as irregular eutectic spacing are aIso given in Fig.4-14 at near eutectic composition, 13 wt% Si to 
support various diffusive optimization processes observed in chapter$. Here, primary spacing- 
velocity plot at 13, 14, 15 wt% hypereutectic compositions is pIotted in Fig.8-10, showing the 
similar diffusive growth mode. The significance of this length scaIe is that it can give us which 
growth mode is dominant and be a descriptive for the comparison to analytical and numerical 
model in the future. 
8.4 The overall two phase structure 
So far, a composition field in the vicinity of primary silicon tips has been studied and one 
problem has been arisen to quantitatively analyze the collected data for the strong analy ticaI 
model. That is a quenched AI phase that must be removed for the exact understanding of the real 
microstructure evolution. Before proposing an overall growth model, we will verLfy how the 
quenching effect influences on the interface structure and analyticaI strategies. 
. Interestingly, sharp cusps have been observed everywhere in overall microstructure 
evolution as shown in Fig.S-ll(a). Subsequent composition analysis results indicated by line1 to 
line 6 in (a) are shown in Fig.8-11 (b) and (c). Measurements of line I, 2, and 3 are performed 
roughly a t  the cusps region and line 4,5, and 6 may be not affected by A1 phase that makes sharp 
cusps. Even though we do not have a good enough resolution of beam size, relatively gradual 
composition changes are observed in Fig.5-ll(b), specially in line 2. This impIies that the cusps 
might be from the quenching process because the end of secondary silicon pIates should touch 
the interdendritic liquid during the growth to find efficient ways for the solute dissipation. The 
distance between the cusps and silicon plates in Fig.B-ll(a) is too far for the silicon atom’s 
attachment from liquid to the objective facets. 
Fig.8-12 shows that interesting tertiary branching from the secondary sideplate occurs 
during the micros!mcture evolution. Right side of secondary plates of 8-pointed star-shaped 
dendrite is stretching to liquid with bunch of tertiary arms, responding to the local 
supersaturation. As noticed it already, there are also cusps at the end of tertiary sideplaks, 
producing several nonfaceted A1 interfaces that may compose sub-grains in A1 phase. We have 
shown AI grain structure in Fig.5-15, showing the secondary branching may affect the orientation 
of A1 phase. Accordingly, if there is no epitaxial orientation relationship between silicon plates 
and AI, we should have observed finer independent AI grains in the inverse pole figure images. 
From Fig.8-12, we have observed three important key features at the crystal-melt 
interfaces. First, AI phase at the end of secondary branched silicon plates is thinner than that of 
interfaces quenched at lower rate as shown in Fig.8-3. It seems that the rapid quenching made the 
sharper deep cusps with clear quenched AI phase traces, while faceted silicon interfaces of 
secondary or tertiary plates still faced on interdendritic liquids to dissipate the rejected siIicon 
atoms from the growing A1 phase. Second, the shape of A1 interfaces (well shape) between two 
secondary plates is not changing significantIy in bath cases. This was confirmed in line 
composition measurements in Fig. 8-11 (b) and (c). Third, as indicated by circles in Fig.8-12, there 
is no quenched eutectic beween the two primary silicon dendrites. It means that AI phase 
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between two particles do not have a quenched AI phase. If there were a quenched phase of AI in 
the circle, there should have been interdendritic liquid too. 
The only tiny silicon tip (less than 20 microns) is primarily growing and this silicon is 
leading phase during the directional growth of angular silicon bicrystal. Although AI phase are 
surrounding the silicon tip in the microstructure series as shown in Fig.8-13, t this phenomenon 
came from the quenching effect. This is cIearIy shown in the couple of snap-shots from 3- 
dimensional reconstruction in Fig.8-14. Note that this 3-dimensionaI structure was reconstructed 
from sequent images of Fig.8-13. Behind the tiny tip, AI is growing with silicon pIates but there is 
no strong coupling between two phases. Thus, it is hard to say that this is eutectic coupling or 
even dendritic coupling since the little tiny tip is not strongly decoupled as a dendrite tip. 
Accordingly, we propose "coupling cellular" for overall growth mode. The diffusive coupling 
occurs in the envelope cell where AI and faceted silicon coexist. In addition to that, in the 
envelope, AI grows like a halo of primary silicon  dendrite^^^^,^^^, as shown hi Fig.8-13. These 
microstructure series were taken after very rapid quenching, so growing AI is exactIy similar to 
that of halo formation, where eutectic growth occurs between the second dendritic ha10 phases. 
The halo formation itself, however, has not been fully understood yet and several mechanisms 
have been proposed. In addition, a diffusive coupling st.111 exits in the proposed cellular coupling 
envelope and this must be considered if one wants to try to modify the halo growth model to 
faceted bicrystal array evolution. The dynamical tertiary branching to the interdendritic liquid in 
this coupling celluIar model might be a counterpart of eutectic coupled growth in the halo 
formation. 
Summary of the key points in this chapter 
Phase fraction, composition, interface structure, and spacing in the interdendritic region 
behind the growing tip suggest that overall microstruckre evolution is occurred by a 
very tiny decoupled primary tip, followed by an AI "halo-like" struc'rure surrounding the 
silicon star-shape. 
Silicon composition in AI "halo-like" phase is almost uniform and it may be estimated by 
Sheil's model, combining with phase fraction measurements as a function of the distance 
to the tip. 
Primary and inter-plate spacing suggests that overall growth is a diffusive coupIing 
"cellular" growth. 
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Figure 8-1. (a) PreIirninary composition measurements with spiraI movements of beam and (b) 
Three dimensional silicon composition plot- from (a). Micro-probe beam step is lpm. 
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Figure 8 -2. (a) Preliminary composition measurements for interdendritic liquid region. Line 1 to 
Line 4 indicate pprobe scanning pathways in 1vm steps. 
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Figure 8-2. Continued. (b) Composition profiles of Line 1 and 2 from (a). 
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Figure 8-2. Continued. (c) Composition profiles of Line 3 and 4 from (a). 
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Figure 8-3. Two seIected silicon dendrites for area composition measurements. (a) a triangIe 
between two sidepIates(z=lBO) and (b) a quadrant rectangle (Z=150um). Z is the distance from 
the tip. 
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Figure 8-4. (a) Composition measurement for triangle area between secondary sideplates. This is 
roughly 150prn (Z) behind the tip. A tertiary sidepIate is about to emerge at the inside of the right 
secondary plate. 
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Figure 8-4. Continued. (b) Composition measurement for triangle area between secondary 
sideplates. Z=90pm. A tertiary sideplate is interacting with highly supersaturated Iiquid and a 
new tertiary branched from the expected point in Fig.5-4 (a). 
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Figure 84. Continued. (c) Composition measurement for triangle area between secondary 
sideplates. This is roughly 70pm behind the tip. A tertiary sideplate is interacting with highly 
supersaturated liquid. 
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Figure 8-5. Composition of A1 phase as a function of distance from the tip. 
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Figure 8-6. (a) Area with Iight biue (20-30 wt%) coIor is decreased. Liquid composition at closer 
position to the tip is decreasing quaIitativeIy at z=70. 
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Figure 8-6. Continued. (17) Area with light blue (20-30 wt%) color is decreased. Liquid 
composition at cIoser position to the tip is decreasing qualitatively at z=40. 
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Figure 8-6. Continued. (c) Area with light bIue (20-30 wt%) coIor is decreased. Liquid 
composition at closer position to the tip is decreasing qualitatively at 2=20. 
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Figure 8-6. Continued. (d) Area of light blue (20-30 wt%) color is increased. Liquid composition at 
the tip is sIightly increased from ~ 2 0 ,  indicating quenching effect is much higher than deep 
groove at z=O. 
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Figure 8-7. Microstructure series of crystal-melt interfaces. Z is the approximated distance from 
the tip (210~rn-30!~m). Growth conditions are 13wt%Si, V=Ipm/s, G=7.5 K/mm, and quenched at 
V=17mm/ s. 
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Figure 8-7. Continued. Microstructure series of crystal-meIt interfaces. 2 is the approximated 
distance from the tip(25pm-Oprn). Growth conditions are 13wt%Si, V=lpm/s, G=7.5 K/mm, and 
quenched a t  V=17mm/s. 
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Figure 8-8. (a) VoIume fraction of each phase as a function of distance from the tip. 
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Figure 8-8. Continued. (b) Adjusted volume fraction as a function of distance from the tip, based 
on our assumption. 
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Figure 8-9, Comparison to ScheiI model. TriangIes came from p-probe measurements. 
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Figure 8-10. Primary spacing vs. growth velocity plot showing the simiIar diffusive growth mode 
in effect at various composition ranges. 
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Figure 8-11. (a) Cusps and smooth welI between two sidepIates. Arrows indicate the direction of 
p-probe beam movements of 1 pm step in order from Line 1 to Line 6. Growth conditions are 
lSwt%Si, lpm/s, and 17mm/s quenching rate. 
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Figure 8-11, Continued. (b) Composition profiIes of Line I, 2, and 3 from (a). 
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Figure 8-11. Continued. (c) Composition profiles of Line 3,4, and 6 from (a). 
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Figure 8-12. Tertiary branching and separate A1 subgrains, showing cusps come from the LittIe 
tertiary sideplates. 
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Figure 8-13. Transverse microstructures at crystal-melt interfaces quenched by very rapid rate 
(V=7lrnm/s) after lpm/s  growth. (a) Closer to the tip, showing quenched A1 phase trails and (b) 
Local area of the array. 
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Figure 8-14. Microstructure evolution of 8-pointed silicon morphology. Quenched at 7lmm/s 
after Zpm/s growth. 
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Figure 8-15. Three dimensional reconstruction of (a) Si and (b) A1 phase near the tip region from 
Fig.8-14. 
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CHAPTER 9 
Summary, Conclusions, and Suggestions 
for Further Investigation 
Crystal-melt interfaces pIay a crucial role in microstructural evolution, and the intrinsic 
properties of crystal-melt interfaces determine how the crystal grows from its melt. We have 
discussed structure, thermodynamic treatments, and the inbinsic/ extrinsic behavior of crystal- 
melt interfaces in Chapter 2. Most of all, anisotropic properties of interfaces, stiffness and 
mobility, may result in the faceted shape of the growing crystal. The crystal-melt interfacial 
properties of silicon have a reIativeIy strong anisotropy, and Si exhibits a variety of growth 
morphologies in AI-Si alloys. Among these morphological transitions, a flake to angular or script 
morphology has been observed in directional growth (gradient = 7 K/mm) at rates below - 
lpm/s. Though twinning is the main mechanisms in other growth mode transitions, such as 
impurity modification, its role in the selection of the bicrystalline dendritic morphology is 
somewhat different. 
Employing directional solidification techniques, we have grown faceted twinned 
bicrystailine primary Si at near eutectic compositions and examined detailed structures, 
crystallographic orientations, and chemical compositions of the dominant 8-pointed star-shaped 
growth morphology. Careful analyses of microstructure of the. bicrystahe silicon array have 
been conducted by electron backscattered diffraction patterns and a high resolution microscopy, 
combining serial milling and computation techniques. 
It was found that star-shaped Si grows at a preferred orientation which was determined 
to be C O O P .  There is a transient period where the preferred cool> texturing in Si develops from 
randomly oriented Si particles and, based on the rapid lateral propagation of textured domains, it 
is clear that star-like angular silicon morphology was strongly favored. The silicon dendrites 
formed as continuous textured domains. These domains of silicon dendrites spread laterally by 
branching events occurring at the periphery of the textured domains. In addition, the domains 
were single dendritic bicrystal twin-pairs, and their IateraI growth required low-undercooling 
branching mechanisms that propagated both twins and new primary structures. 
The 8-pointed star-like Si morphology is comprised of two interpenetrating grains 
formed by joining of 4 sub-plates extending at right angles from a central stem. {210} and {310} 
coherent twin boundaries in the core are essential to the primary tip kinetics, the secondary 
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structure, lateral propagation mechanisms and primary array adjustment. The selection through 
nzeclznizistic optiniizn lion promoted an array of twin-dependent faceted primary growth structures 
which, unhke most faceted crystals, possess the required responsiveness to enable local 
adjustments in shape and spacing. This, in turn, provided a means for niurphologiclzl optimimtioiz 
on a larger scale despite the faceted nature of the interface. Thus, we assert that it is the ability of 
the twin boundaries to migrate laterally under low driving forces and to assume various 
geometries within the centra1 core (ie. mechanistic selection) that is the essential feature enabling 
the requisite branching and rapid Iateral propagation of the overall dendritic array. 
We also found several mechanisms of lateral propagation and branching of siIicon 
bicrystal during the array evolution. The branching occurred in the form of tip splitting and 
tertiary sideplate formation events. These branching processes were enhanced by the above 
mechanistic twin boundary migration, resulting in the overall array structure of identically 
oriented primary b ic rys tahe  shcon. In addition, from the analysis of array dynamics, diffusion 
optimization occurred for spacing adjustments of primary silicon phase and spacing 
measurements has suggested that a diffusional coupling growth would be the overa11 growth 
mode of the faceted silicon array. 
Composition analysis at the vicinity of the primary tip has supported the previous 
sideplates branching and overall octahedral morphological selection. Quenching effects in the 
crystal-melt interfaces made it difficult in analyzing overalI microstructure evolution. It was 
found, however, that the overaII microstructure evolution occurred by a very tiny decoupled 
primary tip, foLIowed by an AI “halo-like” structure surrounding the silicon star-shape. In 
addition, interaction between secondary or tertiary branching and supersaturated interdendritic 
Iiquid behind the primary tip has been well explained, combining volumetric measurement for 
each phase with an analytical model. 
We have successfuIIy examined the anguIar or s’cript morphology, particularly dominant 
&pointed morphology of faceted bicrystalline silicon. From all observations .and analyses of the 
microstructural evolution of twinned silicon, symmetrical coherent (210} and {310} twin structure 
in the dendritic core and their mechanistic migration mechanisms enabled the strong anisotropic 
faceted crystal-melt interfaces to select star-shaped morphology and to adjust primary spacing, 
efficiently, responding to the local circumstances. 
In this study, we have not measured siIicon tip temperalxre, which might be very 
important to understand overall tip conditions. The best way is the direct measurements, 
inserting thermocouples into melts and letting interfaces go through it acquiring the temperature 
at the same time. Unfortunately, this method might be very painful because of difficuIties in 
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positioning of thermocouple tip at the interfaces. However, we can still estimate the tip 
temperature. As described in Fig.9-1, corner experiments during the directional growth could 
provide us greater benefits for the understanding of faceted regular array. Tip undercooling can 
be estimated from several sets of experiments. Lateral spreading and branching phenomena to 
highly undercooled melts may be aIso observed from this experiment. Directional solidification 
experiments of hypoeutectic compositions are also strongly recommended. CeIIular AI primary 
phase wiII be the leading phase and a faceted silicon halo phase or star-shaped sibcon trail may 
be observed from the remained inter celluIar liquid region with coupled eutectic compositions. 
As we can determine a cellular tip temperature of nonfaceted metallic phase experimentaIIy or 
theoretically, using the equilibrium phase diagram and the coupled zone construction, for 
example, as shown in Fig.9-2, we might be abIe to estimate a faceted shcon tip temperature from 
them. 
Another key issue remaining in this study is AI grain epitaxial orientations to silicon 
plates. This is significant because nucleation and growth of the AI phase should be identified to 
understand polycrystalline grain structure and to develop a strong analytical or numerical model 
for overall microstructure evolution. Actually, we have gathered enough data to investigate this 
and the analysis is in progress. Furthermore, a strong analytical model is necessary to predict 
thermal and diffusional characteristic length scaIes, namely primary spacing or tip temperature. 
This model, combined with our volumetric approach to the microstructure characterization, 
could give a deeper understanding of morphological selection and microstructural evoIution of 
engineering materials. Also, 3-dimensional phase field simulation is strongly recommended for 
array spacing adjustment, sideplates branching, and AI halo formation behind the growing tip, 
applying 8-fold crystal symmetry. FinaIIy, AI-Ge and AI-ALFe are suggested for future research 
to proceed into the research for the faceted crystal growth. These systems have similar hopper- 
like growth morphologies in their microstructure due to the strong anisotropic interfacial 
properties of Ge and AhFe. Even though siIicon and germanium have been widely used as 
electronic packaging materials, bicrystals with preferred orientations and regular spacing may 
give rise to the development of new self-assembled electronic patterns and can be applied for 
other intermetaIIic compounds for the improvement of functional composite materials. 
175 
Liquid 
Interfaces 
................. 1. ........... ................... 
,*..” ,,*..‘~“””” ..’ ***- ................ 
! *:- . ,. 
: . ,* . . .  
Figure 9-1. Schematic illustration of corner experiments. 
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