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Disordered hyperuniformity, a brand new type of arrangements with novel physical properties,
provides various practical applications in extensive fields. To highlight the great potential of ap-
plying disordered hyperuniformity to active systems, a practical example is reported here by an
optimal sorting of dynamically chiral microswimmers in disordered hyperuniform obstacle environ-
ments in comparison with regular or disordered ones. This optimal chirality sorting stems from a
competition between advantageous microswimmer-obstacle collisions and disadvantageous trapping
of microswimmers by obstacles. Based on this mechanism, optimal chirality sorting is also real-
ized by tuning other parameters including the number density of obstacles, the strength of driven
force and the noise intensity. Our findings may open a new perspective on both theoretical and
experimental investigations for further applications of disordered hyperuniformity in active systems.
Hyperuniform point pattern performs a property that
the variance of the point number contained within a
regularly shaped observation window grows more slowly
than its volume[1, 2], differing from disordered patterns.
Equivalently, a hyperuniform point pattern possesses a
structure factor dependent on the small-wavenumber in
a power-law form, i.e., S(k) ∼ |k|α for |k| → 0. Disor-
dered hyperuniform (DH) patterns are states lying be-
tween crystals (regular patterns) and liquids (disordered
patterns), which suppress large-scale density fluctuations
like crystals, and lack any conventional long-range or-
der like liquids or glasses[3]. The positive exponent α
represents a rough distinction between regular and DH
patterns, i.e., the point pattern is DH for limited α,
but becomes stealthy[4–6], even turns into regular point
pattern[7] when α → ∞. In recent decades, DH struc-
tures have been widely discovered in many natural sys-
tems, including matter distribution in the Universe[8, 9],
avian cone photoreceptors[10, 11], the ground state of
liquid 4He[12–14], some aperiodic tilings[1, 8, 15, 16],
to list just a few. Besides, DH materials can also
be conveniently synthesized in experiments by self-
assembling of block-copolymer micelles[17], periodically
driven emulsions[18], and many other methods[19, 20].
The distinct structure of DH patterns then provides var-
ious potential applications in extensive fields, such as
surface-enhanced Raman spectroscopy[21, 22], various
photonic applications at the micro- and nanoscales[23–
25], THz quantum cascade lasers[26], diffusion and con-
duction transport through DH media[27, 28], etc.
As one of the hottest research topics in recent years
across physical, chemical, materials and biological sci-
ences, active systems have the ability to take in and
dissipate energy from the environments so as to drive
themselves far from equilibrium[29]. Active systems ex-
hibit novel behaviors in comparison with their passive
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counterparts, such as emergence of dynamic chirality[30–
34], active-induced phase separation[35, 36], collective
vortex[37, 38], polar swarms[39], etc[40–42]. It is also re-
ported that active particles show rather different behav-
iors in complex environments from passive ones[43–46].
It is then a great opportunity to introduce the concept
of disordered hyperuniformity to active systems, where
new exciting behaviors may emerge.
In this paper, we report a practical example to high-
light the potential of applying DH structures to active
systems by a DH-pattern-enhanced sorting of dynami-
cally chiral microswimmers (DCMSs). DCMSs taking
a circular motion[30–34] provides a routine for sorting
of the microswimmers themselves or other particles cou-
pling to them when they are driven through an obsta-
cle environment[47–50], even in the situation where par-
ticle separation can be hardly achieved by mechanical
means[51]. Here, the sorting efficiencies are compared
through a series of two-dimensional obstacle environ-
ments designed with patterns of regular, DH, or disor-
dered types. Remarkably, an optimal sorting of DCMSs
is observed in DH obstacles. Detailed analysis reveals
that, as the pattern changes from regular to DH then
disordered, on the one hand, the collision probability be-
tween DCMSs and obstacles increases, facilitating sorting
of DCMSs, on the other hand, more and more DCMSs
are found to be trapped by the obstacles, which hinders
the efficiency of the chirality separation. The observed
optimal chirality sorting in DH obstacles is then a con-
sequence of the competition between these two effects.
Based on this mechanism, the influences of the number
density of obstacles and the strength of driven force are
also investigated by further intensive simulations. Fur-
thermore, it is found that there is also an optimal chi-
rality sorting induced by noise, i.e., before the noise in-
tensity increases to be large enough to dominate the dy-
namics and break the chirality sorting, noise can not only
amplify the collision probability between microswimmers
and obstacles, but also help those captured swimmers
jump out of obstacle traps.
The detailed setup of the system is shown in
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FIG. 1: Schematic of the system. (a) DCMSs (col-
ored spheres) are driven through obstacle environments (gray
points) by a static force (red arrows). The top inset is the
zoom-in of the blue box with counterclockwise (CCW, red
spheres) and clockwise (CW, blue spheres) microswimmers.
The bottom inset shows the method to generate different pat-
terns. (b) The structure factor S(k) as a function of the
wavenumber k for generated DH obstacles. The inset is the
zoom-in near k → 0. (c) The variance of point number σ2N (R)
as a function of the large window radius R.
Fig. 1(a). A mixture of counterclockwise(CCW) and
clockwise(CW) microswimmers are driven through an ob-
stacle environment by a static force fd = fdeX parallelled
to the X-axis. The CCW and CW swimmers have same
radius Rp and self-propelled rate v0 except that the an-
gular speed is ω for CCW swimmers and −ω for CW ones
as shown in the top inset. The motion of each DCMS is
described by the following overdamped Langevin equa-
tions
dri
dt
= v0ni+
1
γ
[fd+
∑
j,j 6=i
Fpij(rij)+
∑
m
Foim(rim)]+ξi. (1)
dφi
dt
= ωi + ζi. (2)
Herein, γ is the friction coefficient, rij(m) = ri − rj(m),
and ni = (cos(φi), sin(φi)) is the propulsion direction
of swimmer i with φi the angle of ni. The interac-
tion between DCMSs and that between DCMSs and
obstacles are both of the linear spring form with the
stiffness constants kp and ko[49, 50] respectively, hence
the force between the ith and jth swimmers is given
by Fpij(rij) = kp(2Rp − rij)Θ(2Rp − rij)eij , and the
force between the ith swimmer and the mth obstacle is
Foim(rim) = ko(Rp+Ro−rim)Θ(Rp+Ro−rim)eim, with
rij(im) = |rij(im)|, eij(im) = rij(im)/rij(im), Ro the radius
of the obstacle, and Θ(x) the Heaviside step function of
x. ξi denotes the random force satisfying the fluctuation-
dissipation relation 〈ξµi(t)ξνj(t′)〉 = 2Dtδ(t − t′)δµνδij ,
where the subscript µ(ν) denotes the component along
the X(Y)-axis, and Dt is the translational diffusion co-
efficient. The last term ζi in Eqs. (2) is the rotational
fluctuation satisfying 〈ζi(t)ζj(t′)〉 = 2Doδ(t− t′)δij with
Do the rotational diffusion coefficient.
To generate a two-dimensional DH array with number
density ρo, we use a simple method inspired by Gabrielli
et al.[8] as follows: (Step 1)Cut the total surface into
squares with same size dl = ρ
−1/2
o ; (Step 2)Place a point
randomly inside each square. An example of DH pat-
tern consisting of No = 2500 points generated by this
method is plotted by gray points in Fig. 1(a). The struc-
ture factor S(k) averaged over 106 ensembles is shown in
Fig. 1(b). Clearly, it is found that limk→0 S(k) ∼ kα
with an exponent α = 1.56±0.03 (the inset of Fig. 1(b)),
indicating the DH characteristic of the generated pat-
tern. Moreover, as shown in 1(c), the number variance
σ2N (R) ≡ 〈N2Ω〉−〈NΩ〉2 inside a large window Ω with side
R depends linearly on R, further demonstrating that the
pattern is of DH type. Note that, it is also convenient
to generate regular or disordered pattern by rescaling the
squares in Step 2, i.e., randomly place a point in a square
of size dr (enclosed by red dashed lines in the bottom in-
set of Fig. 1(a)) which could be larger or smaller than dl.
Naturally, the parameter κ = dr/dl can be used to char-
acterize the degree of disorder of the patterns. With this
construction, the generated pattern is regular for κ = 0,
DH for κ around 1, and disordered for large enough κ.
In simulations, parameters are made dimensionless by
using γ, v0 and ω as the basic units, so that the ba-
sic units for time, length and energy are ω−1, v0ω−1
and v20ω
−1γ. According to the experimental data for
DCMSs[33, 52], we fix Rp = Ro = 0.5, Dt = 5.0× 10−3,
and Do = 1.0
−2, if not otherwise stated. Other parame-
ters are kp = ko = 200, fd = 0.2, ρo = 0.0977 and time
step dt = 10−3. For consistence, all of the following re-
sults are obtained from a mixture of 2000 CCW and 2000
CW swimmers running for a long time tfinal = 4 × 104.
The initial positions of those DCMSs are randomly cho-
sen in a rectangle (200× 100) near the origin.
First of all, we are interesting in how the degree of dis-
order of the obstacle affects the collective behaviors of
DCMSs. Typical trajectories of individual swimmers as
well as the averaged ones over all CCW (or CW) swim-
mers for κ = 1.0 are plotted in the left inset of Fig. 2
(also can be seen in movie S1). It is observed that all the
CCW swimmers move along the negative direction of Y-
axis while all the CW swimmers move along the positive
one, resulting a clear sorting of DCMSs.
In order to quantitatively measure the efficiency of chi-
rality sorting, we introduce an order parameter
∆Lsep = 〈Ycw(tfinal)〉 − 〈Yccw(tfinal)〉, (3)
where Ycw(ccw) denotes the Y-position of CW(CCW)
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FIG. 2: The difference between the centers of the CW and
CCW groups in the Y-direction ∆Lsep as a function of the
degree of disorder κ. The left inset is typical individual tra-
jectories (light red and blue dashed lines) and average ones
(dark red and blue solid lines) over all CCW (or CW) swim-
mers for κ = 1.0 (DH patterns). The right inset shows the
dependence of the sorting selectivity S on κ.
swimmers, 〈·〉means averaging over all CW(CCW) swim-
mers, such that ∆Lsep shows the difference between cen-
ters of those two groups of DCMSs in Y-direction. De-
pendence of ∆Lsep on the degree of disorder κ of the
obstacle environment is shown in Fig. 2. It can be seen
that, ∆Lsep increases as κ increases from 0 to 1, and then
trails off when κ passes through 1, i.e., obstacle patterns
with κ = 1 most favorably enhance ∆Lsep to the largest
level. Notice that κ = 1 corresponds to obstacles with the
DH feature mentioned above, the observation thus indi-
cates that the sorting of DCMSs in a DH environment is
indeed more efficient than the regular or disordered ones.
To check whether a complete sorting of DCMSs can
be obtained, we introduce another order parameter S to
describe the sorting selectivity,
S =
∫ ∞
0
Pcw(Y )dY −
∫ ∞
0
Pccw(Y )dY, (4)
where Pcw(ccw)(Y ) is the probability distribution of
Ycw(ccw). If all CW swimmers move to Y > 0(Y < 0) and
all CCW swimmers move to Y < 0(Y > 0), i.e., swim-
mers with different dynamic chirality can be separated
completely, one has S = +1(S = −1). The obtained S
as a function of κ is presented in the right inset of Fig. 2.
S ≈ 1 for κ ≤ 1, and decreases to be smaller than 1
for κ > 1, indicating that complete chirality sorting can
be achieved for hyperuniform patterns rather than disor-
dered ones. Therefore, the obstacle with DH feature is
best for sorting efficiency of DCMSs with 100% sorting
selectivity.
In order to figure out the underlying mechanism for
the DH-pattern-induced optimal sorting of DCMSs, we
first focus on the behaviors occurring in a single colli-
sion between DCMSs and obstacles. Taking CCW swim-
mers as an example, as presented in Fig. 3(a), three cases
are demonstrated for different collision angle θ which is
defined as the angle between the vector pointing from
the CCW swimmer to the obstacle and the X-axis. For
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FIG. 3: Underlying mechanism for the optimal sorting of
DCMSs induced by DH obstacles. (a) Schematic of collisions
for θ = 0, pi and a general value, respectively. (b) The pos-
sibility distribution function P ccw(cos(θ)) for regular, DH or
disordered patterns at fd = 0.2. (c) The effective separation
length ∆Leff in Y-direction as a function of κ. (d) Example
of a CCW swimmer trapped in a disordered environment. (e)
Possibility P (d0) of obstacle pairs whose distance is smaller
than a given short length d0 as functions of κ.
θ = 0, the CCW swimmer would move along the nega-
tive direction of the Y-axis after collision, while it would
move along the positive Y-direction for θ = pi. Generally,
there is a shift ∆Lccw in the Y-direction after a collision,
which is greater than 0 for θ ∈ (pi/2, 3pi/2) (cos(θ) < 0)
and less than 0 for θ ∈ (−pi/2, pi/2) (cos(θ) > 0). The
possibility distribution function P ccw(cos(θ)) for regular,
DH or disordered patterns at fd = 0.2 is then shown in
Fig. 3(b). It is clear that P ccw for cos(θ) > 0 is larger
than that for cos(θ) < 0, indicating that CCW swimmers
would move along negative direction of the Y-axis, keep-
ing consistent with the trajectories of CCW swimmers in
the inset of Fig. 2. Moveover, P ccw of regular pattern is
larger than the other two structures when cos(θ) < 0, re-
sulting in a smallest value of ∆Lccw in regular obstacles.
Meanwhile, P ccw of disordered pattern is larger than DH
one when cos(θ) > 0, leading to a largest value of ∆Lccw
in disordered obstacles. Correspondingly, all the results
for CW swimmers are the same except that ∆Lcw > 0
for cos(θ) > 0 and ∆Lcw < 0 for cos(θ) < 0. To quanti-
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FIG. 4: Sorting of DCMSs in environments for different
obstacle densities and driven forces. The phase diagram for
sorting of DCMSs in the κ-ρo (a) and κ-fd (b) plane.
tatively characterize the effect of collision, we note that
shifts after a collision satisfy ∆Lccw = −2v0ω−1 cos(θ)
for CCW swimmers and ∆Lcw = 2v0ω
−1cos(θ) for CW
ones. For a small driven force such as fd = 0.2, the differ-
ence of collision-induced shifts in the Y-direction between
CW and CCW swimmers can be measured approximately
by ∆Leff =
∫ 1
−1(∆LcwP
cw − ∆LccwP ccw)d cos(θ). As
plotted in Fig. 3(c), ∆Leff grows monotonically for in-
creasing κ, indicating that if only independent collisions
are taken into account, larger κ would enhance the sort-
ing efficiency of DCMSs.
Nevertheless, besides of the per-collision effect, obsta-
cles may also trap DCMSs by multiple collisions if sev-
eral obstacles are near enough. As an example shown in
Fig. 3(d), within an obstacle environment with κ = 50, a
CCW swimmer is trapped in four neighbouring obstacles
for a long time. The trapping effect can be more easily
observed for κ = 50(disordered patterns, movie S2) than
κ = 1(DH patterns, movie S1) or κ = 0(regular patterns,
movie S3). In order to depict how the structure of obsta-
cle environment affects the frequency for traps occurring,
we calculate the possibility P (d0) = 2Nd0/[No(No − 1)]
of obstacle pairs whose distance is smaller than a given
short length d0 for different κ (Fig. 3(e)). For all chosen
d0, P (d0) grows monotonically as κ increases, indicating
that as the environment becomes more and more dis-
ordered, DCMSs are more easily trapped, consequently
hindering the efficiency of chirality sorting. Therefore,
the competition between the advantageous per-collision
effect and the disadvantageous multi-collision trapping
effect results in an optimal sorting of DCMSs for κ near
1, i.e., the obstacle with DH feature.
To fully explore how parameters, including the degree
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FIG. 5: Dependence of chirality sorting on the noise intensity
presented by ∆Lsep as functions of Do for different patterns.
of disorder κ, the number density of obstacles ρo and the
driven force fd, affect the sorting of DCMSs, we have ex-
tensive simulations to obtain the phase diagrams in the
κ-ρo and κ-fd plane (Fig. 4). Interestingly, peaks for
∆Lsep are observed in both of these two phase diagrams,
indicating that the best sorting efficiency of DCMSs can
be achieved by tuning these three parameters. The op-
timal chirality sorting for varying ρo or fd can also be
understood based on the aforementioned mechanism as
follows. As ρo or fd increases, although the advanta-
geous per-collision effect between DCMSs and obstacles
increases, the disadvantageous trapping effect of DCMSs
due to multi-collision increases, either. Consequently, the
competition of these two opposite effects finally leads to
the optimal ∆Lsep dependent on ρo or fd.
Furthermore, according to the above understanding,
one can also be predicted that noise would also be an
important factor for sorting of DCMSs similar to κ. As
the noise intensity increases, on the one hand, not only
the probability of collisions increases, but also DCMSs
would jump more easily out of obstacle traps, so that
a more efficient sorting of DCMSs can be achieved, on
the other hand, collisions becomes less and less effective,
hindering the chirality separation. Therefore, based on
the competition between these two effects, the chirality
sorting efficiency should also achieve an optimal value for
varying noise intensity. This prediction is then verified
by further simulations with varied noise intensity Do and
fixed Dt/Do = 0.5. Obtained dependence of ∆Lsep on
Do for obstacles with disordered(κ = 50), DH(κ = 1) and
regular(κ = 0) patterns is plotted in Fig. 5. As expected,
optimal ∆Lsep dependent on Do can be observed in all of
the three patterns, demonstrating the constructive role
noise plays in the sorting of DCMSs through obstacles.
In summary, we found that the sorting of DCMSs
driven by a static force performs optimally through
an obstacle environment of DH type in comparison
with those of regular or disordered ones. This optimal
chirality sorting results from the competition between
obstacles-induced advantageous collisions and disadvan-
tageous traps of DCMSs, both of which occur more fre-
quently as the environment changes from regular to DH
then disordered patterns. Based on the same competition
5of the two effects, it was predicted that, similar optimal
chirality sorting should also be observed as the number
density of obstacles, the driven force, or the noise inten-
sity, which was demonstrated by further intensive sim-
ulations. The current study provides a convincing ex-
ample to highlight the great potential of applying disor-
dered hyperuniformity to active systems. Since systems
designed with a DH pattern are experimentally available,
and active systems are one of the hottest research areas
across physical, chemical, materials as well as biologi-
cal sciences, our findings may open a new perspective on
both theoretical and experimental investigations for fur-
ther applications of disordered hyperuniformity in active
systems in the future.
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