Effects of dwell times and temperature on creep-fatigue behavior of stainless steels have been examined from published data. The temperatures of these materials varied from 430°C to 816°C. Within this temperature range creep and fatigue processes interact and failure occurs in the low-cycle regime. A least square best fit equation was developed from the compiled data fitting all the data points. The variables were temperature, strain rate, dwell time and strain range and were used with and without transformation functions to derive the equation. Statistical analysis was performed showing a very high coefficient of correlation value for the life prediction equation derived in this study. It will be further evaluated to predict the new data in the future.
documented from the early 1950s. While the commercial aviation industry experienced distinct failures, disk bursts due to dwell mechanisms creep-fatigue interaction was the cause of failures in power plant components. Therefore, damage mechanisms are studied under different test parameters such as dwell time to simulate the failure of power and aviation engine components. The low cycle fatigue life depends upon a number of factors including temperatures, alloy composition, processing heat treatment and test parameters such as temperature, strain rate, dwell time and environment. The objective of this research is to compile a database of HTLCF behavior of Stainless Steels and develop a multi-variate life prediction method, fitting the compiled data.
DATA COLLECTION:
The data used has been collected from various published and unpublished sources and was produced by laboratories in the USA, Europe, and Asia. This paper covers the life prediction of stainless steels. A summary of the data used is given in Table 1 . 
METHODOLOGY
Initial regression analysis was performed using Excel® and Matlab®. Using the four independent parameters, namely: total strain range, strain rate, hold time, and temperature, an equation was sought using multi-linear regression to predict the number of cycles to failure. The focus was limited to interactions of these four variables up to the fourth order. However, this proved to be too many combinations to include.
After observing a previous study in this area by D.R. Dierks and D. T. Raske', and other studies, it was decided to limit the number of variables to be entered in the regression analysis by only entering one and two variable combinations. Since Excel limits the number of variables in the regression to less than sixteen and there is a need for a far greater amount to be entered, a more powerful program was needed.
A code was written for Matlab, which imported the four independent variables from Excel, raised them to the appropriate power and combined each with every other variable. The program then performed a regression analysis using the least squares fit and optimized the equation leaving out other negligible variables. Although useful, this program proved to be too exhaustive for the computers on hand. Using three hundred data points the computer would be busy for twenty-four to thirty hours. After using various sample versions of statistical software Simstat® was purchased and used extensively. Simstat allows analysis of up to forty variables at once. After running a stepwise analysis the least important variables were removed and other variables were inserted and the analysis was rerun. By doing so, a model was created which predicted the number of cycles to failure with a multiple R-square value of 0.6322 and an adjusted R-square value of 0.6201.
However, removing seemingly insignificant variables and inserting others to be analyzed affects the variables left in the equation. Therefore it was desired to be able to run analysis on all the variables under consideration simultaneously. Statistical Analysis Software(SAS)® is capable of this and was used which resulted in a model having a Multiple R-square value of 0.6467 and an adjusted R-square factor of 0.6342 which was very similar to the model derived using Simstat. SAS also proved to be much faster. Afterwards a regression analysis in Excel was performed using only the variables returned by SAS to be important. This analysis confirmed the previous two models with Multiple R-square and adjusted R-square values exactly equal to those obtained using SAS.
Transformations were made to the independent variables in an effort to accomplish the following: achieve higher accuracy, simplify the model, and reduce the magnitude of the residuals. Because of the similarities between this project and that conducted by Dierks and Raske the following transformations were taken directly from their work. 
LIFE PREDICTION EQUATIONS:
Below are the equations obtained using SAS for life prediction of stainless steels. There are many theories and much that is not understood in this area. The focus of this study was on an empirical approach. The goal was to increase understanding of how materials fail and to develop a model, which can be used in life prediction and design for a variety of stainless steels subjected to various conditions. More data needs to be collected for SS 316, SS 316L, and SS 321. This is an ongoing project. As more data is collected it will be added to the present SS 304 data and then further analysis will be performed. 
