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Résumé
Au sein des environnements pervasifs, nous partons du constat de la multiplicité des possibi-
lités d’interaction à notre disposition (comme les dispositifs d’interaction variés dans une maison
incluant des télécommandes, des manettes de jeu, des téléphones, des tablettes, des objets aug-
mentés) et de la multiplicité des services informatiques destinés à notre quotidien. Nos travaux
répondent alors à un problème important aujourd’hui de gestion dynamique et non ﬁgée lors de
la conception de l’interaction multimodale dans des environnements pervasifs, qui sont hétéro-
gènes et dynamiques. Pour cela notre contribution conceptuelle couvre à la fois la spéciﬁcation
et l’exécution d’une interface multimodale en environnements pervasifs et s’articule selon trois
facettes complémentaires : un langage de spéciﬁcation de l’interaction multimodale, un gestion-
naire autonomique et une plateforme d’intégration. Le gestionnaire autonomique est en charge
de faire le lien entre les services et les dispositifs d’interaction en créant un modèle d’interac-
tion multimodale adapté à l’état courant de l’environnement. Ce modèle est alors mis en oeuvre
par notre plateforme d’intégration. Notre proposition conceptuelle est mise en oeuvre par notre
plateforme logicielle DynaMo, complètement opérationnelle et stable : DynaMo exploite deux
technologies au-dessus d’OSGi, iPOJO pour le modèle à composant et Cilia comme plateforme
de médiation.
Summary
In pervasive environments, with the proliferation of communicating devices in the environ-
ments (e.g., remoter controller, gamepad, mobile phone, augmented object), the users will express
their needs or desires to an enormous variety of services with a multitude of available interaction
modalities, expecting concurrently the environment and its equipment to react accordingly. Ad-
dressing the challenge of dynamic management at runtime of multimodal interaction in pervasive
environments, our contribution is dedicated to software engineering of dynamic multimodal in-
terfaces by providing: a speciﬁcation language for multimodal interaction, an autonomic manager
and an integration platform. The autonomic manager uses models to generate and maintain a
multimodal interaction adapted to the current conditions of the environment. The multimodal
interaction data-ﬂow from input devices to a service is then eﬀectively realized by the integration
platform. Our conceptual solution is implemented by our DynaMo platform that is fully opera-
tional and stable. DynaMo is based on iPOJO, a dynamic service-oriented component framework
built on top of OSGi and on Cilia, a component-based mediation framework.
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Chapitre 1
Introduction
1.1 Contexte
Par l’automatisation du traitement de l’information, l’informatique oﬀre de nouvelles possibi-
lités aux humains. L’avènement des réseaux informatiques, et notamment de leur interconnexion
à l’échelle de la planète, a permis d’accroitre la quantité d’informations accessibles. Ainsi de très
nombreuses activités peuvent s’appuyer sur les systèmes informatiques : s’informer et partager
de l’information, se cultiver, se divertir, apprendre, communiquer avec ses semblables, etc.
L’informatique évolue. Les matériels informatiques se font plus nombreux dans le quotidien
de nombreuses personnes. Ses formes se diversiﬁent : smartphone, tablette, table et tableau
interactifs, liseuse, baladeur numérique, dispositif pour la navigation par satellite, vidéoprojec-
teur, plug computer, etc. Certains de ces matériels démocratisent des techniques d’interaction,
notamment l’interaction tactile directement sur un écran, la reconnaissance de gestes et de pa-
role, ainsi que la synthèse vocale. Ces techniques d’interaction ne sont pas nouvelles, mais leur
déploiement à grande échelle est récent.
Cette évolution, tant en nombre qu’en diversité, ne pose pas de problème 1 en tant que tel :
chaque matériel eﬀectue le travail pour lequel il a été prévu. Éventuellement, des matériels com-
patibles communiquent entre eux, s’organisent pour fournir un meilleur service à l’utilisateur,
plus complet, ou bien plus rapide, ou encore plus précis. Plutôt que de poser des problèmes, cette
évolution oﬀre de nouvelles possibilités. En eﬀet, des matériels peuvent être employés pour des
utilisations auxquels ils n’ont pas été prévus, c’est notamment le cas des dispositifs d’interaction.
Cependant, le manque de compatibilité entre les dispositifs d’interaction et les services est un
facteur important de limitation : quasiment tous se limitent à contrôler seulement une inﬁme par-
tie de ce qu’ils pourraient contrôler. Par exemple, une manette de jeu sans ﬁl peut être employée
comme télécommande domotique. L’hétérogénéité des protocoles de communication 2 est un
facteur majeur de cette limitation. Ainsi, l’utilisateur n’est pas capable d’exploiter pleinement
tous les matériels à sa disposition. De son côté, un industriel ne peut fournir un matériel, logiciel,
ou service capable de s’interfacer au mieux avec le reste de l’environnement informatique de
son client.
La recherche en informatique a un rôle majeur à jouer pour exploiter au mieux ces évolu-
tions, particulièrement la recherche dans le domaine du génie logiciel, qui vise à faciliter la
1. L’augmentation de la consommation de matériel informatique est par contre susceptible de provoquer des
problèmes sociétaux ou écologiques [United Nations Environment Programme, 2005].
2. Exemples de protocoles : Bluetooth, Bonjour, D-Bus, DCOM, RMI, UPnP, X10, ZigBee. Même si ces
standards ne couvrent pas un même périmètre fonctionnel, ils visent tous à permettre l’échange d’informations.
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conception et la mise en œuvre de logiciels. En eﬀet, une approche globale semble nécessaire :
comment faire pour surmonter cette absence de communication et d’organisation entre les dis-
positifs ? D’un autre côté, la recherche en interaction homme-machine (IHM) vise à faciliter
la communication entre les humains et les machines. Or, une des problématiques qui émerge de
la multiplication des dispositifs est de permettre à l’utilisateur de les utiliser pour communiquer
avec l’ensemble de son environnement informatique. Notamment, comment un utilisateur qui est
susceptible d’avoir à sa disposition plusieurs dispositifs d’interaction, ou plusieurs ma-
nières d’utiliser un dispositif peut interagir avec tous ses matériels informatiques. Ces types
d’interaction sont qualiﬁés de multimodaux.
Les interactions multimodales supposent une multiplicité de dispositifs d’interaction, ou un
seul dispositif utilisable de plusieurs manières. Actuellement, le nombre et la place des maté-
riels informatiques évoluent fortement. Pourtant, il semble que les manières d’interagir avec ces
matériels n’évoluent pas de manière aussi rapide. Par exemple, nous considérons des dispositifs
d’interaction qui ont eu un certain succès commercial depuis les années 1990 et qui n’ont guère
évolués depuis. Pour ces dispositifs nous passons en revue les raisons plausibles de leur succès
du point de vue des interactions, et notamment l’incitation ou l’absence de barrière qui a poussé
leur acquisition.
1.1.1 Succès des nouveaux dispositifs d’interaction
1.1.1.1 Écran plat
L’écran plat s’est démocratisé à la ﬁn des années 1990, avec la technologie à cristaux liquides.
Au niveau de l’interaction, un écran plat n’amène pas de diﬀérences majeures. Sa ﬁnesse peut
néanmoins lui permettre d’être accroché plus facilement aux murs, ou d’être incorporé dans
un matériel mobile, ce qui a pour conséquence d’augmenter le nombre de contextes d’utilisation
possibles. Compatible avec la norme VGA 3, norme dominante à l’époque pour la communication
entre l’ordinateur et l’écran, les écrans plats n’ont pas impliqués des modiﬁcations des systèmes
d’exploitation ni des applications. Ainsi l’utilisateur a pu acquérir un écran plat sans changer le
reste de son matériel, ni changer ses logiciels.
Figure 1.1 – Écrans vus de proﬁl : écran cathodique à gauche, écran plat à droite.
1.1.1.2 Wii Remote
La Wii Remote, ou Wiimote, est un dispositif d’interaction d’entrée et de sortie sans ﬁl.
Elle a été commercialisée à partir de 2006 comme manette de la Wii, une console de jeu. Elle
dispose de douze boutons, d’un accéléromètre fournissant trois valeurs et d’une caméra infra-
rouge. La caméra infrarouge s’utilise avec une barre distante qui dispose de plusieurs LED
infrarouges. La Wiimote peut alors servir de dispositif de pointage. Elle possède un système
3. VGA est l’acronyme de video graphics array.
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mécanique capable de faire vibrer la manette, d’un haut parleur, et de quatre LED. Un port de
connexion est présent pour connecter un autre dispositif, permettant par exemple des interac-
tions bi-manuelles. Elle utilise le standard de communication Bluetooth. Elle a été utilisée dans
plusieurs projets de recherche [Vicaria et al., 2008], notamment pour l’exploration de techniques
d’interaction [Lee, 2008]. Au total, environ 87 millions de consoles Wii ont été vendues jusqu’en
juin 2011 4, chaque console étant vendue avec une manette. Une manette pouvait être achetée
sans console.
Figure 1.2 – Wiimote.
Nintendo, l’entreprise à l’origine de la Wiimote, fournissait des kits de développement unique-
ment pour exploiter la Wiimote sur la console Wii. La manette pouvant néanmois communiquer
avec un ordinateur via le protocole Bluetooth, des bibliothèques de récupération des données
issues de la manette ont été développées [Lee, 2008]. La Wiimote a alors pu être utilisée comme
télécommande pour le contrôle de lampes 5 et le contrôle de lecteurs audio 6, comme dispositif
d’entrée pour la génération de son 7, etc. Ces exemples d’intégrations d’un dispositif d’interac-
tion dans une application ont été réalisés par les utilisateurs des logiciels, dans un cadre non
professionnel.
Il est clair que si la Wiimote s’est retrouvée chez beaucoup de particuliers, c’est parce qu’elle
était vendue comme accessoire principale d’une console de jeu, et non pas en tant que dispositif
d’interaction permettant de contrôler un environnement pervasif. D’un autre côté, le marketing
pour la Wii est parfois basé sur la technique d’interaction que permet la manette, voir même
uniquement dessus 8. Cependant, le travail d’intégration démontre clairement que le besoin et
l’envie existent, mais aussi qu’il manque une approche globale puisque chaque logiciel est adapté,
via éventuellement une extension, pour prendre en compte la Wiimote.
1.1.1.3 Smartphone à écran tactile
Le smartphone à écran tactile est en train de se démocratiser. Au niveau de l’interaction,
le pointage est plus direct qu’avec la souris. Bien souvent, un smartphone possède un accélé-
romètre tridimensionnel qui lui permet de connaitre ses déplacements dans l’espace ; il permet
donc des techniques d’interaction basées sur le geste de la main. Bien qu’il soit plus encombrant
qu’un téléphone portable classique actuel, il reste facilement transportable par une personne.
Le taux d’équipement des téléphones portables 9 étant élevé en France lors de l’apparition des
smarphones, ce dernier a vraisemblablement proﬁté de l’eﬀet de remplacement 10, de l’attrait de
4. Nintendo consolidated sales transition by region : http://www.nintendo.co.jp/ir/library/historical_
data/pdf/consolidated_sales_e1106.pdf.
5. Projet Wii-lla : http://www.opendmx.net/index.php/Wiimote_Control.
6. Clementine : http://code.google.com/p/clementine-player/wiki/WiiRemotes.
7. Extension pour le logiciel SuperCollider : http://petemoss.org/SuperCollider/.
8. Par exemple, les spots publicitaires http://www.youtube.com/watch?v=SAYBiRcduJk.
9. En 2008, 79,9% des ménages dont la personne de référence a 16 ans ou plus en France métropolitaine
possède au moins un téléphone portable, selon le Tableaux de l’économie française, réalisé par l’INSEE, édition
2012, section 6.2, page 77. http://www.insee.fr/fr/ffc/tef/tef2012/tef2012.pdf.
10. Les téléphones portables ont une durée de vie de moins de deux ans dans les pays industriali-
sés [United Nations Environment Programme, 2005].
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nouvelles fonctionnalités sur un dispositif dont l’usage est répandu : en termes d’application, un
smartphone est plus proche de l’ordinateur individuel que d’un téléphone portable classique. Il
est diﬃcile d’évaluer l’incitation de la nouvelle technique d’interaction. Comme pour la Wii, le
marketing peut mettre en avant la technique d’interaction 11.
Enﬁn, au delà des raisons techniques développées ci-dessus, le marketing est probablement
un facteur très important au regard des sommes mises en jeu 12.
1.2 Objectifs et contributions de la thèse
Ces travaux de recherche visent à faciliter la pénétration des interfaces multimodales chez le
grand public à court et moyen termes. Concepteurs d’interaction, développeurs et utilisateurs
doivent se voir proposer des solutions pour exploiter pleinement les contextes d’utilisation actuels,
mais aussi ceux à venir. Ces solutions doivent permettre une mise en œuvre facile et rapide
d’interfaces multimodales.
En considérant un système interactif composé d’un noyau fonctionnel et d’une interface mul-
timodale entre ce noyau et l’utilisateur, les modalités d’interaction constituent des médiateurs
matériels et logiciels entre l’utilisateur et le noyau fonctionnel. Nos travaux portent sur les mo-
dalités et la multimodalité en entrée, de l’utilisateur vers le noyau fonctionnel. La mise en œuvre
de ces interfaces multimodales en entrée regroupe la conception, le développement et l’exécution.
Le dynamisme et l’hétérogénéité des environnements pervasifs naissants sont au premier plan.
Le domaine d’application est l’informatique personnelle, notamment au sein du logis. Sans pour
autant se limiter strictement à ce domaine, la généralisation aux lieux publics et aux environne-
ments professionnels nécessitera des expérimentations dépassant le cadre de cette thèse.
Le cadre de ce travail implique nécessairement une approche pluridisciplinaire – deux direc-
teurs de thèse, deux équipes, deux domaines : interaction homme-machine et génie logiciel – aﬁn
de confronter deux visions et leurs approches associées. De plus, au-delà d’une simple confron-
tation, l’objectif est d’identiﬁer les points d’accroche et pour un domaine, quels sont les idées,
approches et paradigmes utiles pour l’autre domaine ?
Vis-à-vis de ces objectifs de haut niveau d’abstraction, nos principales contributions sont à
la fois conceptuelles et pratiques sous la forme d’un environnement logiciel.
En eﬀet une contribution principale prend tout d’abord la forme de propositions concep-
tuelles : une caractérisation des dispositifs d’interaction en entrée, un langage pour la spéciﬁ-
cation d’interaction multimodale en entrée et un modèle à composant pour la multimodalité.
Une architecture générale est aussi proposée : elle organise nos propositions dans un canevas,
cohérent et pertinent vis-à-vis de l’objectif. Ces propositions conceptuelles reposent sur l’articu-
lation de plusieurs approches en génie logiciel : service et médiation de données, informatique
autonomique, ingénierie dirigée par les modèles, DSL 13, et informatique distribuée.
Ces propositions conceptuelles sont complétées par leur mise en œuvre concrète. Ainsi, une
deuxième contribution de nos travaux prend la forme de réalisations logicielles : l’implémenta-
tion des propositions conceptuelles dans un ensemble d’outils logiciels. Ces outils sont stables
11. Spot publicitaire pour l’iPhone : http://www.youtube.com/watch?v=pUfO3dJpcPA.
12. Durant l’année ﬁscale 2009, le montant des dépenses publicitaires s’élèvent environ à 1,4 milliard de dol-
lars pour Microsoft, 800 millions pour Dell et 500 millions pour Apple. Voir l’article Apple’s 2009 ad bud-
get: Half a billion par Philip Elmer-DeWitt, le 28 octobre 2009. http://tech.fortune.cnn.com/2009/10/28/
apples-2009-ad-budget-half-a-billion/.
13. Sigle de domain-speciﬁc language, qui peut se traduire par « langage dédié ».
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et utilisables et oﬀrent une bonne couverture fonctionnelle: plus complets qu’un prototype de
recherche mais sans avoir la prétention d’être une réalisation fournissant une ﬁabilité durement
éprouvée, des performances optimales et une documentation complète.
Par ses contributions, ce travail doctoral déﬁnit une approche globale pour permettre des
interactions multimodales en entrée dans les environnements où les dispositifs d’interaction
et les applications sont dynamiques et hétérogènes.
1.3 Organisation du document
Comme le montre la ﬁgure 1.3, le document est organisé en deux parties. La première partie
(chapitres 2 et 3) déﬁnit le cadre général de l’étude ainsi que nos motivations. Il s’agit d’une
analyse des travaux existants en ingénierie de l’interaction multimodale et de l’informatique
pervasive. La deuxième partie du manuscrit (chapitres 4, 5 et 6) est consacrée à nos contributions
en ingénierie des environnements pervasifs multimodaux en entrée.
Contexte de l’étude
Informatique pervasive et interaction multimodale :
déﬁnitions et concepts clefs
chapitre 2
Informatique pervasive et interaction multimodale :
outils existants
chapitre 3
Contributions : environnements pervasifs multimodaux
Solutions conceptuelles
chapitre 4
Solutions logicielles : la plateforme DynaMo
chapitre 5
La plateforme DynaMo à l'exécution
chapitre 6
Figure 1.3 – Structure du document.
1.3.1 Présentation du contexte
Le chapitre 2 expose les déﬁnitions et concepts clefs de l’informatique pervasive et de l’in-
teraction multimodale. Nous motivons ensuite nos travaux en explicitant les apports centraux
de l’interaction multimodale aux environnements pervasifs. Nous concluons enﬁn en expliquant
notre démarche pragmatique d’ingénierie pour le développement d’environnements pervasifs mul-
15
timodaux.
Nous démontrons dans le chapitre 3 que les outils actuels ne sont pas adaptés pour traiter
les aspects centraux de l’interaction multimodale en environnements pervasifs. À des ﬁns ana-
lytiques et selon une grille d’analyse commune établie à partir des concepts clefs du chapitre 2,
nous présentons successivement les outils existants pour l’interaction multimodale, pour le dy-
namisme et pour l’informatique pervasive en général. Nous concluons ce chapitre en soulignant
que la classiﬁcation proposée est purement analytique et que les frontières ne sont pas aussi
franches. Nous montrons néanmoins qu’aucun des outils existants ne répond aux besoins énoncés
de l’interaction multimodale en environnements pervasifs.
1.3.2 Environnements pervasifs multimodaux : nos solutions concep-
tuelles et logicielles
Dans le chapitre 4, nous présentons nos solutions conceptuelles pour la conception et l’exécu-
tion d’interfaces multimodales en entrée qui prend notamment en compte deux caractéristiques
primordiales des environnements pervasifs : l’hétérogénéité et le dynamisme. Notre contribu-
tion conceptuelle s’articule selon trois facettes complémentaires : un langage de spéciﬁcation de
l’interaction multimodale, un gestionnaire autonomique et une plateforme d’intégration. Notre
proposition conceptuelle couvre à la fois la spéciﬁcation et l’exécution d’une interface multimo-
dale en environnements pervasifs.
Ces résultats conceptuels mettant en exergue la gestion autonomique de l’interaction multi-
modale sont publiés dans :
1. P-A Avouac, P. Lalanda and L. Nigay. Towards autonomic multimodal interaction. Actes
de la conférence MAASC 2011, the 1st Workshop on Middleware and Architectures for
Autonomic and Sustainable Computing, Paris, France, May 12, 2011, ACM Press, pp.
25-29.
Le chapitre 5 présente la plateforme logicielle conçue et réalisée : DynaMo. DynaMo implé-
mente la solution conceptuelle énoncée au chapitre 4 en partant d’outils existants pour la gestion
du dynamisme : iPOJO pour le modèle à composant et Cilia comme plateforme de médiation. Les
technologies existantes utilisées ont toutes OSGi en commun. DynaMo hérite donc du dynamisme
mais aussi de la robustesse fournie par OSGi.
Ces travaux sont publiés dans les deux communautés : interaction homme-machine (et en
particulier l’interaction multimodale) et génie logiciel :
2. P-A Avouac, P. Lalanda and L. Nigay. Service-Oriented Autonomic Multimodal Interaction
in a Pervasive Environment. Actes de la conférence ICMI’11, the 13th international confe-
rence on Multimodal interfaces, Spain, November 14-18, 2011, ACM Press, pp. 369-376.
3. P-A Avouac, P. Lalanda and L. Nigay. Adaptable multimodal interfaces in pervasive en-
vironments. Actes de la conférence CCNC 2012, IEEE Consumer Communications and
Networking Conference, USA, 14-17 January, 2012, IEEE, pp. 544-548.
Tandis que le chapitre 5 est consacré à la conception et réalisation logicielle de la plateforme
DynaMo donc à une vue statique de la plateforme DynaMo, nous étudions les aspects liés à
l’exécution dans le chapitre 6. Ce chapitre traite deux volets complémentaires de l’exécution, qui
soulignent à nouveau la pluridisciplinarité de nos travaux :
– le premier concerne les performances techniques de la plateforme, aspects classiquement
traités en génie logiciel ;
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– le deuxième volet présente un ensemble de cas d’interaction multimodale dynamique gérés
par la plateforme, soulignant l’étendue des possibilités traitées par DynaMo d’un point de
vue interaction homme-machine.
Ces travaux sont publiés dans :
4. P-A Avouac, P. Lalanda and L. Nigay. Autonomic Management of Multimodal Interaction:
DynaMo in action. Actes de la conférence EICS 2012, the fourth ACM SIGCHI Symposium
on Engineering Interactive Computing Systems, Denmark, June 25-28, 2012, ACM Press,
pp. 35-44.
Finalement, le chapitre 7 conclut le document. Ce chapitre résume les contributions princi-
pales de la thèse et reprend les résultats décrits dans les chapitres 4, 5 et 6. Des propositions de
travaux futurs à court et à long terme sont également présentées.
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Chapitre 2
Informatique pervasive et
multimodalité
Nos travaux de recherche sont consacrés à l’interaction multimodale en environnement per-
vasif. Dans ce chapitre, l’informatique pervasive est déﬁnie, ainsi que les concepts de base de
l’interaction multimodale. Puis, les apports et l’adéquation de la multimodalité pour les environ-
nements pervasifs sont développés.
2.1 Informatique pervasive
En 1991, Mark Weiser a formulé la vision de l’informatique ubiquitaire dans l’article « The
Computer for the 21st Century » [Weiser, 1991]. L’idée de l’informatique ubiquitaire est la dis-
parition de l’informatique de la conscience des utilisateurs. Cette vision propose un monde où
l’utilisateur n’est plus capable de discerner clairement quel matériel traite l’information. Les ma-
tériels informatiques sont de tailles diverses et sont disséminés dans l’environnement. Ils commu-
niquent entre eux, ont une capacité de traitement de l’information, et sont capables de s’organiser
pour répondre aux attentes de l’utilisateur. Les termes « informatique pervasive », « informatique
ambiante » et « intelligence ambiante » désignent la même vision [Ark et Selker, 1999].
Quels sont les pré-requis dans le domaine de l’informatique pour la réalisation de cette vi-
sion ? En premier lieu, l’informatique se base sur des matériels physiques. Ainsi, l’électronique
apporte des matériels ayant la capacité physique de traiter de l’information, de quantiﬁer son
environnement et d’agir dessus, et enﬁn de communiquer avec d’autres matériels. Si l’on se réfère
à l’architecture classique de Von Neumann, la capacité de traitement de l’information est four-
nie par un processeur, une mémoire et une interface d’entrée et de sortie. Sur cette interface se
branchent des transducteurs : des capteurs et des eﬀecteurs. Ces transducteurs sont très divers :
thermomètre, système de chauﬀage ou de ventilation, microphone, haut-parleur, photodétecteur,
lampe électrique, moteur de volet, accéléromètre, récepteur GPS, antenne radioélectrique, etc.
C’est à travers ses transducteurs que le matériel quantiﬁe, agit et communique. Sur cette base
physique, le système logiciel a pour objectif de répondre aux attentes de l’utilisateur.
Pour atteindre cet objectif, des tâches complexes sont nécessaires. Dans l’ordre chronologique :
– Identiﬁer l’attente de l’utilisateur. L’utilisateur peut donner un ordre explicite au système,
le système est alors dit passif. Mais le système peut aussi est proactif, c’est-à-dire déduire
par lui-même l’attente de l’utilisateur.
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– Inférer la suite d’actions à réaliser pour répondre à l’attente de l’utilisateur. Cette suite
d’actions dépend en général du contexte d’exécution, notamment de l’utilisateur.
– Eﬀectuer les actions.
– Éventuellement analyser la réponse donnée et inférer une manière plus adéquate de ré-
pondre à l’attente de l’utilisateur.
Outre la diﬃculté de répondre aux attentes des utilisateurs, l’informatique pervasive implique
la plupart du temps un système logiciel dynamique et hétérogène. Il y a plusieurs raisons à
cela : un utilisateur est mobile, il amène et emporte des matériels, un matériel peut être éteint,
un matériel autonome peut se retrouver à court d’énergie, etc. Le système logiciel est ainsi un
assemblage opportuniste, momentané, qui est réalisé lors de son exécution : il n’est pas connu dans
son ensemble lors de sa conception. De plus, les matériels et les logiciels informatiques actuels sont
hétérogènes, notamment au niveau des protocoles de communication. Ainsi, le système logiciel
est hétérogène car il est composé d’un ensemble de logiciels hétérogènes.
Il en ressort plus généralement que le système logiciel doit s’adapter au contexte [Schilit et al., 1994,
Dey, 2001, Coutaz et al., 2005], qui est hétérogène, dynamique, et non prévisible.
Auparavant, et encore maintenant dans une moindre mesure, l’informatique était très peu
mobile, du fait de la taille et du poids des unités de traitement et des dispositifs d’entrée et de
sortie. Les progrès en miniaturisation des composants électriques et électroniques, ainsi que l’es-
sor des communications informatiques sans ﬁls permettent une plus grande mobilité des matériels
informatiques. Aussi, la baisse continuelle des prix des matériels informatiques et électroniques
permettent à certains environnements personnels, publics et professionnels d’être peu à peu
enrichis par divers systèmes informatiques. Ainsi, l’informatique semble devenir petit à petit
pervasive. Par ailleurs, une partie de la communauté de la recherche en informatique donne de
l’écho à la vision de l’informatique pervasive. En témoigne le nombre de références de l’article sé-
minal 1, la création de conférences et revues internationales de haut niveau 2 relatives à ce sujet :
les conférences UbiComp 3 en 1999, PerCom 4 et Pervasive 5 en 2003 ; le journal IEEE Pervasive
Computing en 2002.
Les matériels existent, leur prix devient peu à peu abordable pour une partie non négligeable
du monde. De nombreux systèmes logiciels sont créés pour tenter d’organiser ces matériels avec
l’objectif de répondre aux besoins de l’utilisateur. Une partie de la communauté des chercheurs
s’intéresse à la problématique. Pourtant, l’informatique pervasive reste une vision. En 2001, dans
son article « Pervasive Computing: Vision and Challenges » [Satyanarayanan, 2001], Mahadev
Satyanarayanan analysait les avancées dans les domaines aﬀérents à l’informatique pervasive,
ainsi que les problèmes restant à résoudre. Force est de constater qu’une grande partie de cet
article aurait pu être écrit aujourd’hui. La raisons évoquée par l’auteur de la diﬃculté de réaliser
la vision de l’informatique pervasive est que « le tout est supérieur à la somme de l’ensemble des
parties » 6. C’est-à-dire que les eﬀorts doivent être eﬀectués dans l’intégration des technologies
hétérogènes. Ainsi, la diﬃculté réside dans l’architecture, la combinaison des composants et
l’ingénierie au niveau du système. L’article est centré sur les capacités des systèmes informatiques,
l’auteur laisse volontairement de côté les problèmes liés à l’interaction entre l’humain et les
1. 9200 papiers scientiﬁques référencent l’article, d’après Google Scholar en novembre 2012.
2. Conférences de rang A selon le classement ERA de 2010, voir http://www.arc.gov.au/era/era_2010/
archive/era_journal_list.htm.
3. ACM International Conference on Ubiquitous Computing, appelée « Handheld and Ubiquitous Computing »
les deux premières années.
4. IEEE International Conference on Pervasive Computing and Communications.
5. International Conference on Pervasive Computing.
6. Traduction de l’anglais « the whole is much greater than the sum of its parts ».
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machines, pour se concentrer sur l’aspect génie logiciel.
La communauté des chercheurs du domaine de l’interaction homme-machine (IHM) pro-
pose plusieurs approches, que nous détaillons dans les paragraphes suivants, pouvant être ap-
pliquées à l’informatique pervasive. Ces approches n’ont pas nécessairement été proposées pour
résoudre les problèmes de l’informatique pervasive : certaines approches avaient été proposées
avant 1991. Elles peuvent être complémentaires. Pour faire face à un environnement inconnu
lors de la spéciﬁcation, la construction automatique d’interfaces graphiques à l’exécution est
proposée. Cette construction se fait en fonction des services auxquels souhaite accéder un utilisa-
teur [Ponnekanti et al., 2001, Gabillon et al., 2011]. La distribution et la migration d’interfaces
permettent de tenir compte du contexte dynamique d’utilisation [Balme et al., 2004]. La distri-
bution d’une interface est l’utilisation de plusieurs ressources d’interaction par une interface.
Par exemple, une interface graphique peut être découpée en plusieurs parties, chaque partie
étant aﬃchée sur des ressources distinctes. La migration est le transfert d’une interface présente
sur une ressource vers une autre ressource. La conception et l’analyse de nouvelles techniques
d’interaction [Scoditti et al., 2011] permettent d’améliorer l’exploitation de nouveaux matériels
manipulables par les humains. L’utilisation multiple de dispositifs d’interaction – la multimoda-
lité – est une manière d’exploiter la profusion naissante de dispositifs d’interaction.
Les matériels informatiques peuvent être classés de diﬀérentes manières. Du point de vue de
l’IHM, il fait sens de distinguer les matériels qui constituent une interface entre le système et
l’utilisateur. De tels matériels sont appelés dispositifs d’interaction. Un dispositif d’interaction
d’entrée est un matériel qui possède au moins un capteur sur lequel un utilisateur est capable
d’agir directement pour transmettre une information au système informatique. « Directement »
s’entend ici comme la modiﬁcation par l’utilisateur d’au moins une grandeur physique captée
par le dispositif. Un dispositif d’interaction de sortie est un matériel qui possède au moins un
eﬀecteur avec lequel un système informatique est capable de transmettre directement une in-
formation à un utilisateur. « Directement » s’entend ici comme la modiﬁcation par le dispositif
d’au moins une grandeur physique qu’un utilisateur peut percevoir via un ou plusieurs sens
perceptifs humains. Le clavier, la souris, l’écran et les haut-parleurs sont les dispositifs d’in-
teraction très répandus attachés aux ordinateurs personnels des années 1990. Le trackball, le
pavé et la tablette tactile, le touchpad et le trackpoint ont été présents dans une moindre me-
sure. De nombreux dispositifs d’interaction ont été imaginés et prototypés depuis la naissance
de l’IHM : le crayon optique SketchPad de Sutherland en 1964 [Sutherland, 1964], le casque à
aﬃchage en trois dimensions en 1968 [Sutherland, 1968], les systèmes de reconnaissance de pa-
role [Juang et Rabiner, 2004] et de gestes [Mitra et Acharya, 2007], les techniques de suivi du
regard [Duchowski, 2002, Morimoto et Mimica, 2005], les interactions entre les machines et le
cerveau [Moore, 2003], etc.
L’informatique pervasive pose de nombreuses questions : comment un utilisateur peut-il
connaitre les capacités d’un système informatique puisque celui-ci n’est plus clairement iden-
tiﬁable ? Comment l’utilisateur explicite-t-il son but s’il ne sait pas quel matériel est capable
de lui procurer un service ? Du point de vue opposé, comment un système informatique peut-il
être capable de déduire l’attente d’un utilisateur ? Le système informatique évolue, son contexte
évolue, quels mécanismes permettent au système informatique d’utiliser au mieux ses propres
capacités ? Chacune de ces questions en amène d’autres. Néanmoins, deux propriétés de l’infor-
matique pervasive transparaissent dans chaque question : l’hétérogénéité et le dynamisme. Cette
section se poursuit par une mise en lumière de ces deux propriétés des environnements pervasifs.
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2.1.1 Hétérogénéité
Le nombre de matériels informatiques au sein d’un même environnement tend à augmenter.
Ces matériels peuvent être prévus pour fonctionner ensemble, mais à moins d’en faire un cri-
tère de choix obligatoire lors de l’acquisition, et donc réduire drastiquement l’éventail de choix
possibles, ils ne fonctionnent pas tous ensemble : ils ne sont pas interopérables. Concernant la
communication, on peut distinguer deux contraintes d’interopérabilité. D’une part, l’information
doit pouvoir circuler entre deux matériels, d’autre part, l’information doit être comprise par les
deux entités communicantes.
2.1.1.1 Protocoles de communication
L’informatique est le traitement automatisé de l’information. L’information reçue est modiﬁée
et transmise. Au sein d’un logiciel écrit avec un seul langage de programmation, la transmission
de l’information est spéciﬁée par le programmeur en utilisant le formalisme du langage. Le com-
pilateur ou l’interpréteur est en charge de mettre en place la transmission de l’information, de
telle sorte que la sémantique du langage soit respectée. D’une instruction à l’autre, une informa-
tion peut être transférée dans un registre du processeur. Un appel de fonction peut déclencher la
mise sur une pile d’un paramètre. La sémantique donnée à un langage de programmation certiﬁe
au programmeur le bon fonctionnement du transfert des informations. La mise en œuvre de la
communication est plus complexe lorsqu’il s’agit de transfert entre deux logiciels. Pour assurer
la transmission et l’interprétation correcte des informations entre deux entités, un ensemble de
règles doit alors être employé, c’est-à-dire un protocole de communication.
Le terme « protocole de communication » recouvre des réalités très diﬀérentes. Par exemple le
protocole de communication RS-232 – souvent appelé liaison série – déﬁnit le type de broche, le
nombre de ﬁls électriques physiques et la vitesse de communication en fonction de la longueur des
ﬁls, le codage des bits sous forme de tension électrique : hauteur et durée du signal pour chaque
bit, le découpage du ﬂot de bits en trame, etc. Le protocole Ethernet déﬁnit le type de nommage
des diﬀérentes entités par les adresses MAC 7, le découpage du ﬂux de bits en trame, la manière
de calculer le code d’intégrité pour une trame et son emplacement au sein de la trame, etc. Le
protocole Bluetooth est un regroupement de plusieurs protocoles qui déﬁnissent des règles de
très bas niveau comme la bande de fréquences des ondes électromagnétiques, des règles de plus
haut niveau comme l’organisation logique d’un réseau en maitres et esclaves, jusqu’à des règles de
haut niveau déﬁnissant des proﬁls de matériels, la manière de découvrir les dispositifs accessibles,
etc. Le protocole D-Bus est dédié à la communication entre processus, proposant un annuaire
centralisé des services accessibles. Les règles déﬁnissent la manière d’interroger l’annuaire, la
manière d’appeler un service, la manière de transmettre des informations à un service, etc.
L’impossibilité de communication due à l’emploi de protocoles diﬀérents peut être surmontée
de manière logicielle. La seule exception est pour les protocoles spéciﬁant le plus bas niveau de
communication : si les deux entités ne communiquent pas sur le même médium, l’énergie émise
par l’une ne peut être récupérée par l’autre. Par exemple, une émission dans les câbles du réseau
électrique ne peut pas être captée par un récepteur infrarouge, ou bien une antenne ne peut
capter une onde électromagnétique qui n’est pas dans la plage des fréquences attendues. Cette
barrière de communication est inhérente à la physique, et ne peut être surmontée par une solution
logicielle. Dans ces cas là, il est nécessaire de disposer d’au moins un matériel capable de relayer
l’information en faisant oﬃce de passerelle. Par exemple, pour récupérer des informations de la
Wiimote qui utilise le protocole Bluetooth, il faut nécessairement avoir un récepteur physique
Bluetooth.
7. Acronyme de media access control.
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Ces impossibilités de communication ne sont pas un problème à petite échelle. La Wiimote
a été conçue comme une manette de jeu, et elle est bien évidemment compatible avec la console
qu’elle accompagne. La télécommande prévue pour une télévision est compatible avec cette même
télévision. Cependant, à l’échelle d’un environnement, une pièce par exemple, les principes de
l’informatique pervasive ne sont pas mis en oeuvre : seuls quelques « ilots » de communication
apparaissent. La transparence, c’est-à-dire le fait de ne pas se soucier du dispositif à utiliser, n’est
pas atteinte pour l’utilisateur : tel dispositif ne peut contrôler que tel matériel, et inversement, tel
matériel ne peut être contrôlé que via tel dispositif. Un travail supplémentaire est nécessaire pour
résoudre ces impossibilités de communication. Parfois, telle application installée sur tel téléphone
qui a tel système d’exploitation permet de contrôler telle application. C’est typiquement le cas
des logiciels de contrôle de logiciel de présentation pour les téléphones portables. Si ce type de
logiciel a le mérite d’apporter une solution pour des cas particuliers d’incompatibilité, il n’apporte
pas de solution à l’échelle de l’environnement : ce n’est pas une approche globale.
Si un utilisateur veut se construire un environnement pervasif, il doit acheter des matériels
spéciﬁques. En achetant uniquement des matériels qui respectent telle norme, voir uniquement
des matériels vendus par tel industriel dont les protocoles de communication ne sont pas ouverts.
L’utilisateur est en un sens captif de la technologie, car ses acquisitions sont guidées par des
compatibilités technologiques. D’autre part, à l’échelle de plusieurs environnements pervasifs,
comme certains matériels sont transportables, un matériel qui a fonctionnement optimal dans
un environnement homogène se retrouve incapable de se fondre dans un autre environnement.
Le cas typique est la diﬀusion de musique : arrivé chez un ami, l’utilisateur ne peut diﬀuser sa
musique à cause d’incompatibilités technologiques.
2.1.1.2 Dispositifs d’interaction
L’hétérogénéité concerne également les dispositifs d’interaction. Auparavant, les dispositifs
d’entrée étaient très peu variés : principalement le clavier et la souris. D’autres dispositifs pou-
vaient être facilement utilisés en simulant soit la souris (trackball, tablette tactile, touchpad,
trackpoint), soit le clavier (tablette tactile couplée avec un système de reconnaissance de ca-
ractères). Les concepteurs de ces matériels avaient en charge de créer un pilote capable d’être
vu comme une souris ou un clavier par le système d’exploitation. Dès lors qu’une application
prenait en compte un clavier ou une souris, aucun travail supplémentaire n’était nécessaire pour
le développeur d’interface utilisateur pour prendre en compte les autres dispositifs. La souris et
le clavier étant des standards de fait, le système d’exploitation et les boites à outils 8 pour le
développement d’interfaces utilisateur incluent la récupération des évènements de bas niveau,
pour les présenter à un niveau d’abstraction plus pratique pour le concepteur de systèmes in-
formatiques. L’arrivée de nouveaux dispositifs non réductibles à un clavier ou une souris change
le panorama et ces hypothèses. Cette nouvelle hétérogénéité nécessite de nouveaux outils, mé-
thodes et architectures pour être prise en compte [Lorenz et al., 2008]. Sans ce travail, la prise
en compte de tous les dispositifs doit être faite pour chaque application. Il semble alors très
probable que la transparence des dispositifs d’interaction promise par l’informatique pervasive
ne puisse être réalisée. Le manque d’approche globale se répercute négativement sur l’utilisa-
teur, sur le concepteur d’applications et sur le concepteur de dispositifs. L’utilisateur ne peut
utiliser ses dispositifs avec n’importe quelle application, mais avec seulement les applications qui
prennent en compte le dispositif. Ainsi, l’incitation à acheter un dispositif d’interaction reste
faible. Le concepteur d’applications et le concepteur de dispositifs font face au même problème
vu de chaque extrémité. En eﬀet, d’un côté, l’application doit pouvoir découvrir à l’exécution
8. Une boite à outils graphique est une bibliothèque qui fournit un ensemble d’éléments graphiques et leurs
comportements associés : boutons, zones de texte, conteneurs, etc.
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un grand nombre de dispositifs, interpréter les données qui en sont issues, et gérer la disparition
des dispositifs. De l’autre côté, le dispositif doit pouvoir être reconnaissable et utilisable par un
grand nombre d’applications.
Pour que l’ensemble hétérogène de ces dispositifs d’interaction puissent être pris en compte, il
est nécessaire d’avoir un moyen d’exprimer des équivalences du point de vue des applications entre
ces dispositifs ou entre des parties de dispositifs. Ces équivalences peuvent être soit explicites,
soit déduites d’une description de dispositif. Dans la suite de cette section, sont présentés les
approches de modélisations des dispositifs, puis les standards industriels les plus couramment
utilisés.
2.1.1.2.1 Travaux de recherche en modélisation des dispositifs d’interac-
tion
En 1968, Newman propose un formalisme séminal qui permet de décrire une interaction
graphique sous forme d’automates à états ﬁnis [Newman, 1968]. Un état correspond à un état du
système interactif, une transition entre deux états représente une action. Une action est initiée par
l’utilisateur ou par le système. Une action fait partie d’une catégorie. Une catégorie regroupe des
actions qui sont compatibles. Un exemple de catégorie est la réalisation par l’utilisateur d’une
action « mouvement de crayon ». Cela peut être réalisé par un mouvement de crayon optique
ou de trackball, ou par deux nombres saisis sur un clavier, ou encore par deux nombres lus
sur un support d’enregistrement. D’autres catégories sont spéciﬁées : la catégorie « commande »
qui peut être réalisée par l’appui d’un bouton graphique ou par une suite de caractères saisie
au clavier, l’utilisation de cette catégorie nécessite un paramètre qui correspond au nom de
la commande ; la catégorie « bouton » qui correspond à l’appui sur un bouton physique ; la
catégorie « pointage de crayon » qui correspond à l’appui d’un crayon optique sur un point de
l’écran ; et la catégorie « système » qui correspond aux actions provenant du système. De nouvelles
catégories peuvent être créées par un concepteur. Ainsi, les catégories constituent un moyen
d’établir une indépendance entre la modélisation de l’interaction et les dispositifs d’interaction.
À chaque entrée reçue par le système interactif, un gestionnaire de réaction est chargé de la
faire correspondre à une action, et ainsi trouver sa catégorie. Le formalisme de description des
actions apporte deux fonctionnalités notables. D’une part, il permet de concaténer les entrées
pour n’en faire qu’une seule action, par exemple pour la catégorie « commande », il est nécessaire
de grouper les caractères pour obtenir le nom complet de la commande. D’autre part, il permet
d’associer une catégorie à une action, c’est-à-dire expliciter des équivalences entre actions. Par
exemple pour la catégorie « commande », la frappe du nom de la commande est équivalente à
l’appui d’un bouton graphique lié à cette commande. Les données d’un même capteur peuvent être
interprétées comme des actions diﬀérentes, donc comme appartenant à des catégories diﬀérentes :
dans l’exemple donné, le crayon optique permet de faire des actions faisant partie des catégories
« pointage de crayon » et « commande ». Le découplage de la description des catégories et de la
description du système interactif permet de réutiliser les catégories et les actions dans un autre
programme, qui a une description propre de son système interactif. Ce travail de Newman avait
pour objectif premier de faciliter le développement de systèmes interactifs ; l’indépendance et
l’équivalence des dispositifs sont des propriétés de la solution proposée.
En 1976, Wallace traite explicitement des problèmes posés aux développeurs d’applications
liés à l’hétérogénéité des dispositifs d’interaction [Wallace, 1976]. Il propose un ensemble réduit
de dispositifs virtuels d’entrée qui permet de modéliser dans les programmes tous les disposi-
tifs d’entrée. À l’image des catégories proposées par Newman, les dispositifs virtuels doivent
facilement remplacer des dispositifs physiques connus ; et les possibilités de tous les dispositifs
physiques doivent pouvoir être représentées par au moins un dispositif virtuel. Cet ensemble
23
de dispositifs virtuels permet de déﬁnir la sémantique des entrées indépendamment de la forme
physique des dispositifs. Un premier ensemble de dispositifs, qualiﬁés de primitifs, en comporte
cinq : le choix, le bouton, le clavier, le localisateur et le valuateur 9. Le choix permet de désigner
un objet préalablement déﬁni par un utilisateur, son prototype physique est le crayon optique.
Le bouton est utilisé pour sélectionner un objet préalablement déﬁni par un programme, son
prototype physique est le bouton programmé sur un clavier. Le clavier permet de saisir du texte,
son prototype physique est le clavier informatique. Le localisateur permet d’indiquer une position
ou une orientation dans l’espace de l’écran d’aﬃchage, ses prototypes physiques sont la souris, la
tablette et le joystick. Le valuateur permet de déterminer une valeur au sein d’un espace vectoriel
des nombres réels, son prototype physique à une dimension est le potentiomètre. Ces dispositifs
primitifs sont caractérisés par : la sortie de l’échantillonnage, les évènements possiblement émis
ainsi que les informations qui y sont attachées, le retour visuel et une liste de paramètres de
conﬁguration qui permettent au programme de modiﬁer le comportement du dispositif 10. Par
exemple, un valuateur échantillonné produit un vecteur réel, les évènements liés sont soit une
sélection qui fournit la valeur courante, soit un dépassement qui fournit une valeur et la borne
dépassée, le retour visuel est l’aﬃchage de la valeur courante, sa conﬁguration contient la dimen-
sion, c’est-à-dire le nombre de valeurs fournies en même temps, l’activation du retour visuel et
l’intervalle des valeurs acceptées.
En 1983, Buxton reconnait le bénéﬁce pour le programmeur de développer une interaction en
fonction de dispositifs virtuels, mais reproche à cette solution de ne pas assez prendre en compte
les particularités de chaque dispositif [Buxton, 1983]. Il propose donc une taxonomie qui apporte
des informations supplémentaires, de sorte à pouvoir faire des équivalences entre dispositifs plus
appropriés. La taxonomie ne modélise que les dispositifs d’interaction contrôlés avec les mains,
qui sont continus et non discrets. Cette taxonomie peut être représentée par un tableau à deux
dimensions, les dispositifs sont placés dans les cellules selon leurs particularités. Une colonne
représente le nombre de dimensions captées par le dispositif, une ligne représente la propriété
physique captée. Le nombre de dimensions va de une à trois. Les propriétés captées sont soit
la position, soit le mouvement, soit la pression. La position et le mouvement sont raﬃnés en
mécanique et tactile. Les colonnes sont divisées informellement par le type de geste que doit
faire l’utilisateur. Par exemple, la souris est un dispositif d’interaction qui capte le mouvement,
elle produit des valeurs à deux dimensions, son mouvement est mécanique, et son utilisation est
plus proche de celle d’une tablette que de celle du crayon optique. Le tableau 2.1 situe quelques
dispositifs dans la taxonomie.
Number of Dimensions
1 2 3
P
ro
pe
rt
y
Se
ns
ed
Position
Rotary
Pot
Sliding
Pot Tablet
Light
Pen Joystick
3D
Joystick Mechanical
Touch
Tablet
Touch
Screen
Touch Sen-
sitive
Motion
Continuous
Rotary
Pot
Treadmill
Thumbw-
heel
Mouse Trackball Trackball Mechanical
TASA
Ferinstat
TASA
X-Y Pad
Touch Sen-
sitive
Pressure TorqueSensing
Pressure
Pad
Isometric
Joystick
Table 2.1 – Taxonomie de Buxton. Adapté de [Buxton, 1983].
9. Proposition de traduction pour : pick, button, keyboard, locator et valuator.
10. Proposition de traduction pour : sampling output, event, event report, echo, attribute.
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En 1984, Foley, Wallace et Chan proposent une classiﬁcation des dispositifs et techniques
d’interaction d’entrée dans le but d’aider les concepteurs à choisir ou combiner les techniques
d’interaction [Foley et al., 1984]. Ils se focalisent sur les interactions graphiques pour la clarté
et la richesse de communication qu’elles permettent. Pour cela, ils isolent six types de tâches
d’interaction, qui sont indépendantes des applications et des dispositifs physiques : sélection, po-
sitionnement, orientation, saisie de chemin, quantiﬁcation et saisie de texte 11. Ces types de tâches
sont basés sur l’expérience des auteurs vis-à-vis des systèmes d’interaction graphique. Chaque
type de tâches peut être réalisé par diﬀérentes techniques, chaque technique peut être à son
tour réalisée au moyen de diﬀérents dispositifs d’interaction. Chaque type de tâches a également
un ensemble de prérequis pour l’application. Une tâche de sélection permet de sélectionner un
élément parmi un ensemble de choix possibles. Une tâche de positionnement permet d’indiquer
une position sur une surface d’aﬃchage. Une tâche d’orientation permet d’orienter une entité
dans un espace en deux ou trois dimensions. Une tâche de saisie de chemin permet de générer
une série de positions ou d’orientations. Une tâche de quantiﬁcation permet de spéciﬁer une
valeur numérique. Une tâche de saisie de texte permet évidemment de saisir du texte. Une tâche
de quantiﬁcation peut être réalisée par une technique directe avec un dispositif « quantiﬁeur »,
au moyen d’un potentiomètre linéaire ou rotatif. Elle peut aussi être réalisée par une technique
de saisie de chaines de caractères, au moyen d’un clavier ou de la parole. D’autres techniques
peuvent être utilisées pour réaliser ce type de tâches. Deux prérequis doivent être spéciﬁés par
une application pour une tâche de quantiﬁcation : la résolution et la fermeture ou la répétition
de la plage de données. La résolution est le nombre de valeurs diﬀérentes possibles.
En 1990, Mackinlay, Card et Robertson proposent une manière de décrire les dispositifs
d’interaction d’entrée [Mackinlay et al., 1990, Card et al., 1991]. Le but est de pouvoir analyser
l’espace de conception des dispositifs d’interaction 12. Un dispositif est modélisé par six caracté-
ristiques, ou par une composition de dispositifs. Trois opérateurs de composition sont proposés.
Les six caractéristiques d’un dispositif concernent :
– Le type de la propriété physique mesurée : position ou force, absolue ou relative, linéaire ou
rotative. Par exemple, un bouton rotatif de réglage de volume sonore mesure une position
absolue rotative.
– La fonction de correspondence entre les valeurs de la propriété physique mesurée et les
valeurs de sortie du dispositif. Par exemple, un bouton rotatif qui permet de sélectionner
un choix parmi trois et qui a une course entre 0 et 90 degrés peut avoir pour fonction de
correspondance : e ∈ [0, 22.5]⇒ s = 0 ∨ e ∈ ]22.5, 67.5[⇒ s = 45 ∨ e ∈ [67.5, 90]⇒
s = 90, où e est la valeur d’entrée et s la valeur de sortie.
– L’ensemble de départ et l’ensemble d’arrivée de la fonction de correspondance. Dans l’exemple
précédent, l’ensemble de départ est [0, 90], l’ensemble d’arrivée est {0, 45, 90}.
– La caractérisation de son état courant.
– Un ensemble de propriétés qui permettent de décrire le fonctionnement du dispositif qui
ne peut être modélisé par la fonction de correspondance. Par exemple si le bouton rotatif
dispose de crans qui donne l’impression à l’utilisateur de manipuler un dispositif discret, et
que l’état du dispositif contient un booléen reﬂétant le fait que le bouton est en mouvement,
une propriété peut spéciﬁer que la sortie est inchangée si le bouton est en mouvement.
Les dispositifs de la même famille peuvent être modélisés par un dispositif générique. Une rela-
tion d’instanciation permet de spécialiser des dispositifs à partir d’un dispositif générique. Les
opérateurs de composition permettent de modéliser :
– la connexion de dispositifs : les valeurs de sortie d’un dispositif deviennent les valeurs
11. Proposition de traduction pour : select, position, orient, path, quantify, text.
12. L’espace de conception peut être vu comme l’ensemble des dispositifs d’interaction pouvant être conçu. Cet
espace existe indépendamment de la manière de le décrire.
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d’entrée du dispositif connecté ;
– le regroupement de dispositifs : un clavier est un regroupement de tous ses boutons, la
sortie du clavier est l’union des sorties de tous les boutons, c’est-à-dire que pour un clavier
à n touches, la sortie est n valeurs dans un espace à une dimension ;
– la fusion de dispositifs : une tablette est une fusion de deux tablettes à une dimension, sa
sortie est une valeur dans un espace à deux dimensions.
Le résultat d’une composition de deux dispositifs est un dispositif.
2.1.1.2.2 Standards industriels
L’USB 13 est un standard de communication entre un ordinateur et un dispositif électronique
qui est apparu au milieu des années 1990 [usb20, 2000]. Il est maintenant très répandu : en 2009,
plus de trois milliards de dispositifs USB sont sur le marché et, chaque année, deux milliards de
dispositifs sont vendus 14. Le protocole déﬁnit plusieurs classes de dispositifs, par exemple celle
des dispositifs d’interaction, celle des dispositifs liés au son, celle des dispositifs liés à l’image,
etc. Une classe déﬁnit la manière de transmettre les données entre l’hôte et le dispositif. Un
seul pilote par classe est nécessaire. Ainsi, la classe des dispositifs d’interaction [usbhid111, 2001]
recouvre un large éventail de dispositifs parmi lesquels : les claviers et dispositifs de pointage, les
boutons et interrupteurs, les gants de données, les dispositifs prévus pour la simulation (pédales,
volants. . . ) et les jeux vidéos, les dispositifs de contrôle d’interfaces graphiques, de son, de vidéo,
ainsi que les dispositifs qui fournissent des données similaires, comme les thermomètres et les
lecteurs de code-barres. Cette classe de dispositifs a trois buts notables qui facilitent la gestion
de l’hétérogénéité : la possibilité pour les applications de ne pas tenir compte d’informations
inconnues, l’extensibilité et l’auto-description. Un seul pilote est nécessaire dans le système d’ex-
ploitation pour communiquer avec tous les dispositifs qui déclarent faire partie de cette classe.
Le pilote est en charge de ventiler les données qu’il reçoit du dispositif vers la partie logicielle
adéquate. Il utilise pour cela des informations fournies par le dispositif lui-même. Ces informa-
tions caractérisent le codage des données, la grandeur physique captée, les bornes de l’intervalle
de valeur logique et physique à partir desquels il est possible de calculer la résolution, le fait que
les données sont relatives ou absolues, le comportement des données lorsqu’elles arrivent à une
borne de l’intervalle, etc. Les relations entre les données provenant de plusieurs capteurs peuvent
être explicitées. Une relation peut reﬂéter la proximité physique des capteurs (pour un accéléro-
mètre qui produit les accélérations sur trois axes), la cohésion logique (les boutons d’une souris),
etc. Pour permettre aux applications d’interpréter correctement les données reçues, un dispositif
présente également la signiﬁcation des données qu’il envoie [usbhid112, 2004]. Ces signiﬁcations
portent sur des données simples (comme la vitesse d’un club de golf, l’ordre d’éjecter un média
d’un lecteur, l’ordre de mettre une communication téléphonique en attente, créer un nouveau
document) et des ensembles de données (comme un téléphone, une souris, un gant de données).
Le standard Bluetooth [bluetooth4.0, 2010] est une spéciﬁcation pour la communication sans
ﬁl entre des dispositifs électroniques. Chaque année, plus de deux milliards de circuits intégrés
Bluetooth sont mis sur le marché 15. Il a été créé au milieu des années 1990, la version 1.0 de
la spéciﬁcation est publiée en 1999. L’interopérabilité entre les dispositifs est réalisée grâce au
concept de proﬁl. Le standard Bluetooth déﬁnissant un ensemble de protocoles de communi-
cation, un proﬁl déﬁnit quels protocoles sont utilisés, quel format une donnée doit avoir, et la
13. USB est l’acronyme de universal serial bus, qui peut se traduire par « bus série universel ».
14. Selon l’article « SuperSpeed USB 3.0: More Details Emerge » par Melissa J. Perenson, le 7 janvier 2009, sur
PC World. https://www.pcworld.com/article/156494/superspeed_usb_30_more_details_emerge.html.
15. Selon la section Smart home market du site du Bluetooth SIG, http://www.bluetooth.com/Pages/
Smart-Home-Market.aspx.
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manière de faire la découverte de dispositifs. Un proﬁl particulier recouvre de nombreux dispo-
sitifs d’interaction : le proﬁl HID 16 [bluetoothhid10, 2003]. Ce proﬁl HID reprend les concepts
de la classe HID de l’USB. Ce proﬁl repose donc sur l’extensibilité, l’auto-description par un
dispositif des données qu’il envoie, et la possibilité pour les applications de ne pas tenir compte
d’informations qu’elles ne peuvent interpréter.
2.1.2 Dynamisme
Un environnement pervasif évolue, plusieurs facteurs déclenchent ces évolutions. La conﬁgu-
ration physique peut être modiﬁée : mise en place, déplacement ou retrait de matériels électro-
niques. L’environnement logiciel change également : installation, mise à jour ou désinstallation
de logiciels, mais aussi accès à un nouveau service distant ou disparition du type de services. Ces
évolutions sont aussi déclenchées par les actions d’un utilisateur : changement de la conﬁguration
d’un système, mise en marche ou arrêt d’un dispositif, changement de ses attentes, etc. Enﬁn,
des facteurs externes peuvent modiﬁer l’environnement pervasif, comme un dispositif à court
d’énergie, un problème logiciel ou matériel qui rend un dispositif inutilisable, etc. Ces diverses
évolutions possibles impliquent qu’un environnement pervasif est dynamique.
Lorsqu’un système est susceptible d’être dynamique, un compromis est à trouver par le
concepteur entre la complexité de la mise en œuvre de la prise en compte de ce dynamisme
d’une part, et le confort apporté à l’utilisateur ﬁnal d’autre part. Par exemple, au niveau du sys-
tème d’exploitation, un utilisateur peut vouloir passer rapidement d’une application à une autre :
la mise en œuvre du multitâche est très complexe, mais le confort apporté à l’utilisateur est tel
que la plupart des systèmes d’exploitation actuels sont multitâches. La vision de l’informatique
pervasive met clairement l’accent sur l’organisation automatique des dispositifs électroniques.
Ainsi, doit être prévalent le confort de l’utilisateur, qui n’a pas à gérer manuellement les chan-
gements au sein de l’environnement. De plus, l’opportunisme voulu pour les systèmes pervasifs
suppose d’avoir une vision de l’état actuel de l’environnement, ce qui implique de suivre les
évolutions.
La gestion du dynamisme au sein d’un système est en général diﬃcile à réaliser. Un sys-
tème est bien souvent spéciﬁé à une ou plusieurs étapes de son cycle de vie. Logiquement, une
spéciﬁcation n’est utile que si elle est intangible. Or, spéciﬁer le dynamisme, c’est expliciter les
évolutions possibles au sein du système. Si une spéciﬁcation peut énumérer les cas d’évolution
possible, ces cas peuvent éventuellement se combiner s’ils ne sont pas indépendants, et débou-
cher sur une explosion combinatoire du nombre de cas à spéciﬁer. C’est typiquement le cas des
systèmes pervasifs : ne serait-ce qu’au niveau de l’assemblage de diﬀérents matériels, le nombre
d’assemblages possibles est très grand.
Par ailleurs, l’importance de l’impact des évolutions est à considérer. Si les paramètres de
conﬁguration d’un logiciel ont généralement un impact faible sur le système, tel le choix de
la langue d’un dictionnaire dans un éditeur de texte, d’autres peuvent avoir un impact très
important : la disparition d’un dispositif peut amputer le système d’une fonctionnalité majeure
qui ne peut être remplacée. De plus, les évolutions peuvent être très diﬀérentes les unes des
autres, donc éventuellement avoir des impacts à diﬀérents niveaux d’un système. Par exemple,
le paramétrage de la langue du dictionnaire n’a pas le même impact que le paramétrage de la
langue de l’interface graphique, qui elle peut être gérée au niveau du système d’exploitation.
Ensuite, gérer les évolutions peut être rendu encore plus compliqué si les évolutions possibles ne
sont pas clairement connues à l’avance, ce qui est le cas des systèmes pervasifs.
16. HID est l’acronyme de human interface device, qui peut se traduire par « dispositif d’interface avec un
humain ».
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Beaucoup de logiciels proposent via leur interface de conﬁguration de modiﬁer leur fonction-
nement. Ils déﬁnissent ainsi clairement les évolutions possibles, et sont directement avertis des
changements. À l’opposé, un logiciel qui réagit aux évolutions de l’environnement n’est pas di-
rectement averti des modiﬁcations. Il doit lui-même s’enquérir de l’état de l’environnement et en
déduire les évolutions. Ces applications sont dites sensibles au contexte [Schilit et al., 1994]. Un
problème de premier plan apparait alors : comment s’enquérir de l’état de l’environnement ? Deux
possibilités existent : soit découvrir par lui-même les évolutions, soit s’inscrire à un mécanisme
de notiﬁcations si celui-ci existe. Ces deux possibilités sont complémentaires, car l’hétérogénéité
actuelle au sein des environnements ne permet pas de couvrir par un seul mécanisme toutes les
évolutions. Par exemple, la découverte de dispositifs est bien souvent faite via un protocole de
découverte. Néanmoins, l’hétérogénéité des protocoles de communication impose d’utiliser plu-
sieurs protocoles de découverte pour couvrir un large champ de dispositifs [Zhu et al., 2005]. La
plupart du temps, le protocole de découverte est étroitement associé au protocole de commu-
nication. C’est le cas de Bluetooth avec le service discovery protocol 17, d’UPnP avec le simple
service discovery protocol 18, etc. Un mécanisme de notiﬁcations peut être fourni par le système
d’exploitation : Windows par exemple fourni un système de notiﬁcation pour les applications,
qui leur permet de suivre les évolutions des dispositifs connectés et déconnectés 19.
Certes, la présence de dispositifs peut être obtenue en exploitant divers mécanismes de dé-
couvertes complémentaires. Mais l’environnement ne recouvre pas seulement la présence des
matériels informatiques, mais aussi les utilisateurs, l’emplacement géographique, etc. Schilit et
al. par exemple, déﬁnissent le contexte comme l’endroit de l’interaction, les personnes alen-
tour, les hôtes et les dispositifs accessibles, mais aussi les conditions lumineuses et sonores, la
présence d’une connexion au réseau, son débit et son cout, et la situation sociale de l’interac-
tion [Schilit et al., 1994]. Ces informations sont de natures très diverses, et ne sont pas directe-
ment accessibles comme peut l’être la présence de dispositifs : les conditions sonores et lumineuses
peuvent être récupérées via les capteurs idoines, la présence de personnes peut être déduite de
multiples manières, plus ou moins directement selon le type de capteurs à disposition, la situation
sociale de l’interaction peut être très diﬃcile à appréhender de manière automatique. La diﬃculté
réside ici non pas dans le suivi des évolutions, mais dans la sélection et l’utilisation des données
issues des capteurs qui permettent d’inférer des informations de haut niveau d’abstraction.
Tous ces aspects du dynamisme des environnements pervasifs doivent potentiellement être pris
en compte, et donc inﬂuer sur l’exécution d’un système. Les adaptations à réaliser sont plus ou
moins complexes. Le degré de complexité peut être grossièrement assimilé à la proportion d’enti-
tés impactées nécessaire pour réaliser l’adaptation, et la manière de les eﬀectuer (reconﬁguration,
changement d’architecture. . . ). Un exemple très connu d’adaptation au changement de lumino-
sité ambiant est le changement de la luminosité d’un écran. De même, si le niveau sonore ambiant
dépasse un certain seuil, le niveau sonore de sortie d’une application peut être augmenté, ou de
manière plus complexe l’information à transmettre à l’utilisateur peut devenir visuelle plutôt que
sonore. L’apparition d’un nouveau dispositif d’interaction peut permettre de coupler ce disposi-
tif avec un dispositif d’interaction déjà présent. Au-delà de l’adaptation de la forme des entrées
et des sorties d’un système interactif, les adaptations possibles sont très diverses : gestion des
priorités d’envoi de courriels, transfert de ﬁchiers entre diﬀérentes machines [Garlan et al., 2002],
etc.
Diﬀérentes méthodes existent pour gérer le dynamisme. L’adaptation peut être statique ou
17. Voir part B, Service Discovery Protocol (SDP) Speciﬁcaton de la spéciﬁcation Blue-
tooth [bluetooth4.0, 2010].
18. Voir section 1, Discovery de la spéciﬁcation UPnP [upnp11, 2008].
19. Selon la section About Device Management de la bibliothèque MSDN, sur le site de Microsoft. Voir http:
//msdn.microsoft.com/en-us/library/aa363142(v=VS.85).aspx.
28
dynamique. L’adaptation statique consiste à gérer uniquement les évolutions entre deux démar-
rages du système. Un changement est pris en compte à condition de redémarrer le système. La
complexité est plus faible car le logiciel se conﬁgure lors de sa phase d’initialisation, et cette
conﬁguration n’est plus changée durant l’exécution. Cette solution n’est pas envisageable pour
gérer le dynamisme d’un environnement pervasif : en plus d’être contraignante pour l’utilisateur
et contraire à la disparition de l’informatique de sa conscience, le système global est composé
d’un ensemble de sous-systèmes qu’il faudrait potentiellement redémarrer, éventuellement dans
un ordre particulier. La gestion du dynamisme pendant l’exécution est plus compliquée, mais
elle est souhaitable dans le cadre de l’informatique pervasive. Par rapport à l’adaptation sta-
tique, la diﬃculté provient de la volonté de maintenir au mieux le fonctionnement du système
pendant que certaines parties sont modiﬁées. Deux problèmes peuvent émerger : la préservation
d’un état courant des variables d’une part, et du ﬂot d’exécution d’autre part. Selon la méthode
d’adaptation d’un système, l’état courant et le ﬂot d’exécution n’est pas impacté. Si le système
est considéré comme critique, cette préservation est primordiale.
Une première méthode d’adaptation est de coder l’adaptation dans le code source. Dans un
langage de programmation impératif 20, c’est typiquement le branchement conditionnel qui per-
met d’adapter le ﬂot d’exécution aux évolutions. Deux principaux problèmes se posent avec cette
méthode d’adaptation pour les environnements pervasifs. Tout d’abord, le très grand nombre de
cas possibles la rend peu praticable. Ensuite, l’adaptation étant écrite une fois pour toutes dans
le code, toutes les adaptations possibles doivent être connues lors de la conception, ce qui n’est
pas le cas en général pour les environnements pervasifs. Cette méthode ne pose pas de problème
pour la préservation de l’état courant et du ﬂot d’exécution. Une deuxième solution est de rem-
placer une partie du code par un autre code, ou d’ajouter du code. Cette solution s’appelle le hot
swapping 21. La capacité à faire du hot swapping peut être fournie de base par le langage de pro-
grammation, ou par un outil fourni pour un langage donné. Par exemple, le langage purement
objet Smalltalk [Callaú et al., 2011], et le langage fonctionnel Erlang [Primi, 2007] incluent la
capacité de hot swapping. Java permet de faire du hot swapping seulement en mode débogage 22,
cette fonctionnalité est donc destinée aux environnements de développement plutôt qu’aux en-
vironnements de production. Du fait de l’absence d’eﬀet de bord des fonctions, le remplacement
d’une fonction par une autre dans un langage purement fonctionnel n’impacte pas l’état cou-
rant. Les langages objets au contraire permettent aux objets d’avoir un état interne. Ainsi, le
remplacement d’un objet par un autre n’est pas aisé si l’on souhaite conserver l’état de l’objet
remplacé. Enﬁn, l’architecture du système peut permettre de faire de l’adaptation dynamique, si
elle est conçue pour. Par exemple, le modèle d’architecture à service permet un couplage faible
entre les diﬀérentes parties d’un système, ce qui permet de remplacer des parties sans impacter
les autres.
2.2 Interfaces multimodales
L’ensemble composé des dispositifs d’entrée et de sortie, ainsi que toutes les entités qui ef-
fectuent des traitements sur les données qui transitent jusqu’au noyau fonctionnel, constitue une
interface utilisateur. Du point de vue de l’utilisateur, l’interface utilisateur est constituée des
dispositifs d’entrée et sortie, ainsi que du langage d’interaction à employer pour communiquer
20. Les langages de programmation généralistes les plus utilisés sont impératifs : C, Java, C++ (voir http:
//langpop.com/).
21. Hot swapping peut être traduit par « échange à chaud ».
22. Voir la page JPDA Enhancements : http://docs.oracle.com/javase/1.4.2/docs/guide/jpda/
enhancements.html. Pour être précis, c’est l’API standard fournie par le debugger qui permet de faire du
hot swapping, plutôt qu’une fonctionnalité du langage.
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avec le noyau fonctionnel.
2.2.1 Dispositif d’interaction
Pour exploiter les capacités d’un système informatique pour réaliser une tâche, tout utilisateur
doit exprimer ses besoins. Plus généralement, il doit transmettre de l’information compréhen-
sible par un système informatique. Pour cela, il code l’information en dépensant de l’énergie
sous une certaine forme. Une partie de cette énergie est captée par des transducteurs : appui
sur un bouton convertissant l’énergie de pression en énergie électrique, vibration de l’air avec
les cordes vocales qui est captée par un microphone convertissant la pression de l’air en signal
électrique, etc. Les transducteurs peuvent être couplés à une partie logicielle chargée d’extraire
des informations utiles : le signal électrique du microphone est généralement analysé pour être
converti en une suite de mots. Le dispositif qui contient un transducteur, éventuellement couplé
avec un dispositif logiciel, est le dispositif d’entrée. Le transducteur du dispositif d’entrée peut
être considéré comme la frontière entre le système informatique et l’environnement physique.
L’information fournie par l’utilisateur transite au sein du système informatique jusqu’au noyau
fonctionnel 23 qui réalise eﬀectivement le service. Dans l’autre sens, le système fournit une infor-
mation perceptible par l’utilisateur. Cette information transite au sein du système informatique
jusqu’à un transducteur chargé de rendre perceptible l’information par un humain. Ce transduc-
teur, éventuellement couplé à un dispositif logiciel, est le dispositif de sortie. Il existe une grande
variété de dispositifs d’interaction en entrée et en sortie, comme souligné à la section 2.1.1.2. De
plus, des taxonomies permettent de caractériser ﬁnement les dispositifs en entrée 24.
Du point de vue de l’utilisateur, l’interface utilisateur est constituée des dispositifs d’entrée
et de sortie, ainsi que des langages d’interaction utilisés par l’utilisateur pour communiquer avec
le noyau fonctionnel et des langages d’interaction utilisés par le noyau fonctionnel pour rendre
perceptibles son état interne et ainsi les eﬀets des actions de l’utilisateur.
Dans nos travaux, nous traitons de l’interaction multimodale en entrée, de l’utilisateur vers
le noyau fonctionnel. Aussi dans les sections suivantes, nous mettons l’accent sur les dispositifs
et les langages d’interaction en entrée.
2.2.2 Langage d’interaction
Un langage d’interaction est un ensemble de conventions déﬁni par l’interface
utilisateur qui permet d’échanger des informations entre un utilisateur et un noyau
fonctionnel. Ces conventions sont généralement empruntées aux interfaces utilisateur préexis-
tantes pour ce qui est des fonctions communes à la plupart des logiciels : par exemple, un clavier
d’ordinateur permet de couper ou copier un objet qui a le focus 25 avec les touches x, c et la
touche control. Un tel langage peut être appelé un langage de commandes. Pour les conventions
propres au type de service fourni par le noyau fonctionnel, elles sont aussi empruntées à des
logiciels de même type qui existent déjà. La touche espace, par exemple, permet la mise en pause
dans beaucoup de logiciels de type lecteur de médias. Beaucoup de conventions existent pour
l’utilisation du clavier et de la souris ; ces conventions s’appliquent à l’échelle du système d’ex-
ploitation. Les boites à outils utilisables par les développeurs d’interfaces graphiques procurent
23. Dans le domaine de l’IHM, le noyau fonctionnel correspond à la partie métier, c’est-à-dire la partie logicielle
qui réalise eﬀectivement le service fonctionnel que requiert l’utilisateur.
24. Voir la section 2.1.1.2.1 page 23.
25. Dans une interface graphique, l’objet graphique qui a le focus est celui qui sur lequel s’applique les entrées.
En général, un objet qui a le focus est distingué des autres : une section de texte est surlignée, un bouton est
encadré, etc.
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un ensemble de facilités et de comportements par défaut qui permettent de suivre ces conven-
tions. Par exemple, si un développeur déﬁnit un champ texte modiﬁable fourni par une boite
à outils, alors ce champ bénéﬁcie de la possibilité de copier et coller du texte ou d’annuler les
modiﬁcations du champ avec les raccourcis clavier standards ou avec un menu contextuel. Si
la boite à outils est multiplateforme, alors les raccourcis clavier seront adaptés aux conventions
de la plateforme d’exécution. Si les langages d’interaction utilisés avec la souris et le clavier bé-
néﬁcient d’un ensemble de conventions maintenant bien établies, il n’en est pas de même pour
beaucoup d’autres dispositifs d’interaction. En eﬀet, l’utilisation par tous les utilisateurs du cla-
vier et de la souris depuis les années 1980 a vraisemblablement poussé les éditeurs de logiciels
et les constructeurs matériels à oﬀrir des langages d’interaction identiques, ou similaires. Les
nouveaux dispositifs permettent de créer de nouveaux langages d’interaction sans aﬀronter la
résistance au changement des utilisateurs.
Un langage d’interaction en entrée est par déﬁnition dépendant du dispositif d’interaction qui
fournit les données de bas niveau qui sont abstraites selon le langage en information. De plus,
le langage d’interaction est dépendant du noyau fonctionnel et des tâches ou commandes qu’il
fournit puisque ces tâches déﬁnissent la sémantique des informations liées au langage.
Enﬁn, un langage d’interaction est destiné à être employé par un utilisateur. Il se doit donc
d’être en adéquation avec la représentation mentale d’un utilisateur de la tâche à accomplir, tout
en étant facile à apprendre et à retenir. Par exemple, la commande copier – copy en anglais –
correspond à l’appui de la touche c et d’une touche activant le mode commande. Les commandes
avec une sémantique proche, couper et coller, correspondent à l’appui des touches x et v, ces
trois touches sont adjacentes sur la plupart des dispositions claviers. Ce regroupement spatial a
vraisemblablement été guidé par l’envie de regrouper les commandes aux sémantiques proches
pour ainsi faciliter la mémorisation par l’utilisateur du langage de commande.
En synthèse, un langage d’interaction est un ensemble de conventions entre l’utilisateur et un
noyau fonctionnel qui permet l’échange d’informations entre eux. Un langage d’interaction est
dépendant d’un noyau fonctionnel et du dispositif qui permet à l’utilisateur de s’exprimer dans
ce langage.
2.2.3 Modalité d’interaction
Une modalité d’interaction en entrée est une modalité qui permet de véhiculer l’information
d’un utilisateur vers un noyau fonctionnel. À l’opposé, une modalité en sortie est une modalité
qui permet de véhiculer de l’information d’un noyau fonctionnel vers un utilisateur.
Dans la littérature scientiﬁque du domaine de l’IHM, le terme modalité d’interaction peut
être remplacé par le terme technique d’interaction. Néanmoins le terme technique d’interaction
est aussi utilisé pour désigner des objets graphiques interactifs. Cet usage du terme se réfère à
l’interaction instrumentale [Beaudouin-Lafon, 2000] qui explicite la notion d’instrument logique
ou dispositif logique.
De plus le terme modalité d’interaction est systématiquement utilisé dès qu’il y a un méca-
nisme de reconnaissance mis en œuvre et donc incertitude dans l’interprétation des données issues
des dispositifs. Par exemple, il est classique d’étudier la modalité parole, la modalité gestuelle.
De nombreuses déﬁnitions du terme modalité d’interaction ont été proposées. Plusieurs déﬁ-
nitions sont recensées dans [Nigay et Coutaz, 1996], et une proposition de déﬁnition est donnée :
Une modalité est l’association d’un dispositif d’interaction et d’un langage
d’interaction.
Par exemple l’association d’un clavier et d’un langage de commande, peut déﬁnir la modalité
basée sur les raccourcis claviers, qui a été utilisée dans les exemples précédents. Dans la suite
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de ce document nous adhérons à cette déﬁnition car elle permet d’adopter à la fois le point de
vue technique (développement d’une modalité) et le point de vue de l’utilisateur (usage de la
modalité).
2.2.4 Multimodalité
2.2.4.1 Déﬁnition
La multimodalité caractérise une interface qui intègre plusieurs modalités en
entrée ou en sortie. Les interfaces multimodales sont considérées comme une classe d’interface
hommes machines à part entière, au même titre que les interfaces WIMP 26 [Dumas et al., 2009].
En 1980, Richard A. Bolt, avec son article « “Put-That-There”: Voice and Gesture Interface
at the Graphics Interface » 27 est reconnu comme le premier auteur à souligner les avantages à
utiliser deux modalités complémentaires pour interagir avec un système interactif [Bolt, 1980].
Dans cet article, il décrit un système où plusieurs modalités d’entrée sont utilisées pour réaliser
une tâche : le « mets ça là » 28. Pour cela, l’utilisateur décrit l’action à réaliser avec la voix en
énonçant « mets », puis montre la forme à déplacer avec un geste en énonçant simultanément
« ça », et enﬁn désigne le nouvel emplacement en énonçant simultanément « là ».
Deux principaux bénéﬁces sont attendus des interfaces multimodales [Oviatt, 1999] :
– Oﬀrir un moyen d’interaction plus adapté aux tâches et à l’utilisateur. En choisissant une
modalité, la satisfaction de l’utilisateur peut être accrue. En utilisant une modalité adaptée
à la tâche, le nombre d’erreurs peut être minimisé.
– Rendre plus robuste l’interprétation des informations issues de l’utilisateur. Actuellement,
les mécanismes de reconnaissance de gestes, de parole, etc, ne sont pas capables d’eﬀectuer
une reconnaissance correcte en toute situation. L’usage d’une autre modalité en parallèle
peut augmenter le taux de reconnaissance correcte.
Sharon Oviatt a mené une expérience dans le but d’évaluer les diﬀérences entre interfaces
multimodales et unimodales [Oviatt, 1997]. Cette évaluation porte sur l’utilisation d’une carte
interactive en deux dimensions en utilisant la parole, le pointage avec un stylet, et les deux. De
cette évaluation, il ressort que les utilisateurs font moins d’erreurs avec une interface multimo-
dale, et qu’ils préfèrent quasiment tous les interfaces multimodales. De plus, leur eﬃcacité est
légèrement améliorée. Il n’est néanmoins pas évident que ce résultat soit généralisable à toutes
les interfaces multimodales.
Les interfaces multimodales sont souvent considérées comme naturelles parce qu’elles in-
tègrent des modalités dites naturelles, comme les interfaces vocales [Juang et Rabiner, 2004],
les modalités gestuelles [Mitra et Acharya, 2007] ou encore les modalités basées sur l’utilisation
d’un stylet électronique [Dai, 2004]. Cet emploi du terme « naturel » est à prendre avec précau-
tion comme le souligne Norman [Norman, 2010]. Le caractère naturel fréquemment associé aux
interfaces multimodales est aussi issu de l’exemple séminal du « mets ça là » de Bolt.
D’un point de vue de l’utilisation, la multimodalité permet à l’utilisateur soit de choisir
la modalité qu’il ou elle préfère, soit d’utiliser conjointement plusieurs modalités, de façon
séquentielle ou parallèle. Ces deux possibilités d’utilisation de la multimodalité ne sont bien sûr
pas exclusives. Elles sont décrites plus en détail avec les relations [Nigay et Coutaz, 1997].
La suite se concentre sur les interfaces multimodales en entrée.
26. WIMP est l’acronyme de windows, icons, menus and pointer, c’est-à-dire « fenêtres, icones, menus et cur-
seur », le style d’interaction très utilisé pour les interfaces graphiques.
27. En français : « Mets ça là » : interface vocale et gestuelle pour une interface graphique.
28. En anglais : put that there.
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2.2.4.2 Choix de modalités : équivalence
Le choix par l’utilisateur d’une modalité peut être motivé de plusieurs manières : en fonc-
tion de ses habitudes, de ses envies, de son habileté à utiliser telle ou telle modalité, de sa
proximité spatiale avec un dispositif, de l’adéquation de la modalité à la tâche qu’il souhaite
eﬀectuer, de l’environnement physique, etc. Donner le choix à l’utilisateur entre le clavier et
la souris pour réaliser toute tâche est une recommandation pour le développement d’interface
utilisateur [Berry, 1988]. Transposé aux environnements pervasifs, un concepteur d’interfaces
utilisateur devrait, pour chaque tâche, donner le choix à l’utilisateur entre toutes les modalités
existantes. Bien sûr, cette recommandation n’est valable que si une modalité considérée permet
de fournir une entrée attendue par le noyau fonctionnel pour une certaine tâche. Cependant, les
concepteurs doivent éviter de faire des suppositions sur les préférences de l’utilisateur, puisque
le choix n’est pas uniquement guidé par l’adéquation d’une modalité à la tâche à eﬀectuer. De
plus, deux environnements pervasifs n’ont pas nécessairement les même modalités disponibles, il
est donc malaisé de présupposer la présence d’une certaine modalité.
L’équivalence est une des quatre propriétés CARE 29. L’assignation – autre propriété
CARE – est la restriction d’une tâche à une modalité : cette tâche de doit pas pouvoir être
réalisée par une autre modalité. Elle caractérise l’absence de choix pour l’utilisateur. Cette pro-
priété va à l’encontre de caractéristiques des environnements pervasifs : dynamisme (l’unique
modalité peut disparaitre, la tâche devient alors inaccessible ; une nouvelle modalité apparais-
sant peut constituer une modalité plus adaptée), et état de l’environnement à l’exécution inconnu
lors de la spéciﬁcation.
Les deux propriétés CARE restantes sont abordées dans la section suivante.
2.2.4.3 Combinaison de modalités : complémentarité et redondance
Utiliser conjointement plusieurs modalités signiﬁe que l’interface multimodale est capable de
corréler ou combiner des informations issues de plusieurs modalités. L’exemple de Bolt combine
l’information issue de la modalité parole – la fonction voulue par l’utilisateur – avec les infor-
mations issues de la modalité gestuelle – les objets sur lesquels porte la fonction. L’information
complète reçue par le noyau fonctionnel est produite à partir des informations qui sont indé-
pendantes lors de leur entrée dans l’interface utilisateur. La corrélation d’informations issues de
plusieurs modalités correspond à leur mise ensemble dans le but d’interpréter plus sûrement leur
sémantique. Par exemple, si un utilisateur énonce « oui » tout en hochant d’approbation la tête,
alors le système peut interpréter plus sûrement le consentement de l’utilisateur.
La corrélation d’informations issues de plusieurs modalités est intéressante pour les modalités
intégrant un mécanisme de reconnaissance, comme la reconnaissance de la parole, où un mot
reconnu peut être annoté avec un degré de conﬁance par la partie chargée de la reconnaissance.
Une information issue d’une autre modalité peut faire varier ce degré de conﬁance. Un degré de
conﬁance vise à guider l’interface multimodale dans son choix de l’interprétation. La corrélation
d’information est également très intéressante dans le cas de tâches critiques, comme la suppression
de ﬁchiers : deux modalités peuvent être requises pour eﬀectuer la tâche, et ainsi éviter les
activations accidentelles de la tâche.
L’intérêt de la combinaison d’informations dépend largement du noyau fonctionnel. Les
bonnes pratiques en conception d’interface utilisateur recommandent d’utiliser une architecture
qui découple le noyau fonctionnel de la partie interface, c’est une application du principe de
la séparation des préoccupations du génie logiciel. C’est ce que proposent les modèles d’archi-
tecture comme MVC [Krasner et Pope, 1988], Arch [archSigchiBull, 1992], PAC [Coutaz, 1987],
29. Acronyme de complementarity, assignment, redundancy, equivalence, soit complémentarité, assignation,
redondance et équivalence.
33
etc. Ainsi, le noyau propose un ensemble de tâches qui peuvent être réalisées par un utilisateur.
L’interface en entrée interprète les informations produites par l’utilisateur pour ﬁnalement faire
exécuter par le noyau fonctionnel la tâche souhaitée par l’utilisateur. Faire exécuter une tâche
par le noyau fonctionnel peut être modélisé comme un appel de fonction qui a éventuellement
des paramètres. Le noyau fonctionnel est alors une boite noire qui dispose d’une API 30. Donc,
le rôle d’une interface utilisateur est de trouver quelle fonction appeler, et quels paramètres lui
fournir. Dans un premier cas simple de combinaison, la fonction à appeler et les paramètres sont
directement récupérés des données fournies par l’utilisateur. Les cas plus compliqués émergent du
type des paramètres : une fonction de création de formes dans un logiciel de dessin peut requérir
un point, c’est-à-dire un couple de valeurs qui représente une coordonnée. Ces valeurs peuvent
être fournies par deux modalités en entrée distinctes et doivent être combinées pour former une
coordonnée.
2.2.4.4 Synthèse
En synthèse, nous considérons deux niveaux d’abstraction dans une modalité d’interaction :
le dispositif et le langage. Nous retenons de la multimodalité ses deux apports principaux que
sont la ﬂexibilité en oﬀrant des choix aux utilisateurs et la possibilité d’utiliser conjointement
plusieurs modalités.
2.3 Conclusion : pourquoi la multimodalité en environne-
ment pervasif ?
Nous concluons ce chapitre en présentant l’apport de la multimodalité pour les environne-
ments pervasifs, puis une étude préliminaire sur la manière d’intégrer les interfaces multimodales
dans les applications est présentée.
2.3.1 Apport de la multimodalité pour les environnements pervasifs
L’hétérogénéité des dispositifs présents dans les environnements pervasifs est inhérente aux
environnements pervasifs. Ainsi, une interface utilisateur dans un environnement pervasif qui
ne pose pas de prérequis fort sur les dispositifs d’interaction est par déﬁnition une interface
multimodale, puisque plusieurs dispositifs – donc plusieurs modalités – peuvent être utilisées. La
multimodalité peut-être ainsi vue comme une composante inhérente des interfaces utilisateur en
environnement pervasif.
Par ailleurs, le choix donné aux utilisateurs ﬁnaux par les interfaces multimodales est une
caractéristique intéressante pour les environnements pervasifs : elles améliorent l’opportunisme
des interfaces utilisateur.
Enﬁn, le dynamisme est une caractéristique des environnements pervasifs, notamment les ar-
rivées et départs de dispositifs d’interaction. La multimodalité, en s’intéressant à la combinaison
de modalités, permet d’exploiter diﬀéremment un même dispositif selon les autres dispositifs et
les services présents dans l’environnement à un instant donné.
La multimodalité augmente donc la ﬂexibilité et l’opportunisme des interfaces utilisateur.
30. API est le sigle d’advanced programming interface, qui peut se traduire par « interface de programmation ».
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2.3.2 Greﬀe de multimodalité : notre hypothèse
Alors que la plupart des applications proposent une interface graphique, seule une partie
inﬁme est conçue pour aller au-delà de la multimodalité proposée de base par les boites à outils
graphiques. Il est illusoire de croire que les concepteurs vont demain se mettre à développer des
interfaces multimodales qui ne sont pas déjà gérées par ces boites à outils. Quelles solutions
existent pour ajouter une interface multimodale en entrée à une application existante et à celles
à venir ?
Une interface multimodale en entrée se situe entre un utilisateur et un noyau fonctionnel.
L’immense majorité des applications interactives sont dotées d’une interface utilisateur graphique
en sortie et l’interaction en entrée repose sur la manipulation directe. Dans ce contexte, il est
très diﬃcile de découpler clairement l’interface en entrée de l’interface en sortie. Par exemple
le curseur à l’écran qui reﬂète l’endroit actuellement pointé par l’utilisateur est un concept de
l’interface graphique en sortie. De même dans l’exemple de Bolt, l’interface multimodale en
entrée est dépendante de l’interface graphique en sortie. En eﬀet le pointage se fait sur un point
de l’écran d’aﬃchage, et c’est l’interface graphique en sortie qui peut faire la correspondance
entre ce point et un objet du noyau fonctionnel. Si ce couplage des interfaces en entrée et en
sortie n’est pas un problème lorsque l’interface multimodale en entrée est développée en même
temps que l’interface graphique en sortie, c’est-à-dire que le code de chaque interface peut être
modiﬁé en fonction de l’autre, il devient problématique si un concepteur souhaite ajouter une
interface multimodale en entrée à un logiciel déjà composé d’un noyau fonctionnel et de son
interface graphique en sortie. Ce cas apparaît presque systématiquement dans l’informatique
pervasive pour les logiciels existants : ils n’ont pas été conçus pour être utilisés par une interface
multimodale en entrée. Le logiciel est alors une seule unité, l’interface graphique en sortie et le
noyau fonctionnel ne sont pas dissociables, vu de l’extérieur. Même si son architecture respecte le
couplage faible entre le noyau fonctionnel et l’interface graphique, cette architecture est rarement
accessible de l’extérieur. Par contre, un logiciel peut proposer une API pour être manipulable de
l’extérieur.
Une approche interne, pragmatique, serait de modiﬁer le logiciel même. Cependant, cette
approche est plutôt limitée. Si c’est le concepteur de logiciel qui souhaite ajouter une interface
multimodale, il peut modiﬁer le code source. Mais comme vu dans la partie hétérogénéité, il est
très compliqué de faire une interface susceptible de prendre en compte tous dispositifs, donc toutes
les modalités existantes. De plus, si l’extension multimodale n’est pas faite par le concepteur
lui-même, l’accès au code source est nécessaire pour faire des modiﬁcations. Or cet accès au
code source n’est pas systématique. De plus modiﬁer du code sans qu’il soit intégré dans le
projet initial demande de gros eﬀorts de maintenance pour suivre l’évolution du projet : il est
nécessaire de fusionner les évolutions de code au fur à mesure, ce qui peut être compliqué, et les
utilisateurs ﬁnaux n’ont pas forcément connaissance du logiciel résultant dérivé. De plus, ajouter
une interface multimodale à un logiciel n’est pas forcément une caractéristique importante qui
amène un utilisateur à choisir un logiciel dérivé plutôt que l’original. Le travail autour du logiciel
est dédoublé : documentation, rapports de bugs, site web, communauté d’utilisateurs, etc.
Aussi, l’approche externe semble réalisable avec beaucoup moins d’eﬀorts. L’inconvénient ma-
jeur de cette approche est l’impossibilité d’accéder à l’état interne du logiciel, et notamment à
l’état de l’interface graphique en sortie. Cet inconvénient est à relativiser par les bonnes pratiques
de développement : un noyau fonctionnel doit masquer son état interne et n’être accessible que
par une API. Ainsi, la facilité d’appliquer une approche externe est très dépendante de la qualité
et de l’étendue de la couverture de l’API d’un logiciel. L’approche externe suppose la possibilité
d’étendre un logiciel via une API. S’il est diﬃcile d’avoir une vision globale de tous les logiciels
actuels, une tendance des logiciels à proposer des mécanismes d’extension peut être remarquée.
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Par exemple, les navigateurs web comme Mozilla Firefox 31, Google Chrome 32 proposent des
mécanismes d’extension. De même que les environnements de développement comme Eclipse 33
et NetBeans 34, les applications web comme MediaWiki 35, les services en ligne comme Google
Earth 36 et Facebook 37, etc. L’approche externe semble donc prometteuse et surtout pragma-
tique dans le contexte actuel.
Partant de la vision de Weiser qui a vingt ans, les concepts sont établis. En nous reposant
sur ce socle conceptuel, nos travaux sont consacrés aux aspects d’ingénierie des environnements
pervasifs. Aussi le chapitre suivant présente les outils et plateformes existantes qui traitent des
environnements pervasifs et de l’interaction multimodale.
31. Site oﬃciel : http://www.mozilla.org/en-US/firefox/new/, site d’entensions : https://addons.mozilla.
org/en-US/firefox/.
32. Site oﬃciel : https://www.google.com/chrome, site d’extensions : https://chrome.google.com/extensions.
33. Site oﬃciel : http://www.eclipse.org/.
34. Site oﬃciel : http://netbeans.org/.
35. Site oﬃciel : http://www.mediawiki.org/, liste d’extensions : http://www.mediawiki.org/wiki/Special:
AllPages/Extension:.
36. Site oﬃciel : https://developers.google.com/earth/, API : http://code.google.com/apis/earth/.
37. Site oﬃciel : http://www.facebook.com/, site pour les développeurs : http://developers.facebook.com/.
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Chapitre 3
Plateformes logicielles pour
l’informatique pervasive et
l’interaction multimodale
Dans le chapitre précédent, nous nous sommes concentrés sur les concepts clefs de l’informa-
tique pervasif et de la multimodalité et nous avons montré l’intérêt de l’interaction multimodale
dans un environnement pervasif. Les éléments conceptuels étant ﬁxés, nous consacrons le reste
de ce mémoire à la réalisation logicielle de systèmes multimodaux pervasifs. Pour cela, nous
étudions dans ce chapitre les outils existants puis nous présentons dans le chapitre 4 notre so-
lution conceptuelle pour la réalisation logicielle avant de présenter une implémentation de notre
solution, la plateforme DynaMo au chapitre 5.
Dans ce chapitre nous organisons notre revue des outils logiciels en deux parties. Nous étu-
dions d’abord les plateformes généralistes pour gérer le dynamisme, notamment celles axées sur
l’informatique pervasif. Puis nous étudions les plateformes qui dédiés à la multimodalité. Notre
revue des plateformes logicielles couvrent donc au moins deux domaines de recherche : le génie
logiciel et l’interaction homme-machine.
L’hétérogénéité – abordée dans le chapitre précédent – ne fait pas l’objet d’une section par-
ticulière dans ce chapitre. En eﬀet, le concept d’hétérogénéité est très vaste et concerne tous les
domaines, il est donc traité de manière transverale tout au long de ce chapitre.
3.1 Plateformes généralistes pour le dynamisme
Dans la section 2.1.2 a été abordé le dynamisme dans les environnements pervasifs. En logiciel,
gérer le dynamisme implique de connaitre l’évolution de l’état de l’environnement et d’adapter le
logiciel en conséquence. L’adaptation d’un système implique la gestion du dynamisme. Le but de
cette section est de présenter des travaux qui oﬀrent des mécanismes pour adapter des systèmes.
Cette section est divisée en deux grandes parties : elle présente d’une part des plateformes
généralistes pour le dynamisme et d’autre part des plateformes plus spécialisées pour la gestion
du dynamisme au sein des environnements pervasifs.
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3.1.1 Introduction
Quel que soit le niveau d’abstraction utilisé pour gérer le dynamisme, il repose en dernier lieu
sur les mécanismes de bas niveau fourni par le matériel électronique. Ainsi, les possibilités oﬀertes
à des plus hauts niveaux d’abstraction ne peuvent dépasser celles du matériel. Quel que soit le
niveau d’abstraction proposé à un concepteur, il existe donc une limite. Comparer les possibilités
de gestion du dynamisme s’entend comme la comparaison de la facilité de développement, de la
rapidité, et éventuellement des restrictions imposées.
Plusieurs langages généralistes proposent des mécanismes pour le dynamisme. Cependant, ces
mécanismes ne portent que sur les concepts proposés par le langage. Ces concepts sont d’assez
bas niveau au regard de l’architecture globale d’un système créé avec ce langage : la granularité
prise est bien souvent trop petite pour concevoir un système globalement dynamique reposant
uniquement sur ces mécanismes. Aussi, la prise en compte du dynamisme peut être relayée au
niveau de l’architecture d’un système. Deux approches architecturales proposent des mécanismes
dynamiques de plus gros grains : l’approche à composant et l’approche à service.
L’approche à composant propose de construire des applications en assemblant des com-
posants. Plusieurs déﬁnitions du concept de composant existent [Lau et Wang, 2005]. Szyperski
déﬁnit un composant comme « une unité de composition avec des interfaces spéciﬁées par contrat
et des dépendances contextuelles explicites uniquement. Un composant peut être déployé de fa-
çon indépendante, et il est sujet à la composition par des tiers »[Szyperski et al., 2002, p. 41] 1.
Le concept de composition est primordial dans l’approche à composant. Il suppose la présence
d’un langage de composition. Une composition est un assemblage d’instances de composants.
Une instance de composant est une copie d’un composant qui possède un état et peut être para-
métré. Selon le contexte, le terme composant peut faire référence à une instance de composant.
Un composant est représenté dans la ﬁgure 3.1.
L’approche à composants promeut la composition de briques de base génériques. Ainsi, la
réutilisation se fait à un grain plus ﬁn que les logiciels complets génériques. Les mises à jour
peuvent se faire au niveau du composant et non du logiciel, limitant ainsi leurs eﬀets poten-
tiellement négatifs. L’utilisation d’une technologie ouverte à composant permet la pluralité des
fournisseurs de composants : un composant est déﬁni par son interface, permettant notamment
de déﬁnir une équivalence entre des composants. Le concept de composant tel que présenté ici
est très général, les technologies fournissant le concept de composant sont appelées des modèles
à composants. Un modèle à composant déﬁnit trois aspects : la syntaxe d’un composant, la
sémantique d’un composant, et la manière de les assembler [Lau et Wang, 2005].
Le concept de conteneur – ou membrane – est bien souvent proposé par les modèles à com-
posants. Il permet d’encapsuler un noyau de composant, correspondant à la sémantique du com-
posant, par des caractéristiques générales à tous les composants. Un conteneur peut par exemple
fournir des mécanismes d’arrêt et de démarrage d’un composant. Pour permettre de spécialiser les
instances de composant, un modèle à composant peut permettre à un composant d’être exprimé
en fonction d’une conﬁguration, c’est-à-dire exprimer l’algorithme d’un composant en fonction de
variables qui prennent une valeur lors de l’instanciation. La conﬁguration d’un composant peut
être une manière de faire de l’adaptation au niveau d’un composant. La gestion du dynamisme
n’est pas un présupposé de l’approche à composant, mais elle est proposée par certains modèles
à composants, qui proposent alors diﬀérents mécanismes dynamiques.
L’approche à service est un paradigme qui utilise des services comme briques de base pour
le développement d’application [Papazoglou et Georgakopoulos, 2003]. Un service est une entité
1. Proposition de traduction pour « a software component is a unit of composition with contractually speciﬁed
interfaces and explicit context dependencies only. A software component can be deployed independently and is
subject to composition by third parties. ».
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Interface fournie
Conteneur
Contenu
Interface requise
Figure 3.1 – Représentation d’un composant.
autonome qui est composée d’une description de ses capacités, et d’une entité logicielle qui réalise
eﬀectivement ces capacités. Une application est alors un ensemble de services sélectionnés, puis
composés. Ce paradigme vise à faciliter la création d’applications ﬂexibles et dynamiques,
en promouvant le couplage faible entre les diﬀérentes parties d’une application et la possibilité
de sélectionner des services à l’exécution.
L’approche orientée service repose sur l’architecture orientée service. Cette architecture
est composée de quatre éléments : une spéciﬁcation de service, un fournisseur de service, un
consommateur de service et un annuaire de services. L’objectif du consommateur de service
est d’utiliser un service dont il a besoin. Cette utilisation se fait en trois étapes. D’abord, la
publication : le fournisseur s’enregistre dans l’annuaire en lui donnant sa spéciﬁcation, c’est-
à-dire la description de ses capacités et un ensemble de propriétés qu’il possède. Ensuite, la
découverte : le consommateur demande à l’annuaire l’ensemble des services qui sont susceptibles
de répondre à son besoin. Enﬁn, la liaison : le consommateur sélectionne un fournisseur et se
connecte à lui pour l’utiliser. Cette architecture est représentée dans la ﬁgure 3.2.
Annuaire
Consommateur Fournisseur
PublicationDécouverte
Liaison
Figure 3.2 – Architecture orientée service.
Alors que l’approche à composant ne précise pas les mécanismes de liaison entre composants,
le mécanisme de liaison de services en trois étapes proposé par l’architecture orientée service
facilite la liaison retardée 2, ouvrant ainsi clairement la voie à une architecture dynamique. La
spéciﬁcation de service, comme les interfaces des composants, permet d’introduire une certaine
équivalence entre les entités.
L’approche à composant, comme l’approche à service, donne des principes architecturaux pour
construire des applications, d’un niveau d’abstraction plus haut que les concepts des langages
de programmation généralistes. Ces deux approches donnent un cadre et des outils qui peuvent
faciliter et accélérer la conception d’applications, mais aussi fournir des mécanismes dynamiques
robustes qui sont pertinents pour la construction de systèmes pervasifs. Nous illustrons ces deux
points dans les sections suivantes.
2. Traduction de late binding.
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3.1.2 OSGi
OSGi est une spéciﬁcation ouverte déﬁnie par l’OSGi Alliance, un consortium mondial fondé
en 1999, qui vise à déﬁnir une plateforme pour la construction d’applications modulaires en Java,
dans le but de réduire la complexité logicielle 3. En 2011, le consortium est notamment composé
de géants du secteur informatique comme Hitachi, IBM, NTT, Oracle, Siemens AG, etc. Ce
standard suit l’approche à service.
OSGi est donc une spéciﬁcation déﬁnissant une plateforme qui permet d’utiliser l’approche
à service. Cette spéciﬁcation repose sur le langage Java. Elle déﬁnit une manière de développer,
déployer et gérer des services [osgi43, 2011]. Elle se concentre en premier lieu sur une utilisation
locale 4 de l’approche à service, bien qu’elle spéciﬁe une architecture de haut niveau pour gérer
la distribution. Elle est divisée en plusieurs couches, dont la couche module, la couche cycle de
vie et la couche service. La couche service repose sur la couche cycle de vie, qui repose sur la
couche module.
La couche module déﬁnit une modularisation selon des entités appelées bundles, qui sont
une mise en commun de ressources et de codes exécutables 5. Un bundle peut dépendre d’entités
externes : un autre bundle, une bibliothèque partagée, un périphérique, etc. Il peut également dé-
clarer les capacités qu’il fournit, desquelles un autre bundle peut dépendre. Cette modularisation
peut être vue comme une approche à composant.
La couche cycle de vie déﬁnit un bundle comme une unité de déploiement, c’est-à-dire qu’il
peut être installé, démarré, mis à jour, arrêté et désinstallé. L’installation se fait au sein d’une
plateforme OSGi qui prend en charge le cycle de vie des bundles. Le standard déﬁnit une API
pour agir sur le cycle de vie ; un bundle ou un administrateur via une interface utilisateur peut
utiliser cette API. Les dépendances doivent être satisfaites pour que le bundle puisse démarrer.
Lorsqu’un bundle démarre, il passe par une phase d’activation qui lui permet de s’initialiser :
allocation de ressources, création de processus, enregistrement de services, etc. De même, lorsqu’il
s’arrête, il doit libérer les ressources, arrêter les processus démarrés, etc. L’ensemble des états
possibles d’un bundle et des transitions possibles entre les états est résumé dans la ﬁgure 3.3.
Désinstallé Installé
Résolu
résout désinstalle
désinstalle
installe
démarre
arrête
Démarrant
Actif
S'arrêtant
Figure 3.3 – Cycle de vie d’un bundle : enchainement possible des états d’un bundle. Adaptée
de [osgi43, 2011, p. 90].
Enﬁn, la couche service est dédiée à l’approche orientée service. Cette couche utilise la
couche cycle de vie pour suivre l’évolution de la disponibilité des services. C’est un bundle qui
propose ou requiert des services. Lorsqu’il propose un service, c’est au bundle de l’enregistrer
3. Site oﬃciel du consortium : http://www.osgi.org/.
4. Local signiﬁe ici au sein d’une même plateforme, sur une seule machine.
5. En Java, le code exécutable est regroupé en classes, sous forme de bytecode compréhensible par une machine
virtuelle Java.
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dans l’annuaire ou de le désenregistrer. L’aspect dynamique d’OSGi permet au bundle de faire
ces opérations à n’importe quel moment. Lors de l’enregistrement d’un service, le bundle fournit
l’interface Java 6 implémentée par le service, et un ensemble de propriétés que ce service res-
pecte. L’interface Java et l’ensemble de propriétés correspondent à la spéciﬁcation de service de
l’architecture orientée service. Les propriétés sont importantes car elles constituent les critères
qui permettent à un consommateur de service de sélectionner un service parmi l’ensemble des
services qui correspondent à son besoin. Si un bundle a besoin d’un service, il peut s’enregistrer
pour être prévenu des évolutions de la disponibilité de ce service. C’est au bundle d’eﬀectuer le
travail nécessaire pour tenir compte de ces évolutions. Par contre, puisque la plateforme OSGi
gère le cycle de vie des bundles, elle désenregistre automatiquement les services proposés par un
bundle lorsque celui-ci s’arrête.
Par l’intégration de la gestion du cycle de vie de bundles avec les mécanismes de l’approche à
service, OSGi permet de développer des applications dynamiques. Cependant, les concepteurs de
bundles doivent gérer eux-mêmes les apparitions et disparitions de services, qui peuvent intervenir
à tout moment lors de l’exécution. C’est une tâche complexe et source d’erreurs, notamment parce
que un bundle fournit du code métier et du code qui gère la disponibilité des services : le principe
de séparation des préoccupations n’est pas respecté. De plus, OSGi ne fournit pas une vue de
haut niveau d’abstraction qui permet de composer les services entre eux.
3.1.3 iPOJO
iPOJO est un modèle à composants orientés services. Il a été réalisé dans le cadre d’une
recherche doctorale au sein de l’équipe Adèle du laboratoire d’informatique de Grenoble. La
thèse a été soutenue en 2008 [Escoﬃer, 2008]. iPOJO constitue un sous projet d’Apache Felix,
l’implémentation d’OSGi de la fondation Apache, il est encore développé en 2012.
L’idée des composants orientés service a émergé du constat qu’il est diﬃcile de réutili-
ser ou changer des compositions de services [Yang, 2003], dû au manque de structuration des
compositions que permettent de produire les outils existants. De plus, il est impossible de spé-
ciﬁer des compositions structurelles avec l’approche orientée service [Cervantes et Hall, 2004].
L’approche à composant orienté service vise alors à utiliser l’approche à service en ajoutant des
éléments de l’approche à composant 7. L’approche à composant propose la composition struc-
turelle : une application est un assemblage de composants, cet assemblage est en général décrit
grâce à un langage de description d’architecture 8. Elle propose aussi d’encapsuler la partie mé-
tier d’un composant par un conteneur qui prend en charge des besoins génériques non liés à
la partie métier. L’approche à composant, seule, ne suﬃt généralement pas à bénéﬁcier de mé-
canisme puissant pour gérer le dynamisme : bien que la sélection de composant à l’exécution
n’entre pas en contradiction avec l’approche à composant, très peu de modèles à composant le
proposent [Escoﬃer et al., 2007]. De même, la disparition de composants est rarement pris en
compte dans les modèles à composants.
Un des buts d’iPOJO est d’extraire et d’automatiser la gestion du dynamisme des services,
pour soulager le développeur de service [Escoﬃer et al., 2007]. Cette gestion du dynamisme est
alors assurée par le conteneur du composant, sous forme de handlers 9. Un langage de composi-
tion structurelle permet d’exprimer le comportement lié au dynamisme d’un composant iPOJO.
Les handlers exploitent ces compositions pour créer ou supprimer des connexions avec d’autres
composants. L’aspect service de iPOJO permet aux handlers de découvrir les services disponibles
6. Une interface Java contient un ensemble de signatures de méthodes, mais ne fournit pas d’implémentation.
Une interface est implémentée par une classe, qui elle fournit le code exécutable qui réalise les méthodes.
7. Ou inversement, selon le point de vue.
8. ADL en anglais, acronyme de architecture description language.
9. « Gestionnaires » en français.
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lors de l’exécution, via un annuaire de service. L’environnement d’exécution proposé par iPOJO
permet aux composants d’être valides ou non selon l’état des dépendances d’un composant : le
cycle de vie des composants est géré automatiquement, le développeur d’un composant n’a donc
pas nécessairement à écrire le code qui gère ce dynamisme. Un composant iPOJO peut exhiber
des propriétés qui sont conﬁgurables, leurs valeurs peuvent être fournies dans la description des
instances ou au démarrage du composant, et peuvent être modiﬁées pendant l’exécution. Enﬁn,
iPOJO est extensible : le mécanisme des handlers est générique, les handlers gérant les dépen-
dances sont fournis avec iPOJO, et il est possible à un développeur d’en déﬁnir d’autres. Un
composant orienté service avec des handlers est représenté sur la ﬁgure 3.4.
Conteneur
Handler
Contenu
Figure 3.4 – Exemple de composant iPOJO ayant quatre handlers. Adaptée
de [Escoﬃer et al., 2007].
Au niveau de la réalisation logicielle, iPOJO se base sur OSGi. Les instances de composants
sont exposées sous la forme de services au sein de la plateforme OSGi. Un composant peut
dépendre d’autres composants iPOJO, mais aussi de services OSGi. Cette intégration évite de
fragmenter les plateformes à services en proposant une autre plateforme non compatible avec
l’existant. Un composant iPOJO est une classe Java traditionnelle dans laquelle est injectée
les mécanismes de liaisons avec les handlers 10, lors de la compilation en bytecode Java. Des
métadonnées viennent compléter cette classe, sous forme d’annotations 11 ou de ﬁchier XML.
3.1.4 Cilia
Cilia est un modèle à composant dédié à la médiation de données. Il a été réalisé dans le cadre
d’une recherche doctorale au sein de l’équipe Adèle du laboratoire d’informatique de Grenoble.
La thèse a été soutenue en juin 2012 [Garcia, 2012].
La médiation de données est un domaine qui vise à l’exploitation de données, sous l’angle
de la récupération de données d’une ou plusieurs sources, des traitements des données récupérées,
et de l’envoi des données à un ou plusieurs consommateurs. Le but du traitement des données
est d’adapter les données fournies pour qu’elles puissent être consommées. D’un point de vue
architectural, une médiation de données peut être décomposée comme un ensemble d’entités
élémentaires connectées entre elles, ainsi qu’aux fournisseurs et aux consommateurs de don-
nées, entités capable d’eﬀectuer les traitements nécessaires pour que les données des fournisseurs
puissent être exploitées par les consommateurs. De telles entités sont alors appeléesmédiateurs.
Gio Wiederhold déﬁnit un médiateur comme « une entité logicielle qui exploite les connaissances
sur un certain ensemble ou sous-ensemble de données dans le but de produire de l’information
pour une couche applicative de plus haut niveau » 12 [Wiederhold, 1992]. Il énonce cinq tâches
10. D’où le nom iPOJO : injected POJO, POJO signiﬁant plain old Java object, c’est-à-dire un objet Java
ordinaire.
11. Les annotations permettent de déclarer très facilement des propriétés aux diﬀérents constituants d’une classe
Java. Voir http://docs.oracle.com/javase/6/docs/technotes/guides/language/annotations.html.
12. Proposition de traduction pour « A mediator is a software module that exploits encoded knowledge about
certain sets or subsets of data to create information for a higher layer of applications ».
42
qui couvrent l’ensemble des fonctionnalités que peuvent remplir les médiateurs vis-à-vis des don-
nées : la sélection, la fusion, la réduction, l’abstraction et la généralisation. De cette déﬁnition
et des tâches transparaient le changement de signiﬁcation, mais aussi l’acquisition de sens : la
donnée devient information.
Cilia est un modèle à composant qui vise à développer des composants faiblement couplés
pour construire des applications de médiation ﬂexibles, qui peuvent être distribuées et dyna-
miquement changées à l’exécution [Garcia et al., 2010]. Puisqu’ils sont destinés à faire de la
médiation, les composants sont appelés médiateurs. Comme le montre la ﬁgure 3.5, un média-
teur est composé de trois parties : un planiﬁcateur, un processeur et un répartiteur 13. Ces trois
parties correspondent à trois rôles attribués aux médiateurs vis-à-vis des données qu’ils ont à
traiter. Cette décomposition est également le reﬂet du traitement des données dans le temps au
sein d’un même médiateur : reçue par un médiateur, une donnée – ou un ensemble de données
– est dans un premier temps traitée par le planiﬁcateur, qui eﬀectue un traitement sur celle-ci,
puis la passe éventuellement à un processeur, qui eﬀectue à son tour un traitement, puis la passe
éventuellement à un répartiteur, qui de même eﬀectue un traitement et la sort du médiateur.
Planiﬁcateur
Processeur
Répartiteur
Figure 3.5 – Médiateur Cilia. Adaptée de [Garcia et al., 2010].
Premièrement, le planiﬁcateur a deux rôles : agrégation de données et déclenchement du
traitement du processeur. L’agrégation de données peut être basée sur une corrélation temporelle,
pour faire de la synchronisation par exemple, ou sur une corrélation conceptuelle, pour préparer
un traitement sur un ensemble de données comme un calcul de moyenne. Deuxièmement, le
processeur a pour rôle le traitement métier sur les données : ﬁltrage, opération mathématique,
transformation de type, fusion ou ﬁssion de données, etc. Enﬁn, le répartiteur est en charge de
choisir la destination des données.
Cilia propose un langage dédié pour la construction de chaines de médiation composées de
médiateurs et de connexions. La connexion entre médiateurs se fait avec des liaisons 14. Une liaison
est déﬁnie par deux entités, un expéditeur et un collecteur 15, qui implémentent un protocole de
communication ; un même expéditeur ou collecteur peut participer à plusieurs liaisons. La gestion
de l’hétérogénéité des protocoles de communication est ainsi sortie du médiateur, maximisant
d’un côté la réutilisation des planiﬁcateurs, processeurs et répartiteurs qui sont écrits pour traiter
des données indépendamment des protocoles de communication par lesquels les données arrivent
et partent, et maximisant de l’autre côté la réutilisation des expéditeurs et collecteurs qui sont
uniquement liés à un protocole de communication et ne contiennent pas de traitement spéciﬁque.
Au sein d’une chaine de médiation Cilia, les données sont poussées vers le collecteur suivant
par les expéditeurs, et reçues passivement par les collecteurs. À la frontière d’une chaine de
médiation, des médiateurs particuliers, appelés adaptateurs, permettent de s’aﬀranchir de se
modèle de communication pour être à l’initiative de la récupération de données. Un exemple de
chaine est représenté sur la ﬁgure 3.6.
Un médiateur est décrit en fonction du type de planiﬁcateur, du type de processeur et du
type de répartiteur qui le composent. À son tour, une chaine de médiation est décrite en fonction
13. Proposition de traduction pour scheduler, processor et dispatcher.
14. Traduction de binding.
15. Traduction de sender et de collector.
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Figure 3.6 – Exemple de chaine de médiation Cilia : la chaine fait parvenir des données d’une
base de données vers un Web Service. Trois médiateurs participent à cette chaine, le protocole
JMS est employé entre deux médiateurs. Adaptée de [Garcia et al., 2010].
des médiateurs qui la composent et des liaisons qu’entretiennent ceux-ci. Ces descriptions sont
déclaratives, elles peuvent être écrites dans un ﬁchier que la plateforme Cilia peut exploiter,
ou réalisées lors de l’exécution via une suite d’appels à une API exposée par la plateforme. En
plus de construire des instances de médiateurs et chaines, cette API permet d’en détruire, et de
connaitre toutes les instances en cours d’exécution.
Au niveau de l’implémentation, Cilia repose sur iPOJO, notamment en exploitant son exten-
sibilité via les handlers. Les planiﬁcateurs, processeurs et répartiteurs sont implémentées par des
classes Java, et peuvent donc exploiter toutes les possibilités du langage.
3.1.5 Plateformes pour des environnements pervasifs
Depuis le milieu des années 1990, et plus particulièrement depuis le début des années 2000,
de nombreuses plateformes pour l’informatique pervasive ont été conçues. Déjà en 2005, un ar-
ticle présentait l’analyse d’une trentaine de plateformes [Endres et al., 2005]. Ces plateformes
prennent diﬀérentes formes : « méta-système d’exploitation », framework, modèle d’architecture
ou encore modèle de développement. Elles abordent diﬀérents aspects de l’informatique perva-
sive : informatique répartie et partage des informations, mobilité des dispositifs, hétérogénéité,
etc. Néanmoins, ces plateformes proposent toutes des mécanismes qui permettent aux applica-
tions de s’adapter, notamment au dynamisme des environnements. Ces mécanismes sont variés,
et peuvent recouvrir la manière de détecter les évolutions d’un environnement, les types de rai-
sonnements et la planiﬁcation à mettre en œuvre pour tenir compte des évolutions, ainsi que la
manière de réaliser les adaptations [Kakousis et al., 2010].
Dans cette section sont présentés quatre plateformes dédiées aux environnements pervasifs.
En conclusion nous soulignons leurs similarités, mais aussi leurs complémentarités.
3.1.5.1 iROS
iROS est une plateforme dédiée aux pièces interactives [Johanson et al., 2002]. « iROS » est
l’acronyme de interactive room operating system. Comme son nom l’indique, elle vise à faciliter
les interactions au sein d’une pièce, entre les utilisateurs d’une part et les dispositifs de sortie
et applications d’autre part. Les dispositifs de sorties et les applications sont regroupés sous le
terme « service ». Trois tâches à réaliser par iROS ont été identiﬁées : le déplacement des don-
nées entre les interfaces graphiques des utilisateurs et les services, le déplacement des interfaces
graphiques de contrôle, et la coordination d’applications dynamiques. iROS est décomposé en
44
trois sous-systèmes, qui chacun prennent en charge une tâche : le tas de données 16, iCrafter et
le tas d’évènements 17. Le tas de données permet le déplacement des données, iCrafter permet la
génération et le déplacement des interfaces de contrôle, et le tas d’évènements permet la coordi-
nation des applications dynamiques.
La communication entre les applications se fait via le tas d’évènements, où chaque application
poste des évènements. Un évènement est une collection de triplets composés d’un nom, d’un type
et d’une valeur. Le tas est en charge d’envoyer aux applications intéressées les évènements qu’il
reçoit. Pour cela, les applications déclarent quelles informations les intéressent.
Le tas de données reçoit et stocke les données des applications. Le format et les attributs
de ces données ne sont pas ﬁgés à un ensemble prédéﬁni. De plus, un mécanisme de greﬀons 18
permet de transformer automatiquement les données d’un format à l’autre, suivant les besoins.
Par exemple, il est capable de convertir un ﬁchier PowerPoint en JPEG si le dispositif peut
seulement aﬃcher des images.
iCrafter est une plateforme à service qui permet d’annoncer et d’appeler des services, ainsi
qu’un générateur d’interfaces utilisateur pour les services [Ponnekanti et al., 2001]. Un utilisateur
utilise iCrafter pour choisir les services qu’il souhaite contrôler. iCrafter aﬃche alors une inter-
face. Cette interface est générée à partir d’une description du service. Une description de service
contient l’ensemble des opérations du service et leurs paramètres. Ces descriptons reposent sur
des interfaces (au sens type abstrait) prédéﬁnies, par exemple « PowerSwitchInterface », « Data-
Consumer », « DataProducer », etc. iCrafter est capable d’aﬃcher des interfaces utilisateur qui
agrègent des services, s’il existe un générateur capable d’agréger ces services. Par exemple, un
générateur peut être capable de créer une interface graphique qui agrège les deux services « Data-
Consumer », « DataProducer ». Ceci serait le cas d’un utilisateur qui veut utiliser conjointement
un appareil photo et une imprimante. La description de service de l’appareil photo implémente
l’interface « DataConsumer », la description de service de l’imprimante implémente l’interface
« DataProducer ». S’il existe un générateur d’interfaces qui prend en compte ces deux inter-
faces, alors l’utilisateur aura une interface agrégée qui permet en une seule fois de prendre une
photo puis d’imprimer cette photo, plutôt que de passer par un ﬁchier intermédiaire temporaire.
Chaque générateur est dédié à un langage d’interface utilisateur. HTML et VoiceXML sont deux
exemples de langage d’interface.
3.1.5.2 Gaia
Gaia est une plateforme dédiée aux espaces interactifs [Román et al., 2002]. Elle propose une
infrastructure qui coordonne des entités logicielles et des dispositifs hétérogènes en réseau, au
sein d’un espace interactif. L’utilisateur peut interagir avec plusieurs dispositifs et applications
simultanément. Gaia propose des services qui permettent d’interroger, d’accéder et d’utiliser les
ressources existantes. Gaia permet ainsi de développer des applications centrées utilisateurs, mul-
tidispositifs, sensibles au contexte, et qui tiennent compte des ressources.
Gaia propose cinq services : le gestionnaire d’évènements, le service de contexte, le service de
présence, l’inventaire des ressources et le système de ﬁchier contextuel.
Gestionnaire d’évènements permet aux applications d’être notiﬁées de changements comme
le démarrage d’un composant, la migration d’une application ou l’entrée d’un utilisateur
16. Traduction de data heap.
17. Traduction d’event heap.
18. Traduction de plug-in.
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dans l’espace interactif. Le modèle de communication repose sur trois entités : le fournisseur,
le consommateur et le canal. Un fournisseur envoie des évènements, un consommateur
reçoit des évènements, un canal transmet les évènements produits par des fournisseurs aux
consommateurs. Les consommateurs doivent s’enregistrer auprès d’un canal pour recevoir
les évènements transmis par ce canal. Gaia même propose quelques canaux qui délivrent les
évènements liés aux nouveaux services, applications, personnes, etc. Une application peut
déﬁnir ses propres canaux pour notiﬁer ses changements.
Service de contexte fournit des informations à propos du contexte. À l’inverse du gestion-
naire d’évènement où les consommateurs reçoivent directement les évènements, le service
de contexte est passif et les applications doivent faire la demande pour obtenir les infor-
mations sur le contexte. Le service de contexte propose par exemple : la température, la
localisation des personnes présentes, la météo. Des informations de plus haut niveau peuvent
être déduites de ces informations. Par exemple le type d’activité qui a lieu à un instant
donné peut être inféré par l’analyse des applications en cours d’exécution, des personnes
présentes, etc. Un modèle de règle est proposé : il permet d’évaluer des expressions tel que
« Context(number of people, room 2401, >, 4) AND Context(application, Powerpoint, is,
running) => Context(social activity, room 2401, is, presentation) ».
Service de présence fournit des informations à propos de la présence des applications, des
services, des dispositifs et des personnes. La présence des services et des applications repose
sur la métaphore du rythme cardiaque 19 : les services et applications doivent envoyer à
intervalle régulier un signal. La réception de ce signal permet d’inférer la présence de
l’entité. L’arrêt de la réception du signal déclenche une notiﬁcation de disparition par le
service de présence. La présence des dispositifs et des personnes est inférée par un ensemble
de capteurs.
Inventaire des sources recense les ressources présentes. Chaque ressource a une description
qui décrit ses capacités. Des exemples de capacités de ressources incluent par exemple un
nœud d’exécution, une surface d’aﬃchage et une enceinte. L’inventaire est utilisé lors de
l’instanciation des applications, en faisant des requêtes de type « Category == ’Device’ and
Type == ’Display’ ». Cela permet une certaine généricité dans la description des ressources
nécessaires à une application.
Système de ﬁchiers contextuel structure hiérarchiquement les données liées à un contexte.
Les données sont accédées via des requête de type « /location:/RM2401/situation:/meeting
directory », cette requête renvoie les ﬁchiers liés à la salle 2401 lorsque la salle est en
situation de réunion. Un utilisateur peut insérer dans la hiérarchie ses propres données.
3.1.5.3 WComp
WComp est un modèle à composant visant la composition de web services 20 [Tigli et al., 2009].
Il est développé par l’équipe Rainbow du laboratoire I3S. Ce modèle à composant facilite la
conception d’applications pour les environnements pervasifs en proposant une solution pour la
gestion de la mobilité, de l’hétérogénéité, et du dynamisme.
WComp repose sur trois approches : les web services basés sur des évènements, les compo-
sants et l’adaptation basée sur des aspects d’assemblage. L’utilisation des web services permet
de gérer entre autre l’hétérogénéité des implémentations (à la fois langage de programmation
19. heartbeat en anglais
20. Les web services sont un standard le modèle à services qui semble actuellement le plus utilisé, il est basé
sur l’utilisation du protocole HTTP et du langage XML.
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et plateforme d’exécution). L’utilisation d’évènements permet d’utiliser le modèle architectu-
ral de « publication souscription » 21, qui permet la notiﬁcation d’une manière très découplée.
L’utilisation de composants autorise la composition structurelle. Les compositions structurelles
peuvent être modiﬁées à l’exécution pour adapter une application. Les aspects d’assemblage cor-
respondent à un concept créé pour WComp, qui repose sur les aspects [Kiczales et al., 1997].
Ils permettent d’attacher à un assemblage de composants des règles d’ajout ou de retrait de
composants, et de connexion ou déconnexion de ports.
WComp déﬁnit un composant par une interface. Cette interface est l’ensemble des ports que
propose le composant. Un port correspond soit à une méthode, soit à un évènement. La déﬁnition
d’un assemblage se fait au sein d’un composant conteneur, qui contient l’ensemble des instances
de composants et des liaisons qu’elles entretiennent. Une liaison est déﬁnie par un évènement
et une méthode. Un composant conteneur possède deux interfaces : une interface fonctionnelle
qui exporte les fonctionnalités du composant, c’est-à-dire des évènements et des méthodes, et
une interface qui permet de contrôler l’assemblage en ajoutant ou retirant des composants et
liaisons. Enﬁn, une structuration hiérarchique est possible en insérant au sein d’un assemblage
un composant mandataire qui représente un autre assemblage. Pour adapter dynamiquement les
compositions, des aspects d’assemblage peuvent être déclarés.
La programmation orientée aspect est une manière de suivre le principe de la séparation des
préoccupations, en séparant le code relatif à des préoccupations transversales du code métier.
Schématiquement, des points d’insertion 22 sont déﬁnis à certains endroits d’un code métier, dans
lesquels est inséré du code déﬁni ailleurs. L’exemple typique est la journalisation : plutôt que
d’ajouter en diﬀérents endroits le code nécessaire pour enregistrer certaines informations, le code
nécessaire peut être centralisé, et inséré au sein du code métier en spéciﬁant les points d’insertion.
Les aspects d’assemblage s’inspirent de cette idée : l’ensemble des points d’insertion possibles
sont les composants et les ports d’un assemblage. Le code inséré est un ensemble de description
de reconﬁguration architecturale.
Une reconﬁguration architecturale est exprimée en fonction de variables libres, à la manière
du lambda calcul, qui représentent des composants sur lesquels sont spéciﬁés des ports. Ces
variables libres sont réécrites pour un certain assemblage via des expressions exprimées avec
le langage AWK 23, ce qui correspond concrètement à la déﬁnition des points d’insertion. Une
reconﬁguration est exprimée avec un ensemble de sept opérateurs, parmi la condition, la séquence,
etc. À l’exécution, les aspects d’assemblage sont transformés en un ensemble de primitives de
reconﬁguration : ajout et retrait de composants, ajout et retrait de liaisons entre ports. Cette
transformation s’eﬀectue en quatre étapes : sélections des aspects qui peuvent s’appliquer à
l’assemblage, déﬁnition des points d’insertion sur les aspects, compositions des aspects selon un
ensemble de règles prédéﬁnies ce qui peut amener à des fusions d’aspects, et enﬁn transformation
en un ensemble de primitives de reconﬁguration.
3.1.5.4 Smart-M3
Smart-M3 est une plateforme pour les environnements pervasifs [Honkola et al., 2010] déve-
loppée par l’entreprise Nokia. Il propose une architecture et des concepts pour gérer l’hétérogé-
néité, l’accès à l’information et la localisation des dispositifs dans les environnements pervasifs. La
plateforme s’appuie sur les concepts du web sémantique [Berners-Lee et al., 2001], en apportant
un aspect dynamique.
Smart-M3 repose sur le modèle architectural du tableau noir 24, qui est une manière de parta-
21. Traduction de publish-subscribe.
22. Traduction de pointcut.
23. AWK est un langage dédié principalement au traitement de chaines de caractères.
24. Traduction de blackboard architecture model.
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ger des connaissances entre plusieurs entités : ces entités accèdent à une base de connaissances –
le tableau noir – pour ajouter, consulter, retirer et mettre à jour les connaissances. Dans Smart-
M3, un tableau noir est appelé un courtier d’informations sémantiques 25, les entités sont des
processeurs de connaissances 26. Un ou plusieurs courtiers stockent l’information d’un environne-
ment pervasif. L’information est stockée sous forme de graphe RDF 27. L’information peut être
exprimée selon des ontologies décrite en OWL 28. Le protocole de communication entre les pro-
cesseurs et les courtiers n’est pas imposé et peut être basé sur des technologies de l’approche à
service. Les processeurs ne communiquent pas directement entre eux : ils passent systématique-
ment par les courtiers. Ce faible couplage permet l’apparition et la disparition d’un processeur
sans impacter les autres. Un exemple d’utilisation de Smart-M3 est représenté sur la ﬁgure 3.7.
Courtier C
Processeur
de connaissances
P1
Processeur
de connaissances
P2
Ontologie
O1
Ontologie
O2
Application A1 Application A2
Figure 3.7 – Exemple d’utilisation de Smart-M3 : deux applications peuvent communiquer via
le courtier, en passant par des processeurs de connaissances. L’application A1 passe par une
ontologie O1 pour accéder à l’information, l’application A2 passe directement par le processeur
de connaissances. Adaptée de [Honkola et al., 2010].
Comme le montre la ﬁgure 3.7, pour exploiter la plateforme Smart-M3, une application utilise
un ou plusieurs processeurs pour accéder aux connaissances, ou passe par l’API d’une ontolo-
gie. Elle peut alors ajouter, retirer et mettre à jour des connaissances, et bien sûr y accéder au
moyen de requêtes, mais aussi s’enregistrer pour être prévenue des changements de connaissances.
Pour que les connaissances puissent être exploitables par plusieurs applications, ces applications
doivent nécessairement connaitre la sémantique des connaissances. Soit elles les connaissent direc-
tement, soit elles passent par des ontologies, pas forcément identiques, mais qui doivent reposer
au moins en partie sur les mêmes connaissances. Ainsi, Smart-M3 promeut la standardisation
des ontologies propres à un domaine, plutôt que la standardisation des cas d’utilisation d’un
domaine.
Une démonstration a été réalisée à partir de cette plateforme, dans lesquels les ontologies sont
utilisées pour inférer des objectifs de l’utilisateur [Niezen et al., 2010, van der Vlist et al., 2010].
Cette démonstration permet à un utilisateur de créer des connexions sémantiques entre diﬀérents
dispositifs. Une interface tangible permet à l’utilisateur de connaitre les connexions possibles
entres les diﬀérents dispositifs, et de réaliser ces connexions de manière symbolique.
25. Traduction de semantic information broker.
26. Traduction de knowledge processor.
27. RDF est le sigle de resource description framework, un format de description de ressources.
28. OWL, également appelé Web Ontology Language, est un langage de représentation de connaissances.
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3.1.6 Synthèse
Cette revue des plateformes pour le dynamisme a été scindée en deux parties : les plate-
formes généralistes et les plateformes dédiées aux environnements pervasifs. Les premières font
peu d’hypothèses sur le domaine d’utilisation, et fournissent des mécanismes très génériques qui
permettent d’adapter des applications à un environnement dynamique. Elles ciblent les dévelop-
peurs qui souhaitent bénéﬁcier d’une solution technique pour gérer le dynamisme.
Les secondes sont dédiées à l’informatique pervasive et s’appuient généralement sur des
plateformes généralistes. Ainsi, WComp se place au-dessus des services web, Smart-M3 sug-
gère que diﬀérentes technologies sous-jacentes peuvent être utilisées, notamment des techno-
logies proposant l’approche à service, ReWiRe – qui n’a pas été présenté ici – s’appuie sur
OSGi [Vanderhulst et al., 2008]. Elles exhibent souvent des cas d’utilisations concrets mettant
en jeu des dispositifs physiques réels : le dynamisme des dispositifs est traité. La découverte de
ces dispositifs, ou plus généralement de services, est un problème identiﬁé : iROS dispose d’un
service de découverte, EMI2lets – qui n’a pas été présenté ici – la considère comme une fonc-
tionnalité primordiale [López-de Ipiña et al., 2006], le protocole de communication déﬁnit par
Smart-M3 inclus les primitives d’arrivée et de départ, etc.
Si quelques plateformes abordent la multimodalité, son traitement n’est pas central. Par
exemple, la fusion de données n’est pas abordée. L’accent est mis sur la conception générale
d’applications, plutôt que sur la conception d’interactions que peut avoir un utilisateur avec
les services. Les plateformes qui concernent plus particulièrement l’adaptation des interfaces
graphiques – non traitées ici – abordent ces interactions, mais n’abordent pas l’aspect découverte
de dispositifs et récupération des données qui en sont issues.
3.2 Conception d’interfaces multimodales
Pour faciliter la réalisation d’interfaces multimodales, plusieurs outils logiciels issus de la
recherche ont été proposés. Ces approches font l’hypothèse de la présence des dispositifs d’inter-
action. Le bon fonctionnement des interfaces multimodales ainsi créées est alors dépendant de
la présence de ces dispositifs. Un dispositif non prévu lors de la conception ne peut pas être pris
en compte lors de l’exécution. Ces approches sont utiles si le contexte d’exécution est connu à
l’avance. C’est le cas pour la simulation d’un poste de pilotage d’avion [Bouchet et al., 2005], pour
les interventions chirurgicales [Mansoux et al., 2007], etc. Ces approches sont également utiles
dans le cas de prototypage rapide d’interactions multimodales [Serrano et al., 2008a, Lawson et al., 2009],
où le concepteur essaie diverses interactions multimodales avec les dispositifs disponibles dont il
dispose.
Dans la suite de cette section, les outils existants pour la multimodalité sont étudiés 29 selon
trois volets d’études :
Spéciﬁcation de l’interface multimodale Nous centrons notre étude des outils existants sur
la façon de spéciﬁer l’interaction et la facilité de modiﬁcation de cette spéciﬁcation. Pour
ce volet nous avons donc deux critères d’analyse :
Modèle de conception Ce critère reﬂète les concepts proposés à un concepteur. Il vise
à évaluer la diversité des solutions proposées par l’ensemble des outils étudiés. La
valeur de ce critère est libre, explicitant les concepts centraux que doit manipuler un
concepteur ou développeur pour spéciﬁer une interaction.
29. Pour une revue complète des outils pour la multimodalité, nous renvoyons le lecteur à deux thèses, celle de
Bruno Dumas [Dumas, 2010] et celle de Marcos Serrano [Serrano, 2010] soutenues en 2010
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Adaptation manuelle de l’interface Ce critère reﬂète la facilité de modiﬁcation d’une
interface par un concepteur ou développeur. Est-ce que le concepteur peut facilement
tester diﬀérentes alternatives ? À quel point peut-il réutiliser des entités de base ?
Peut-il réutiliser des entités plus complexes ? La valeur de ce critère est soit aucune,
soit minimale, soit correcte, soit poussée.
Intégration de l’interface dans une application interactive Comme expliqué dans le cha-
pitre précédent, nos travaux considèrent une application multimodale avec d’un côté le
noyau fonctionnel et de l’autre l’interface multimodale. Aussi il est important dans notre
revue des outils existants d’étudier le degré de couplage d’une interface multimodale avec
une application. Pour ce volet, nous avons donc un critère :
Intégration de l’interface Ce critère reﬂète le degré de couplage d’une interface multi-
modale avec l’application. La valeur de ce critère est soit interne, soit externe. Interne
signiﬁe que le code de l’interface est mêlé au code de l’application ; externe signiﬁe que
le code de l’interface n’est pas mêlé au code de l’application. Lorsque l’information
n’est pas explicite, la valeur de ce critère est donnée en fonction des exemples fournis.
Dynamisme et adaptation automatique Comme nous consacrons nos travaux aux environ-
nements pervasifs, il convient de noter les supports fournis par les outils existants pour
d’une part découvrir dynamiquement des dispositifs d’interaction et d’autre part pour au-
tomatiquement adapter l’interaction en conséquence. Deux critères sont retenus ici :
Mécanisme générique de découverte Ce critère reﬂète d’une part l’eﬀort que doit
faire un développeur pour gérer la découverte d’un dispositif, d’autre part la factorisa-
tion du code relatif aux protocoles de découverte. Cet eﬀort est faible si le développeur
peut s’appuyer sur des mécanismes proposés par l’outil ; il ne l’est pas si le dévelop-
peur doit lui même écrire le code relatif à la découverte. La valeur de ce critère est
soit oui, soit non.
Adaptation automatique de l’interface Ce critère reﬂète la capacité d’une interface à
réagir à l’apparition ou la disparition d’un dispositif d’interaction lors de l’exécution,
ainsi qu’à leurs particularités. Il recouvre plusieurs facettes : une interface multimodale
peut-elle être utilisable en l’absence d’un dispositif? Un dispositif peut-il remplacer un
autre dispositif équivalent ? L’interface s’adapte-t-elle à la disparition d’un dispositif et
à sa réapparition ? La valeur de ce critère est soit aucune, soit minimale, soit correcte,
soit poussée.
3.2.1 ICon
ICon 30 est un outil réalisé dans le cadre d’une thèse soutenue en 2004 [Dragicevic, 2004]. Ce
travail visait à combler le manque d’adaptabilité en entrée des applications. Cette adaptabilité
en entrée est déﬁnie comme une combinaison de trois propriétés : la contrôlabilité, l’accessibilité
et la conﬁgurabilité. La contrôlabilité est la capacité d’un système interactif à exploiter eﬃca-
cement les entrées enrichies. L’accessibilité est la capacité à exploiter des entrées appauvries.
La conﬁgurabilité est la capacité à pouvoir être ﬁnement personnalisé du point de vue des en-
trées [Dragicevic et Fekete, 2004]. Pour combler ce manque d’adaptabilité en entrée, ICon est un
environnement de développement et un environnement d’exécution.
L’environnement de développement utilise les concepts de composants, ports et connexions 31.
Un composant est une boite noire qui interagit avec l’environnement via ses ports. La fonction
principale d’un composant est de produire des valeurs de sorties en fonction des valeurs d’entrées.
30. Acronyme de input conﬁgurator.
31. La terminologie exacte employée est « dispositif », « slots » et « connexion ».
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Les ports sont typés. Ils peuvent être reliés entre eux. Deux ports reliés signiﬁent que si une
donnée est mise par un composant sur un port de sortie, alors cette donnée pourra être lue sur le
port d’entrée relié, par son composant. Les composants peuvent être conﬁgurés. Trois types de
composants sont déﬁnis : les composants systèmes, les composants utilitaires et les composants
d’application. Les composants système représentent les ressources du système, notamment les
dispositifs. Les composants utilitaires sont des composants génériques, comme des adaptateurs
de types et des composants de calcul. Les composants d’application contrôlent l’application.
ICon est prévu comme une conﬁguration d’un logiciel. Le couplage d’une interaction avec
l’application est donc très fort. ICon ne se présente pas comme une plateforme indépendante qui
permet d’exécuter une interface multimodale, mais comme une extension à ajouter à un logiciel.
Ce couplage très fort permet de contrôler une application à plusieurs niveaux. Au niveau de la
boite à outil graphique utilisée : un composant peut représenter un objet graphique, comme une
barre de déﬁlement. Au niveau de la tâche, un composant peut représenter une fonctionnalité de
l’application, comme le tracé de ligne ou de rectangle dans un logiciel de dessin par exemple.
Aucune aide n’est fournie pour la découverte de dispositif, notamment parce qu’ICon repose
sur l’exploitation des pilotes de matériel, et ne suppose pas l’accès d’un dispositif par un protocole
de découverte. La conception d’une interface se fait au sein de l’environnement où elle est utilisée :
parmi les composants systèmes disponibles dans la bibliothèque, ne sont accessibles que ceux qui
sont actuellement présents dans la plateforme. À l’exécution, un composant système a un cycle
de vie lié au cycle de vie de la conﬁguration à laquelle il appartient : si le dispositif disparait de
l’environnement, le composant est maintenu. Donc, l’interface n’est pas adaptée dynamiquement.
L’adaptation est manuelle. Elle repose sur l’existence de composants qui font la transition
entre un dispositif et une technique d’interaction, par exemple la manipulation d’un curseur avec
le clavier. De même, l’adaptation des types de données est réalisée par des composants dédiés
qui doivent être insérés par le concepteur ou développeur. La compatibilité des ports quant aux
types de données est représentée graphiquement par l’outil de construction : deux ports envoyant
ou acceptant le même type de données sont représentés par la même ﬁgure géométrique. Il existe
des composants dont les ports s’adaptent aux types de données qu’ils doivent recevoir.
Volet Critère Valeur
Spéciﬁcation de
l’interface multimodale
Modèle de conception composants, ports et liaisons
Adaptation de l’interface minimale
Intégration de l’inter-
face dans une applica-
tion interactive
Intégration de l’interface interne
Dynamisme et
adaptation
automatique
Mécanisme générique de dé-
couverte non
Dynamisme et adaptation
automatique aucune
Table 3.1 – Positionnement de ICon suivant notre grille d’analyse
3.2.2 ICARE
ICARE 32 est un outil réalisé dans le cadre d’une thèse soutenue en 2006 [Bouchet, 2006].
Il vise à faciliter la conception d’interfaces multimodales. Il propose un modèle à composant
32. Acronyme de interaction-CARE.
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pour la conception d’interfaces multimodales. Deux sortes de composants sont identiﬁées : les
composants élémentaires, les composants de composition [Bouchet et al., 2004]. Les composants
élémentaires sont de deux types : les composants de dispositifs d’interaction, et les composants de
langage d’interaction. Ce découpage reﬂète la déﬁnition d’une modalité : un couple composé d’un
dispositif et d’un langage associé [Nigay et Coutaz, 1997]. Les composants de composition visent
à combiner les modalités, combinaisons basées sur les opérateurs CARE [Nigay et Coutaz, 1997].
Trois composants sont alors proposés : composant pour la complémentarité, composant pour la
redondance, et composant pour l’équivalence. Enﬁn, bien qu’ils ne fassent pas partie explicitement
du modèle à composant, les composants représentant les tâches élémentaires d’une application
sont utilisés pour transmettre les données qu’ils reçoivent vers l’application via un protocole de
communication. Un exemple d’utilisation de ces composants est présenté sur la ﬁgure 3.8.
Tâche 2Tâche 1
Complémentarité
Redondance
Langage
d’interaction I
Dispositif 1 Dispositif 2 Dispositif 3 Dispositif 4
Langage
d’interaction I
Langage
d’interaction I
Langage
d’interaction I
Interface
de sortie
Système informatique
Composants
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1 2
1 2
Figure 3.8 – Exemple d’utilisation de composants ICARE connectés à un système informatique
existant. Adaptée de [Bouchet, 2006, p. 182].
En découplant l’interface multimodale et l’application l’intégration de l’interface multimodale
est donc externe à l’application. Les composants de composition sont alors génériques, puisqu’ils
ne sont pas liés à une application. De même, ils ne sont pas dépendants des types de données
qu’ils reçoivent des composants de langage d’interaction : ils traitent uniquement des évènements,
sans s’intéresser aux données particulières que ces évènements encapsulent. Si cette approche
est intéressante pour la réutilisation des composants de composition, elle force les composants
élémentaires à fournir des données conformes à ce qu’attendent les tâches de l’application.
Le modèle à composant ICARE n’inclut aucun mécanisme pour l’adaptation des interfaces
multimodales à l’exécution. Une interface multimodale est entièrement déﬁnie lors de la concep-
tion. Les composants de dispositifs et les composants de langage d’interaction ont un ensemble de
propriétés associées. Ces propriétés sont déﬁnies dans le modèle à composant, et une valeur leur
est attribuée par les développeurs de composants. Ces propriétés concernent la fréquence d’échan-
tillonnage d’un dispositif, le nombre de degrés de liberté permis, le domaine des valeurs acceptées
ou fournies, etc. Elles sont toutes descriptives, dans le sens où elles permettent au concepteur
de choisir un dispositif ou un langage d’interaction associé en fonction d’une tâche, mais elles
ne sont pas utilisées à l’exécution. L’exception notable est l’exploitation du domaine de valeurs
pour autoriser ou empêcher la connexion entre un composant de dispositif et un composant de
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langage, lors de l’assemblage de composants.
La modélisation des dispositifs et des langages d’interaction est restrictive : un composant de
dispositif ne dispose que d’un port de sortie, un composant de langage ne dispose que d’un port
d’entrée et d’un port de sortie. Cette modélisation a le mérite d’être simple, mais elle impose un
couplage fort entre un dispositif et un langage d’interaction, limitant fortement la réutilisation
d’un composant de langage pour un autre dispositif.
Volet Critère Valeur
Spéciﬁcation de
l’interface multimodale
Modèle de conception composants, ports et liaisons
Adaptation de l’interface minimale
Intégration de l’inter-
face dans une applica-
tion interactive
Intégration de l’interface externe
Dynamisme et
adaptation
automatique
Mécanisme générique de dé-
couverte non
Dynamisme et adaptation
automatique aucune
Table 3.2 – Positionnement de ICARE suivant notre grille d’analyse
3.2.3 Squidy
Squidy est un projet réalisé dans le cadre d’une thèse, soutenue en 2010 [König, 2010]. Squidy
permet le développement d’interfaces multimodales, notamment en intégrant des dispositifs d’in-
teraction hétérogènes et diverses boites à outils dédiées à l’interaction [König et al., 2010].
Il se base sur le style architectural pipe and ﬁlter. Ces deux éléments servent d’intermédiaire
entre une source et un puits. Une source est un élément qui génère des données, un puits est
un élément qui consomme des données. Un pilote de matériel est modélisé par un puits ou une
source. Un ﬁltre est un élément qui reçoit des données sur une entrée, eﬀectue un calcul dessus,
et envoie le résultat du calcul sur sa sortie. Un nœud peut être soit une source, soit un puits, soit
un ﬁltre. Un tube relie deux nœuds, déﬁnissant le chemin des données issues d’un nœud vers un
autre nœud. Une canalisation 33 est un ensemble de nœuds lié par des tubes, ainsi qu’une source
et d’un puits. Par conséquent, un nœud peut également être une canalisation, fournissant ainsi
une structure hiérarchique. Un exemple d’utilisation de tubes et de ﬁltres est représenté sur la
ﬁgure 3.9.
Les nœuds peuvent être modélisés comme des composants avec au plus un port d’entrée et
un port de sortie. Dans ces ports, circulent des ensembles de données. C’est au ﬁltre de trouver
les données qui l’intéressent. Pour faciliter cette procédure, une hiérarchie de type de données
est fournie. Ces types sont en partie inspirés par les travaux de Wallace 34. [Wallace, 1976] : ils
sont orientés vers l’interaction 35. Un ﬁltre associe des callbacks (traitant d’évènements) à des
types de données, qui sont automatiquement appelées lors de passage de données. Un callback
eﬀectue alors les calculs qu’il souhaite. Squidy fournit une bibliothèque de nœuds. Un concepteur
les utilise et les connecte entre eux. Les ﬁltres peuvent être conﬁgurés, et le code source peut
être facilement modiﬁé.
33. Traduction de pipeline.
34. Ceux-ci ont été étudiés dans la section 2.1.1.2.1 page 23.
35. Exemples de type : « bouton », « position dans un espace en deux dimension », « geste ».
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Sortie de ﬁltre
Figure 3.9 – Exemple d’utilisation de tubes et ﬁltres Squidy : canalisation mettant en jeu
un laser, une souris et une sortie au protocole TUOI (http://www.tuio.org/). Adaptée
de [König et al., 2010, p. 5].
Un dispositif d’interaction est modélisé par une source ou un puits. Les sources et les puits
sont capables d’eﬀectuer les traitements spéciﬁques pour récupérer des données de l’extérieur, ou
en envoyer. Pour gérer les connexions aux dispositifs et les conversions de données entre les types
des dispositifs et les types internes à Squidy, un mécanisme de bridge est fourni : un bridge est
propre à un protocole de communication, à une interface native, ou à un dispositif en particulier.
Un bridge propre à un protocole fournit un très bon moyen d’intégrer des dispositifs hétérogènes.
Ceci est cependant à mitiger : convertir une donnée vers un type orienté interaction suppose de
connaitre la nature de cette donnée, et pas seulement son type.
Les concepts de puits, de source et de bridge placent résolument l’interface multimodale hors
de l’application. D’ailleurs, Squidy est plutôt présenté comme un moyen de s’intercaler entre
des dispositifs d’interaction que comme un moyen de réaliser une interface multimodale pour
une application : en soulignant la ﬂexibilité oﬀerte par ces concepts, les auteurs soulignent son
adéquation à des environnements pervasifs.
L’adaptation de l’interface multimodale se fait directement dans l’outil de conception d’inter-
face multimodale proposé par Squidy. Cet outil a plusieurs aspects dédiés au prototypage rapide.
Tout d’abord, il propose des modiﬁcations profondes très facilement : il permet au concepteur
de réaliser des pipelines à partir d’une bibliothèque de nœuds, de conﬁgurer les ﬁltres utilisés, et
même de modiﬁer le code source, tout cela au sein d’un éditeur graphique avancé incluant des
fonctions de zoom. Ensuite, il permet d’exécuter directement les pipelines : l’utilisateur contrôle
le cycle de vie de chaque nœud. Enﬁn, la visualisation des ﬂots de données sous forme graphique
en temps réel permet de conﬁgurer facilement les ﬁltres. En revanche, Squidy n’a pas de méca-
nisme d’adaptation automatique, mais il utilise des heuristiques pour présenter au concepteur
les composants les plus à même d’être utilisés.
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Volet Critère Valeur
Spéciﬁcation de
l’interface multimodale
Modèle de conception tubes et ﬁltres
Adaptation de l’interface poussée
Intégration de l’inter-
face dans une applica-
tion interactive
Intégration de l’interface externe
Dynamisme et
adaptation
automatique
Mécanisme générique de dé-
couverte non
Dynamisme et adaptation
automatique minimale
Table 3.3 – Positionnement de Squidy suivant notre grille d’analyse
3.2.4 OpenInterface
OpenInterface est un modèle à composant issu d’un projet européen éponyme 36. OpenIn-
terface permet de développer des prototypes d’interfaces multimodales [Lawson et al., 2009] par
l’assemblage de composants.
OpenInterface est composé d’une plateforme capable d’exécuter une interface multimodale à
partir d’une spéciﬁcation d’interface. Pour créer une spéciﬁcation d’interface, un concepteur peut
utiliser OIDE ou SKEMMI, qui sont des outils graphiques basés sur l’assemblage de composants
dont les ports liés modélisent les chemins des ﬂots de données.
Un composant d’OpenInterface est composé d’un ensemble de facettes. Une facette peut
modéliser un pilote de dispositif d’interaction, un algorithme de traitement du signal, la fusion
ou la ﬁssion de données, des communications réseau ou une interface graphique. Une facette
déﬁnit des ports 37, un port est soit une source, soit un puits, soit une callback. Une source
émet des données, un puits reçoit des données, une callback est une source qui propose un
mécanisme d’enregistrement pour les composants intéressés. Un composant est décrit avec un
langage de description. Les composants ne peuvent pas être utilisés directement par la plateforme,
le concepteur doit générer un mandataire qui représente un composant au sein de la plateforme.
Ce mécanisme permet de programmer les composants dans diﬀérents langages : Java, C et C++,
MATLAB 38 et les langages de .NET.
Une interface multimodale est modélisée par un assemblage de composants interconnectés
et conﬁgurés. Plusieurs types de connexions sont proposés, ce qui permet de faire gérer des
protocoles de communication comme TCP, de la synchronisation, mais aussi de la fusion de haut
niveau [Vybornova et al., 2008]. Les connexions entre ports peuvent être faites et défaites lors de
l’exécution.
OpenInterface oﬀre deux manières d’initier l’exécution d’une interface multimodale : soit en
fournissant un assemblage à interpréter, soit en utilisant une API pour construire l’assemblage
au fur et à mesure. Ces assemblages peuvent être conçus avec OIDE ou SKEMMI.
36. Site oﬃciel : http://www.oi-project.org/.
37. Traduction de pin.
38. MATLAB est un langage dédié aux calculs scientiﬁques.
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3.2.4.1 OIDE
OIDE 39 est un modèle à composant qui se place au-dessus de la plateforme OpenInterface,
il vise à concevoir des interfaces multimodales d’une manière ﬂexible [Serrano et Nigay, 2009]. Il
reprend en partie le modèle à composant d’OpenInterface. Il s’en distingue par la caractérisation
d’un composant selon trois critères : sa généricité, son niveau de spéciﬁcation et sa position au
sein d’un ﬂot de données allant d’un dispositif et à une tâche.
La généricité fait référence à la réutilisation du composant. Un composant est spéciﬁque
s’il s’applique à un dispositif ou une application particulière ; il est générique sinon. Le niveau
de spéciﬁcation fait référence à sa capacité à être exécuté : il est un composant logiciel s’il
représente une implémentation et peut donc être exécuté, sinon il est une entité d’interaction.
Cette caractéristique permet à un concepteur d’interaction de spéciﬁer une interface multimodale
à un haut niveau d’abstraction en utilisant des entités d’interaction. Les composants ont alors
des caractéristiques orientées interaction comme les attributs physiques pour un dispositif, les
attributs mathématiques pour les transformations, etc. Ces composants sont liés directement
entre eux, sans passer par des ports. Par la suite, guidé par cette spéciﬁcation abstraite, un
développeur refait un assemblage de composants logiciels qui est, cette fois, exécutable. Dans
cette transformation, une entité d’interaction correspond à un ou plusieurs composants logiciels.
Enﬁn, le ﬂot de données entre un dispositif et une tâche est découpé en quatre parties : la
partie dispositif, la partie transformation, la partie composition et la partie tâche. La position
d’un composant au sein d’un ﬂot de données correspond à une de ces quatre parties.
Volet Critère Valeur
Spéciﬁcation de
l’interface multimodale
Modèle de conception composants, ports et liaisons
Adaptation de l’interface correcte
Intégration de l’inter-
face dans une applica-
tion interactive
Intégration de l’interface externe
Dynamisme et
adaptation
automatique
Mécanisme générique de dé-
couverte non
Dynamisme et adaptation
automatique aucune
Table 3.4 – Positionnement de OIDE suivant notre grille d’analyse
3.2.4.2 SKEMMI
SKEMMI comme OIDE repose sur le modèle à composant d’OpenInterface [Lawson et al., 2009].
SKEMMI est essentiellement un outil graphique pour le développement d’interfaces multimodales
en permettant le développement de composants et leur composition. Il propose une vue d’un as-
semblage en permettant la liaison de composants et non de ports. À la diﬀérence de OIDE,
où une entité d’interaction correspond à un ou plusieurs composants logiciels, deux composants
reliés constituent seulement une vue où sont masquées les liaisons entre ports. Les composants
peuvent être en partie redéﬁnis en changeant les paramètres et les attributs des ports, mais aussi
en supprimant ou ajoutant des ports. Ces redéﬁnitions peuvent être réalisées après la phase de
spéciﬁcation par un programmeur.
39. Sigle de OpenInterface interaction development environment.
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Volet Critère Valeur
Spéciﬁcation de
l’interface multimodale
Modèle de conception composants, ports et liaisons
Adaptation de l’interface correcte
Intégration de l’inter-
face dans une applica-
tion interactive
Intégration de l’interface externe
Dynamisme et
adaptation
automatique
Mécanisme générique de dé-
couverte non
Dynamisme et adaptation
automatique aucune
Table 3.5 – Positionnement de SKEMMI suivant notre grille d’analyse
3.2.5 Synthèse
Nous constatons que les outils présentés pour le développement ou le prototypage d’interaction
multimodale oﬀrent des concepts similaires, en particulier pour la spéciﬁcation.
3.2.5.1 Spéciﬁcation de l’interface multimodale
3.2.5.1.1 Modèle de conception
En termes de spéciﬁcation de l’interaction, tous proposent un modèle basé sur la métaphore de
la liaison : une entité reliée à une autre décrit le cheminement des données qui circule selon ce lien.
La description d’une interface multimodale produite par les outils est alors un ensemble d’entités
reliées. Elle contient les dispositifs, les entités intermédiaires, les tâches, et les liaisons entre
eux. Une liaison entre deux entités repose en général sur la notion de port d’une entité. ICARE
l’utilise uniquement pour un type de données, obligeant un fort couplage entre les entités. OIDE
le propose selon le niveau de spécialisation : un concepteur relie des entités et un développeur
relie des ports. SKEMMI peut les masquer selon la vue utilisée. Squidy n’emploie pas le concept
de port : les entités reçoivent un ensemble de données et utilisent celles qui les intéressent.
3.2.5.1.2 Adaptation de l’interface
Les outils font la séparation entre le rôle de concepteur et de programmeur, par l’utilisation
de vues diﬀérentes, par la proposition de diﬀérents types de composants et par la génération
de squelette de code. Un concepteur peut adapter manuellement une interface plus ou moins
facilement, à l’exécution ou non, mais aucun outil ne considère le rôle de l’utilisateur. ICon
uniquement, avec ses possibilités de conﬁguration, considère le rôle de l’utilisateur ﬁnal, mais ce
dernier dispose du même outil que le concepteur : la séparation des deux rôles étant alors peu
marquée. Ainsi, à moins de jouer le rôle de concepteur, un utilisateur ne peut pas adapter une
interface multimodale à ses besoins.
3.2.5.2 Intégration de l’interface dans une application interactive
Les outils étudiés n’ont pas le même couplage entre l’interface multimodale et l’application.
ICon a été conçu pour coupler assez fortement l’interface multimodale, l’interface graphique et
l’application. ICARE ne propose pas une distinction explicite entre les tâches d’une application
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et les dispositifs. Enﬁn Squidy, OIDE et SKEMMI découplent clairement l’interface multimodale
de l’application.
3.2.5.3 Dynamisme et adaptation automatique
Les outils traitent l’hétérogénéité, mais pas tous au même niveau d’abstraction. ICARE et
OIDE gèrent l’hétérogénéité à un haut niveau, en proposant chacun un modèle conceptuel qui
permet la description des dispositifs de manière générique. Cependant, ces informations sont prin-
cipalement destinées au concepteur, aﬁn de lui permettre de sélectionner les dispositifs adéquats
pour une certaine tâche. Ces informations ne sont pas utilisées par la plateforme à l’exécution.
De plus Squidy et OpenInterface gèrent l’hétérogénéité en permettant l’utilisation de diﬀérentes
technologies pour coder les entités. OpenInterface va plus loin : utiliser le concept d’adaptateur
entre les composants lui permet d’oﬀrir plusieurs motifs d’interaction entre composants.
La description de l’interaction avec les outils existants est principalement statique : un concep-
teur ne peut pas exprimer de variation. Les adaptations automatiques sont dès lors impossibles :
tout est spéciﬁé lors de la conception. Nous notons néanmoins que des outils comme SKEMMI et
Squidy permettent de créer ou supprimer des connexions lors de l’exécution. Seul l’outil Squidy
permet d’ajouter ou retirer une entité lors de l’exécution mais l’outil ne propose pas d’API ou de
module qui permette d’exploiter ce dynamisme en dehors de l’utilisation de l’outil de conception.
OpenInterface dispose lui d’une API utilisable lors de l’exécution, mais elle permet seulement la
création et la suppression de liens et non des entités.
Les interfaces multimodales obtenues avec les outils ne sont pas adaptées automatiquement
lors de l’exécution. L’absence de gestion avancée du dynamisme est assez limitant pour l’adap-
tation automatique. Ce constat motive nos travaux dont les objectifs et approches possibles sont
rappelés dans la conclusion suivante.
3.3 Conclusion
À des ﬁns analytiques, nous avons structuré ce chapitre sur les outils existants en deux
parties distinctes, l’une dédiée aux environnements pervasifs et l’autre à la multimodalité. Cette
structuration peut amener à penser que la frontière entre les diﬀérents types d’outils est franche :
ainsi les outils de construction d’interfaces multimodales sont inopérants dans les environnements
pervasifs, les plateformes pour les environnements pervasifs ne peuvent ni être utilisées dans un
autre contexte, ni être utilisées pour réaliser des interfaces multimodales.
Si c’est le cas pour beaucoup d’outils existants, certains rendent cette frontière plus ﬂoue : la
composition de services web proposée par WComp et l’adaptation au moyen d’aspects d’assem-
blage sont des solutions très générales appliquées au domaine de l’informatique pervasive, qui
permettent alors de créer des interfaces multimodales ; de plus iROS permet via iCrafter d’utili-
ser une interface graphique ou vocale ; enﬁn OpenInterface et Squidy proposent des mécanismes
pour gérer le dynamisme.
Cependant, les plateformes pour la construction d’interfaces multimodales ne peuvent pas
être utilisées telles quelles dans les environnements pervasifs car la gestion du dynamisme et de
l’hétérogénéité des dispositifs n’est pas assez avancée. De même, les plateformes pour les environ-
nements pervasifs n’étant pas dédiés aux interfaces multimodales en entrée, elle ne facilitent pas
la spéciﬁcation précise et adaptée de la fonction d’abstraction multimodale des données issues
des dispositifs d’interaction jusqu’aux tâches de l’application.
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Partant de ce constat sur les outils existants et vis-à-vis de notre objectif de déﬁnir une
plateforme logicielle pour la multimodalité en entrée dans les environnements pervasifs, nous
identiﬁons deux approches possibles :
– ajouter des mécanismes permettant la gestion de l’hétérogénéité et du dynamisme des
dispositifs d’interaction au sein d’un outil de conception d’interfaces multimodales ;
– ajouter des mécanismes permettant la spéciﬁcation d’interfaces multimodales dans un outil
qui fournit des mécanismes pour la gestion de l’hétérogénéité et le dynamisme des services.
Ces deux approches ne sont pas opposées et notre solution conceptuelle que nous décrivons
dans le chapitre suivant combine les deux approches : nous partons des outils qui fournissent
des mécanismes pour l’hétérogénéité et le dynamisme (approche à composants orientés service,
composant de médiation) que nous enrichissons pour pouvoir spéciﬁer ﬁnement l’interaction
multimodale en entrée en nous reposant sur les modèles de spéciﬁcation des outils existants pour
la multimodalité.
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Chapitre 4
Proposition conceptuelle :
plateforme pour la multimodalité
en environnement pervasif
Le chapitre précédent a souligné les manques actuels de la prise en compte des spéciﬁcités des
environnements pervasifs dans les outils de conception d’interfaces multimodales. Parallèlement,
nous avons mis en évidence des caractéristiques nécessaires aux outils dédiés aux environne-
ments pervasifs pour être bien adaptés au développement d’interfaces multimodales dynamiques.
Ce nouveau chapitre présente notre proposition pour combler ces lacunes. Le chapitre suivant
explicite cette proposition en présentant la réalisation sous forme d’outils logiciels : DynaMo.
Nous avons concentrés nos eﬀort sur la multimodalité en entrée. Aussi dans la suite de ce
mémoire, « interfaces multimodales », « interactions multimodales » et « multimodalité » s’en-
tendent toujours en entrée, de l’utilisateur vers le système.
Notre proposition peut être présentée en trois parties. Après une première section qui pré-
sente le principe, une description du cycle de développement est fournie, puis les trois parties
mentionnées précédemment sont abordées : un langage de spéciﬁcation pour les interactions
multimodales, une plateforme d’intégration, et enﬁn un gestionnaire autonomique.
4.1 Architecture conceptuelle
L’objectif est de proposer une solution pour la conception et l’exécution d’interfaces multi-
modales qui prend notamment en compte deux caractéristiques primordiales des environnements
pervasifs : l’hétérogénéité et le dynamisme.
De cet objectif découle une contradiction : un concepteur d’interface multimodale doit pouvoir
spéciﬁer le plus précisément possible une interface multimodale, alors qu’il ne peut pas connaitre
précisément le contexte d’exécution. Nous proposons donc au concepteur un langage dédié
à la multimodalité qui permet de spéciﬁer partiellement une interface multimodale. Une
interface multimodale prend place entre des dispositifs d’interaction et une application. Il peut
alors décrire l’interface multimodale d’une application sans faire d’hypothèse sur les dispositifs
d’interaction qui seront présents lors de l’exécution. Parallèlement, il peut décrire pour un ou
plusieurs dispositifs d’interaction une interface multimodale sans faire d’hypothèse sur les appli-
cations qu’ils permettront de contrôler lors de l’exécution. Ce langage est destiné à être utilisé
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par un concepteur qui n’a pas forcément de connaissances en programmation informatique. Ainsi,
il a été conçu de manière à masquer certains détails techniques.
Lors de l’exécution, l’environnement est constitué d’applications et de dispositifs connus.
Nous proposons un gestionnaire autonomique capable d’exploiter ces spéciﬁcations partielles
d’interfaces multimodales, en fonction de l’environnement. Son but est de transformer ces spéci-
ﬁcations en une interface multimodale fonctionnelle sous la forme d’une chaine de médiation.
Il est donc en charge de l’adaptation des interfaces multimodales à un contexte donné. Puisque
l’environnement est dynamique, l’interface multimodale doit être adaptée tout au long de son
exécution. Le gestionnaire autonomique se base sur des modèles : une description d’interface
est un modèle, une interface multimodale fonctionnelle est un modèle. Ainsi, transformer des
spéciﬁcations en interface fonctionnelle revient à réaliser une succession de transformations d’un
ensemble de modèles vers un modèle : le gestionnaire autonomique prend des modèles en en-
trées et génère un modèle en sortie, comme représenté sur la ﬁgure 4.1. Les modèles en entrée
sont exprimés par le concepteur, en fonction d’un métamodèle proche du domaine des interfaces
multimodales ; ce métamodèle est le langage dédié à la multimodalité. Le modèle en sortie est
exprimé par le gestionnaire autonomique, en fonction d’un métamodèle proche du domaine des
chaines de médiation. L’utilisateur ﬁnal peut dans une certaine mesure inﬂuer sur le travail du
gestionnaire autonomique, pour adapter les interfaces générées à ses préférences.
Modèles
d’interaction partielle
Modèle
de chaine de médiation
Gestionnaire
autonomique
Informations sur l’interface multimodale en cours
Préférences de l’utilisateur
État de l’environnement
Figure 4.1 – Rôle du gestionnaire autonomique : transformation de modèles d’interaction par-
tielle en modèle de chaine de médiation, en fonction de l’état de l’environnement, des préférences
de l’utilisateur ﬁnal et d’informations sur l’interface multimodale en cours.
Pour que le gestionnaire autonomique puisse réaliser son objectif, il doit connaitre l’environne-
ment, et il doit pouvoir faire exécuter les interfaces qu’il génère. Nous proposons une plateforme
d’intégration composée d’une plateforme à service et d’une plateforme de médiation. La pla-
teforme à service permet l’intégration de diverses technologies : elle est capable de découvrir
dynamiquement les apparitions et disparitions des dispositifs et des applications, pour notiﬁer
le gestionnaire autonomique. Elle est de plus capable de gérer l’hétérogénéité des protocoles de
communication pour permettre la communication entre un grand nombre de dispositifs et d’ap-
plications. La plateforme de médiation permet l’intégration des données : elle est capable
de rendre exécutable un modèle de chaine de médiation : création, modiﬁcation, observation et
destruction. La plateforme d’intégration est éminemment dynamique, ce qui lui permet de suivre
les évolutions de l’environnement.
Le gestionnaire autonomique, la plateforme de médiation, la plateforme d’intégration et leurs
principales interactions sont représentées sur la ﬁgure 4.2. Ces éléments constituent notre solution
conceptuelle. Nous les détaillons dans la suite de ce chapitre en commençant par exposer le cycle
de vie et les acteurs associés.
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Gestionnaire autonomique
Plateforme de médiation
Plateforme d’intégration à services
Environnement
dynamique et hétérogène
notiﬁe
observe
observe contrôle
données
données
Figure 4.2 – Architecture conceptuelle globale.
4.2 Du développement à l’exécution
4.2.1 Trois acteurs
Alors que l’idée de l’informatique pervasive appelle à la disparition des systèmes de la
conscience des utilisateurs, la conception de ces systèmes reste une aﬀaire humaine. Ainsi, nous
distinguons trois rôles tenus par des acteurs humains lors de la conception et de l’exécution des
interfaces multimodales : le développeur, le concepteur d’interactions, et bien sûr l’utilisateur
ﬁnal. Le développeur a des connaissances sur la programmation informatique, les formats de
données, les protocoles de communication. Le concepteur d’interactions n’a pas forcément
l’expertise du développeur, mais il possède les connaissances sur les modalités d’interaction et
l’utilisabilité et quelques connaissances de base sur l’informatique, notamment qu’un dispositif
envoie des données qui peuvent subir des traitements, et qu’une application réagit en fonction
des données reçues. Enﬁn, l’utilisateur ﬁnal n’a qu’une connaissance très partielle du fonction-
nement d’une interface, mais il connait les dispositifs et les applications dont il dispose dans son
environnement.
4.2.2 Cycle de développement
Le cycle de développement d’une interface multimodale peut se découper en deux étapes : la
description de dispositifs et d’applications pour que la plateforme puisse les prendre en compte,
suivie de la description d’une interface multimodale. Après ces étapes, une interface multimo-
dale peut être exécutée. La première étape est réalisée par un développeur, la seconde par un
concepteur d’interaction tandis que l’exécution est réalisée par une plateforme logicielle.
Dans les approches existantes 1, une interface multimodale peut être exécutée seulement si
sa description existe. De plus, une interface multimodale peut être spéciﬁée seulement si tous
les dispositifs et applications qui participent à cette interface ont été décrits : l’interface dépend
explicitement des descriptions des dispositifs et des applications. Ce cycle de développement
est représenté à gauche sur la ﬁgure 4.3. Il repose donc sur la spéciﬁcation des dispositifs, des
applications et de l’interface multimodale.
Dans notre approche, le cycle de développement d’une interaction est plus souple. Nul besoin
de décrire explicitement une interface multimodale en choisissant les dépendances en termes de
dispositifs et d’application : elle peut être générée à partir des seules descriptions de disposi-
tifs et d’applications. De plus, un concepteur d’interface peut décrire partiellement une interface
1. Présentées au chapitre 3 page 37.
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multimodale pour rendre une interface plus adaptée à un environnement. Ce cycle de développe-
ment est représenté à droite sur la ﬁgure 4.3. Le concepteur d’interaction produit des descriptions
d’interfaces en amont de l’exécution d’une interface, ces descriptions étant exploitées lors de la
génération d’une interface. Une description peut dépendre d’une application seulement, ou bien
d’un ou plusieurs dispositifs seulement. L’utilisateur intervient quant à lui après la génération
d’une interface particulière, en conﬁgurant ﬁnement cette interface selon ses préférences. Il peut
intervenir également de manière globale sur le processus de génération.
Description
d’un dispositif
Description
d’une application
Description
d’une interface
Exécution
Description
d’un dispositif
Description
d’une interface partielle
Description
d’une application
Description
d’une interface partielle
Exécution
A précède B
A est
optionnel
Légende :
Approche existante Notre approche
A
B
A
Figure 4.3 – Comparaison des cycles de développement : diagramme de précédence des étapes
de conception d’interfaces multimodales et de l’étape d’exécution.
4.2.2.1 Description et mandataire d’un dispositif ou d’une application
Ainsi, les seules descriptions des possibilités de dispositifs et d’une application suﬃt à créer
une interface multimodale. Cette caractéristique de notre approche est un moyen de pallier
l’absence de description d’interaction. Pour être plus précis, ces descriptions décrivent non pas
directement une application ou un dispositif, mais le mandataire 2 d’une application ou d’un
dispositif. Un mandataire est une entité logicielle ou code qui s’intercale entre le code d’une
interface multimodale et le code d’une application ou d’un dispositif. Comme son nom l’indique,
il représente une application ou un dispositif au regard des interfaces multimodales, donnant
à ces interfaces une vision homogène de l’environnement. Pour qu’un mandataire soit le plus
utile possible, il doit être le plus facile et le plus rapide possible à développer par rapport à
l’entité qu’il représente. Ce sont les développeurs qui sont en charge de produire ces mandataires
et leur description. Parce que ces développeurs n’ont pas forcément de connaissances avancées
en interaction, un mandataire propose les mêmes possibilités que l’entité qu’il représente, sans
ajouter d’information spécialisée propre aux interactions.
Lors de l’exécution, un mandataire est automatiquement instancié lorsque le dispositif ou
l’application qu’il représente est découvert dans l’environnement. Il est supprimé lorsque le dis-
positif ou l’application disparait de l’environnement. Ces instances sont gérées par la plateforme
à services, comme le montre la ﬁgure 4.4.
Notre approche propose donc de construire des interfaces multimodales uniquement à partir
de descriptions des dispositifs et des applications. Cependant, puisque le processus de génération
ne dispose que de peu d’informations, les interfaces générées ne sont généralement pas intuitives
pour l’utilisateur ni utilisables. Pour pallier cet inconvénient majeur, des informations peuvent
être ajoutées pour guider la génération d’interfaces en spéciﬁant des descriptions d’interaction.
2. Traduction de proxy.
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Figure 4.4 – Emplacement des mandataires au sein de l’architecture globale.
4.2.2.2 Description d’une interaction
Suite à la création d’un mandataire et de sa description par un développeur, un concepteur
d’interaction peut ajouter des informations propres à ce mandataire. Ces informations visent
à permettre au processus de génération de créer des interfaces multimodales plus intuitives et
utilisables. Comme dans les approches présentées dans le chapitre précédent, il est possible de
décrire une interface multimodale directement en fonction d’une certaine application et d’un ou
plusieurs dispositifs particuliers. Notre approche autorise donc la spéciﬁcation complète d’une
interface multimodale comme les outils dédiés à l’interaction multimodale 3. Néanmoins, cette
approche n’est pas suﬃsante pour les environnements pervasifs, car l’environnement d’exécution
– c’est-à-dire les applications et les dispositifs accessibles à un instant donné – doit être connu à
l’avance. En conséquence, et contrairement aux approches présentées dans le chapitre précédent,
une description peut ne pas avoir de dépendances directes vers une application et un ou plusieurs
dispositifs, mais vers une application virtuelle et des dispositifs virtuels.
Les notions de classe de dispositifs et de classe d’applications sont alors introduites.
Ces concepts sont à rapprocher des dispositifs virtuels de Wallace [Wallace, 1976] et d’autres
auteurs, dans le sens de décrire un dispositif en fonction d’un autre, et des « usages » du proto-
cole USB [usbhid111, 2001], dans le sens d’associer une sémantique à une donnée émise par un
dispositif.
La notion de classe fait référence à la volonté de réunir des dispositifs similaires et des
applications similaires. Une classe de dispositifs est spéciﬁée par un dispositif virtuel qui est
déﬁni par un ensemble de capteurs qui produisent des données, auxquels est attaché un rôle
connu par les utilisateurs. Une classe d’applications est spéciﬁée par une application virtuelle
qui est déﬁnie par un ensemble de tâches élémentaires consommant des données. Ces tâches ont
chacune une sémantique particulière. Les classes ne sont utiles que si elles sont connues par tous
les concepteurs d’interaction.
Ainsi, notre approche propose de décrire des interactions qui dépendent d’applications et de
dispositifs réels, mais aussi virtuels. L’hypothèse sous-jacente est que de nombreuses applica-
tions peuvent être décrites selon quelques classes d’applications, et que de nombreux dispositifs
peuvent être décrits selon quelques classes de dispositifs. Si cette hypothèse est vériﬁée, l’ex-
plosion combinatoire du nombre de descriptions d’interaction nécessaires est considérablement
diminuée.
Un calcul naïf du nombre de descriptions d’interfaces unimodales nécessaires pour A applica-
tions, D dispositifs, Av applications virtuelles et Dv dispositifs virtuels donne A×D descriptions
pour l’approche classique, A×(Av+Dv)+D×(Av+Dv) descriptions avec notre approche. Concrè-
tement, avec 100 000 applications 4, 1 000 dispositifs, 20 applications virtuelles et 20 dispositifs
3. Voir le chapitre 3 page 37.
4. En mai 2012, plus de 450 000 applications pour Android sont disponibles dans la boutique en ligne Google
Play. Voir https://play.google.com/about/features/.
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virtuels : 100 millions de descriptions sont nécessaires avec l’approche classique, « seulement »
un peu plus de 4 millions avec notre approche. En considérant qu’une application est décrite
uniquement en fonction de l’application virtuelle la plus proche, et qu’un dispositif est décrit
uniquement en fonction du dispositif le plus proche, et que chaque application virtuelle est dé-
crite en fonction de tous les dispositifs virtuels, le nombre de description nécessaire avec notre
approche baisse à 101 400.
Enﬁn, la conﬁguration d’une interface peut intervenir en dernier lieu, ce qui permet à l’utili-
sateur ﬁnal d’introduire ses préférences personnelles.
4.2.2.3 Conﬁguration de l’utilisateur
Une fois qu’une interface multimodale est générée, l’utilisateur peut la conﬁgurer plus ﬁne-
ment pour ses besoins propres. Cette étape ﬁnale d’adaptation de l’interface par l’utilisateur à
ses besoins n’est pas obligatoire. Il existe souvent plusieurs manières d’utiliser un service, bien
qu’une description d’interaction réalisée par un concepteur d’interaction tende à améliorer glo-
balement une interface par rapport à une interface générée automatiquement, il est illusoire de
penser qu’une certaine interface conviendra à tous les utilisateurs.
Un utilisateur peut donc guider le processus de génération d’une interface multimodale en
conﬁgurant sa manière préférée d’utiliser une application, et en modiﬁant les relations entre les
capteurs des dispositifs d’interaction et les tâches d’une interface générée.
4.3 Langage de spéciﬁcation pour les interactions multi-
modales
Le concepteur d’interaction décrit des modalités d’interaction entre des applications, des
dispositifs, des classes d’applications et des classes de dispositifs. Pour cela, il a à sa disposition
un ensemble de composants conﬁgurables et un moyen d’assembler ces composants entre eux.
Un composant encapsule un algorithme qui agit sur les données entrantes et calcule les données
qu’il doit émettre. Cet algorithme réalise une fonction qui est décrite dans une documentation
accessible au concepteur.
L’approche adoptée s’assimile aux solutions existantes pour la multimodalité présentée au
chapitre précédent : la fonction de traitement des données issues des dispositifs jusqu’aux tâches
de l’application est décrite par un assemblage de composants. Parmi ces composants, certains
comme ceux de fusion implémentent des traitements génériques à la multimodalité. Ces traite-
ments génériques sont proposés au concepteur par des composants conﬁgurables.
4.3.1 Composant
Un composant, plus ou moins générique, est développé par un développeur. Ces composants
sont à la disposition du concepteur d’interaction pour la conception d’interfaces multimodales.
Lors de l’exécution, ils sont accessibles à la plateforme pour permettre l’exécution des interfaces
multimodales.
Un composant comprend un algorithme et d’un ensemble de ports. Les ports constituent
l’interface du composant à l’extérieur. Deux types de ports sont déﬁnis : les ports d’entrée et
les ports de sortie. Un port d’entrée peut recevoir des données de l’extérieur et transmettre
immédiatement ces données au composant auquel il appartient. Un port de sortie peut recevoir
des données de l’intérieur du composant et émettre immédiatement ces données vers l’extérieur.
Un composant est schématisé à la ﬁgure 4.5.
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Port d’entréePort de sortie
Figure 4.5 – Exemple de composant possédant trois ports d’entrée (à droite) et deux ports de
sortie (à gauche).
L’algorithme implémente une fonction qui est connue par le concepteur d’interaction. Cet
algorithme s’exprime en fonction des données qui proviennent des ports d’entrée, des données
qu’il peut émettre sur les ports de sortie, et de variables qui prennent une valeur lors du démarrage
du composant. Ces dernières variables permettent aux composants d’être conﬁgurables : un
algorithme peut être en partie générique, l’application de valeurs aux variables spécialise une
instance de composant. L’ensemble des couples composés d’une variable et de la valeur qu’elle
doit prendre est appelée une conﬁguration. Pour tout composant, une conﬁguration par défaut
est fournie. Un concepteur d’interaction peut modiﬁer cette conﬁguration par défaut, selon les
besoins. La conﬁguration est appliquée à un composant lors de son instanciation à l’exécution.
Une instance de composant est un composant qui a une conﬁguration, et qui lors de l’exécution
possède un état. La relation entre un composant et une instance de ce composant est la même
que la relation entre une classe et un objet de cette classe. Lorsqu’un concepteur d’interaction
souhaite utiliser un composant, il déclare une instance et modiﬁe éventuellement sa conﬁguration
par défaut. À l’exécution, lorsque la plateforme a besoin d’un composant, elle crée une instance,
spéciﬁe une conﬁguration et démarre l’instance.
Ces composants sont destinés à être utilisés au sein d’assemblages qui spéciﬁent l’interaction
multimodale.
4.3.2 Assemblage
Un assemblage est constitué de trois ensembles :
– un ensemble d’instances de composants ;
– un ensemble de dépendances ;
– un ensemble de liaisons.
Créer un assemblage se fait de manière déclarative : le concepteur d’interactions déclare les
composants qu’il souhaite utiliser, déclare les dépendances de cet assemblage, et déﬁnit les liaisons
en déclarant les ports qui la déﬁnissent. Deux assemblages sont représentés sur la ﬁgure 4.6.
L’ensemble des dépendances d’un assemblage constitue les conditions de sa validité. Une dé-
pendance peut être un mandataire de dispositif ou d’application, ou un autre assemblage comme
sur la ﬁgure 4.6. À l’exécution, lorsqu’un mandataire est automatiquement créé, il devient une
dépendance valide, déclenchant en cascade la validité des assemblages ayant une dépendance sur
lui. Une dépendance fournit un ensemble de ports qui peuvent être référencés dans l’assemblage.
L’ensemble des liaisons constitue les chemins que les données doivent emprunter. Une liaison
est déﬁnie par un port d’entrée et un port de sortie : si deux ports sont reliés, alors toute donnée
qui transite sur le port de sortie transite sur le port d’entrée. Un port d’entrée – comme un port
de sortie – peut participer à plusieurs liaisons. Au sein d’un assemblage, une liaison peut être
exprimée en fonction des ports des instances de composants déclarées, et des ports des instances
de composants déclarées dans les dépendances.
À partir de cette déﬁnition des assemblages, le mandataire d’une application est modélisé
comme un assemblage constitué d’un seul composant dont les ports d’entrée représentent les
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Figure 4.6 – Exemple de deux assemblages : l’assemblage B dépend de l’assemblage A, il est
composé de trois instances de composants et de trois liaisons dont l’une référence un port de
l’assemblage A.
tâches élémentaires et les ports de sortie représentent les diﬀérentes informations qu’elle peut
émettre. Cet assemblage ne possède ni dépendance ni liaison. Le mandataire d’un dispositif est
modélisé de la même manière, à la diﬀérence que les ports de sortie représentent ses capteurs
et les ports d’entrée représentent ses eﬀecteurs. Ainsi, la déﬁnition d’une dépendance peut être
simpliﬁée.
Les notions de dispositifs et d’applications virtuels 5 sont décrites ainsi : un dispositif virtuel
– ou une application virtuelle – est un assemblage prédéﬁni dont la sémantique précise des ports
qu’il contient est partagée par les concepteurs d’interaction 6.
Dans notre approche, créer des assemblages est la manière de décrire une interface multimo-
dale. Les dépendances de l’assemblage fournissent l’information sur la validité de l’assemblage.
Décrire une interface multimodale consiste à déﬁnir les chemins de données entre des dispositifs
et un service, ainsi que des transformations à eﬀectuer le long de ces chemins de données.
La création d’assemblage est une activité qui se déroule à l’étape de conception. Les deux
sections suivantes concernent la phase d’exécution. La première (section 4.4) porte sur l’exécution
même d’une interface multimodale, la seconde (section 4.5) décrit la manière de faire la jonction
entre les descriptions eﬀectuées à la conception et leur utilisation durant l’exécution.
4.4 Plateforme d’intégration
La plateforme d’intégration est un ensemble de logiciels qui fonctionnent ensemble et qui
ont deux objectifs principaux : gérer dynamiquement les dispositifs et applications présents dans
l’environnement, et permettre la communication entre ces diﬀérents éléments. Le terme « intégra-
tion » fait référence à l’hétérogénéité de l’environnement qui est rendu homogène par l’utilisation
de mandataires sur la plateforme, et par la possibilité de créer des canaux de communication
évolués entre ces mandataires.
Cette plateforme peut être scindée en deux plateformes distinctes : une plateforme à services
qui gère l’hétérogénéité des technologies de découverte et de communication des dispositifs et
applications, et une plateforme de médiation qui est responsable plus particulièrement du rou-
tage et du traitement des données. Cette distinction peut être approximativement assimilée à la
5. Voir la section 4.2.2.2, page 64.
6. Exemple concret de dispositif virtuel : manette de jeu comme représentée sur la ﬁgure 4.16 page 83. Exemple
concret d’application virtuelle : lecteur multimédias, navigation sur une carte en deux dimensions.
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distinction entre syntaxe et sémantique.
Dans la suite de cette section, nous détaillons la plateforme à services, puis la plateforme de
médiation.
4.4.1 Plateforme à services
Tout dispositif ou application apparait comme un service dans la plateforme, même si leur
technologie n’est pas basée sur l’approche à services. La création de mandataires est possible par
un module chargé de la découverte de ces dispositifs et applications. Un mandataire est un service
tel que déﬁni dans l’approche à service. Ce module de découverte est composé de sous-modules,
chaque sous-module étant responsable d’un protocole de découverte particulier, par exemple
Bluetooth, D-Bus, Web Service, etc. Contrairement aux approches présentées précédemment 7,
où chaque dispositif et chaque application dispose de son propre module de découverte, cette
approche permet un passage à l’échelle. Imaginons que plusieurs milliers de dispositifs et d’ap-
plications puissent être reconnus par un système de création d’interfaces multimodales. Si la
découverte est faite par dispositif, alors plusieurs milliers de modules de découverte fonctionnent
en même temps. Si au contraire, la découverte est faite par protocole de découverte, et que ces
milliers d’applications et dispositifs utilisent une dizaine de technologies diﬀérentes, alors seule
une dizaine de modules de découverte fonctionnent en même temps.
Découvrir un dispositif ou une application ne passe pas par le démarrage d’un module parti-
culier, mais par la conﬁguration d’un service de découverte propre au protocole de découverte.
Dans chaque protocole de découverte, il existe une manière de diﬀérencier les entités à découvrir.
Par exemple, Bluetooth repose sur l’utilisation d’une chaine de caractères qui caractérise un dis-
positif : le friendly name 8. Ainsi, la conﬁguration d’un module de découverte se fait en général
par l’ajout au module d’une chaine à reconnaitre.
Une fois que le module de découverte a reconnu une application ou un dispositif, il instan-
cie un mandataire qui représente cette application ou ce dispositif au sein de la plateforme. Ce
mandataire étant un service, cette instanciation réalise le passage d’une technologie qui n’est
pas basée sur l’approche à services vers une approche basée sur les services. Ce mandataire est
capable de communiquer avec l’application ou le dispositif avec le protocole de communication
idoine. Étant un service, le mandataire s’inscrit dans le registre propre à l’approche orientée
services : il est alors disponible au sein de la plateforme d’intégration. Communiquer avec le
mandataire revient à communiquer avec l’application ou le dispositif qu’il représente. La dispa-
rition de l’application ou du dispositif déclenche le processus inverse : le module de découverte
détruit le mandataire, qui déclenche sa disparition du registre. Il convient de noter que certains
protocoles de découverte permettent la découverte de l’arrivée d’un dispositif, mais pas sa dis-
parition. Dans ce cas, c’est le mandataire lui-même qui est notiﬁé de cette disparition, par la
coupure de la connexion avec l’entité qu’il représente par exemple. Le mandataire doit alors
prévenir lui même le sous-module de découverte concerné par ce protocole. L’organisation de la
découverte est résumée sur la ﬁgure 4.7.
La découverte se fait donc en deux temps. Premièrement, le module de découverte sonde l’en-
vironnement dans le but d’instancier des mandataires ou de détruire des mandataires précédem-
ment instanciés. Deuxièmement, l’instanciation ou la disparition d’un mandataire est répercutée
dans le registre de la plateforme. Entre les moments où un mandataire est créé et détruit, il peut
participer à une interface multimodale. La section suivante décrit de quelle manière.
7. Voir la section 3.2 page 49.
8. Le terme « friendly name » fait référence à un nom compréhensible par un utilisateur, plutôt que par une
désignation technique. Voir la section 2.1.1.2.2 page 26 qui présente Bluetooth.
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Figure 4.7 – Organisation de la découverte au sein de la plateforme à services : trois sous-modules
de découverte observent l’environnement, deux mandataires Md1 et Md2 ont été instanciés. Ils
se sont enregistrés dans le registre et échangent des données avec les entités qu’ils représentent.
Par exemple, le sous-module D-Bus a découvert une application en observant l’environnement,
il a alors instancié Md1, qui s’est enregistré dans le registre, et qui est capable de communiquer
directement avec l’application. Lorsque le sous-module D-Bus détectera la disparition de cette
application, il détruira Md1 qui, juste avant d’être détruit, se désenregistrera du registre.
4.4.2 Plateforme de médiation
Au sein de la plateforme d’intégration, des mandataires sont créés et détruits au gré de
l’évolution de l’environnement. Pour qu’une interface multimodale soit utilisable, les données
qui transitent par les mandataires des dispositifs doivent cheminer jusqu’au mandataire d’une
application. L’organisation de ce cheminement peut être vue comme de la médiation de don-
nées, c’est-à-dire comme un routage et un ensemble de transformations des données produites
à un endroit donné vers un endroit où elles sont consommées. C’est pourquoi une organisation
de chemins de données entre des médiateurs est appelée dans notre approche une chaine de
médiation. Pour un environnement donné, les mandataires sont créés par le module de décou-
verte, puis une chaine de médiation est créée pour acheminer et traiter des données entres ces
mandataires.
Pour isoler cette gestion des chaines de médiation, une plateforme de médiation a été déﬁnie,
elle est représentée sur la ﬁgure 4.2 page 62. Ainsi, la plateforme à services gère l’intégration des
technologies nécessaires aux interfaces multimodales, ce qui permet à la plateforme de médiation
de bénéﬁcier d’une vue homogène de l’environnement et de gérer plus particulièrement l’inté-
gration des données entre des dispositifs et une application. Un exemple de chaine de médiation
est représenté sur la ﬁgure 4.8. Entre les mandataires et les médiateurs circulent des données en
provenance et à destination des dispositifs et applications.
La plateforme de médiation fournit un socle pour la création, l’évolution et l’observation
de ces chaines de médiation. D’un point de vue fonctionnel, elle prend en entrée un modèle de
chaine de médiation, et exécute une chaine de médiation conforme à ce modèle. Elle permet
d’observer le fonctionnement d’une chaine de médiation en cours d’exécution en remontant des
informations. Ces caractéristiques sont représentées sur la ﬁgure 4.9. La plateforme de médiation
est générique ; si elle permet l’exécution d’interface multimodales, c’est parce que les modèles qui
lui sont fournis représentent des interfaces multimodales et que les extrémités des chaines sont
des mandataires de dispositifs et d’applications.
La section suivante décrit comment sont générées ces chaines de médiation, c’est-à-dire la
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Figure 4.8 – Exemple de chaine de médiation : elle est constituée de six médiateurs, et est en
rapport avec trois mandataires.
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Figure 4.9 – Rôle de la plateforme de médiation : elle crée et maintient une chaine de médiation
conforme à un modèle qui lui est fourni.
manière de produire le modèle de chaine de médiation qui permet l’exécution d’une interface
multimodale.
4.5 Gestionnaire autonomique
Pour faire la liaison entre les descriptions d’interfaces produites par un concepteur d’interac-
tion, les préférences de l’utilisateur et l’état d’un environnement, un module appelé « gestionnaire
autonomique » est déﬁni. Le terme « autonomique » fait référence à l’adaptation automatique
des interfaces multimodales en fonction du contexte d’exécution et la prise en compte des pré-
férences de l’utilisateur. L’objectif de ce gestionnaire est d’exploiter la plateforme d’intégration
décrite dans la section précédente pour créer une interface multimodale en utilisant toutes les
informations disponibles.
Le gestionnaire autonomique connait l’état de l’environnement en utilisant le registre de
la plateforme d’intégration, qui référence tous les mandataires. Il connait les préférences de
l’utilisateur en interrogeant un module dédié à ces préférences. Il a à sa disposition des dépôts
contenant les descriptions des applications et dispositifs, ainsi que les descriptions d’interaction
disponibles.
Le gestionnaire autonomique a été conçu avec l’hypothèse que seule une application est pré-
sente dans l’environnement : l’utilisateur ﬁnal choisit parmi les applications découvertes celle
avec laquelle il souhaite interagir. Ainsi, le registre ne permet pas au gestionnaire autonomique
de connaitre toutes les applications disponibles et ne lui permet de voir que l’application choisie
par l’utilisateur. Il s’agit ici d’une simpliﬁcation : dans une deuxième étape, un module chargé
d’interpréter un environnement pourrait sélectionner automatiquement cette application en fonc-
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tion de la tâche que souhaite faire l’utilisateur. La limitation à une seule application n’est pas
majeure : d’une part seules quelques parties du gestionnaire devraient être mises à jour pour tenir
compte de plusieurs applications, d’autre part il n’y a pas d’incompatibilité structurelle dans la
conception actuelle du gestionnaire. De plus, il est possible de gérer plusieurs applications sans
modiﬁer le gestionnaire autonomique : il suﬃt de générer plusieurs interfaces – une par applica-
tion – et intercaler un module entre les mandataires de dispositifs et les interfaces générées qui
dirigent les données vers telle ou telle interface en fonction de ce que souhaite faire l’utilisateur.
4.5.1 Principe de fonctionnement
Le travail du gestionnaire autonomique est central. C’est en eﬀet lui qui est responsable de
l’adaptation des interfaces multimodales en fonction des informations disponibles à un instant
donné. Ce qui a été appelé « descriptions d’interaction » jusqu’ici sont en fait des modèles. La
plateforme de médiation est capable d’instancier une chaine de médiation conforme au modèle
qui lui est fourni. Le travail du gestionnaire autonomique est alors basé sur les modèles : il
transforme des modèles spéciﬁques à la multimodalité, donc compréhensibles par un spécialiste
en interaction, vers un modèle d’une chaine de médiation, compréhensible par la plateforme de
médiation 9.
Son fonctionnement se décompose en deux étapes principales. La première étape consiste
à sélectionner des modèles d’interaction parmi tous les modèles disponibles. La seconde étape
consiste à manipuler les modèles sélectionnés pour n’obtenir plus qu’un modèle de chaine de
médiation. Cette manipulation consiste à transformer et composer les modèles entre eux, déduire
les médiateurs nécessaires, leur fournir une conﬁguration et lier les ports disponibles entre eux.
Ces deux étapes sont représentées sur la ﬁgure 4.10. Le gestionnaire autonomique est également
capable de pallier l’absence de modèles d’interaction, c’est-à-dire de construire une interface
multimodale en se basant uniquement sur les modèles de mandataires.
Modèles d’interaction
disponibles
Modèles d’interaction
sélectionnés
Gestionnaire autonomique
Sélection
Composition 
et
transformation
Modèle
de chaine de médiation
Figure 4.10 – Détail du fonctionnement du gestionnaire autonomique : sélection puis composi-
tion et transformation.
Les deux sections suivantes abordent d’abord la sélection de modèles, puis la composition des
modèles sélectionnés.
4.5.2 Sélection de modèles
Les dépôts des modèles, c’est-à-dire les endroits physiques où sont stockés les modèles d’in-
teraction, sont accessibles par le gestionnaire autonomique. La sélection est nécessaire parce que,
d’une part, le nombre de modèles est potentiellement grand et que, d’autre part, ils ne sont
pas forcément utiles en fonction de l’état de l’environnement. Enﬁn, des modèles peuvent être
9. Voir la ﬁgure 4.1 page 61.
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incompatibles entre eux. La sélection de modèles se fait en deux temps. Premièrement, seuls les
modèles utiles sont retenus. Deuxièmement, des heuristiques sont utilisées pour sélectionner les
modèles les plus à même de construire une interface multimodale adaptée à l’environnement et
à l’utilisateur ﬁnal.
Comme les interfaces sont décrites partiellement, les sélections s’eﬀectuent non pas sur les
modèles même, mais sur des ensembles de modèles cohérents. Il est en eﬀet plus intéressant de
comparer des interfaces complètes plutôt que des fragments d’interfaces. Un ensemble est cohérent
si ses modèles permettent d’obtenir une interface fonctionnelle après être composés. Ainsi, ce sont
des ensembles de modèles cohérents qui sont sélectionnées. Un modèle sélectionné est alors un
modèle qui appartient à au moins un ensemble sélectionné. La ﬁnalité du processus de sélection
est d’obtenir un unique ensemble de modèles. Ces modèles peuvent alors être transformés et
composés pour donner une interface multimodale exécutable.
Les dispositifs et les applications peuvent être vus comme des modèles 10. L’ensemble des
modèles disponibles peut être assimilé à un graphe orienté ou non dans lequel un sommet corres-
pond à un modèle et un arc (m1,m2) correspond à une dépendance de m1 vers m2. Le graphe
orienté formé des modèles disponibles ne doit contenir aucun circuit.
4.5.2.1 Propriétés d’un ensemble de modèles
À partir des modèles disponibles, il est possible de générer énormément d’ensembles de mo-
dèles. Cependant, chaque ensemble ne produit pas forcément une interface utile et utilisable.
Plusieurs propriétés sont déﬁnies sur les ensembles de modèles : un ensemble peut être valide,
complet, minimal, cohérent. De plus, un ensemble de modèles peut contenir des modèles in-
compatibles. L’objectif de ces propriétés est de disposer de moyens intuitifs et calculables
de vériﬁer qu’un ensemble de modèles peut produire une interface exécutable utile et utilisable.
Les déﬁnitions qui suivent s’appliquent à des ensembles de modèles. Comme une dépendance
déﬁnit une condition de validité d’un modèle 11, si un modèle appartient à un ensemble, alors ses
dépendances doivent également appartenir à cet ensemble.
4.5.2.1.1 Validité
L’ensemble des modèles disponibles peut être conséquent. Parmi ces modèles, comme énoncé
précédemment, certains ne sont pas utiles selon les dispositifs et applications présents dans l’en-
vironnement. Par exemple, un fragment d’interface de Wiimote est inutile si la Wiimote n’est pas
présente dans l’environnement : ce fragment est invalide au regard de l’état de l’environnement.
La propriété de validité d’un ensemble est alors déﬁnie en fonction d’un état d’environnement.
Un ensemble de modèles est valide s’il ne contient aucun modèle de dispositif ou
d’application absent de l’environnement.
4.5.2.1.2 Complétude
Les modèles représentent des fragments d’interfaces. L’objectif est néanmoins d’obtenir une
interface utilisateur qui permette de relier des dispositifs à des applications, c’est-à-dire d’obtenir
une interface en entrée complète. Ainsi, un ensemble de modèles est complet s’il contient
au moins un modèle de dispositif et au moins un modèle d’application. Les ensembles
valides, complets et minimaux ont une propriété intéressante : si une seule application est présente
dans l’environnement, alors tout ensemble de modèles valide et complet peut être assimilé à un
graphe connexe.
10. Voir la section 4.3.2 page 66.
11. Voir la section 4.3.2 page 66.
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4.5.2.1.3 Compatibilité
Parmi les modèles disponibles, il peut exister des modèles en concurrence, c’est-à-dire qu’ils
peuvent être utilisés les uns à la place des autres mais pas ensemble : ils sont incompatibles entre
eux. Deux modèles sont incompatibles s’ils sont susceptibles d’exploiter une même
action de l’utilisateur ﬁnal 12. Rapporté à un dispositif, deux modèles sont incompatibles par
rapport à un dispositif s’ils utilisent un même port de ce dispositif. En eﬀet, si deux modèles
utilisent un même port, alors les données issues de ce port pourront être utilisées de deux manières
diﬀérentes dans l’interface multimodale. Un exemple de modèles incompatibles est donné par la
ﬁgure 4.11.
D1M1
D1M2
D1
M3
D2
Figure 4.11 – Exemple de modèles d’interaction incompatibles : M1, M2, et M3 sont incompa-
tibles car ils utilisent tous l’unique port du dispositif D1. S’ils sont utilisés ensembles, et qu’une
données est émise sur le port, alors chaque fragment d’interface interprètera cette donnée à sa
manière, en ignorant qu’elle est aussi utilisée par deux autres fragments d’interface.
La notion de compatibilité par rapport à un dispositif peut être généralisée à un ensemble de
modèles. Au sein d’un ensemble de modèles, il existe des modèles incompatibles si au moins une
des deux conditions est vériﬁée :
– il existe au moins deux modèles qui sont incompatibles par rapport à un dispositif ;
– il existe un cycle au sein du graphe non-orienté formé de cet ensemble de modèles ôté des
modèles de dispositifs.
Ainsi, si une seule application est présente dans l’environnement, alors tout ensemble de modèles
valide, complet, minimal, sans modèle incompatible et ôté des modèles de dispositif peut être
assimilé à un arbre 13.
4.5.2.1.4 Minimalité
Deux ensembles de modèles diﬀérents peuvent produire une interface équivalente. Par exemple,
si un ensemble de modèles produit une certaine interface, ajouter des modèles qui n’ont pas
d’inﬂuence produira un autre ensemble sans changer les possibilités de l’interface : ce nouvel
ensemble de modèle n’est pas minimal. C’est le cas des modèles sans dépendance. Cette possi-
bilité complique les heuristiques de sélection qui doivent alors en tenir compte. Par exemple, si
une heuristique vise à maximiser le nombre de modèles, elle risque de privilégier un ensemble
non minimal au détriment d’un autre ensemble. Ainsi, un ensemble de modèles minimal
ne contient pas de modèle qui peut être retiré sans changer l’interface multimodale
générée. Si l’environnement contient une seule application, cette propriété peut être approxima-
tivement vériﬁée ainsi : si l’on retire les modèles de dispositifs de l’ensemble, et que l’on construit
12. Cette déﬁnition est sciemment large. En eﬀet, il est diﬃcile de déterminer une propriété calculable qui vériﬁe
de manière exacte si un même action est eﬀectivement exploitée par deux modèles.
13. Un graphe sans cycle est équivalent à un arbre.
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un arbre dont la racine est le modèle de l’application, alors toutes feuilles doit avoir au moins
une dépendance sur un modèle de dispositif.
4.5.2.1.5 Cohérence
Parmi les propriétés qui viennent d’être déﬁnies, seule la validité s’exprime en fonction d’un
état d’environnement, les trois autres propriétés sont intrinsèques à un ensemble de modèles. Un
ensemble de modèles qui vériﬁe ces trois propriétés produit une interface utilisateur proche de
ce que les concepteurs voulaient exprimer avec les modèles : il est cohérent. Ainsi, un ensemble
de modèles est cohérent s’il est minimal, complet, et si tous ses modèles sont com-
patibles entre eux. Des exemples d’ensembles valides, invalides, cohérents et incohérents sont
représentés sur la ﬁgure 4.12.
La manière de construire tous les ensembles de modèles valides et cohérents est d’abord
décrite, puis les heuristiques qui guident les sélections entre ces ensembles sont présentées.
4.5.2.2 Construction d’ensembles valides et cohérents
Les dépôts mettent à disposition du gestionnaire autonomique un ensemble de modèles. À
partir de cet ensemble, il est nécessaire de construire des sous-ensembles : les heuristiques utilisées
par la suite comparent des ensembles de modèles. Un sous-ensemble doit être cohérents et valides :
la composition des modèles du sous-ensemble doit produire une interface utile et utilisable. Par
déﬁnition d’un ensemble valide, cette construction produit une sélection : les modèles qui n’ont
pas d’utilité au regard d’un environnement n’apparaissent dans aucun sous-ensemble.
Les ensembles de modèles valides et cohérents peuvent être générés en calculant l’ensemble
des parties de l’ensemble des modèles disponibles, puis en ne gardant que les ensembles valides
et cohérents. Cette manière de les générer n’est pas possible en pratique à cause de l’explosion
combinatoire. En eﬀet, sa complexité algorithmique est exponentielle en fonction du nombre de
modèles 14. En conséquence, un algorithme naïf plus réaliste est proposé, dont la complexité est
moindre en pratique 15.
L’algorithme récursif 4.1 est une manière de construire tous les ensembles valides et cohérents
contenant un modèle m s’il est exécuté avec les paramètres A = {m}, C = ∅ et E = {∅}. Le
principe est de construire les ensembles en parcourant un graphe connexe de dépendances. Comme
le gestionnaire autonomique est écrit avec l’hypothèse que seule une application est présente 16, et
que sous cette hypothèse un ensemble valide et cohérent est nécessairement un graphe connexe 17,
et que le modèle de l’application fait forcément partie du graphe, l’algorithme construit tous les
ensembles valides et cohérents de l’ensemble des modèles disponible si le modèle m passé en
paramètre est le modèle de l’application.
L’algorithme 4.1 s’eﬀectue comme suit. À chaque ajout d’un modèle m dans un ensemble C
en construction (ligne 3) :
– ajouter tous les modèles dont m dépend dans C (ligne 4) ;
– pour chaque manière de combiner des modèles qui dépendent de m (ligne 5), créer un
nouvel ensemble basé sur C (ligne 6) 18.
14. Sa complexité est O(2n), n étant le nombre de modèles. En eﬀet, si un ensemble a n éléments, l’ensemble
des parties de cet ensemble a 2n éléments. 100 modèles produisent environs 1030 ensembles à tester.
15. Mais dont la complexité du pire cas est plus grande.
16. Voir section 4.5 page 70.
17. Voir section 4.5.2.1.2 page 72.
18. En pratique, sont combinés uniquement les modèles qui permettent d’obtenir au moins un ensemble valide
et cohérent.
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Figure 4.12 – Exemples d’ensembles de modèles valides, invalides, cohérents et incohérents. En
haut, une application et deux dispositifs sont présents dans l’environnement ; six modèles sont
disponibles ; deux modèles sont incompatibles. En bas, quelques ensembles de modèles possibles
regroupés par validité et cohérence au sein d’un tableau. {B, M2, M3, D1} et {B, M2} sont inva-
lides car l’application B n’est pas présente dans l’environnement. {B, M2} est de plus incohérent
car il ne possède pas de modèle de dispositif : il est donc incomplet. {A, M1} est incohérent
pour la même raison. {A, M1, M6, D2} est incohérent car M1 peut être enlevé sans modiﬁer
l’interface : il n’est pas minimal. {A, M1, M5, M6, D1, D2} est incohérent car M5 et M6 ne sont
pas compatibles.
Cette construction produit tous les ensembles valides et cohérents possibles en fonction de
l’état de l’environnement et des modèles disponibles. Nous décrivons maintenant les heuristiques
utilisées pour eﬀectuer une sélection parmi ces ensembles.
4.5.2.3 Heuristique : maximisation du nombre de dispositifs
L’objectif de cette heuristique est de préférer les ensembles de modèles qui dépendent de
plusieurs dispositifs aux ensembles de modèles qui dépendent de moins de dispositifs : elle maxi-
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Algorithme 4.1 Construction d’ensembles valides et cohérents.
Pré-condition : Le graphe des dépendances entre modèles ne contient pas de circuit.M signiﬁe
l’ensemble des modèles possibles.
Paramètres : C est un ensemble de modèles en construction, A un ensemble de modèles à
ajouter à C, E est l’ensemble de tous les ensembles de modèles valides et cohérents déjà
construits.
Fonctions utilisées : P(S) renvoie l’ensemble des parties de S, dep(m) renvoie l’ensemble des
modèles dont dépend m, depinv(m) renvoie l’ensemble des modèles qui dépendent de m,
valide(S) teste la validité de S, coherent(S) teste la cohérence de S.
Post-condition : la valeur de retour contient les ensembles de modèles du paramètre E, et tous
les ensembles valides et cohérents contenant les modèles des paramètres C et A.
1: fonction construire(A ⊂M, C ⊂M, E ⊂ P(M))
2: si ∃m ∈ A alors � test et sélection
3: C ← C ∪ {m}
4: A← (A \ {m}) ∪ (dep(m) \ C)
5: pour chaque P ∈ P(depinv(m) \ C) faire
6: E ← E ∪ construire(A ∪ P , C, E)
7: ﬁn pour
8: sinon � A = ∅
9: si valide(C) ∧ coherent(C) alors
10: E ← E ∪ C
11: ﬁn si
12: ﬁn si
13: retourner E
14: ﬁn fonction
mise le nombre de dispositifs. Un exemple d’application de cette heuristique est représenté sur
la ﬁgure 4.13.
4.5.2.4 Heuristique : maximisation de la multimodalité « conjointe »
Alors que l’objectif de la première heuristique est simplement de privilégier les ensembles
dont les modèles couvrent le plus de dispositifs possibles, l’objectif de cette deuxième heuristique
est de privilégier les interfaces conçues de manière multimodale par un concepteur. Sans cette
heuristique, chaque dispositif peut être utilisé séparément plutôt que conjointement. Lorqu’un
concepteur développe un modèle, il a conscience qu’une dépendence ajoutée à son modèle mène
vers un dispositif ou une application. Ainsi, lorsqu’il développe une interaction pour plusieurs
dispositifs, il déclare au moins deux dépendances qui mènent vers des dispositifs.
Ainsi, cette heuristique compte le nombre de branches supplémentaires créées par des dé-
pendances qui mènent vers des dispositifs. Des exemples d’application de cette heuristique sont
représentés sur la ﬁgure 4.14.
4.5.2.5 Heuristique : minimisation de la distance sémantique
Le langage de spéciﬁcation propose l’utilisation d’applications et de dispositifs virtuels 19.
Pour favoriser l’existence de chemins entre les applications et les dispositifs, une bonne pratique
19. Voir la section 4.2.2.2 page 64 et la section 4.3.2 page 67.
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Figure 4.13 – Exemple de sélection de modèles avec l’heuristique de la maximisation du nombre
de dispositifs. À gauche : deux ensembles sélectionnés qui dépendent de trois dispositifs. À droite :
quatre ensembles rejetés car ils dépendent de moins de dispositifs que les deux solutions précé-
dentes. Ainsi, au niveau des modèles, M1, M3, M4 et M5 sont sélectionnés puisqu’ils apparaissent
dans les ensembles sélectionnés. Inversement, M2 est rejeté car il n’apparait dans aucun ensemble
sélectionné.
consiste à déﬁnir des modèles qui décrivent les liens entre les applications virtuelles et les dispo-
sitifs virtuels, mais aussi entre les applications virtuelles elles-mêmes et les dispositifs virtuelles
eux-mêmes. Si ces modèles entre entités virtuelles ont une utilité indéniable, ils peuvent dans
certains cas allonger le nombre de modèles entre un dispositif et une application. Chaque modèle
d’entité virtuelle entre un modèle de dispositif et un modèle d’application ajoute une distance
sémantique. Le but de cette heuristique est alors de privilégier les ensembles ayant une faible
distance sémantique : elle minimise la distance sémantique. Le calcul correspondant eﬀectue la
moyenne des tailles de toutes les branches et les ensembles de modèles ayant la plus petite va-
leur sont privilégiés. Deux exemples d’application de cette heuristique sont représentés sur la
ﬁgure 4.15.
Notre approche permet soit de déﬁnir des fragments d’interface, soit de déﬁnir complète-
ment une interface entre des applications et des dispositifs. Une telle interface sur mesure est
logiquement plus adaptée qu’un ensemble de fragments mis ensemble. Cette heuristique permet
de privilégier ces interfaces complètement déﬁnies. En eﬀet, la plus petite distance sémantique
correspond à un modèle qui dépend directement de modèles d’application et de modèles de dis-
positif. Un tel modèle correspond à une interface entièrement spéciﬁée entre des applications
et des dispositifs. Grâce à cette heuristique, un ensemble contenant un tel modèle a de fortes
chances d’être sélectionné. Ce cas est représenté sur la ﬁgure 4.15, dans l’exemple du bas.
Un allongement de la distance sémantique est représenté dans l’exemple du haut à droite de
la ﬁgure 4.15. Concrètement, le modèle d’application A peut être le modèle d’un lecteur vidéo
particulier, le modèle d’application D1 peut être le modèle de la Wiimote. V1 peut être l’appli-
cation virtuelle « lecteur multimédia », V2 peut être le dispositif virtuel « manette de jeu ». Il est
très probable que l’ensemble en haut à gauche dans lequel la Wiimote est exprimée directement
en fonction d’un lecteur multimédia produise une interface plus adaptée que l’ensemble de droite
ou les sémantiques des capteurs de la Wiimote sont d’abord exprimées en fonction des capteurs
d’une manette de jeu, qui sont ensuite exprimés en fonction d’un lecteur vidéo. L’heuristique
amène bien dans ce cas la sélection d’une interface qui est très probablement mieux adaptée.
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Figure 4.14 – Exemples de sélection de modèles avec l’heuristique de la maximisation de la
multimodalité « conjointe ». À droite les ensembles sélectionnés, à gauche les ensembles rejetés.
En haut : une sélection de deux ensembles de modèles parmi trois. Le nombre pour les ensembles
sélectionnés est de 1, le nombre pour l’ensemble rejeté est de 0. En bas : sélection de deux
ensembles parmi quatre. Le nombre pour les ensembles sélectionnés est de 2 : 2 en haut, 1 + 1
soit 2 en bas. Le nombre pour l’ensemble rejeté du haut est de 1 ; celui du bas est de 0.
4.5.2.6 Application des heuristiques
L’utilisation des heuristiques vise à choisir les ensembles de modèles valides et cohérents les
plus adaptés à un environnement donné et un utilisateur. Comme le terme « heuristique » l’in-
dique, la solution choisie n’est pas nécessairement la plus optimale. Elles permettent tout au
moins d’éviter les interfaces les moins adaptées et de s’exécuter rapidement. D’autres heuris-
tiques peuvent être proposées, notamment si l’hypothèse d’une unique application est retirée.
L’utilisateur pourrait alors sélectionner une règle « un dispositif par application », qui viserait à
répartir équitablement les dispositifs sur les applications.
Les heuristiques et la manière de les appliquer doivent être diﬀérenciées. Le concept d’« heu-
ristique » peut être formulé ainsi : une heuristique est une fonction qui prend un ensemble de
modèles en entrée, et qui fournit un nombre en sortie qui reﬂète approximativement le degré
d’adaptation d’une interface qui peut être générée à partir de cet ensemble. Telle que présentée
dans les exemples, l’application des heuristiques revient à calculer la fonction de sélection décrite
par l’algorithme 4.2 : elle consiste à appliquer successivement une fonction de ﬁltrage paramé-
trée par une heuristiques h et un ensemble V d’ensembles valides et cohérents. La fonction de
ﬁltrage des exemples est notée filtre : h, V → V �. La fonction consiste à calculer l’ensemble
V � = {v|∀v ∈ V, �w ∈ V, h(w) > h(v)} : elle rejette tout ensemble qui ne maximise pas le degré
d’adaptation. Ainsi, avec les paramètres f = filtre, H l’ensemble ordonné des trois heuristiques
présentées précédemment et V tous les ensembles valides et cohérents, l’exécution de l’algorithme
renvoie les ensembles de modèles les plus adaptés selon les heuristiques.
Ainsi, les heuristiques et le ﬁltre sont appliqués les uns après les autres : le nombre d’ensembles
peut décroitre à chaque étape. D’autres manières d’utiliser les heuristiques sont concevables, mais
n’ont pas été implémentées puis testées. Par exemple, toutes les heuristiques pourraient travailler
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Figure 4.15 – Exemples de sélection de modèles avec l’heuristique de la minimisation de distance
sémantique. À droite les ensembles sélectionnés, à gauche les ensembles rejetés. En haut : une
sélection d’un ensemble parmi deux. La moyenne pour l’ensemble sélectionné est de 5. La moyenne
pour l’ensemble rejeté est de 7. En bas : sélection d’un ensemble parmi deux. La moyenne pour
l’ensemble sélectionné est de (3 + 3 + 3)/3, soit 3. La moyenne pour l’ensemble rejeté est de
(3 + 5 + 5)/3, soit environs 4,3.
sur les mêmes ensembles, puis la moyenne des degrés d’adaptation, degrés éventuellement pon-
dérés, peut être utilisée pour choisir le meilleur ensemble. La pondération pourrait être réglée
par l’utilisateur, via des règles à haut niveau d’abstraction proposées.
Après cette sélection par heuristiques, il reste éventuellement plusieurs ensembles de mo-
dèles. Si aucune préférence de l’utilisateur ne contraint à l’utilisation d’un ensemble particulier,
un ensemble est choisi aléatoirement. Le choix peut éventuellement être proposé à l’utilisateur
s’il a demandé à être prévenu. Le cas échéant, la demande doit être formulée en termes com-
préhensibles par l’utilisateur, sous forme de questions en langage naturel par exemple. Que le
choix de l’ensemble soit aléatoire ou choisi par l’utilisateur, ce choix fait alors partie des préfé-
rences de l’utilisateur. Ainsi, si les mêmes ensembles de modèles sont en concurrence, l’utilisateur
retrouvera la même interface multimodale.
L’utilisateur peut, pour une certaine application, donner la manière de l’utiliser avec des
dispositifs. Pour chaque application, il dispose de la liste des dispositifs virtuels, des applications
virtuelles et des dispositifs pour lesquels il existe un modèle d’interaction. Il peut trier cette
liste par ordre de préférence. Il a également la possibilité de forcer ce choix, c’est-à-dire qu’avant
l’application des heuristiques, seuls les ensembles contenant le modèle préféré seront gardés. S’il
n’existe pas d’ensemble le contenant, le second modèle de la liste de préférence est considéré, et
ainsi de suite.
4.5.2.7 Synthèse
Trois heuristiques et une manière de les appliquer pour eﬀectuer une sélection ont été pré-
sentées pour décrire le fonctionnement du gestionnaire autonomique. Les heuristiques présentées
devraient être testées et améliorées avec de nombreux cas réels. Les algorithmes liés à ces heuris-
tiques sont très simples à implémenter : il s’agit essentiellement de parcours d’arbre. L’application
de chaque heuristique présentée a une complexité algorithmique en temps majorée par O(n∗m),
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Algorithme 4.2 Sélection d’ensembles par ﬁltrage basé sur des heuristiques.
Pré-condition : H un ensemble ordonné d’heuristiques, f une fonction de ﬁltrage qui rejette
les ensembles les moins adaptés selon une heuristique, V un ensemble d’ensembles de modèles
cohérents.
Post-condition : la valeur de retour contient un sous-ensemble de V contenant les ensembles
de modèles les plus adaptés
fonction selection(f , H, V )
si ∃h ∈ H alors � test et sélection de la 1re heuristique
retourner selection(f,H \ {h}, f(h, V ))
sinon � H = ∅
retourner V
ﬁn si
ﬁn fonction
n étant le nombre d’arbres et m la complexité du parcours de l’arbre 20, cette complexité pa-
rait faible au regard de l’importance du travail eﬀectué. La rapidité, la simplicité, et le pouvoir
d’expression relativement puissant rendent les heuristiques intéressantes pour l’aide à la sélection
automatique de modèles. Il existe plusieurs manières de les utiliser pour eﬀectuer une sélection,
trouver la meilleure manière reste une question ouverte.
Les déﬁnitions de la validité et de la cohérence sur les ensembles de modèles permettent la
sélection des ensembles qui peuvent être transformés en interface utilisateur utilisable. Cette pré-
paration permet aux heuristiques d’être exprimées simplement en sélectionnant des ensembles
sous forme d’arbre. Cette préparation permet également aux heuristiques de travailler rapide-
ment : la réduction du nombre d’ensembles possibles est drastique. La manière de calculer les
modèles incompatibles pourrait cependant être aﬃnée pour retenir des ensembles pouvant abou-
tir à une interface utilisable mais qui sont pour l’instant rejetés.
La sélection se divise en deux étapes : construction d’ensembles valides et cohérents puis sélec-
tion d’ensembles via applications successives d’heuristiques. Cette section a souligné la pertinence
de cette séparation.
La sélection produit un unique ensemble de modèles prêts à être composés et transformés.
La composition et la transformation de modèles est l’objet de la section suivante.
4.5.3 Composition et transformation de modèles
La composition et la transformation de modèles visent à produire un modèle de chaine de
médiation qui peut être instancié. Les modèles à composer et à transformer sont issus d’un
ensemble valide et cohérent obtenu par l’étape de sélection. Alors que l’étape de sélection travaille
essentiellement au niveau des modèles et de leurs dépendances, cette étape de composition et
transformation travaille au niveau des composants et des liaisons.
La composition, puis les transformations sont présentées.
4.5.3.1 Composition
La composition vise à obtenir un unique modèle à partir de l’ensemble de modèles construit
par l’étape de sélection : les dépendances disparaissent et seules restent des instances de compo-
20. Un parcours en profondeur a une complexité linéaire en fonction du nombre de sommets.
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sants et des liaisons entre les ports de ces instances.
Au sein d’un modèle, une liaison peut être exprimée en fonction d’un port d’une instance
de composant déclarée dans le modèle, et d’un port d’une instance déclarée dans l’une de ses
dépendances. La manière de construire cet ensemble de modèles assure que si un modèle est dans
cet ensemble, alors tous les modèles dont il dépend sont également dans cet ensemble 21. Cette
propriété garantit que toutes les liaisons référencent des ports existants.
La composition est très simple : elle consiste à assembler les liaisons et les instances de
composant de tous les modèles. Une fois la composition eﬀectuée, le modèle produit peut être
transformé.
4.5.3.2 Transformation
Cette transformation est utile pour deux raisons. Premièrement, les modèles créés par un
concepteur d’interaction ne requièrent pas certains détails dans le but de simpliﬁer leur créa-
tion : absence de typage de données circulant entre les ports, et absence de contrainte sur les
d’intervalles de valeur requis ou fournis par les ports. Cette première raison oblige à ajouter
des informations pour que l’exécution fonctionne correctement. Deuxièmement, les composants
représentant des dispositifs peuvent avoir des ports non utilisés, il est alors possible d’exploiter
ces ports libres pour ajouter des possibilités à l’interface utilisateur.
Les quatre sections qui suivent expliquent ces deux transformations.
4.5.3.3 Transformation : exploitation des ports libres des dispositifs et des appli-
cations
Suite à la composition des modèles, il peut rester des ports de mandataires de dispositif qui
ne sont liés à aucun autre port. Ces ports libres peuvent alors être utilisés. Une recherche des
possibilités de connexion est menée, et les liaisons possibles sont ajoutées. Un ensemble de règles
est appliqué pour réaliser ces connexions. Dans l’ordre de leur application :
– Les ports libres du mandataire d’application sont considérés en priorité. Pour chaque port
libre, une recherche est eﬀectuée sur l’ensemble des ports libres des mandataires de dispo-
sitifs. Si les ports sont compatibles, une liaison est créée.
– Pour chaque port non libre, une recherche est eﬀectuée sur l’ensemble des ports libres des
mandataires des dispositifs. S’ils sont compatibles, alors une liaison est créée.
Deux ports sont compatibles si l’un est un port d’entrée et l’autre un port de sortie. De plus,
les types de données qui transitent par eux doivent être compatibles, c’est-à-dire que soit les
types de données sont identiques, soit il existe un composant capable de convertir les types du
port de sortie vers les types du port d’entrée 22. L’application de ces règles se fait de manière
à répartir le plus équitablement possible les capteurs sur les tâches aﬁn d’éviter de lier tous les
capteurs sur une seule tâche.
Si un port d’entrée requiert une liste, la recherche privilégie un port de sortie qui émet une
liste compatible. En l’absence d’un tel port, une recherche de ports compatibles avec chacun des
éléments de la liste est eﬀectuée. Si pour chaque élément de la liste il existe un port compatible,
alors un composant de fusion est ajouté pour rendre compatible cet ensemble de ports avec le
port d’entrée.
Par l’application de ces deux règles, des interfaces utilisables peuvent être générées, néanmoins
des interfaces peuvent également être en partie inutilisables. Deux raisons à cela : premièrement,
21. Voir section 4.5.2.2 page 74.
22. La compatibilité entre deux types est un peu plus complexe qu’une relation binaire, de manière à préférer
par exemple la liaison entre deux ports traitant des entiers plutôt qu’une liaison entre un port fournissant un
ﬂottant et un port acceptant des entiers.
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un capteur peut envoyer des données en continu alors qu’une tâche élémentaire requiert une
réception de données non continue 23 ; deuxièmement, plusieurs capteurs peuvent envoyer des
données corrélées 24. Pour contourner le premier problème, si un port de sortie envoie des don-
nées en continu et que le port d’entrée nécessite seulement des valeurs non continues une valeur
de ce ﬂux peut être explicitement sélectionnée par l’utilisateur, en appuyant sur un bouton par
exemple. Pour contourner le second problème, si un ensemble de capteurs produit des valeurs
corrélées, alors dans l’ensemble des ports qui les représentent au plus un port peut ne pas être
libre.
Pour obtenir des interfaces plus utilisables, il est utile de tenir compte de la proximité séman-
tique des capteurs au sein d’un même dispositif. La proximité sémantique est déﬁnie informelle-
ment par l’association cognitive qu’un utilisateur peut faire entre des capteurs ou des ensembles
de capteurs : par exemple, un bouton « + » et « - » sont proches sémantiquement, de même que
deux boutons « haut » et « bas » d’une part, et « droite » et « gauche » d’autre part, ainsi que
les ensembles {« haut », « bas »} et {« gauche », « droite »}. Cette proximité sémantique est
souvent accompagnée d’une proximité spatiale des capteurs qui renforce l’association cognitive
qu’un utilisateur peut faire. Similairement, des tâches élémentaires d’une application peuvent
être groupées. Un exemple de groupement sémantique de capteurs est montré sur la ﬁgure 4.16.
La création de liaisons entre les capteurs et les tâches d’une application peut être guidée par ces
groupements : sont privilégiées les liaisons entre les éléments des groupements similaires. La to-
talité des groupements au sein d’un environnement peut être assimilé à un arbre dont les noeuds
représentent les groupements et les feuilles les capteurs. La racine représente le groupement de
tous les groupements existants dans un environnement donné, chaque nœud de premier niveau
correspond à un dispositif présent dans l’environnement, et ainsi de suite jusqu’aux capteurs.
C’est logiquement au niveau d’un groupement de capteurs que la propriété de corrélation peut
être appliquée.
Prendre en compte le type de capteur, c’est-à-dire la syntaxe et la sémantique de la donnée
qu’il fournit, permet également d’obtenir des interfaces plus utilisables. Par exemple, un module
de reconnaissance de geste peut être prévu pour fonctionner avec des valeurs issues d’un accé-
léromètre tridimensionnel. Lier ce module à trois sources de données qui ne viennent pas d’un
accéléromètre produit localement une interface inutile.
4.5.3.4 Transformation : adaptation des types de données et des intervalles de
valeurs
Une tâche élémentaire d’une application requiert un type de données particulier. Si elle reçoit
une donnée dont le type n’est pas identique, une erreur se produit. Cependant, des types de
données peuvent être compatibles, c’est-à-dire qu’il existe un mécanisme de conversion systé-
matique qui permet à une valeur dans un type donné d’obtenir une valeur utile dans un type
de donnée compatible, moyennant éventuellement une perte de précision. C’est typiquement le
cas des entiers et des ﬂottants. Puisque le concepteur d’interaction ne se soucie pas des types
de données lorsqu’il modélise une interface, et que l’étape d’exploitation des ports libres peut
relier des ports compatibles mais dont les types de données diﬀèrent, il est nécessaire d’ajouter
des conversions de données au sein d’une chaine de médiation. Un ensemble de composants de
médiation existe, et des composants peuvent être insérés par le gestionnaire autonomique entre
23. Par exemple, un gyroscope envoie des données en continu, relié à une tâche élémentaire de contrôle du
niveau sonore, maintenir un certain niveau sonore requiert de maintenir le capteur dans une certaine position.
24. Par exemple, un accéléromètre tridimensionnel peut être vu comme un ensemble de trois capteurs qui
fournissent trois ﬂux des données corrélées : il est diﬃcile pour un utilisateur de n’agir que sur un seul ﬂux.
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Figure 4.16 – Exemple de 8 groupements sémantiques. En haut, une manette de jeu, en bas des
groupements sémantiques possibles des capteurs représentés par les courbes fermées en pointillés.
des ports pour eﬀectuer ces conversions. Les compatibilités entre les types sont résumées par le
tableau 4.1.
En plus du type de donnée, une tâche élémentaire peut n’accepter des valeurs que sur un
intervalle donné. Par exemple, une tâche élémentaire de contrôle de niveau sonore peut accepter
seulement des valeurs comprises dans l’intervalle [0, 100]. Un gyroscope peut fournir des valeurs
comprises dans l’intervalle [-180, +180]. Si les valeurs issues du gyroscope sont directement
envoyées à la tâche, une anomalie 25 peut se produire. Pour résoudre ce problème, comme pour les
types de données, le gestionnaire autonomique insère un composant de médiation convertissant les
données entre les ports. Ce convertisseur implémente une transformation aﬃne 26 de l’ensemble
des valeurs de l’intervalle du port de sortie vers l’ensemble des valeurs de l’intervalle du port
d’entrée.
Les types de données et les intervalles sont propagés à travers les instances de composants,
de manière à détecter les incompatibilités entre deux ports même s’il existe des composants
intermédiaires. Pour permettre ce mécanisme, les composants déclarent les propagations de types
et d’intervalles entre ports d’entrée et ports de sortie.
4.5.3.5 Transformation : adaptation à un dispositif universel
Un dispositif universel est un dispositif capable de fournir tous les types de données possibles.
Sa diﬀérence est tellement marquée par rapport aux autres dispositifs qu’il est considéré à part.
Un dispositif capable d’aﬃcher une interface graphique adaptable à l’exécution est généralement
un dispositif universel : cette interface peut proposer un bouton pour permettre à l’utilisateur
de produire une donnée de type évènement, un curseur 27 pour produire un entier ou un ﬂottant,
25. Selon la conception de l’application, ce cas de ﬁgure peut être géré, conduire à un état indéterminé, provoquer
une erreur ou un arrêt brutal, etc.
26. Une fonction aﬃne peut s’écrire sous la forme y = ax + b, avec a et b constants. Il existe une méthode
pour obtenir a et b à partir de deux couples de valeurs (x, y) connus. Dans notre cas, le couple des minimums des
intervalles ainsi que le couple des maximums sont considérés.
27. Slider en anglais.
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évènement entier ﬂottant chaine sélection liste
évènement �
entier � � � �
ﬂottant � � � �
chaine � �
sélection � � � �
liste � �
Table 4.1 – Compatibilité entre les types de données. Une ligne représente le type d’un port
de sortie, une colonne représente le type d’un port d’entrée, une case cochée représente une
compatibilité entre le type d’un port de sortie et le type d’un port d’entrée. Par exemple, la
première ligne se lit ainsi : un port de sortie dont le type est évènement est compatible uniquement
avec un port d’entrée dont le type est évènement ; la première colonne se lit ainsi : un port d’entrée
dont le type est évènement est compatible avec tous les ports de sorties.
Le type chaine correspond aux chaines de caractères. Le type sélection est une valeur de chaine
de caractère parmi un ensemble ordonné de chaines de caractères. Le type liste est un ensemble
ordonné de types. Deux listes sont compatibles uniquement si elles ont le même nombre d’éléments
et si chaque élément à une certaine position est compatible avec l’élément de l’autre liste situé à
la même position.
un menu déroulant pour produire une sélection, etc. Un dispositif de reconnaissance de la parole
est également un dispositif universel.
Le composant mandataire d’un tel dispositif a la particularité d’avoir un seul port, de per-
mettre la création de port, et d’appliquer une règle diﬀérente pour le calcul des modèles incom-
patibles. Si le port est libre, la transformation consiste à créer une liaison entre ce port et chaque
port d’entrée de l’application, et à lui fournir une conﬁguration particulière.
Chaque port de composant possède une chaine de caractères décrivant son rôle de manière
compréhensible par un utilisateur. Dans le modèle d’une application, à chaque port d’entrée est
associée une chaine décrivant la tâche de manière compréhensible par un utilisateur. Cette chaine
descriptive est utilisée librement par le dispositif : une interface graphique générée peut l’utiliser
comme un intitulé pour un composant graphique, un dispositif de reconnaissance de la parole
peut l’utiliser comme lexique à reconnaitre 28. Nous considérons un exemple : une application
possède une tâche de réglage de volume qui accepte des entiers dans [0,100], la chaine la décrivant
s’appelle « volume ». Sur l’écran d’un smartphone est alors créé un curseur dont l’intitulé est
« volume » et qui autorise le mouvement du curseur entre les valeurs 0 et 100 ; à chaque fois que
le curseur est déplacé, le dispositif envoie la nouvelle valeur à la tâche de réglage de volume. De
même, un dispositif de reconnaissance de la parole se conﬁgure pour reconnaitre le mot « volume »
puis un nombre entre 0 et 100. À chaque fois que ce mot et un nombre sont reconnus, le dispositif
envoie le nombre est envoyé à la tâche de réglage de volume.
Enﬁn, toujours sous la condition que le port était libre, pour permettre le routage correcte
des données, il est nécessaire de redéﬁnir les liaisons avec le port. Un nouveau port est ajouté au
mandataire pour chaque liaison. Une conﬁguration est ajoutée pour que le mandataire connaisse
la correspondance entre un type de données à fournir, une chaine descriptive et un de ses nou-
veaux ports de sortie sur lequel envoyer une donnée.
28. Deux modèles sont donc incompatibles s’ils possèdent chacun une liaison avec le port et si leur description
est identique.
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La notion de dispositif universel lorsque le dispositif repose sur une interface graphique s’appa-
rente aux travaux en IHM sur la génération d’interfaces graphiques à partir d’un arbre de tâches.
Ces travaux sont anciens, l’exemple séminal étant le système ADEPT [Johnson et al., 1993]. Plus
récemment, ces travaux ont été repris et étendus dans le cadre de l’ingénierie dirigée par les mo-
dèles pour la plasticité des interfaces [Thevenin et Coutaz, 1999], qui constitue aujourd’hui un
domaine actif en IHM.
Dans ce contexte très réactif, nos travaux ne visent pas à générer l’interface graphique d’une
application mais uniquement et plus simplement un dispositif logique pour spéciﬁer des entrées
à une application qui contient par ailleurs son interface de sortie. Nous n’avons pas à traiter
l’enchainement des tâches (onglets, fenêtre. . . ) ni le regroupement logique de tâches à partir de
la hiérarchie des tâches.
4.5.3.6 Transformation en une chaine de médiation
La transformation ﬁnale consiste à convertir le modèle d’interaction basé sur des composants
en un modèle de chaine de médiation basé sur des médiateurs. Chaque conﬁguration par défaut
est éventuellement réécrite pour tenir compte des conﬁgurations de l’utilisateur. Les instances
de composants sont converties en instances de médiateurs, les liaisons entre ports d’instances
de composants sont converties en liaisons entre ports d’instances de médiateurs. Les modèles de
mandataire deviennent des modèles d’instance de médiateur « frontière » capables d’assurer la
communication entre une chaine de médiation et des instances de services présentes dans la pla-
teforme à services. Trois exemples de ces instances de médiateur sont représentés sur la ﬁgure 4.8
page 70 : ils se situent dans la plateforme de médiation et communiquent avec les mandataires ;
ils sont situés à l’extrême droite et l’extrême gauche de la chaine de médiation.
Une fois cette dernière transformation eﬀectuée, le modèle de chaine de médiation est alors
géré par la plateforme de médiation.
4.6 Synthèse
Ce chapitre a présenté notre proposition conceptuelle pour la construction d’interfaces mul-
timodales dans les environnements pervasifs. Cette proposition couvre la spéciﬁcation et l’exé-
cution d’une interface multimodale. La spéciﬁcation est réalisée par un concepteur d’interfaces
qui modélise une interface multimodale. Ces spéciﬁcations peuvent être complètes ou partielles.
L’exécution est réalisée par une plateforme multimodale constituée de deux parties distinctes :
un gestionnaire autonomique et une plateforme d’intégration. Le gestionnaire autonomique est
en charge d’utiliser toutes les informations à sa disposition pour créer un modèle d’interface
multimodale adaptée à l’environnement. La plateforme d’intégration est en charge d’exécuter ce
modèle et d’assurer la communication entre les applications, les interfaces multimodales et les
dispositifs.
Le langage proposé permet la spéciﬁcation d’interfaces multimodales par un concepteur d’in-
teraction grâce à des concepts d’interface utilisateur. Ce langage résulte d’un compromis entre
la facilité pour un concepteur de spéciﬁer une interface et la réalisation du gestionnaire autono-
mique qui est chargé de transformer les spéciﬁcations en une interface exécutable. Le langage est
basé sur l’approche à composants comme beaucoup de langages dédiés aux interfaces multimo-
dales. Comme souligné pour la plateforme OpenInterface 29, cette approche a l’avantage de ne
29. Voir la section 3.2.4 page 55.
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pas trop s’éloigner du modèle de l’exécution, de permettre des spéciﬁcations relativement ﬁnes,
de pouvoir représenter la spéciﬁcation graphiquement de manière directe avec des boites et des
traits, et d’être assimilable relativement simplement par des personnes non spécialistes de la pro-
grammation. En eﬀet, les concepts sont limités : une spéciﬁcation d’interface est un assemblage
de composants qui repose sur seulement trois concepts :
– les instances de composants conﬁgurables qui réalisent une fonction ;
– les liaisons entre ports qui déﬁnissent les chemins que doivent suivre des données ;
– les dépendances vers d’autres assemblages.
Les concepts sous-jacents de type de données, d’intervalles de valeur et de transmission conti-
nue ou non sont masqués, mais peuvent éventuellement être considérés par un concepteur pour
contrôler plus ﬁnement les interfaces.
Les dispositifs et applications virtuels sont des conventions proposées par le langage aux
concepteurs, qui leur permettent de décrire le comportement des dispositifs et des applications
en fonction de classes d’applications ou de classes de dispositifs. Ces conventions s’intègrent
parfaitement dans le langage : en eﬀet, ils constituent des assemblages dont les ports ont une
signiﬁcation partagée par les concepteurs. Ils sont néanmoins centraux dans notre approche : ils
permettent de spéciﬁer des fragments d’interfaces sans connaitre l’environnement dans lequel ils
seront utilisés.
Le concept de classes d’applications et de dispositifs n’est pertinent que si une classe contient
un nombre réduit de concepts : elle garde alors une généralité qui lui permet d’être la cible d’une
projection de nombreux dispositifs et applications. Cette proposition vise alors en premier lieu
l’intégration de tous les dispositifs dans les environnements pervasifs, car ils produisent toujours
un faible nombre de données de natures diﬀérentes.
Le principal avantage par rapport aux plateformes existantes dédiées aux interfaces multimo-
dales 30 est la capacité à adapter automatiquement une interface multimodale à un environne-
ment. Dans les approches existantes, le cas général est un environnement connu à la conception,
homogène et statique 31. Dans notre approche, le cas général est un environnement inconnu à la
conception, hétérogène et dynamique ; un environnement connu, homogène et statique constitue
seulement un cas particulier. La plateforme à services gère l’hétérogénéité en déﬁnissant une vue
homogène de l’environnement. La plateforme de médiation adapte les données qui circulent entre
les dispositifs et les applications. Le gestionnaire autonomique contrôle la plateforme de média-
tion pour l’adaptation à l’environnement. La possibilité de construire des interfaces multimodales
au sein d’un environnement hétérogène, dynamique et non prévu à la conception nous permet
d’avancer que notre proposition répond à certaines caractéristiques primordiales des environne-
ments pervasifs 32.
L’apport de notre solution par rapport aux plateformes généralistes dédiées aux environne-
ments pervasifs 33 est sa prise en compte des caractéristiques des interfaces multimodales. Dans
notre proposition, la plateforme d’intégration est généraliste : c’est la manière dont sont conçus
le gestionnaire autonomique et les modèles – des descriptions d’interaction, de dispositifs et d’ap-
plications – sur lesquels il travaille qui spécialise notre approche aux interactions multimodales.
Remplacer tout ou partie du gestionnaire autonomique et les modèles pourrait à priori spéciali-
ser notre approche dans un autre domaine. La spécialisation du gestionnaire autonomique aux
interfaces multimodales repose sur :
30. Voir la section 3.2 page 49.
31. Certaines proposent des mécanismes pour le dynamisme ou l’hétérogénéité.
32. Comme expliqué au chapitre 3 page 37.
33. Voir la section 3.1.5 page 44.
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– la distinction entre dispositifs et applications ;
– le concept de dispositif universel ;
– la présence et l’utilisation de chaines décrivant chaque port ;
– les heuristiques guidant la sélection de modèles ;
– les règles de transformation de modèles ;
– la manière pour un utilisateur de conﬁgurer une interface.
Le gestionnaire autonomique permet ainsi la transformation de concepts d’interfaces multi-
modales fournis par le langage d’interaction vers les concepts propres à l’exécution d’une interface
multimodale fournis par la plateforme d’intégration. Ce chapitre a présenté de manière détaillée
cette transformation. La transformation inverse – des concepts de l’exécution vers les concepts
d’interaction – n’a pas été suﬃsamment étudiée pour constituer une partie solide de notre propo-
sition. L’étude de cette transformation devrait être particulièrement utile pour l’utilisateur ﬁnal :
la représentation simple et compréhensible d’une interface utilisateur faciliterait son appréhen-
sion de l’interface et l’expression de ses préférences. Du couplage de ces deux transformations
pourrait émerger le concept simple et puissant de modèle de l’exécution : un modèle qui est le
miroir du comportement et de l’état de l’exécution et vice-versa ; toutes modiﬁcations dans l’état
et le comportement de l’exécution peuvent être répercutées dans le modèle, toutes modiﬁcations
du modèle peuvent être répercutées dans l’état et le comportement de l’exécution. Ce concept
est connu sous le terme de model at runtime [Blair et al., 2009].
Tandis que ce chapitre a présenté notre solution conceptuelle d’une plateforme pour la mul-
timodalité dans les environnements pervasifs, nous présentons dans le chapitre suivant une im-
plémentation logicielle de cette solution.
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Chapitre 5
DynaMo : une plateforme pour la
multimodalité en environnement
pervasif
Ce chapitre donne un aperçu de la mise en œuvre logicielle de la proposition présentée dans
le chapitre précédent. Cette réalisation technique et la réﬂexion conceptuelle ont été menées
conjointement. Le résultat a été nommé DynaMo, pour dynamic modalities.
La conclusion du chapitre 3 énonce deux pistes possibles pour réutiliser les outils existants :
partir d’un outil dédié aux interfaces multimodales, ou partir d’un outil fournissant certaines
propriétés pour la gestion de l’hétérogénéité et le dynamisme. La dernière piste a été choisie :
un travail de recherche dans le cadre d’un doctorat nécessite une certaine liberté qui peut être
limitée par une vision déjà promu par des outils trop proches du champ de recherche. Modiﬁer
ou adapter un outil existant – éventuellement en profondeur – pose un risque non négligeable de
se retrouver avec de sérieuses complications techniques compromettant l’avancée conceptuelle.
Construire au-dessus d’un outil existant limite fortement ce risque, mais il peut en résulter un
« isolement » conceptuel.
Ainsi, deux importantes briques logicielles ont été utilisées : iPOJO 1 et Cilia 2. iPOJO est
le modèle à composant dans lequel sont programmés les mandataires. Cilia constitue la majeure
partie de la plateforme de médiation. iPOJO et Cilia reposent sur OSGi 3 qui fournit logiquement
la majeure partie de la plateforme à services. Contrairement à d’autres technologies à services,
OSGi met l’accent essentiellement sur l’utilisation au sein d’une même machine. Ce chapitre
présente une manière théorique de gérer un environnement distribué.
Ce chapitre se découpe en trois parties qui reprennent partiellement le découpage de la pro-
position : le langage de spéciﬁcation pour les interfaces multimodales, la plateforme d’intégration
et enﬁn le gestionnaire autonomique.
1. Voir la section iPOJO page 41.
2. Voir la section Cilia page 42.
3. Voir la section OSGi page 40.
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5.1 Langage de spéciﬁcation pour les interfaces multimo-
dales
Le langage de spéciﬁcation pour les interfaces multimodales est décrit sous la forme d’un
métamodèle de classe. Ce métamodèle proposé au concepteur est qualiﬁé de langage car il contient
les concepts et en partie la manière de les manipuler : créer un modèle conforme au métamodèle
est la manière pour le concepteur de mettre en œuvre ses connaissances en interaction.
Aborder uniquement le langage – le métamodèle – utilisé par le concepteur ne permet pas
d’illustrer pleinement la proposition. C’est pourquoi deux autres métamodèles sont également
présentés. Ces métamodèles se recouvrent partiellement, mais la terminologie et la structure
changent : le concepteur d’interaction utilise un métamodèle proche des interactions multimo-
dales, le programmeur utilise un métamodèle proche du code qu’il écrit, le gestionnaire autono-
mique utilise un métamodèle proche de la médiation de données.
Ces trois acteurs ont chacun un point de vue sur les modèles de DynaMo :
– Le point de vue du concepteur d’interaction est orienté vers la spéciﬁcation d’interactions
multimodales : son objectif est de créer des interactions entre dispositifs et applications
sous forme d’assemblages d’instances de composants conﬁgurables.
– Le point de vue du développeur : il programme les médiateurs Cilia, qu’il doit par la suite
modéliser sous forme de composants conﬁgurables. De même, il programme les mandataires
sous forme de composants iPOJO, qu’il doit par la suite modéliser sous forme de composant.
Ces deux modélisations visent à donner à DynaMo toutes les informations nécessaires pour
qu’il puisse exploiter les médiateurs Cilia et les composants iPOJO disponibles.
– Le point de vue du gestionnaire autonomique : son but est d’assembler et transformer des
modèles d’interaction pour obtenir un modèle de chaine de médiation. Un modèle d’inter-
action est constitué d’un ensemble d’instances de composant, d’un ensemble de liaisons et
d’un ensemble de dépendances.
Chaque métamodèle est adapté à l’acteur auquel il s’adresse. Les conversions systématiques
entre les modèles sont possibles.
La suite de cette section présente ces métamodèles. Ils sont tous représentés en détail dans
l’annexe A page 128.
5.1.1 À propos de la notation graphique
Les métamodèles sont représentés sous forme de diagrammes de classes UML [uml241, 2011].
Les boites représentent des classes, les traits représentent des relations entre classes. Le triangle
vide représente la généralisation, les losanges pleins représentent la composition. La multiplicité
dénotée par l’étoile seule correspond à [0..*]. L’étoile employée comme borne supérieur d’une
multiplicité dénote l’absence de borne.
Tous les métamodèles sont sous la forme d’une arborescence de composition. Cela permet de
les stocker facilement en XML.
Pour garder la présentation des métamodèles concise, les attributs de classe qui ne soient
pas nécessaires pour la compréhension des métamodèles ne sont pas présentés. C’est le cas de la
plupart des identiﬁants et de quelques autres attributs.
5.1.2 Métamodèle de conception
Ce métamodèle est présenté progressivement. Il est représenté complètement dans l’annexe A
page 129. Il déﬁnit les modèles que peut produire le concepteur, mais aussi une partie des
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informations auxquelles il a accès, et qui doivent être présentées par un outil de conception.
Le concepteur d’interaction manipule trois entités : les applications, les dispositifs et les com-
posants conﬁgurables. Ces trois entités sont représentées sur la ﬁgure 5.1. Les applications et les
dispositifs sont éventuellement virtuels : ils sont alors une convention entre tous les concepteurs.
Chaque entité peut envoyer ou recevoir des données. Une application dispose de tâches qui
reçoivent des données pour eﬀectuer un traitement, elle rend certaines informations accessibles
qui peuvent être envoyées. Un dispositif dispose de capteurs qui produisent des données et
d’eﬀecteurs qui reçoivent des données et réagissent en conséquence. Un composant conﬁgu-
rable implémente une fonction qui eﬀectue des calculs sur des données qui arrivent sur des ports
d’entrée et émet les résultats sur des ports de sorties.
Composant
Port
direction
Application Dispositif
Tâche Capteur EﬀecteurInformation
nomnom
nom
nomnom
représentation
description
nom
descriptiondescription
nom
représentation
description
représentation
nom
description description
description
description
* * * *1..*
estVirtuelle estVirtuel
représentation
représentation représentation représentation
représentation
Figure 5.1 – Métamodèle des applications, dispositifs et composants.
Toutes les classes disposent d’un nom et d’une description qui permettent au concepteur
de connaitre et de comprendre leur utilité. Elles contiennent éventuellement une représentation
graphique qui permet à un outil de conception de les aﬃcher sous forme d’icône par exemple.
Une application représente au sens large tout ce qui peut être commandé par un utilisateur
ﬁnal : c’est une extrémité d’une interface multimodale. Un dispositif représente un moyen de
rendre compte de l’état du monde physique sous forme de données, et d’agir sur l’état du monde
physique pour transmettre de l’information à l’utilisateur ﬁnal : c’est une autre extrémité d’une
interface multimodale. Un composant représente une fonction qui peut être utile dans le proces-
sus d’adaptation des données entre les applications et les dispositifs.
Une instance de composant, d’application ou de dispositif est créée à partir d’un modèle
préexistant : en déclarant quelles entités il souhaite manipuler, le concepteur crée des instances
qui sont automatiquement remplies. Ces instances ne sont pas modiﬁables dynamiquement : il
ne peut pas ajouter de ports à un composant, attribuer un capteur à un autre dispositif, changer
les noms ou les descriptions, etc.
Il peut par contre conﬁgurer un composant. La conﬁguration d’un composant est représen-
tée sur la ﬁgure 5.2. Une conﬁguration est un ensemble de propriétés prédéﬁnies pour chaque
composant. Chaque propriété a un nom, une description et une valeur par défaut. Le concepteur
peut modiﬁer la valeur selon ses besoins. Il peut également réinitialiser la valeur à la valeur par
défaut. La valeur doit être d’un certain type – les types sont détaillés plus loin. Un outil pour la
spéciﬁcation d’interfaces peut utiliser le type pour vériﬁer la validité de la valeur saisie, ou pour
produire un composant graphique adapté à la saisie de telles valeurs.
Pour uniﬁer le traitement les composants, applications et dispositifs d’une part, et les ports,
tâches, informations, capteurs et eﬀecteurs d’autre part, deux généralisations sont déﬁnies : les
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Composant Propriété
conﬁguration
*
description
nom
valeur
valeurParDéfaut
réinitialiser()
TypeDeDonnée
typeDeLaValeur
1
Figure 5.2 – Métamodèle des conﬁgurations.
instances et les ports d’instances. Ces deux généralisations sont représentées sur la ﬁgure 5.3.
Bien que les notions d’instances et de ports d’instances ne sont pas présentées au concepteur, les
représentations graphiques de toutes les instances peuvent être similaires, idem pour les ports
d’instances.
ApplicationDispositifComposant
Instance
(a) Généralisation : les instances.
PortDInstance
Port Tâche Information Capteur Eﬀecteur
(b) Généralisation : les ports d’instances
Figure 5.3 – Généralisation des composants, applications et dispositifs, et généralisation des
ports, tâches, informations, capteurs et eﬀecteurs.
Cette modélisation peut paraitre contre-intuitive – un port d’instance est la généralisation
d’un port – uniquement parce que les noms des classes ont été choisis avec les concepts du
domaine des interactions.
Ces généralisations permettent de déﬁnir très simplement une interaction : une interaction est
un ensemble d’instances et un ensemble de liaisons entre les ports des instances. Le métamodèle
des interactions est représenté sur la ﬁgure 5.4. Une liaison a évidemment la contrainte de ne
pouvoir lier deux ports qui émettent des données ou deux ports qui reçoivent des données.
Instance
PortDInstanceLiaison
Interaction
1..*
2..*
2
portsLiés
*
Figure 5.4 – Métamodèle des interactions.
Une interaction s’exprime toujours en fonction de dispositifs et d’applications. Ainsi, une
interaction contient toujours une application et au moins un dispositif – virtuels ou non, ou
d’une application et une application virtuelle, ou d’au moins un dispositif et un dispositif virtuel.
Cette contrainte ne ﬁgure pas sur le diagramme de classes car elle n’est pas exprimable avec la
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sémantique oﬀerte par les diagrammes de classes. Cette contrainte permet de maximiser l’utilité
des modèles d’interaction qu’un concepteur peut créer : tout modèle d’interaction exprime la
manière d’interagir entre des dispositifs réels et virtuels, et des applications et réelles et virtuelles.
Le métamodèle présenté reﬂète le masquage dont bénéﬁcie le concepteur. Il ne contient pas
d’informations relatives aux types des données susceptibles d’être émises ou reçues par les ins-
tances. Le métamodèle est donc en réalité plus complet, pour permettre une conﬁguration plus
ﬁne des interfaces. Un outil pour la spéciﬁcation d’interface devrait permettre au concepteur de
choisir le niveau de détail souhaité.
Ce métamodèle permet au concepteur de produire des modèles décrivant des interactions.
Ces modèles contiennent des instances et des liaisons entre les ports de ces instances, certaines
instances peuvent avoir une conﬁguration. Ce métamodèle suppose l’existence de modèles à partir
desquels les instances sont créées. La section qui suit présente le métamodèle qui permet à un
programmeur de créer de tels modèles.
5.1.3 Métamodèles pour le programmeur
Le développeur est en charge de développer le code des composants conﬁgurables et le code
des mandataires. Les mandataires sont des composants iPOJO qui leur permettent d’être pris
en compte par une plateforme OSGi. Ces composants sont dynamiques 4 et sont plutôt simples à
développer. Les composants conﬁgurables sont des médiateurs Cilia qui peuvent être instanciés
au sein d’une chaine de médiation. Les médiateurs sont également dynamiques et plutôt simples
à développer. Une fois les composants iPOJO et les médiateurs Cilia développés, DynaMo à
besoin d’informations complémentaires pour les utiliser au sein d’une interface multimodale 5. Le
programmeur dispose donc de deux métamodèles : un métamodèle pour les mandataires et un
métamodèle pour les composants conﬁgurables. Pour simpliﬁer la présentation de métamodèles,
les types de donnée qui constituent une partie commune entre ces deux métamodèles est d’abord
présentée.
Pour travailler, le programmeur doit manipuler des types. Le but des types est de caractériser
les ports selon la nature des données qu’ils peuvent traiter. Dix types ont été déﬁnis, ils sont
représentés sur la ﬁgure 5.5. Le type évènement permet de caractériser le paradigme de l’appui
sur un bouton : aucune valeur ne transite, le fait qu’il ait été actionné est la seule information
transmise. Le type chaine permet de caractériser un port qui traite des chaines de caractères. Le
type entier permet de caractériser un port qui traite des nombres entiers au sein d’un intervalle,
l’intervalle est déﬁni par sa borne inférieure et sa borne supérieure. Le type entier générique
permet de caractériser un port qui traite des nombres entiers au sein de n’importe quel intervalle.
Les types ﬂottant et ﬂottant générique sont similaires pour les nombres ﬂottants. Le type
sélection permet de caractériser un port qui traite des chaines parmi un ensemble de chaines
possibles, déﬁni par une énumération de ces chaines de caractères. Le type sélection générique
permet de caractériser un port qui traite des chaines parmi n’importe quel ensemble de chaines
possibles. Le type liste permet de caractériser un port qui traite plusieurs données en même
temps. Les données qu’il traite sont ordonnées, et sont chacune caractérisées par un type. Enﬁn,
le type autre permet de caractériser un port qui ne peut être caractérisé par aucun type déjà
4. Dynamiques dans le sens où leur cycle de vie (création, démarrage, arrêt, destruction) à l’exécution n’est
pas lié au cycle de vie (démarrage, arrêt) de la plateforme.
5. Pour simpliﬁer le développement de DynaMo, ces informations sont décrites dans un ﬁchier à part. Idéa-
lement, elles devraient être plus intégrées : soit décrites directement au sein du code des composants avec des
annotations par exemple, soit ajoutées dans les ﬁchiers de descriptions qui accompagnent les composants iPOJO
et médiateurs Cilia.
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décrit. Il est déﬁni par un nom qui est une chaine de caractère. Un port d’entrée caractérisé par
le type autre déﬁni par un certain nom doit interpréter de manière correcte les données issues
d’un port de sortie caractérisé par le type autre déﬁni par le même nom.
TypeDeDonnée
ÉvènementEntier Flottant ChaineSélection Liste
EntierGénérique FlottantGénérique SélectionGénérique
1..*
{ordered}
min : int
max : int
min : ﬂoat
max : ﬂoat
énumération : string[*]
Autre
nom : string
Figure 5.5 – Métamodèle des types de données.
Dans la suite, des ensembles de types peuvent être modélisés. Pour alléger la notation, des
ensembles de types préexistent. Ainsi, l’ensemble « tous » correspond à l’ensemble {Autre, En-
tierGénérique, FlottantGénérique, SélectionGénérique, Évènement, Chaine, Liste}.
Les types venant d’être présentés, le métamodèle des mandataires, puis le métamodèle des
médiateurs peuvent être présentés.
5.1.3.1 Métamodèle des mandataires
En plus de disposer du composant iPOJO implémentant le mandataire, DynaMo doit connaitre
la manière de découvrir le dispositif ou l’application qu’il représente pour qu’une instance puisse
être créée. DynaMo doit également connaître les ports et les caractéristiques des données qui
transitent par ces ports. DynaMo doit aussi connaitre les groupements sémantiques des ports.
Enﬁn, pour qu’un outil de spéciﬁcation d’interface puisse aider un concepteur d’interface, des
informations supplémentaires comme les noms, les descriptions et les représentations abordés
dans la section 5.1.2 doivent être présentes. Ces dernières informations ne sont pas reprisent ici.
Le programmeur doit donc créer un modèle de mandataire qui regroupe toutes ces infor-
mations ; ce modèle doit être conforme à un métamodèle. Ce métamodèle est représenté sur la
ﬁgure 5.6.
La manière de découvrir le dispositif ou l’application est résumée par le protocole de décou-
verte et un discriminant. Le protocole de découverte est utilisé par le module de découverte pour
connaitre quel sous-module prend en charge le dispositif ou l’application. Le discriminant est
une chaine de caractères qui sert à conﬁgurer le sous-module : le sous-module peut alors, parmi
toutes les entités qu’il reconnait, déterminer celles qui disposent d’un mandataire instanciable.
La syntaxe de ce discriminant dépend du sous-module de recherche concerné. Par exemple, pour
chaque entité que le sous-module Bluetooth découvre, il recherche pour chaque discriminant s’il
constitue une sous-chaine du friendly name de l’entité. L’utilisation du discriminant est libre, il
peut être interprété comme une expression rationnelle 6, un ﬁltre LDAP, etc. DynaMo n’eﬀectue
pas de vériﬁcation au chargement du modèle, c’est le sous-module de découverte concerné qui
est en charge de vériﬁer la conformité de la chaine selon le type d’expression qu’il attend.
6. Également appelé les expressions régulières.
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capteur : Capteur
direction : Direction
transmission : Transmission
uiNom : chaine
Mandataire PortDeMandataire
GroupementSémantique
Mandataire
DApplication
TypeDeDonnée
protocole : Protocole
discriminant : string
estUniversel : boolean
Mandataire
DeDispositif
1..*
*
1
*sousGroupes
parties *
0..1
DirectionCapteur
«enumeration»«enumeration» «enumeration»
Transmission
accéléromètre
GPS
gyroscope
thermomètre
entrée
sortie
continue
discrète
…
sontCorrélées : boolean
«enumeration»
Protocole
dbus
bluetooth
…
Figure 5.6 – Métamodèle des mandataires. La classe TypeDeDonnées est représentée dans la
ﬁgure 5.5.
Le programmeur décrit un mandataire de dispositif ou d’application. Un mandataire de dis-
positif peut être universel si le dispositif qu’il représente répond aux critères de ce type de
dispositif 7.
Un mandataire dispose d’au moins un port : un mandataire sans port ne peut communiquer
avec l’extérieur. Un port est déﬁni par la direction des données, le type de capteur dont sont
issues les données, le type de transmission, un nom compréhensible par l’utilisateur et un type
de donnée.
Les données peuvent provenir de l’extérieur et entrer dans le mandataire via le port, il est
alors un port d’entrée : il reçoit des données d’un autre port. Les données peuvent sortir du
mandataire pour être envoyées vers d’autres ports, il est alors un port de sortie.
La transmission peut être continue ou discrète. Cette information permet d’éviter de relier
un capteur qui envoie un ﬂux de données continu à une tâche qui fonctionne en mode discret.
Un composant capable de sélectionner une valeur parmi le ﬂux de données peut être inséré. En
disposant de la fréquence d’envoie des données, il pourrait être possible de réaliser l’inverse, mais
ce cas n’a pas été rencontré.
Le type de capteur est optionnel, il permet d’ajouter de la sémantique aux ports, pour éviter
qu’un port d’entrée ne reçoive des informations qu’il interprèterait incorrectement. Par exemple,
fournir des coordonnées GPS à un port qui attend des données issues d’un accéléromètre ne
produit pas une interface utile. Le type de capteur déﬁnit précisément les données : le capteur
GPS indique des données au format WGS 84, le gyroscope indique des données en radian, etc.
Le nom compréhensible par l’utilisateur d’un port d’entrée d’une application est fourni à un
dispositif universel comme expliqué dans la section 4.5.3.5 page 83.
Contrairement au type de capteur, le type de donnée a un rôle plus syntaxique : il reﬂète
plus le type au sens langage de programmation. Ainsi, le type autre doit logiquement être déﬁni
par un type manipulable par le langage de programmation utilisé. Comme le langage Java est
7. Voir la section 4.5.3.5 page 83.
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utilisé, le nom devrait être l’identiﬁant d’un type comme le nom canonique d’une classe 8. Les
trois types génériques ne sont à priori pas utilisés.
Enﬁn, un mandataire peut posséder des groupements sémantiques de ses ports tels qu’expli-
qués dans la section 4.5.3.3 page 81.
Il est concevable d’ajouter des informations concernant la nature relative ou absolue des don-
nées. Intuitivement, une souris envoie des coordonnées relatives, une surface tactile envoie des
coordonnées absolues ; une tâche de réglage de volume sonore utilise une donnée relative x si
elle a la sémantique « augmenter le volume de x », elle utilise une donnée absolue si elle a la
sémantique « positionner le volume à x ». Plus formellement, une donnée est relative si sa prise
en compte par une tâche dépend de l’état de cette tâche. Ainsi, considérer la nature relative
ou absolue des données est complexe. En eﬀet, créer automatiquement une conversion entre une
donnée relative et une donnée absolue nécessite l’utilisation d’un médiateur capable de connaitre
l’état d’une tâche et la manière de prendre en compte la donnée relative.
Toutes les informations que doit saisir le programmeur pour qu’un mandataire soit pris en
compte par DynaMo viennent d’être présentées. La section suivante présente toutes les informa-
tions à saisir pour les médiateurs.
5.1.3.2 Métamodèle des médiateurs
Les médiateurs Cilia constituent les briques de base des chaines de médiation. Du point de vue
du concepteur d’interaction, les mandataires prennent le terme de « composant conﬁgurable ».
Comme les mandataires, un modèle doit être créé pour qu’un médiateur puisse être exploité par
DynaMo. Ce modèle doit être conforme à un métamodèle représenté sur la ﬁgure 5.7. Un modèle
contient des informations à propos de la conﬁguration, des ports et des types acceptables par
les ports. Pour qu’un outil de spéciﬁcation d’interface puisse aider un concepteur d’interface, des
informations supplémentaires comme les noms, les descriptions et les représentations abordées
dans la section 5.1.2 doivent être présentes. Ces dernières informations ne sont pas reprisent ici.
Médiateur
PortDeMéditateur Flux Propriété
TypeDeDonnée
ﬂuxInternes
ﬂuxInclus
typesAcceptables typeDeLaValeur
transmission : Transmission
capteur : Capteur clé : string
valeur : stringdirection : Direction
conﬁguration1..* *
11..*
0..1
*
* 1
*
{ordered}
Figure 5.7 – Métamodèle des médiateurs. La classe TypeDeDonnées est déﬁnie dans la ﬁgure 5.5,
les types Capteurs, Direction et Transmission sont déﬁnis dans la ﬁgure 5.6.
La conﬁguration d’un médiateur vise à permettre sa spécialisation par un concepteur d’inter-
action. La conﬁguration consiste en un ensemble de propriétés. Une propriété est composée d’une
clé et d’une valeur. L’information de type est uniquement présente pour être exploitée par un
outil de spéciﬁcation d’interface, DynaMo ne l’utilise pas et ne la vériﬁe pas lors du chargement
8. Voir la section 6.7 Fully Qualiﬁed Names and Canonical Names de [Gosling et al., 2005, p. 145].
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du modèle en mémoire. En eﬀet, la conﬁguration est fournie à une instance de médiateur lorsque
celle-ci est créée. C’est au médiateur de vériﬁer la conformité de la valeur. Les propriétés n’étant
pas imposées, le programmeur est libre de déﬁnir toute propriété qui peut être utile pour son
médiateur. Comme le programmeur réalise le code du médiateur, celui-ci peut interpréter les
propriétés comme bon lui semble. Toute propriété peut être redéﬁnie par le concepteur d’inter-
action. La valeur d’une propriété dans un modèle de médiateur devient la valeur par défaut dans
le métamodèle de conception.
Les attributs des ports des médiateurs sont semblables aux attributs des ports des man-
dataires. La manière de typer les ports est diﬀérente : alors que les ports des mandataires sont
typés directement, les ports des médiateurs sont typés via des ﬂux. Cette particularité est due à la
conjugaison de trois raisons. Tout d’abord, les types sont volontairement masqués au concepteur
d’interaction : il manipule des composants qui implémentent des fonctions. Donc, les médiateurs
doivent être génériques vis-à-vis des types : un médiateur peut accepter diﬀérents types sur un
port, les types que doivent traiter les ports sont connus par une instance lors de sa création.
Enﬁn, le gestionnaire autonomique doit pouvoir inférer les types de données pour éviter de relier
des ports incompatibles et insérer des conversions de type entre les médiateurs. Les deux pre-
mières raisons impliquent que plusieurs types peuvent être associés à un port. La dernière raison
implique l’existence d’un mécanisme pour inférer le type des données qui transite par un port.
Ce mécanisme repose sur le concept de ﬂux interne. Un ﬂux interne est associé à un ou plusieurs
ports : deux ports ayant le même ﬂux associé impliquent que les données qui transitent par l’un
ont le même type que les données qui transitent par l’autre. L’étape qui consiste à sélectionner le
type des données qui transitent par un port s’appelle la résolution des types. Ce type de donnée
est sélectionné parmi les types de donnée acceptables par le port.
Deux exemples permettent de mettre en lumière le fonctionnement des ﬂux. Le premier
concerne un médiateur « déclencheur », le deuxième concerne un médiateur « fusion ».
Un médiateur « déclencheur » contrôle l’envoi de données. Ce médiateur peut être utilisé pour
transformer une transmission continue en transmission discrète. Plus formellement, il envoie sur
le port « sortie » la dernière valeur reçue sur le port d’entrée « donnée » à chaque fois qu’il reçoit
une donnée sur un port « déclenchement ». Ce médiateur est générique puisque le traitement des
données n’est pas dépendant de leur type, mais le type des données qui transitent par le port de
sortie sont de même type que les données qui transitent par le port « donnée ». Le gestionnaire
autonomique doit connaitre cette information pour ne pas relier de ports incompatibles : il doit
connaitre les « ﬂux internes » des données qui lui permettent d’inférer les types de données qui
transitent par les ports. Le modèle de ce médiateur est représenté sur la ﬁgure 5.8.
Un médiateur « fusion » permet de mettre des données ensemble. Plus formellement, il envoie
sur le port « sortie » une liste composée des données reçues sur ses ports « entréeA » et « en-
tréeB ». Le modèle de ce médiateur est représenté sur la ﬁgure 5.9. Ce médiateur est générique
car il peut fusionner tout type de donnée. Cependant, les types des éléments au sein de la liste
de sortie ne sont pas aléatoires : ils sont égaux aux types qui transitent dans les ports d’entrées.
Cette relation de type entre des ports est modélisée par l’association ﬂux inclus. Cette relation
est ordonnée, elle reﬂète l’ordre des types dans la liste.
Les modèles que doit produire le programmeur viennent d’être présentés. À partir de ces
modèles, un outil de spéciﬁcation d’interface peut présenter des applications, dispositifs et com-
posants conﬁgurables à un concepteur d’interaction dans le but d’être assemblés. Les informations
contenues dans ces modèles se retrouvent également dans les modèles qu’utilise le gestionnaire
autonomique pour générer une interface. Ces modèles sont l’objet de la section suivante.
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déclencheur
sortie donnée déclencheur
ﬂux2ﬂux1
tous tous
Figure 5.8 – Exemple de modèle de médiateur : le médiateur déclencheur dispose de trois
ports et de deux ﬂux. Les ports sortie et donnée sont traversés par le même ﬂux ﬂux1, le port
déclencheur est traversé par un autre ﬂux. Les deux ﬂux acceptent tous les types de données, ce
qui est résumé par l’instance tous. Au cours de la résolution des types, les types qui transitent
par les ports sortie et donnée seront nécessairement résolus par le même type.
5.1.4 Métamodèle pour le gestionnaire autonomique
Pour réaliser la transformation entre des modèles de conception créés par un concepteur d’in-
teraction et un modèle de chaine de médiation, le gestionnaire autonomique exploite des modèles
contenant les mêmes informations que les modèles de conception mais avec une structuration dif-
férente. Cette diﬀérente structuration permet au gestionnaire autonomique de traiter les modèles
issus du langage de conception tel que nous les avons déﬁnis, mais également beaucoup d’autres
modèles qui ne sont pas concevables avec le langage de conception. Dit autrement, l’ensemble des
modèles conformes au métamodèle de conception est un sous-ensemble des modèles conformes au
métamodèle pour le gestionnaire autonomique. Il est représenté complètement dans l’annexe A
page 131.
Ce métamodèle pour le gestionnaire autonomique est présenté en deux parties. La première
partie présente la partie « composant » du métamodèle, la deuxième partie présente la partie
« interaction » qui s’appuie sur la première partie.
5.1.4.1 Métamodèle des composants
Lors de l’exécution, une chaine de médiation est composée d’instances de médiateurs et d’ins-
tances de mandataire. Cette diﬀérence technologique n’est pas importante pour le gestionnaire
autonomique. Ainsi, le gestionnaire autonomique se préoccupe uniquement de composants, qui
peuvent être des dispositifs – éventuellement universels, et des applications. Le métamodèle des
composants est représenté sur la ﬁgure 5.10. La classe est appelée « composant » pour simpliﬁer
le discours, mais il s’agit bien d’instances de composants.
Les modèles de médiateurs et de mandataires doivent pouvoir être représentés avec ce modèle
sans perte d’information. Ainsi, les ports ne sont plus typés directement comme c’est le cas des
mandataires, mais ils sont typés avec des ﬂux. Les ports d’un mandataire deviennent alors les
ports d’un composant qui ont chacun un ﬂux diﬀérent. Chaque ﬂux contient un unique type
acceptable qui est égal au type du port correspondant. Les ports des médiateurs n’ont pas besoin
d’une telle transformation.
La déﬁnition des groupements sémantiques ne change pas. Les groupements sont optionnels
pour les mandataires, ils n’existent pas pour les médiateurs. Ils sont alors optionnels pour les
composants.
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sortieentréeA entréeB
tous tous
ﬂuxSﬂuxA ﬂuxB{empl:1} {empl:2}
Figure 5.9 – Exemple de modèle de médiateur : le médiateur fusion dispose de trois ports et
de trois ﬂux. Les ports entréeA, entréeB et sortie sont traversés chacun par un ﬂux distinct,
mais le ﬂux de sortie est composé du ﬂux du port entréeA et du ﬂux du port entréeB. Deux ﬂux
acceptent tous les types de données qui est résumé par l’instance tous. L’association ﬂuxInclus
est ordonnée : ﬂuxA est à l’emplacement 1, ﬂuxB est à l’emplacement 2. Les données qui sortent
sont donc des listes dont le premier élément est du type de ﬂuxA et dont le deuxième élément
est du type de ﬂuxB.
Les attributs des ports sont l’union des attributs des ports des mandataires et des médiateurs.
Les attributs « capteur » et « uiNom » sont optionnels. Leur sémantique ne change pas.
La conﬁguration d’un composant est fournie à l’instance exécutable lors de son démarrage.
Une conﬁguration est l’unique moyen que possède le gestionnaire autonomique pour fournir
de l’information aux mandataires et médiateurs exécutables. La conﬁguration est constituée
des propriétés des médiateurs : les clés sont les mêmes, les valeurs sont celles fournies par le
modèle de conception. Si aucune valeur n’est fournie par le modèle de conception, c’est la valeur
fournie par le médiateur qui est prise. Le gestionnaire autonomique ajoute certaines propriétés
prédéﬁnies. Les médiateurs génériques peuvent avoir besoin des types qui résolvent leurs ports.
Cette information leur permet de se conﬁgurer lors de leur démarrage, et leur évite d’instrospecter
les données qu’ils ont à traiter. Une propriété est ajoutée aux composants de médiateurs pour
qu’ils sachent comment se lier à la chaine de médiation.
Enﬁn, un dispositif ou une application virtuels sont modélisés par un seul composant qui a
le même nombre de ports d’entrée et de sortie. Chaque couple de ports est lié à un ﬂux.
Mis à part les propriétés qui sont étendues pour des raisons pratiques, les autres concepts
sont identiques à ceux présentés jusqu’à maintenant. Suit la deuxième partie qui présente les
fragments d’interaction, et ajoute le concept de dépendance qui ne fait pas partie des concepts
des métamodèles présentés jusqu’à maintenant.
5.1.4.2 Métamodèle des fragments d’interaction
Le métamodèle de conception permet de spéciﬁer des interactions mettant en jeu des dispo-
sitifs et des applications – éventuellement virtuels – en créant des liaisons et des instances de
composant conﬁgurables. L’utilisation de dispositifs et applications virtuels donnent l’illusion au
concepteur de concevoir des interactions complètes. Le gestionnaire autonomique considère ces
modèles d’interaction comme des fragments d’interaction à assembler, qui ont des dépendances
entre eux. Ainsi, une spéciﬁcation d’interaction entre un dispositif et une application devient un
fragment d’interaction qui dépend du dispositif et de l’application. Le dispositif et l’application
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estUnDispo : boolean
estUneAppli : boolean
estUniversel : boolean
Propriété
clé : chaine
valeur : chaine
*conﬁguration
TypeDeDonnée
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Port
capteur : Capteur
direction : Direction
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1..*
Flux
*
*
1
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Sémantique
*
*
*
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0..1*
Figure 5.10 – Métamodèle des composants pour le gestionnaire autonomique. La classe TypeDe-
Données est déﬁnie dans la ﬁgure 5.5, les types Capteurs, Direction et Transmission sont déﬁnis
dans la ﬁgure 5.6.
sont alors considérés comme des fragments d’interaction. Le métamodèle des fragments d’inter-
action est représenté sur la ﬁgure 5.11. Ce métamodèle permet au gestionnaire autonomique de
réaliser l’étape de sélection de modèles présentée dans la section 4.5.2 page 71.
Fragment
DInteraction
Composant Liaison
Port
* *
1..*
2
portsLiés
dépendances
*
*
*
Figure 5.11 – Métamodèle des fragments d’interaction pour le gestionnaire autonomique. Les
classes Composant et Port sont déﬁnies dans la ﬁgure 5.10.
Un fragment d’interaction est composé d’instances de composant et de liaisons. Les liaisons ne
peuvent pas lier n’importe quels ports : une liaison appartenant à un fragment d’interaction f ne
peut lier que les ports des composants appartenant à f et les ports des composants appartenant
à un fragment d’interaction qui est une dépendance directe de f .
Une contrainte existe sur les dépendances : les dépendances ne doivent pas constituer de
cycle 9. Le métamodèle de conception garantit l’absence de cycle dans les dépendances, car les
dispositifs et les applications n’ont aucune dépendance. La création de fragment d’interaction
sans passer par le langage de conception nécessite de tenir compte de cette contrainte.
9. Exemple de cycle entre deux fragments f1 et f2 : f1.dépendances = {f2} et f2.dépendances = {f1}.
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Les modèles conformes à ce métamodèle sont soit écrits directement, soit le résultat d’une
conversion des modèles de conception et des modèles des mandataires et médiateurs. La conver-
sion des modèles des mandataires et des médiateurs en modèles de composant a été abordée dans
la section précédente : elle est simple et systématique. La conversion d’un modèle de conception
est systématique et légèrement plus complexe.
Le but de cette transformation est de remplacer les applications et les dispositifs dans un
modèle de conception par des dépendances. Tout d’abord, pour chaque application ou dispositif
est créé un fragment d’interaction qui le contient. Ainsi, les applications et dispositifs peuvent
constituer des dépendances de fragment d’interaction. Enﬁn, pour chaque modèle de conception,
tout dispositif et application – virtuel ou non – est remplacé par la dépendance vers le fragment
d’interaction qui lui correspond. Dans le modèle de conception ne reste plus que les composants
conﬁgurables et les liaisons.
5.1.5 Synthèse
Cette section a présenté trois métamodèles. Chaque métamodèle est destiné à un acteur : ils
sont dédiés à la tâche qu’ils permettent de faire. Le métamodèle pour le concepteur d’interaction
est dédié à la création d’interfaces multimodales. Le métamodèle pour le programmeur est dédié
à la description de mandataire et de médiateur. Le métamodèle pour le gestionnaire autonomique
est dédié à faciliter l’écriture des algorithmes présentés dans la proposition.
DynaMo possède un module de chargement des modèles. Ce module parse des ﬁchiers écrits
en XML et les convertit pour obtenir une représentation en mémoire adéquate. Ces ﬁchiers sont
dans une arborescence spéciﬁque. Cette arborescence constitue un dépôt. DynaMo est capable
de gérer plusieurs dépôts, locaux ou distants. Si un dépôt est local, alors DynaMo est capable de
détecter les changements et met à jour l’interface si besoin.
5.2 Plateforme d’intégration
La plateforme d’intégration est en fait composée de deux plateformes. La plateforme à service
qui permet de masquer l’hétérogénéité des technologies des communications avec l’environnement
au reste de la plateforme. La plateforme de médiation crée des chaines de médiation qui consti-
tuent les canaux de communication que suivent les données entre les dispositifs et les applications.
Cette section aborde la plateforme à service, puis la plateforme de médiation.
5.2.1 Plateforme à service
La plateforme à service est composée d’un module de découverte, de mandataires et d’un
registre. La plateforme à service ne diﬀérencie pas les dispositifs et les applications, elles sont
donc désignées par « entités » dans la suite de cette section.
Le module de découverte est chargé de détecter l’apparition des entités présentes dans l’envi-
ronnement. Lors de la découverte d’une entité, il instancie un mandataire qui est chargé d’adapter
la communication entre cette entité et la chaine de médiation. Comme ce mandataire est un ser-
vice, aussitôt créé, il s’enregistre dans le registre de la plateforme.
Le module de découverte est également chargé de détecter les disparitions des entités de
l’environnement. Lors de la détection d’une disparition, il détruit le mandataire correspondant.
Le mandataire étant un service, il se désenregistre du registre juste avant d’être détruit.
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5.2.1.1 Module de découverte
Le module de découverte est constitué d’un ensemble de sous-modules. Chaque sous-module
est implémenté par un service OSGi ou un composant iPOJO. Ils proposent tous le même service.
Avec OSGi comme avec iPOJO, la spéciﬁcation d’un service correspond à l’interface qui est
implémenté par la classe qui implémente le service. Ainsi, les services de découverte implémentent
tous l’interface DynamoDiscovery qui est fournie par DynaMo. Cette interface Java est constituée
de trois méthodes qui permettent de récupérer le nom du sous-module, de demander le suivi d’une
entité, et d’arrêter le suivi d’une entité. La ﬁgure 5.12 représente le module de découverte et trois
sous-modules.
DécouverteDynamo
DécouverteDynamo
DécouverteDynamo
DécouverteDynamo
Sous-module
Bluetooth
Sous-module
D-Bus
Sous-module
CMU Sphinx
Module
de découverte
DécouverteDynamo
getNom() : nom
démarrerSuivi(
  discriminant,
  configuration,
  nomFichier,
  nomFactory
)
arrêterSuivi(
  discriminant
)
…
Figure 5.12 – Module de découverte et sous-modules : les sous-modules sont implémentés sous
la forme de services qui implémentent la spéciﬁcation DécouverteDynamo.
Le nom d’un sous-module correspond au protocole qui est géré par le service. Ce nom permet
à DynaMo de trouver le bon sous-module lorsqu’il veut conﬁgurer la découverte d’une entité.
DynaMo utilise l’attribut protocole d’un modèle de mandataire 10.
La méthode pour demander de suivre une entité comporte quatre paramètres : un discriminant
fourni par le modèle du mandataire, le nom de ﬁchier du bundle dans lequel se trouve le code
du mandataire, le nom de la factory du composant iPOJO qui permet de créer un mandataire
et enﬁn une conﬁguration à fournir à l’instance du mandataire lors de sa création. Le nom du
ﬁchier et le nom de la factory sont également présents dans le modèle du mandataire mais ont
été omis dans la présentation du métamodèle des mandataires.
Classiquement, un service de découverte utilise un protocole de découverte pour trouver des
entités. Il peut donc découvrir des entités qui n’intéressent pas DynaMo. Le discriminant est une
chaine de caractères qui lui permet de savoir si une entité découverte est utile pour DynaMo : cette
chaine discrimine les entités. La manière d’utiliser le discriminant est propre à chaque service.
En eﬀet, les protocoles de découverte n’utilisent pas forcément la même manière d’identiﬁer les
entités qu’ils permettent de découvrir. Par exemple, le protocole Bluetooth fournit un friendly
name qui caractérise une entité. Le protocole D-Bus oﬀre un identiﬁant unique pour chaque
bus. Cet identiﬁant est la concaténation du nom de l’entité et d’un numéro unique. Le service de
découverte D-Bus recherche alors parmi tous les bus disponibles ceux dont l’identiﬁant commence
par le discriminant.
Un mandataire est un composant iPOJO. Un composant iPOJO est compatible avec OSGi.
Le composant est donc fourni sous la forme d’un bundle, qui existe sous la forme d’un ﬁchier.
10. Voir ﬁgure 5.6 de la section 5.1.3.1 page 94.
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Un bundle doit être installé et démarré dans l’environnement OSGi pour que les services qu’il
fournit soient exploités 11. Pour éviter d’installer tous les bundles dans l’environnement OSGi,
DynaMo fournit un service de gestion des bundles que les services de découverte doivent utiliser
pour installer et démarrer les bundles dont ils ont besoin. Le nom de ﬁchier du bundle est fourni
à ce service de gestion lorsqu’une entité est découverte.
Un service de découverte n’instancie pas lui même les composants iPOJO. Il délègue cette
tâche à un service qui fait partie de l’outil ROSE 12. ROSE a besoin du nom de la factory
iPOJO pour créer l’instance. ROSE peut fournir une conﬁguration à une instance qu’il crée.
Ainsi, ces deux informations sont fournies à ROSE lorsque le service reconnait une entité dans
l’environnement. Deux raisons ont poussé cette délégation. Premièrement, ROSE masque certains
détails concernant iPOJO au programmeur qui développe un service de découverte. Ensuite,
ROSE oﬀre la possibilité de faire communiquer plusieurs plateformes OSGi : il permet de faire
de l’informatique distribuée 13. L’informatique distribuée a du sens au sein d’une interaction avec
un environnement pervasif car les dispositifs et les applications ne sont pas forcément tous reliés
à un ordinateur central.
Lorsqu’un service de découverte détecte la disparition d’une entité, il demande à ROSE de
détruire l’instance. Découvrir la disparition d’une entité n’est pas forcément une capacité des
protocoles de découverte. Le protocole Bluetooth par exemple permet de découvrir l’arrivée
d’une entité, mais pas sa disparition. Seul le code qui possède eﬀectivement une connexion avec
un dispositif est prévenu de la perte de cette connexion. C’est le cas du mandataire. Pour pallier
ces cas, un service de découverte ajoute à la conﬁguration un identiﬁant unique de l’entité. Ainsi,
lorsque le mandataire détecte la disparition de l’entité, il prévient le service de découverte, qui
se comporte alors comme s’il avait détecté lui même la disparition de l’entité 14.
La méthode pour arrêter de suivre une entité comporte un seul paramètre : le discriminant.
Cette méthode doit logiquement demander la destruction des instances concernées.
Puisque les sous-modules sont implémentés par des services similaires, DynaMo les découvre
lors de l’exécution, il n’a pas besoin de les connaitre à l’avance. Ce fonctionnement permet à
un développeur de créer un sous-module de découverte sans modiﬁer DynaMo. Ainsi, pour que
DynaMo puisse prendre en compte un dispositif, soit il existe déjà un sous-module capable de le
reconnaitre, alors il suﬃt de créer le mandataire et son modèle, soit un tel sous-module n’existe
pas, alors le développeur doit créer en plus un service qui permet de découvrir l’entité.
Les services de découverte sont présentés comme liés à un protocole de découverte. Ce n’est
pas toujours le cas. En particulier, la reconnaissance de la parole et la synthèse vocale ne s’ap-
puient pas sur des protocoles de découverte. Ces deux systèmes ajoutés dans DynaMo ne reposent
pas sur la découverte de dispositifs réels, mais sur la présence de ces systèmes. La synthèse vocale
est réalisée avec FreeTTS 15. Diverses raisons peuvent amener le système à ne pas fonctionner,
notamment l’absence de ressource audio 16 ou son utilisation exclusive par un autre système.
Tester toutes les conditions de fonctionnement demande d’extraire du code les sources d’erreurs
possibles. Pour simpliﬁer, la « découverte » de FreeTTS consiste à essayer de lancer le système. Si
cet essai est concluant, alors le sous-module dédié à FreeTTS demande la création de l’instance
du mandataire. La détection de l’arrêt du système ne peut pas se faire simplement : essayer de
11. Voir la ﬁgure 3.3 de la section 3.1.2 page 40.
12. Site oﬃciel : http://wiki.chameleon.ow2.org/xwiki/bin/view/Main/Rose.
13. Cette possibilité n’a pas été testée.
14. Il existe une communication asynchrone entre la notiﬁcation du service de découverte par le mandataire et sa
destruction : la notiﬁcation n’est pas bloquante car elle empêcherait la destruction du mandataire qui résulterait
par un interblocage (deadlock).
15. Site oﬃciel : http://freetts.sourceforge.net/.
16. Traduction approximative de line.
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lancer le système alors que le mandataire l’a déjà lancé échoue systématiquement. La détection
de la « disparition » de FreeTTS est donc similaire à Bluetooth : c’est le mandataire lui-même qui
notiﬁe le service de découverte. La reconnaissance de la parole est réalisée avec CMU Sphinx 17.
Son service de découverte est similaire. Ainsi, dans certain cas, un service de découverte peut
être restreint à la découverte d’une seule entité.
Le module de découverte permet donc de créer et détruire des instances de mandataire. Entre
sa création et sa destruction, un mandataire peut être amené à communiquer avec une chaine de
médiation. La section suivante présente cette communication.
5.2.1.2 Communication avec une chaine de médiation
Le but d’un mandataire est d’adapter la communication entre une chaine de médiation et
l’entité qu’il représente. La communication entre le mandataire et le dispositif dépend du dispo-
sitif et DynaMo ne peut pas faciliter cette partie. La communication entre le mandataire et la
chaine de médiation a été simpliﬁée au maximum.
Un port d’entrée prend la forme d’une méthode, un port de sortie prend la forme d’une
variable. Ainsi, à chaque donnée qui est reçue sur un port d’entrée, la méthode correspondante
est appelée, la valeur est fournie dans un paramètre de la méthode. À chaque fois qu’une donnée
doit être émise sur un port de sortie, la variable correspondante doit être aﬀectée par la valeur
à émettre. La correspondance entre les ports et les méthodes (ou les variables) est donnée dans
la description du mandataire : à chaque port est ajouté le nom de la variable ou de la méthode.
Ce mécanisme permet au code du mandataire de n’avoir aucune dépendance sur DynaMo.
Il suﬃt d’ajouter un handler iPOJO au composant. Ajouter un handler se fait en insérant une
ligne dans la description du composant. Ce handler est fourni par DynaMo, il est générique. Il
s’adapte au composant auquel il est attaché en utilisant la conﬁguration qui lui est passée lors
de son instanciation. Dans la section précédente, cette conﬁguration a été mentionnée : elle est
passée en paramètre au service de découverte, qui la passe à ROSE. Cette conﬁguration est créée
par DynaMo à partir du modèle du mandataire.
Concrètement, c’est le handler qui communique avec la chaine de médiation et qui oﬀre un
service. Le handler est capable d’appeler des méthodes de son composant et de surveiller la modi-
ﬁcation des variables grâce aux mécanismes de liaison injectés par iPOJO dans le composant 18.
Lors de sa création, le service que propose le handler est automatiquement ajouté par iPOJO
dans le registre OSGi. Lors de sa destruction, il est automatiquement retiré du registre.
Les mandataires sont écrits avec le langage de programmation Java. Les types de DynaMo
correspondent aux types de Java. Ainsi, un port d’entrée caractérisé par le type Chaine corres-
pond à une méthode dont le paramètre est de type String de Java. Le type Autre correspond
à un paramètre de type Object de Java. Le type Liste correspond à un paramètre de type List
contenant des valeurs de type Object 19. Le type Évènement ne convoie aucune valeur, il corres-
pond donc à l’absence de paramètre. Les types Entier et Flottant correspondent à des paramètres
Integer ou int et Float ou ﬂoat dont la valeur est nécessairement incluse dans l’intervalle qui les
caractérise. Le type Sélection correspond à un paramètre de type String dont la valeur existe
dans l’énumération qui le caractérise.
Dès que les mandataires sont instanciés une chaine de médiation peut être créée au sein de
la plateforme de médiation. Cette plateforme de médiation est l’objet de la section suivante.
17. Site oﬃciel : http://cmusphinx.sourceforge.net/.
18. Voir la section 3.1.3 page 41.
19. Le langage Java ne permet pas de créer des objets de type List contenant des objets de types diﬀérents.
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5.2.2 Plateforme de médiation
La plateforme de médiation reçoit un modèle de chaine de médiation du gestionnaire auto-
nomique et crée une chaine conforme au modèle. Cette chaine constitue l’interface multimodale
entre les mandataires : d’une part les médiateurs eﬀectuent des traitements sur les données,
d’autre part les liaisons entre les médiateurs dirigent les données.
La plateforme de médiation est essentiellement constituée de Cilia 20. Cilia propose une API
pour construire et modiﬁer des chaines lors de l’exécution. Ainsi, a été ajouté un module capable
de convertir le modèle de chaine de médiation en une suite d’appels à cette API. Cette suite
d’appels construit une chaine conforme au modèle.
Trois raisons font de Cilia un candidat idéal pour l’implémentation de la plateforme de mé-
diation : les chaines de médiations peuvent être construites et détruites lors de l’exécution, les
médiateurs sont conﬁgurables, et les médiateurs sont construits simplement à partir de trois
briques de bases.
Les trois briques de base sont les planiﬁcateurs, les processeurs et les répartiteurs. Le program-
meur peut créer des briques de base, et construire des médiateurs en les assemblant. DynaMo et
Cilia fournissent quelques planiﬁcateurs, processeurs et répartiteurs.
5.2.3 Synthèse
Le module de découverte de DynaMo est extensible, les sous-modules s’apparentent à des
greﬀons 21. Un sous-module est implémenté par un service. Ce service doit implémenter une
spéciﬁcation simple qui contient trois méthodes. DynaMo met à disposition deux services qui
facilitent l’écriture d’un service de découverte : un service de ROSE qui prend en charge les
créations et destructions des mandataires, un service de gestion des bundles.
La communication entre un mandataire et une chaine de médiation est transparente du point
de vue du mandataire : une méthode correspond à un port d’entrée, une variable correspond à
un port de sortie. La communication entre un mandataire et une chaine de médiation est réalisée
par un handler iPOJO. Ce mécanisme facilite énormément l’écriture du code du mandataire : il
n’a aucune dépendance sur Dynamo. Le programmeur n’a pas besoin de connaitre ce mécanisme
pour développer un mandataire.
La plateforme de médiation se base sur Cilia. Cilia fournit les propriétés nécessaires à la
plateforme : les chaines peuvent être contrôlées lors de l’exécution, elles sont constituées de mé-
diateurs conﬁgurables. Ces médiateurs sont construits par assemblage de trois briques de base.
Les technologies utilisées – iPOJO, ROSE et Cilia – ont toutes OSGi en commun. Implémenté
ainsi, DynaMo est une plateforme cohérente qui proﬁte du dynamisme et de la robustesse oﬀerts
par OSGi. OSGi n’est qu’un choix technologique, rien dans la proposition ne repose explicitement
dessus.
La section suivante présente le gestionnaire autonomique, qui repose également sur OSGi
pour être extensible.
20. Voir la section 3.1.4 page 42 qui présente Cilia.
21. Plugins en anglais.
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5.3 Gestionnaire autonomique
Le gestionnaire autonomique est chargé de transformer des fragments d’interaction 22 en une
interface concrète. Son travail se découpe en deux phases : la sélection des fragments d’interaction
les plus adaptés à un environnement, puis la transformation de ces fragments en un modèle de
chaine de médiation.
La sélection a été expliquée en détail dans la proposition 23, et nécessite peu d’explications
complémentaires. La construction d’ensembles cohérents et valides correspond à l’algorithme 4.1
avec quelques optimisations. La sélection de modèles est l’application successive des heuristiques.
La suite de cette section explique la manière dont a été implémentée la transformation.
5.3.1 Transformation : solveurs
La transformation consiste à retirer et ajouter des composants et des liaisons, à compléter
des conﬁgurations de composant et à transformer le modèle d’interaction en un modèle de chaine
de médiation. Cette transformation est implémentée comme une suite de transformations.
La première transformation consiste à mettre tous les modèles des fragments d’interaction
ensemble pour obtenir un unique modèle d’interaction. Ainsi, tous les composants et toutes les
liaisons des fragments d’interaction sont mis dans un unique fragment d’interaction qui n’a pas
de dépendance.
Les transformations suivantes concernent chacune un aspect : adaptation des types, adapta-
tion des intervalles, utilisation des ports libres, etc. Ces simples transformations successives sont
plus ou moins indépendantes. Un module logiciel qui réalise une transformation est appelé un
solveur. Le gestionnaire autonomique appelle les solveurs successivement. À chaque solveur est
passé le modèle d’interaction.
Comme pour les sous-modules de découverte, les solveurs sont implémentés sous la forme
de services. Un solveur doit implémenter la spéciﬁcation Solveur pour que DynaMo l’utilise.
Le gestionnaire autonomique connait à l’avance quelques solveurs nécessaires. D’autres solveurs
peuvent être ajoutés à DynaMo. Ce mécanisme permet d’étendre très simplement le gestionnaire
autonomique sans modiﬁer directement son code.
5.3.1.1 Solveurs par défaut
Quatre solveurs sont fournis avec DynaMo. Dans l’ordre d’application : le solveur de ports
libres, l’adaptateur de type, l’adaptateur d’intervalle, et l’adaptateur de communication entre
une chaine et les mandataires.
Le solveur de ports libres se comporte comme décrit dans la section 4.5.3.3 page 81. Ce solveur
ajoute des connexions et éventuellement des composants de fusion.
L’adaptateur de type vériﬁe toutes les connexions et insère des composants d’adaptation de
type si nécessaire.
L’adaptateur d’intervalle vériﬁe toutes les connexions et insère des composants d’adaptation
d’intervalle si nécessaire.
L’adaptateur de communication entre une chaine et les mandataires conﬁgure les composants
de mandataires pour que chacun se lie à l’instance du mandataire auquel il correspond.
22. Le métamodèle des fragments d’interaction est représenté sur la ﬁgure A.4 page 131.
23. Voir la section 4.5.2 page 71.
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5.3.1.2 Solveur d’extension
Le gestionnaire autonomique peut être étendu avec d’autres solveurs. Il suﬃt que ces solveurs
implémentent le service adéquat. Les solveurs d’extension sont exécutés après les solveurs par
défaut. L’ordre d’exécution des solveurs d’extension n’est pas garanti.
Les solveurs d’extension ont les mêmes possibilités que les solveurs par défaut. À la diﬀérence
des solveurs par défaut, les solveurs d’extension ne sont pas connus à l’avance par le gestionnaire
autonomique. Étendre le gestionnaire autonomique avec un solveur ne nécessite pas de modiﬁer
le gestionnaire autonomique.
Deux exemples de solveur sont maintenant présentés : un traceur, et un solveur de mesure de
conﬁance.
Un solveur de trace constitue un outil pour analyser les données qui circulent au sein d’une
chaine de médiation pendant l’exécution. Il consiste à capturer les données qui transitent par un
port donné. Pour que le solveur prenne en compte un port, l’instance de médiateur de ce port
doit être conﬁgurée avec deux propriétés. Une propriété contient la liste des ports à considérer,
l’autre propriété conﬁgure la manière d’utiliser les données capturées : enregistrement dans un
ﬁchier, aﬃchage à l’écran sous forme de courbe graphique, aﬃchage sur la sortie standard, etc.
Lorsque le solveur est exécuté par le gestionnaire autonomique, il recherche tous les composants
qui possèdent la propriété contenant la liste de ports, et intercale une instance de composants
par port à considérer.
Les techniques de reconnaissance, comme la reconnaissance de la parole ou de gestes, sont
imparfaites. Un système de reconnaissance peut alors fournir un nombre qui reﬂète la probabilité
d’avoir eﬀectué une reconnaissance correcte. Ce nombre est souvent appelé mesure de conﬁance. Si
toutes les mesures de conﬁance sont exprimées sur la même échelle, un pourcentage par exemple,
il devient possible pour un utilisateur de régler de manière globale la ﬁnesse des systèmes de
reconnaissance utilisés en spéciﬁant une valeur de seuil en-dessous de laquelle l’interface doit
ignorer ce qui a été reconnu. Le solveur de mesure de conﬁance ajoute les mécanismes nécessaires
à une interface pour qu’un tel seuil puisse être pris en compte. Ainsi, pour chaque port oﬀrant
une mesure de conﬁance, il doit connaitre le second port auquel il est appliqué. Le solveur insère
alors un médiateur qui possède deux entrées et une sortie. La première entrée récupère la mesure
de conﬁance et la compare au seuil conﬁguré par l’utilisateur ﬁnal. Si la mesure est plus grande
que le seuil, alors le médiateur recopie sur la sortie la valeur reçue sur le second port d’entrée
qui correspond au résultat de la reconnaissance. Un port qui fournit une mesure de conﬁance est
toujours libre avant l’exécution de ce solveur : il déclare un type de capteur qui n’est utilisé par
aucun port d’entrée 24.
D’autres solveurs d’extension peuvent être déﬁnis. Ces extensions s’appuient en général sur
la possibilité d’ajouter des propriétés aux instances de médiateur. Ces propriétés ne sont pas
nécessairement connues à l’avance par DynaMo.
24. Voir la section 5.1.3.1 page 93.
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5.4 Conclusion
5.4.1 Quelques chiﬀres
Sonar 25 a été utilisé pour superviser diverses métriques de DynaMo. Voici quelques chiﬀres
pour donner une idée de son ampleur. DynaMo représente en tout 209 ﬁchiers Java qui contiennent
26 400 lignes, dont 13 300 lignes de code et 22.7% de commentaires. Le code dupliqué représente
149 lignes (0.6%). Il est composé de 259 classes, 1245 méthodes. La conformité aux 117 règles est
de 85%. Le projet comprend également 5 300 lignes de XML, qui inclues notamment les ﬁchiers
de gestion de projet.
DynaMo est divisé en 43 sous-projets. Les 4 plus gros sous-projets en termes de lignes de code
sont le core, la bibliothèque standard de médiateurs, l’API et l’interface graphique générique. 25
sous-projets sont des mandataires de dispositifs ou d’applications. Comme le protocole D-Bus est
présent dans la plateforme, il est très simple d’ajouter plus d’une centaine de logiciels à contrôler.
Le core a été particulièrement surveillé. Il contient 10 500 lignes dont 5 200 de codes, 73% des
API sont documentées. Il contient 100 classes et 472 méthodes. La conformité aux 117 règles est
de 91%.
5.4.2 Une implémentation fonctionnelle
DynaMo consiste en un gestionnaire autonomique et une plateforme d’intégration. La pla-
teforme d’intégration inclut Cilia et Rose. Il fonctionne sur OSGi. Plusieurs protocoles sont
actuellement pris en compte par DynaMo, ainsi que plusieurs dispositifs et applications.
Le chapitre suivant présente quelques aspects de DynaMo à l’exécution : discussion sur ses
performances et commentaires sur des exemples d’interfaces générées par DynaMo.
25. Site oﬃciel : http://www.sonarsource.org/.
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Chapitre 6
DynaMo à l’exécution
Le chapitre précédent a présenté la plateforme logicielle DynaMo, une mise en œuvre logicielle
de notre proposition conceptuelle présentée au chapitre 4. Dans ce chapitre, nous complétons
la description de la plateforme DynaMo en traitant les aspects liés à l’exécution, selon deux
facettes complémentaires : nous traitons d’abord des performances temporelles de la plateforme
à la section 6.1, puis nous présentons plusieurs exemples d’interfaces multimodales produites par
DynaMo à la section 6.2.
6.1 Évaluation des performances techniques
Du point de vue de l’utilisateur, le principe du retour d’information immédiat a un impact
important sur l’utilisabilité : aussi la rapidité de réaction de l’interface multimodale est un enjeu
majeur. Au sein de la plateforme DynaMo, nous distinguons deux temps de réaction qui ont
un impact sur la rapidité du retour d’information (indépendamment du temps de réaction de
l’application) :
– temps de propagation d’une donnée entre un dispositif et une application ;
– temps d’adaptation d’une interface entre le moment où un changement est détecté
dans l’environnement et le moment où une donnée peut transiter entre un dispositif et une
application.
Les deux sections suivantes sont consacrées à ces deux durées.
6.1.1 Temps de propagation des données
Un temps de propagation des données trop lent réduit l’utilisabilité de l’application : en eﬀet
cette dernière semble « en retard » ou décalée. [Dabrowski et Munson, 2001] annoncent entre 150
et 195 millisecondes en moyenne la durée minimum pour qu’un utilisateur perçoive un délai entre
son action et le retour visuel de cette action. Ce temps varie selon l’utilisateur et la tâche qu’il
doit réaliser.
Étant donnés un service, un ou des dispositifs, une application et un traitement eﬀectué sur les
données au sein d’une interface multimodale, le délai induit par DynaMo est égal au délai induit
par chaque médiateur Cilia 1. Ce délai a été évalué à moins de 2 millisecondes pour la traversée
de 10 médiateurs de bout en bout 2 [Garcia, 2012, section « mesures de l’impact de l’exécution »],
1. En eﬀet, la partie médiation de données est réalisée par Cilia, voir la section 5.2.2 page 104.
2. C’est-à-dire 0, 2 millisecondes par médiateur en moyenne.
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ce qui est négligeable au regard d’une part du délai minimum de perception d’un utilisateur, et
d’autre part à la somme de la durée passée entre le dispositif et la chaine de médiation, de la
durée de traitement « métier » eﬀectué sur les données dans les médiateurs, de la durée passée
entre la chaine de médiation et l’application, et de la durée de traitement par l’application.
Nous soulignons que pour tous les exemples de chaines de médiation que nous avons traités
au sein de DynaMo, aucune donnée n’a eu à traverser plus de dix médiateurs entre son entrée et
sa sortie de chaine de médiation.
L’implémentation de DynaMo utilise souvent des médiateurs « identité » qui n’ont aucun
rôle métier : la donnée qui entre dans un tel médiateur ressort immédiatement sans subir de
transformation. Ces médiateurs sont retirés juste avant l’instanciation d’un modèle de chaine de
médiation, ils n’ajoutent donc pas de délai lors de la transition d’une donnée.
Nous venons de montrer qu’il est improbable que DynaMo – via Cilia – introduise de délai
qui impacterait négativement la ﬂuidité de l’interaction. Aussi nous étudions dans la section
suivante l’autre délai possible induit par DynaMo, entre la découverte d’un changement au sein
de l’environnement et la modiﬁcation d’une interface multimodale.
6.1.2 Temps d’adaptation
Le temps d’adaptation correspond à la durée entre la détection d’un changement dans l’en-
vironnement et le moment où une donnée peut transiter dans cette interface. Ce délai est moins
critique que le précédent dans le sens où dans la plupart des cas, l’utilisateur passe plus de temps
à interagir avec une application qu’à attendre la reconﬁguration d’une interface multimodale.
Ce temps correspond à la somme de :
– la durée entre le changement et sa détection par DynaMo ;
– la durée du travail du gestionnaire autonomique ;
– la durée de l’instanciation de la chaine de médiation par Cilia.
La durée entre le changement et sa détection est très dépendante du protocole de découverte.
Par exemple, des requêtes sont sans cesse renouvelées à la pile réseau Bluetooth pour découvrir les
dispositifs, la découverte de dispositifs Bluetooth est de l’ordre de la seconde [Peterson et al., 2006].
D-Bus, un protocole de communication interprocessus local est plus de l’ordre de la milliseconde
ou de la dizaine de millisecondes.
L’instanciation d’une chaine de médiation par Cilia est très lente : l’instanciation d’un média-
teur est de 130 millisecondes. Un chaine de médiation générée par DynaMo contient typiquement
une vingtaine de médiateurs.
Tandis que DynaMo a une emprise indirecte sur la durée de l’instanciation qui dépend de Cilia,
DynaMo a une emprise directe sur la durée du travail du gestionnaire autonomique. L’explosion
combinatoire des possibilités est inhérente à la multimodalité en environnement pervasif de part
son opportunisme : il existe des milliers de dispositifs, et ceux-ci peuvent être librement combinés.
Le gestionnaire autonomique est donc à priori sujet à cette explosion combinatoire.
Pour faire face à cette explosion combinatoire, l’algorithme a été écrit de manière à ce que
sa complexité soit dépendante du nombre de dispositifs d’interaction présents dans l’environne-
ment plutôt que du nombre de modèles disponibles. Plus précisément, la durée du travail du
gestionnaire autonomique est dépendante de deux facteurs : le nombre de dispositifs présents
dans l’environnement, et la structure des dépendances entre les modèles. Le pire cas apparait
lorsque le graphe des modèles des dispositifs présents et de leur dépendance constitue une clique.
Si cette condition est vraie, alors la complexité de l’algorithme est de O(2n) où n représente
le nombre de dispositifs présents. Cependant, cette condition n’a pas de sens, excepté pour un
ensemble composé d’un nombre très réduit de modèles (deux ou trois).
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À chaque fois que DynaMo détecte un changement dans l’environnement, il génère une nou-
velle interface. Durant la génération d’une nouvelle interface, l’interface courante n’est pas ar-
rêtée. En conséquence, si un dispositif d’interaction disparait, l’interface multimodale continue
de fonctionner. Le temps d’indisponibilité est réduit au temps pour Cilia d’instancier la nouvelle
chaine de médiation. De même, si un dispositif d’interaction apparait, l’interface précédemment
produite par DynaMo continue de fonctionner jusqu’à ce que Cilia doive instancier la nouvelle
chaine.
6.1.3 Discussion sur les performances
Tout au long de l’élaboration des propositions conceptuelles et logicielles, la performance a
été un critère central. L’hypothèse de milliers – voire de centaines de milliers – de modèles pré-
sents dans les dépôts a été posée. L’explosion combinatoire des possibilités est donc inhérente à
ce contexte de multimodalité en environnement pervasif. Les techniques mises en œuvre visent à
réaliser des prétraitements rapides qui réduisent drastiquement les facteurs de l’explosion com-
binatoire, et la mise en place de garde-fous pour les rares cas où les facteurs ne seraient pas
suﬃsamment réduits.
Pour des raisons de sécurité, l’utilisateur doit autoriser un type de dispositif avant que celui-ci
puisse contrôler une application via DynaMo. Le gestionnaire autonomique connait uniquement
les modèles de mandataire préalablement autorisés par l’utilisateur. Cela maintient le nombre de
modèles disponibles très bas.
La nécessité de ne pas allonger démesurément la durée de transition d’une donnée dans Dy-
naMo a proscrit le calcul de chemins pour chaque donnée entrante dans l’interface, au proﬁt
d’une interface calculée une seule fois jusqu’au changement suivant dans l’environnement.
D’autres aspects de DynaMo lui permettent d’être eﬃcace. Par exemple, la recherche de
dispositifs et d’applications se fait par protocole, et non pas par dispositif – contrairement à
d’autres plateformes pour les interfaces multimodales comme ICon, ICARE, OpenInterface dé-
crites dans la section 3.2. Cela réduit drastiquement le nombre de processus (threads) nécessaires.
DynaMo a été instrumenté pour mesurer le temps de l’adaptation. Une génération en masse de
modèles devrait permettre de tracer des courbes et conﬁrmer cette discussion. Cette instrumen-
tation a pour l’instant été utilisée pour des mesures sur un petit nombre de modèles uniquement.
Aucune anomalie n’a été détectée. Ces modèles et les interfaces générées par DynaMo font l’objet
de la section suivante.
6.2 Exemples développés avec DynaMo
Cette section illustre le fonctionnement de la plateforme DynaMo en présentant un ensemble
d’exemples complémentaires qui fonctionnent avec Dynamo. Pour chaque exemple est décrit l’état
de l’environnement, les modèles disponibles, et l’interface générée par DynaMo. Ces exemples sont
regroupés en trois parties qui correspondent à trois cas de ﬁgure qui se présentent à DynaMo :
– DynaMo ne dispose d’aucune information : il connait uniquement les tâches d’une ap-
plication et les capteurs des dispositifs présents dans l’environnement. Ce cas se produit
systématiquement s’il existe uniquement des modèles de mandataire.
– DynaMo dispose d’informations complètes : il dispose d’un modèle décrivant précisément
comment lier les tâches et les capteurs des dispositifs présents. Ce cas produit des interfaces
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très bien adaptées car entièrement conçues par un concepteur humain. Ce cas se produit
systématiquement s’il existe pour tout ensemble de modèles de mandataire un fragment
d’interaction qui décrit l’interface. Logiquement, ce cas se produit rarement.
– DynaMo dispose d’informations génériques : il s’appuie sur les applications ou les dispositifs
virtuels pour générer une interface. DynaMo est optimisé pour ce cas, qui correspond à un
bon compromis entre le nombre de fragments d’interaction à créer par les concepteurs
d’interaction et la bonne adéquation des interfaces générées.
Dans les sections suivantes, nous présentons des exemples d’applications multimodales opé-
rationnelles avec DynaMo, qui illustrent ces trois cas. Il convient de noter qu’au sein d’un en-
vironnement pervasif dans lequel il existe plusieurs dispositifs, les trois cas peuvent se produire
en même temps. Pour la clarté de la présentation, nous avons néanmoins considéré ces trois cas
distinctement dans les sections suivantes.
Chacun de ces trois cas passés en revue est à son tour divisé en deux : un exemple avec un
seul dispositif qui permet de comprendre facilement comment travaille le gestionnaire autono-
mique, puis un exemple avec plusieurs dispositifs, puisque DynaMo est une proposition pour la
génération d’interfaces exploitant la multiplicité des dispositifs.
Enﬁn, pour décrire les exemples, deux types de ﬁgures sont produits : des fragments d’inter-
action et des interfaces générées.
Un fragment d’interaction est représenté avec un fond gris. Un fragment d’interaction peut
avoir des dépendances sur d’autres fragments d’interaction. Ces dépendances sont alors repré-
sentées par des ﬂèches en pointillés. Les fragments d’interaction peuvent contenir des instances
de médiateurs qui sont représentées avec un fond blanc. Un port sur la gauche d’une instance
est systématiquement un port d’entrée, et un port sur la droite d’une instance un port de sortie.
Un fragment d’interaction peut avoir des liaisons, elles sont représentées par des traits noirs qui
relient deux ports. Comme expliqué dans la section 4.3.2 page 66, les liaisons d’un fragment
peuvent référencer des ports qui existent dans les fragments dont il dépend.
Une interface générée correspond à un modèle de médiation obtenu par le gestionnaire auto-
nomique. Une interface est obtenue à partir des fragments d’interaction présents. Les dispositifs
d’interaction sont systématiquement placés sur la droite et l’application placée sur la gauche.
La représentation des instances de composants et des instances de médiateurs est assez libre.
Deux ports qui sont sémantiquement proches sont accolés : dans le cas général ils font partie
d’un même groupement sémantique tel que déﬁni dans la section 4.5.3.3 page 82.
6.2.1 Présentation des dispositifs et des applications
Pour les exemples présentés dans les sections suivantes, plusieurs applications et plusieurs
dispositifs sont considérés. Nous les listons dans cette section introductive. Les deux applications
sont :
KSudoku logiciel de sudoku ; le sudoku est un jeu de réﬂexion qui a pour principe de remplir
les cases d’une grille avec des nombres de 0 à 9, en respectant certaines règles. Ce logiciel
à deux notions importantes :
case sélectionnée case courante mise en surbrillance dans laquelle on peut marquer un
nombre. Pour qu’un chiﬀre puisse être écrit dans une case, cette case doit nécessaire-
ment être sélectionnée.
valeur sélectionnée nombre courant entier parmi l’ensemble [0,9].
Les huit tâches de ce logiciel sont :
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clearCell eﬀace le nombre précédemment marqué dans la case sélectionnée.
moveUp, moveDown, moveLeft, moveRight désélectionne la case sélectionnée, et sé-
lectionne respectivement la case du dessus, du dessous, de gauche ou de droite.
setSelectedValue (paramètre : entier ∈ [0, 9]) change le nombre sélectionné par le nombre
donné en paramètre.
enterSelectedValue marque le nombre sélectionné dans la case sélectionnée.
enterValue (paramètre : entier ∈ [0, 9]) marque le nombre donné en paramètre dans la
case sélectionnée.
VLC un lecteur multimédia ; ses tâches élémentaires sont :
play démarre la lecture si le lecteur est en pause, ou met en pause si la lecture est en cours.
setVolume : permet de régler le volume via un nombre entier passé en paramètre, ce
nombre doit être inclus dans l’intervalle [0,100].
stop arrête la lecture du média en cours.
next, previous passe au média suivant ou précédent dans la liste de lecture.
Les quatre dispositifs sont :
Bouton Rotatif bouton fournissant des données entières dans l’intervalle [0,255] ;
Joystick manche posé sur un socle oﬀrant cinq capteurs :
jUp, jDown, jLeft, jRight suivant l’orientation du manche ;
ﬁre bouton.
BDRC acronyme de BD Remote Control, une télécommande Bluetooth orientée vers le contrôle
de lecteur de média, et disposant de très nombreux boutons dont :
play, stop, pause, next, previous nombreux boutons de contrôle de lecteur vidéo ;
0, . . . , 9 , nombres de 1 à 9 ;
up, down, left, right quatre boutons qui composent un pavé directionnel ;
triangle, square, circle, cross quatre boutons ayant chacun une forme géométrique re-
présenté dessus.
Wiimote diminutif de Wii Remote, une manette de console de jeu vidéo. Ces 11 capteurs sont :
padUp, padDown, padLeft, padRight quatre boutons qui composent un pavé direc-
tionnel ;
a, b, +, -, home, 1, 2 divers boutons ;
x, y, z accéléromètre tridimensionnel. Nombres entiers dans l’intervalle [0,255] ;
roll, pitch, yaw gyroscope tridimensionnel, données calculées par une bibliothèque lo-
gicielle à partir des valeurs de l’accéléromètre. Nombres ﬂottants dans l’intervalle
[-180,180].
Les exemples des sections suivantes considèrent ces deux applications et ces quatre dispositifs.
Ces exemples illustrent des interfaces générées en fonction de l’environnement et des fragments
d’interaction disponibles. Il est important de noter que les deux applications sont des applications
existantes disponibles en téléchargement et n’ont donc pas été développées de façon à fonctionner
avec DynaMo.
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6.2.2 Génération d’interfaces : absence d’information
Dans certains cas, DynaMo doit faire face à l’absence totale d’information sur l’interaction :
il connait systématiquement les tâches d’une application, et les capteurs et eﬀecteurs d’un ou des
dispositifs d’interaction. Ce cas se produit donc lorsque DynaMo ne dispose pas de fragments
d’interaction qui le guideraient dans la création de l’interface entre les dispositifs et l’application.
Les deux exemples suivants illustrent ce cas.
Les processus mis en œuvre pour ce cas sont décrits dans la section 4.5.3.2 page 81. Ces
processus qui déﬁnissent des connexions entre des ports sont appliqués dans le cas où aucun
modèle d’interaction utile n’est trouvé, mais aussi pour la connexion de tout port libre d’un
dispositif.
6.2.2.1 Dispositif unique
Un exemple d’interface générée sans fragment d’interaction est représenté sur la ﬁgure 6.1.
L’application A a deux groupements sémantiques : [x, y, z] et [m, n], le dispositif a également
deux groupements sémantiques : [1, 2, 3] et [a, b]. Ces dix ports sont donc reliés ensemble. Les
ports f01 et i1010 peuvent être reliés en insérant un médiateur de conversion de types et un
médiateur d’adaptation d’intervalles. Les ports temp et t sont reliés car leur type de capteur sont
identiques, à l’inverse de xy et gps qui ne sont donc pas reliés.
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Interval
Adaptor
Type
Converter
Figure 6.1 – Interface générée permettant de contrôler l’application A avec le dispositif D en
l’absence de toute information. Les ensembles [x, y, z], [m, n], [1, 2, 3] et [a, b] sont quatre
groupements sémantiques. f01 accepte des ﬂottants inclus dans l’intervalle [0, 1], i1010 fournit
des entiers inclus dans l’intervalle [-10, 10]. Les ports temp, t et gps possèdent chacun un type
de capteur, les deux premiers sont de type « thermomètre », le dernier est de type « GPS ». Les
ports xy et gps sont compatibles.
6.2.2.2 Plusieurs dispositifs
Un autre exemple d’interface générée en l’absence de fragment d’interaction est présenté sur
la ﬁgure 6.2. Cet exemple considère deux dispositifs.
DynaMo est capable de relier deux sources de booléens vers une destination acceptant des
nombres : il insère un composant Event to Number Converter qui possède un compteur interne.
Ce compteur est incrémenté ou décrémenté à chaque arrivée de données sur ses ports + et -. À
chaque changement d’état, la nouvelle valeur du compteur est émise sur la sortie.
DynaMo est également capable d’insérer un médiateur de fusion pour lier un port nécessitant
une liste de valeur à des ports fournissant chacun une valeur. Puisqu’elle est générée automati-
quement, cette fusion n’est pas systématiquement utile. En eﬀet, un composant de fusion peut
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Figure 6.2 – Interface générée permettant de contrôler l’application A avec les dispositifs D1 et
D2 en l’absence de toute information sur l’interaction. Les deux ports b fournissent des booléens,
les deux ports i des dispositifs fournissent des entiers, le port i de l’application accepte des
entiers, le port xy accepte des couples d’entiers.
être conﬁguré de diﬀérente manière (par exemple en spéciﬁant la manière de synchroniser les
données), le médiateur de fusion inséré automatiquement reçoit une conﬁguration générique qui
peut ne pas être bien adaptée.
La conﬁguration par défaut fusionne les données dans une fenêtre temporelle de trois se-
condes : si une donnée est arrivée depuis plus de trois secondes et n’a pas été fusionnée, alors
elle est abandonnée. Les ports n’ont pas de ﬁle d’attente : si une nouvelle donnée arrive sur un
port et qu’une donnée est déjà arrivé, alors cette nouvelle donnée remplace l’ancienne.
L’insertion de fusion de données n’est bien sûr pas réservée à des ports de dispositifs diﬀérents,
les données de deux ports d’un même dispositif peuvent être fusionnées.
6.2.3 Génération d’interfaces : absence de généricité
À l’opposé du cas où DynaMo n’a pas d’information sur la relation entre des dispositifs et
une application, DynaMo peut disposer d’un ou plusieurs fragments qui déﬁnissent une interface
entre un ou plusieurs dispositifs particuliers et une application particulière.
Un exemple d’interface générée est présenté sur la ﬁgure 6.4 : il correspond au cas où le
gestionnaire autonomique a été guidé par un fragment d’interaction pertinent qui dépend de
KSudoku, Joystick et Bouton Rotatif. Ce fragment d’interaction est présenté sur la ﬁgure 6.3.
L’interface générée est très similaire au modèle, seul un médiateur d’adaptation d’intervalle
est nécessaire pour que les données du port angle comprises dans l’intervalle [0, 255] soient
transformées en données comprises dans l’intervalle [1,9]. Comme il n’existe aucun port libre
appartenant à un dispositif, le gestionnaire autonomique échoue à lier le port enterValue qui
reste donc libre.
Disposer de modèles décrivant complètement une interface est bien pris en compte par Dy-
naMo. Ce cas correspondant à la déﬁnition complète de l’interaction lors de la conception est
géré par la plupart des plateformes logicielles dédiées à l’interaction multimodale (comme celles
décrites dans la section 3.2). Dans le cas d’un environnement pervasif, nous avons souligné à la
section 4.2.2.2 page 64, que tout n’est pas déﬁni à la conception et qu’une explosion combinatoire
des possibilités se produit. Le cas où tout est ﬁgé à la conception est donc rare si l’on considère
des environnements pervasifs. Le cas suivant est à l’inverse amené à se produire beaucoup plus
souvent.
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Figure 6.3 – Fragment d’interaction nommé KeJeBR qui dépend de KSudoku, Joystick et
Bouton Rotatif. Ce fragment contient huit liaisons et une instance du composant Double Click
Detector. Ce composant permet de diﬀérencier les évènements très proches temporellement : à
chaque évènement arrivant sur son port d’entrée, il envoie un évènement sur sa sortie click, à
moins qu’un autre évènement arrive après un délai très court : il envoie alors un évènement sur
sa sortie dclick.
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Figure 6.4 – Interface générée pour contrôler KSudoku de façon bimanuelle avec un Joystick
et un Bouton Rotatif. Pour générer cette interface, le gestionnaire autonomique s’appuie sur le
fragment d’interaction représenté sur la ﬁgure 6.3.
6.2.4 Génération d’interfaces : généricité
Les cas précédemment présentés n’utilisent pas les concepts d’applications et de dispositifs
virtuels. Ces concepts permettent un juste milieu entre l’absence d’information sur l’interaction
pour guider la génération de l’interface, et la nécessité de produire une spéciﬁcation pour chaque
état possible des environnements pervasifs : ils introduisent de la généricité dans la description
des interfaces.
Cette section présente deux exemples d’interfaces générées en partie grâce à des applications
ou dispositifs virtuels. Le premier exemple considère un seul dispositif, une télécommande notée
BDRC, tandis que le deuxième exemple deux dispositifs, une Wiimote et une télécommande
BDRC.
6.2.4.1 Dispositif unique
L’interface générée est représentée sur la ﬁgure 6.7. Le gestionnaire autonomique utilise les
fragments d’interaction représentés sur les ﬁgures 6.5 et 6.6.
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Figure 6.5 – Fragment d’interaction entre KSudoku et le dispositif virtuel Gamepad. Nommé
KeG, il contient deux instances de composants et douze liaisons.
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Figure 6.6 – Fragment d’interaction entre le dispositif virtuel Gamepad et la télécommande
BDRC. Nommé GeB, il contient dix liaisons et aucune instance de composant. Le modèle de la
BDRC n’est pas complètement représenté.
Dans cet exemple, le dispositif virtuel est noté Gamepad. Ce dispositif virtuel constitue
une représentation intermédiaire entre le modèle de KSudoku et celui de la télécommande notée
BDRC. En eﬀet, un fragment d’interaction (ﬁgure 6.5) déﬁnit la correspondance entre les concepts
du dispositif Gamepad et ceux de KSudoku tandis qu’un autre fragment (ﬁgure 6.6) déﬁnit la
correspondance entre les concepts du dispositif Gamepad et ceux de la BDRC. Même s’il n’existe
plus de « frontière » une fois l’interface générée, la manière qu’ont les données de transiter au
sein de cette interface est contrainte par le dispositif Gamepad.
L’interface générée possède un grand nombre de liaisons qui ne sont pas représentées sur la
ﬁgure 6.7 à des ﬁns de lisibilité. L’utilisateur peut néanmoins sélectionner une règle pour indiquer
de restreindre l’activation de chacune des tâches de l’application par des actions captées par un
seul capteur : cette règle implique que DynaMo ne va construire les équivalences (au sens des
propriétés CARE chapitre 2) de capteurs pour chaque tâche lors de la transformation de modèle 3.
La mise en œuvre de cet exemple peut sembler plus couteuse que celle de l’exemple sans
généricité de la section 6.2.3 où un seul fragment d’interaction a été déﬁni. En eﬀet si l’envi-
ronnement est stable et connu à l’avance, l’approche par des interfaces génériques est inutile :
la solution sans généricité illustrée à la section 6.2.3 est alors optimale. À l’opposé, dans des
3. Voir la section Transformation : exploitation des ports libres des dispositifs et des applications page 81 pour
plus de détails.
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Figure 6.7 – Interface générée entre KSudoku et la BDRC en utilisant les fragments d’interaction
KeG et GeB qui sont présentés sur les ﬁgures 6.5 et 6.6.
environnements pervasifs, la solution avec des interfaces génériques déﬁnit une approche adap-
tée pour gérer la variabilité et le dynamisme inhérents aux environnements pervasifs et pour
mettre en œuvre un comportement opportuniste de la plateforme. Ce comportement opportu-
niste de DynaMo est illustré dans cet exemple : en eﬀet les deux fragments d’interaction KeG
(ﬁgure 6.5) et GeB (ﬁgure 6.6) ont été conçus de façon totalement indépendante, et peuvent
avoir été spéciﬁés par deux concepteurs. Du point de vue de l’utilisateur qui joue à KSudoku,
ceci est complètement transparent et l’utilisateur peut penser que l’application KSudoku a été
conçue par un seul concepteur et pour être manipulée avec la télécommande BDRC.
Enﬁn, l’interface générée illustre un aspect de DynaMo qui a été discuté dans la section
intitulée Greﬀe de multimodalité : notre hypothèse page 35 : l’hypothèse dans nos travaux est
un accès à une application par son API uniquement, sans accès et modiﬁcation du code. Si l’API
de l’application ne donne pas accès de façon détaillée à l’état de l’application, des problèmes
interactionnels au niveau de l’interface multimodale en entrée, générée par DynaMo, peuvent
apparaitre. Ceci est le cas dans notre exemple qui souligne les limites de la plateforme DynaMo.
En eﬀet KSudoku dispose d’une interface graphique en sortie qui est confondue avec son noyau
fonctionnel et l’API ne donne pas accès à l’état de l’interface graphique en sortie. Ainsi, lorsqu’un
utilisateur change la valeur sélectionnée, l’interface en entrée générée par DynaMo n’est pas
notiﬁée. Au prochain évènement produit par x ou y de Gamepad ou concrètement par l’appui
d’une des deux touches Triangle et Square de la télécommande BDRC, le résultat ne sera pas
conforme à ce qu’attend l’utilisateur, puisque le compteur interne au convertisseur dans l’interface
en entrée n’a pas été notiﬁé de la modiﬁcation de la valeur courante.
L’API de KSudoku est un exemple d’API particulièrement pauvre. En général, une API qui
permet de modiﬁer un état permet également de lire cet état. Dans ce cas, il existe plusieurs
pistes pour résoudre cette absence de synchronisation entre l’état de l’interface multimodale et
l’état interne. Il convient de les étudier plus avant pour les intégrer dans la plateforme DynaMo.
Tout en illustrant la généricité au niveau de la spéciﬁcation des fragments d’interaction,
l’exemple suivant considère deux dispositifs.
6.2.4.2 Plusieurs dispositifs
L’interface générée est représentée sur la ﬁgure 6.11. Le lecteur multimédia VLC est contrô-
lable par trois modalités partiellement équivalentes (au sens des propriétés CARE) pour les cinq
tâches élémentaires de VLC. Ces trois modalités reposent sur deux dispositifs en entrée distincts :
la télécommande BDRC et la Wiimote. Pour générer cette interface, le gestionnaire autonomique
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exploite quatre fragments d’interaction représentés sur les ﬁgures 6.6, 6.8, 6.9 et 6.10.
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Figure 6.8 – Fragment d’interaction entre l’application VLC et l’application virtuelle Media
Player.
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Figure 6.9 – Fragment d’interaction entre l’application virtuelle Media Player et le dispositif
virtuel Gamepad.
Pour les deux modalités générées reposant sur la télécommande BDRC, la chaine de dépen-
dances entre VLC et la BDRC inclut une application virtuelle (Media Player) et un dispositif
virtuel (Gamepad). Ainsi, le fragment d’interaction qui a été utilisé dans l’exemple précédent
(section 6.2.4.1) pour contrôler KSudoku avec la BDRC est réutilisé dans cet exemple pour
contrôler VLC. Les liaisons des trois ports square, circle et cross de la ﬁgure 6.11 sont issues de
la recherche de ports libres. Comme pour l’exemple précédent de la section 6.2.4.1, les ports de
la BDRC qui ne sont représentés à des ﬁns de lisibilité possèdent aussi des liaisons avec VLC.
Pour la modalité reposant sur la Wiimote, la chaine de dépendance entre VLC et la Wiimote
inclut une application virtuelle (Media Player), résultant de l’exploitation des deux fragments
d’interaction des ﬁgures 6.8 et 6.10. Il est intéressant de noter que l’eﬀet de l’instance Alternator
(ﬁgure 6.10) est annulé par VLC (ﬁgure 6.8).
6.3 Conclusion
Dans ce chapitre nous avons complété la description de notre plateforme logicielle DynaMo
du chapitre 5 en étudiant les aspects liés à l’exécution, d’abord en considérant les performances
de la plateforme puis en présentant plusieurs exemples d’applications multimodales en entrée.
La plateforme logicielle DynaMo a été développée pour tester et valider les solutions qui sont
avancées dans notre proposition conceptuelle. Considérer de nombreux exemples d’interfaces
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multimodales a fait partie de notre démarche de travail alliant une approche du haut vers le bas
(des concepts vers des applications multimodales concrètes) avec une approche opposée du bas
vers le haut en partant d’exemples d’applications multimodales. Les exemples présentés dans
ce chapitre sont complétés par d’autres exemples qui ont été décrits dans les articles publiés.
Dans ce chapitre nous avons illustré la couverture fonctionnelle de la plateforme DynaMo en
considérant trois cas :
1. DynaMo ne dispose d’aucune information pour guider la génération de l’interface multi-
modale ;
2. Dynamo a à sa disposition une description complète de l’interface multimodale ;
3. Dynamo dispose d’informations génériques et parcellaires sur l’interaction qui lui permet
de générer une interface multimodale de façon opportuniste.
L’existence de la plateforme DynaMo avec ses nombreux exemples, mettant en jeu des ap-
plications existantes (et non développées pour fonctionner avec DynaMo) et plusieurs dispositifs
d’interaction, constitue une forme de validation de notre proposition conceptuelle. Cette valida-
tion doit être complétée par d’autres formes d’expérimentations qui impliquent des concepteurs
d’interfaces et mais aussi des utilisateurs ﬁnaux. Ceci constitue des perspectives à nos travaux
que nous décrivons dans le chapitre suivant de conclusion générale.
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Figure 6.10 – Fragment d’interaction entre l’application virtuelle Media Player et la Wiimote.
Le médiateur Trigger (déclencheur en français) envoie sur son port de sortie la dernière donnée
qui est arrivée sur son port d’entrée d à chaque fois qu’il reçoit une donnée sur son port t. Le
médiateur Trigger permet donc de lier une source qui envoie des données en continue à un desti-
nataire qui n’est pas prévu pour ce type de transmission et attend des données discrètes. Ainsi,
à chaque appui sur le bouton 1 ou le bouton 2, le port setVolume reçoit la valeur de l’angle que
fait la Wiimote avec le sol.
Le médiateur Constant Generator se conﬁgure avec une valeur et un intervalle. À chaque ré-
ception d’une donnée sur son port d’entrée, il émet la valeur sur son port de sortie. Dans ce
fragment d’interaction, cette instance de médiateur est conﬁgurée avec la valeur 0 et l’intervalle
[0,1]. Ainsi, le port d’entrée de l’instance de ce médiateur constitue une tâche « couper le son »,
puisque la valeur envoyée est égale à la borne inférieure de l’intervalle.
Le médiateur Event to Number Convertor se conﬁgure avec un intervalle. L’instance de ce frag-
ment est conﬁgurée avec un intervalle de 10 valeurs. Ainsi, l’utilisateur n’a qu’une dizaine d’appuis
sur les boutons pour passer du volume sonore minimum au maximum.
Puisque le niveau du volume peut être modiﬁé via deux modalités, bien qu’il n’y ai qu’un seul
dispositif, l’interface est potentiellement multimodale.
Enﬁn le médiateur Alternator réémet toutes les données reçues sur son port d’entrée en alternant
entre ses deux ports de sortie. Comme l’instance est reliée aux tâches play et pause, ce médiateur
permet de créer un bouton « play-pause ».
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Figure 6.11 – Interface générée qui permet de contrôler VLC avec la BDRC et la Wiimote, en
utilisant les fragments d’interaction GeB, VeM, MeG et MeW, ce fragments sont présentés sur
les ﬁgures 6.6, 6.8, 6.9 et 6.10. Les ports de VLC ont été dupliqués pour garder la ﬁgure lisible.
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Chapitre 7
Conclusion
Partant du constat de la multiplicité des possibilités d’interaction à notre disposition (comme
les dispositifs d’interaction variés dans une maison incluant des télécommandes, des manettes
de jeu, des téléphones, des tablettes, des objets augmentés) et de la multiplicité des services
informatiques destinés à notre quotidien, nos travaux répondent à un problème important au-
jourd’hui de gestion dynamique et non ﬁgée à la conception de l’interaction multimodale dans
des environnements pervasifs, qui sont par déﬁnition hétérogènes et dynamiques.
Nos travaux constituent des recherches pionnières car pluridisciplinaires en ingénierie de l’in-
teraction multimodale dans des environnements pervasifs. En eﬀet comme nous l’avons souligné
dans le chapitre 2, il existe des travaux dans le domaine de l’interaction homme-machine (IHM)
qui visent à gérer, de façon partielle et souvent ad hoc, le dynamisme de l’interaction multimo-
dale tandis que des travaux en génie logiciel (GL) proposent des intergiciels pour gérer de façon
explicite et eﬃcace l’hétérogénéité et le dynamisme des environnements pervasifs. Néanmoins ces
intergiciels ne sont pas dédiés à l’interaction multimodale. Les diﬀérentes contributions apportées
par cette thèse se situent à la croisée de ces deux domaines IHM et GL et sont récapitulées dans
la section 7.0.1.
Notre solution pour l’interaction multimodale dans des environnements pervasifs a été illustrée
par des exemples simples d’interaction multimodale qui néanmoins soulignent la large couverture
fonctionnelle de notre solution. Il convient maintenant de développer des cas plus complexes et
réalistes aﬁn de les tester avec des utilisateurs. Nos réﬂexions concernant ces cas plus réalistes
ainsi que d’autres pistes de recherche pour enrichir et étendre nos contributions sont présentées
dans la section 7.0.2.
7.0.1 Contributions de la thèse
Nous avons d’abord souligné les apports centraux de l’interaction multimodale aux environ-
nements pervasifs (chapitre 2). La ﬁgure 7.1 résume ces apports et motivent donc nos travaux
de recherche.
Dans ce contexte, nos travaux ont été dédiés à l’ingénierie de l’interaction multimodale dans
des environnements pervasifs : avant de présenter nos contributions, nous avons montré que les
outils existants (chapitre 3) que ce soit ceux en IHM ou ceux en GL (intergiciels) ne répondent
pas aux besoins. Cet état de l’art souligne le caractère pluridisciplinaire de nos travaux, comme
le schématise la ﬁgure 7.2.
Partant du constat sur les outils existants, notre première contribution réside dans la dé-
ﬁnition conceptuelle d’une plateforme pour la gestion de l’interaction multimodale dans des
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Multimodalité : multiplicité des modalités
Une composante inhérente aux environnements pervasifs
Environnements pervasifs ⇒ Hétérogénéité des dispositifs ⇒ Multiplicité des modalités
Une modalité étant déﬁnie par un dispositif d’interaction et un langage d’interaction
Multimodalité : ﬂexibilité de l’interaction
Choix laissés à l’utilisateur selon le contexte courant incluant l’état de l’environnement
interactionnel dans lequel il se situe 
Multimodalité : robustesse de l’interaction
Maintien des possibilités interactionnelles par combinaison de modalités pour répondre à
la variabilité de dispositifs d’interaction au sein de l’environnement pervasif
Figure 7.1 – Multimodalité et environnements pervasifs : multiplicité, ﬂexibilité et robustesse.
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Figure 7.2 – Pluridisciplinarité des travaux : outils et plateformes pour la multimodalité et pour
les environnements pervasifs.
environnements pervasifs. Notre proposition conceptuelle couvre la spéciﬁcation et l’exécution
d’une interface multimodale.
– La spéciﬁcation est réalisée par un concepteur d’interfaces qui modélise une interface mul-
timodale. Ces spéciﬁcations peuvent être complètes ou partielles.
– L’exécution est réalisée par une plateforme constituée de deux parties distinctes : un ges-
tionnaire autonomique et une plateforme d’intégration. Le gestionnaire autonomique est
en charge d’utiliser toutes les informations à sa disposition pour créer un modèle d’in-
terface multimodale adaptée à l’environnement. La plateforme d’intégration est en charge
d’exécuter ce modèle et d’assurer la communication entre les applications et les dispositifs
disponibles à un instant donné dans l’environnement pervasif.
Notre solution conceptuelle décrite dans le chapitre 4 repose donc sur trois piliers :
– un langage de spéciﬁcation pour l’interaction multimodale ;
– une plateforme d’intégration ;
– un gestionnaire autonomique.
Ce dernier est en charge de faire le lien entre les applications et les dispositifs d’interaction
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qui sont tous deux hétérogènes et dynamiques.
Dans un second temps, nous avons complété nos propositions conceptuelles par leur mise
en œuvre logicielle. Ainsi, une deuxième contribution de nos travaux prend la forme d’une pla-
teforme logicielle complète nommée DynaMo : l’implémentation des propositions conceptuelles
par un ensemble intégré d’outils logiciels décrit au chapitre 5. En particulier nous avons utilisé
deux outils existants pour déﬁnir notre plateforme d’intégration : iPOJO et Cilia reposant sur
OSGi. iPOJO est le modèle à composant dans lequel sont programmés les mandataires (services
applicatifs et dispositifs d’interaction). Cilia constitue la majeur partie de la plateforme de mé-
diation. Cilia reçoit un modèle de chaine de médiation du gestionnaire autonomique et crée une
chaine conforme au modèle. Cette chaine constitue l’interface multimodale entre les mandataires.
DynaMo est complètement opérationnel et stable. En particulier, le socle logiciel qui consti-
tue la plateforme d’intégration de DynaMo est robuste. Le chapitre 6 souligne les aspects de
performance et fournit un ensemble d’exemples aﬁn d’illustrer le caractère opérationnel de notre
plateforme mais aussi souligner sa couverture fonctionnelle. En particulier, DynaMo est capable
de créer une interaction face à plusieurs cas :
– en l’absence d’information sur l’interaction ;
– avec des connaissances génériques sur l’interaction ;
– avec une connaissance complète sur l’interaction.
La ﬁgure 7.3 résume les compromis entre ces trois cas.
0
Nombre
d’applications
Nombre de modèles
d’interaction par
application
Figure 7.3 – Graphe représentant le nombre de modèles d’interaction nécessaires pour construire
une interaction selon le nombre d’applications connues : trois cas. Le premier cas – représenté
par la courbe en pointillés espacés – ne nécessite aucun travail du concepteur d’interaction, mais
l’interface générée peut être peu adaptée à l’utilisateur. Le deuxième cas – représenté par la
courbe en pointillés serrés – nécessite du concepteur d’interaction une charge raisonnable de
travail et génère en général des interfaces de bonne qualité. Le troisième cas – représenté par
la courbe pleine – nécessite du concepteur une quantité de travail qui dépend linéairement du
nombre d’applications connues et génère des interfaces très riches et adaptées. Le deuxième cas
constitue un compromis mis en avant par DynaMo pour la génération d’interfaces de bonne
qualité tout en limitant la quantité de travail à fournir par le concepteur d’interaction.
Selon nos contributions conceptuelles et logicielles, le cycle de développement d’une interface
multimodale peut se découper en deux étapes : la description de dispositifs et d’applications
pour que la plateforme puisse les prendre en compte, suivie de la description d’une interface
multimodale. Après ces étapes, une interface multimodale peut être exécutée. La première étape
est réalisée par un développeur, la seconde par un concepteur d’interaction tandis que l’exécution
est réalisée par une plateforme logicielle. Notre solution conceptuelle et par conséquent logicielle
souligne donc la distinction entre la gestion de l’hétérogénéité et de le dynamisme au niveau de
l’intergiciel et la gestion de l’interaction multimodale. Cette distinction explicite dans nos contri-
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butions permet d’identiﬁer deux rôles dans l’utilisation d’une plateforme dédiée à l’interaction
multimodale dans des environnements pervasifs comme DynaMo :
– Celui du développeur qui déﬁnit des mandataires de services applicatifs ou de dispositifs
qui sont ensuite gérés dans la plateforme ;
– Celui du concepteur d’interaction multimodale qui déﬁnit à haut niveau d’abstraction,
indépendamment des aspects implémentationnels, l’interaction multimodale qui exploite
des dispositifs pour interagir en entrée avec des services applicatifs.
Nos deux types de contributions, conceptuelles et logicielles, déﬁnissent une approche globale
pour permettre des interactions multimodales en entrée dans les environnements où les dispositifs
d’interaction et les applications sont dynamiques et hétérogènes.
7.0.2 Perspectives de recherche
Comme nous l’avons expliqué, nos travaux constituent des recherches pionnières car pluridis-
ciplinaires en ingénierie de l’interaction multimodale pour des environnements pervasifs. Dans
le temps imparti d’une thèse et de par son caractère pluridisciplinaire, nous avons proposé un
premier socle conceptuel et logiciel pour la gestion dynamique de l’interaction multimodale : Ce
socle constitue une base solide pour de nombreuses pistes de recherche que nous n’avons pas
eu le temps d’approfondir. Nous développons trois de ces pistes de recherche qui nous semblent
particulièrement prometteuses. Tandis que la première piste de recherche constitue des travaux
à mener à court terme car elle vise à exploiter directement nos contributions, les deux autres
pistes de recherche constituent des travaux à plus long terme visant à enrichir le socle conceptuel
et logiciel que nous avons déﬁni.
7.0.2.1 Peupler la plateforme en vue d’évaluations expérimentales
Un travail à court terme vise à ajouter plusieurs dispositifs d’interaction et plusieurs services
au sein de notre plateforme aﬁn de développer des exemples plus conséquents. Ces exemples
seront testés par des utilisateurs. L’objectif est de montrer que la plateforme peut gérer des
interactions multimodales riches. Pour cela, un premier ensemble d’applications pourrait être
basé sur les applications multimodales développées avec les outils existants en interaction mul-
timodale comme les applications de la plateforme OpenInterface [Serrano et al., 2008b] incluant
par exemple le paradigme du « mets ça là » pour interagir avec une carte sur un grand écran
avec des gestes 3D et la parole. Nous envisageons aussi de tester avec des utilisateurs la mul-
tiplicité des modalités possibles et leurs apparitions et disparitions. Néanmoins tester une telle
plateforme en vraie grandeur impliquerait une étude longitudinale car son intérêt apparaitrait
dans l’appropriation de la plateforme par les utilisateurs au cours du temps ainsi que dans la
gestion des cas d’exception comme une panne d’un dispositif d’interaction. Ce travail constitue
une perspective à plus long terme et nécessite d’abord d’étendre notre plateforme selon les axes
de travail ci-dessous.
7.0.2.2 Enrichir le gestionnaire autonomique
Nous identiﬁons plusieurs pistes de recherche pour enrichir le fonctionnement de notre ges-
tionnaire autonomique.
Tout d’abord le gestionnaire autonomique pourrait exploiter plus d’informations contex-
tuelles [Coutaz et al., 2005]. Par exemple le gestionnaire pourrait apprendre de l’interaction ef-
fectuée par l’utilisateur : ses préférences en termes de dispositifs d’interaction et de couplage
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de dispositifs à des applications 1. Cette approche peut être directement développée au sein de
notre plateforme puisqu’elle gère l’interaction à un niveau de granularité ﬁne. De plus des in-
formations contextuelles sur la situation d’interaction pourraient aussi guider le gestionnaire
autonomique : par exemple choisir les dispositifs d’interaction les plus proches de l’utilisateur
(« proxemic interactions » [Greenberg et al., 2011]).
De plus, les connaissances exploitées par le gestionnaire autonomique sous la forme de classes
de dispositifs et d’applications (chapitre 4) pourraient être étendues en considérant des onto-
logies (les classes comme nous les avons introduites constituant des ontologies très basiques).
Comme décrit dans [Vanderhulst et al., 2008], de nombreuses ontologies existent pour les en-
vironnements pervasifs. Par exemple le projet européen SOFIA (Smart Objects For Intelligent
Applications) a travaillé sur des mécanismes basés sur des ontologies pour les environnements per-
vasifs [Niezen et al., 2010] : ainsi l’ontologie notée « semantic media » dans [Niezen et al., 2012]
est très proche de notre classe « media player ». En étendant DynaMo pour manipuler des ontolo-
gies, le gestionnaire autonomique déﬁnirait la correspondance entre les ontologies des applications
et des dispositifs en exploitant des mécanismes d’alignement d’ontologies (comme les types de
correspondance : équivalence, inclusion, spéciﬁcation/généralisation).
7.0.2.3 Rendre observable et contrôlable les décisions du gestionnaire autonomique
Notre solution basée sur un gestionnaire autonomique est prometteuse car elle permet une
adaptation automatique à l’environnement pervasif. Sa contrepartie est bien évidemment que
l’utilisateur doit connaitre et comprendre les décisions prises par le gestionnaire aﬁn de pouvoir
interagir dans l’environnement. Comme souligné dans [Coutaz, 2007], l’utilisateur doit au moins
savoir quelles sont les possibilités interactionnelles à un instant donné. De plus l’utilisateur peut
vouloir contrôler et diriger les décisions prises par le gestionnaire autonomique : nous sommes dans
un contexte d’initiative mixte [Horvitz, 1999] entre l’utilisateur et le gestionnaire autonomique
avec diﬀérentes modèles de partage d’autorité homme-système qu’il convient d’approfondir.
Ces aspects d’observabilité et de contrôle du gestionnaire autonomique par l’utilisateur im-
pliquent la mise en place d’une interface de contrôle (aussi notée méta-IHM [Coutaz, 2007])
comme le « menu pervasif » de la plateforme ReWire [Vanderhulst et al., 2008]. L’interface de
contrôle de DynaMo est pour l’instant très simple et ne répond pas à tous les besoins d’obser-
vabilité qu’impliquent la plateforme : en eﬀet l’interface aﬃche la liste des services applicatifs et
des dispositifs disponibles à un instant donné ainsi que les capteurs des dispositifs liés aux ports
du service applicatif courant. Cette information est partielle : ainsi les modalités d’interaction ne
sont pas décrites. Par exemple le lien entre les accéléromètres de la Wiimote et un port du service
applicatif courant est présenté graphiquement mais rien n’est dit sur le geste 3D à eﬀectuer avec
la Wiimote pour activer ce port du service applicatif. Pour enrichir cette interface de contrôle,
nous avons ébauché une piste de recherche dans la conclusion du chapitre 4 : actuellement le
gestionnaire autonomique permet la transformation de concepts d’interfaces multimodales spé-
ciﬁés selon notre langage d’interaction vers les concepts propres à l’exécution de l’interaction
fournis par la plateforme d’intégration. La transformation inverse – des concepts de l’exécution
vers les concepts d’interaction – doit être étudiée aﬁn de présenter à l’utilisateur dans des termes
d’interaction le modèle de l’exécution pour un contrôle ﬁn des techniques d’interaction et une
expression facilitée des préférences interactionnelles.
La solution autonomique que nous avons adoptée dans nos contributions est prometteuse car
l’adaptation à l’environnement pervasif est faite automatiquement, l’utilisateur pouvant ainsi
se concentrer uniquement sur son intention à réaliser une tâche. Cette solution autonomique
1. Cette fonctionnalité commence à prendre forme : un utilisateur peut déjà classer pour une application les
manières de l’utiliser selon ses préférences, voir la section 4.5.2.6 page 79.
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séduisante a néanmoins sa contrepartie : mettre l’utilisateur dans la boucle. Ceci constitue un
vaste programme de recherche captivant aﬁn de fournir à l’utilisateur les moyens de comprendre
et de contrôler le gestionnaire autonomique pour la mise en œuvre dynamique et l’utilisation de
techniques d’interaction multimodale dans des environnements pervasifs.
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Annexe A
Métamodèles
TypeDeDonnée
ÉvènementEntier Flottant ChaineSélection Liste
EntierGénérique FlottantGénérique SélectionGénérique
1..*
{ordered}
min : int
max : int
min : ﬂoat
max : ﬂoat
énumération : string[*]
Autre
nom : string
Figure A.1 – Métamodèle des types de données.
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Figure A.2 – Métamodèle des interactions pour le concepteur d’interaction.
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Figure A.3 – Métamodèles des mandataires et des médiateurs pour le programmeur. La classe
TypeDeDonnée est réprésentée sur la ﬁgure A.1.
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Figure A.4 – Métamodèle des fragments d’interaction pour le gestionnaire autonomique. La
classe TypeDeDonnée est représentée sur la ﬁgure A.1.
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