Typical protocols for peer-to-peer file sharing over the Internet divide files to be shared into pieces. New peers strive to obtain a complete collection of pieces from other peers and from a seed. In this paper we identify a problem that can occur if the seeding rate is not large enough. The problem is that, even if the statistics of the system are symmetric in the pieces, there can be symmetry breaking, with one piece becoming very rare. If peers depart after obtaining a complete collection, they can tend to leave before helping other peers receive the rare piece. 1
II. MODEL FORMULATION
The following is a composite of models in [6, 7, 13] .
• C = set of proper subsets of {1, . . . , K}, where K is the number of pieces • A peer with set of pieces c is a type c peer • A type c peer becomes a type c ∪ {i} peer if it downloads piece i ∈ c • The detailed Markov state is x = (x c : c ∈ C), with x c =number of type c peers, and |x| is the number of peers in the system • Exogenous arrivals of peers, which arrive with no pieces, form a rate λ Poisson process • Each peer contacts other peers, chosen uniformly at random from among all peers, for opportunities to download a packet (i.e. pull) from the other peers, according to a Poisson process of rate μ > 0. • Downloads are modeled as being instantaneous. This assumption is reasonable in the context of the previous assumption. • Random useful piece selection -when a peer of type c has an opportunity to download a piece from a peer of type s, the opportunity results in no change of state if s ⊂ c. Otherwise, the type c peer downloads one piece selected at random from s − c, with all |s − c| possibilities having equal probability. • There is one fixed seed, which contacts peers for opportunities to upload a random useful packet to the peers according to a Poisson process of rate U s . • Peers leave immediately after obtaining a complete collection. Given a state x, let T 0 (x) denote the new state resulting from the arrival of a new peer. Given c ∈ C, 1 ≤ i ≤ K such that i / ∈ c, and a state x such that x c ≥ 1, let T c,i (x) denote the new state resulting from a type c peer downloading piece i. The positive entries of the generator matrix Q = (q(x, x ) : x, x ∈ S) are given by:
The model of Massoulié and Vojnović [6, 7] is slightly different. Rather than having a fixed seed uploading pieces to peers after arrival, the model in [6, 7] assumes that peers already have some pieces when they arrive. The model is a refinement of the two-dimensional models of [9, 13] . Massoulié and Vojnović [6, 7] applied the theory of density-dependent jump Markov processes (see [4] ) to analyze their model. They found that there is a finite resting point of the fluid ordinary differential equation. A similar analysis can be given for the model given here. The model is a bit like an M/GI/∞ system because the total service rate tends to scale linearly with the number of peers. However, we have found that the actual system behavior, in some regimes, is not accurately predicted by assuming all pieces are in equal supply. The following proposition is the main result of this paper.
Proposition II.1 (i) If λ < U s the Markov process with generator Q is positive recurrent, and the equilibrium distribution π is such that x π(x)|x| < ∞. (ii) If λ > U s then the Markov process is transient, and the number of peers in the system converges to infinity with probability one.
We recently learned that Norros et al. [8] proved a version of Proposition II.1 for a similar model, for the case K = 2. In the remainder of this section, we give an intuitive explanation for the proposition. Due to space limitations, the actual proof of Proposition II.1(i) is omitted, and the proof of Proposition II.1(ii) is given, but with proofs of some lemmas missing. Full details, and some simulation results, are given in the full version of this paper. We first give an intuitive justification of Proposition II.1(ii), so assume λ > U s . Under this condition, eventually, due to random fluctuations, there will be many peers in the system that are all missing the same piece. While any of the K pieces could be the missing one, to be definite we focus on the case that the peers are missing piece one. A peer is said to be in the one club, or to be a one-club peer, if it has all pieces except piece one. We consider the system starting from an initial state in which there are many peers in the system, and all of them are in the one club. The system then evolves as shown in Figure 1 . The large size of the box showing the one club indicates that most peers are one club peers. A peer not in the one club is said to be a young peer, and a young peer is said to be normal if it does not have piece one and infected if it does have piece one. Since there are so many one club peers to download from, a peer doesn't stay young very long, and most of the young peers soon join the one club. However, due to the uploading of the fixed seed, some of the normal young peers become infected peers. Those infected peers can infect yet more young peers, in a branching process. But typically the infected young peers do not infect other young peers, so that the branching process is highly subcritical. Therefore, the rate of departures from the one club due to uploads of piece one from infected peers is small. Therefore, most peers eventually enter the one club, and the main way that peers leave the one club is to receive piece one directly from the fixed seed. So the long term arrival rate at the one club is close to λ and the departure rate from the one club is close to U s . Therefore, the one club can grow at rate close to λ − U s , while the number of young peers will stay about constant. These ideas are made precise in the proof.
To understand why the system is stable for λ < U s , the rough idea is to show that whenever there is a large number of peers in the system, no matter what the distribution of pieces they hold, the system will move towards emptying out. If there are a large number of peers in the system we can consider two cases. The first case is that most of the peers have the same number, say k o , of pieces. Intuitively, the worst case would be for all peers with k o pieces to have identical collections of pieces, in which case no peer with k o pieces would be useful to another. However, if λ < U s , such a state can't persist, because peers with k o pieces will be getting more pieces at an aggregate rate near U s , while new peers with exactly k o pieces can arrive at long term rate at most λ. If the system is not in the first case just described, then there are at least two sizeable groups of peers, so that all the peers in the first group have one number of pieces and all peers in the second group have some larger number of pieces. Then all peers in the second group can be helpful to any peer in the first group, so that there will be a large rate of downloads. This intuition can be succinctly captured by considering a potential function and applying the Foster-Lyapunov stability criterion. Details are given in the full version of the paper.
III. PROOF OF INSTABILITY IF λ > U s .
Proposition II.1(ii) is proved in this section. Assume λ > U s . If K = 1, the system reduces to an M/M/1 queueing system with arrival rate λ and departure rate U s , in which case the number in the system converges to infinity with probability one. So for the remainder of this proof assume K ≥ 2. To begin:
We shall use the notions of one club, young peer, and infected young peer, as described above. For a given time t ≥ 0, define the following random variables:
cumulative number of uploads of piece one by infected peers, up to time t • Z t : cumulative number of uploads of piece one by the fixed seed, up to time t The system is modeled by an irreducible, countablestate Markov chain. A property of such random processes is that either all states are transient, or no state is transient. Therefore, to prove Proposition II.1(ii), it is sufficient to prove that some particular state is transient. With that in mind, we assume that the initial state is the one with N o peers, and all of them are one-club peers. Let τ be the extended stopping time defined by τ = min{t ≥ 0 :
The equation (5) depends on the transition rates of the system out of states such that Y < ξN. Thus, we can and will prove (5) instead for an alternative system, that has the same initial state, and the same out-going transition rates for all states such that Y < ξN, as the original system. The alternative system is defined by modifying the original system by letting the rate of downloads from the set of one-club peers for each young peer be μ max{ N −Y N , 1 2 }, and the aggregate rate of downloads from the fixed seed to the set of young peers be U s min{ Y N , ξ}. Note that the rates used for this definition are equal to the original ones on the states such that Y < ξN, as required. The alternative system has the following two properties: 1) Each young peer receives opportunities to download from one-club peers at rate greater than or equal to μ/2.
2) The fixed seed contacts the entire population of young peers at aggregate rate less than or equal to ξU s . For the remainder of this proof we consider the alternative system, but for brevity of notation, use the same notation for it as for the original system, and refer to it as the original system.
The following four inequalities will be established:
Let E be the intersection of the four events on the left sides of (6)- (9) . Since N t is greater than or equal to the number of peers in the system that don't have piece one, on E,
Thus, E is a subset of the event in (5) . Therefore, if (6)-(9) hold, P {E} ≥ 0.6, and (5) is implied. So to complete the proof, it remains to prove (6)- (9) . The process A is a Poisson process with rate λ, and Z is stochastically dominated by a Poisson process with rate U s . Thus, both (6) and (7) follow from Kingman's moment bound (see Lemma V.1 in the appendix).
Turning next to the proof of (8), we shall use the following observation about stochastic domination.
Lemma III.1 The process Y is stochastically dominated by the number of customers in an M/GI/∞ queueing system with initial state zero, arrival rate λ, and service times having the Gamma distribution with parameters K − 1 and μ/2.
Proof: The idea of the proof is to show how, with a possible enlargement of the underlying probability space, an M/GI/∞ system can be constructed on the same probability space as the original system, so that for any time t, Y t is less than or equal to the number of peers in the M/GI/∞ system. Let the M/GI/∞ system have the same arrival process as the original system-it is a Poisson process of rate λ. For any young peer, the intensity of downloads from the one club (i.e. from any peer in the one club) is always greater than or equal to μ/2 for the original system, where we use the fact 1 − ξ > 1/2, which is true by (1) and the assumption K ≥ 2. We can thus suppose that each young peer has an internal Poisson clock, which generates ticks at rate μ/2, and is such that 
Original system
Comparison system The fixed seed creates infected peers at a rate less than ξUs.
The fixed seed creates infected peers at rate ξUs. An infected peer creates new infected peers at a rate less than ξμ.
An infected peer creates new infected peers at rate ξμ. An infected peer uploads piece one to one-club peers at a rate less than or equal to μ.
An infected peer uploads piece one to one-club peers at rate μ.
Just after a peer becomes infected, it requires at most K − 1 additional pieces, and the rate for acquiring those pieces is greater than or equal to μ/2.
After a new infected peer arrives, it must download K − 1 additional pieces, and the rate for acquiring those pieces is μ/2. whenever the internal clock of a young peer ticks, that young peer downloads a piece from the one club. We declare that a peer remains in the M/GI/∞ system until its internal clock ticks K −1 times. This gives the correct service time distribution, and the service times of different peers in the M/GI/∞ are independent, as required. A young peer can possibly leave the original system sooner than it leaves the M/GI/∞ system, because a young peer in the original system can possibly download pieces at times when its internal clock doesn't tick. But if a young peer is still in the original system, it is in the M/GI/∞ system. Given this lemma, (8) follows from Lemma V.3 with m in the lemma equal to 2(K − 1)/μ, and in the lemma equal to o , and (2) . It remains to prove (9) .
Consider the following construction of a stochastic system that is similar to the original one, with random variables that have similar interpretations, but with different joint distributions. We call it the comparison system. It focuses on the infected peers and the uploads by infected peers, and it is specified in Table I. It should be clear to the reader that both the original system and the comparison system can be constructed on the same underlying probability space such that any infected peer in the original system at a given time is also in the comparison system. When such a peer becomes infected in the original system, we require that it also arrives to the comparison system, it discards all pieces it may have downloaded before becoming infected, and it subsequently ignores all opportunities to download except those occurring at the times its internal clock (described in the proof of Lemma III.1) ticks. Because infected young peers possibly stay longer in the comparison system than in the original system, some of the peers in the comparison system correspond to peers that already departed from the original system. There can also be some infected peers in the comparison system that never existed in the original system because the arrival rate of infected peers to the comparison system is greater than the arrival rate for the original system. But whenever there is an infected peer in the original system, that peer is also in the comparison system, and the following property holds. Whenever any one of the following events happens in the original system, it also happens in the comparison system:
• The fixed seed creates an infected peer. • An infected peer creates an infected peer • An infected peer uploads piece one to a one-club peer Events of the second and third type just listed correspond to the two possible ways that infected peers can upload piece one. Therefore, the property implies the following lemma, where D is the cumulative number of uploads of piece one by infected peers, up to time t, in the comparison system.
We can identify two kinds of infected peers in the comparison system-the root peers, which are those created by the fixed seed, and the infected peers created by other infected peers. We can imagine that each root peer affixes its unique signature on the copy of piece one that it receives from the fixed seed. The signature is inherited by all copies of piece one subsequently generated from that piece through all generations of the replication process, in which infected peers upload piece one when creating new infected peers. In this way, any upload of piece one by an infected peer can be traced back to a unique root peer. In summary, the jumps of D can be partitioned according to which root peer generated them. Of course, the jumps of D associated with a root peer happen after the root peer arrives. Let ( D t : t ≥ 0) denote a new process which results when all of the uploads of piece one generated by a root peer (in the comparison system) are counted at the arrival time of the root peer. Since D counts the same events as D, but does so earlier, D t ≤ D t for all t ≥ 0. In view of this and Lemma III.2, it is sufficient to prove (9) with D replaced by D.
The random process D is a compound Poisson process. Jumps occur at the arrival times of root peers in the comparison system, which form a Poisson process of rate ξU s . Let J denote the size of the jump of D associated with a typical root peer. The distribution of J can be described by referring to an M/GI/1 queueing system with arrival rate ξμ and service times having the distribution of a random variable X which has the Gamma distribution with parameters K −1 and μ/2. Note that ρ in (1) is the usual load factor for the reference queueing system: ρ = ξμE [ X] . The reference queueing system is similar to the number of infected peers in the comparison system, except that the customers in the M/GI/1 queueing system are served one at a time. We have J = J 1 + J 2 , where • J 1 is the number of infected peers that are descendants of the root peer (not counting the root peer itself.) That includes peers directly created by the root peer, peers created by peers created by the root peer, and so on, for all generations. J 1 has the same distribution as the number of customers in a busy period of the reference queueing system, not counting the customer that started the busy period. • J 2 is the number of uploads of piece one to oneclub peers by either the root peer or any of the descendants of the root peer. The sum of all the times that the root peer and its descendants are in the comparison system is the same as the duration, L, of a busy period of the reference queueing system. While in the comparison system, those peers upload piece one to the one club with intensity μ. So
. Using this stochastic description, the formulas for the busy period in an M/GI/1 queueing system, and the facts ρ < 1/2, E[ X] = 2(K − 1)/μ, and Var( X)
Thus, D is a compound Poisson process with arrival rate of batches equal to ξU s and batch sizes with first and second moments of the batch sizes bounded by 4K and 64K 2 respectively. Hence, (9) with D replaced by D follows from Corollary V.2 and (3). The proof of Proposition II.1(ii) is complete.
IV. EXTENSIONS
One conclusion to be drawn from Proposition II.1(ii) is that even though the system might be symmetric with respect to the pieces, the actual sample paths can break symmetry, with one piece becoming rare forever. Three mechanisms are implemented or commonly discussed for enhancing P2P systems:
• Some peers remain in system for some time after completing their collection • Rarest first piece selection [1] (rather than random useful piece selection) • Coding at the source nodes [5, 11] and/or network coding [2] Certainly the first of these mechanisms can prevent the instability observed in Proposition II.1. However, it is clear that the missing piece syndrome we have identified can persist even under rarest first piece selection or coding, either at the source or in the network. Indeed, examination of the proof of Proposition II.1(ii) shows that we can assume that any node with the rare piece uploads it. For network coding, all the peers would be missing one dimension, and similarly, any peer getting the last dimension could leave before passing it on to others. V. APPENDIX Lemma V.1 (Kingman's moment bound [3] extended to continuous time) Let (X t : t ≥ 0) be a random process with stationary, independent increments with X 0 = 0. Suppose the sample paths are càdlàg (i.e. right-continuous with finite left limits). Suppose E[X 2 1 ] is finite, so there are finite constants μ and σ 2 such that E[X t ] = μt and Var(X t ) = σ 2 t for all t ≥ 0. Suppose that μ < 0. Let X * = sup t≥0 X t . Under the above conditions, E[X * ] ≤ σ 2 −2μ . Also, for any B > 0, P {X * ≥ B} ≤ σ 2 −2μB .
Corollary V.2 Let C be a compound Poisson process with C 0 = 0, with jumps times given by a Poisson process of rate α, and jump sizes having mean m 1 and mean square value m 2 . Then for all B > 0 and > αm 1
Lemma V.3 (A maximal bound for an M/GI/∞ queue)
Let M denote the number of customers in an M/GI/∞ queueing system, with arrival rate λ and mean service time m. Suppose that M 0 = 0. Then for B, > 0,
