Abstract: This study describes a new approach to enhance noisy speech signals using the discrete Tchebichef transform (DTT) and the discrete Krawtchouk transform (DKT). The DTT and DKT are based on well-known orthogonal moments: the Tchebichef and Krawtchouk moments, respectively. The representations of speech signals using a limited number of moment coefficients and their behaviour in the domain of orthogonal moments are shown. The method involves removing noise from the signal using a minimum-mean-square error in the domain of the DTT or DKT. According to comparisons with traditional methods, the initial experiments yield promising results and show that orthogonal moments are applicable in the field of speech signal enhancement. The application of orthogonal moments could be extended to speech analysis, compression and recognition.
Introduction
Speech-enhancement is concerned with improving some perceptual aspect of speech that has been degraded by additive noise [1] . Algorithms of speech-enhancement are useful for many applications such as mobile phones, VoIP, teleconferencing systems, speech recognition and hearing aids [2] .
A number of algorithms have been proposed in the literature for speech enhancement. These algorithms can be divided into three main classes. Spectral-subtractive algorithms are the first and the simplest enhancement algorithms to implement and were initially proposed by Boll [3] . The second class of speech-enhancement algorithms includes non-linear estimators that use various statistical models and optimisation criteria. The Wiener algorithm and minimum-mean-square error (MMSE) algorithms fall in this category. Work in this area was initiated by McAulay and Malpass [4] , followed by the work of Ephraim and Malah [5] , who proposed the estimation of the magnitude spectrum using the MMSE technique. The third class of speech-enhancement techniques is rooted primarily in linear algebra theory, referred to as sub-space algorithms. Work in this area was initiated by Dendrinos et al. [6] and later by Ephraim and Van Trees [7] .
Other noise-reduction techniques have exploited the masking properties of the human auditory system and have resulted in good quality speech with reduced levels of musical noise. Work in this area was initiated by Lin et al. [8] , who proposed a denoising technique based on a perceptual modification of generalised Wiener filtering applied to noisy speech decomposed into sub-bands. Also, in [9] the use of the wavelet-thresholded multitaper spectra is proposed for a frequency-domain optimal linear estimator that incorporates the masking properties of the human auditory system to make the residual noise distortion inaudible.
The discrete Fourier transform (DFT) is commonly used in speech-enhancement algorithms to remove noise from speech signals embedded in noise based on modifying spectral amplitudes of noise while leaving the noise-corrupted phase information intact. In [10] , the advantage of using a real transform, such as the discrete Cosine transform (DCT) was presented. The sign of the coefficients determines the phase of the components. Also, the MMSE estimator for DCT-domain speech enhancement considers the two state possibilities of signal and noise DCT coefficients, constructive and destructive interference, as proposed by Hasan and Hasan [11] .
The discrete Tchebichef transform (DTT) and discrete Krawtchouk transform (DKT) are formed based on the orthogonal polynomial kernels of the Tchebichef and Krawtchouk polynomials, and can be used to transform signals from the time domain to the moment domain using a set of useful polynomial basis functions [12, 13] . As presented in Section 2, the Tchebichef and Krawtchouk polynomials can be represented by two-dimensional (2D) arrays with two parameters, n and x. The parameter n represents the order of the polynomial, and parameter x represents the time index of the signals. Signals have more compact representations in the moment domain, because the lower-order moments contain most of the energy of the signal. Generally speaking, moments of higher orders are more sensitive to the noise [14] . However, in the case of coloured noise, both lower and higher-order moments describe the noise. Also, the speech signal can be represented by higher-order moments especially for unvoiced signals, and thus simply setting the higher-order moments to zero may not be a good strategy to enhance speech quality.
The DTT was introduced in [12] in the form of moments and was developed later into an orthogonal transform [15] . The DTT exhibits some characteristics similar to the DCT, such as high-energy compaction. Also, Krawtchouk polynomials were introduced by Yap et al. [13] in the form of hypergeometric functions. In addition to parameters x and n, Krawtchouk polynomials contain a parameter p which is useful for emphasising a certain part of each time frame of the signal (i.e. sparse representation). Pew-Thian et al. [16] also showed how Hahn moments provide a unified understanding of Tchebichef and Krawtchouk moments.
Although moments have been applied in many applications of image analysis (2D signals), they can also be used in 1D signal analysis. Hoe [17] introduces the idea of data compression of Electrocardiography (ECG) signals using orthogonal moments such as the Legendre moments of the first kind and the Chebychev moments of the second kind. In [18] , an approach is proposed to use discrete orthonormal Tchebichef polynomials for efficient speech recognition. We also previously presented an approach to compress a speech signal without any loss in perceptual quality using Krawtchouk moments [19, 20] .
In this study, Wiener filtering was applied in the domain of orthogonal moments. This approach was motivated by previous speech-enhancement studies in which Wiener filtering (an optimum filter that scales the coefficients based on the estimated signal-to-noise ratio -SNR) was applied in the domain of real transforms such as the DCT [10] and in the wavelet domain [21] . The basic approach was extended here to use a real transform such as the DTT and the DKT to transform the noisy signal into moment domain, where the Wiener filtering was then applied to remove noise while preserving signal quality. To the best of our knowledge, there has been no previous study to apply orthogonal moments in the field of speech enhancement in noise.
This paper is organised as follows: in Section 2, the definitions of the DTT and DKT are presented. Section 3 presents a study of speech-signal representation in the moment domain, taking into account the energy compaction property of the orthogonal basis functions. Section 4 provides the framework of speech-enhancement systems using DTT and DKT with analysis of a priori SNR and a posteriori SNR in the orthogonal polynomial domain. Section 5 presents the development of a Wiener filter based on the modification of the two-step-noise-reduction (TSNR) technique algorithm. A comparison of simulation results for the quality measures of several types of speechenhancement algorithm is provided in Section 6. The conclusion of this study is presented in Section 7.
General definitions of the DTT and DKT
Orthogonal polynomials are related to a concept of hypergeometric series, p F q , defined as [22] p F q a 1 , . . . , a p ;
where (a) n is a Pochhammer symbol
and practically, 2 F 1 (a, b; c; z) and 3 F 2 (a, b, c; d, e; z) are defined as
Let us assume that the polynomial r n (x) refers to any one of the sets of discrete orthogonal polynomials, such as Meixner, Charlier, Krawtchouk and Tchebichef. On the [s 1 , s 2 ] interval with weight function @(x), r n (x) satisfies an orthogonality relation
where v 2 n indicates the square of the norm, and δ nm denotes the Dirac function [23] . The normalisation by the squared norm v 2 n is the traditional approach of avoiding numerical instabilities for coefficients computatioñ
such that the orthogonality condition becomes
Note that, s 1 = 0, s 2 = N in the applications of 1D signals such as speech, where N is the typical number of samples in a speech frame. It is important to mention that the calculation of polynomial coefficients can be derived in both directions of x and n. The idea behind using the normalised version of orthogonal polynomials according to the direction of x and n is discussed in [24] . For convenience, we use the terms t n (x) and k n (x) as the normalised orthogonal Tchebichef and Krawtchouk polynomials, respectively.
Discrete orthogonal polynomials
For a given positive integer N and a value x in the range [0, N − 1], the recurrence relations of the normalised Tchebichef polynomials t n (x) in the x-direction are [24] 
www.ietdl.org where
Note that M denotes the maximum order of moments used to represent the features of data (full representation of data is when M = N − 1). The above relations can be started with the following values
Note that in (8) , the recursion can be terminated at x = N/2, making use of the following symmetry condition
in order to evaluate polynomial values where x is in the range [N/2, N − 1]. Plots for the DTT matrix for different values of n are shown in Fig. 1a .
On the other hand, the recurrence algorithms of the Krawtchouk polynomial, k n (x;p, N) are given as follows [25] k n x; p, N = N − 1
where The initial conditions are
Note that in (13), the recursion can be terminated at x = N/2, making use of the following symmetry condition for any value of p When p = 0.5, the ROI will be located in the middle of the signal frame (Fig. 1b ). If p < 0.5, the ROI is shifted to the left ( Fig. 1c) , whereas for p > 0.5, the ROI is shifted to the right (Fig. 1d ).
Discrete orthogonal transforms
The DTT and DKT for a discrete signal f (x), which is an array of N elements, are defined as (17) and in matrix form
where the operator (*) refers to the matrix multiplication, and f and c are the (M × 1) moment values of f (x) in the transform domain. T and K are the polynomial matrices (M × N) of Tchebichef and Krawtchouk coefficient values derived from (8) and (13), respectively
and f is the (N × 1) time domain signal. The signal function can be reconstructed using the inverse transformatioñ
Also, (20) can be written in matrix form as
where (·) T denotes the transpose of the matrix.
3 Quality measures and signal reconstruction
Speech quality assessment
The distortion of speech could be measured in terms of different attributes. Quality is one of many attributes of the speech signal. Quality measures assess 'how' a speaker produces an utterance, and includes attributes such as 'natural', 'raspy', 'hoarse', 'scratchy' and so on [26] .
Assessment of speech quality can be done using subjective listening tests or using objective quality measures. Subjective evaluation involves comparisons of original and processed speech signals by a group of listeners who are asked to rate the quality of speech along a pre-determined scale. Objective evaluation involves a mathematical comparison of the original and processed speech signals [1] . The correlation with subjective listening tests determines the validity of any objective measure. The mean opinion score (MOS) [27] , degradation category rating [28] , modulated noise reference unit [29] and ITU-T P.835 recommendation standard [30] are the most famous references for subjective tests of speech quality. On the other hand, the segmental SNR (SNR seg ) [31] , the log-likelihood ratio (LLR) [32] , the weighted spectral slop (WSS) [33] , the perceptual evaluation of speech quality (PESQ) [34] and the composite measure [35] are the most famous objective measures for speech quality.
In this study, in order to evaluate the performance of the proposed speech-enhancement system, we used the composite measure (objective measure) which is proposed by Hu and Loizou [35] to correlate with the listening results of ITU-T P.835 recommendation standard [30] (subjective measure). The P.835 methodology instructs the listener to successively attend to and rate the enhanced speech signal as follows:
(1) the speech signal alone using a five-point scale metric of signal distortion (SIG) ( Table 1) , (2) the background noise alone using a five-point scale metric of back-ground intrusiveness (BAK) ( Table 2) The values of SIG and OVL are limited to the range of 1-5. In this study, we used the Matlab codes given in [1] to compute the quality measures mentioned above. The mathematical formulas of the quality measures given in (22) can be found in [1, 35] . Some other state of the art quality measures can be found in [37] . The performances of the quality measures will be discussed later in the results section.
Effect of the order of moments on reconstructed signal
A simple experiment provides signal distortion analysis as a function of moments for a noise-free signal. To perform this study, a speech signal taken from the NOIZEUS [The NOIZEUS can be found on: http://www.utdallas.edu/ loizou/speech/noizeus/] database [35, 1] was divided into frames of 32 ms (N = 256) with 50% overlap, a Hamming window was applied to each frame, and then a transform such as DTT, DKT or DCT was calculated. We kept the first M values of coefficients (lower-order) and set the 256 − M moments to zero (higher-order). We use an inverse transform to recover each frame from the moments. In other words, for each frame only the first M moments out of 256 samples were used for reconstruction. The final decompressed speech was reconstructed into a compact form using the weighted overlap and add technique [38] . The experiment described in the preceding text can be done for all quality measures defined in (22) . To save space, however, only results for SIG are presented, as the OVL and BAK yielded similar results. Fig. 2 shows the SIG quality performance against the order of moments M, used to reconstruct the speech signal for DTT, DKT and DCT. It 
Speech reconstruction from noisy moments
In the preceding subsection, we tested the reconstruction of a noise-free signal using a limited number of moments. This subsection presents an experiment to illustrate the effects of moment order on the reconstructed signal under various types of noise. Again, this test can be done for all quality measures given in (22) . We have only included the results for SNR seg as it compares the level of a desired signal to the level of background noise, which is related to the Wiener filtering used in this paper. Fig. 3 shows a plot of the relationship between M and SNR seg for different types of noise. In this test, we used a speech signal degraded by +5 dB SNR of five types of noise (car, train, restaurant, exhibition and street noise). Note that the SNR seg is computed as a distance measure between the original clean speech and the noisy signal reconstructed by using only M number of DTT or DKT moments.
In Fig. 3 , the lower-order moment coefficients were less sensitive to noise than the respective higher-order moments. Also, the lower-order DTT and DKT moments under noisy environments of exhibition and train noise yielded a higher SNR than under the other types of noise. More precisely, in Fig. 3a , the SNR increased with M up to DTT moment order of 14 in the case of exhibition noise, whereas under conditions of restaurant, car and street environments, the SNR decreased when 1 < M ≤ 20. When 20 < M < 30, the normalised SNR increased to the maximum value. Also, for the exhibition and train noise, and for M > 28 in the DTT domain, the segmental SNR decreased until it reached the value of 0 dB when M = 120.
For the DKT (Fig. 3b) , it is clear that the performance of low-order moments in exhibition and train environments was less affected by noise than for other types of noise environments. The segmental SNR increased until reaching the maximum value when M = 6 and then decreased until reaching 0 dB when M = 80 for exhibition and train noise and when M = 40 for other types of noise.
Although most of the energy in the signal is represented by lower-order moments, the maximum achievable SNR of the reconstructed signal using these lower-order moments is much lower than the SNR of the input signal. For example, in case of exhibition noise, for an input signal of SNR 5 dB, the maximum SNR seg of the reconstructed speech is 1.2 dB using the DTT moments of order 28. This suggests that although higher-order moments, in general, contain more noise information than the signal, simply zeroing out the higher-order moments does not necessarily improve the SNR of the reconstructed signal. Thus, in this paper, in order to reduce noise, an optimum filter was applied (i.e. the noisy signal coefficients were scaled based on the estimated SNR) to all moment coefficients, rather than truncating the coefficients of the higher-order moments to zero.
Speech-enhancement system

Algorithms
In the additive model of noise, the noisy speech is given by y (t) = f(t) + d(t), where the sampled noisy speech signal, y(t), consists of the clean sample, f(t), and the noise sample, d(t) [1] . Let Y l (k), F l (k) and D l (k) represent the kth orthogonal moments (DTT or DKT domain) of the frame l of the noisy speech, clean speech and noise signal, respectively. The noisy model can be defined as
where k = 0, 1, 2,….N − 1 Assuming a multiplicative filter is used, the outputF l k ( ) is denoted bŷ
By minimising the least mean-square error betweenF l k ( ) and F l (k), the expression of the Wiener filter W l (k) is given by Loizou [1]
where j l (k) is the a priori SNR and defined as
where l D, l (k) and l f, l (k) are the variance of the noise and speech, respectively. The a posteriori SNR γ l (k), is also required in most speech-enhancement algorithms and is defined as
Several methods have been proposed for estimating the a priori SNR j l (k) [35] . The majority of these methods are extensions and improvements to the methods proposed in [5] . The decision-directed method estimates j l (k) with the following equation
where 0 < a < 1 is the smoothing factor,F l−1 k ( ) is the amplitude estimator obtained in the past analysis frame, and
denotes the estimated a posteriori SNR of the current frame l.l l (k) represents the variance of the noise which can be estimated during non-speech activity. Note that in (28), the max(·) operator is used to www.ietdl.org ensure the positiveness of the estimator, asĵ l k ( ) must be non-negative [35] . The value of a used in this study is 0.98 as used in [5] .
Analysis of a priori and a posteriori SNRs in the orthogonal polynomial domain
In this paper, we used an approach proposed by Plapous et al. [39] to evaluate the behaviour of the enhancement system. The basic principle is to consider the a priori SNR as a function of the a posteriori SNR. The amplitude of the noisy signal is
where θ l (k) is the phase difference between F l (k) and D l (k). In a real transform domain such as the DTT and DKT, the angle θ l (k) has only two values, either θ l (k) = 0, when the signs of
. Assuming knowledge of the clean speech and the noise, the true a priori and a posteriori SNRs, can be expressed as
As presented in [39] , the relationship between j True l (k) and g
It is necessary to plot the effect of θ l on the SNR. Fig. 4a shows the full relationship plot between j True l (k) and g True l (k) in the DTT domain for both values of θ l (k). In this test, we used a clean speech signal with its corresponding degraded version of 5 dB car noise. The relationship between the two SNRs can be approximated by a linear relation when g True l k ( ) ≥ 2 dB in the case where the clean and noisy moments are in the same phase, as shown in Fig. 4b . In the same figure (Fig. 4b) , the j 
values in the DTT domain with respect to the function of time for another short segment degraded by 5 dB SNR car noise taken from the NOIZEUS database are compared. The speech segment is shown in Fig. 5a . A voice-activity-detector (VAD) [40] was used to update the noise spectrum,l l (k) during the speech-absent periods. The following VAD decision rule was used
where
and N is the size of the speech frame, H 1 indicates the speech-presence hypothesis and H 0 indicates the hypothesis of speech absence. Note that δ is a fixed threshold value. In this study, we set to δ = 0.09; a value of 0.15 was used in [1] (equation 12.1). In the frames where speech was absent, the spectrum of the noise power was updated usinĝ
where ρ = 0.98.
It is clear that when g
True l (k) stays below or is close to 0 dB in low-energy and speech-absent periods (Fig. 5c) . The values of j True l (k) oscillate about −4 dB (Fig. 5b) ; this value might be different for another noisy speech, as it depends on the amount of external noise and the level of the desired signal. The estimate of j l (k) using the decision-directed method needs more correction to be considerably closer to the true j l (k) (Fig. 5b) . In addition, the algorithm for updating noise 
The value of c used in this study is 0.98. The performances of above two models are presented in the next section.
Simulation results
In this study, we compared the performance of speech-enhancement algorithms using discrete transforms derived from orthogonal polynomials with traditional algorithms. An arbitrary subset of six sentences taken from the NOIZEUS database was used in the comparison study. Three of the sentences were spoken by different male speakers and the remaining sentences by different female speakers. All were native speakers of American English and ranged in age from 18 to 26 years. The speech data used were sampled at 8 kHz and quantised to 16 bits [35] . Each sentence used in this experiment was corrupted by four different types of noise: car, restaurant, train and babble noise of +5 dB SNR. Thus there were five wave files for each speaker (clean and the four corresponding noisy speech files), and there was a total number of 30 files (6 clean files +24 noisy files). The description of the subset database is shown in Table 3 .
The first step was to divide each sentence into frames and the speech-enhancement technique was then applied to each frame. The VAD was used to update the noise spectrum during the periods of speech absence. The weighted overlap and add technique [38] For the case of the SNR seg quality measure, the best quality performance was achieved by DTT-RTSNR for the car, train and babble noise, whereas DKT-RTSNR achieved the best performance for restaurant noise (Fig. 6) . Also, the DTT-Wiener and DTT-TSNR methods achieved better performance than the DCT-Wiener and the traditional MMSE methods for all types of noise.
In terms of the PESQ quality measure, the best performance was achieved by DTT-Wiener for all types of noise (Fig. 7) . The DTT enhancement algorithms performed better than the corresponding DKT algorithms. Also, the MMSE model achieved better results than the DCT-Wiener for all types of noise except car noise.
For the LLR quality measure, the best results were achieved by the MMSE model for car and train noise (Fig. 8) . Based on this quality measure, the MMSE model performed better than other algorithms for all types of noise.
In terms of orthogonal moments, the LLR results achieved by DTT-Wiener were similar to the corresponding results for DKT-Wiener for all types of noise. The performance of the DTT-TSNR model was similar to the quality achieved by the DKT-TSNR and the DKT-RTSNR models.
For the WSS quality measure, the performance of the DTT speech-enhancement algorithms (DTT-Wiener, DTT-TSNR and DTT-RSNR) was better than the corresponding DKT models and the DCT-Wiener model (Fig. 9) . The best results were achieved by the MSSE method for car and train noise.
It is useful to test the performance of all algorithms in terms of the composite quality measures (BAK, SIG and OVL) defined in (22) . Figs. 10-12 show the comparison results for the BAK, SIG and OVL measures, respectively.
In terms of the noise distortion BAK measure, the best results were achieved by the proposed algorithm (DTT-RTSNR) defined in (39) for the environment of car noise (Fig. 10) . In the same figure, the three algorithms of the DTT-based methods (DTT-Wiener, DTT-TSNR and DTT-RTSNR) showed a better BAK measure than other algorithms for the environments of car, restaurant and babble noise. In the case of train noise, the best results were achieved by the MMSE and DTT-Wiener methods. For signal distortion and overall quality measure (SIG and OVL), the method of MMSE achieved the best results for all types of noise except babble noise (Figs. 11 and 12 ). According to the same figures, the method of DTT-Wiener showed better performance than the DCT-based Wiener filtering method (DCT-Wiener) for all type of noise. The DKT-based algorithms such as DKT-TSNR and DKT-RTSNR did not perform well in terms of the SIG, BAK and OVL measures.
It is important to mention that all denoising algorithms that were compared in this paper had the same time cost because the same procedure of implementation from speech framing to reconstruction was applied for all algorithms. The only implementation difference among the algorithms was the transform matrix, which was assumed to be known and calculated before applying the enhancement filter.
Conclusions
This study described and tested approaches to enhance speech signals degraded by different types of noise using the DTT and DKT. The DTT and DKT are transforms that are derived from discrete orthogonal polynomials. The mathematical definitions of orthogonal transforms were presented with various analytical properties and recurrence relations. Representation of noisy speech signal parameters in the orthogonal moment domain was presented. The DTT and DKT-based enhancement methods were compared with the traditional methods. The results of this study based on different types of quality measures show that the DTT and DKT can be applied to speech-enhancement algorithms. However, according to the simulation results presented here, the DTT-based enhancement models outperform speechenhancement filters using DKT. In some cases, the DTT-based filters generated better results than the MMSE and DCT-based speech-enhancement methods. Improvement was also more noticeable for car noise than for other types of noise.
Future work could be directed towards estimation measures to predict the intelligibility of denoised speech in the domain of the DTT or DKT, and to study the feasibility of using other transforms derived from orthogonal polynomials in the field of speech enhancement and quality improvement.
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