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Abstract 
 Electricity management systems are being in the center of a major research effort aiming at developing its new generation 
known as SMART GRID. The novelty in smart grids is a two-way data flow added on top of the classic electricity flow. This 
information traffic is the reason behind the smartness of the new power management system qualified to be more efficient, more 
secure and more reliable than its predecessor. In consequence, well-tailored communication architecture with particular necessary 
characteristics for smart grids is needed. Our motivation behind this work is to assess the adequacy of an emergent 
communication paradigm referred to as content-centric networking to smart grids. Our first contribution is confronting smart grid 
communication system requirements with content-centric networking principles in order to theoretically justify our position. Our 
second contribution is a simulation of smart grid communications using smart grid network topology and data traffic. A content-
centric communication solution is deployed to achieve data networking and is compared to the Internet protocol stack allowing 
us to witness packet delivery delay reduction and better congestion control ability in addition to an increased throughput. 
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1. Introduction 
1.1. Motivation 
Content-centric networking (CCN) is emerging as a new paradigm where the communication process is built to 
fit nowadays communication requirements. In fact, most current scenarios are essentially to disseminate content 
rather than establishing bi-host connections. One of possible content-centric networking use cases is the new 
generation of electricity production and distribution systems known as smart grids. Since the smartness of this 
system is due to several data flows circulating across the grid, a well-tailored communication system is needed. 
Smart grid communication system has five major requirements: interoperability, scalability, reliability, security and 
autonomicity1,2,3. Inquire whether content-centric networking principles fulfill the inferred requirements motivated 
the conduct of this performance evaluation. The main purpose of this work is then to investigate CCN adequacy for 
smart grids. 
1.2. Related works 
Assessing content-centric communication for smart grid applications wasn’t addressed in many research works. 
In fact we noticed that only two related works touched this topic. The first one proposed a scalable, resilient, and 
secure platform for smart grid communications nominated SeDAX4. This platform is presented as an overlay 
network, on the top of the physical smart grid network, where a data centric communication mechanism is deployed 
using what the authors call SeDAX nodes. To retrieve or publish data in the network, data consumers and data 
producers are decoupled using a publish/subscribe mechanism. The platform manages data topics that are hashed to 
process retrieval and publishing locations and then a greedy geographic forwarding algorithm is used to route 
messages from the source geographic location to the destination geographic location. The use of content-centric 
communications in SeDAX platform is justified by three arguments first of all applications in smart grids are 
interested by data regardless of the specific network address of the data source. Second a huge amount of data is 
generated and has to be delivered from data producers to different smart grid applications. Finally the authors 
present data heterogeneity as their third argument for proposing an almost content-centric solution. However, we 
note that SeDAX platform does not fully adopt content-centric principles especially that it implements a geographic 
routing protocol in the core of the SeDAX nodes. The aim of5  is to show how content-centric communication 
(CCN) can address the smart grid communication challenges. To fulfill it, the authors simulated a real power grid 
topology of the Netherlands in OMNeT++ (www.omnetpp.org) over which they implemented an overlay CCN 
architecture based on a publish/subscribe mechanism. Many scenarios were simulated: using only PLC technology 
as physical communication technology or combining it with optical fiber in order to define the optimal combination 
respecting a latency threshold. Although content-centric viability for smart grids has been studied in this research 
work, it does not guarantee that CCN is a better candidate for SGCS than other existing networking paradigms. 
1.3. Contribution 
This research work aims at proving CCN adequacy for smart grids. As far as we know, no other article 
investigated the use of this new paradigm in managing smart grid communications. Our main contribution is the 
simulation of a content-centric solution on top of a power line communication smart grid topology. Then we 
establish a comparison of the Internet protocol stack performances to the CCN ones in order to quantify the benefit 
of this emerging networking solution. This article is structured as follows. First, content-centric networking basics 
are exposed to highlight their adequacy to a smart grid communication network. Afterward, a content-centric 
solution is selected in order to assess its performances in a smart grid context. Simulation scenarios and results are 
detailed in section three. Finally, this paper is concluded and perspectives are presented.  
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2. Content-centric networking for smart grids: why? 
Content-centric networking is a communication paradigm focusing on content rather than host. Content is named 
instead of naming hosts and is routed according to content demand not according to a destination host address. Since 
the early 2000s, we find in the literature research works 6,7,8,9 proposing the recast of the Internet and the adoption of 
new communication tenets. It was in 2009 when Van Jacobson elucidated networking named content theory 10 that 
content-centric networking became the new research trend11 to revolutionize the Internet. Many projects are 
conducted to explore this paradigm with content granularity variation. In addition to content-centric networking10, 
data-centric networking12 or information-centric networking13, 14 terminology might be used to refer to this 
paradigm. Despite some implementation differences, content-centric solutions have a common set of building 
blocks: named content, naming policy, content dissemination, caching and routing mechanisms13. 
As a complex system having particular requirements, smart grid needs a well-tailored communication 
infrastructure. An obvious question would be: Since we have mature standards in a similar system (Internet), why 
investigating new communication paradigm for smart grid? An obvious answer would be that except for complexity 
and hierarchy, the SGCS (Smart Grid Communication System) is fundamentally different from Internet15. First of 
all, the Internet stack of protocols aims to establish an end-to-end connection between two nodes of the network. In 
opposition, the communication pattern in smart grid is variable according to its applications. For example, in the 
smart metering infrastructure, generally we have devices sending energy consumption data to a central node. In 
home energy management applications, devices are receiving commands from a central node. Devices and sensors 
don't have to be always awake and listening to incoming connections. In demand response management system, real 
time customer energy consumption data is received and periodic energy pricing is disseminated. These differences 
point out the inadequacy of the Internet protocol stack for smart grid context. 
Second, the dissemination mode in SG (Smart Grid) is mainly based on multicast, where a node is sending data to 
many nodes. For instance, we might have a node publishing periodically energy prices to many consumers. A host-
to-host connection is not required that is why it is better to decouple data producers and data consumers. Content-
centric networking suits well these scenarios thanks to the publish/subscribe mechanism used in some of the 
proposed CCN solutions16 . Publish/subscribe mechanism is based on two main roles: a publisher producing content 
and a subscriber expressing an interest in retrieving a specific content. In the middle, generally a broker manages the 
correspondence between published content and expressed interest in order to serve the subscribers. Despite a 
multicast communication is doable with UDP protocol over IP, it was not built in as an inherent communication 
mode. In fact, turnarounds had to be made in order to add this feature to the original Internet protocol stack. 
Furthermore, the most interesting element in smart grid communications is data itself regardless of the data source. 
In addition, a tremendous amount of data is generated and exchanged all through the smart grid nodes which 
excludes the centralized client/server architecture for smart grid communication system. This huge amount of data 
has to be identified, secured, routed to the right location, stored and processed properly to extract the intended 
information. In content-centric networking, most of the attention is provided to the flowing content. Identifying data 
is crucial as we already presented the importance of the naming mechanism in CCN. 
Mobility has also become a new imperative feature to be supported by the SGCS, especially with the emergence 
of vehicular networks, mobile phones and mobile personal equipments that can join the smart grid network. 
Electrical vehicles are even considered as distributed mobile energy resources17 that can be exploited when energy 
consumption peak is reached. Naturally, to deploy such scenarios and despite their mobility, vehicles must be able to 
enter the smart grid network in order to exchange requisite data. Fortunately, content-centric communication 
inherently promotes mobility because hosts are no longer centric to the routing protocol. The content they desire to 
publish or retrieve will be routed regardless of their location and whether they are mobile or not. 
After proposing content-centric networking as an appropriate paradigm for smart grid communications, we 
intend, in the next section, to strengthen this assertion by running few simulations. Our aim is to assess a content-
centric solution performance in a smart grid context. 
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3. Simulation of content-centric networking for smart grids 
3.1.  NDN and PLC in NS3 
The goal of this section is to present the tools and the environment established in order to conduct our 
simulations. Network simulator 3 (http://www.nsnam.org/) is the simulation tool adopted during this research work, 
a choice that will be progressively justified. NS-3 is a discrete-event network simulator developed for network 
research and education. Present NS-3 version is enriched with up to 41 module, enabling multiple networking 
protocols simulation, tracing, animation generation, etc. As for content-centric solution choice, we noticed that 
many projects led to different implementations of CCN principles having few design differences. In our case, we 
intend to adopt named data networking (NDN) solution first stated in18 and particularly its NS3 module ndnSIM 
(http://ndnsim.net/)19 .  This module implements the most important building blocks of the NDN solution which are: 
NDN core protocol, pending interest table (Pit), forwarding information base (Fib), Content Store (Cs) and 
applications. The following scenario exposes the role of each component during a content-centric communication. 
To retrieve data a consumer must express an interest by sending an interest packet through the network. The NDN 
core protocol uses two structures (Pit and Fib) to achieve interest management. On the other side any node 
possessing the requested data is able to satisfy the consumer interest. The content store (Cs) is a storage structure 
held on every node to allow in-network caching. In fact, any node receiving data, stores it in its Cs allowing the 
node to fulfill future interests in this content. To manage the communications, the NDN solution replaces the whole 
Internet stack of protocols as shown in figure 1(a). 
The final important key element about our simulation environment is how to reproduce a smart grid 
communication system in NS-3. Two aspects drew our attention: the appropriate network topology to build and the 
relevant data flows characterization. While building a smart grid topology, we noticed that power line 
communication is being the subject of an ongoing debate on communication technologies for smart grids. Reusing 
the power grid itself for data communication is attracting several researchers and technology constructors. In fact, 
multiple papers already discussed PLC viability for smart grid communications and exposed its advantages. The 
possibility to use PLC in smart grid was exposed in 20 where the authors discussed several PLC classes and their role 
at each smart grid network level. This work was detailed and enriched in 21 by presenting the status of PLC 
standardization and its fit for smart grid applications. A performance evaluation of communication with broadband 
PLC technologies for smart grid was elaborated in 22 by proposing a performance testing model to test PLC device's 
transmitting capacity and noise tolerance. 23is another research work that looked into PLC viability for smart grids 
by simulating a smart grid power line communication system using both Network simulator 2 
(http://www.isi.edu/nsnam/ns/) and Matlab. Surveying research activities on power line communication for smart 
grids is not our goal, we are aiming instead at highlighting the growing attraction of this technology for smart grids. 
This fact noticed justify our choice to build a PLC-based smart grid communication system. The complexity of this 
task is lightened by the proposition of a free-to-use PLC module in Network Simulator 3. The important role led by 
fig 1(a) Communication-layer abstraction ndnSIM vs TCP/IP; (b) Smart grid PLC topology 
221 Nour El Houda Ben Youssef et al. /  Procedia Computer Science  73 ( 2015 )  217 – 225 
 
PLC in enabling smart grid was noticed in24  but also the lack of a ready-to-use PLC module in existing network 
simulators. Therefore, a PLC module for network simulator 3 that allow researchers to construct a power line 
communication infrastructure and run various simulations using it is proposed by this research work. 
The idea behind using PLC in smart grids is to reuse the existing power grid as a two-way communication 
channel. Then, the smart grid PLC system has necessarily the same power distribution system topology that varies 
according to areas and geographical conditions. Nowadays power grid has a hierarchical architecture. In the root, we 
find power generation stations feeding transmission substations through high voltage lines. From each substation 
branches a medium voltage lines network leading to transformers. Finally, in the last level, customers are served 
through low voltage lines connecting each transformer to a set of meters. Naturally, a smart gird power line 
communication system will have this same topology. Of course building the whole national architecture is complex 
and costly in terms of simulation performances. Indeed, a national power grid size varies according to countries but 
they all line up on the same architectural base. Thus we will restrict our topology to cover a 5 Km radius area. Based 
on a prior research work 25 within 5 km, 50 distribution substations are deployed. A substation is serving 120 
transformers via medium voltage lines. Each transformer is then wired to 10 smart meters using low voltage lines. 
The number of smart meters connected to each transformer is justified by the fact that the research work to which 
we refer to 25 was led in Canada. The number of houses served by a transformer varies, in fact in North America the 
number of houses per transformer is in the order of 10, as opposed to Europe, where it is in the order of 100 26 To 
summarize, each branch of the obtained network includes then 1 substation, 1 transformer and, 10 smart meter (see 
Figure 1 (b)). Two important nodes were added to this network: a distribution management system node (DMS) and 
a meter data management system node (MDMS). The distribution management system is the part of the smart grid 
that is responsible for monitoring and maintaining the electricity distribution system. In fact various field attached 
devices like voltage regulators (VR), phase measurement units (PMU) and feeder sensors (S) will report some 
electric properties for example: current voltage, temperature, phase angle, power factor, etc. All this information will 
be intercepted by the DMS node in order to trigger necessary maintenance actions. The meter data management 
system is used to collect metering data sent by smart meters for various purposes like billing, customer behavior 
analysis, marketing, etc. This system is represented in our topology by the MDMS node that will receive electricity 
consumption data from smart meters. The PLC module in NS3 allows us to construct a smart grid topology using the 
PLC_node class, responsible for creating and placing the nodes. Then, created nodes are wired using the PLC_cable 
class. After building the desired topology and establishing the transmission/reception interfaces, the PLC module 
convert each PLC_node into a NS3 node and return us a node container. At the end of this stage, a PLC smart grid 
topology was built, on top of which smart grid data flows will be deployed using NS3 applications. 
fig 2 NDN vs TCP/IP packet delivery delay 
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3.2. Simulation scenarios 
Two simulation scenarios were established in order to compare CCN and Internet protocol performances. In the 
first scenario, the Internet protocol stack was deployed on each node of the PLC smart grid topology detailed in the 
former paragraph. Developing a realistic data flow model was needed to ensure the accuracy of simulations to 
achieve thereafter. Fortunately, a detailed smart grid data flow characterization was presented in 25. The 
identification of smart grid data traffic was established by studying smart grid applications. These applications were 
divided in three major groups. First, applications generating traffic between home area networks and the utility 
company (company providing homes with electricity). Second, applications generating traffic between the utility 
company and the power distribution system composed by field devices like transformers, medium voltage line 
regulators, fault detectors, etc. These data flows are necessary for power distribution automation and monitoring the 
distribution infrastructure. Finally, the third category groups advanced smart grid applications like video 
surveillance, device software upgrade, etc. We summarize the adopted data traffic in both scenarios in Table 1. Each 
flow is characterized by a flow id, a source designation, a destination, a frequency and a packet size. For source and 
destination designation, we use terms already exposed in the previous paragraph while describing the PLC network 
topology built to conduct our simulations. NS-3 applications were deployed on the nodes of our topology in order to 
generate the desired data flows with specified frequency and packet size. 
As for the second scenario, the same topology is used while NDN solution insures the communication 
management. Deploying the ndnSIM module on the node container created by the PLC module needed some 
tweaking. Also, the content store structure used for in-network caching has been disabled in smart meters due to 
storage constraints. Afterward, we used ndnSIM consumers and producers to generate the data flows described 
above.  
In a content-centric context, consumers are usually deployed on the destination nodes while producers run on the 
source nodes. The data flow frequencies are driven by consumers interests emission. For instance, in the case of the 
first flow, the needed frequency is to send a data packet every hour from the SM node to the MDMS node. In our 
case, it's realized by expressing an interest every hour from the MDMS consumer to receive data from the SM 
producer. For both scenarios, we introduced a random variable used to schedule the data flows. In fact the start time 
of each application is monitored by a random value generated by UniformRandomVariable class of NS3. Twenty 
simulations were run with each solution (TCP/IP and NDN). As the random number generator repeats itself after 
certain cycle, we advanced the run number from 1 to 20 while using a fixed seed. This technique is qualified by NS3 
constructors to be the more statistically rigorous way to configure multiple independent random values generation. 
We also conducted more simulations for a fixed run number generating random applications start time and varying 
nodes number instead. We note also that all simulations were run during 3600 seconds allowing all programmed 
data flows transmissions to occur. 
     Table 1. Smart grid data traffic. 
Flow id Source Destination Frequency Packet size(bytes) 
1 SM MDMS Every hour 200-2400 
2 DMS VR(SM) Every 5 min 250 
3 DMS VR(TR) Every 5 min 250 
4 VR(TR) DMS Every 5 min 250 
5 S(TR) DMS Every 5 sec 250 
6 DMS S(TR) Every 5 sec 150 
7 DMS PMU(TR) Every 5 min 150 
8 PMU(TR) DMS Every 5 min 1536 
9 TR DMS Every 5 min 250 
10 DMS TR Every 5 min 150 
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3.3. Simulation results 
Since content-centric networking is fundamentally different from present protocols like TCP/IP, only few metrics 
are common for both approaches. We compared NDN and TCP performances according to the delay metric. To 
collect this metric, we used in the TCP/IP scenario the flowMonitor framework integrated with NS3. The calculated 
delay is the difference between the reception time and the emission time of a packet. As for the content-centric 
scenario, application tracers are provided by the ndnSIM module allowing us to observe many metrics among which 
we find the packet delay. By delay we designate the amount of time required to satisfy an interest; it represents the 
transmission delay that include queuing delay and propagation delay. The curve of Figure 2 shows the average of 
packet delivery delay observed in each node of our topology after 20 simulations with a confidence interval of 95%. 
We recall that the PLC topology built under NS-3 contains 10 smart meter (node 4 to 14), one node representing a 
substation (node 0), a node for Meter Data Management System (node 3) and a node for the Distribution 
Management System (node 1). Our results, drawn using a logarithmic scale, show that NDN outperforms TCP/IP by 
having less delay in data delivery especially with nodes receiving heavy traffic like DMS (node 1), MDMS (node 3) 
and SM1 (node 4) (see figure 3). We recall, according to table 1, that all smart meters send data to the MDMS node 
and that each smart meter send data packets to the DMS node each five minutes. The first smart meter represented 
by node 4 in our simulation is then the bottle-neck of our topology since all smart meters packets transit through this 
node to reach their destination. This causes the higher packet delivery delay observed at node 4 during our 
simulation. We are observing less delivery delay with NDN due to the fact that with this solution, any node having 
the requested data is able to send it to the requester not necessarily the node generating it. In opposition, a typical 
TCP/IP communication requires the establishment of a connection between the source and the destination. Only the 
concerned host is able to provide the requested data. 
We tried also to observe few metrics that are proper to NDN as a content-centric solution. Among many, interest 
satisfaction can be considered as a relevant metric while assessing CCN protocol performances. In fact, to retrieve 
data from the network, a node needs to express its interest in this data. Expressing an interest is realized by 
broadcasting an interest packet and the “OutInterests” metric is incremented. Any node having the corresponding 
data in its content store is able to satisfy this interest. Using NDN metric tracers allowed us to notice full interest 
satisfaction rate (100%) in our smart grid simulation environment. This demonstrates that every expressed interest 
was satisfied and no interest or data packet was lost. To go further with this evaluation, we added more branches to 
our topology in order to increase the smart meters number. At this stage, our goal is to assess the impact of a 
topology growth on the network throughput. Figure 3 (a) shows that we witness larger network throughput using the 
content-centric solution, although we are exchanging the same data flows. In fact, with TCP/IP solution, network 
throughput is barely progressing even though nodes number is increased each time by ten. Conversely, with content-
centric routing, the throughput is on average doubled at each nodes number raise. We even notice that with TCP/IP 
fig 3 (a) NDN vs TCP/IP throughput; (b) NDN vs TCP/IP Dropped packets. 
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the throughput is strangely decreasing while the nodes number increase. This fact can be justified by two reasons. 
First of all, with NDN, sending data from a node to another is necessarily performed in two steps: first expressing an 
interest then retrieving the data packet. As a result, establishing the same data flow with NDN and TCP/IP, requires 
more flowing packets with NDN then TCP/IP. The second reason behind having higher throughput in the content-
centric scenario is the fact that, as we increased the number of smart meters, TCP/IP was less efficient in managing 
bottlenecks. Indeed, we noticed that the packet loss ratio is proportional to the smart meters numbers which reflects 
that TCP/IP is struggling to manage network congestion. Although increasing the nodes number had negative effect 
on NDN itself (we noticed packet loss with the adopted CCN solution), it remains more efficient in networking data 
packets (see figure 3 (b)) generated according to the smart grid predefined data flows. 
4.  Conclusion and perspectives 
Smart grids are aiming at filling the old electricity generation and distribution gaps. Being at the junction point of 
many research areas made the smart grid a challenging system. Information networks and networking paradigms are 
one of the most important smart grid facets that we need to investigate in order to tailor an appropriate smart grid 
communication system. In this research paper, we presented content-centric networking, a new networking 
paradigm, as a suitable solution to fulfill smart grid communication requirements. To assess CCN adequacy for 
smart grid, we first highlighted these requirements and exposed how CCN principles favor them. Then, our position 
was confirmed after simulating the content-centric solution NDN (named data networking) in a smart grid context. 
Comparing this solution to the Internet stack of protocols in the same environment allowed us to quantify the benefit 
of content-centricism trend to smart grids. In this context, we have shown that content-centric solution allow us to 
reduce packet delivery delay and is more efficient in managing dense communications. This research work is only a 
first step in assessing CCN adequacy to smart grid communications. Indeed, further research work needs to be 
pursued, especially some adaptations of NDN in order to fit the constrained environment of smart grids. In fact, each 
part of the smart grid network and each smart grid application has its own constraints in terms of data rate, latency, 
reliability and security. We project then to minutely consider CCN capabilities in providing particular requirements 
of each part of the smart grid communication system. Furthermore, we plan to propose adaptations if needed in 
order to enable a well-tailored SGCS. 
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