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Abstract
The purpose of this study was to explore neighbourhood characteristics related to social
disorganization theory and to ascertain whether socioeconomic disadvantage, family disruption,
residential instability and young population structure were predictive of neighbourhood violent
crime in the city of Brantford, Ontario, as a case study. A two-step analysis was conducted using
data derived from the National Household Survey (NHS), the 2011 census and the Brantford
Police Service records management system (BPS-RMS). A descriptive analysis of Brantford’s 21
census tracts (CT) was conducted to explore patterns of social disorganization variables and
violent crime in each of the city’s 21 CT neighbourhoods. A series of regression analyses were
then carried out to examine the relationship between social disorganization variables and violent
crime. Results of the regression analyses revealed that low education attainment and young
population structure were associated with violent crime in neighbourhoods, lending partial
support to social disorganization theory as an explanation for the violent crime. Residential
instability was not associated with the outcome. Family disruption could not be tested due to
multiple assumption violations. Implications of the research findings include the consideration of
enhanced intervention (e.g., community resources and community policing) in neighbourhoods
in Brantford demonstrating high levels of social disorganization in an effort to reduce
neighbourhood violence.
Keywords: social disorganization theory, violent crime, neighbourhood effects, simple
regression, Brantford
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Chapter One: Introduction
Violent crime amongst young delinquents has long been a focus of interest for scholars,
welfare practitioners, law enforcement agencies and policymakers. Indeed, it has been
empirically demonstrated that younger Canadians are more likely to violently offend or show
physical aggression compared to their older cohorts (Doob & Cesaroni, 2004; Easton, Furness, &
Brantingham, 2014). Allen and Superle (2016) contended that, within the age group of 18 to 24,
violent crime was relatively common, suggesting that more attention should be dedicated to
distinguishing the predictors of violent offences amongst young adults. While much attention has
been paid to individual-level predictors of violent crime amongst juveniles, the nuance of
environmental forces that may contribute to these deviant behaviours has been relatively
overlooked.
Social disorganization theory, one of the most highly researched sociological theories,
established by Clifford Shaw and Henry McKay (1942), places theoretical value on the
environmental distribution of crime. This theory postulates that neighbourhood factors regulate a
community’s ability to control delinquent behaviours, thus accounting for spatial variation in the
crime rate. It has been argued that factors, such as concentrated poverty, unemployment and poor
housing, may lower a community’s capability to determine common values, achieve mutual
benefits and exercise social control (Sampson, Raudenbush, & Earls, 1997), all of which are
related to controlling juvenile delinquency or violent crime committed by all members of the
population. Specifically, these contextual features may motivate impoverished individuals to
resort to illegitimate measures to address personal and social problems, and these characteristics
reduce community readiness to effectively manage or respond to criminal behaviours (Battin,
2015). Although numerous individual-level variables (e.g., stressful life events, substance use)
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have been found to stimulate acts of violence, this research paper explores the importance of
structural conditions of urban neighbourhoods (poverty, unemployment, low educational
attainment, family disruption, residential instability and young population structure) through the
perspective of social disorganization theory (Shaw & McKay, 1942) in explaining the incidence
of neighbourhood violence.
Generally, an understanding of circumstantial forces in a crime-prone neighbourhood
provides a comprehensive idea of how social surroundings affect individual behaviours and
potentially contributes to the identification of strategies that may lessen crime in specific
localities. A growing body of research has supported the argument that crime is heavily
associated with social disorganization and poverty in urban settings (Cassidy, Inglis, Wiysonge,
& Matzopoulos, 2014; Corrado & Cohen, 2014). However, the vast array of findings in the field
(e.g., Bernburg & Thorlindsson, 2007; Friedson & Sharkey, 2015; Kingston, Huizinga, & Elliot,
2009; Stansfield, Williams, & Parker, 2016) offer ambiguous information on the neighbourhood
social process that contributes to violent offences in small geographical locations. For example,
research has illustrated that approximately half of all crimes occurred at just three to four percent
of the “hot spots” (i.e., places with high crime density) in a given city (Weisburd, Bushway,
Lum, & Yang, 2004). Simply stated, a substantial amount of calls for police service originated
from a small percentage of the addresses in the city. Braga, Hureau, and Papachristos’s (2011)
research corroborated this assertion by concluding that certain crimes are highly clustered within
a few street segments rather than scattered evenly across the urban landscape. Thus,
neighbourhoods are a significant unit of analysis to incorporate in studying crime and place.
This research is unique because sparse empirical studies in the environmental
criminology field examine how neighbourhood characteristics can be associated with violent
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crime rates across communities (Weisburd, Groff, & Yang, 2014), or so-called “micro-units” of
geography (Weisburd, Bernasco, & Bruinsma, 2009). For example, over half of the published
studies using multivariate modeling to scrutinize criminological theories between the years of
1968 and 2005 are focused on individuals rather than street segments, neighbourhoods, counties,
states and countries as units of analysis (Weisburd & Piquero, 2008). As anticipated, this
analytical oversight of structural forces on criminality has resulted in a failure to uncover the
contribution of socio-environmental factors to the commission of crime in different localities.
Overview of the Current Study
This study investigates the relationship between neighbourhood characteristics and
violent crime in the city of Brantford, Ontario, Canada as a case study and seeks to contribute to
policy discussion and development for the city. This paper explores the applicability of social
disorganization theory in understanding the explanatory factors leading to neighbourhood violent
crime by analyzing secondary data at the CT level. Social disorganization is a theoretical
paradigm that can be used to interpret the relationship between social disadvantage and levels of
violent crime in neighbourhoods. As the current study is guided by this theory, the demographic
characteristics that could reveal the collective character (e.g., the population size, the income and
educational level, the employment status, the marital characteristics, the mobility status and the
number of young population) of a community have been evaluated. Given the extant literature
aligned with Shaw and McKay’s (1942) theory, this paper hypothesized that socioeconomic
disadvantage, family disruption, residential instability and young population structure would
increase violent crime in the neighbourhoods of Brantford. The present study sought to utilize
official crime data from a law enforcement agency and census data from Statistics Canada to
operationalize the study variables.
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The goal of this study was to shed light on whether violent crime in the city of Brantford
was influenced by the structural conditions of the community. A number of variables measuring
social disorganization were gathered from the National Household Survey (NHS) and the 2011
census. A descriptive analysis of Brantford’s 21 CTs was conducted first to explore patterns of
social disorganization and violent crime in each of the city’s neighbourhoods. Next, a series of
regression analyses were carried out to examine the relationships between social disorganization
variables (low education attainment, family disruption, residential stability and young population
structure) and violent crime in neighbourhoods.
This thesis begins with a thorough review of literature related to how structural
characteristics account for variations in neighbourhood violent crime; in particular, theoretical
developments associated with social disorganization perspectives are highlighted. Different
structural determinants of social disorganization (i.e., socioeconomic disadvantage, family
disruption, residential instability and young population structure) are discussed in Chapter Two.
The data sources and methodological approaches used to address the research questions are
delineated in Chapter Three. The next chapter presents statistical results and analytical findings
generated from the testing of the hypotheses. The thesis concludes with a final chapter discussing
research findings, limitations of the current study, recommendations for future research, policy
implications for policing and community intervention when dealing with violent crime in the city
of Brantford.
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Chapter Two: Literature Review
The overarching theme of this review is to understand the effects of community social
structure on the rates of violent crime through the lens of social disorganization theory (Shaw &
McKay, 1942). It is apparent that numerous personal factors contribute to aggressive behaviours
in early adulthood. However, this paper does not seek to examine individual characteristics of
violent perpetrators but rather study the relationship between community characteristics and
violent crime by using official crime data. This paper investigates why specific places are
strongly associated with crime and why certain structurally disadvantaged neighbourhoods do
not display high violent crime rates. Major Canadian cities, namely Edmonton, Halifax,
Montréal, Ottawa, Regina, Saskatoon, Thunder Bay, Toronto, Vancouver and Winnipeg, have
been analyzed by scholars with respect to their spatial distribution of police-reported crime and
how their unique neighbourhood characteristics are associated with crime level (Andresen &
Brantingham, 2007; Charron, 2008; Charron, 2009; Fitzgerald & Carrington, 2008; Fitzgerald,
Wisener, & Savoie, 2004; Kitchen, 2006; Savoie, 2008; Savoie, Bédard, & Collins, 2006;
Wallace, Wisener, & Collins, 2006). While a majority of the most recent Canadian research
justifies the areal distribution of crime and neighbourhood characteristics in large Canadian
urban centres, scant research has focused on small cities with a population under 100,000 and
whether their neighbourhood social structure relates directly to violent crime.
Over time, people interact with their surrounding community, and these interactions
predispose individual conduct (Blumer, 1969; Shaw & McKay, 1942). While biological theories
stress the importance of human abnormalities in crime, social ecology theories are concerned
with highlighting how social environments shape human behaviours (Einstadter & Henry, 1995).
We recognize that criminality is inextricably linked with community dynamics in Shaw and
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McKay’s social disorganization (1942) theory. Through greater levels of formal and informal
social control, residents can deter suspicious activities and control negative social outcomes.
Hence, determining the place-based variability of crime rates can inform future interventions in
high-risk neighbourhoods. In the next section, social disorganization theory is discussed as the
major theoretical perspective and the concept for the neighbourhood effects study. Also, different
predictors, such as socioeconomic disadvantage, family disruption, residential instability and
young population structure, will be explicated as indicators of social disorganization.
Social Disorganization Theory: An Overview
Scholars (Kornhauser, 1978; Payne, 2006; Sampson & Groves, 1989; Shaw & McKay,
1942) who have worked within the framework of social disorganization theory assert that the
advent of crime could be explained in terms of environmental context rather than solely with
reference to biological characteristics. Crime is not only equated with acts committed by
individuals but also related to the functioning of social institutions in maintaining order (Akers &
Sellers, 2013). Theories that have focused on biological traits have disregarded the day-to-day
experiences that play a role in shaping human behaviours.
In the early 1920s, Park and Burgess (1925) developed the concentric zone model in their
urban study during the time they witnessed the growth of urbanization in Chicago
neighbourhoods. They assumed that ecological competition, a form of social interaction, was key
to regulating territorial distribution of the populace. They likened these human patterns of
locality to the ecological development of animals and plants, such that they strive for desirable
territory for survival. They also observed that the rapid expansion of the downtown area of
Chicago motivated residents to move farther away from the area successively. These processes
of deterioration and transition formulated a pattern of concentric circles—namely, the central
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business district (Zone I), zone of transition/deterioration (Zone II), zone of workingmen’s
homes (Zone III), residential zone (Zone IV) and commuter zone (Zone V). Park and Burgess
(1925) highlighted that there was a propensity for each inner zone to expand to the next outer
zone; such radial expansion was not anticipated as unwelcome but “resultant of organization and
disorganization” (p. 74). They also maintained that in order to measure the “symptomatic
abnormalities in social metabolism,” encompassing demographic variations in a city that deviates
from the ordinary might be a valuable technique (Park & Burgess, 1925, p. 74).
Interestingly, crime was not the focus of this urban work until Shaw and McKay (1942)
theoretically applied concentric zone theory to the exploration of delinquency. Shaw and McKay
(1942) extended this line of work by collecting extensive empirical court data in the mid-19th
century in Chicago neighbourhoods. In their published study, Juvenile Delinquency in Urban
Areas, they concluded that crime was not randomly distributed but somewhat concentrated in
communities where a wide range of social and environmental problems was evident. As they
investigated in greater depth, they recognized that rapid social change might facilitate the
proliferation of crimes due to the collapse of social controls. The migration of residents to the
outskirts of urban centres led to the development of a transition zone with a greater likelihood of
criminal activities (Shaw & McKay, as cited in Cao, 2004). Transient community members
moving away from the city centre were less likely to cultivate strong ties to the community
because their goal was to move to a better residential location. In a similar vein, conventional
activities and local networks struggled to develop because of high population turnover and
cultural heterogeneity. All in all, it took more time in such communities to form social
relationships and develop mutual trust amongst residents, which were the preconditions for
neighbourhood intervention. The highly disorganized social context undermined informal social
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control within the communities and could ultimately have increased the crime rate (Roh & Choo,
2008). Conversely, residents living in well-off areas were more likely to develop capable
guardianship and solidarity since socioeconomic resources were in place. The chances for the
involvement of delinquent peers and exposure to criminogenic street contexts were relatively low
in neighbourhoods with strong organization.
Shaw and McKay (1942) further elaborated their view by including three communitylevel factors in the variations in delinquency amongst urban communities: low economic status,
ethnic heterogeneity and residential mobility. They believed that areas of low economic status
are symbolized by a diversification of norms and standards where conflicts of values may arise.
Children are then exposed to these inconsistent standards and, as a result, have a higher chance
of intimate contact with other delinquent groups in areas with a significant adult criminal
presence. Shaw and McKay (1942) also identified a consistent pattern in the rate of crime in
socially disadvantaged neighbourhoods over many decades and concluded that crime is tied to
the neighbourhoods themselves (as cited in Kubrin & Wo, 2015). Young adults are exposed to an
array of deviant subcultures that contradict the accepted social norms related to achieving
personal success. The underlying concept of social disorganization refers to the ineffectiveness
of a community to implement the values of its residents and a consequent rise in delinquent
activities due to the collapse of informal social control (Kornhauser, 1978). Above all, the
propensity for engaging in criminal behaviours is largely the product of external factors at work
on the community (Damm & Dustmann, 2013). As time goes by, the ingrained patterns of
delinquency are passed from one generation to the next and become the accepted social norm in
the neighbourhood. In contrast, conventional values and attitudes are more likely to develop and
achieve conformity in a prosperous area. As residents are relatively secure in terms of economic
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gain and want to sustain future prosperity, there is a higher likelihood of harmonious cooperation
in areas where the number of delinquents is low (Shaw & McKay, 1942). While strong
communities are better equipped to assert social control, crime tends to thrive in socially
disorganized neighbourhoods (Agnew & Cullen, 2011). Since the concept of informal social
control is fundamentally connected to the continuation of residential stability in a
neighbourhood, this notion was reiterated in the paragraph concerning residential instability and
violent crime.
Socioeconomic Disadvantage and Violent Crime
Social disorganization theory is a macro-level theory that illustrates “why certain
characteristics of ecological areas, but not others, account for the distribution of crime” (Pratt &
Cullen, 2005, p. 373). The differences in crime rates across communities can be demonstrated by
the socioeconomic status (SES) of a single neighbourhood—for example, the proportion of
families on public assistance and the rate of unemployment. The relevant literature on poverty,
labour force status and educational attainment level and how they relate to the rates of violent
offending are clearly delineated in the following paragraphs.
Poverty. Shaw and McKay’s early research (1942) discovered that delinquency rates
were the highest within the core of a city and decreased outwardly from that core toward the
more affluent neighbourhoods. Delinquents in Shaw and McKay’s study (1942) were
concentrated in the “zone of transition” and, for the most part, were at the bottom end of the
socioeconomic scale. O’Brien and Sampson (2015) further strengthened this argument by
revealing that the probability of arrest across communities plummets with increasing SES. That
is to say, teenagers in well-off areas may be less likely to consider illegal acts as an alternative to
resolving problems in life under the influence of mainstream values. On the contrary, residents
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living in communities of low economic status often find it more challenging to access resources,
which may result in a rise in levels of stress and strain. Criminogenic culture may account for
high crime rates in some underprivileged urban communities. Although conflict theorists have
argued that police-citizen encounters could contribute to high arrest rates in low-status areas,
Sampson and Groves (1989) empirically demonstrated that low organizational participation of
community members relates to high delinquency rates. In part, this relation may be explained by
the fact that communities of low economic status have fewer resources to devote to supervising
youth compared to their high SES counterparts. Parents or residents living in an overwhelmingly
impoverished neighbourhood might have long working hours and may be less likely to be
involved with or have access to quality schools and childcare. This line of reasoning suggests
that the harsh realities of blighted areas restrict parents there from employing effective family
management and youth supervision. Consequently, unconventional norms are less likely to be
condemned within a disadvantaged community, and this tolerance could impact criminal
outcomes or the occurrence of juvenile delinquency (Sampson, 2013).
Kingston et al. (2009) suggested that the developmental needs of youth might go unmet
in a structurally disadvantaged neighbourhood due to the absence of public facilities, in
particular, parks and recreational centres. Youth living in highly disadvantaged neighbourhoods
could be uninformed about or devoid of job opportunities or support that could facilitate their
transition to adulthood, resulting in the development of a sense of hopelessness about their
future. This type of social isolation and frustration might trigger risk behaviours amongst
adolescents (Rankin & Quane, 2002). Bushman et al. (2016) indicated that youth violence can be
considered “a form of rough street justice” to safeguard the neighbourhood against the failure of
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formal justice mechanisms (p. 25). When individuals, especially teenagers, face identitychallenging stress or rejection, violence could emerge.
It is also notable that poverty is a powerful predictor of violent offending (Kingston et al.,
2009; O’Brien & Sampson, 2015). Due at least in part to lack of integration in the economic
system, people who are living in impoverished neighbourhoods might have perceptions of
neighbourhood stigma, whereby they regard themselves as coming from a neighbourhood that is
unfavourable to live in (Wutich, Ruth, Brewis, & Bonne, 2014). Indeed, a stigmatized image of
an area can be extremely destructive, resulting in the creation of a discredited identity that could
prevent positive youth development (Wutich et al., 2014). The negative social character of a
place not only reinforces disrepute but also impacts the future development of the stigmatized
neighbourhood. Therefore, the possibilities of psychological disinvestment by residents and the
perception of disorder are much higher, eventually leading to the deepening of poverty in the
long run (Sampson, 2012). Urban poverty also has a deleterious effect on the formation of social
networks since residents face challenges to build up social relationships, which further impedes
the activation of collective efficacy. Even though there is no direct causal relationship between
poverty and high crime rates, it may undermine or hamper the “informal social controls within
the community” and create conditions favourable to crime and delinquency (Akers & Sellers,
2013, p. 166). Concentrated disadvantage not only weakens social control but also intensifies
social rejection because better-off residents move to affluent areas, leaving behind the
economically deprived residents in the inner city who may slowly adapt to the violent
subcultures for survival.
Unemployment. The association between unemployment and crime remains
controversial in the field of criminology (Aaltonen, MacDonald, Martikainen, & Kivivuori,
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2013; Ajaegbu, 2012). It is not clear whether unemployment induces crime or crime further
reduces an individual’s employment opportunities. According to Statistics Canada (2011c),
“unemployed” refers to persons who were “without paid work or without self-employment work
and were available for work and either (a) had actively looked for paid work in the past four
weeks; or (b) were on temporary lay-off and expected to return to their job; or (c) had definite
arrangements to start a new job in four weeks or less” (p. 88). Thus, the state of being
unemployed is one in which an individual is seeking employment, but he or she is not given an
opportunity. Phillips and Land (2012) pinpointed that unemployed individuals have less to lose
in a crisis of arrest, which may bolster their incentives for illegal activities. Indeed, the effect of
unemployment on crime rate is significant on two levels: it boosts criminal motivation due to
deteriorating economic conditions and, at the same time, reduces the number of criminal
opportunities (Phillips & Land, 2012). For example, the increase in idle time during
unemployment might facilitate alcohol consumption or substance abuse, which, in turn, expedite
violent disputes. According to Ajaegbu (2012), it is the feeling of deprivation and suffering from
economic hardship created by the status of involuntary unemployment that triggers aggression.
Thus, there is reason to believe that the longer an individual remains idle, the higher the chances
that the strain engendered by the unemployment trap will be magnified.
Nevertheless, very few studies to date examine the magnitude of the unemploymentviolent crime association amongst young adults. Aaltonen et al. (2013) found a significant
positive association between unemployment and property crime but not with other types of
crime. This is plausible because violent crimes, such as aggravated assault or murder, are seldom
economically driven. Property crimes, however, can generate financial payoff. The decline in
earnings related to joblessness heightens the relative returns of income-generating crime, with
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reference to the economic choice theory (Becker, 1968). That being said, Aaltonen and
colleagues’ (2013) study did not take into consideration long-term unemployment and how an
increase in the duration of unemployment would contribute to the growth of violent offending
and violence-related criminal activities. They only focused on whether a shift in unemployment
in a short time interval would stimulate crime rates; they did not shed any light on the stress
derived from chronic welfare dependency caused by individuals’ long-term unemployment and
its correlation with violent offending. Nordin and Almén’s (2017) study showed that both longterm unemployment and social benefits have a clear-cut influence on the increase in crime rates.
Mustard also concurred that crime is “more responsive to long-term effects than short-term
fluctuations” (as cited in Nordin & Almén, 2017, p. 2). For instance, a Swedish study using
longitudinal register data confirmed that young people are more susceptible to engage in both
violent and property crimes after a lengthy unemployment span (Grönqvist, 2011). On the other
hand, Haynie, Silver, and Teasdale’s (2006) research claimed that there is an indirect relationship
between socioeconomically disadvantaged neighbourhoods and youth violence because the
chances for disadvantaged adolescents to associate with violent peer networks are higher when
compared to their more affluent counterparts. It is not far-fetched to conclude that the connection
between a rise in youth unemployment and an increase in youth violence is due to young people
suffering in the unemployment trap and from social exclusion, which increases a sense of
frustration in this alienated group. On the whole, it is the prosocial bond—not employment
itself—that provides the stake in conforming to law-abiding behaviours (Uggen, as cited in
Aaltonen et al., 2013).
Raphael and Winter-Ebmer (2001) illustrated a paradoxical finding on the
unemployment-violent crime association, with some initial evidence demonstrating that
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unemployment effects can boost the number of robbery and assault crimes but diminish the
number of murder and rape crimes. However, these findings could be biased, as they neglect
factors such as declining income during recessions, reverse causation between crime and
unemployment and the degree of interpersonal exposure of possible victims to potential
offenders. Interestingly, the number of interpersonal interactions is a more robust factor in
decreasing sexual assault rates when there is an upsurge in female unemployment (Raphael &
Winter-Ebmer, 2001). In other words, female rape victimization increases if more women are
active in the job market. Consequently, we should take into account these statistically veiled
factors (e.g., interpersonal interaction between males and females) when performing empirical
tests on the violent crime-unemployment relationship.
Low educational attainment. Are educated communities less violent? The negative
correlation between education and criminal behaviour rests firmly on the social truism that
people with more education have more to lose through criminal prosecution due to their high
investment in education (Englander, 2006). Also, education expands expected income, improves
personal integrity and diminishes relative deprivation. Youth living in high-poverty
neighbourhoods usually have limited access to educational support that is pertinent to their
successful transitions to adulthood. Apart from this, poor education means an increase in the
number of unemployed youth who are without hope of finding meaningful employment in the
society in which they live. Teenagers who drop out of school early tend to have fewer
alternatives than those who are able to manage their studies. Given the knowledge-based
economy in Canada, these young minds have minimal choice but to turn to unskilled labour or
crime to earn a living. Often, adolescents in impoverished neighbourhoods are psychologically
prepared for a life situation with scarce opportunities to make it to the top of the social ladder
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through legitimate means compared their wealthier counterparts. Skinner’s research showed that
whether an individual believes in himself or herself has an influence on his or her behaviour (as
cited in Kingston et al., 2009). Due to the process of accumulating disadvantage, underprivileged
young people are prone to drop out of school and engage in criminal behaviours.
Charron’s (2009) Toronto study found that residents without a high school diploma and
those with a university degree contribute differently to access to socioeconomic resources. In
their Vancouver study, Andresen and Brantingham (2007) also claimed that post-secondary
education is negatively related to resident-based violent crime. The ability of a community to
curb delinquent behaviour is less effective if the local population has low levels of education and
is economically vulnerable. In fact, the level of violence is usually lower in areas that have more
high school graduates (Dobrin, Lee, & Price, 2005). This correlation could be explained by the
fact that higher educational attainment results in higher perceptions of neighbourhood collective
efficacy, where people perceive greater willingness to take responsibility for public safety. By
contrast, residents living in communities of concentrated disadvantage possess lower levels of
collective efficacy and mutual trust amongst neighbours. Sampson, Sharkey, and Raudenbush
(2008) suggested that this low level of social cohesion might impede children’s verbal ability and
thus jeopardize their civic engagement later in their life. Sampson et al. (2008) contended that
communication is key in reciprocated exchanges amongst residents, which enable the
functioning of social support mechanisms that are advantageous in crime prevention.
In addition, the feeling of being insecure in the neighbourhood has a pernicious effect on
a child’s early academic development, and the results can last for years; even when a child
becomes older, he or she will continue to have difficulties engaging at school. It is well-known
that school performs the function of promoting mainstream values and supervising youngsters
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through educational and extracurricular activities. Students who have low academic performance
and school disengagement are more likely to drop out of school (Harding, 2010). According to
Harding (2009), school dropouts are commonly alienated from mainstream culture, but they
position themselves in local street culture with the presence of unsupervised groups of teenagers
or older peers who further reinforce risk-taking behaviours, such as fighting and drug use.
Nevertheless, the relationship between academic success and delinquency could be a twoway street (McEvoy & Welker, 2000). Admittedly, students who bring disruptive behaviours or
perinatal complications to school can experience academic failure. Harding’s (2009) findings
also provided insights into whether neighbourhood violence accounts for the intergenerational
transmission of economic and social disadvantage (e.g., low educational attainment), and his
results confirmed this amongst female samples. Therefore, we should be aware that there is a
relationship between educational attainment and delinquency but not necessarily a direct
causation.
Based on the literature reviewed above, this study’s first hypothesis emerged:
Socioeconomically deprived neighbourhoods are more likely to report violent offending than
affluent neighbourhoods.
Family Disruption and Violent Crime
The term “family disruption” simply means separation from a biological parent due to
parental death or marital breakdown (Haas, Farrington, Killias, & Sattar, 2004). Sampson and
Groves (1998) measured family disruption based on the number of divorced or maritally
separated adults and lone-parent families in their study. Within or following the time of a family
breakdown, more often than not, individuals find themselves struggling to acquire resources for
their family (Copping, Campbell, & Muncer, 2013). Furthermore, financial struggles and welfare
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dependency are well-known predictors of intimate partner violence (Weaver, Sanders, Campbell,
& Schnable, 2009) or even family homicides (Diem & Pizarro, 2010). Yule and Griffiths (2009)
discovered that lone parents are more vulnerable to intimate and property victimization,
especially non-partnered mothers. They also argued that married couples, no matter whether they
have children or not, displayed the lowest level of victimization in their study, whereas single
parents are in a riskier position. Since lone parents might need to seek social support outside the
traditional household unit, without the coupling supports that married couples have, they might
be more vulnerable to non-partner victimization. In contrast, couples are more likely to partake
in home-based leisure activities and are, therefore, protected against riskier social settings (Yule
& Griffiths, 2009). However, Wong (2012) noted that although divorce could bring about
adverse effects on the family, some positive outcomes, such as increased friendship contacts and
female labour participation, could also be generated after marital separation. On the whole,
Theobald, Farrington, and Piquero’s research (2013) illustrated that there are many factors (e.g.,
a young mother, a criminal parent, a large family and harsh discipline) that can alter a child’s
violent tendencies that are created by marital disharmony or family breakdown.
Although some studies have criticized the weight of neighbourhood effects on teenagers
when individual- and family-level elements are factored in (Elliott et al., 1996; Leventhal &
Brooks-Gunn, 2000), they have also omitted the power of social control mechanisms brought
about by highly socially organized neighbourhoods that have indirect effects on parental
practices. Demuth and Brown (2004) noted that an intact family structure within a community
can act as a buffer against violence through its ability to socialize residents and garner social
capital. A plethora of research has already shown that marriage can effectively inhibit criminal
behaviours for males (as cited in Porter & Purser, 2010). Wilcox and colleagues (2005) proposed
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that successful marriage is a strong protective factor against both being victimized and
perpetrating crime in the case of murder and robbery in urban communities. Consider marriage,
for example. Female spouses take control of many household activities and monitor their
spouses’ risky behaviours, providing a base of social support in the neighbourhood. An
individual is less likely to be exposed to peer influence due to the increase of familial
obligations. In neighbourhoods with a strong familial base, families are more likely to support
one another and can maintain social control of their youth. Parents are, indeed, important
operators of informal social control, not only for their own children but also for other young
people within the community (Sampson & Groves, 1989). Sampson and Groves (1989) argued
that when intergenerational closure (i.e., meaningful social relationships between parents of
children) is attained, there is a rise in the net amount of informal control for that neighbourhood,
leading to a drop in delinquent behaviours. Having said that, it is somewhat common for
adolescents to seek support from other sources during parental break-up (Pardini, Waller, &
Hawes, 2015). Armour and Haynie (2007) also suggested that due to the stress that is
experienced in a conflict-ridden family climate, disadvantaged teens could become sexually
active earlier and engage in inappropriate relationships. They emphasized that these young
people are likely less prepared to handle the emotional or developmental challenges caused by
their early onset of sexual activities, leading to potential problematic behaviours in their young
adulthood.
Nevertheless, this form of disengagement from the intact family (e.g., seeking support
from intimate relationships) can be considered an alternative that is chosen to cope with the loss
of family connections and the resulting strain, depending on the events surrounding the family
breakdown. Even if it is an adaptive way to adjust to change, disengagement from the intact
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family can give rise to consequent damage to a young person’s life if he or she is involved with a
deviant group in a socially disadvantaged neighbourhood. Exposure to violence is inevitable
when young people engage in all sorts of interpersonal conflicts within the community due to an
absence of supervision caused by family disruption. Children and adolescents are sensitive to
risk exposure in socially disorganized neighbourhoods since their movements are more spatially
circumscribed than adults (Rankin & Quane, 2002). Young people often come in contact with
friends, neighbours, families and people who reside in their immediate neighbourhood. Together
with the environmental constraint that is a by-product of poverty and the lack of positive adult
role models in a disadvantaged community, there could be an increased risk of youth violence
(Stansfield et al., 2016).
As foreshadowed in the previous paragraphs, a deviation from the ideal two-parent
household structure can reduce guardianship of children in the community, which may contribute
to weakening parental attachment. Livingston, Kearns, and Bannister (2014) emphasized that
family changes brought on by lone parenthood could indirectly disrupt social networks and thus
affect the crime rate. For example, the capabilities of women’s social networks in relation to
violent crime could diminish if women were the heads of a larger number of households in the
neighbourhood (Lersch & Hart, 2011). In particular, it might be less possible for women to
exercise control over the suspicious behaviour of neighbourhood youth, especially young males.
Osgood and Chambers (2000) demonstrated identical results in their study, showing that the rate
of violent offences by youths increased as the proportion of female-headed households increased.
Again, due to the absence of male parents in the communities, weaker parental control over
delinquent behaviours could exist. According to Dobrin et al. (2005), there is a positive
relationship between homicide victimization and the percentage of female-headed households.

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME

20

Interestingly, neighbourhoods with a high concentration of individuals who do not live within a
traditional family situation also tend to have higher rates of violence (Xiong, 2016).
Overall, the previous research supported the association between family disruption and
violence. Next, this study’s second hypothesis developed: The more family disruption present,
the more violent crime will be observed at the neighbourhood level.
Residential Instability and Violent Crime
According to Shaw and McKay (1942), social disorganization resembles the natural
ecological process of invasion, dominance and succession of the developmental pattern of a
domain. It is a phenomenon in which a new group (or invading group) interrupts the ordinary
development of a community and ultimately replaces the formerly dominant group. The social
order of such a community can be disturbed due to high resident turnover rate, as the
maintenance of social ties takes time in a given area. It is often difficult to sustain human
relationships if a place is flooded with new neighbours or transient residents. Sampson et al.
(1997) found that higher residential instability is associated with local crime. The residential
turnover in one area may deteriorate the shared sense of community developed over the years,
resulting in social disorganization. Conversely, neighbours are more likely to know each other,
share values and exert informal social control in a community with low residential turnover.
Residents who perceive themselves or are perceived as strangers in a neighbourhood will be less
willing to take action for the mutual benefit of the community (Bellair & Browning, 2010).
Osgood and Chambers (2000) emphasized that social disorganization has nothing to do with the
setting of a geographical location; rather, it is linked to social relations in an area.
Donnermeyer’s (2016) study corroborated Osgood and Chambers’ finding; he affirmed that
population growth in the suburbs may disrupt the local network structure and reinforce the
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negative outcomes caused by economic hardship. The breakdown of collective efficacy is one of
the factors that decreases the capacity for informal surveillance or leads to a waning of
community members’ ability to intervene when a crime occurs (Sampson, Morenoff, & CannonRowley, 2002).
Social disorganization theory primarily identifies the importance of informal social
control on crime rates (Shaw & McKay, 1942). It delineates whether a neighbourhood has a
significant enough capacity to exercise control over delinquent behaviours within its domain.
Bursik and Grasmick (1993) conceptualized informal control as having three dimensions:
informal surveillance, movement rules and direct intervention. They refer to the vigilant
observation of suspicious activity, the avoidance of unsafe areas and direct reprimands for
mischief-making within the neighbourhood. To gather empirical support for gauging community
social organization, scholars have measured the tendency of residents to intervene in delinquent
behaviours (Elliott et al., 1996; Sampson, 1997; Sampson & Groves, 1989) as well as social
cohesion in the neighbourhood (Sampson & Groves, 1989; Warner & Rountree, 1997). However,
Cantillon, Davidson, and Schweitzer (2003) argued that only when shared values exist are
residents in a neighbourhood brave enough to intervene when they see illegal activities
occurring. Wilson also explained that socially isolated communities with a low capacity for
generating informal control may promote delinquency because the social interaction between
neighbours is prone to be unfavourable to the development of positive social outcomes (as cited
in Bellair & Browning, 2010). More specifically, social networks may impede the capability for
informal control in these vulnerable neighbourhoods if some residents who take part in criminal
activities are amalgamated into existing local networks.
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On the other hand, Rogers and Pridemore (2016) elaborated on the informal control
concept by claiming that residents are inclined to confront neighbourhood problems, such as
crime, in areas with a strong tendency for social control. Lersch and Hart (2011) noted that
community members who have deep involvement in formal local organizations are more willing
to be responsible for their own neighbourhood. Wilson (2012) argued that under the effect of
informal social control, crime is less likely to occur. Nevertheless, only when residents stay long
enough in one area can they develop a cohesive community structure and hold common values
over time. Simply put, “neighbourhoods with a more transitory population—have greater crime
and disorder because [of] higher rates of residential turnover disrupt social networks” (Boggess
& Hipp, 2010, p. 353). Porter and Vogel (2014) contended that frequent moving is destructive to
adolescents’ psychological development, as their bonds with their parents, peers and community
members are disrupted. Thus, the likelihood of engaging in criminality may be relatively higher
for these youths due to the resulting alteration in the quality of peer networks. However, Porter
and Vogel (2014) cautioned that the relationship between mobility and delinquency could be
related to the self-selection of a residential move with respect to a variety of factors.
Intriguingly, some scholars did not find a neighbourhood stability-crime nexus,
suggesting that residential stability means that residents are merely unable to move out because
of financial inability to relocate elsewhere or the community is experiencing gentrification.
Therefore, it is also apt to look at the unique local context of the community while testing this
hypothesis. Boggess and Hipp (2010) reminded us that we should also consider racial or ethnic
composition when attempting to understand the effects of residential instability on crime. They
reiterated that neighbourhoods with high crime rates and high proportions of ethnic minorities
“may be perceived as a particularly volatile combination that portends a downward trajectory for
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the neighbourhood into the immediate future” and thus lead to residential out-mobility (Boggess
& Hipp, 2010, p. 352). Moreover, in light of the traditional culture within some ethnic groups,
the presence of strong social ties between them can indeed foster informal social control that can
effectively mitigate crime rates.
Drawing from the large body of empirical research regarding the relationship between
residential stability and neighbourhood crime, hypothesis three echoes previous studies:
Residential instability has a significant positive relationship with the occurrence of
neighbourhood violent crime.
Young Population Structure and Violent Crime
Some neighbourhoods prone to social disorganization contain more sizeable proportions
of a younger population than do other regions (Goldstone, 2002). Hart and Marmorstein’s (2009)
research indicated that “higher levels of child saturation were associated with increases in
adolescent aggression” (p. 969). In other words, a youth-saturated neighbourhood means that
adult norms are less effective in controlling deviant behaviours. Sweeten, Piquero, and Steinberg
(2013) demonstrated that criminal involvements usually reach the zenith between the ages of 16
and 30. The density of youthful population may indirectly affect the violent crime rate and the
tendency for aggressive behaviours. This relationship is understandable because juveniles may
have higher chances of engaging in deviant behaviours or even violence than adults when they
are exposed to stressful life events and delinquent peers in their surrounding communities.
Bertram and Dartt (2009) reported that youth in the contexts of socially disorganized areas may
have narrow access to social networks (other than their neighbourhoods of residence) and receive
inadequate support due to environmental stressors in the community. Moreover, as mentioned
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above, impoverished communities tend to have insufficient or low-quality supervision of young
people, which may contribute to delinquent or criminal behaviours.
Aside from the discussion of the perpetration of violence by teens, Butcher, Galanek,
Kretschmar, and Flannery (2015) demonstrated that “neighbourhood disorganization was
associated with trauma symptoms indirectly through neighbourhood exposure to violence” (p.
304). There is a substantial body of research explaining that exposure to violence has longlasting, detrimental effects on youth, particularly in terms of its correlation with future violent
behaviour and favourable inclination toward violence (Chen, Voisin, & Jacobson, 2016;
Burdick-Will, 2016; Narayan, Englund, Carlson, & Egeland, 2014). Not only could adolescents
become the perpetrators of violent offences in high-risk urban communities, but they are also
more likely to be subjected to violence, especially dating violence or intimate partner violence.
In fact, Sameroff articulated that as the number of risk factors accumulates, there could be an
upsurge of undesirable outcomes, further indicating that the likelihood of dating violence
amongst youngsters in disadvantaged neighbourhoods is higher (as cited in Niolon et al., 2015).
When regarding the connection between youthful population and violent crime, the rate
of teenage childbearing within a community is also a factor to be considered. Research has
suggested that early initiation of sexual activity can trigger dating violence amongst teenage boys
(Niolon et al., 2015). The correlation of family disruption and early reproductive onset has been
well-recorded in previous literature (Belsky, 2007; Copping et al., 2013; Ellis, 2004; Ellis &
Essex, 2007). Teenage girls tend to bear children when they have fewer opportunities for further
education or employment that are worth delaying childbearing. Better education and academic
achievements are factors at play in guarding against early reproduction (Laflin, Wang, & Barry,
2008). Insufficient knowledge regarding contraception could be a contributing factor for early
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pregnancy in deprived areas as well. Teenage parents are inclined to have “less education, less
work experience, and thus fewer financial resources” (Wilson, 2012, p. 70). Truly, with limited
financial support, childbearing could be stressful and challenging for both the mother and father
who are from disadvantaged backgrounds, resulting in the intensification of intimate partner
violence. Conversely, young people living in a more affluent area seem to delay immediate
actions for long-term rewards. According to Copping et al. (2013), aggressive and early
reproductive behaviours are most likely to be found in societies with high economic deprivation.
Again, broader socioeconomic contexts do have impacts on individuals’ decision-making
process.
The link between youth-saturated neighbourhoods and violence has been confirmed in
the existing literature. Thus, this leads to the emergence of the final hypothesis of the current
study: The larger the size of the young population (i.e., population at risk) in a community, the
higher the violent crime severity scores.
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Chapter Three: Methodology
Research supports the claim that population characteristics and socioeconomic
composition can be used, at least in part, to explain variations in neighbourhood violent crime.
Based on the posited mechanisms of Shaw and McKay’s (1942) social disorganization theory,
low economic status, ethnic heterogeneity and residential mobility should increase delinquency
within urban neighbourhoods. Even though ethnic heterogeneity is one of the assessment
instruments in Shaw and McKay’s (1942) research, the use of ethnicity is not incorporated as an
explanatory variable in the current study because methodological dilemmas and unnecessary
stereotyping of certain population groups might arise (Okazaki & Sue, 1995). Given the extant
literature that is aligned with Shaw and McKay’s (1942) theory, this paper hypothesized that
socioeconomic disadvantage, family disruption, residential instability and young population
structure would increase violent crime in neighbourhoods of Brantford. To inform the analysis,
the present study sought to utilize secondary data from a law enforcement agency and Statistics
Canada as sources to operationalize study variables. Since census data can be combined into
dissemination blocks (DBs), dissemination areas (DAs), census tracts (CTs), forward sortation
areas (FSA), federal electoral district (FEDs) or other spatial partitions, it is imperative to
establish that the current study used a relatively smaller spatial unit of aggregation (i.e., CTs
instead of dissemination blocks for confidentiality purposes, due to the low resident population
rate in certain blocks) in exploring the relationship of structural antecedents and proliferation of
violent crime.
This chapter begins with a justification for Brantford as a case study setting, followed by
a discussion of the research questions. Next, the neighbourhood as the unit of analysis is
delineated, with a detailed description of all the CTs in Brantford. Third, the violent crime data
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source is introduced as well as the independent variable data source, in accordance with data
collection procedures, through an explanation of how the data are amalgamated to coincide with
the proposed measures. Fourth, the measurement and operationalization of both neighbourhood
variables and outcome variables are also delineated. Finally, the data analytic strategies used for
testing the hypotheses are demonstrated.
Brantford as a Case Study Setting
Brantford, a city in Southwestern Ontario, had a population of 93,650 in 2011 and a
population density of 1292.3 persons per square kilometres (City of Brantford, 2011). As the
area’s growth and population base met the provincial guidelines for a census metropolitan area
(CMA) designation, the Brantford area was nominated as a CMA in 2006 (Statistics Canada,
2013).
For this research study, the city of Brantford was selected as the ideal site for three
reasons. First, the Police-Reported Crime Severity Index (PRCSI) of violent crime increased in
Brantford between 2012 and 2013, even though there was a decline in volume and severity of
crime nationally (Statistics Canada, 2013). The PRCSI in Brantford was 76.3 in 2014, well above
the Canadian average of 66.7 and above all its Ontario neighbours (Statistics Canada, 2014).
Second, there was a close working relationship between the criminology program at Wilfrid
Laurier University and the BPS, which made crime data attainable. Third, since Statistics Canada
developed a weighted volume measure for crime (Babyak, Alvai, Collins, Halladay, & Tapper,
2009), the possibility of assessing whether crimes of a serious nature were occurring more
frequently in census metropolitan areas such as Brantford became possible.
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Inspired by the unique structural nature and unusual violent crime pattern between the
year of 2012 and 2014 in the city of Brantford, the following two research questions were
developed aiming to understand the association between structural factors and violent crime:
1) What is the descriptive pattern of social disorganization and violent crime in each of the
Brantford’s 21 neighbourhoods?
2) To what extent can violent crime in the city of Brantford be explained by Shaw and
McKay’s social disorganization theory? Specifically, do any of the four social
disorganization variables (i.e., low educational attainment, family disruption, residential
instability, young population structure) predict violent crime in the city of Brantford at
the CT level?
Census Tract as Unit of Analysis
It is paramount to have consistency in the unit of analysis in place-based crime studies.
Different statistical results could be produced if data were coming from analysis of a different
spatial partition. Shaw’s research assistant Zorbaugh (1929) discovered that there is higher
consistency within a homogenous community if the unit of analysis is small. In the study of
spatial distribution of criminal activity, statistical power for discovering meaningful area-level
effects tends to increase as the unit of analysis becomes smaller (Oberwittler & Wikström, 2009).
Criminologists have found that crime is concentrated in certain hot spots, such as specific street
intersections or groupings of street blocks. Intriguingly, Weisburd et al. (2004) discovered that,
in Seattle, only one percent of the street segments accounted for 23 percent of crime. Hence,
using geographical entities to group together violent incidences may help in understanding the
specific nature of a particular region where residents share similar backgrounds or
characteristics. Nevertheless, CT-level geography was utilized in this paper for four reasons: a)
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CT is a commonly used geographical unit in environmental crime research (Andresen, 2006); b)
smaller spatial units are superior to larger spatial units to lessen problems with biased groupbased point-estimates and correlations (Robinson, 1950); c) although dissemination area (DA) is
the smallest spatial unit publicly available in Statistics Canada’s Census of 2011 and the National
Household Survey (NHS), the low resident population rate in some DAs in Brantford made it
inaccessible. For example, 22 out of the 165 DAs (over 13%) had less than 250 residents, which
made the socio-demographic, family disruption and residential instability variables unattainable;
and d) ethically, reporting violent crime at the DA level is not recommended due to the increased
risk of identifying the location of the crime. Therefore, CT was chosen as the most appropriate
spatial unit in this study.
According to Statistics Canada (2011a), CTs are the census geographic units of Canada,
and each CT comprises between 2,500 and 8,000 residents. The data from the Brantford area
included 93,650 people in 2011. Subsequently, census, NHS and crime variables are all
measured by the CT scale. Since the unit of analysis in the current study was geographical (i.e.,
CT), the geographic partition of the city enhances the readability of the collective character of
different neighbourhoods. Accordingly, focusing on the location of violent offences at the CT
level is conducive to understanding locational and environmental correlates of where violent
crime occurs from a small areal perspective. Statistics Canada (2011a) subdivided the city of
Brantford into 21 CTs, including Eagle Place (#01.00), West Brant 1 (#02.01), West Brant 2
(#02.02), West Brant 3 (#02.03) and so on. The CT map in Figure 1 provides a visual tool to
demarcate the location and boundary of each CT. As seen in Figure 1, the legend on the left-hand
side contains CT numbers and names.
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Figure 1. City of Brantford Census Tract Map, 2011

Data Sources
Violent crime data source. This study utilized offence-based crime data to understand
the structural contexts surrounding violent criminal acts. The crime data used in the present study
originated from the Brantford Police Service’s Records Management System (RMS). The BPS
stores requests from citizens or other agencies for police service made directly to the BPS
through the Emergency 911 systems, by walk-ins, by calls for service (CFS) made by BPS
members while on patrol and via alarm systems and web-based systems. Afterwards, a police
officer inputs the report into the law enforcement Computer-Aided Dispatch (CAD) system,
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where it is temporarily stored. Once the corresponding officer dictates the report, incident
information is then stored in the RMS directly, along with supplementary information (incident
number, etc.). The RMS contains data on both the location as well as the description for each
call. The calls are categorized into “9 codes” that are used as inclusion criteria to search for
violent crimes later. The value of the RMS data set for this study’s purposes is in its raw form,
which aids in understanding the local context of crime counts and in enabling the capture of
criminal activity that is not contingent on the stages of the criminal justice system (Andresen &
Malleson, 2013; Ha & Andresen, 2017). Due to the system’s capability of detecting founded and
unfounded CFS, the BPS-RMS data are referred to as “crime data” in the following chapters.
The BPS-RMS documents the full address of each call; for those incidents taking place
on the street or on public transit, the BPS records the closest major intersection to where the
incident occurred. To capture violent occurrences reported in 2011 from the RMS database, the
seriousness index of “violations against the person” in the Uniform Crime Reporting IncidentBased Survey Reporting Manual was used as a selection criterion for the crime analyst in the
BPS who reviewed the occurrence report to make that determination (Statistics Canada, 2006).
Any violations under the umbrella of “violations against the person” in the Criminal Code were
classified as violent occurrences (see details in Table 1).
Taking homicide as an example, the 9 code for homicide is 901, and it can be categorized
as murder 1st degree, 2nd degree or manslaughter, depending on the determination of the crime
analyst in the BPS who is authorized to inspect the report. Due to the sensitivity of this crime
data, I sought and secured an ethics approval from the Research Ethics Board of Wilfrid Laurier
University (REB#5161).

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME
Table 1
Violations under “Violations Against the Person” in the Criminal Code of Canada
Violation Code
Description
1110
Murder 1st Degree
1120
Murder 2nd Degree
1130
Manslaughter
1150
Criminal Negligence Causing Death
1160
Other Related Offences Causing Death
1210
Attempted Murder
1220
Conspiracy to Commit Murder
1310
Aggravated Sexual Assault
1510
Kidnapping
1520
Hostage-taking
1525
Trafficking in Persons
1610
Robbery
1620
Extortion
1628
Explosives Causing Death/Bodily Harm
1629
Arson – Disregard for Human Life
1630
Other Violations against the Person
1320
Sexual Assault with a Weapon
1410
Aggravated Assault – Level 3
1450
Discharge Firearm with Intent
1330
Sexual Assault
1420
Assault with Weapon or Causing Bodily Harm – Level 2
1440
Unlawfully Causing Bodily Harm
1470
Criminal Negligence Causing Bodily Harm
1530
Abduction under 14, Not Parent/Guardian
1550
Abduction under 14, Contravening a Custody Order
1560
Abduction under 14, by Parent/Guardian
1625
Criminal Harassment
1140
Infanticide
1430
Assault – Level 1
1460
Assault against Peace-Public Officer
1540
Abduction under 16
1545
Remove Children from Canada
1340
Other Sexual Crimes
1480
Other Assaults
1627
Uttering Threats
Adapted from “Uniform Crime Reporting Incident-based Survey Reporting Manual” by Statistics Canada, 2006.
Copyright 2006 by Statistics Canada.

Independent variable data sources. For independent variables, demographic data
representing socioeconomic disadvantage, family disruption, residential instability and young
population structure were collected. CT-level data detailing aggregations of demographic
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characteristics on neighbourhood disadvantage was obtained through the National Household
Survey (NHS) and 2011 census. The NHS provided information about the population of Canada
relevant to the explanatory variables of the current research according to demographic and SED.
Responding to the NHS is voluntary; consequently, Statistics Canada (2011c) has suppressed
census data for some census subdivisions (CSDs) in situations where the global non-response
rate was lower than the standard threshold (i.e., 50% or more) to ensure data quality. Data from
several CTs, e.g., Downtown (#06.00), East Ward (#07.00) and Echo Place/Mohawk Place
(#08.00), were suppressed and public access limited to guard the privacy of the sample.
Fortunately, the City of Brantford (2011) incorporated the suppressed data into their community
profile report, as the information was relevant to understanding the demographic characteristics
in the abovementioned CTs and, subsequently, was used in the study. The measurements of
poverty, unemployment rate, low educational attainment and residential instability are based on
2011 NHS data under the categories of income of individuals in 2010, total education for both
sexes, total labour force for both sexes and mobility status for both sexes, respectively. In
contrast, the measurement of family disruption and young population structure were based on
data from the 2011 census under the categories of marital status for both sexes and age
characteristics of both sexes, respectively. At the time of this study, the latest available census
data were for the year 2011. As a result, the 2011 census data were extracted at the CT level
using the CHASS Canadian Census Analyzer accessible from the university library.
Merging data sources. Since this study centred on whether neighbourhood effects could
predict violent crime rates over mezzo-geographic units, the postal codes collected from the
occurrence reports were matched to CT data. To accomplish this, a Postal Code Conversion File
(PCCF) was used to produce a link between six-character postal codes and standard 2011
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geographic units, which were the CTs in the city of Brantford in this case. In lieu of extracting
the full address of each violent incident from the report, a de-identified dataset was received
from BPS with the location specified by postal code only in order to preserve confidentiality.
One thousand and five hundred and fifty-eight postal codes were manually matched with their
corresponding CTs. The reason for doing this was to aggregate the data upward from the postal
code level to the CT level to address the research questions. From the period of January 1, 2011,
to December 31, 2011, 1558 CFS crime counts were found under the typology of “violation
against the person” as defined by the UCR Reporting Manual. Out of a total of 51,280 CFS
documented by the BPS in 2011, 1558 violent incidents were drawn upon for the spatial analysis
of the current research, indicating that only 3% of the total CFS in 2011 were classified as
violent occurrences. The other 97% of the CFS may have been related to property crimes and
any other emergency events that required police officers’ attention.
Prior to statistical analysis, cleaning, coding and formatting of the BPS-RMS data set
(N=1558) were conducted to refine the coarse data. Out of the 1558 violent incidents, 15
occurrences were located outside the boundaries of the city of Brantford (e.g., in the county of
Brant) and were thus purged from the dataset. Also, eight missing cases were identified in the
dataset due to errors in data entry, ambiguous or vague addresses (e.g., failure to specify an
address by the reporting parties), or unusable geographical location (e.g., crime occurred on the
internet). Since the amount and pattern of missing data were small and random in nature, the
generalizability of the results was minimally impacted (Mertler & Vannatta, 2005). There were
101 incidents that were not assigned a postal code in the occurrence report because the violent
episode occurred outdoors, in which case only the closest intersection was recorded by the BPS.
To resolve this issue, the Brantford CT map (Statistics Canada, 2011a) and the location of the

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME

35

intersection in Google Maps 2017 were compared through visual and manual inspection to
determine whether the intersection fell clearly within a CT boundary. Seventy-five cases were
verified to have intersections located inside a CT boundary. However, 26 cases reported
intersections falling between the boundaries of two different CTs. To resolve issues brought
about by these borderline cases, their location was assigned by randomly selecting one of the two
bordering CTs. Although geocoding non-address locations can give rise to geographic
misclassification errors (Terashima & Kephart, 2016), visual inspection was an appropriate
offset adjustment in the current study to reduce the number of misallocated points. That said,
Terashima and Kephart (2016) noted that it is better if data holders complete geocoding in-house
before data provision, as the precision of spatial analysis could be greatly enhanced while
protecting the privacy of the subjects. All in all, a total of 1535 violent crimes were included in
the analysis after removing cases with incomplete data.
Measurement and Operationalization of Variables
In this section, the measurement and operationalization of each variable are discussed.
Particularly, the mathematical formulae used by Statistics Canada in generating the data and the
preliminary assumption testing are explained in the following paragraphs to operationalize both
dependent and independent variables.
Dependent variable. The dependent variable for this study is violent crime as measured
by the aggregate severity weighted score per CT; these scores are referred to as violent crime
severity scores (VCSS) in the following paragraphs. Pragmatically, individual crime occurrences
can only be assessed in terms of meaningful patterns after aggregation. There are various levels
of violent crime, according to the UCR Reporting Manual in Statistics Canada (2006). Some
violent crimes are more serious in nature (e.g., murder, homicide), whereas other violent crimes
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are considered to be less severe (e.g., uttering threats). Statistics Canada (2009) developed the
PRCSI as a measure of crime in 2009 in order to account for the diversity of seriousness of
violent crimes. Babyak et al. (2009) defined the PRCSI as a “weighted volume measure of crime,
where the weights are measures of the relative severity of each type of offence” (p. 1). To
calculate the PRCSI, the number of police-reported incidents for each offence is multiplied by
the weight for that offence, adding up all weighted offences and dividing by the corresponding
resident population total. The PRCSI is then standardized to a “100” by multiplying the PRCSI
by 100. The calculation of the PRCSI depends primarily on the information shown in the
Uniform Crime Reporting Survey (UCR) submitted by the regional policing community, which
includes crimes that have been substantiated by police. Since the present research is centred
around the RMS database, the PRCSI formula was modified to calculate the VCSS per CT in the
city of Brantford. The modified equation for the VCSS (3.1) is given as follows:
𝑉𝐶𝑆𝑆&'( =

,
+-.// 1+2/3,4 +,5+63,47

𝑄+ 𝑊+
.
𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑡 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑡𝑜𝑡𝑎𝑙 𝑖𝑛 𝐶𝑇(
(3.1)

Consider this example: There are two robberies and one kidnapping that occurred in 𝐶𝑇( in 2011.
To explicate the equation, the VCSS of 𝐶𝑇( is equal to the quantities, 𝑄+ (two and one), of
violent offences (robbery and kidnapping) times their respective weights, 𝑊+ (583.32 and
477.42), added together and divided by the total resident population in 𝐶𝑇( (6867). The VCSS of
𝐶𝑇( would be 0.23 in this case.
The advantage of using the VCSS as distinct from a crime count is that the VCSS is less
robust in variation. Large fluctuations in less serious violent crimes, for example, assault¾level
1, will only have a minor impact on the VCSS. Moreover, the aggregate weighted score provides
an objective measure of the relative severity of a crime by using a system of weights that link to
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each category of crime based on court sentencing data (Babyak et al., 2009). The CSI weights
table was introduced in 2010 and is updated every five years to ensure stability when handling
relatively rare crimes (Statistics Canada, 2009). Violent crime severity weights were derived for
all 1535 incidents during the calculation of the VCSS per CT.
Independent variables. As previously mentioned, neighbourhood-level information in
the city of Brantford was derived using the Canada 2011 census and NHS data at the CT level.
To test social disorganization theory, a series of measures of neighbourhood-level socioeconomic
disadvantage, family disruption, residential instability and young population structure were
constructed as the investigative lens for the study of social disorganization at the neighbourhood
level.
Socioeconomic disadvantage (SED). According to literature on the ecology of crime,
individuals residing in vulnerable neighbourhoods who are suffering from poverty, long-term
unemployment and lack of education are likely to steer away from mainstream culture and
engage in criminal activities (Chamberlain & Hipp, 2015; Harding, 2010; Shaw & McKay, 1942;
O’Brien & Sampson, 2015). Neighbourhood socioeconomic disadvantage was tacitly measured
through poverty, unemployment rate and educational attainment level. The following observed
variables captured socioeconomic disadvantage in different ways and were measured at the CT
level: a) poverty level—the percentage of prevalence of low-income population based on the
after-tax-low-income measure (LIM-AT); b) unemployment level—the unemployment rate; and
c) low educational attainment level—the percentage of the population in each CT with no high
school education. Poverty was operationalized as the percentage of prevalence of low-income
population (18 to 64 years) based on the LIM-AT. The prevalence of low income is the
“proportion or percentage of units whose income falls below a specified low income line”
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(Statistics Canada, 2011c, p. 151). In interpreting this measure, Statistics Canada (2011c)
emphasized that low-income lines are not measures of poverty but a threshold by which to
distinguish individuals who are considerably worse off than average. Equation (3.2) states the
formula for the prevalence of low-income population between the ages of 18 to 64 (amongst
those who reported income):
% 𝑜𝑓 𝑙𝑜𝑤 𝑖𝑛𝑐𝑜𝑚𝑒 𝑝𝑜𝑝 𝑜𝑓18 𝑡𝑜 64 =

𝑝𝑜𝑝. 𝑖𝑛 𝑝𝑟𝑖𝑣𝑎𝑡𝑒 ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑠 𝑏𝑒𝑙𝑜𝑤 𝐿𝐼𝑀𝐴𝑇 (18 𝑡𝑜 64)
.
𝑝𝑜𝑝. 𝑖𝑛 𝑝𝑟𝑖𝑣𝑎𝑡𝑒 ℎ𝑜𝑢𝑠𝑒ℎ𝑜𝑙𝑑𝑠 (18 𝑡𝑜 64)
(3.2)

Poverty rates were calculated for all CTs in Brantford. Unemployment was calculated as follows:
𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑚e𝑛𝑡 𝑟𝑎𝑡𝑒 =

𝑈𝑛𝑒𝑚𝑝𝑙𝑜𝑦𝑒𝑑 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
× 100 .
𝐿𝑎𝑏𝑜𝑟 𝑓𝑜𝑟𝑐𝑒
(3.3)

Persons who, during the week of May 1 to May 7, 2011, fell into the category of “unemployed”
were “without paid work or without self-employment work and were available for work and
either: (a) have actively looked for paid work in the past four weeks; or (b) were on temporary
lay-off and expected to return to their job: or (c) had definite arrangements to start a new job in
four weeks or less” (Statistics Canada, 2011c, p. 88). Therefore, the unemployment rate is equal
to the unemployed population divided by the labour force and multiplied by 100. Unemployment
rates were calculated for all CTs in Brantford. Low educational attainment level was then
measured as follows:
% 𝑜𝑓 𝑛𝑜 ℎ𝑖𝑔ℎ 𝑠𝑐ℎ𝑜𝑜𝑙 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 =

𝑃𝑜𝑝. 𝑎𝑔𝑒𝑑 25 𝑡𝑜 64 𝑤𝑖𝑡ℎ 𝑛𝑜 ℎ𝑖𝑔ℎ 𝑠𝑐ℎ𝑜𝑜𝑙
× 100 .
𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝. 𝑎𝑔𝑒𝑑 25 𝑡𝑜 64 𝑦𝑒𝑎𝑟𝑠
(3.4)

The equation (3.4) can be read as the percentage of no high school education equals the total
population aged 25 to 64 years with no certificate, diploma or degree divided by the total
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population aged 25 to 64 years and multiplied by 100. Low educational attainment scores were
calculated for all CTs in Brantford.
Family disruption (FD). The relationship between family disruption and delinquency is
well-represented in existing research. Family breakdown might attenuate informal social control
over youth peer groups in neighbourhoods, resulting in an increase in crime rates (Lersch &
Hart, 2011; Osgood & Chambers, 2000; Sampson & Groves, 1989). FD within a community was
operationalized through the total divorced and maritally separated population divided by the total
population aged 15 and older based on their marital status. The formula (3.5) for operationalizing
the family disruption variable was presented as follows:

𝐹𝐷 =

𝐷𝑖𝑣𝑜𝑟𝑐𝑒𝑑 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 + 𝑚𝑎𝑟𝑖𝑡𝑎𝑙𝑙𝑦 𝑠𝑒𝑝𝑎𝑟𝑎𝑡𝑒𝑑 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
× 100 .
𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑦 𝑚𝑎𝑟𝑖𝑡𝑎𝑙 𝑠𝑡𝑎𝑡𝑢𝑠
(3.5)

In this equation (3.5), FD equals the sum of the divorced and maritally separated populations
divided by the total married population and multiplied by 100. Divorced and maritally separated
were respectively defined as “a person who has obtained a legal divorce and who has not
remarried” and “a person who is married but who no longer lives with his/her spouse (for any
reason other than illness, work or school)” (Statistics Canada, 2011c, p. 180).
Residential instability (RI). RI was measured through the rate of population turnover in a
neighbourhood at one-year intervals. Respondents of the NHS were asked to indicate “whether
he or she lived in the same residence on the reference day, May 10, 2011, as he or she did one
year before” (Statistics Canada, 2011c, p. 100). Persons who have moved from one place to
another are indicated as movers. For the sake of the current study, the notion of residential
instability was captured by the percentage of movers one year ago, including non-migrants and
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migrants. According to Statistics Canada (2011c), the definition of non-migrants is “persons who
did move but remained in the same city,” and migrants were defined as persons “who moved to a
different city” or “who lived outside Canada at the earlier reference date” (p. 100). The equation
for residential instability was constructed as follows:
𝑅𝐼 =

𝑁𝑜. 𝑜𝑓 𝑚𝑜𝑣𝑒𝑟𝑠 𝑁𝑜𝑛 𝑚𝑖𝑔𝑟𝑎𝑛𝑡𝑠 + 𝑖𝑛𝑡𝑒𝑟𝑛𝑎𝑙 𝑚𝑖𝑔𝑟𝑎𝑛𝑡𝑠 + 𝑒𝑥𝑡𝑒𝑟𝑛𝑎𝑙 𝑚𝑖𝑔𝑟𝑎𝑛𝑡𝑠
× 100 .
𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑦 𝑚𝑜𝑏𝑖𝑙𝑖𝑡𝑦 𝑠𝑡𝑎𝑡𝑢𝑠
(3.6)

This equation (3.6) shows that residential instability is equal to the number of movers divided by
the total population by mobility status multiplied by 100.
Young population structure (YPS). Last, because youngsters are deemed the most crimeprone subpopulation (Hart & Marmorstein, 2009; Sweeten et al., 2013), the percentage of the
young population between 15 and 24 represents the existence of motivated violent groups. The
YPS per CT herein was measured as follows:
𝑌𝑃𝑆 =

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑎𝑔𝑒𝑑 15 𝑡𝑜 24
.
𝑇𝑜𝑡𝑎𝑙 𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛
(3.7)

YPS (3.7) was measured as the population aged 15 to 19 plus the population aged 20 to 24
divided by the total population per CT. All the required information for these calculations is
publicly available and was collected from Canadian Socio-Economic Information Management
System (CANSIM) and the Canadian Census database on the web (e.g.,
http://dc.chass.utoronto.ca).
Data Analytic Strategy
The present study used an explanatory non-experimental design to examine secondary
data to determine whether socioeconomic disadvantage, family disruption, residential instability
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and young population structure had impacts on violent crime in the city of Brantford. Data for
the entire population under study was arguably available in this case study, and population
parameters were utilized in descriptive analysis. Notably, regression analyses were considered to
be inferential in that social disorganization processes were sampled in 2011 and were used to
predict future violent offending in the Brantford context. The results of the case study should not
be extended beyond the study location of Brantford.
Two analytic approaches were employed to carry out the study. First, a descriptive
exploration of Brantford’s 21 neighbourhoods was undertaken to gain insight into the pattern of
social disorganization and violent crime by CT. Second, social disorganization theory was
examined by conducting a series of regressions to assess the association between low educational
attainment, family disruption, residential instability and young population structure on violent
crime in Brantford neighbourhoods. The high likelihood of multicollinearity due to inflated
group-level correlations (Robinson, 1950; Shihadeh & Steffensmeier, 1994) coupled with the
low power to detect significant differences (N=21) precluded a multivariate model being tested
in this case study.
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Chapter Four: Descriptive Analysis and Regression Results
The findings of the present analyses are largely consistent with existing research on
neighbourhood crime. The present study, based upon the premises hypothesized in social
disorganization literature, evaluated the effect of a set of independent variables, including
socioeconomic disadvantage, family disruption, residential instability and young population
structure, on neighbourhood violent crime in the city of Brantford. This research sought to test
the following hypotheses:
(𝐻( ) Socioeconomically deprived neighbourhoods are more likely to report violent
offending than affluent neighbourhoods;
(𝐻l ) The more family disruption present, the more violent crime will be observed at the
neighbourhood level;
(𝐻m ) Residential instability has a significant positive relationship with the occurrence of
neighbourhood violent crime;
(𝐻n ) The larger the size of the young population (i.e., population at risk) in a community,
the higher the violent crime severity scores.
Followed by a detailed descriptive analysis and summary of the neighbourhoods, the
remainder of the chapter is organized according to the logical sequence of analytic strategies. All
findings have been tabulated and elaborated upon in the text.
Descriptive Statistics
The following paragraphs present descriptive statistics of the analysis. Subsequent to data
cleansing, 1535 violent incidents were geocoded in a crime density map using ArcGIS®
software by Esri—ArcMap™ (see Figures 2 & 3). These geo maps provide insight into the
spatial distribution of violent crime in the city of Brantford in 2011. Ratcliffe (2001) argued that

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME

43

depending on geocoding strategies, researchers might misapply addresses to CTs; therefore, it is
crucial to obtain the “percentage measure of success” (Ratcliffe, 2004, p. 61). The geocoding hit
rate (HR)/success rate was 92 percent, which is significantly higher than the acceptable value of
85 percent (Ratcliffe, 2004). The equation for calculating the geocoding unsuccessful rate (UR)
is presented as follows:
𝑈𝑅 =

8 missing cases + 15 outside Brantford cases + 101 non − address location cases
´ 100.
1558 𝑡𝑜𝑡𝑎𝑙 𝑣𝑖𝑜𝑙𝑒𝑛𝑡 𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡𝑠 𝑖𝑛 2011

(4.1)
Figure 2. Violent Crime Incidents by Crime Count, City of Brantford, Ontario, 2011

Given the circumstances, the geographical coordinates (X and Y values) for each postal
code and cartographic boundary file for the city of Brantford are employed to provide readable
components for the geospatial software to map point data. Figure 2 shows a choropleth map,
which displays the violent crime density values within CTs in the city of Brantford. The violent
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crime density values were vividly visualized using categorical color keys to represent the 2011
violent crime counts of 1, 2–3, 4–5, 6–14 and 15+. The region with the most densely plotted
violent crime count is zoomed in on and presented in the upper left-hand corner of the map to
show that violent occurrences were relatively frequent in that zone. Notably, those data points
are not the exact locations reported by police but rather somewhere proximal, to protect the
privacy of the residents involved. Readers can get a better understanding of the correlation
between structural antecedents and criminal activities in mezzo-geographic units.
Figure 3. Violent Crime Incidents by Occurrence Type, City of Brantford, Ontario, 2011

Figure 3 displays another choropleth crime map detailing the violent occurrence types in
the Brantford area in 2011 and was also generated using the ArcGIS® software based on crime
data (raw form: postal code) provided by the BPS. The crime points marked on the map
represented violent incidents that were categorized as “violations against the person” in the UCR
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Reporting Manual (Statistics Canada, 2006). The yellow symbols suggest that certain types of
incidents were more common in one area than the others. The frequencies of violent crime types
before and after data screening in 2011 are shown in Table 2. A glance at the table reveals that
there is not much difference in the numbers of violent crime types before and after data screening
because of the high HR for geocoding (92%). Due to ambiguity in addresses or the issue of
missing data, some records may not be salvageable, and thus it is nearly impossible to approach
100% HR. Fortunately, the 92% HR suggested that the data was not distorted through the
presentation of the choropleth maps.
Table 2
Frequencies of Violent Crime Types Before and After Data Screening, by Counts and Percentage, Brantford, 2011
Raw V. Crime Counts
V. Crime Counts after
Crime Types
(N=1558) Data Screening (N=1535)
Aggravated Assault – Level 3
13 (0.8)
12 (0.8)
Arson – Disregard for Human Life
1 (0.1)
1 (0.1)
Assault – Level 1
723 (46.4)
716 (46.6)
Assault Against a Peace-Public Officer
26 (1.7)
26 (1.7)
Assault with Weapon/Cause Bodily Harm – Level 2
125 (8.0)
124 (8.1)
Attempted Murder
2 (0.1)
2 (0.1)
Criminal Negligence Causing Bodily Harm
2 (0.1)
2 (0.1)
Criminal Negligence Causing Death
1 (0.1)
1 (0.1)
Criminal Harassment
96 (6.2)
96 (6.3)
Discharge Firearm with Intent
2 (0.1)
2 (0.1)
Extortion
5 (0.3)
5 (0.3)
Murder 1st Degree
1 (0.1)
1 (0.1)
nd
Murder 2 Degree
1 (0.1)
1 (0.1)
Other Assaults
46 (3.0)
46 (3.0)
Other Violations Against a Person
2 (0.1)
2 (0.1)
Robbery
63 (4.0)
61 (4.0)
Sexual Assault
134 (8.6)
128 (8.3)
Sexual Assault with Weapon
1 (0.1)
1 (0.1)
Uttering Threats
314 (20.2)
308 (20.1)
Note. Percent in brackets. Percentages may not add up to 100.0 due to rounding. Changes in violent crime counts
after data screening appear in bold.

A sizable majority of violent crime types were level one assault (46.6%), uttering threats
(20.1%), and sexual assault (8.3%), respectively. Not surprisingly, 19 out of 21 CTs exhibited

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME

46

level one assault as the most common type of violent crime that was reported to the BPS in 2011,
whereas uttering threats were more frequent in Ava Heights (CT# 4.00) and South Brier Park
(CT# 14.03). South Brier Park, indeed, had the same number of reported violent incidents on
both level one assault and uttering threats. Furthermore, pursuant to the discussion in the
methodology chapter, an aggregate crime severity weighted score for each CT was, therefore,
generated to avoid fluctuations after aggregation. The resident population, violent crime counts
and violent crime severity score (VCSS) of each CT in 2011 were calculated and are presented in
Table 3.
Table 3
Presentation of Resident Population, Violent Crime Counts and Violent Crime Severity Score (VCSS), City of
Brantford Census Tracts, 2011
Resident
(N=1535)
(N=1535)
CT#
CT Name
Population
Raw V. Crime Counts
VCSS
01.00
Eagle Place
6847
184 (12.0)
4.87
02.01
West Brant 1
5791
72 (4.7)
1.07
02.02
West Brant 2
2994
19 (1.2)
0.31
02.03
West Brant 3
5821
28 (1.8)
0.32
03.00
North Ward
4676
61 (4.0)
0.85
04.00
Ava Heights
935
11 (0.7)
0.52
05.00
Holmedale
3791
135 (8.8)
2.38
06.00
Downtown
1348
186 (12.1)
11.32
07.00
East Ward
3184
99 (6.4)
2.49
08.00
Echo Place 1 Mohawk Place
2799
128 (8.3)
4.50
09.00
Echo Place 2 Cainsville
5383
70 (4.6)
0.82
10.00
Arrowdale (Colborne to Henry)
4525
106 (6.9)
2.11
11.01
Industrial Braneida / Garden Ave.
2757
34 (2.2)
1.04
11.02
South Lynden Hills
4091
91 (5.9)
1.74
11.03
Brantwood Park
4843
21 (1.4)
0.23
12.00
Terrace Hill
6172
98 (6.4)
1.24
13.00
Henderson
4832
44 (2.9)
0.67
14.01
Mayfair
5646
29 (1.9)
0.28
14.02
Greenbrier & Fairview
6993
68 (4.4)
0.64
14.03
South Brier Park
5926
36 (2.3)
0.78
14.04
North Brier Park
4276
15 (1.0)
0.19
Note. Percent in brackets. Percentage may not add up to 100.0 due to rounding to 1 decimal place. The top five CTs
with the highest resident population, the most violent crime counts and the highest VCSS appear in bold.
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The five CTs with the highest violent crime counts were Downtown (12.1%), Eagle Place
(12.0%), Holmedale (8.8%), Echo Place 1 Mohawk Place (8.3%) and Arrowdale/Colborne to
Henry (6.9%), whereas the five CTs with the highest VCSSs were Downtown (11.32), Eagle
Place (4.87), Echo Place 1 Mohawk Place (4.50), East Ward (2.49) and Holmedale (2.38). The
CT with the lowest number of violent crime counts was Ava Heights (0.7%), whereas the CT
with the lowest VCSS was North Brier Park (0.19). The discrepancies in the results amongst CTs
in terms of raw violent crime count and VCSS indicated that different measurement methods can
produce diverse results (see Table 3). For instance, there was a lower violent crime count in East
Ward (99) when compared to Holmedale (135), but East Ward had a slightly higher VCSS (2.49)
than Holmedale (2.38), suggesting that higher severity of violent crime occurred more in East
Ward than in Holmedale. The descriptive characteristics of all the independent variables for each
CT are displayed in Table 4.
Table 4
Presentation of Independent Variables (Poverty, Unemployment, Low Educational Attainment, Family Disruption,
Residential Instability and Young Population Structure), City of Brantford Census Tracts, 2011
(%)
(%)
(%)
(%)
(%)
(%)
CT #
CT Name
P
U
LEA
FD
RI
YPS
01.00
Eagle Place
23.30
10.80
21.89
12.40
11.28
13.97
02.01
West Brant 1
16.60
6.50
22.64
14.27
17.18
12.45
02.02
West Brant 2
7.90
8.10
5.22
7.66
7.91
12.19
02.03
West Brant 3
6.40
6.60
6.79
5.22
12.78
11.24
03.00
North Ward
17.20
7.50
16.39
12.52
16.70
12.09
04.00
Ava Heights
.00
.00
.00
3.82
4.81
13.90
05.00
Holmedale
30.90
8.50
25.07
17.59
22.90
15.13
06.00
Downtown
47.50
13.20
37.10
19.83
16.10
19.33
07.00
East Ward
22.90
13.10
24.00
15.57
13.90
16.80
08.00
Echo Place 1 Mohawk Place
30.80
7.90
28.30
17.31
13.90
13.90
09.00
Echo Place 2 Cainsville
15.70
7.10
13.26
10.96
9.36
11.71
10.00
Arrowdale (Colborne to Henry)
18.90
12.70
26.98
12.24
14.83
13.61
11.01
Industrial Braneida/ Garden Ave.
11.80
5.70
16.11
12.53
15.55
12.89
11.02
South Lynden Hills
14.40
7.60
11.37
9.55
12.04
14.53
11.03
Brantwood Park
5.20
5.80
10.71
7.47
6.05
16.00
12.00
Terrace Hill
15.00
9.00
24.18
13.69
16.43
11.59
13.00
Henderson
7.10
8.00
6.30
8.28
13.23
11.79
14.01
Mayfair
6.40
5.10
9.69
7.35
6.34
12.74
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14.02
Greenbrier & Fairview
8.00
6.90
11.85
7.85
9.44
14.03
South Brier Park
7.40
7.60
9.19
9.68
13.62
14.04
North Brier Park
7.60
8.00
10.54
6.41
6.83
Note. N=21; CTs with the lowest and highest value of each independent variable appear in bold.

10.72
13.59
13.80

In Table 4, the results show that there are variations in the independent variables for each
CT. Downtown (CT# 6.00) demonstrated the highest values for poverty (P), unemployment (U),
low educational attainment level (LEA), family disruption (FD) and young population structure
(YPS), whereas Ava Heights (CT# 4.00) had the lowest values for P, U, LEA, FD and RI.
Holmedale (CT# 5.00), located in the centre of the city beside Downtown, had the highest value
for RI. Greenbrier and Fairview (CT# 14.02) had the lowest value for YPS. Descriptive statistics
for all variables used are grouped together and summarized by the associated mean, minimum
values, maximum values and standard deviation in Table 5.
Table 5
Descriptive Statistics of All Variables: Associated Mean, Minimum Values, Maximum Values and Standard
Deviation at the CT level
Minimum
Maximum
Mean
SD
Resident population
935
6993
4459.52
1668.42
Violent crime counts
11
186
73.10
52.62
Dependent variable
Violent crime severity score (VCSS)
Independent variables
Socioeconomic Disadvantage Variables
Poverty (%)
Unemployment (%)
Low educational attainment level (%)
Family disruption (%)
Residential instability (%)
Young population structure (%)

.19

11.32

1.83

2.54

.00
.00
.0
3.82
4.8
10.72

47.50
13.20
37.1
19.83
22.9
19.33

15.29
7.89
16.08
11.06
12.44
13.52

11.10
2.94
9.36
4.31
4.52
2.05

Again, the population of the city of Brantford (93,650 residents in 2011) is here divided
into 21 CTs with an average of 4460 residents per CT (from a minimum of 935 in Ava Heights
to a maximum of 6993 persons in Greenbrier and Fairview; SD = 1668.2). CTs had varying
violent crime counts in 2011, ranging from 11 (Ava Heights) to 186 (Downtown) (M = 73.1, SD
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= 52.6). Despite accounting for the highest resident population amongst all CTs, Greenbrier and
Fairview did not account for the highest violent crime counts in the city of Brantford. For the
dependent variable, the VCSS had values ranging from .2 (North Brier Park) to 11.3
(Downtown) (M = 1.8, SD = 2.5). The first five and the last CT rankings of poverty,
unemployment rate, educational attainment level, socioeconomic disadvantage, family
disruption, residential instability, young population structure, violent crime severity score and
violent crime count are summarized in Table 6.
Table 6
A Summary of the Census Tract Ranking for Each Explanatory Variable
Variable
P
U
LEA
FD
RI
YPS
VCSS
VCC
Ranking
1st
6.00
6.00
6.00
6.00
5.00
6.00
6.00
6.00
2nd
5.00
7.00
8.00
5.00
2.01
7.00
1.00
1.00
3rd
8.00
10.00
10.00
8.00
3.00
11.03
8.00
5.00
4th
1.00
1.00
5.00
7.00
12.00
5.00
7.00
8.00
5th
7.00
12.00
12.00
2.01
6.00
11.02
5.00
10.00
21st
4.00
4.00
4.00
4.00
4.00
14.02
14.04
4.00
Note. Poverty (P); Unemployment (U); Low Educational Attainment (LEA); Family Disruption (FD); Residential
Instability (RI); Young Population Structure (YPS); Violent Crime Severity Score (VCSS); Violent Crime Count
(VCC)

For the poverty level, the percentage of low-income population ranged from .00 (Ava
Heights) to 47.50 (Downtown) (M = 15.3, SD = 11.1). For the unemployment level, the
employment rate ranged from .0 (Ava Heights) to 13.2 (Downtown) (M = 7.9, SD = 2.9). For the
low educational attainment level, the percent of the population with no high school ranged
from .0 (Ava Heights) to 37.1 (Downtown) (M = 16.1, SD = 9.4). The family disruption variable
ranged from 3.8% (Ava Heights) to 19.8% (Downtown) (M = 11.1%, SD = 4.3%). As for the
residential instability variable, the highest percentage belonged to Holmedale (22.9%), whereas
Ava Heights (4.8%) accounted for the lowest percentage (M = 12.4%, SD = 4.5%). Interestingly,
the proportion of young population was highest in Downtown (19.3%), while Greenbrier and
Fairview (10.7%) had the lowest amount of youth (M = 13.5%, SD = 2.1%). Based on the CT
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rankings, six symbol maps depicting the top five and bottom five CTs for each explanatory
variable were produced and shown in Figures 4 to 9.
Interpretation of Social Disorganization Patterns of CTs
The purpose of the maps was to provide readers a general idea of how social
disorganization theory appeared to be suitable in explaining environmental context in the city of
Brantford. According to Shaw and McKay’s (1942) social disorganization theory, crime rates
were usually the highest in the inner city. To recapitulate the arguments in Chapter Two,
neighbourhoods in the inner city were characterized by a series of social disorganization
indicators, such as low economic status, ethnic heterogeneity and residential mobility (Shaw &
McKay, 1942). In the current study, CTs that were located within or close to the centre of the
city of Brantford were more prone to have higher poverty level, unemployment level, low
educational attainment level and family disruption, as evidenced in Figures 4 to 7. On the other
hand, CTs with low social disorganization were generally positioned on the fringes of the city
(outer zones). Overall, the “concentric zone model” was apt to explain patterns of sociodemographic features amongst CTs in Brantford.
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Figure 4. The Top Five and Bottom Five CTs
by Poverty Level

Figure 5. The Top Five and Bottom Five CTs
by Unemployment Level

Figure 6. The Top Five and Bottom Five CTs
by Low Educational Attainment Level

Figure 7. The Top Five and Bottom Five CTs
by Family Disruption

Figure 8. The Top Five and Bottom Five CTs
by Residential Instability

Figure 9. The Top Five and Bottom Five CTs
by Young Population Structure
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Regression Analyses
A series of regression analyses were conducted to estimate the predictive association
between variables capturing social disorganization (e.g., socioeconomic disadvantage, family
disruption, residential instability and young population structure). Limited power (N=21) and the
risk of biased correlations inherent in group-level associations precluded the estimation of a
multivariate model simultaneously testing all the predictor variables of interest (Robinson,
1950). The low educational attainment (LEA) variable was used as an estimate of socioeconomic
disadvantage.
Testing the assumptions. Prior to conducting simple OLS regression analyses for low
educational attainment (LEA), family disruption (FD), residential instability (RI) and young
population structure (YPS) in predicting violent crime, numerous assumptions were considered.
All predictor variables and the outcome variable were measured at the continuous level and
demonstrated non-zero variance. A summary of the assumptions tests for simple regressions is
presented in Table 7. Linearity was established for all variables, as assessed by inspection of the
scatterplots. The Durbin-Watson (1971) statistic tests for serial correlations between residuals
and is useful in assessing the assumption of independence of errors. The statistic ranges from 0
and 4, where d=2 indicates that residuals are uncorrelated. No variables were found to have
positive auto-correlation; however, family disruption (d=2.952) had a value greater than 2 and
exceeded recommended bounds (4-d, dL(n=21, k=1)=0.975; dU=1.161, Savin & White, 1977),
indicating a negative correlation between adjacent residuals. These results imply potential
underestimation of the level of statistical significance (p-values) as well as misestimation of the
standard error with the FD variable. The assumption of homoscedasticity was met for all
variables, as revealed by inspection of the standardized residuals plotted against the standardized
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predicted values. A significant outlier (CT# 6.00 Downtown) in low educational attainment,
family disruption and residential instability variables was identified, as indicated in the casewise
diagnostics table. Given the small sample size, it is not surprising that an outlier was identified.
The outlier was retained, as the city centre was theoretically expected to have higher levels of
social disorganization. In addition, residuals for LEA and young population structure variables
were normally distributed, as assessed by visual inspection of the normal probability-probability
(P-P) plots. For family disruption and residential variables, the points appeared to align away
from the diagonal line, indicating that the assumption of normally distributed errors was violated.
Linear regression analysis is fairly robust against moderate deviations from normality; thus, no
additional procedures took place to transform data. Taken together, regression analyses
proceeded with all predictor variables except family disruption, which violated numerous
assumptions to estimate reliable coefficients. Results for RI should be interpreted with caution.
Table 7
A Summary of Assumptions Testing for Simple Regressions
LEA
Linearity
✓
Independence of residuals
(Durbin-Watson statistic)
✓
Homoscedasticity
✓
No significant outliers
X
Normally distributed residuals
✓

FD

RI

YPS

✓

✓

✓

X
✓
X
X

✓
✓
X
X

✓
✓
✓
✓

Reporting simple regression model results. A series of three regressions to test the
main effects were estimated as follows, and a summary of the regression coefficients is presented
in Table 8. First, the main effect of LEA (Model 1) was found to be statistically significant,
F(1,19)= 25.44, p=.001, adjusted 𝑅l = .55. These results signaled that neighbourhoods
characterized by low educational achievement were associated with more violent offending
(b=.205, p=.001). Hypothesis one (𝐻( ) was supported. Hypothesis two (𝐻l ) could not be tested
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because FD violated a number of assumptions, preventing the estimation of a linear regression
model. Next, a simple regression was conducted to test the main effect of residential instability
on violent crime. The explanatory power of RI appeared to be null, (Model 2), F(1,19)= 2.61,
p=ns, adjusted 𝑅l = .07. Therefore, hypothesis three (𝐻m ) was unsupported. A last simple
regression was conducted to test the main effect of young population structure on violent crime
in neighbourhoods. Results indicated that YPS predicted neighbourhood violent crime, (Model
3), F(1,19)=18.77, p=.001, adjusted 𝑅l = .47. That is, the greater the percentage of the young
population in a neighbourhood, the greater the incidence of neighbourhood violent crime
(b=.873, p=.001). Hypothesis four (𝐻n ) was supported.
Table 8
Regression Coefficients for Predictor Variables
Variable
LEA
RI
YPS
Note. N=21.

b
.205
.195
.873

SE
1.70
2.44
1.85

t
1.953
1.614
4.332

p
.001
.123
.001
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Chapter Five: Discussion
The current study attempted to investigate whether community characteristics, such as
socioeconomic disadvantage, family disruption, residential instability and young population
structure, were predictors of violent offending in the city of Brantford. Community
environmental stressors have been found to be risk factors for violent offending in several
studies, as indicated in the previous chapters. Following the theoretical framework of Shaw and
McKay’s (1942) social disorganization theory, the present study employed secondary data
provided by the BPS and Statistics Canada to investigate the descriptive patterns and
associations between neighbourhood disadvantage and the occurrence of violent crime through a
testing of four hypotheses. Simple regression results showed evidence that socioeconomic
disadvantage, as measured by low educational attainment, and young population structure were
positively related to the proliferation of violent crime in the city of Brantford. Residential
instability was unrelated to neighbourhood violent crime. Family disruption could not be tested
due to multiple assumption violations for regression coefficient estimation. Though these
findings did not fully support all the central tenets in Shaw and McKay’s framework (1942), the
results cogently highlighted the expected concentric patterning of social disorganization and
contribution of some neighbourhood aspects in explaining violent offending.
This chapter is organized into three parts. The first section illustrates a summary of the
salient findings and an in-depth discussion of the results based on the hypotheses. The second
section examines the limitations of the current study and possible implications for future research
in the socio-spatial environment of crime. The third section seeks to bring forward policy
developments in the city of Brantford such that the circumstances of socially disorganized
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communities could receive additional attention in order to mitigate the likelihood of violent
tragedies in the city of Brantford.
Summary and Discussion
In support of social disorganization theory, the research findings of the current study lend
credence to the pivotal role of socioeconomic factors in evaluating violent crime occurrence at
the CT level. Previous Canadian research on neighbourhood violent crime rates have frequently
demonstrated that socioeconomic disadvantage is a strong antecedent of violent crimes,
regardless of units of analysis (Andresen & Brantingham, 2007; Charron, 2008; Charron, 2009;
Fitzgerald & Carrington, 2008; Fitzgerald et al., 2004; Kitchen, 2006; Savoie, 2008; Savoie et
al., 2006; Wallace et al., 2006). That said, the most notable discovery of this study was the
consistency in findings in the descriptive analysis highlighting the Downtown as a
neighbourhood of high social disorganization markers and associated high levels of violent
crime. An accumulation of low income, unemployment, low educational attainment, high family
disruption and a high proportion of young population were relatively prevalent in socially
disorganized communities rather than in affluent neighbourhoods. These indicators remarkably
characterized the ecological nature of Downtown. Subsequently, visual inspections of the
choropleth and symbol maps of the city of Brantford revealed that violent crime was
concentrated in the Downtown core of the city and became less prevalent moving geographically
toward the outskirts of the city.
Downtown Brantford. While Downtown had the second lowest resident population in
2011, it was thought-provoking to examine in depth what made this neighbourhood subsequently
unique in having the highest violent crime severity score (VCSS) as well as the highest markers
of social disorganization amongst all its counterparts in the city of Branford. According to
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Wilson (2012), a significantly disadvantaged neighbourhood can become less diversified and
more vulnerable to continuing economic changes. Suttle (as cited in Sánchez-Jankowski, 2008)
maintained that urban renewal projects might adversely affect disadvantaged neighbourhoods
with an increase in vulnerability to gentrification (e.g., the construction of universities and upperincome housing). Although the university campus is rooted in the Downtown core, where a large
population of university students relocate to and depart from their Downtown residences every
year, inner-city residents have little meaningful interaction with students or other transient
residents. This type of short-term residency may not be beneficial to the prosperity of a
neighbourhood but rather contribute to the predicament of locals by creating social isolation
from mainstream institutions and an increase in unaffordable housing (e.g. increasing rent rates
due to a high demand by university students) close to the university. Since the population size
was relatively low in Downtown and decreased substantially with the departure of university
students during the summer months, businesses often have little choice but to discontinue or
reduce hours during the off-season. A weak labour force attachment (i.e., restricted job
opportunities) serves to limit the upward mobility of the residents, who might, in turn, seek
support from social services, further hindering opportunities to improve their economic situation.
For young people, their upbringing might be influenced by a limited understanding of “work as a
central experience of adult life” and thus negatively impacts their attachment to the formal job
market (Wilson, 1996, p. 52). Taken together, the Downtown is a neighbourhood with a
considerable amount of social service agencies that bring underprivileged people into the
neighbourhood. Additionally, occupational opportunities for low-skilled workers may be
diminished because workers with greater educational attainment are more likely to be hired.
Overall, these reasons may elucidate the unique phenomenon found in the Downtown area.
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Concentric pattern in the city of Brantford. By inspection of the symbol maps in
Chapter Four, CTs with high social disorganization (e.g. poverty, unemployment, low
educational attainment, family disruption, residential instability and young population structure)
appeared to cluster in the centre of the city where major lines of transportation converged and
commercial businesses originated. As argued by Park and Burgess (1925), urban expansion is a
dominant characteristic in modern-day city life. Because of the natural development of a city and
the dilapidated residential buildings in the Downtown area, residents moved out of the central
business district (CBD), choosing to reside in adjacent neighbourhoods and later relocating to the
more suburban areas of the city. This type of mobility pattern can be shown in Chapter Four, in
which CTs with higher resident population size were situated on the periphery of the city. Park
and Burgess’ (1925) concentric zone model was also supported in the present study, with
evidence showing that the Downtown had the second lowest population size but the highest
social disorganization amongst all the CTs in the city of Brantford, whereas neighbourhoods on
the periphery demonstrated lower levels of social disorganization. Nonetheless, these concentric
patterns emerging from the descriptive analysis can only be interpreted in this case study as
exhibiting the socio-geographic features specific to Brantford in 2011. The following paragraphs
discuss the results based on the premises of the aforementioned four hypotheses.
𝑯𝟏 : Socioeconomically deprived neighbourhoods are more likely to report violent
offending than affluent neighbourhoods. The findings from the descriptive analysis and
regression analysis support this hypothesis. Variations in violent encounters in Brantford
communities corresponded with variations in SED, as evidenced in the regression results
whereby low educational attainment (LEA) predicted violent offending. A volume of previous
social ecology research (Fang, Rosenfeld, Dahlberg, & Florence, 2013; Weatherburn & Lind,
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2006) has indicated that SED is a salient factor in predicting crime and delinquency. The
association between LEA and violent offending in the current study could be explained by the
fact that residents’ income varies based on their educational level. Consequently, residents in
economically depressed neighbourhoods are less efficient at applying informal social control
compared to their wealthy counterparts because of unstable or weak social connectedness
amongst low-income residents (Junger-Tas, Steketee, & Jonkman, 2012). Often, due to the
development of unconventional community norms and the fact that the residents are preoccupied
by stark economic realities in socially disorganized neighbourhoods (e.g., poverty and
joblessness), delinquency receives relatively less attention or condemnation by residents,
resulting in the thriving of deviant behaviours (Sampson, 2013).
Based on the descriptive analysis, high unemployment rates also offered some elucidation
of violent occurrences in neighbourhoods. The model proposed by Cantor and Land (1985)
articulated that the association between unemployment and crime depends on two driving forces,
the effect of criminal opportunity and criminal motivation. People who reside in low-income
neighbourhoods might have fewer opportunities to engage in legitimate activities, resulting in
more idle time, which intensifies criminal motivation. Andresen (2012) argued that criminal
motivation effects operate successfully in long-term unemployment. Even though the current
study did not employ longitudinal data in examining prolonged unemployment-crime
relationships, Andresen’s (2012) argument is insightful for future qualitative research on whether
accumulated frustration due to abject poverty and chronic unemployment in impoverished
neighbourhoods could stimulate an upsurge in violent misconduct.
Apart from the unemployment-crime association, low educational attainment seemed to
be an important descriptive variable, given its relatively high rates in the Downtown and
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surrounding neighbourhoods. While this thesis did not test the association between low
educational attainment and violent crime due to power constraints, many researchers assume that
low educational attainment is strongly correlated to violent delinquency (Englander, 2006) or
violent victimization (Dalal, 2011). It has been theorized that people with lower education levels
have less to lose or that education provides a protective platform from exposures to violence. Not
surprisingly, in the existing literature, this educational variable was embedded either within the
composite score of socioeconomic deprivation (Messer et al., 2006) or family disadvantage (De
Coster, Heimer, & Wittrock, 2006; Evans, 2016). This is logical since a person’s educational
level may directly or indirectly affect his or her income and socioeconomic status. Specifically,
the inaccessibility of quality education amongst residents may adversely diminish the number of
professional groups congregated in the community and give rise to an expansion of unskilled
populations, resulting in the waning of control of various criminogenic conditions (Weatherburn
& Lind, 2006). From this perspective, positive social support from the surrounding community
would automatically shrink. Most importantly, exposure to violent behaviours in a fragmented
neighbourhood might also derail educational advancement and, in turn, increase the likelihood of
truancy. While the interrelationship between causes and quantities of crime is equivocal, the
present research attests that the existence of socioeconomic disadvantage is robustly associated
with violent occurrences.
As illustrated by the descriptive analysis in Chapter Four, the community with the highest
level of violent crime severity score (VCSS), which was Downtown (CT #6.00), also had the
highest poverty rate, unemployment rate, and low educational attainment level. Likewise, the
majority of the communities in the inner city exhibited similar characteristics of social
disorganization that are not explicitly shown in the “outer zone” CTs. Although these
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socioeconomic factors did not develop violent crime instantaneously, the socially disorganized
neighbourhood acted as an incubator for crime (Andresen & Brantingham, 2007; Weatherburn &
Lind, 2006). This is an impressive discovery since economic stress cannot be understood as a
separate factor that would merely affect a single resident. Instead, the low socioeconomic
condition of a neighbourhood, in fact, influences each and every individual within the
community and certainly demands attention.
𝑯𝟐 : The more family disruption present, the more violent crime will be observed at
the neighbourhood level. While this hypothesis remained untested, research (Weaver et al.,
2009; Wilson, 2012; Yule & Griffiths, 2009) suggested that there is an association between
family breakdown and adult violence, and this relationship appeared to be greater amongst male
samples than female samples in Theobald et al.’s (2013) research. Family disruption, especially
inter-parental conflict, is potentially destructive to the psychological development of involved
children (Theobald et al., 2013). Whether or not a child grows up adopting violent behaviours as
a means to resolve interpersonal conflict, an array of mediators or moderators should be taken
into account. As mentioned in the literature review chapter, numerous stressful life events may
have occurred at the same time of a divorce or separation that created strain on both the parents
and the child, resulting in parental violence and, often later, violent behaviour elicited by the
children through modeling. Previous research has ascertained that the occurrence of pervasive
marital disharmony can produce damaging effects on both parents and their offspring (Theobald
& Farrington, 2013; Theobald et al., 2013). However, marital discord has been deemed less
likely to engender violent conviction without mingling with other risk factors. Weatherburn and
Lind (2006) noticed that disrupted households, including lone-parent families, find it harder to
supervise their children and exert informal social control. Theobald and Farrington’s (2013)
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study found a combination of risky elements (e.g., low family income, unstable employment and
low educational attainment) along with family breakdown gave rise to later violent trajectories.
Intimate partner violence (IPV) is another domain that stems from conflict in romantic or
marital relationships. Emery, Jolley, and Wu (2011), in their Chicago study, concurred that the
occurrence of IPV was much lower in neighbourhoods where the majority of the residents would
intervene when a fight happened between couples either publicly or privately. While
conventional wisdom has it that IPV is a phenomenon that takes place between perpetrators and
victims, the essence of Emery et al.’s (2011) argument is that the perpetrator of IPV is
“responsive to informal social control by neighbours” (p. 379). Thus, when most of the residents
in a neighbourhood accept domestic conflict as an ordinary phenomenon and adopt a nonintervention norm, it ultimately increases potential perpetrators’ likelihood of committing
violence. The lower level of bystander intervention might explain the elevated violent crime
occurrence, especially IPV, in certain high family disruption communities of the current study
because residents might be desensitized by successive violent experiences happening around
them. The effect of formal and informal social control on violent incidents might, therefore, be
neutralized. Unfortunately, since the present data followed the classification of “violations
against the person” in the Criminal Code of Canada, the nexus between each explanatory
variable and a specific violent crime type remained unknown. This is one of the methodological
limitations that the researcher encountered during the stage of analysis dedicated to studying the
predictors of violent incidents. The present study focused on neighbourhood factors; recognizing
this limitation opens opportunities for a nascent body of research on how neighbourhood context
affects IPV in Brantford and the salience of using police data from 9 codes for forthcoming
neighbourhood crime studies. Still, the current research concurs with the existing literature that
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discordant intimate relationships might trigger aggression and escalate violent victimization in
socially disorganized neighbourhoods, considering early marriage or teenage pregnancy is
happening simultaneously within the family. After all, family dysfunction is a relatively
“contemporary” notion in social disorganization theory when compared to the primary variables
(i.e., low economic status, ethnic heterogeneity and residential mobility) posited by Shaw and
McKay (1942).
To summarize, family disruption is theoretically related to a number of social
disadvantage variables. Theobald et al. (2013) confirmed that there was an indirect association
between violent conviction and experiencing family dissolution in early childhood because the
violence trajectory is rather complex. The relationship between these two constructs could be
subject to change based upon a variety of mediators and moderators, such as residing in a
socioeconomically disadvantaged community (Fergusson, Swain-Campbell, & Horwood, 2004).
Since the current study made use of marital breakdown as fundamental to the measure of family
disruption, the results for the family disruption variable only exposed the influence of separation
and divorce on violent episodes. Given the strong theoretical support for family disruption’s
contribution to violent crime, future research should include detailed family variables, such
teenage pregnancy, female-headed families and stepfamilies, to further clarify this relationship.
𝑯𝟑 : Residential instability has a significant positive relationship with the occurrence
of neighbourhood violent crime. This hypothesis was rejected given the null result of the
regression model estimating violent crime from residential instability. The nonexistent
relationship between residential instability and the outcome variable in the present study was
somewhat surprising to the researcher since Shaw and McKay (1942) substantiated the integral
role of unstable housing on social deviancy under the social disorganization paradigm. It is often
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said that high mobility of residents negatively alters the dynamics of a community (Hipp, Tita, &
Greenbaum, 2009). Since residential instability is a traditional predictor of violent crime in large
cities, this variable might not be pertinent in predicting violent offending in small cities such as
Brantford, which can only be subdivided into 21 neighbourhoods. For example, Sampson (2012)
and his team carved up Chicago into 343 neighbourhood clusters in which groups of two to three
CTs were considered one neighbourhood cluster. Due to the limited sample size (N=21) in the
current study, resident mobility patterns could be challenging to detect.
Another possible explanation for this discrepancy with social disorganization theory
around the discourse of residential mobility is that the present research only used a one-year
interval for measuring the interdependence of residential instability and neighbourhood violent
crime. The utilization of cross-sectional data instead of longitudinal data to measure the impact
of mobility on crime could lead to diverse statistical results (Hipp et al., 2009). On the other
hand, Jacob (2006) reported that there was no significant correlation between residential
instability and violent offences in both male and female samples over a five-year period, whereas
significant results were found only for overall crime, indicating that there might be an
association between residential mobility and crime in general. Therefore, upcoming research
should pay attention to the reciprocal relationship between instability and property crime rather
than violent offences.
According to the concentric zone model hypothesised by Park and Burgess (1925), low
residential mobility neighbourhoods are more financially secure. Given this financial freedom,
residents are able to move to suburban areas where housing units are more attractive to them.
Interestingly, numerous studies have concluded that a reciprocal outcome between residential
instability and violent crime could be established if the numbers of renters and homeownership
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were incorporated into analysis as alternative measures of independent variables (Boggess &
Hipp, 2010; Hipp & Steenbeek, 2016). Boggess and Hipp (2010) argued that enduring residential
turnover was, indeed, stimulated by the proliferation of violent crime in certain communities,
rather than vice versa. Consider, for example, that when violent crime increases substantially in a
neighbourhood, residents who have the means may consider relocating to a safer community.
Some might argue that gentrification is one of the causes of high turnover rates; however, more
often than not, it could be argued that gentrification creates opportunities rather than generates
crime (Boggess & Hipp, 2010). All in all, types of crime and their measurement should be
considered judiciously when a similar approach is replicated in future studies aiming to validate
the relationship between residential instability and violence in another Canadian city.
𝑯𝟒 : The larger the size of the young population (i.e., population at risk) in a
community, the higher the violent crime severity scores. This hypothesis was supported based
on the results from the regression analysis. Young population structure (YPS) was positively
associated with neighbourhood violent occurrences. Some scholars (Hart & Marmorstein, 2009)
have recognized that child saturation or youthfulness is a contributing factor to neighbourhood
adolescent aggression. Doob and Cesaroni (2004) contended that by the time youths enter
adulthood, they become less aggressive than they were in their youth. There are many
explanations regarding the positive relationship between young population and violent crime.
The most common explanation is that young people can be the perpetrator as well as the victims
of a violent incident (MacDonald & Gover, 2005). As documented in Harding’s (2010) study,
exposures to neighbourhood violence and victimization can be a proximate cause of early
disengagement from school. Following this line of reasoning, teenagers are more likely to drop
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out and become alienated from the mainstream culture in neighbourhoods with concentrated
disadvantage.
The current study used a new perspective in considering the relationship between the
number of juveniles and young adults aged 15 to 24 and violent crime in Brantford
neighbourhoods. Although the current measure did not squarely tap into the prediction of
juvenile violent crime, the positive finding in this study reaffirmed that the presence of young
people in the neighbourhood is associated with the occurrence of violent crime. Take, for
example, teenage mothers or fathers who might exhibit irritability or aggressive behaviours due
to the overwhelming situation in which they find themselves (James, 1995). Another possible
explanation is that adolescents are more likely to report violent crime than other age groups
(Sweeten et al., 2013). As concluded by James (1995), increased violence may be related to a
“winner-loser culture” that encourages young people to express annoyance violently. A number
of explanations exist for the association between young population structure and violent crime
severity scores at the neighbourhood level. Further research might focus on and confirm the
particular contribution of youngsters to the elevation in violence or police-reported violent crime
in the city of Brantford.
Limitations and Implications for Future Research
It is important to address the latent pitfalls of the current study so that readers can
evaluate the utility of the research and be informed about the possibility of future investigations
in the study of variations of crime in light of place.
The ecological fallacy. In short, ecological fallacy (or ecological correlations problem)
can be classified as a type of logical fallacy in which researchers erroneously draw a conclusion
about an individual based on aggregated characteristics of the group to which the individual
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belongs (Robinson, 1950). This invalid reasoning is prevalent in ecological research since census
data is generally not readily available at the individual level (Openshaw, 1984). In the present
study, ecological associations were used because of an interest in understanding neighbourhoodlevel characteristics in predicting violent crime. Idrovo (2011) discussed three principles that are
present to support the existence of ecological fallacy: a) the findings were derived from
population data; b) the focus of the study is individual rather than contextual, in which the
conclusion is inferred to individuals; and c) answers attained based on individual correlations are
contradictory. Robinson (1950) contended that the problem of ecological fallacy depends on “the
bearing of that relation upon the practice of using ecological correlations as substitutes for
individual correlations” (p. 352). Moreover, group-level correlations have been shown to be
biased or inflated compared to individual-level correlations for the same variables. This problem
increases with the size of the spatial unit. To combat these problems, a smaller spatial unit (CT)
was used in the present study. With this in mind, the reader must be cognizant not to attribute
neighbourhood characteristics to individual members of the CT (e.g., assuming a person who has
low educational attainment will commit violent crime).
Issues in generalizability. Menard, Bowman-Bowen, and Lu (2016) claimed that studies
relating to local context can be profitable for evaluating local needs and providing insights on
policy development; however, the results cannot be generalized beyond the study area. The case
study and models proposed in the present study explain the patterns and relationships between
violent crime and the environment in the Brantford region only.
Small sample size. The biggest concern with this research is that there is not enough data
(N=21) to simultaneously model four explanatory variables (i.e., socioeconomic disadvantage,
family disruption, residential instability and young population structure). The general rule is that
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the minimum required sample size should be 50 + 8m (where m equals to the number of IVs) for
testing multiple regression (Green, as cited in Tabachnick & Fidell, 2013). Nonetheless, Britt and
Weisburd (2010) warned that researchers should be cautious about the sample size, if applicable.
Broadly speaking, an increase in sample size yields more power to detect statistical significance.
Further research might include cities with numerous CTs or the utilization of smaller
neighbourhood units given data availability and resolution of ethical concerns.
Ambiguity in spatial data points. Some of the occurrence reports did not indicate the
specific address of the incident for a variety of reasons. For instance, policies within police
departments can cause anomalies in the reporting of certain crimes (Hill & Paynich, 2014). In the
current study, crime locations are conditional upon preliminary information provided to the BPS
by reporting parties that has not yet been verified. Errors in the specification of crime locations
might have arisen when the data points fell along the boundary of two different CTs. Vert and
Iyengar (2010) argued that it could be difficult “to exact match for the query because multiple
sets of context may satisfy the query fully or partially” (p.160). Although they stated that
stepwise algorithm or computational geometry are effective to resolve the problem of ambiguity
in spatial data points, the selection process is totally up to the analyst provided that thorough
explanations are given. Regardless of the ambiguity on such occasions, the probability of
measurement error was low in the present study due to the relatively large total number of cases
(N=1535).
The problem of spatial dependence. Another issue with the generalizability of the
findings is the possibility of spatial dependence. Spatial dependence means that “the observed
value of a variable in one location is often dependent on the observed value of the same variable
at a nearby location” (Radil, 2016, p. 537). People and objects usually cluster in similar spatial
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patterns, but this type of distance-based dependence infringes on the premise that “random
observations of a variable are independent” (Radil, 2016, p. 537). For example, communities on
the fuzzy edges of the city might be affected by adjacent neighbourhoods due to spatial
proximity. As such, a comprehensive measure using Moran’s I statistic to detect and quantify
spatial dependence is beyond the scope of this paper. However, the researcher interpreted the
analytical conclusions with caution so as to recognize the geographical realities of the Brantford
area. Also, if there is a likelihood of spatial dependence, it is also implied that future work would
benefit from looking at the effects of spatial proximity in contiguous neighbourhoods using a
spatial error model, by employing different spatial scales or by considering how data are
aggregated.
Issues in using secondary data. Statistics Canada previously established a set of
definitions for all its census and NHS data. It was virtually impossible to gather the exact
measurements for the variables that the researcher was most interested in from the archived
dataset. A concrete example would be the augmentation of the family disruption variable.
Ideally, the measure of family disruption should encompass the effects of families pre-disruption
and post-disruption with regard to violent behaviours (Haas et al., 2004). However, to measure
pre- and post-disruption data requires years of data collection and a huge cost. Therefore,
divorced and maritally separated populations in the present study were used as a proxy for a
more articulated measurement for the purposes of analyses.
Another case in point would be the use of a single measurement (i.e., percentage of
movers one year ago) to evaluate the level of residential instability. As mentioned above, the
data within a few CTs were suppressed due to low global response rate (Statistics Canada,
2011c). Although it may appear to be parochial to use only one measure for the residential
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instability variable, the unobtainability of publicly accessible data for several dominant CTs
made the decision to continue with the analyses explicable. Ha and Andresen’s (2017) study
included the percentage of rental units to explore the transitory nature of renters, who are distinct
from homeowners within a neighbourhood. According to these scholars’ example, the “percent
of rental units’ measurement” could be a key variable to consider in future research if it was
readily available in the census.
Issues in the units of measurement. Scholars have employed various definitions for the
concept of “neighbourhood” in the literature. Some have argued that neighbourhoods should be
defined as communities that are socially constructed or naturally understood by residents of the
area (Sampson et al., 2002), whereas others have contended that neighbourhoods should be
divided geographically or that pre-defined census units should be preferred (Grannis, 2009).
Brantingham, Brantingham, Vajiollahi, and Wuschke (2009) contended that crime patterns can
vary considerably due to scales of aggregation. They suggested that the most ideal method to
minimize the modifiable areal unit problem (MAUP) is to use the smallest areal unit for studying
crime patterns. Nevertheless, using the smallest areal unit as a measurement tool could result in
the underestimation of violent crimes, owing to the effects of underreporting. For instance,
residents in a small community might have a fear of disrupting the social cohesion of the
neighbourhood by reporting sexual assaults and, thus, underreport their victimization during data
collection (Barclay, Donnermeyer, & Jobes, 2004).
In general, the majority of social disorganization research has relied on standard spatial
aggregations as neighbourhood proxies for the unit of analysis. Ouimet (2000) also argued that
the CT aggregation level was an ideal measure for social disorganization research. Due to the
availability of data as well as concerns regarding privacy, administrative boundaries, which are
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the CTs, rather than dissemination areas (DAs) were the major entity selected for analyses in this
study. Additionally, knowing that a disproportionate number of violent crime was situated in a
few areas, using the CT as the level of measurement helped to raise the reliability of the
measures.
Implications for Practice and Recommendations
Despite the limitations of the study, the empirically demonstrated results may be useful in
informing policy in the city of Brantford. Given that the most important finding of this research
was support for social disorganization theory in predicting violent crime, targeted interventions
might be contemplated so that valuable resources can be placed in communities with a
combination of high family disruption, social economic disadvantage and young population
structure to lessen the ripple effects of violent tragedies.
While Brantford offers a limited number of violence prevention programs, few focus on
alleviating the financial hardships faced by residents who are residing in severely disadvantaged
neighbourhoods. The current findings discovered that certain neighbourhoods, such as
Downtown, Echo Place 1 Mohawk Place, Arrowdale, Holmedale and Terrace Hill, had a
relatively low educational attainment level. As such, it is indispensable to provide appropriate
support mechanisms to assist residents with their continuing education, such as subsidized
educational training and education incentives. By altering the socioeconomic conditions at the
neighbourhood level, Florence and Barnett (2013) introduced three aspects of ideal measures to
prevent violent outcomes: (a) there should be clear evidence of a strong relationship between
violence offending and economic conditions; (b) intervention policies and programs should be
adequately addressing the economic features of a place; and (c) there should be a considerable
amount of enhancement on each of these economic circumstances so that violent convictions can
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be shrunk tremendously. The present study has already satisfied the first aspect of the suggested
measures by attesting to the association between socioeconomic disadvantage as measured by
low educational attainment and violent crime in neighbourhoods. Intervention programs aiming
at these facets would address the current difficult situations in socially disorganized
neighbourhoods. Of course, the present study is not a panacea for resolving the variety of
problems of the city of Brantford. At least, in part, results generated by this study are laying the
groundwork for further research on evaluating the current intervention programs and the
possibility of other innovative initiatives, such as Nurse-Family Partnership (Mihalic et al., as
cited in Florence & Barnett, 2013), on tackling the socioeconomic and family disruption
conditions in this city. The conclusions of this study may draw readers’ attention to the
reciprocal nature of neighbourhood effects and its possible influences on residents’ activities.
Primarily, residents in a neighbourhood react to environmental context, and these ecological
mechanisms, on the other hand, shape residents’ behaviours and outline the development of a
city (Sampson, 2012). The implication here is that without recognition of the unique social
structure of a neighbourhood, community-level interventions have limited meaningful effects to
improve residents’ everyday lives.
In recent years, a proactive engagement initiative called CAPE was launched by the BPS
aimed at improving community wellness and public trust through active engagement with
Brantford community members and stakeholders (Inspector R. Jambrosic, Brantford Police
Service, personal communication, January 27, 2017). CAPE is a community policing model
meant to address the voluminous calls for police service (CFS) emanating from
socioeconomically disadvantaged neighbourhoods by facilitating frequent contact between police
and residents. In this case, the BPS targeted a three-by-five block area from Colborne Street to

NEIGHBOURHOOD EFFECTS ON VIOLENT CRIME

73

Murray Street and from Chatham Street to Alfred Street and strategically deployed officers
dedicated to developing effective communication with residents in the area. A broad array of
face-to-face measures, such as holding various community events in Charlie Ward Park,
directing focused foot patrols in the area and capitalizing on the strengths of the community, not
only increased police presence but enabled officers to identify and deal with day-to-day issues
and acutely elevated risk situations proactively. While it is significant to state that the CAPE
initiative has successfully provided “community policing on the ground” services in establishing
relationships with “at-risk” groups in the Brantford community, systematic performance
measurement and evaluation regarding the hard work delivered by the officers are still needed.
According to the third aspect postulated by Florence and Barnett (2013), the mediating measure
should be effective enough to see a substantial drop in violent occurrence. It requires years of
effort to tackle adverse socioeconomic conditions and family disrupting events at the
neighbourhood level as well as to evaluate the effectiveness of associated interventions. Finally,
violence is avoidable, provided that adequate supports are accessible to the families and
individuals who are in disadvantaged circumstances. With the continuing work of the BPS and
other innovative initiatives that attend to social disorganization at the neighbourhood level,
violent incidents may be attenuated in the foreseeable future.
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