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Unit 1
Introduction
The objective of this course is to give an introduction to probability theory via the theory
of measure and integration. Some amount of inequalities related to probability are also
discussed.
This report is divided into five units. The second unit deals with some preliminary
concepts related to measure theory, the third unit deals with integration theory where focus
is given on Riemann-Steiltjes integrals and Lebesgue integrals. The fourth unit deals with
probability spaces and the concept of a random variable as an integral. Finally the fifth unit
gives some basic inequalities related to probability.
Almost all the proofs are omitted in this report. Many proofs can be found in either [1]
or [2].
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Unit 2
Preliminaries and Basics of Measure Theory
In this Unit we shall look into some preliminary concepts of measure theory, with a few
proofs and some examples.
2.1 Preliminary Results
We begin with the following important results which we shall be coming back from time to
time.
Property 2.1.1 (Archimedean Property). For any pair of positive real numbers a and b,
there is a natural number n for which na > b.
Theorem 2.1.2 (Heine-Borel). Let F be an open covering of a closed and bounded set A
in Rn, then a finite subcollection of F also covers A.
Now we have the following
Theorem 2.1.3. An open set can be expressed as union of atmost countable disjoint inter-
vals.
Proof. We take x ∈ O , then there exists an ǫ > 0 such that (x− ǫ, x+ ǫ) ⊂ O.
Now we consider the sets y1 = sup{z > x : (x − ǫ, z) ⊂ O} and y2 = inf{z < x :
(z, x+ ǫ) ⊂ O}. It is clear that x ∈ (y1, y2) ⊂ O.
For if x 6= y, let Ox and Oy be the largest open intervals containing x and y such that
Ox, Oy ⊂ O, and either Ox = Oy or Ox ∩Oy = φ.
2
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Now by Propery 2.1.1, there exists an r1 ∈ Ox, r2 ∈ Oy, r1 6= r2, r1, r2 ∈ Q, where
Ox ∩Oy = φ. Since Q is countable, so the no of intervals is countable.
From the above we immediately have the following
Corollary 2.1.4. (a) Open sets are Borel sets.
(b) Closed sets are Borel sets.
It is now clear that (a, b] is a Borel set because
(a, b] =
⋂
n∈N
(a, b+
1
n
).
Again the set [a, b) is also a Borel set because
[a, b) = ∩n∈N (a− 1
n
, b).
2.2 Length of a Borel set
It is actually possible to define a notion of length for every Borel set.
Definition 2.2.1. Let F be the class of sets which can be expressed as union of finite
number of disjoint semi-open intervals.
As a convention the sets (a,∞), (−∞, b] are considered as semi-open intervals.
Cleary the set F so defined above is a field. We have a natural definition of length of
sets in F . If B ∈ F , then
l(B) = length of B
=
n∑
i=1
l(ai, bi],
where B =
⋃n
i=1(ai, bi] with (ai, bi] ∩ (ai, bi].
3
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Definition 2.2.2. If {(ai, bi)}i=1,2,... is a sequence of non-overlapping or disjoint semi-open
intervals, then
l(∪∞i=1(ai, bi]) =
∞∑
i=1
l(ai, bi]
where l denotes the length.
If (a, b] = ∪∞i=1(ai, bi], where {(ai, bi)}i=1,2,... is a sequence of disjoint semi-open intervals,
then
b− a =
∞∑
i=1
l((ai, bi])
= lim
n→∞
n∑
i=1
l((ai, bi]).
✞
✝
☎
✆2.2.1
Given that ∪∞i=1(ai, bi] = (a, b], where (ai, bi] ∩ (aj , bj ] = φ.
So for any k, with a < ak, bk < b, we have
b− a >
k∑
i=1
(bi − ai) =
k∑
i=1
l((ai, bi]).
Taking k →∞, we have
∞∑
i=1
l((ai, bi]) ≤ b− a.
Now suppose
(a, b] ⊂ ∪∞i=1(ai, bi] = ∪∞i=1Ii.
We now show that b− a ≤∑∞i=1 l(Ii).
For any small ǫ > 0,
[a+ ǫ/2, b] ⊂ (a, b] ⊂ ∪∞i=1(ai, bi] ⊂ ∪∞i=1(ai, bi + ǫ/2i+1).
Then by the Heine-Borel Theorem, there exists a k such that
4
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[a+ ǫ/2, b] ⊂ ∪ki=1(ai, bi + ǫ/2i+1)
i,e., b− a− ǫ/2 ≤
k∑
i=1
(bi − ai) + ǫ
k∑
i=1
1
2i+1
<
k∑
i=1
(bi − ai) + ǫ/2
i,e., b− a <
∞∑
i=1
(bi − ai) + ǫ.
Since ǫ is arbitrary, so Equation 2.0.1 is correct.
From the above we get the following as a consequence
Proposition 2.2.1. If [a, b] ⊂ ∪ki=1(ai, bi), then
b− a ≤
k∑
i=1
(bi − ai), k ≥ 1.
Let F be the class of all Borel sets such that each set can be expressed as union of
atmost countable disjoint semi-open intervals (say Ii) i.e., it is the collection
{B : B is the Borel sets and B is the union of atmost countable semi−open intervals.}
We have the following basic properties of l
1. l is non-negative.
2. l is finite additive on F , i.e., if A,B ∈ F , then l(A∪B) = l(A)+l(B), where A∩B = φ.
3. l is countably addtive on F i.e., if {B1, B2, . . . } is a sequence of sets in F such that
Bi ∩Bj = φ,then l(∪∞i=1Bi) =
∑∞
i=1 l(Bi).
Definition 2.2.3 (Borel σ-field). The smallest σ-field containing all open intervals and semi
open intervals is called the Borel σ-field.
Theorem 2.2.2 (Caratheodory Extension Theorem). Let F be a class (say a field) con-
taining all semi-open intervals such that a function µ on F satisfies the non-negativity and
countable subadditivity properties. Then µ can be extended to a measure on the Borel σ-field.
This extension is unique.
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The above theorem ensures that l extends to a measure λ on the Borel σ-field, where λ
is called the Lebesgue measure which has the following properties.
1. Lebesgue measure of a finite set is zero.
2. λ(x+ cA) = cλ(A).
It is important to note the following
1. Probability is a finite measure.
2. Lebesgue measure is not finite, but it is σ-finite as R = ∪n∈I(n, n+ 1].
Definition 2.2.4. Let C be a class of subsets of R. Then σ(C) is the smallest σ-field
containing the sets in C, or σ(C) is generated by C.
Theorem 2.2.3. For any class of sets C, C ∩B = {A∩B : A ∈ C}. Let B be any Borel set.
Then σ(C) ∩B = σ(C ∩B).
Definition 2.2.5 (Counting Measure). Let S be a finite or countable set and F be a field
or σ-finite of subsets on S. Then µ on (S, F) to be
µ(B) =


number of elements in B, for any finite set B ∈ F
∞, otherwise
Remark 2.2.1. Counting measure and Lebesgue measure are mutually sigular and length of
an unbounded set is infinite.
2.3 Distribution Functions
We now generalize the notion of length in the following manner
Definition 2.3.1. Let F : R −→ (0,∞) be a right continuous monotonically non-decreasing
6
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function F , we define a notion of length as follows:
l(a, b] = F (b)− F (a)
l(a, b) = F (b−)F (a)
l[a, b) = F (b−)− F (a−)
l[a, b] = F (b)− F (a−)
where F (x−) = lim
y → x
y < x
F (y)
Theorem 2.3.1. If (a, b] ⊂ ∪∞i=1Ii, where Ii = (ai, bi] and Ii ∩ Ij = φ, then
F (b)− F (a) ≤
∞∑
i=1
{F (bi)− F (ai)}.
Proof. Let ǫ > 0 be given. Then we have
[a+ δ, b] ⊂ (a, b] ⊂ ∪∞i=1(ai, bi] ⊂ ∪∞i=1(ai, bi + δi)
where F (a+ δ)− F (a) ≤ ǫ/2 and F (b+ δi)− F (b) ≤ ǫ/2i+1.
By the Heine-Borel Theorem, there exists an N such that
[a+ δ, b] ⊂ ∪Ni=1(ai, bi + δi)
⇒ F (b)− F (a+ δ) ≤
N∑
i=1
(F (bi + δi)− F (ai))
⇒ F (b)− F (a+ δ) ≤
N∑
i=1
(F (bi + δi)− F (bi)) +
N∑
i=1
(F (bi)− F (ai))
≤
N∑
i=1
ǫ/2i+1 +
N∑
i=1
(F (bi)− F (ai))
≤ ǫ/2 +
N∑
i=1
(F (bi)− F (ai)).
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Now
F (b)− F (a) = F (b)− F (a+ δ) + F (a+ δ)− F (a)
≤ F (b)− F (a+ δ) + ǫ/2
≤
∞∑
i=1
(F (bi)− F (ai)) + ǫ ∀ǫ > 0.
Since ǫ is arbitrary, hence it completes the rest of the proof.
Lemma 2.3.2. If [x, y] ⊂ ∪Ni=1(ai, bi), then F (y) − F (x) ≤
∑N
i=1(F (bi)− F (ai)), where F
is a non-decreasing function.
Definition 2.3.2 (Probability Distribution). A probability distribution is a (probability)
measure on (R,B).
Note 2.3.1. F0 = the field of all possible finite disjoint union of semi-open (right closed)
intervals.
B ∈ F0 ⇒ B = ∪ki=1(ai, bi], k ≥ 1, with (ai, bi] ∩ (aj , bj] = φ.
Definition 2.3.3. The definition of length on F0 to be
1. l(B) =
∑k
i=1(F (bi)− F (ai)), where B = ∪ki=1(ai, bi],
2. l(B) =
∑∞
i=1(F (bi)− F (ai)), where B = ∪∞i=1(ai, bi].
The above definition holds due to the following theorem.
Theorem 2.3.3. If (a, b] = ∪∞i=1(ai, bi] such that (ai, bi] ∩ (aj , bj ] = φ, then F (b)− F (a) =∑∞
i=1(F (bi)− F (ai)).
Definition 2.3.4 (Distribution Function). A distribution function F is non-negative mono-
tonically non-decreasing right continuous function such that F (−∞) = 0, F (∞) = 1, where
F : R −→ [0, 1].
Given a distribution function F we have
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l(x) = l(∩∞n=1(x−
1
n
, x])
= lim
n→∞
l(x− 1
n
, x]
= lim
n→∞
F (x)− F (x− 1
n
, x)
= F (x) − F (x−)
= Jump or probability mass at x.
Definition 2.3.5 (Continous distribution). If the distribution function is continuous, then
the probability distribution is called the continuous probability distribution.
Note 2.3.2. For any continuous distribution, probability or measure of any interval (a, b)
or (a, b] or [a, b] or [a, b) is always F (b)− F (a).
Theorem 2.3.4. The number of discontinuity points of a monotonic function is atmost
countable.
Note 2.3.3. For any distribution function
0 ≤ F (x)− F (x−) ≤ F (x) ≤ F (∞) = 1.
Definition 2.3.6 (Purely discrete distribution). Let S be the set of discontinuity points
of a distribution function F with S is atmost countable. If
∑
x∈S F (x)− F (x−) = 1, the
probability distribution with distribution F is said to be purely discrete distribution or
atomic distribution where S is called the support of the distribution and its elements are
called the mass points.
Remark 2.3.1. We denote a probability measure by P and uniquely determined by the
distribution function F . Also we have P{(a, b]} = F (b)− F (a).
Lemma 2.3.5. 1. If S is the support of a probability distribution P , then P ({y}) = 0,
for y /∈ S, i.e., P (Sc) = 0.
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2. If P ({y}) > 0, then P (S ∪ {y}) > 1.
3. If P is a purely discrete distribution with support S, then
P (B) = P (B ∩ S) =∑x∈S∩B P ({x}) =∑x∈S∩B{F (x)− F (x−)}.
Proposition 2.3.6 (Regularity Property). Let P be probability distribution on (R,B). Then
for any Borel set B and ǫ > 0, ∃ a closed set C and an open set O such that C ⊂ B ⊂ O
and P (O − C) < ǫ.
If P is a probability distribution such that P (B) = 0 or P (B) = 1 for every Borel set B,
then P ({x0}) = 1. For every probability distribution P on (R,B), there exists a smallest
closed set S such that P (S) = 1.
Remark 2.3.2. Such an S is called the support of the distribution.
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Integration Theory
Integration theory is a very important aspect of all of analysis sepcially in probabilty theory
as we shall see in this unit. The normal school level integration that we do is what is
called Riemann integration, in this section we shall get accquanted with other theories of
integration which shall be very useful in our study of probability theory.
3.1 Riemann Integration
In our usual Riemann integration the necessary condition to define
∫ b
a f(x)dx, is that the
function f should be bounded while a sufficient condition to define
∫ b
a f(x)dx, is that the
function f should be continuous.
Remark 3.1.1. Boundedness is not sufficient condition to define Riemann Integration. Here
is the counter example of a function which is bounded but not Riemann Integrable,
f(x) =


1, x is rational
0, x is irrational.
Note 3.1.1. Let P = {x0, x1, . . . , xn}, where x0 = a, xn = b and x0 < x1 < · · · < xn. Let
P1, P2 be two partition of [a, b]. We say P2 is a refinement of P1 if P2 ⊃ P1.
Definition 3.1.1 (Upper Sums, Lowe Sums). Suppose f is bounded on [a, b], that is there
exists an m,M such that m < f(x) < M, ∀x ∈ [a, b]. Given a partition P = {x0 =
11
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a, . . . xi, . . . , xn = b}. Let
mi = inf
x∈[xi−1,xi]
f(x)
✞
✝
☎
✆3.1.1
Mi = sup
x∈[xi−1,xi]
f(x).
✞
✝
☎
✆3.1.2
Then
L(P ) =
∑
i
(xi − xi−1)mi,
L(P ) =
∑
i
(xi − xi−1)Mi.
Also, for each P , we have
L(P ) ≤ U(P ).
The following are some of the important properties of the upper sums and lower sums
that we have just defined.
Lemma 3.1.1. Let P1, P2 be any two partition on [a, b]. Then L(P ) ≤ U(P ).
Lemma 3.1.2. If P1 ⊂ P2, then L(P1) ≤ L(P2) and U(P1) ≤ U(P2).
Proposition 3.1.1. If a function is continuous, then that function is Reimann Integrable.
Theorem 3.1.3. If f is continuous on [a, b], then f is uniformly continuous on [a, b].
Proposition 3.1.4. If f is bounded on P , then
sup
x∈P
f(x)− inf
x∈P
f(x) ≥ sup
x,y∈P
|f(x)− f(y)|
Note 3.1.2. We denote the norm of a partition as the length of the greatest subinterval.
Theorem 3.1.5. A Reimann Integrable function can have atmost countably many discon-
tinuity points.
Example 3.1.1. f(x) =


0, 0 < x < 1/2
1, 1/2 ≤ x < 1
We have
∫ 1
0
f(x)dx =
∫ 1
1/2
dx = 12 . Therefore the function is Reimann Integrable.
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We shall now state some important properties of integration.
1.
∫ b
a f(x)dx is linear, that is
∫ b
a
{cf(x) + dg(x)}dx = c
∫ b
a
f(x)dx + d
∫ b
a
g(x)dx.
2. If f(x) ≤ g(x) ∀ x ∈ [a, b], then
∫ b
a
f(x)dx ≤
∫ b
a
g(x)dx.
3.2 Riemann-Steiltjes Integration
After the preliminaries on Riemann integration, we now move on to another theory of
integration called the Riemann-Stieltjes integration theory. We begin with the following
definitions of upper and lower sums in the context of Riemann-Steiltjes integration.
Definition 3.2.1. To define
∫ b
a
f(t)dF (t), we assume (i) f is bounded, (ii) F is mono-
tonically non-decreasing. For a partition, P = {x0 = a, x1, . . . , xn = b}, we have F (xi) −
F (xi−1) ≥ 0. And we define Upper sum and Lower sum as
U(P, f, F ) =
n∑
i=1
Mi{F (xi)− F (xi−1)},
L(P, f, F ) =
n∑
i=1
mi{F (xi)− F (xi−1)}.
where mi and Mi are defined by (3.1.1) and (3.1.2) respectively. For any partition P1, P2,
we have
L(P, f, F ) ≤ U(P, f, F ).
Moreover, if P1 ⊆ P2, then
U(P, f, F ) ≥ U(P, f, F ) and
L(P, f, F ) ≤ L(P, f, F ).
13
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We are now in a position to define what is a Riemann-Steiltjes integral.
Definition 3.2.2 (Riemann-Steiltjes Integral). For every ǫ > 0, there exists a partition Pǫ
of [a, b] such that for every refinement P of Pǫ, |U(P, f, F ) − L(P, f, F )| < ǫ. In that case
f ∈ R(F )[a, b] that is f is Reimann-Stieltjes Integrable with respect to f on [a, b].
We also have the following alternate definiton of the above
Definition 3.2.3. Suppose f ∈ R(F )[a, b], then
lim
δ→0
S(Pδ, f, F ) =
∫ b
a
f(x)dF (x),
where
S(Pδ, f, F ) =
k∑
i=1
f(ti){F (xi)− F (xi−1)}
where ti is a point in the i
th subinterval of the partition P of Definition 3.2.1.
Note 3.2.1. For any partition P, we have L(P, f, F ) ≤ S(P, f, F ) ≤ U(P, f, F ).
We now state the following properties of Riemann-Steiltjes integration.
1. If f, g ∈ R(F )[a, b], then cf + g ∈ R(F )[a, b].
2. If f ≤ g on [a, b], then
∫ b
a
f(x)dF (x) ≤
∫ b
a
g(x)dF (x).
3. Suppose F,G are two monotonic functions, if f ∈ R(F )[a, b] and also f ∈ R(G)[a, b]
then ∫ b
a
f(x)d(F +G)(x) =
∫ b
a
f(x)dF (x) +
∫ b
a
f(x)dG(x).
4.
∫ b
a f(x)dF (x) = −
∫ b
a f(x)dF (x).
The following theorem is one of the most important results in integration theory.
14
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Theorem 3.2.1 (Integration by parts). If f ∈ R(F ) on [a, b], then F ∈ R(f) on [a, b] and
∫ b
a
f(x)dF (x) +
∫ b
a
F (x)df(x) = F (b)f(b)− F (a)f(a).
Theorem 3.2.2. If f is continuous on [a, b] and F is monotonically non-decreasing, then
f ∈ R(F ) on [a, b].
Exercise 3.2.1. If f is a continuous function on [a, b] and F (x) =


0, 0 ≤ x < 12 ,
1, 12 ≤ x ≤ 1.
Then find the value of
∫ 1
0
f(x)dF (x) = limδ→0 S(P, f, F ).
Lemma 3.2.3. Let g be a continuous strictly monotonic function on [a, b], then g{[a, b]} =
{g(y) : a ≤ y ≤ b} is an interval.
Lemma 3.2.4. A strictly monotonic continuous function g on [a, b] is invertible.
Lemma 3.2.5. The function g−1 is also a continuous function.
The above three lemmas give us the following important result.
Theorem 3.2.6 (Change of variables). Let f ∈ R(F ) on [a, b] and let g be a strictly
monotonic continuous function defined on an interval S having endpoints c and d. Assume
that a = g(c), b = g(d). Let h and G be the composite function defined as follows
h(x) = f [g(x)], G(x) = F [g(x)], ifx ∈ S.
Then h ∈ R(G) on S and we have ∫ ba fdF = ∫ ba hdG. That is,∫ g(d)
g(c)
f(t)dF (t) =
∫ d
c
f [g(x)]d{F [g(x)]}.
Theorem 3.2.7. Given a < c < b. Define F on [a, b] as F (x) =


F (a), a ≤ x < c
F (b), c < x ≤ b
.
Suppose f is a function on [a, b] such that atleast one of the function on F is a right con-
tinuous at c and the other is left continuous at c, then f ∈ R(F ) on [a, b] and
∫ b
a
f(x)dF (x) = f(b){F (c+)− F (c−)}.
15
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Theorem 3.2.8. Any finite sum
∑n
k=1 ak can be written as∫ n
0
f(x)d[x]
where f(x) = ak, k − 1 < x ≤ k, k = 1, 2, . . . , n ; f(0) = 0 and [x] is the greatest integer
less than or equal to x.
Theorem 3.2.9 (Euler Summation Formula). If f has a continuous derivative f ′ an [a, b],
then we have
∑
a<n≤b
f(n) =
∫ b
a
f(x)dx +
∫ b
a
f ′(x)(x − [x])dx + f(a)(a− [a])− f(b)(b− [b]).
We can prove the above result using the change of variable theorem and the two other
theorems that follow it.
Theorem 3.2.10. Assume f ∈ R(F ) on [a, b] and assume that F has a continuous derivative
F ′ on [a, b]. Then the Riemann integral
∫ b
a f(x)F
′(x)dx exists and we have
∫ b
a
f(x)dF (x) =
∫ b
a
f(x)F ′(x)dx.
3.3 Lebesgue Integration
Having learnt Riemann and Riemann-Steiltjes integration we shall now go into another very
important theory of integration called Lebesgue integration, which was devised by Henri
Lebesgue, a French mathematician in the twentieth century.
To motivate the need for this new theory of integration we look at the following function
called Dirichlet’s function
f(x) =


1, x is rational,
0, x is irrational.
We know that for any monotonic function F ,
∫ 1
0 f(x)dF (x) is not defined in Riemann-
Stieltjes sense.
16
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Also we have f(x) = 1×IQ(x)+0×IQc (x) where I stands for indication or characteristic
function, defined by IQ(x) =


1, x ∈ Q,
0, x /∈ Q.
Definition 3.3.1 (Simple function). A function f is said to be simple if it is measurable
and its range is a finite set.
Definition 3.3.2. Let (R,B) be a measurable space, where B is a Borel σ-field. Let λ be
a measure on (R,B). Consider the map f : R −→ E, where E is a finite subset of R and
f−1(B) = {x ∈ R : f(x) ∈ B} ⊂ B. Then we have
∫
B
fdλ =
∫
B
(1× IQ(x) + 0× IQc (x))dλ(x)
= 1× λ(B ∩Q) + 0× λ(B ∩Qc).
Definition 3.3.3. If f is simple function with range {a1, . . . , ak} on a measurable space
(R,B, λ), then ∫
B
fdλ =
k∑
i=1
aiλ(B ∩ Ai)
where Ai = {x ∈ R : f(x) = ai}.
Definition 3.3.4. We have
f(x) = f+(x)− f−(x)
f+(x) = max{f(x), 0}
f−(x) = max{−f(x), 0}∫
B
fdλ =
∫
B
f+dλ−
∫
B
f−dλ.
Remark 3.3.1. In general limn→∞
∫ 1
0
fn(x)dx =
∫ 1
0
f(x)dx is not true. Following example
shows that this condition is violated.
Example 3.3.1. fn(x) =


n, 0 ≤ x < 1n
1, 1n < x ≤ 1
. In this example limn→∞
∫ 1
0 fn(x)dx 6=
∫ 1
0
f(x)dx.
17
3.3 Lebesgue Integration Probability Theory: Unit 3
Remark 3.3.2. If
| fn(x) |≤ g(x) (free of n)
and
∫ 1
0 g(x)dx is finite, then
lim
n→∞
∫ 1
0
fn(x)dx =
∫ 1
0
f(x)dx.
We now state a very important result in the theory of Lebesgue integration.
Theorem 3.3.1 (Dominated Convergence Theorem). Suppose {fn} is a sequence of inte-
grable functions on (R,B, λ) such that fn(x) → f(x) for almost all x and | fn(x) |≤ g(x)
for almost all x such that g is an integrable function. Then f is integrable and
∫
fdλ =
limn→∞
∫
fndλ.
The following example illustrates the need for the boundedness condition in the Domi-
nated Convergence Theorem.
Example 3.3.2. Define f : [0,∞] −→ [0,∞] by
f(x) =


0, 0 ≤ x ≤ 1
1, 1 < x ≤ 1 + 123
0, 1 + 123 < x ≤ 2
2, 2 < x ≤ 2 + 123
0, 2 + 123 < x ≤ 3
...
n, n < x ≤ n+ 1(n+1)3
...
Here we have
∫ ∞
0
f(x)dx =
∞∑
n=1
n.
1
(n+ 1)3
≤
∞∑
n=1
1
(n+ 1)2
<∞.
The above series is convergent, but the function is unbounded.
Below we state some important results without proof. Almost all the results below follow
from definitions or from the results stated earlier to them.
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Theorem 3.3.2. Suppose f is a non-negative finite valued measurable function on a measure
space (Ω,F , µ). Then there exists a sequence on non-negative simple functions {fn}n=1,2,...
such that fn ≤ fn+1 (pointwise) and if f(x) <∞ ∀ x ∈ Ω, then fn(x)→ f(x) ∀ x.
Lemma 3.3.3. If f and g are two simple functions on (Ω,F , µ) such that f(x) ≤ g(x).
Then
∫
fdµ ≤ ∫ gdµ.
Remark 3.3.3. For any non-negative measurable function f on (Ω,F , µ) there exists a se-
quence {fn}n=1,2,... of non-negative simple functions such that fn ≤ fn+1 and fn → f a.e.
Then
∫
fndµ ≤
∫
fn+1dµ.
Definition 3.3.5. For any non-negative measurable function f on (Ω,F , µ) satisfying µ({x :
f(x) =∞}) = 0, define ∫
B
fdµ = limn→∞
∫
B
fndµ for B ∈ F
Definition 3.3.6. For any measurable function f on (Ω,F , µ) satisfying µ({x : f(x) =
±∞}) = 0, define ∫
B
fdµ =
∫
B
f+dµ− ∫
B
f−dµ provided
∫
Ω
f+dµ or
∫
Ω
f−dµ <∞ where
f+ and f− are integrable functions.
Below we list some of the important properties of Lebesgue integrals.
If f, g are integrable functions on (Ω,F , µ), then
1.
∫
(af + g)dµ = a
∫
fdµ+
∫
gdµ.
2. | ∫ fdµ| ≤ ∫ |f |dµ.
3. If f ≤ g, then ∫ fdµ ≤ ∫ gdµ.
4. If
∫
B fdµ ≤
∫
B gdµ ∀ B ∈ F , then f ≤ g almost everywhere.
5. If
∫
B fdµ =
∫
B dµ ∀ B ∈ F , then f = g almost everywhere.
The following are some easy consequences of the above properties.
Lemma 3.3.4. If f be a simple function on (Ω,F , µ) such that ∫B fdµ ≥ 0 ∀ B ∈ F , then
f ≥ 0.
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Corollary 3.3.5. If f is simple function on (Ω,F , µ) such that ∫B fdµ = 0 ∀ B ∈ F , then
f = 0.
Lemma 3.3.6. If f is an integrable function on (Ω,F , µ), then ∃ a sequence of simple
functions {fn}n=1,2,... such that
∫
B fdµ = limn→∞
∫
B fndµ.
Definition 3.3.7. A measurable function f on (Ω,F , µ) is said to be integrable if
∫
f+dµ <∞ and
∫
f−dµ <∞
or,
∫
|f |dµ <∞⇔ f ∈ L1(Ω,F , µ)
or,
∫
fdµ exists ⇔
∫
f+dµ <∞ or
∫
f−dµ <∞.
Proposition 3.3.1. If f is integrable, then f is finite almost everywhere, i. e. µ
{{x} :
|f(x)| =∞} = 0.
Proposition 3.3.2. If f ≥ 0, then ∫ fdµ = 0 implies f = 0 almost everywhere.
Theorem 3.3.7. Suppose that f and g are two integrable functions on (Ω,F , µ) such that∫
B fdµ ≤
∫
B gdµ, ∀ B ∈ F ⇒ f ≤ g almost everywhere.
Theorem 3.3.8. Suppose that f and g are two integrable functions on (Ω,F , µ) such that
∫
B
fdµ =
∫
B
gdµ, ∀ B ∈ F ⇒ f = g almost everywhere.
Theorem 3.3.9. Let f be a nonnegative integrable function and
∫
Ω
fdµ <∞. Define λ(B) =∫
B
fdµ. Then λ is a measure on (Ω,F).
Theorem 3.3.10. Let f be a nonnegative measurable function on (Ω,F , µ). Let {fn}∞n=1
be a sequence of non-negative simple function on (Ω,F , µ) such that fn(x) ↑ f(x). Then
limn→∞
∫
Ω
fndµ = sup{
∫
Ω
sdµ : 0 ≤ s ≤ f}, where s is a non-negative simple valued
functions on (Ω,F , µ).
20
Probability Theory: Unit 3 3.3 Lebesgue Integration
Definition 3.3.8. If f is a non-negative measurable function, then we define
∫
Ω
fdµ = sup
{∫
Ω
sdµ : 0 ≤ s ≤ f
}
,
where s is a non-negative simple valued functions on (Ω,F , µ).
Theorem 3.3.11. If f ≤ g, then
∫
fdµ ≤
∫
gdµ
✞
✝
☎
✆3.3.1
in the sense that if
∫
gdµ < ∞, then ∫ fdµ exists and (3.3.1) holds. Similarly, if ∫ fdµ >
−∞, then ∫ gdµ exists and (3.3.1) holds.
We end this discussion with the following famous theorem.
Theorem 3.3.12 (Monotone Convergence Theorem). Let {fn}∞n=1 be a sequence of non-
negative measurable functions (Ω,F , µ) such that fn(x) ↑ f(x) ∀x. Then
∫
fdµ = limn→∞
∫
fndµ.
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Probability Measure and Random Variables
In this unit we shall study what are probability measures and random variables. The objec-
tive here is to demonstrate them as integrals.
4.1 Probability Measure
Let f be a measurable function on (Ω,F , µ), where f : Ω → R. The objective is to define
a measure on (R,B). If f is a measurable function on (R,B), then B ∈ B ⇒ f−1(B) ∈ F .
Thus for B ∈ B we define µ0(B) = µ(f−1(B)). Then µ0 is a measure on (R,B) is called
probability measure.
Definition 4.1.1. If µ is a probability measure and f is a random variable, then µ0 is called
the probability distribution of f , where µ0 is defined as µ0(B) = µ(f
−1(B)).
With the above two definitions and the results from the previous unit we have the fol-
lowing.
Theorem 4.1.1. Let f be a measurable function on (Ω,F , µ) and g be an integrable function
on (R,B, µ0). Then g(f) is integrable on (Ω,F , µ) and
∫
f−1(B)
g(f)dµ =
∫
B
gdµ,
where µ0(B) = µ(f
−1(B)).
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4.2 Random Variable and Mathematical Expectation
Definition 4.2.1 (Random Variable, Mathematical Expectation). Let (Ω,F , P ) be a prob-
ability space. A random variable on X on (Ω,F , P ) is a real valued measurable mapping on
(Ω,F , P ). Then the mathematical expectation E(X) is defiend as
E(X) =
∫
Ω
XdP
=
∫ ∞
−∞
xdF (x)
=
∫
R
xdµ,
where µ is a measure on (R,B) defined by the distribution function.
Remark 4.2.1. Given a random variable X , we have the distribution function F defined as
F (x) = P (X ≤ x). Here g(x) = x and f = X . So,
∫
Ω
XdP =
∫
Ω
g(f)dP =
∫
R
xdµ.
We now state some important properties of mathematical expectation which can be
proved very easily by applying the definition.
1. E(aX + b) = aE(X) + b.
2.
X ≥ 0, E(X)⇒ X = 0 a. e.
⇔ P (X > 0) = 0
⇔ P (X = 0) = 1.
3. E(XIA) = 0, ∀A ∈ F ⇒ P (X = 0) = 1.
4. X ≤ Y ⇒ E(X) ≤ E(Y ).
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It is important to note that X is a random variable on a probability space (Ω,F , P ) if
and only if X is a measurable function on the measure space (Ω,F , P ).
We also have the following definition.
Definition 4.2.2. A random variable X is said to be integrable if E(|X |) = ∫∞−∞ |x|dP <∞
4.3 Expectations of Some Distributions
We now mention below the mathematical expectations of some well known distributions.
1. If X ∼ Bernouli distribution (P ), then the distribution function F is defined as
F (x) =


0, x < 0,
p, 0 ≤ x ≤ 1,
1, x ≥ 1.
Then E(X) =
∫∞
−∞ xdF (x) = 1− p.
2. IfX is a random variable of a purely discrete distribution with support {x1, x2, . . . , xn},
then E(X) =
∫∞
−∞ xdF (x) =
∑k
n=1 xi(F (xi)− F (xi−1)) =
∑k
n=1 xiP (X = xi).
3. If X ∼ Binomial distribution (n, P ), that means P (X = k) = (nk)P k(1− P )n−k, k =
0, 1, 2, . . . , n, then E(X) =
∑n
k=0
(
n
k
)
P k(1− P )n−k = nP.
4. If X ∼ Poisson distribution (λ), then E(X) =∑∞k=0 ke−λ λkk! .
5. If X ∼ Normal distribution (0, 1) and P (X = k) = 0, then
E(X) =
∫ ∞
−∞
xdF (x)
=
∫ ∞
−∞
x
1√
2π
e−
1
2x
2
dx.
6. If X ∼ Exponential distribution (1), and F (x) = 1 − e−x, x ≥ 0⇒ dF (x) = e−xdx,
then E(X) =
∫∞
−∞ xdF (x) =
∫∞
0 xe
−xdx.
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7. If X is a continuous random variable with density f , that is F (x) =
∫ x
−∞ f(t)dt, so
dF (x) = f(x)dx, then E(X) =
∫∞
−∞ xdF (x) =
∫∞
−∞ xf(x)dx.
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Unit 5
Inequalities involving probabilites
The study of inequalities in probability theory is very essential as they sometimes form the
crux of the problem at hand that is to be solved. Ineuqualities inherently are quite beautiful
and they never lose that beauty even if we put them in a probabilistic setting. This unit
shall examine some basic and famous inequalities involving probabilities.
We begin with the following well known inequality and some of its corollaries.
Theorem 5.0.1 (Markov). If X is a non-negative valued random variable on a probability
space (Ω,F , P ), then
P (X > a) ≤ E(X)
a
for any positive number a.
We have the following corollary of the above.
Corollary 5.0.2. If X is a random variable on a probability space (Ω,F , P ), then
P (|X | > a) ≤ E(|X |)
a
for any number a > 0.
We can generalize Markov’s inequality in the following way.
Theorem 5.0.3. If X is a non-negative valued random variable on a probability space
(Ω,F , P ) and g is a non-negative measurable function on (R,B), then
P (g(X) > a) ≤ E(g(X))
a
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for any positive number a.
We now come to a very easy application of Markov’s inequality given below.
Theorem 5.0.4 (Chebyshev). If X is a non-negative random variable on a probability space
(Ω,F , P ) then we have
P (| X − E(X) |> ǫ) ≤ V ar(X)
ǫ2
for any positive ǫ.
Before proceeding further we define the following.
Definition 5.0.1 (Convex function). A function f is said to be convex if for 0 < t < 1 we
have f(tx+ (1− t)y) ≤ tf(x) + (1− t)f(y), where x and y are real numbers.
We have now the following very famous result.
Theorem 5.0.5 (Jensen). If X is a non-negative valued random variable on a probability
space (Ω,F , P ), then
ψ(E(X)) ≤ E(ψ(X))
where ψ is a convex function.
After the above inequalities we now turn our discussion to inequalities which involve
probabilities of sums.
Theorem 5.0.6 (Hoeffding). If X1, X2, . . . , Xn are independent random variables and ai ≤
Xi ≤ bi then for any ǫ > 0 we have
P (
n∑
i=1
(Xi − E(Xi)) > nǫ) ≤ e
−n2ǫ2
2
∑n
i=n
(bi−ai)
2
.
From the above we get the following corollary very easily.
Corollary 5.0.7. Let X1, X2, . . . , Xn be i.i.d random variables with ai ≤ Xi ≤ bi and
probability one, then for any ǫ > 0 we have
P (| X − E(X1) | nǫ) ≤ e
−nǫ2
2(b−a)2
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where X = 1n
∑n
i=1Xi.
Theorem 5.0.8 (Cauchy-Schwarz). If X is a random variable then we have E(X2) ≤
(E(X))2.
Theorem 5.0.9 (Normal Tail inequality). If X follows N(0, 1) and for ǫ > 0 where X is a
random variable then we have
P (X > ǫ) ≤ 1
ǫ
1√
2π
e
−1
2 ǫ
2
.
Theorem 5.0.10. If X follows N(0, 1) and for ǫ > 0 where X is a random variable then
we have
P (| X |> ǫ) ≤ 2
ǫ
√
2π
e
−1
2 ǫ
2
.
We now have the following corollary from the above two theorems.
Corollary 5.0.11. If X1, X2, . . . , Xn are i.i.d random variables and Xi follows N(0, 1) then
X also follows N(0, 1) and hence
√
nX follows N(0, 1) and we have
P (| X |> ǫ) ≤ 2
ǫ
√
2nπ
e
−1
2 nǫ
2
where X = 1n
∑n
i=1Xi.
We have the following simple result from analysis.
Proposition 5.0.12. If g(u) = −θu+log(1−θ+θe4) where 0 < θ < 1 then g(0) = 0, g′(0) =
0 and g′′(u) ≤ 14 .
Using the above we get the following.
Lemma 5.0.13. If X is a random variable and E(X) = 0 and P (a ≤ X ≤ b) = 1 then for
any s > 0 we have
E(esX) ≤ e s
2(b−a)2
8 .
The above lemma gives us another variant of the Hoeffding’s inequality as stated below.
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Theorem 5.0.14 (Hoeffding). If X1, X2, . . . , Xn are independent random variables and
ai ≤ Xi ≤ bi then for any ǫ > 0 we have
P (
n∑
i=1
(Xi − E(Xi)) > nǫ) ≤ e
−2n2ǫ2
∑n
i=n
(bi−ai)
2
.
From the above we get the following corollary very easily.
Corollary 5.0.15. Let X1, X2, . . . , Xn be i.i.d random variables with ai ≤ Xi ≤ bi and
probability one, then for any ǫ > 0 we have
P (| X − E(X1) | nǫ) ≤ 2e
−2nǫ2
(b−a)2
where X = 1n
∑n
i=1Xi.
The following is a consequence of the above inequality.
Theorem 5.0.16. Let {Xn}n=1,2,··· be a sequence of independent Bernoulli (p) random
variables then
1
n
n∑
i=1
Xi → p
almost surely.
We now come to an inequality involving medians.
Theorem 5.0.17 (Levy). If X1, X2, . . . , Xn are i.i.d random variables then
P{ max
1≤j≤n
(Sj −m(Sj − Sn)) ≤ ǫ} ≤ 2P (Sn ≥ ǫ)
where ǫ > 0 and Sj =
∑j
i=1Xi and m(Y ) denotes the median of Y .
In this final part of the report we now mention two very famous inequalities related to
expectation.
Definition 5.0.2. We define the norm of the expectation of a random variable as ‖ X ‖p=
(E(| X |p)) 1p where p > 0.
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Theorem 5.0.18 (Holder Inequality). For any 1 < p < ∞ and 1 < q < ∞ such that
1
p +
1
q = 1 we have
E(| XY |) ≤‖ X ‖p‖ Y ‖q
where X and Y are two random variables.
Proof. Let us define the following,
U =
X
‖ X ‖p , V =
Y
‖ Y ‖q .
Now we have
E(|UV |) ≤ E(|U |
p)
p
+
E(|V |q)
q
=
1
p
+
1
q
= 1.
Also
E(|U |p) = E
( |X |p
E(|X |P )
)
= 1.
Similarly we have E(|V |p) = 1.
Again from the above definition we have
‖ X ‖p = (E(| X |p))
1
p
⇒ E
(∣∣∣∣ XY‖ X ‖p‖ Y ‖q
∣∣∣∣
)
≤ 1
⇒ E(|XY |) ≤‖ X ‖p‖ Y ‖q .
Theorem 5.0.19 (Minkowski Inequality). We have for any two random variables X and
Y and 1 ≤ p <∞
‖ X + Y ‖p≤‖ X ‖p + ‖ Y ‖p .
Proof. For p = 1, the proof is trivial, as E(|X + Y |) ≤ E(|X |) + E(|Y |), i.e.,
‖ X + Y ‖1≤‖ X ‖1 + ‖ Y ‖1 .
For 1 < p, f(x) = xp is a convex function on (0,∞) as f ′(x) ↑.
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Now we define like earlier
U =
X
‖ X ‖p , V =
Y
‖ Y ‖q .
Let λ =
‖X‖p
‖X‖p+‖Y ‖p
, then we have 1− λ = ‖Y ‖p‖X‖p+‖Y ‖p .
Now
E(|X + Y |p) ≤ E(|X |+ |Y |)p, p > 1
≤ E(‖ X ‖p U+ ‖ Y ‖p V )p
= E{(‖ X ‖p + ‖ Y ‖p)p(λU + (1− λ)V )p}
= (‖ X ‖p + ‖ Y ‖p)pE(λU + (1− λ)V )p)
≤ (‖ X ‖p + ‖ Y ‖p)p{λE(Up) + (1− λ)E(V p)}.
Note that E(Up) = 1 and E(V p) = 1. So from above we have
E(|X + Y |p) ≤ (‖ X ‖p + ‖ Y ‖p)p
⇒‖ X + Y ‖p ≤‖ X ‖p + ‖ Y ‖p .
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