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The direct way to estimate the singular values of a compact operator is to decom- 
pose it as a sum of orthogonal rank one pieces. However, such decompositions can 
generally not be found in practice. We give a variation of the decomposition using 
nearly weakly orthononnal (NWO) sequences. The NW0 decomposition is easier 
to do in examples but is still strong enough to give good singular value estimates. 
We illustrate this by giving sharp trace ideal estimates for the double layer potential 
and for the first and higher commutators of multiplication operators and Calderon- 
Zygmund operators. In particular, NW0 sequences seem well suited for dealing 
with operators which depend nonlinearly on their symbol. We also show that 
the class of operators which admit NW0 expansions is well behaved under 
composition, under conjugation by weights, and under conjugation by changes of 
variable. 8 1989 Academic Press. Inc. 
I. INTRODUCTION AND SUMMARY 
Suppose A is a compact operator on a Hilbert space and let 
IAl = (A*A) . “* The eigenvalues of (A (, s0 > s, > . . . > 0, are called the 
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singular values of A, and we write s,(A) = s,,. In this case A has a Schmidt 
decomposition 
A = f sj (., ei > f, 
0 
(1.1) 
with orthonormal sets {e, } and {f, }. C onversely, if A is given by (1.1) with 
orthonormal sets {e,} and {fi} then s,(A) =s,. We say that A is in the 
Schatten-von Neumann ideal Yp, 0 < p < co, if the sequence {s,(A)} is in 
the Lebesgue sequence space lp; and we give Yp the natural (quasi-)norm. 
The singular values of A can also be characterized by 
s,(A) = inf{ [IA - FII : rank(F) Q n}. (1.2) 
This definition is more direct because it doesn’t involve (Al and hence 
doesn’t require spectral theory. 
Given a specific operator A, a basic problem is to find its singular values 
and Schmidt decomposition. In practice, however, such precise results are 
often impossible. Here we present one way to address this difficulty. We
will generalize the notion of Schmidt decomposition in a way that will 
make the decompositions easier to obtain and yet will still be precise 
enough so that we can use the decompositions to get good finite rank 
approximations. By (1.2) this will give estimates on the singular values. 
We will consider decompositions such as (1.1) but we will relax the 
orthonormality requirements on the sequences {e, > and {f,}. As a first 
step in that direction we call a sequence {ej} weakly orthonormal, (WO), 
if there is a K>O such that for any scalars (&I, //C~,e,lJ < K(Cj2i[2)“2. 
Elementary functional analysis allows several equivalent reformulations of 
this definition. {ej> is WO if and only if there is a constant K so that for 
any fin the Hilbert space, C 1 (f, e, ) 1 2 < K/If I( 2. Also, (e,} is WO exactly 
if the set (e,) is the image of an orthonormal set under a bounded linear 
map. This is true if and only if the matrix ((e,, e, )) defined a bounded 
linear map on l*. 
If {ej> and {hj> are WO and the numbers pj decrease to zero in 
modulus, then the operator A = C,” pj ( ., e1 ) f, is a compact operator and 
the partial sums A, = C;1-’ pj (., e, ) f, give good finite rank approxima- 
tions to A. In this case the singular values are nicely controlled by the 
coefficients; ,(A) d Klp,I. 
Here is a naturally occurring concrete example of a WO sequence in 
L2(Wd). Let 9 be the collection of dyadic cubes in Rd. For Q in 9 let 3Q 
be the triple of Q and let IQ1 denote the volume of Q. Let {@o} be a collec- 
tion of functions on Rd with supp $o c3Q7 ll~Qll~~cct llW&&~/Ql-~‘~ 
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and j tie =O. The functions e, = IQ1 -“‘$o are WO. To see this, first 
obtain the estimate that, for Q, R in 3, Q n R # 0, I Ql < I RI, 
These estimates are enough to show that the matrix with entries 
(<eQy e,) ) is a bounded operator on l*. (This is true, for instance, by the 
Schur test given in Lemma 3.2 of [29], using p = 2, h, = IQI” -d)‘d.) 
For many purposes the WO condition is still too restrictive. W  now 
introduce a larger class, the class of nearly weakly orthonormal (NWO) 
sequences. Unlike WO sequences, NW0 sequences are not defined in 
purely Hilbert space terms, they are specific tothe space L’(R”). (However, 
there are straightforward generalizations to many other contexts.) By the 
dyadic hyperbolic lattice, X”, in WY’ we mean the set of points < = (5, r~) 
in R $+ ’ = (Rd, R,) of the form (2pcl, 2p) with /I in Z and a in Zd. & is a 
natural index set for 2; associated to the point [ = (2pcrl, . . ..2&, 28) in z?’ 
is the cube 
Q,= (2%r, 28(cr, + 1)) x ... x (2”a,, 2p(c(d+ 1)). (1.3) 
In this case we will write [ = c(Q) = (t(Q), q(Q)). For Q in 5!, we denote 
by & the Carleson box in rW?r sitting above Q; Q = Q x (0, lQ1”“). We 
will say that a sequence of function (ep> in L2(Rd) indexed by 2 or, 
equivalently, by 2 is NW0 if the following nontangential maximal 
estimate holds for f in L2(Rd): 
setf*(x)= ,s(p)~-~,c~,p) {lQlp”2 I<.Leg>ll-; then llf*l12~~llfl12. (1.4) sup 
Note that the conditions WO and NW0 are both one sided conditions, 
they are improved if the functions being considered are multiplied by 
scalars of modulus less than one. 
Any WO sequence, with any indexing by 2, is an example of a NW0 
sequence. To see this note that 
f*(x)'< 1 ,<(Q)-.r,<q(Q) IQ'-' (Ii eQ)12 
and hence, doing the integration, 
This sum is automatically bounded if {ep} is WO. 
For more interesting examples, suppose that we have a sequence of 
functions (eo} indexed by 9 with supp(eo)c 3Q and which satisfy 
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lleQII,, G IQ1 -“2, or, more generally, I( eo lip < 1 Ql ‘lp- ‘I2 for some p > 2 ; 
then (eo} is NWO. (We check this in the last paragraph of the proof 
of Theorem 2.5.) In contrast to the examples of WO sequences, these 
examples have neither smoothnes nor cancellation. 
There is an alternative characterization of NW0 sequences in terms of 
Carleson measures. Recall that a Carleson measure is a measure A on Iw$+ ’ 
for which 
ll~ll. = sup IAl (&,/lQl < ~0. 
Here the supremum is over all cubes R”, not just the dyadic ones, and, as 
before, $ is the Carleson box over Q. Following the notation of [32] we 
say that a sequence {&, : Q E A?> is in the space of discrete quadratic 
Carleson measures, QCM,, if the measure on Iw$+ i given by 
A = C l&l* IQI be, is a Carleson measure. We norm QCM, by /IA 11 y*. 
We say that the sequence is in CM, if C /A.,( IQ/ brcpJ is a Carleson 
measure and we give CM, the natural norm. In this context, the fundamen- 
tal bilinear estimates relating Carleson measures and nontangential 
maximal functions (for instance, in [8]) become the following. Let ho be 
a function defined on 9 and let h*(x) be the associated maximal functions 
defined on IWd by 
h*(x) = sup h,. 
IS(Q)--dGq(Q) 
For (A,} in QCM,, set A =C IA,l’lQl 6s(p). Then 
Using these ideas we can give a different description of NW0 ; a sequence 
of vectors {eo > is NW0 exactly if (Lee,} is WO for every sequence {A,} 
in QCMd. To see (&eo> is WO, note that {I,eQ} is WO exactly if 
E I<+bf>12~“2 is finite for every f in L*. This quantity is the norm 
in L2(Ry’, A) of the function which takes the value lQ[-“‘I(e,, f )I at 
the point r(Q). If {A,} is in QCM, we can use the previous estimate to 
dominate this norm and then use (1.4). (The implication in the other 
direction, which we will not use, requires the additional fact that the 
Carleson measure condition is necessary for the previous estimate.) 
Our substitute for the Schmidt decomposition will be representations of
the form 
A=~&(-,ep)fpy (1.5) 
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with (ee} and {ye} NW0 sequences and {A,} a sequence of scalars. IfA 
is given by (1.5) and (A,} is in CMd then A will be bounded on L2(Rd) 
and 
It is shown in [32] that this follows directly from Carleson’s inequality. 
That argument is sketched again here just after (7.38). 
We can also use (1.5) to estimate the singular values of A. Given a 
sequence {Ap} of scalars indexed by 9, define a new sequence with the 
same index set by 
W{G9(Q, =Mn)(Q) = 1 I~,1 4 IQI -‘. (1.7) 
RcQ 
Thus llM(A)ll a,is equivalent o )I {n,} II c,,d. We want to estimate s,(A). 
Thus, by (K?), we want to give a good rank n approximation to A. We get 
that by taking the n terms in (1.5) which correspond to the largest values 
of M(A). To estimate the operator norm of what remains we use (1.6). Here 
are the details. Let M(A)*(n) d enote the nonincreasing rearrangement of 
the sequence {M(A)(Q)}. We want to show that 
s,(Aj < cM(R)‘(nf. (f.gt 
If we now number the cubes in 9 so that M(A)*(n) = M(A)(Q,) and define 
{Ak(Q)} by A”(Qj)=O forj=O, 1 , . . . . k - 1, and A”(Qj) = A, for j> k, then 
II 
c IQQ)l IQI J,,,, 
II 
GCSUP c I~‘Wl1~1 IQ,, -l 
* n RcQm 
G c ;>t RFQ I~‘YW I4 IQ,1 -’ 
<c sup M(A;(Q,J = &*(A)(k). 
m>k 
The second inequality is the main one, but it isn’t too hard [32, 
Lemma 4.21. Inequality (1.8) follows from this, (1.2), and (1.6) with the 
choice 
F= 2 A,<‘5 eQ,> fp,. 
/<k 
Furthermore, by Lemma 4.3 of [32], 
580/86/2-3 
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(1.9) 
In the examples which we consider the operator A will depend on an 
auxiliary function, b(x), the so-called symbol of A. The goal is to relate the 
properties of the operator A to the properties of the function b(x). 
Generally, we will obtain a representation (1.5) (or, more often, sums of 
such representations) and estimate the coefficients {A,} using b(x). To 
obtain converse estimates, that is, to use information about the operator to 
draw conclusions about the symbol, we can again use NW0 sequences. If 
A is any bounded operator and {eo > and {fo> are two NW0 sequences 
then 
This follows from (1.9) by duality. We present the argument in Section 3. 
In many cases we will be able to select {eo} and {fo} so that the left hand 
side of (1.10) is related to the behavior of b, often the oscillation f b 
near Q. 
From (1.9) and (1.10) we see that, in the range 1 <p< co, NW0 
sequences can be used instead of orthogonal of WO sequences to give 
abstract necessary and sufficient conditions for an operator to be in Yp. 
One of the main themes of this paper is the use of these conditions to study 
specific classes of operators. 
Of course the use of Carleson measures and maximal functions to study 
operators is nothing new. It has played a central role in much recent work 
on singular integrals. However, the methods in papers such as [S, 6, lo] 
which are well suited for giving sharp boundedness criteria for singular 
integral operators are less well adapted for keeping track of singular values 
and, in particular, for proving Y* results. The use of NW0 sequences, 
which emphasizes size and location and minimizes the roles of smoothness 
and cancellation, makes some of the flexibility of Carleson measure and 
maximal function techniques available in the study of singular values. It is 
a bit surprising that we can almost banish the issues of smoothness and 
cancellation a d still obtain sharp Yp results. (However, some vestiges of 
those issues still urk in the details of the analysis; in particular in the 
estimates of the A, of (1.5) in particular cases, in the choice of which NW0 
sequence to use in (l.lO), and in Lemma 2.9 below.) 
Before going further, we describe three model decompositions. 
Paraproducts are a class of operators for which our approach works 
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smoothly. We will consider the general paraproduct in Section 2. Here we 
consider the model case of the dyadic paraproduct in R’. For functions f 
on R and n in Z let S, be the operator of expectation with respect o the 
sigma algebra generated by the dyadic intervals inR of length at least 2-“. 
That is, for Q in 2, let eQ be the normalized characteristic function of Q, 
e, = IQ1 -“‘xo, then 
S,(g)= C beQ) eQ. 
IQ1 =2-” 
Equivalently, writing ma(g) for the mean value of g over Q, 
&(g)= c mQ(g)XQ. 
IQ1 = 2-” 
For two functions b and g on R, define the paraproduct n(b, g) by 
17(b, g) = f (&I+ l(b) - S,(b)) S,(g). (1.11) 
--m 
We will regard b as the symbol and consider the operator Z7J .) = ZZ(b, .). 
For Q in Z?, let Q, and Q, denote the left and right halves of Q and let 
fe = IQ1 -i/‘(~o~ - xo,). Direct computation gives 
(1.12) 
with ilo= lQl-“‘(b,fQ). The sets {eo} and {fo} are both NWO. In fact 
the fe are the Haar functions and are orthonormal. Thus (1.12) is a 
representation fI7, in the form (1.5). The coefficients A, = 1 Ql -l/*( b, fe) 
are related to the oscillation fthe symbol near Q ; 31, = me,(b) - ma,(b). 
If, for example, the function b(x) is in the Besov space BP = A f;,” for some, 
0 < p < 03, (defmed in Section 4) (or even in the dyadic analog of BP) then 
{A,> will be in lp. In this case, by (1.9), nb is in Yp. Using the specific 
structure of this example we can easily recapture b from the operator i7,. 
Using the orthogonality of thef& (n,(e,), fR) = /RI -l12(b, fR). Thus we 
can reconstruct b using its Haar series ; 
b=C(b,f,)f,=ClQl"2<17,(e,),f,)f,. (1.13) 
If l7, is in Yp for p > 1, then, by (1.9) and the previous equation, b will 
be in dyadic BP. In fact IT, is in Yp, 0 < p < co, if and only if b is dyadic 
BP, but the converse result for p G 1 requires more than (1.10). 
The Calderon commutator is another example of an operator for which 
a decomposition of the form (1.5) is especially straightforward. This was 
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considered in detail in [32]. Here we summarize some of those results. Let 
B be a function on 08 and consider the operator CB on Z,*(R) given by 
C,(f) = (CM,, HI ~Kf). Here MB is multiplication by B, H is the Hilbert 
transform, [ ., .] denotes the commutator, and D is the operator of 
differentiation. We identify R* with Q= and we use as our index set for 
NW0 sequences 
Here 6 is a small number which can be fixed in advance and which affects 
the constants in (1.9) and (1.10). Write 2 = (zi} with zj = xi+ iyj. Set 
fi= yj/*(x -zj)-’ and ej= yj”(x-zi))*. Set B’= b. For nice b there are 
constants Aj so that 
b = c 1, yj/*e, (1.14) 
This is similar in spirit o the decomposition (1.13) with the numbers Aj 
playing the role of 1 Ql -‘I*( b, fe ) as measures of oscillation a d with the 
functions yf’*ej, which have uniformly bounded L” norm and are roughly 
localized, playing a role similar to IQ1 “2fe. 
A direct algebraic omputation using the integral kernel of C, gives the 
decomposition 
This is the analog of (1.12). The set {fi} is NW0 and (ej} is, in fact, WO 
and hence we have a decomposition of the form (1.5). Suppose p > 1. The 
theory associated with the decomposition (1.14) ensures that if b is in BP 
then {&} can be selected in I p, hence C, is in Yp. To obtain the converse 
estimates we reduce to the case in which b is of holomorphic type and 
extend it to the upper half plane as a holomorphic function b(z). For such 
b and for zj in &’ in the upper half plane, a direct computation using the 
Cauchy integral formula for derivatives gives (C& ej ) = cyjb”(zj). 
Again, numbers of the form (C,fi, ej ) are related to the oscillation fthe 
symbol, but now in a more subtle way. If CB is in Yp then, by (1.10) we 
find C 1 yjb”(zj)I P< co which is enough to ensure that b is in BP. These 
techniques are enough to show that, for p > 1, having b = B’ in BP is a 
necessary and sufficient condition for CB to be in Yp. 
When looking at the dyadic paraproducts we used the convenient struc- 
ture of the Haar system. For the Calderon commutator we used partial 
fractions to study the kernel and the Cauchy integral formula to evaluate 
integrals. Our next example, although still stylized, shows what happens 
when those powerful tools are not present. The choice of NW0 sequences 
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will depend on the symbol and, even after localization fthe kernel, we will 
have to decompose the operator further (although only into two terms). 
In [9] it is shown that for b(x) in BMO(R) the map from functions f
on R on ZV(b, f)(x) = supxc, lb(x) m,(f) - m,(bf)l is bounded on L’(R). 
Here m, denotes the mean over the interval Z, and the supremum is over 
all intervals Z which contain x. For the model case we restrict onsideration 
to dyadic intervals I. For Y* results we will need smoother b but we can 
replace the sup by a sum. Let {ao} be any sequence of bounded numbers. 
We consider the operator M(f) = M(b, {a})(f) given by 
M(f)(x)= 1 a,(W) m,(f) - m&f))- (1.15) 
XCQEP 
(We use to a’s to replace the absolute value signs because we don’t want 
to work with nonlinear operators.) 
A4 is given by integration agains the kernel k(x, y) 
4x, Y) = 1 aQ IQ1 -‘(b(x) -b(y)) xQtx) XQ(Y) 
+ c uQ IQI +h#‘) - b(y)) xQcx) ifQ(.d 
= k,k Y) + Mx, Y). 
We will consider the operator M, with kernel k,; the other part is done 
similarly. Let fQ = 1 Q I - 1’2xQ. Now note that 
Hence, writing osc(b, Q, 4)= [(l/lQl)f, jb-mQ(b)14]“4 and setting 
eQ(x) = Wb, Q, 4)-l IQI -“2(b(x)-mQ(b)) xQtx). 
we have eQ supported on Q and l)eQl14< IQ,-“‘. Thus {eQ} is NWO. The 
operator M, has the representation 
M,(f) = 1 uQ osc(bv Q, 4)<f, fQ> eQ. 
{fQ } is also NW0 and h ence we have a decomposition of the form (1.5). 
If p > 1 and b is in BP then (as we show in Section 4) { osc(b, Q, 4)) is in 
Ip and thus M,, and also M, is in YP. 
To obtain converse estimates set h, = IQ1 -“‘(xQ, - xQ,) where, as 
before, Q1 and Qr are the left and right halves of Q. Let go = h, where Q 
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is the parent of Q in the dyadic subdivision of IR. Let T,, R in 22 be 
one of the building blocks of M; r,(f) = (bm,Jf) -m,(bf)) xR. By 
direct computation, (T,(ho), ga) = f(mo,(b) -me,(b)) if Q = R and 
( T,(he), go) = 0 if Q #R. Thus, as with the dyadic paraproduct, b is in 
dyadic BP if the operator is in YJ’. 
In these simple examples we associated an operator of rank one or two 
to each element of the index set of a NW0 sequence. In general, for each 
element of the index set we will have an infinite series of rank one 
operators, but a series with rapidly decreasing coefficients. The rank one 
operators will come from a multiple Fourier series decomposition of the 
localized part of the associated integral kernel. The index set will code the 
position of the localized part. (We avoided that awkwardness in two of the 
examples by working with dyadic models. In the other case we exploited 
exact formulas from algebra and function theory.) 
More precisely, inthe general case we will consider an operator given by 
integration against a rather general kernel K(x, y). We will write 
K(x, Y)= c K(x, Y)X&, v) =c Ki(X, y), 
where { Qi} are dyadic cubes forming a Whitney decomposition of 
KY’x Rd\diag= ((x, y)~R~x Rd:x#y}. 
We would like to write each Kj as a product of a function of x times a 
function of y. Although this can’t be done in general, we can use a Fourier 
series decomposition of the Ki to obtain a sum of such products. We will 
obtain a sum 
K(x, Y) = f C BQYQ,jFQ,j(X) GQ,~(J’). 
J=O QE% 
The Qi will be roughly the cubes Q x Q. For each j the sets {FQI} and 
{Go, j} will be NWO. The numbers {B,} will measure the local oscillation 
of a symbol function associated with the operator, and the numbers { yo,, >
will decay rapidly ;for any k, 1 yo, jl < c(k)( 1+ j) -k. 
If we assume that the {BQ} are such that C B,q(Q)d6,,e, is a Carleson 
measure on rW$+ ’ then both the map off to JR1 IK(x, y)l f(y) dy and the 
map of S to 
W = f C BpYQ,j<f; G,j) FQ,, 
j=O Qs9 
are bounded maps on L2(Rd) by (1.6). We can then estimate the singular 
values of R using the following lemma. 
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LEMMA 1.16. Suppose Tj, j= 0, 1,2, . . . . are compact operators whose 
singular values satisfy s,( Tj) 6 a,, (independently of j). Suppose yj are scalars 
which, for some r > 1 satisfy lyj\ < c( 1 + j)-r. Let T= C y,T,. Then 
(1.17) 
Proof By (1.2), for operators A and B and positive integers a and 6, 
s,, b(A + B) <s,(A) + Q(B). Thus 
s24T)G c s2”-Z&-I 
2kcn 
c c yj~zn-za-~( Tj) + 1 yjoo 
2kcn 2kcj-z2k+’ j > 2”12 
CL c yja2”-a-1+ 1 yjao. 
2kcn 2’sj-c2k+’ j < 2”O 
The conclusion ow follows easily. 
When we combine this with (1.8) we obtain 
s,.(R)<c c 2-k’M(B)*(2”p2k-1)+2-nr’2M(B)*(0) . (1.18) 
2k<n 1 
Although (1.18) is not as simple as (1.8) we still have the singular values 
of R controlled by a convenient average of the M(B)*(n). In particular we 
have 
[~s.(R)P]l’p<cp[~M(B)*(n)p]l’p, O<p<co. (1.19) 
For p < 1 and p= co, (1.19) follows easily from (1.18) and the fact that 
both {sn} and (M(B)*(n)) are nonincreasing. The remaining cases follow 
by interpolation. (Alternatively, (1.18) shows that a,, = 2”lPs2” isdominated 
by the convolution of b, = 2”@M*(2”) with a rapidly decaying function.) 
Our primary goal in this paper is to demonstrate the usefulness of NW0 
sequences in obtaining direct and converse estimates for singular values of 
a large class of operators. A secondary goal is to describe some aspects of 
the general theory of NW0 expansions of operators. Here are the specific 
contents in more detail. 
Suppose T is a Calderon-Zygmund operator with kernel k(x, y) acting 
on L,‘(tlP’). If b is a function on UP then the operator T, = ebTeWb depends 
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analytically on the symbol function b. If we expand ebTeAb in a power 
series we get T, = 2 T,, where T,, is the operator with kernel 
Mx, Y) = ;li (b(x) - b(y)Wk Y). 
In Section 2 we find NW0 expansions for the operators T,,. We use the 
expansions to obtain Yp and related estimates for the individual T, and 
for the series remainder, &, n Tk = Tb - Ck <,, Tk. We also give NW0 
expansions for paraproducts and for operators related to Toeplitz 
operators. 
In Section 3 we obtain converse results to some of the results in 
Section 2. The results in Sections 2 and 3 include sharp end point cases 
(involving a Schatten-Lorentz space) of results of Janson and Wolff [16] 
on the operator T,. 
Even in the examples in the Introduction we were forced to move 
between several different characterizations f the Besov spaces BP. The 
situation becomes more complicated in Sections 2 and 3 and in Section 4
we stop to develop some needed technical results characterizing the Besov 
and Lorentz-Besov spaces. 
In Section 5 we restrict a tention to the case when T is the Hilbert rans- 
form acting on L*(R). We extend the techniques of Section 2 to deal with 
p < 1. This requires a more sophisticated notion of oscillation f the 
symbol. Those results are an alternative approach to, and extension of, 
some of the results of [32]. 
Although the emphasis in Sections 2, 3, and 5 is on commutators, NW0 
sequences are flexible and can also be used to study quite different 
operators. In Section 6 we use the techniques to obtain direct and converse 
estimates for the double layer potential. There are still other classes of 
operators which can be studied by these techniques but which we do not 
consider here. In particular the individual terms and the remainder terms 
in the multilinear development of the Cauchy integral (see [21,34]) can be 
studied this way. 
In Section 7 we discuss ome aspects of the general theory of operators 
which admit NW0 expansions. That section can be read independently of 
the detailed particular results of Sections 2 through 6. Because the delini- 
tion of NW0 expansion is quite flexible w can show that a large class of 
operators which admit these expansions is closed under composition and 
under various natural commutations and conjugations. We also indicate 
the (rather small) changes needed to extend the results to operators acting 
on LP(Rd), 1 < p < co. 
The point of view we are presenting has its roots in [34, 321 and is 
described further in [30,31]. However, the general themes we are explor- 
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ing have been studied by many people and by a variety of techniques. In 
particular, the recent work of Janson and Peetre [13] and of Peng [25] 
considers many questions imilar to those we consider and there is some 
overlap between their esults and ours. However, there is much less overlap 
in the techniques used. Their approach makes substantial use of Fourier 
transform techniques while our focus is on a type of analysis that can be 
done entirely in the spatial (rather than the frequency) domain. The 
contrast between the two approaches shows up quite clearly in the ease 
with which their techniques extend to commutators of the form 
c... CCMb, n n **., T] while ours extend naturally to commutators of 
the form [Mb, . . . . [Mb, [Mb, T]] . ..I. (However, the techniques of [13] 
can also be used on the second operator. This is shown in recent work of 
Peng [26].) We refer to those interesting papers for more background and 
for many other examples of families of operators with properties similar to 
those we consider. 
II. DIRECT ESTIMATES FOR COMMUTATORS AND PARAPRODUCTS 
A. T,, 
We want to study the operator T, acting on L’(Wd) given by 
TAX)= J‘,.$ (W)-NY))” Hx, Y)~(Y) do. (2.1) 
We assume that K(x, y) satisfies 
la;qK(x, y)l < C(cr, /?)lx- y( ---‘fi’, x, yEuP, ct, /?EHd,. (2.2) 
(For example, suppose K(x, y) = k(x- y) for some k which is smooth 
away from the origin and which is homogeneous of degree -d.) 
For Q in 9, let ma(b) = (l/lQl) so b(x) dx. One measure of local oscilla- 
tion we use is 
1 1/3n 
osc(b, Q, 3n, K) = E 
[I 
Ke lb(u) - mQ(b)13” du 1 . (2.3) 
Here K = K(d) is a large positive constant, chosen in the proof and depend- 
ing only on the dimension, d, and KQ is the cube with same center as Q 
and sides dilated by a factor of K. (Technical details about using the 
numbers in (2.3) to deline the Besov spaces are in Section 4.) We write 
B”e,ll = osc(b, Q, 3n, K)“. (2.4) 
We will use the B& to estimate the singular values. 
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It is convenient o introduce a countable index set 
A = (0, 1, . . . . n) x z2dx (1, 2, . . . . M}. 
We write tl= (I, j, m) for the generic element of A and set 
I4 = (1 + IA). 
THEOREM 2.5. There is an abolute C> 1, and there are constants c(k), 
k = 0, 1, . . . . which depend only on the conslants in (2.2), and NW0 sets 
{Fe,,) and {Ge,,}, c( E A, with NW0 constants uniformly bounded, and 
numbers {&+} which satisfy I&,,1 <c(k) Ial -k for all k; so that 
(2.6 1 
COROLLARY 2.7. For 0 < p < co, if {BE,,} is in Ip then T,, is in YP. 
This corollary follows immediately from the theorem and the remarks in 
the Introduction. For np > d the condition that {Ba,n} be in 1P is equiv- 
alent to b’s being in the Besov space “zT;‘;ip. Notice that the condition 
becomes weaker as n increases. Alternatively, if b is in “z;p” then T, is in 
Yp’“; a conclusion which becomes stronger as n becomes larger. When 
np <d the assumption { B”Q,,} is in ip ensures that b is constant. (Again, the 
relevant facts about the spaces are in Section 4.). 
We also have the Lorentz versions. Recall that a sequence {a,,} is in the 
Lebesgue-Lorentz space 1 pr8, O<p<co, O<q<co, if {a:], the nonin- 
creasing rearrangement of { Ia,1 }, satisfies C a,*%y’pP ’ < co. Thus lp3q = Ip. 
{a,}isinZ b O” if sup{n’lPa,* }< co. We say that A is in Ypx9 if the sequence 
{s,(A)} is in fPsq and we give Ypxy the natural (quasi-)norm. 
COROLLARY 2.8. Corollary 2.1 also holds for the Lorentz spaces 1p*9 and 
%Yp+q, o<p<aI, o<q<co. 
This follows because the operator M defined in (1.7) is bounded on the 
Lorentz-Lebesgue sequence spaces as well as the Lebesgue sequence 
spaces. Again, this is vacious for np < d and also for np = d and q < co. On 
the other hand, any smooth b with compact support will have {B”,,,} in 
ld’“*m. That case, together with the corresponding converse result in the 
next section, gives an endpoint result for the Yp results of Janson and 
Wolff [16]. 
Although the spaces defined by the Lorentz-Lebesgue conditions on 
{B”,,,} coincide with classical Lorentz-Besov spaces for np > d, this fails 
at the end point. The space of b for which {B”,,,} is is Id’“,” is not a 
weak-type Besov space. We describe the situation a bit more in Section 4. 
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We have been informal about the convergence of the integral (2.1) and 
the series in (2.6). In fact, both the integral and series may diverge if we 
don’t make additional assumptions. However, if, in the notation of the 
Introduction. C B”,,,28d a,,,, is a Carleson measure on rW$+ ’ then both the 
series and the integral converge. In fact the map from f to 
I l~(x)-~t~)l”Ix-~l-dlf(~)l 4 w’ 
will be bounded on L2(Rd). One way to see this is to note that if the 
Carleson measure condition is met then the series in (2.6) will converge 
even after absolute values are put around each term. In this case the 
integral in (2.1) converges absolutely and gives a bounded operator on 
L2(Wd). In particular, the Carleson measure condition is satisfied if{B”Q,,} 
is Zp for some finite p, which is the case of most interest here. Also, if K is 
a Calderon-Zygmund kernel and b is in BMO then (2.1) gives a bounded 
operator. On the other hand, if K(x, y) = Ix - yl-’ and b is in BMO then 
we can’t ensure convergence. 
The first step in the proof of the Theorem is to split he kernel. Let A be 
the diagonal of R2d; A={(x,y):x=y}. Let .Y={Qi} be a dyadic 
Whitney decomposition of 52 = lRd x Rd\A. Thus the Qi are dyadic cubes in 
Rd x R”, they have disjoint interiors, lJQi = Sz, and the sidelength of Qi is 
comparable to the distance from Qi to /1. We can also require that for 
some fixed ikf, no point be in more than M of the cubes gQi. (See [ 39, 
Proof of Proposition 3, p. 1691). 
Write K = CeE B KQ where K, = Kx~. For Q in ?? write Q=Q’xQ’ 
where Q’ are in 3, the collection f dyadic cubes in Rd. 
LEMMA 2.9. For j in Z2d and Q in ~7’ there are functions fe,j(X) and 
gQ,j( y) with supP(fa,j) c Q’, SuPP( ge,j) c Q2, Ilf~,jIl m G 1, II ga,iII coG 13 
and such that 
with ll,jl < c(k)( 1 + I jl)-k for k = 0, 1, . . . . (Zn particular, c(k) does not 
depend on Q. ) 
Thus each K, determines an operator which is almost a finite rank 
operator. Also note that for each fixed j, the sequences { IQ’1 -"2fQ.j) and 
{ IQ’1 -‘/‘gp, j} are NWO. 
The idea of the proof is to use the fact that K, is smooth and expand 
in a multiple Fourier series on Q. We must, however, be careful about the 
boundary of Q. Pick 6 so small that (1 + 36) Q misses A. Choose a smooth 
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cut-off unction qe in Cm(Rd x Rd) with supp(~,) c (1 + S)Q, qe identi- 
cally one on Q, and (Vkq,J < ck IQ1 Pk’2d. Set K, = Kqa. Using multiple 
Fourier series on (1 + 26) Q we can write 
where the fs and d’s are complex exponentials. Multiplying this by xg 
gives the required representation with fe, j(x) =To, j(x) xol(x) and 
gQ,j(Y)=.TQ,j(Y) XQ4Y). 
We now proceed with the proof of the theorem. We will analyze the 
kernel of T. Set b, = ma,(b). (Note that because the sidelength of Q is com- 
parable to the distance of Q to A, the distance from Q1 to Q* is comparable 
to their common sidelength. Because of this b, is close to m&b).) By 
(2.10) the kernel of T,, is 
For each Q we rewrite (I/n!)(b(x) - b(y))” as (l/n!)[(b(x) - 6,) - 
(6, -b(y))]” and expand using the binomial theorem. We get 
We introduce the notation 
,,..=$Q’l-’ j 
113 
Q'uQ* 
(b(u)-b,13”du , 1 
FQ,j,m(x)=~ IQ’1 -“‘(BQ,,)-“‘“(b(x)-bQ)“fe,j(x). 
and 
1 
GQJ.m(Y)= tn -*)I - IQ’1 -“2(8Q,~)-‘“~“““(bQ-b(~))“-“gQ,j(~). 
Then s"PP(pQ, j.m) c Q’, sUPP(GQ,j,m) c Q*, and 
IlFQ,j,ml13 G CmlQ’l -1’6, and IIGQ,j,,I13~Cn~mIQ21~1’6 (2.12) 
SINGULAR VALUE ESTIMATES 253 
with a constant C> 1 which depends only the dimension d. To check that 
for F we note that, by Jensen’s inequality, 
l/3 m/n 
1 I 
and that (n!)“‘” > (C-nnn)m’n = C’Y’ 2 C-“m!. The computation for the 
G’s is similar. 
So far we have written the kernel as 
z 7 ., AQ.jBQ,nFQ,j.m(X) GQ,j,m(Y) (2.13) 
and the F’s and G’s have the desired supports and satisfy (2.12). However, 
the index set is 8, a collection fcubes in R“‘. We now reorganize the sum 
so that the index set will be the cubes in 9. For each dyadic cube R in A?, 
(thus R is in lRd), let Qi,,, s= 1,2, . . . . be the cubes such that Rx Q’,,, is in 
8. We know that R and Q’,,, must have the same sidelength and that the 
distance between them must be comparable to this sidelength. Hence, 
there is an upper bound A4, depending only on dimension, on how high s 
will go. Thus we can relabel the F’s in (2.13) as FR’s with R= Q’, 
FQ,j,m(x) = FR,j,m,s(~), and then we can label the GQ’s for which Q2 is a 
QiZ,S as GR,j,m,s for s=l, . . . . M. Thus, in the notation of the theorem, we 
have labeled the F’s and the G’s by elements of A! x A, as required. (For 
notational simplicity we use all of the indices in 9 x A, by setting some of 
the F’s and G’s to be the zero function.) 
In terms of this new index set (2.13) is 
1 c n~,mb~,,F~,m(x) GQ,,(Y). 
acA QES 
We now need to estimate the p’s. For some R in A! and some Q2 = Q’,,, 
B.a=$[lRl-l~ 1 
l/3 
= u Q’,,, 
~b(U)-bQ~3”dU , 
We now pick the large constant K to be so large that KR will contain all 
of the Q’,.,. Thus 
bR,&; IW1j 
.[ 
bb+b,13”du 
1 
l/3 
KR 
= B;,Jn!. 
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It remains only to show that the F’s are NW0 with constant dominated 
by C” and the G’s with C”-“. As mentioned in the Introduction, this 
follows from estimates (2.12). We check it for the F’s. Given h in L’(Wd) 
and Q in Z? 
lQl-1’21(k F,,,)I G lQl-““ll~ll~ll~xellUz 
[J 1 
213 
GC”lQl-“’ lh13’* 
Q 
= CmmQ( Ihl 3’2)2’3. (2.14) 
This is dominated pointwise by M( )h13’2)2’3 where it4 is the Hardy- 
Littlewood maximal function. The last operator is bounded on L’(@). 
A change of notation to absorb the powers of C into the F’s and G’s and 
to return to using the letter Q for elements of 9 gives the theorem. 
B. Remainders 
One of our reasons for considering the operators T, is that they arise in 
the series development of the operator T,= ebTeeb. Tb depends analyti- 
cally on the function parameter b and the terms in the multilinear develop- 
ment (i.e., the expansion in terms homogeneous in b) are the T,: 
Tbf(X) = 1 TAX). 
This is most easily seen by noting that the kernel for T, is eb(x)-b(y)K(~, y) 
and developing the exponential in a power series. 
We now look at the remainder, R,, defined by 
N-l 
RN==Tb- 1 Tk. 
k=O 
We know that if b is in AZ;; then T, is in .Y’plN. Using the estimates in the 
previous theorem we get estimates on RN which are good as those for T,. 
The point is that such b will automatically be in VMO and hence we have 
good exponential control of the oscillation. 
THEOREM 2.15. For O<p<co, N=l,2 ,..., ifb is in A$;; then RN is 
in YpplN. 
Proof. Set q = p/N. By Theorem 2.5, for any n 3 N 
ll%~~[ . Qx2 (&qq 
EO 
To see this, note that when we sum the coefficients in (2.6) with respect o 
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the index A we must account for a factor of nM; this can be absorbed 
safely into C”. When we sum over the factor Zd in A we use Lemma 1.16 
and obtain another constant which depends only on the dimension and 
which we can absorb into C. 
Ifq>l then 
While for q < 1 
By the Cauchy-Schwartz inequality, 
[b(u) -*Q(b)16N dd}[ (2CJn $1” 
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If b is in A$: then {(l/lQl)S,,Ib(u)-me(b)16Nd~}1’6 is in ZJ’lN (see 
Proposition 4.1) and if b is in AZ;; then it is also in VMO and thus 
WIQI 1 JKe wWV I44 - me(b)I) d u is bounded. These facts and the 
previous estimates complete the proof. 
C. Paraproducts and Mock Toeplitz Operators 
The techniques used in the first part of this section are quite flexible and 
can be used to study many classes of operators. Sometimes additional com- 
plications arise. In Section 5 we will look at an example which needs a 
more sophisticated notion of oscillation; the analogs of the B, will be 
defined as the local oscillation about a good polynomial approximation 
rather than by (2.3). In Section 6 we will look at the double layer potential. 
In that example the dependence of the operator on the symbol is more 
complicated than the dependence of the T,, on b. Before going to those 
variations we describe two classes of operators for which these techniques 
work well and no substantial new complications arise. Because the analysis 
is so similar to that of T, we will be sketchy. 
Paraproducts. Let cp and $ be two functions on [Wd which are C” and 
have compact support and with tj having mean zero. For any function h
on Rd and t > 0 let h,(x) = t -dh(t-l~). For any function f on Rd set 
P,f=cp,*f and let Qtf=$,*J: Define the paraproduct T(b,f)= 
Tdf) = T(f) by 
(2.16) 
This operator is the primordial example of a bilinear (in b and f) operator 
which is sensitive tothe size off and the oscillation ofb. Much more about 
these operators, including their relation to products, is surveyed in [20]. 
For details ee [7]. Set 
b(x, t) = tQ,b)tx). 
Recall that for Q in A!, we denote the Carleson box above Q by & = 
Q x (0, lQ1”“). Let Q’ denote the top half of &; Q x (lQ11’“/2, IQ1 ‘ld). 
Thus aBy = lJeEs Q’ and, 
Tf(x)=[iRd+, 
dy dt 
btxv t) cp,(?;--x)f(y)t 
+ 
= QxJJRyl bk t)Xp+tx, t) cp,(y -x)fw y. (2.17) 
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Thus the kernel is given by k(x, y) = Gee B jR b(x, t) x0+(x, t) cp,( y -x) 
(dt/t). To study it we proceed as in the first part of this section. We first 
expand x0+(x, t) cp,( y -x) as a multiple Fourier series 
XQ+(XT t) cP,(Y-X) = IQ1 -’ C aQ,jhQ,j(X) kQ,j(V) sQ,j(t), (2.18) j,p+1 
where the numbers ap,j decay rapidly, la,,jl < c(m)( 1 + ljl))“’ for 
m = 0, 1, . . . . suPP(h,,j)cQ, suPP(~,,j)~(lQl”“/2, lQl”“h and suPP(ko,j) 
c KQ, where K depends on the size of the support of cp; and the functions 
I~o,~(x), k ,j( y), and ~o,~(t) are all uniformly bounded. Substitute (2.18) 
into (2.17) and estimate the t integral using the boundedness of the ~o,~(f) 
and estimate the contribution of b(x, t) using 
B, = sup Ib(x, t)l. 
8’ 
(2.19) 
After replacing the a p,j by a new set of numbers which satisfy the same 
estimates we find 
Tf=C C~Q,~BQ(S, ge,j)fe,j, 
i Q 
(2.20) 
where, for eachj, the sets {fQ,j} and {fQ,j} are NW0 with constants inde- 
pendent of j. Hence, with an appeal to Lemma 1.16, we obtain 
THEOREM 2.21. For O<p< co, if {BQ) is in lp then T is in Yp. 
Of course there is also a Lorentz version. 
Because $ has compact support and has mean zero, it is elementary to 
check that the numbers defined by (2.19) are dominated by the oscillation 
numbers osc(b, Q, 3, K) given in (2.3). Hence, if b is in AZ;; and p > d then 
T is in Yp. (To pass to p <d we need oscillation measures defined using 
higher differences and would want to suppose that $ has more vanishing 
moments.) This result, along with the converse stimates, was first obtained 
by Janson-Peetre [13] and Peng [25]. The fact that the operator T is 
bounded if and only if b is in BMO is due to Coifman and Meyer [7]. 
We should note that the paraproduct is often defined using (2.16) with 
the operators P, and Q, given P,(f)(x) = F(x, t), where F(x, t) is the har- 
monic extension off to lF$+ r and Q,f = t(a/at) PJ The arguments we 
gave must then be modified to take into account the fact that the Poisson 
kernel, which plays the role of cp, is not compactly supported. The 
modifications cause no essential difficulty and the theorem remains true. In 
the next example we see one way to work with the Poisson kernel. 
Mock Toeplitz operators. Suppose b(x) is a function defined on R; the 
58086’2-4 
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classical Toplitz operator with symbol b is a map Tb from the Hardy space 
H*(R) to itself given by 
(2.22) 
Here we are making the customary identification of the functionf(x) on Iw 
and the holomorphic extension f(z) on tw:; z = x + iy. Luecking [19] 
noted that it is natural to extend (2.22) to an integral over the R:. That 
is, for a measure dp defined on IF!: define the generalized Toeplitz operator 
with symbol 
(2.23) 
Here we are writing < in Iw: as [=l+iu]. If dp=6,=o@b(q)dq then we 
recapture (2.22). Luecking points out that operators uch as (2.23) arise 
naturally in studying the Schatten ideal behavior of certain composition 
operators and restriction operators. This connection with composition and 
restriction perators persists even after we move away from the function 
theory. That is what we now describe. 
Forf(x) defined on I& let F(x, t) be the Poisson extension off to @+ ‘. 
Thus F(x, t) = P, * f where P, is the Poisson kernel, 
P(x, t)= P,(x)=ct(1x12+ f2)p(d+1)‘2. 
For a measure dp on [WY1 we define the mock Toeplitz operator with 
symbol dp as the operator acting on L’(W) given by 
Tf(w) = T,,fW = jfRd+l F(x, t) P(x - w, t) dp(x, t). (2.24) 
+ 
If we consider the case d = 1 and restrict the operator to functions f in the 
Hardy space H2( R) then F(x, t) = f(x + it) and the only difference b tween 
(2.24) and (2.23) is the use of the Poisson kernel in place of the Cauchy 
kernel. 
For instance if dp(x, t) = m(t) dx dr then we can perform integration in
the x variable and we get 
Tf(w) = j-,= F(w, 2t) m(t) dt. 
0 
By taking Fourier transforms in the variable w and then performing 
the integration with respect o t we find that this operator is essentially a 
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multiplier operator with radial multiplier L(m)(15(/2). Here L denotes the 
Laplace transform. For instance, by taking m(t) = t’ for appropriate a we 
obtain the operators of fractional integration. 
Such T also arise when looking at restriction maps. Suppose a positive 
measure dp is given. A function f which is defined on Rd can be extended 
to rWyl as F(x, t). We can then restrict F to the support of dp. The 
composite of these operations gives a map, R, from functions on Rd to 
functions on the support of dp. To study the size of R as an operator from 
L2( W) to L*(q+ l, dp) we can look at the positive operator R*R which 
maps L2(rWd) to itself. By direct computation R*R= Td,. 
Here is another way T shows up. Suppose Y is a map from lRd into 
Rd+ ‘. We can look at the mapping Cy, of L2(Rd) to itself given by 
C:f(x) = F( Y(x)). Such composition maps have been studied extensively 
on the Hardy spaces where it is natural to assume that Y is the boundary 
value of an analytic function [36]. In this more general context there is no 
reason to suppose that Y is anything more than measurable. For instance 
Y(x) = (x, t(x)) generates a linearized Poisson maximal function. Again, to 
study the size of Clr it is natural to look at C$ C, . By direct computation, 
C$C,= Tdp with the measure dp defined on R$+’ by ,u(E) = lY”(E)l. 
To study (2.24) we first rewrite it as 
Tf =JIc,d+l ,-jRd 
f(y) P(x - y, t) dy P(x - w, t) dp(x, t). (2.25) 
+ 1 
Thus the kernel of the operator is 
&WY Y) = JJRd+, W - Y, t) W - w, t) d/4x, t) 
+ 
= 
c ss iWd+, XQ+(X, t) W- Y, t) P(x - w, 2) 44x, t). (2.26) 
QsS + 
Equation (2.26) is a continuous analog of a sum giving a NW0 representa- 
tion of the kernel of an operator. This time, rather than use multiple 
Fourier series we will use the explicit form of the Poisson kernel. To do this 
we reline the covering of W$+ ’ by cubes Q’ by dividing each cube into M 
congruent pieces where M is a large number determined by the dimension 
and described later. We continue to (ab)use the same notation for this 
modified collection of cubes. Let (x(Q), t(Q)) denote the center point of 
0’. Write PQ(u) = P(x(Q) - u, t(Q)). We continue (2.26) by 
p(x - ” ‘) ‘(;a;; t, dp(x, t) p(v  PQ( y) &(W) 
Q 
cQ12 4Q, Y, w)% lQll’*~~(~)lQll’*~~(~), (2.27) 
E 
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m Y, WI = jJQ+ 
P(x - y, q P(x - w, 2) &(x, t) 
P,(Y) P&4 I’ 
The set of function {IQ1 “*PQ} is NW0 and remains so after multiplication 
by bounded functions. The numbers I,u($‘)I/IQI will control the operator. 
To finish we need to expand c(Q, y, w) as a sum of terms ujfi( y) gj(w) 
with the f’s and g’s uniformly bounded and the ais rapidly decreasing. It
is enough to see how to do this for the base cube with x(Q) = 0, t(0) = 1. 
By direct computation we find that for that cube 
P(x-y, ')= 1 +E(t)+E(X, y) (d+'v2 
PQ( Y) L 1 l+lYl* * 
where s(t) is a function of t which is O(M- ‘) for points (x, t) in Q’ and 
E(X, y) is a function of x and y that is of size O(M-‘( 1 + I yJ)) for points 
(x, t) in 0’. Hence this term can be expanded in a power series with terms 
uj(x, t)( 1+ I y/*)-j, and, if M is large, then the uj are bounded functions 
and decay rapidly with j. The factor involving w in the integral has a 
similar expansion. After the power series are multiplied they can be 
integrated term by term. The integration is with respect o a measure of 
total variation 1 so it preserves our estimates. The resulting sum is exactly 
of the required form. 
THEOREM 2.28. For 0-cp-c ~13, if (p(&)/lQi) is in lp then T is in Yp. 
For p > 1 converse results are straightforward if,U is a positive measure 
and are false without this assumption. (The example of [19] can be easily 
modified to our context.) The converse estimates for p < 1 have not been 
studied in this case. They do hold in the function theoretic context of [ 193. 
III. CONVERSE RESULTS FOR COMMUTATORS AND REMAINDERS 
A. Commutators 
In this section we show how NW0 sequences can be used to obtain 
estimates for the symbols of YP operators. We will stay with the examples 
of Section 2 rather than trying for generality. We restrict our attention 
to Yp operators, 1< p < co. (NW0 sequences are less well suited for 
converse estimates for p < 1. We discuss that further in the final section.) 
We first obtain the fundamental estimate (1.10). If we were working with 
orthonormal sequences (eP > and (fo> and an operator T in Yp, 
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l<pcco, then (CI(TeQ,fh)lP)‘IP~IITllyp. One way to see this is to 
observe that if {A,} is lq then A =C n,(.,fo) eQ is in Yq where 
p-’ + q-l = 1. Hence AT is in the trace class, 9”. Because trace(dT)= 
c &(TeQ,fQ> We have 
The conclusion ow follows from the duality between lp and lq. 
If 1 < p < co and the {eQ} and {fQ} are only NW0 then we still know 
that A is in Yq, now with IIAllyr < c(C IAQ)‘)“‘, and thus the same argu- 
ment works. (This step fails if p = 1, q = co.) In fact, if we consider the 
Lorentz versions, lp,’ and Yp,’ with l<p<co and l<r<co, then the 
duality argument still works and the analog of (1.10) still holds. 
The general approach in using (1.10) is to select NW0 sequences {eQ} 
and {fQ} which depend on T so that the numbers I (Te,, fQ)I control a 
quantity of interest; for instance the oscillation fthe symbol of T on Q. 
The first and third examples in the Introduction had very simple structure 
and we could get the desired information with an elementary choice of 
{eQ} and {fQ>. For the Calderon commutator and related examples it is 
possible to use function theory to select {eQ} and {fQ> which lead to very 
nice formulas [28]. In more general cases the ideas are the same but we 
will get estimates instead of nice equalities. 
We study the operator T,, given by (2.1). (We consider the integral as a 
principal value integral. However, as we noted in the last section, if b has 
a bit of smoothness the integral converges absolutely.) We need a non- 
degeneracy assumption on K(x, y). Rather than try for sharp results on this 
front, we make the simplifying assumption that K(x, y) = K(x- y) for a 
function K which is smooth away from the origin, homogeneous of degree 
-d, and doesn’t vanish identically. 
Suppose now that T,, is in Y p3q, 1<pd 00, 1 dqQ co. (For any q, we 
interpret 9 m*q to be the space of bounded operators on L*(W).) The non- 
degeneracy condition on K ensures that for some sufficiently large constant 
A4 we can do the following. For each Q in 9 we can find a & in 2 with 
IQ1 = IQ1 and so that 
MIQI”d<distance(Q, ~)<M*lQl”“, (3.1) 
and 
IW-r)l >M-‘IQI-’ for x in Q, y in 100. 
Define 
JQ(x, Y) = IQI -* Mx- Y)-he(x) xma(y). 
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Just as in Lemma 2.9 we can find functions fo, j and go, j, jE Z’“, bounded 
by 1 and supported in 1OQ and lOQ, respectively, so that 
JQ(x, Y) = 1 IQI -’ ~~,jf~,j(x) ga,j(Y). (3.2) 
The 1 decay rapidly; II, jl < c(k)( 1+ 1 jl )-k, k = 0, 1, . . . . and c(k) is inde- 
pendent of Q. 
To help clarify the pattern of the analysis we consider the case n = 1 first. 
Suppose that for each Q we have a function h, of modulus at most one 
and with supp(ho) t 1OQ. Define the operator L, by 
p and q are fixed. Let {uo} be an arbitrary sequence in lp’sq’. (Here 
p-‘+p’-l=q-‘+q’-l= 1.) The operator L = 1 a, L, will be in Yp’~q’ 
with norm dominated by the lp’sq’ norm of {ao}. This follows from 
Lemma 1.16 and the fact that for fixed j the sequences { I Ql -1’2hofp, j} and 
{ IQ1 -‘/‘go, j} are NW0 with constants independent of j. 
If T, is in Yp,q then 
Itrace T,LI 6 c II T1llp,, Il~pllp~,q~. (3.3) 
Also 
(Justification f revaluating the trace of T,L, as the integral of the kernel 
over the diagonal can be obtained by considering the terms in (3.2) 
individually and then summing.) Thus we can choose the {ho) so that 
trace( T, L,) 2 clQl -’ I,, lb(x) - mm&b)1 dx. 
For the rest of this section we set b, = m,,~(b). By (3.1), a sufficiently large 
dilate of 100 will contain 1OQ and hence, using the notation (2.3), we can 
continue this estimate with 
trace( T1 L,) 2 c osc(b, lOQ, 1, K) 
with K=K(M, d). We now appeal to (3.3). 
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THEOREM 3.4. Zf 1 <p< co, 1 <q< co, and T1 is in 9’p5q then 
{OW, l@, 1, W} is in l*,q. If p > 1 and 1 < r < co then 
{osc(b, 100, r, K)} is in Zp.q (3.5) 
and we have the norm estimate 
II {osc(h l@, r, K)) IIp.q G cII T,lI,,,. 
This is the converse to the case n = 1 of Corollary 2.8. The proof is finished 
except for showing that the condition with {osc( ., ., 1, .)} implies that with 
(4 .¶ .¶ r, .)}. In the next section we take care of that, relate those condi- 
tions to the classical Besov spaces, and indicate which of the spaces contain 
nonconstant functions. 
For d> 1 the necessary and sullicient condition for T, to be in Y*, p > d, 
is due to Janson and Wolff [ 161 who also showed that if T, is in Y*, p < d, 
then b is a constant. Our addition here is the endpoint result for Y’,*. 
We now go on to the general case. 
THEOREM 3.6. A. rf T, is bounded then {osc(b, lOe, 1, K)} is a 
bounded sequence and thus b is BMO and I( b11 iMo < c(n) 11 T, II op. 
B. Suppose 1 <~<a, 1 <q<oo. Zf T, is in 9’P.q and if 
{osc(b, lot?, r, W} is in Ip,q then for any r, 1 <r< co, 
II {osc(b, lo&, r, W} Ilp.q 6 c II TAI,,,. 
(In part B we only obtain our estimate under an a priori assumption. 
Presumably that assumption can be removed, but we don’t see how.) 
We do part A first. We start with the a priori assumption that b is locally 
in L2”. Define M, by 
&f(x)=/(b(x)-b(y))“&(x, y)f(y)dy. (3.7) 
By writing (b(x) - b( y))” = C ([l)(b(x) - b,)k(bQ - b( y))“-k and using 
(3.2) we realize M, as a sum of rank operators with rapidly decaying coef- 
ficients. Thus M, is in 9” and we can estimate its norm by 
IWJI <c(n) [ IQI -I s,,,, lop lb(x) - b,(‘” dx]“2. 
Thus 
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>clQl-‘j 
1OQ u 100 
lb(t)-bQ12” dt. 
Thus b is in BMO and llbll iMO < c(n) II T,ll op. 
We now remove the a priori assumption that b is in Lg”,. Pick k and let 
Ek = {x: lb(x)1 <k}. For fixed Q and k sufficiently large IEk n lOQI/IlOQl 
> l/2 and similarly for 1OQ. For such k, change the kernel of M, by 
inserting a factor of xEk(x) xEk( y). Write b,, for the average of b over 
Ek n 100. The previous inequalities can be replaced by 
c(fWIop IQI -’ jEkn~loQuloa~ Ib(x)-bp,A2n dx]1’2 
2 IQI-’ jE 
!i 
n,oe jEknlon IW-Kd12”dxd~ 
2 IQI? jEknrloauloa, IW-b,A2”dt. 
Letting k go to infinity gives the desired result. 
We now go to B. Suppose T, is in Y’p*q for 1~ p< co, 1 <q< co, and 
(3.5) holds. We will see in the next section that different choices of r in (3.5) 
give equivalent Ipvq norms. We will work with r = 2n and r = 3n. 
Set R,= [IQl-’ f loa v lop lb(x) - b,l 3n dx] 1/3 and define the operator 
NQ by 
NQf(x)= j&? VW-b(WJ,(x, Y).~(Y)~Y 
(and N, E 0 if R, is zero). Arguing as in the previous section-using the 
binomial theorem, the splitting ofJ, given by (3.2), the fact that the nor- 
malized ~o’s are NWO-we find that if {ao} is in Ip’,q’ then N = C aeNp 
is Yp’,q’ and llNl/ <c II (ao)ll. Thus 
c II Tnllp,q II {+I IIpf.q, 2 Itrace T,NI 
~~QIQI-~ jloQ jloQ Ro’ lb(x)-b(y)12”dxdy. 
9. 
SINGULAR VALUE ESTIMATES 265 
Here .?!* consists of those Q for which R, # 0. Set 
S, = IQI -’ jloQu ,oB lb(t) - b,12” df]‘“. 
Thus the previous computations give 
By Jensen’s inequality, S, < CR,. The fact that different choices of r in 
(3.2) give equivalent norms ensures 
II~~,~II,.,~~ll~~~~ll,,,~ (3.9) 
Fix a small E. Set ro = S, if S, > ER, and So = 0 otherwise. By (3.8) 
1 IQI ~~Qal~“llp,q Il{~,>ll,~,,~. 
J* 
We have this for all {ao} in 1 p’*4’, hence, by duality, we have 
ll{~~)~lp,,~~-‘~ll~“ll. 
However, from (3.9) and the fact that for each Q, S, < Sb + cRQ, it follows 
that ll~~~>llp,~~~~‘-~~Il(~,~Ilp,, where c is the constant from (3.9). 
Thus, since E ‘is mall, we conclude that for a new constant c, 
as required. 
B. Remainders 
II {R,) 1lp.q 6 c II ~nll, 
We now consider the operators R, defined in Section 2B and obtain a 
converse to Theorem 2.15. As before, we make an a priori assumption. 
THEOREM 3.10. Suppose 1 -c p < 00 and 1 <q < 00. We assume, a priori, 
that {CQ) = osc(b, lOQ, s, K) 1 . IS in I’ for some finite r, s and that b has 
small BMO norm. If R, is in 9’Pplngq then { cp } is in lp*q and the natural norm 
estimate hofds. 
We first suppose that n = 1 and that we know that {co > is in lp*q. In this 
case we write 
R,=T,+R2. (3.11) 
If we know that {co} is in I p.q then, by the proof of Theorem 2.15, I(Rlllp,q 
266 ROCHBERGANDSEMMES 
is dominated by cIPIIBMO II(~Q)llp,4. By B of the previous theorem, this is 
dominated by ~llbll~~~II7’ill~,~. Thus, if 116() is small, then ll&II is 
dominated by IIT,ll,,,/2. Hence, by (3.11), llR,l/p,4 E IIT,II,,,. By part B of 
the previous theorem, that gives the required conclusion. 
If we don’t start with the assumption that {co} is in Ip.y then we get it 
by a bootstrap argument starting with the fact that {co) is in I’ for some 
large r. If {co} is in 1’ then, by Theorem 2.15, R, is in Yrpri2. By assumption 
R, is in Yp,q. Hence, by (3.1 l), T1 is in Y”* + Yp*q. If r/2 > p then we 
have T1 in Yprj2 and we can ,appeal to B of the previous theorem to 
conclude that {co} is in I’/*. Repeated application of this argument will get 
us the point where r/2” < p. At that point we use (3.11) to conclude that 
T, is in Yp.q and then, by the previous theorem that {co} is in lpvq. Once 
we know that, we can use the argument of the previous paragraph. 
The argument for general n follows the same pattern using, instead of 
(3.11), R,=T,,+R,+l. In this case the bootstrap argument only goes from 
1’ to lmi(“+‘), but that’s good enough. 
IV. A TECHNICAL POINT 
PROPOSITION 4.1. Let f in Li,,(W’) be given. Suppose O< p< co, 
O<q<m, K>2. For Q in Z? setfKe=lKQl-‘j,,f(y)dy andset 
1 
‘lr 
If(xkfKel’dx . 
The following are equivalent: 
(a) For every r, 1 <r < cc, {R,} is in lp,q. 
(b) For r = 1, {R,} is in lpsq. 
(c) There is a C’function F(x, t) on [WY1 with lim,,, F(x, t)= f(x) 
a.e. and so that F* defined by 
F*(x, t) = sup{ v \VF(u, v)l : (u, v) E rWy ‘, Ix - UJ < t, t/2 < v < t} 
is in Lp.q( BB$+ ‘, t --(d+ ‘) dx dt). 
Before going on to the proof we make some comments. Much of this is 
well known. For instance closely related results are in Sections 9 and 12 of 
[27]. One reason for proving it here is to show that the equivalences hold 
independently of whether or not the spaces of functions being described 
collapse to the constants. We want the full Lorentz scale because we are 
especially interested inthe case (p, q) = (d, co ) which arises as the endpoint 
result corresponding to the (p, p), p > d, results of Janson and Wolff. 
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If (b) holds for some (p, q) with p < d or p = d and q < ix) then f must 
be constant. To see this suppose we have a nonconstant f for which (b) 
holds. The hypotheses still hold if we convolve f with a smooth bump, 
hence we can suppose f is smooth. If f isn’t constant then there must be a 
point x0 where Vf doesn’t vanish. For small cubes near that point one can 
easily get a lower bound for the numbers R,; R, 2 cq(Q) IVf(xJ. (Recall 
the notation of the Introduction; q(Q) is the length of the sides of Q.) 
Thus, for all small 1, the number of Q in 9 with R, 2 I is at least CA-~. 
Since this {Rp} is in lpsq we must have p > d or p = d and q = co. Similar 
considerations show that if  is smooth and compactly supported then it is 
in Id,“. 
Thus we have three cases. If p > d, the space of functions described by the 
proposition coincides with the classical Besov space which are defined, for 
instance, by the requirement that, for F the Poisson extension of f, 
t(VF(x, t)j be in Lp-q(lL!~‘, tdCd+‘)dx dt). A second case is is p <d or 
p = d and q finite. In that case the space of functions consists of the 
constants. In the final case, let X be the space of functions which satisfy 
the conditions of the proposition for p = d, q = cc. The formulation in (c) 
of the proposition doesn’t match the definition of the classical Besov 
space because for p = d the Besov spaces must be defined using second 
derivatives. In fact, it is possible to show that the Besov space with indices 
(p, q) = (d, d) is strictly contained in X and that X is strictly contained in 
the Besov space with indices (d, cc). This is given in [33]. 
In Section 2 we didn’t work with the numbers {R,}, we worked with the 
numbers { osc(b, ., ., .)} which use the mean value over a subcube rather 
than over the full cube. This distinction isnot important. 
LEMMA 4.2. For a cube Q in [Wd; r, l<r<cc; andc, O<c<l, anda 
subset E of Q with IEl = c IQ] ; and f in L’(Q) set 
Then the ratio S(E)/S(Q) is bounded above and below by constants which 
only depend on d, r, and c. 
We omit the elementary proof. 
We now return to the proposition. Clearly (a) implies (b). That (b) 
implies (c) is easy. First note that 
~lF*ll~.s~~-(d+~)dxdt~‘II(~~p{F*(x, t,:xEQ, t/q(Q)E(l/Z 1)}}ll,p,,. (4.3) 
The reason is that the trcd+ ‘) dx dt measure of the box Q x [q(Q)/2, q(Q)] 
is comparable to 1 and that on that box F* behaves as if it were constant. 
268 ROCHESERG AND SEMMES 
Pick a smooth function cp supported in [ - l/2, 1/21d and with f cp = 1. Let 
q,(x) = tpdp(x/t) and set F(x, t) = (f* q,)(x). For Q in 9 and t which 
satisfies q(Q)/2< t<?(Q), one easily checks that F*(x, t) <CR, (R, 
defined with r = 1). This is because VF is not affected if you add a constant 
tof: This estimate, combined with (4.3), gives (c). 
The nontrivial estimate is to show that we can go from (c) to (a). Pick 
and fix r. We first show how the R, computed using r are controlled by 
F*. We will then show that the c&rtrolhng process satisfies 
estimates. Let C(Q) be the center of Q. 
1 
l/r 
1 
Ilr 
If(x) - F(C(Q), dQ,,lr dx 
G c xs,u,pe If’(x, r(Q), - F(C(Q), q(Q))1 " 
good Lpsq 
(4.4) 
The first erm in (4.4) is dominated by 
c sup{?(Q) IVFk v(Q),1 :x E KQ>. 
Thus, by (4.3), we get 1 P.4 control of the first erm from the Lpgq control 
of F*. 
The second term in (4.4) is at most 
~[~Jx,[~~~u,lF*(x,Z’)]Idx]l-’ 
=[&~KQ[~~!~ (log2v(Q)-j+ 1JM2 
x (log,?(Q) - j+ 1)2F*(x, 2’) r dx 1 1 
l/r 
. 
By Jensen’s inequality we may continue with 
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1 [--I 
lam(Q) 
” I’QI KQj=-, 1 (log, v(Q)-j+ W2 
1 
llr 
x [(log&Q)-j+ l)‘F*(x, 2’)]‘dx 
= --&;$“, jKQ (log,?(Q)-j+ 1)2’-2F*(~, 2’)‘dx]l;‘. 
I 
For each Q in 2 let so= {REP?: IRl<lQl and RnlOQ#@}. We 
continue with 
<c IQl-’ 
> 
2r-2 sup F*(x, q(R))‘dx l”. 
XER 1 
Thus, to finish the proof it is enough to show that the operator M, defined 
on the sequence a = {a, } by 
M,(a)(Q)= IQI-’ c IA 1% - 
RElQ ( 
v(Q) + 1 2r-2 
v(R) > 
is a bounded map of IPsq to itself 0 < p < co, 0 < q < 0. By 
is enough to establish I* boundedness. 
iaRl 
interpolation it
For r = 1 this is the map described in (1.7) and, as noted there, the boun- 
dedness result (for d= 1) is Lemma 4.3 of [32]. (aQ here is 2-qp(D,,) 
there. Q xCrl(QY2, v(Q)1 here is D,,, with 2-q = r(Q).) That proof can be 
extended to general r and d. Here we indicate a slightly different approach. 
As in [32], the case p = 1 reduces easily to changing the order of the sum. 
When p < 1 we argue similarly using also (C orj)P < C a,!. For p > 1 we can 
use the Shur test for boundedness (e.g., Lemma 3.2 of [29]) and check that 
if aQ = I Ql’ for 0 < E < d then Ma < ca. This is checked using the geometric 
observations that for fixed Q in 2 the number of cubes R’ of JJ of fixed size 
IRI and with R’ c 2KQ is at most c IQj/IRI, and, alternatively, if R is fixed 
then the number of cubes Q’ in 9 of given size IQ1 such that R’ c 2KQ is 
at most c. 
V. HIGHER COMMUTATORS WITH THE HILBERT TRANSFORM p<l 
The analysis in Section 2 gave sharp Yp estimates for T, in the range 
p > 1. We saw in Sections 3 and 4 that for d > 1, T, is not in 9“ unless T, 
vanishes identically. (There was no restriction mentioned in Theorem 3.6. 
The point is, as noted in Section 4, that the conclusion which we draw 
about the oscillation numbers allows us to conclude b is constant.) 
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However, when d= 1 things are different. For K(x, y) = (x - y))‘, T, is 
essentially a direct sum of two Hankel operators and is in Yp, p < 1, if b 
is in the Besov space nfj,” which is defined by 
w2 (ykVkPblpy-2dxdy<co 
+ 
Here Pb denotes the Poisson extension of b from R to R:, and k must 
satisfy k > l/p. (Other than that, as is well known, the condition is inde- 
pendent of k.) The results for T, are an immediate consequence of the fact 
that every function in nfi,” can be written as a sum of suitably normalized 
rational functions with coefficients in Zp [30]. In [32] that approach is 
extended to deal with the operator T2. Although complete results were 
obtained for T,, the approach was awkward and the general pattern for T,, 
was not clear. 
In this section we first show how to extend the methods of Section 2 for 
use with k(x, y) = (x- y)-’ and b(x) in /If;: with p< 1. New complica- 
tions would be expected since the results of Section 2 do not extend to 
p < 1 for the choice k(x, y) = Ix- yJ -’ [33]. We will use a definition f 
local oscillation that is more subtle than the oscillation numbers (2.3); we 
will look at the local oscillation fb about a polynomial approximation. 
The expansion of T, in a series imilar to (2.6) but using these more relined 
oscillation numbers produces new complications. The resulting expansion 
for T, is less elegant han the one used in [32] but has the advantage that 
it can be adapted to give results for T,, for all n, n 2 1. 
The measures of oscillation we will use are 
1 
w 
osc(b, Q, r, K, L) = inf lb(x)- P(x)l’dx . (5.1) 
degP<L 
Here Q is in 9, r 2 1, L > 0, K 2 1, and P is a polynomial of degree at most 
L. The parameter K is a minor technical one and should be thought of as 
fixed at, say, 20. If we want to show that b in /‘f;i mplies T, in Y4 then 
L and r must be adjusted as functions of p, q, and n. When L =0 
then, using Lemma 4.2, this quantity is comparable to the quantities 
osc(b, Q, r, K) introduced in (2.3). The difference b tween this section and 
Section 2 is that we cannot get by with L = 0. 
We will generally write 
D, = osc(b, Q, r, K, L) 
and suppress other variables. The choice of r, K, and L will be made during 
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the proof. We will use the notation P, to denote any choice of polynomial 
for which equality almost holds in (5.1). Thus 
osc(b, Q, r, K, L) 2 
For L = 0, we write 6, instead of P, and will use the canonical choice 
b(x) dx. 
Before going on we should note that if b is in (If;:, L > l/p, and 
1 <r < co, then (osc(b, Q, r, K, L)} is in Ip. This can be proved by adapt- 
ing the proof in Section 4, or, in the case of primary interest here, p < 1, by 
using the decomposition theorem for functions in A@’ given in [30]. 
Consider T,, given by (2.1) with d= 1 and with the kernel K(x, y) the 
Hilbert kernel; K(x, v) = (x - u)-‘. First, look at what happens we follow 
the analysis of Section 2. Recall the notation of Section 2; we let 9 be the 
dyadic cubes in [w2 which form a Whitney cover of [w2\d where d denotes 
the diagonal. For Q in 9 write Q = Q1 x Q2 and the Q1 are in 9, the set 
of dyadic cubes in R. We can write the kernel of T, as 
; (b(x) - pQ(x))(x - Y) -‘XQtX, Y) 
-; (b(y)-P,(y))(x-y)~*X,(x, Y) 
+ c cpQtx) - PQ( Y))tx - Y) -kQtx, Y)* 
I 
(5.2) 
The first and second sums in (5.2) can be treated as in Section 2; however 
the third sum cannot. (If we could work with L =0 then the third sum 
would vanish.) The problem is that (PQ(x) - P,(y)) is controlled by the 
quantities {osc(b, Q’, r, K, 0)) but is not controlled by the (De}. 
However, in some ways (PQ(x)- PQ(y))(x- y))’ is better than 
(b(x) - b(y))(x - y))‘. For instance it is smooth across the diagonal. 
(Here is the crucial use of the particular choice k(x, y) = (x - y))‘.) Also, 
writing R+ for the cube in 9 that is the parent of R in the dyadic subdivi- 
sion of Iw, and denoting by PR and P,+ polynomials that give approximate 
equality in the definitions ofosc(b, R, r, K, L) and osc(b, R+, r, K, L), then 
P, - PR+ will be controlled by terms like osc(b, R+, r, K, L) and we’ll be 
back in business. Hence our new program will be to, in effect, do a summa- 
tion by parts to replace terms like P, with terms of the sort P, - P,+ . This 
will force us to work with cubes in Iw2 that have a substantial intersection 
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with the diagonal. but that will suffice. To do all this, we must first adjust 
the formalism. In particular we introduce a partition of unity to localize the 
effects of b. 
As in the Introduction we describe the Q in 9 as Q = [2Ba, 2O(a + l)] for 
a, /I in E. Let K(X) be a C” function supported on [-l/3,4/3] such that 
C,“= loo K(X - a) = 1. Set K&X) = IC,,~ (x) = K(~-~x - a). Hence, for any /I, 
C, kg,,= 1. Define P, = P,, to be polynomials such that equality is 
attained within a factor of two in the definition fosc(b, Q, r, K, L) in (5.1). 
Set 
b,(x) = c Pa&) ~,,dx). 
a 
(5.3) 
Thus b, approximates b at the scale 28. Let q(x) be a C” function with 
0 < cp < 1, cp = 1, on [ - 1, l] and supp cp c [ -2,2]. Set cps(x) = ~p(2-~x). 
Define Kp by 
K&G Y)= t-(b(x)-b,(x))- (b(y)-b,bMx- Y)-+P~(x- Y). (5.4) 
Clearly K, + 0 a.e. as /I -+ -cc. If b is VMO, the closure of CF in BMO, 
then, as /?--f co, we have Kp -+ (b(x) - b( y))(x - y))‘. To see that we first 
note that the space of polynomials of degree at most L on the unit interval 
is a finite dimensional vector space, hence any two norms agree. In 
particular the L’ norm controls the L” norm. By translation a d dilation 
we find that for any Q, supo I PI < c(L) 1 Ql~ ‘Se I PI. Thus 
sup I&(x) - b,l 
KQ 
IPQtx) - b,l dx 
1 
IP&)-b(X)1 dx+cm s lb(x) - b,l dx KQ 
< c[osc(b, Q, 1, K, L) + osc(b, Q, 1, K 011 
<c osc(b, Q, 1, K, 0). 
The last inequality results because osc(, ....) is certainly monotone in L. 
Using this estimate twice we find 
SUP IPQ(x) - PQ( y)j <C osc(b, Q, 1, K, 0). (5.5) 
x,yeKQ 
If b is in VMO then osc(b, Q, 1, K, 0) tends to zero as Q “tends to infinity.” 
That is, for any positive E there is a finite subset of 9 such that 
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osc(b, Q, 1, K, 0) GE off that finite set. This fact, combined with (5.5) gives 
the required convergence. 
We can now write the kernel of T, as 
@X)-b(Y) 
X-Y 
=,=$ (b(x)-b,(x))(x-Y)-l((PB(X-Y)-‘PB-1(X-Y)) 
m 
-,=z (b(Y)-b,(Y))(x-Y)-‘(cp,(x-Y)-cps-l(x-Y)) 
m 
+flE- C(b,(X)-b,-,(X))-(6,(Y)-b,-,(Y))l 
cc 
x(x-Y)-‘4+1+YY) 
=A,(& y)+A,(x, y)+A,(x, Y). (5.6) 
The Ai are analogs of the sums in (5.2) but with the added advantage that 
each sum has some “summation by parts” in it and can be handled by the 
techniques of Section 2. To do that we now do bookkeeping concerning 
supports of functions, use Lemma 2.9, and develop estimates in terms of 
the {Do}. 
Using our partition of unity and (5.3) we write 
A,(x, Y) =c c (b(x) - Pa&)) K.&)(x- VI-’ 
~(~p(x-Y)-‘pg-I(x-Y)). (5.7) 
By construction supp(cps(x- y)---(ps-r(x- y))c {28-’ G Ix- y( <Zp+‘}. 
Thus (x- y))‘((p&x- y)--(pp-,(x-y)) is smooth and we can apply 
Lemma 2.9 to write 
=C 1,B,j2-Bf,,B,j(x)gcr,8,j(Y), 
where suPP fa,p,jC KQ, suPP g=,p,jC KQ, IIfa,p,jII m Q 1, II ga,b,ill m G 1, and 
IA, B jl < c(k)(l + ljl )-k for each k > 0. Thus setting . 1 
F~,j=2-B’2D,1(b(x)-P,,,(x))f~.~,j(X) 
580/86/Z-5 
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with D, defined with r = 3 and K= 10 and setting G,,j= 2-8/2g,B,j( y)
then we have 
(5.8) 
and Il~Q,j1/362p8'6 and llGQ,j/l,<2-8’2. Thus, for each j, {Fo,j} and 
{ GQ,j} are NW0 and the constants that don’t depend onj. 
A,(x, y) is treated similarly and we now move on to A,(x, y). 
Let xa,B be the characteristic function of Q = [24x, 2p(a + l)]. We write 
Since b,=C, Pr,P~y,P we have bp-P,p=Cy (Pr,~-Pa,~)~y,~ and hence 
A,,,(.% Y) = 11 c ( CWr,fi- P&J %/?)b-) - ((PY.S -Pd %d(y)l 
B m Y 
x x,&)(x- YePp,- 1(x- Y)). 
Because of the conditions of the supports of the qps and the IC+ the 
summation in y is from tl- 2 to a + 2. Again comparing two norms on a 
finite dimensional vector space we find that for y in this range 
1 
sup IP&) - P,&)I G c- 
xs6Q 
,bQl I 6Q Ip,,dx) - p,jh)l dx 
< C(DQ + De,). (5.10) 
Here the cubes Q = [2%, 28(a + l)] = Qtl., and Q’ = Qy,a. The numbers D, 
and D,, are computed here with K= 20. 
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Define Pa,i,B= Pa+i,B- P,, SO that 
~,,lb~ Y) = c c i 1 CP,,i&) h+i,/kd - L,p(Y) ~,+i,/hN 
j3 a i=-2 
xx,,B(x)(x-Y)-l’pB~l(x--Y)} 
=i=i2TF Cp~,i,~(x)-p~,i,~(Y)l 
Ic,+i,8(X)Xa,B(X)(X--)~‘(PB-1(X--) 
To control A,,, we look at H(x, y)= [P,,i,8(X)-P,,i,s(y)](X-y)-‘. His 
a polynomial in x and y of degree at most L. The coefficients of the Taylor 
expansion of H about (x, y) = (28cz, 2Ocr) are controlled by the coefficients 
of the Taylor expansion of P,Jx) about the point x = 2’?a. Those coef- 
ficients are controlled by the supremum of P,,i,b(X) over 5Q. However, 
P,+s(x) is dominated by a sum of differences of the type estimated in 
(5.10). When these estimates are combined we find, writing D,,, for Dpm,B, 
ff(& y)G 1 (D~,B+Dz+i,S)u,,B,k,j2-Bk(X-28a)k2-B’(y-228u)i. 
k,j>O 
k+j<L 
with all the a’s dominated by some large C. We now apply Lemma 2.9 to 
Iccf+i,/?tx) cP&I(x-Y), combine i, j, and k onto one new index r, set 
and obtain the usual thing; 
where r runs through a finite set, the I’s decay faster than any power of 
(1 + ljl)-‘, supp FQ,j,,, and supp GQ,j,,, are both contained in 2OQ, and 
llFo,J, and IIGo,j,.II m are both dominated by clQ[ -‘I’. Thus the sets 
{Fo,j,p}Q and (Go,,,}, are both NW0 with constants independent ofj, r, 
and (of course) b. 
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The term A3i2 is a bit easier. We apply Lemma 2.9 to 
CK a+i,BtXIeK .+i.S(U)l(x-Y)-‘~p~I(x-Y) 
and then multiply by D$ ~ ‘P .,i,s(y) toget an expansion of the form (5.11) 
for A,,,(x, y) with the same type of estimates. 
We must now deal with A,,,. This is essentially the same as A,, i but 
slightly more awkward. We start by writing 
A,,,(-? Y) = -c c c [((PI/J- 1 -Pa?) %!- 1)(x) 
- thy, 1 - P*,B) Q?)(Y)1 x&)(x- Jv(Ps- Lb - Y)). 
We now proceed as before but the conditions on the supports of the rc’s, 
x’s, and cp’s imply that the sum in y goes from u/2 - 4 to a/2 + 4. We then 
proceed as before and get the same type of NW0 expansion. In doing this 
we make use of the fact that D, < CD,+. (Recall that Q+ is the dyadic 
parent of Q.) 
Our final conclusion is the following. 
THEOREM 5.12. Let b in VMO(R) be gioen. Then 
Here 02; = D$,b = ct= pz DE + i,b with the D’s defined by (5.1) with K = 20 
and r = 3, r runs through a finite set, j runs through Z, )A,,,1 <
c(m)( 1 + I jl ) --m for all m 3 0, supp(FQ, j,,) and supp( G, j,,) are contained in 
20 Q, IIFe,i,,l13 <clQl -1’6, and I(Ge,j,,Il~d~lQ(-“~. In particular, the F’S 
and G’s are NW0 with constants independent of j and r. 
Thus, if we know that C DelQl 6,,,, is a Carleson measure in W: and 
if f is in L* then 
T,f =C C 1 ~,,j,,D~F~,j,,(x)(f, G ,r) 
rQi 
and we have no problems with convergence. In this case we can deduce 
estimates on the singular values of T, in terms of the D*. In particular 
II i-1 II S-P N< C(L, p)(C ID,1 P)l’P for 0 c p < co. 
Although this decomposition for T, is less elegant han the one in [32], 
it can be used directly to give results for T,. (The techniques of [32] 
became rather awkward for n = 2 and seemed unpromising for higher n.) 
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Using the notation of (2.3) set 
&n = f osc(b, Q, 15n, 20)“. 
Set b(Q) = 1/12OQl jzoQ b(x) dx. Using (5.13) we have 
FQ,j,r,m(X) = 5 (b(X) - b(Q)Y(BQ,n- 1 )-“‘“FQ,j,,(X) 
and 
GQ,j,r,nz(Y) 
=(nm;vml! (b(x)-b(Q))“-‘-“(BQ,,-~)-‘“-‘-““”GQ,j,~(Y). 
Using the fact that 2$=(3-l + 15-l)-’ we find 
G (8Q,n-1) -m’n IIFQ,~,,II~ 
I/ . 
f (b(x) - ~(Q))%oQ 
I/ 15 
This last step is verified the same way that (2.12) was. A similar inequality 
holds for the G’s with m replaced by n - 1 -m. Combining m and k into 
a single index finishes the proof. 
THEOREM 5.14. Suppose b is in VMO. Then 
(b(x) -b(y))” 
X-Y 
=C”CCC’Q,j.~PQ,n-,DZ;F~,j,.(X)GQ,j,r(~). (5.15) 
rQi 
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Here C is a constant and the D’S and I’S are as in the previous theorem and 
the F’s and G’s are NW0 with constants independent of j and r and n. 
COROLLARY 5.16. If C (/30,n-, DZ;)” < co then T,, is in Yp. 
If b is in A:;,“, 0 <q< co, then C (0:)” and C (/Io,n-l)“‘“-” are finite 
for r > q and r > 1. Thus, for q 2 1, if b is in /‘y;z then T,, is in Yq”‘. For 
q < 1 we have that T,, is in Yh+’ for h = (q/( 1 + (n - 1)q)) and positive E. 
It would be interesting to know what the optimal results of this sort are. 
For instance, we don’t know if the index h is sharp. 
As in Section 2 we could now also draw conclusions for the remainders 
Rn. 
VI. THE DOUBLE LAYER POTENTIAL 
Let A be a function from Rd to R which is Lipschitz of order one. A and 
d > 2 will be fixed throughout this section. We want to consider the double 
layer potential operator associated to A. That is, we will look at the 
operator T given by 
The boundedness of this operator on L2(Wd) is a consequence of the 
theorem of Coifman, McIntosh, and Meyer on the boundedness of the 
Cauchy integral on all Lipschitz graphs. For more about this operator see 
the survey [17] and the references given there. 
In this section we will give results for this operator which are analogous 
to the results we obtained in Sections 2 and 3 for commutators. VA plays 
a role similar to the function b in the earlier sections. The main contrast is 
that the rype of nonlinear dependence of the operator T on the symbol A 
is a bit different from that in the previous sections. 
As in Section 2, let 9 = { Qi} be a dyadic Whitney decomposition of the 
complement of the diagonal in IRON. For Q in 9, write Q = Q1 x Q’ where 
Qi are in 9, the collection f dyadic cubes in KY? For Q in 9 we set 
We write q = qa for the center of Q. 
There are constants C and C’ which depend only on the dimension so 
that for all (x, y) in Q, 
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We pick and fix a truncating function F. For a, b in KY’, c, d in R, let 
F(a, b, c, d) be a C” function with compact support such that 
whenever la--b12+Ic-d122Cd and Ial, lbl, ICI, Idl<M. If A4 is large 
enough then, for (x, y) in Q, setting a = IQ1 -1/2d(~- q), b = 
IQI-1’2d(y-q), c= lQl-1’2d(A(x)-A(q)), d= lQl-1’2d(A(y)-A(q)) we 
have 
We now use multiple Fourier series to split F. 
F(u, by C, d) = 1 ejaj(a) p,(b) yj(C) Jj(d), 
where j runs through E + , the functions aj, flj, yj, and Sj all have L” norm 
at most one, and the coefficients ej decay more rapidly than any power of 
j. Thus for (x, y) off the diagonal 
and 
Thus SUPP(fQ,j) c Q’, s”PP(gQ, j) C Q2, IIfQ,jII 00 6 1, and II gQ, j II m G 1. 
Thus, writing ue(x)=A(x)-A(q)-VAQ.(x-q) and uz(y)=VA(y)- 
(VA), we get 
A(x)-A(y)-VA(y).(x-y) 
[lx-#+ IA(x)-A(y)l*-fd+‘)‘* 
=~~ejlQl- (d+ ‘)‘2d[aQ(x) - a,( y) + a$( v) ’ (x - q) 
-'~(y).(y-q)IfQ,j(X)gQ,j(y). (6.2) 
Pick K so large that lOQ* c KQ’, and set 
1 
I 
‘13 
A’= IKQ’I IVA(X)-vi4,13 dX . (6.3) 
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It is straightforward tocheck that, writing K* = K/2, 
1 1 
113 
IKQ’I 1 IQ1 -“2daQ(x)13 dx <cAQ. 
Using that, (6.2), and the usual arguments we get that 
A(x)-A(Y)-VA(Y).(X-Y) 
= i 1 C ejAQFQ,j(x) Gp,j(Yh [lx-Yl*+ IA(x)-A(Y)121’d+1)‘2 k=l j Q 
where supp(Fi,o,k) c Q’, supp(G,,J c Q2, IIFi,~,kll3 i CIQ’I p1’6, and 
IIG,a,J3~clQ21- . iI6Here the index k = 1,2,3,4 corresponds to the four 
terms aQb), aQ(~), 4j(v).(x-q), and a$(~).(y-q). 
As in Section 2, we reorganize the sum. For each dyadic cube R in 9, 
that is, R c R”, let Q’,,,, I= 0, 1, . . . . be the cubes in 9 such that R x Q’,,, is 
in 9. As before, there is an upper bound, M, depending only on dimension, 
on how high 1 will go. Also, for large K we are sure that every Q’,,, satisfies 
lOQ’R,I c KR. We can rewrite the index set in terms of dyadic cubes (again 
called) Q, but now in 9, and a new index I. The indices k and 1 both range 
over finite sets. We combine them both into a new index m. The result is 
THEOREM 6.4. 
where A, is given by (6.3) (with Q’ now Q), m ranges over a finite set, the 
ej decay faster than any power of j, supp(Fo, j,,,) c KQ, supp(Go, j,m) c KQ, 
lI~~,~.mll~~~lQl~1’6~ and II G,,, II 36 c I QI - 1’6. In particular, the sets 
{ Fe,j,m}e and {G,,,,), are NW0 with constants independent of j and m. 
As always, we conclude that if {A,} satisfies the usual Carleson measure 
condition then the operator T given by (6.1) can be written as 
Tf=C C CejA~FQ.j,m<f, G,,m), 
m J’ Q 
and both the sum and the integral converge. This allows estimation of the 
singular values of T as in Section 1. 
COROLLARY 6.5. For 0 < p c co, 1 <q < co, if {A,} is in Ip*q then T is 
in Yp*q. 
As before, this is vacuous if p < d or if p = d and q < co. Also as before, 
the cases of greatest interest are p = q > d and the endpoint result p = d, 
q=aI. 
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With the standing assumption that A is Lipschitz, the methods of 
Section 3 can be easily adapted to give the converse of the corollary. 
For each Q in 9 let Q* be an element of 9 with 1 Ql = IQ*1 and so that 
loo0 2d< IQ\-““dist(Q, Q*)< C. 
Define J, by 
JQ(x, Y)= IQI - (2d+1)‘d(IX- yj* + IA(x)-A(y)12)-(d+1)‘2X10Q(X) XQ * (y).
For each Q we will also need a function h, supported on lOQ, with 
llhell o.< 1, and with other properties to be described shortly. Let L, be the 
operator defined by 
LQfW = j hQ(X) JQk Y) f( Y) dY* 
If 1 < p < co and 14 q < cc then the same is true of the conjugate indices 
p’ and q’. Assuming (ae} is in Ip’*q’ we have that L = C a, L, is in YP’,q’ 
with norm dominated by c II {ao} II. Here c depends on A only through the 
Lipschitz constant of A. If T is in Y’p*q then TL is in 9’ and thus 
However, 
ITrace TLI GcllTII II{aQ>Il. 
Trace TL, = 
I s (A(x)-A(y)-VA(y).x+VA(y).y) 1OQ Q* 
X~Q(X) IQI - W+ lWdx dy. 
Doing the y integration and choosing h, appropriately we find, for some 
ap in Rd and b in R, 
ITrace TL,I >~lQl-(“+~)‘” 
I IA(x) - aQ .x-b,1 dx. lw2 
Combining these facts and appealing to duality we conclude 
IQl-““IA(X)-aQ.x-bQl dx (6.6) 
To go from (6.6) to the conclusion that {A,} is in ipsq we use the 
results of Section 4. Let cp be a C” function supported in [ - 1, 11” with 
s cp = 1. Define A(x, t) = cp, * A(x), where p,(x) = t-dq(t-‘~). Let 
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F(x, t) = VA(x, t). Using the notation of Proposition (4.1), if x is in Q and 
4< tlQl-““< 1, then 
1 
F*(x,t)GCm I log IQl-l'dI~(x)-ag.x-~b,l dx. 
This is because VF=V*A(x, t) doesn’t change if an affine function is added 
to A. Combining (6.6) with Proposition 4.1 completes the proof of the 
following converse estimate. 
COROLLARY 6.7. Forl<p<oO,l<q<co,ifTisinYP~qthen{A,}is 
in lack. 
In particular, ifp < d or if p = d and q < co, then VA is constant and, 
this, A is afline. 
VII. PROLEC~MENA TO A GENERAL THEORY 
In the previous sections we saw that NW0 sequences are useful in 
analysis of various natural operators in harmonic analysis. Now we move 
away from consideration fspecific operators and make some general com- 
ments on expansion of operators with respect o NW0 sequences. 
Our intention is to explore the shape of a possible general theory. For 
simplicity we will only deal in a priori estimates and will not strive for 
sharp results in the various indices that arise. We also present a number of 
questions. 
A. Symbols and Symbol Maps 
Let {eo> and {fo} be fixed NW0 sequences. For each Q we denote by 
T, the operator on L2(Rd) given by TQ(f) = (f, ee) fo. Given a function 
{po> defined on 3? we can construct he operator &(p)=C pLaT,. In the 
other direction, given a linear operator T which acts on L2(Rd) we can 
define a function on 9 by W(T), = ( Te,, fo). In Section 1 we presented 
some of the mapping properties of d and a’. We saw that 
and 
d : l* + Sp p boundedly, o<p<oo, (7.1) 
98 : Y * + I* boundedly, l<p<m (7.2) 
(Note the different ranges of indices.) 
This pair of maps, one from functions to operators and the other from 
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operators to functions, is strongly analogous to a pair of maps introduced 
by Berezin [3] in the study of generalized Topelitz operators. In his 
terminology they are the covariant and contravariant symbol map. 
Simon [38] suggest the more mnemonic terminology of lower and upper 
symbol: {pe} is the upper symbol, by (7.1), (po} estimates operators from 
above; a(T) is the lower symbol, by (7.2) it estimates operators from 
below. 
One of the general themes in the Berezin symbol calculus is that the size 
of the operator should be accurately reflected by the size of the symbol. 
(7.1) and (7.2) are results of that sort. The analogy with the Berezin 
calculus leads to a number of questions. For instance, is it true, under 
appropriate hypothesis, that there are estimates relating C exp&) and 
Trace(edCP) ) and estimates between Trace(er) and C exp(a(T))? For the 
Berezin symbols the estimates are due to Berezin and Lieb [38]. More 
information of these topics is in [38, 3, 111. These ideas are used to study 
generalized Hankel and Toeplitz operators in [ 11, 14,4]. 
From (7.1) and (7.2) we find 
P&Y : 1 p - I p boundedly, l<p<co, (7.3) 
and 
dg : Yp --t Yp boundedly, l<p<m. (7.4) 
(In fact, (7.3) is not hard to establish directly. The problem can be 
linearized by pairing with an 1 p’ sequence. The sum which must be 
estimated splits naturally into two parts. The first is controlled by the 
averaging operator M given in (1.7) which is bounded on ZP for all p. The 
second, which is only bounded for p > 1, is more straightforward.) 
(7.4) can be rewritten in a sugestive way. Recall that 9” is a Hilbert 
space with respect o the inner product ( T, R ) = Trace(R* T). By direct 
computation, 
da(R)=1 CR, TQ> T,. (7.5) 
Q 
Also by direct computation, for Q and S in 9, ( TQ, T,) = 
(e,, eQ)(fQ,fs). (In this section we will use (., .) for the Hermitian 
scalar product.) Suppose for the moment that the (eQ} are normalized to 
each have norm exactly one, and that {fQ} is not only NWO, but is 
actually an orthonormal set. In this case the operators { TQ} are ortho- 
normal in Y*. Let [TQ] denote the closure in Y* of the linear span of 
(T,}. Let B be the orthogonal (in 9’) projection of Y* onto [Tel. 
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Because the T, are orthonormal, the right hand side of (7.5) gives 9 and 
hence, in this case, 9 = ~$93 Thus we get 
COROLLARY 7.6. Suppose the (eo} are normalized to lleQ)I = 1 and {fe} 
is an orthonormal set. Let CT,] denote the closure in 9” of the linear span 
of { TQ}. Let B be the orthogonal projection of Y2 onto [TQ]. Then B 
extends to be a bounded linear map of Yp to itself 1< p < CO. 
This is an abstract analog of the fact that the “Hankelization projection” 
(the projection of operators acting on the Hardy space HZ onto Hankel 
operators acting on H2) is bounded on Yp for 1 < p < co. That fact was 
first noted by Peller [24]. Similar esults in other concrete situations are in 
Cl49 4, 11. 
Question: How far can the hypotheses in the previous corollary be 
weakened? In particular, isit sufficient to assume that { fe} are normalized 
and NWO? 
B. Converse Estimates for p < 1 
The operator 9J is not bounded for p< 1 and hence there is not 
straightforward analog of (7.2) which can be used to obtain converse 
estimates. First we note the extent to which (7.2) fails for p = 1. For 
convenience we suppose that {eo} = {fe}. 
PROPOSITION 7.7. The map @ is a bounded map from 9” to 1’ if and 
only if {ea} is WO. 
Suppose T is the rank one operator of projection onto the span of a unit 
vector J: If W is bounded then { (TeQ, ee)} = ([(f, ee)12) is in 1’ and 
hence the sequence { (f, eo ) } is square summable. Knowing this for 
all unit vectors is equivalent o knowing that {eo} is WO. On the other 
hand, if we know that (eo} is WO then we know that e,=R(h,) for 
some bounded linear map R and orthonormal set {h,}. The proof is com- 
pleted by noting that if T is in Y’, then Il.%?Tll < II{ (Te,, e,)}ll = 
II{(R*TRheJ,))ll 6 II~*~~II,,~~~ll~II,~. 
The image of Y’ under the map A? can be described quite precisely. 
Recall that if {eo} is NW0 and {po} is in QCM, then (poeo} is WO. 
(This is discussed just before (1.5).) Hence, by the previous proposition, if
T is in 9” then { <TpQeQ, pQeQ)) = (Ipa12<Te,, eQ>) = {IP&~WQ)) 
is summable. {po} was an arbitrary element of QCM, and hence { ]~o]‘} 
is an arbitrary positive lements of CM,. This is exactly enough to ensure 
that the nontangential maximal function WT*, defined on Iw by 
BT*b-) = SUP IQI -’ l@T(Q)I, 
x E Q 
(7.8) 
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is in L’( Rd). (This standard equivalence between Carleson measure condi- 
tions and integrability for maximal functions is described in detail in, for 
instance, [8].) 
At a formal level the condition that BIT* be integrable is comparable to 
the condition for a Hankel operator with symbol b to have the derivative, 
b’, in H’. This condition is well known to be necessary, but not sufficient, 
for the Hankel operator to be in 9’. 
More generally, the spaces of functions we have been considering which 
are defined on the index set 9 can also be regarded as functions on WY i. 
We associate to the sequence {ao} the function C aoxp on rW$?‘. Here Q 
is the top half of the Carleson box over Q, Q = Q x [ IQ1 -l/“/2, IQ1 - ‘Id]. 
The measure on WY1 which corresponds to the counting measure on 9? is 
Y -(d+l)dxdy on (wyl= {(x, y): x E R”, y E IF&! + }. Once these associations 
are made, much of what we have done can be phrased comfortably in the 
language of the tent spaces described in [S]. 
If we make certain positivity and non-degeneracy assumptions then we 
can improve (7.2) and (7.3). For convenience we suppose d= 1. Instead of 
two different NW0 sequences we suppose that ep =fo for all Q. Thus 
T, = (., eo ) eo is a positive multiple of the projection onto the span of eo. 
In particular T, is a positive operator. In addition to requiring {eo} to be 
NW0 we require that supp(eo) c Q and that there be a positive E such that 
for all dyadic Q 
/i I 
eQ >EIQI"~, 
Thus we could set eQ = 1 QI - 1’2xQ but we could not use the Haar functions. 
In fact the result we are about to describe fails for the Haar functions. 
Suppose we are given T defined by 
T=CPQTQ. 
Define Pos( T) by 
Pas(T) = c bQl TQ. 
F’ROFQSITION 7.10. Suppose the TQ are as described in the previous 
paragraph and T= C pQ TQ. Let M(p)*(n) be the nonincreasing rearrange- 
ment of the sequence {M(p)(k)} (defined in (1.7)). There are constants c and 
c’ so that for any n 2 1, 
i M(P)*(k)Gc i s,(Pos(T))<c’ i M(~)*@). (7.11) 
k=l k=l k=l 
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We speculate that the following stronger esult might be true: 
i M(p)*(k) < C” fi s,(Pos(T)) 6 C’n fi M(p)*(k). (7.12) 
k=l k=l k=l 
However, we do not know how to prove it. The type of majorization in 
(7.12) occurs in the control of the eigenvalues by the singular values. The 
classical inequalities ofWeyl which relate the singular numbers, s,(A), of 
a compact operator A to the eigenvalues &(A) (numbered so that ]A,] 
decreases) are 
(7.13) 
k=l k=l 
This type of estimate, together with convexity considerations, give Zp 
estimates for all positive p. (See [37] or [ 181). Thus, if we had (7.12) we 
would conclude that, if the coefficients {po} are positive, then {& is in 
Ip if and only if T is in YJ’, 0 <p < co. 
Before going on to the proof, we note that some conditions on {eo} are 
needed for the left estimate. If we do not require that e, =fo then very 
elementary examples show T could be zero even if the p’s are positive. The 
estimate would fail because the Sk would be too small. Alternatively, if 
eQ =fo are the Haar functions then T would be compact (and hence s, 
would be finite) if the p’s tend to zero. However, that is not enough to 
ensure that M(p)*(l) is finite. The estimate would fail because the M’s are 
too large. 
Proof: The right hand estimate follows from (1.8). 
For notational convenience suppose T= Pos( T). 
Let (ho) be the orthonormal basis on L*(R) given by the Haar func- 
tions. Pick a dyadic cube R. 
Using the fact that the p’s are positive, we now drop all the terms in the 
sum except those for Q strictly contained in R: 
QcR 
For Q strictly contained in R, evaluation of (e,, hR) consists of inte- 
grating eQ against a constant. Using (7.9) we find 
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Thus 
I(Th,,h,)l ~CM(PL)W- (7.14) 
Now we need the general fact that if we are given any n orthonormal 
vectors, cp,, .. . . (P,,, then 
(7.15) 
k=l k=l 
(Corollary 1.10 of [37]). We use (7.15) for (Pi = ho, where Qk is the dyadic 
parent of a cube Rk for which M(p)(R,)=M(p)*(k). By (7.14) this gives 
the required estimate. 
C. Toward a Functional Calculus 
In this section we will define a subclass of NW0 sequences which we will 
call NWOL sequences (L for localized). The NWOL sequences will have 
two good properties. First, the set of operators T which have NWOL 
expansions, that is, which can be written 
with {eo} and { fQ} in NWOL and with good control on the coefficient 
sequence {to}, will be stable under various of natural operations. Second, 
the collection f operators of the form C cjTj, where Tj of the form (7.16) 
and the coefficients cj which decrease rapidly, will include all of the exam- 
ples we have been considering. 
In much of what we did we used sets of functions {eo} which had eQ 
supported in the dyadic cube Q, or some multiple of it, and satisfied the 
estimate /lea/l o.< I Ql - ‘12. Other times we had the same estimate on the 
support but required 
for some p larger than 2. (We used p = 5/2 and p = 3, but these were just 
choices of convenience. ) 
For p > 2, we call a sequence {eo} and NWO( p) sequence if it is 
indexed by the cubes Q in 9, each eg is supported in 3Q, and each ep 
satisfies (7.17). Note that if {eo} is NWO(p) for 2 <p < co then it is also 
NWO(r) for any r with 2 <r < p. We will call a sequence a NWOL 
sequence if it is a union of finitely many NWO(p) sequences. For nota- 
tional simplicity we will not introduce an extra index to indicate this union. 
Instead we will, when convenient, regard an index such as Q as ranging 
over a finite number of copies of 9. In particular note that if the eo satisfy 
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(7.17) and each e, is supported, not on Q, but on 2”Q, then {eo} is a 
union of some number N = N(n, d) of subsequences indexed by the cubes 
2”Q and each subsequence is NWO( p). In particular, the sequence { ea } is 
NWOL. 
(There is a related variation which we have not explored. We could have 
considered eo which are supported on all of space but decay rapidly at 
infinity. Similar results could be developed for such {ee} but, at the 
moment, we see no particular application for the increased generality.) 
We have seen that the operators which we studied in earlier sections are 
sums (with rapidly decreasing coellicients) of operators which admit 
NWOL expansions. Our theme now is that various operations on 
operators which admit NWOL expansions lead to new operators with 
similar expansions. Generally the index p must be moved a bit closer to 2. 
Since the range of allowable p’s is open we stay in business. We now 
describe this in detail. For convenience, for the rest of this subsection we 
suppose d = 1. 
Clearly, sums and scalar multiples of operators which admit NWOL 
expansions also admit such expansions. Also, the class is well behaved with 
respect o translation a d dilation. For w in RY’ let tr, f(x) = f(x - w) and 
for a in lR+ let dil,f(x)=a-d’2f(ax). IfT has a decomposition (7.16) then 
so does the operator obtained by pre- or post-composing T with any of the 
tr, or dil,. Although the NWOL sequences will be different, thecoefficients 
{zo} will be the same. 
We now note that the class of operators which admit such expansions is 
also preserved by taking certain types of commutators. 
PROPOSITION 7.18. Suppose T is given by (7.16). Thus the integral kernel 
OfTis W, Y)=CQ~&)~~(Y). 
A. Suppose b is in BMO and let R be the operator with integral kernel 
(b(x)-b(y))k(x, ~)=(b(x)-b(y))Cz~f~(x)ee(~). (7.19) 
Then R has a NWOL expansion 
(7.20) 
where {e$} and {f$} are two new NWOL sequences and for some r, 
lcr<co, 
lbal < c osc(b, Q, r, 1). (7.21) 
r, c, and the NWOL constants of (e2;) and { fJ} (the N and the p) depend 
only on the NWOL constants of { ea} and { fe}. 
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B. Suppose A is a Lipschitz function of order one on IF& Let S be the 
operator with integral kernel 
ClQl~'(A(x)-A(y))z,f,(x)e,(y). (7.22) 
Then R has a NWOL expansion 
where (e2; > and { f$} are two new NWOL sequences and 
laQl <c sup 
IA(x) - A( 
AYEQ IX-Y1 . 
Again c and the NWOL constants of (e2;} and { f$} depend only on the 
NWOL constants of {ee} and {fe}. 
ProoJ: First consider A. Let p be the index such that the {eo} and (fe} 
are unions of sequences in NWO(p). Pick s with 2 <s < p. Fix Q. Set 
m=lQl-‘J,b and write osc = osc(b, Q, r, 1) for the r defined by 
r-l + p-’ = SC’. We write 
Write (b(x) - m) fe(x) eQ( y) = (osc)(osc)-‘(b(x) - m) fe(x) ee( y). The 
sequence of (eo( y) } is in NWO(p) and hence also in NWO(s). We now 
check that the sequence { (osc)-‘(b(x) -m) fe(x)} is also in NWO(s). The 
support is ok. Using Holder’s inequality with exponents q = r/s and q’ = p/s 
we get 
1 
l/S 
I(@)-m)f&)l”dx 
l/r 
1 [i 1 
UP 
< I(b(x)-m)l’dx Ife(x)lp dx
Q 
which is the required estimate. The term (m-b(y)) fQ(x) eo( y) is treated 
similarly. This we obtain the required expansion with { f$} a union of the 
sequence {(osc)-‘(b(x) - m) fa(x)> and the sequence {ye(x)}. 
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For part B the pattern is the same but we don’t even need Holder’s 
inequality. For each Q pick a point xy in Q. 
IQI -‘V(x) -Ny))f&) es(Y) 
= IQ1 ~1(4x)-4x,))fQ(x) es(y)+ IQ1 pl(Nx,) 
-4~))f&) ee(Y). 
For x in Q, the support of fo, we have IQl-‘IA(x)-,4(x,)1 <ao. Thus 
&‘lQl -‘(N+&JH-&H is a NWOL sequence. Similar estimates 
take care of the other term and the proof is done. 
Let M, denote the operator of multiplication by b. The operator in 
part A of the proposition is the commutator, [Mb, T] which we treated in 
Sections 2 and 3. Our addition here is to note that if T has a NWOL 
expansion then so does [Mb, T]. This is in contrast to the class of 
Calderon-Zygmund operators which is not preserved under formation of 
such commutators (because the function b(x) is too rough.) As we noted 
in Section 2, if the operator T, f = ebT(eCbf) is expanded as a power series 
in b, then [Mb, T] is the first order term. The later terms are higher com- 
mutators; (n!)-’ [Mb, [bib, . . . . [Mb, T], . . ..I]. By repeated application of 
the proposition, ifT admits a NWOL expansion, so do all of these higher 
order terms. 
The operator in part B of the proposition is not of intrinsic interest, 
rather it is a model of the operator with kernel 
The reason that we didnt’t work with (7.23) directly is that we didn’t want 
to assume smoothness of the fe. However, if ( fe} is a NWO(p) sequence 
which satisfies the natural dilation invariant smoothness assumption then 
{ f$} = { IQ1 (a/ax) fQ} will again be a NWO(p) sequence. In this case the 
right hand side of (7.23) is of the same form as (7.22) but fe in (7.22) 
denoting IQ1 (a/ax) fe of (7.23). For instance, when we split a smooth 
kernel k(x, y) using multiple Fourier series we can use smooth e, and fe 
which satisfy such assumptions. The kernel in (7.23) is the kernel for the 
Calderon commutator, [MA, T(d/dx)]. That commutator shows up in 
many contexts. We will see it in a moment as the first erm in the multi- 
linear expansion of the conjugation of T by a change of variables. (The 
computation is after the proof of the next proposition.) As with part A of 
the proposition, part B can also be applied repeatedly. However, that does 
not produce the higher terms in the multilinear expansion of the operation 
of conjugation by change of variable. 
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The two commutators in the previous proposition are the infinitesimal 
versions of two types of conjugation of T. Before discussing the conjuga- 
tions we recall the definition fan A, weight. For 1 < p c co, a nonnegative 
function w on Iw is said to belong to the class A,(R) if 
The classes hrink as pmoves down to 1. Rather than worry about optimal 
values of p we recall three conditions which are equivalent for a positive 
function w. First w and w - ’ are in A, for some p very close to 1. Second, 
wM is in A2 for some very large M. Finally, log w = c1+ b with a bounded 
and /I in BMO with a very small norm. 
Suppose 4 is an increasing absolutely continuous homeomorphism of IT& 
Let U, be the unitary map of L*(R) to itself given by 
~OPOSITION 7.25. Suppose T is given by (7.16). Thus the integral kernel 
of T is k(x, Y) = C t~f&) ee(v). 
A. Suppose log w is in BMO and has sufficiently small norm. Then 
M, TM; ’ = M, TM,-1 has a N WOL expansion, 
where { eg } and {f$ } are two new NWOL sequences. c and the NWOL 
constants of {e;5} and {fe+} depend only on the NWOL constants of {eo} 
and {fo} and the norm of log w. 
B. Suppose log 4’ is in BMO and has sufficiently small norm. Then 
U, TU, t = U, TU+-I has a NWOL expansion, 
U,TU;‘f =cC t&f, e$>fJ, 
where {e$} and {f$} are two new NWOL sequences. c and the NWOL 
constants of (e;5} and {f$} depend only on the NWOL constants of (eo} 
and {fo} and the norm of log 4’. 
Proof (A) Let p be the index such that (eo} and (fo} are finite 
unions of NWO(p) sequences. Pick q so large that r, defined by 
p-l + q-l = r-l, satisfies r>2. Let me(w)= [[Ql-’ Se w(t)qdt]“q. The 
kernel for M,TM;’ is C row(x) fo(x) w-‘( y) eo( y). We write 
w(x)fo(x) w-‘(y) es(y) = cafe*(x) e$(y) 
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with f;(x) = me(w)-‘w(x)f&x), e;S(r) =mQ(w-‘) w-‘(y) eQ(Y), and 
co = me(w) mo(w-l). We will be done if we can show that {f$} and {e;5> 
are unions of NWO(r) sequences and that co is bounded by c. The sup- 
ports for the f$‘s are what we want. Also, using Holder’s inequality with 
exponent s = p/r and conjugate xponent s’ = q/r we find 
IlfQ*Ilr~~Qbw 
[ 
j IfQ(X)l”dX 
Q 
i'" [s, W(X)" dx]lil 
<~Q(w)-’ llfQ[I, lQll’qmQ(~)< IQ11’p+1’q-1’2 
6 IQI l/r- l/2
as required, The estimate for the e;t’s is similar. Finally, to estimate c we 
note that, by (7.24), me(w) mQ(wP1) < c as soon as we have w4 in A,. This 
follows if IIlog wII nMo is small enough. This completes the proof of (A). 
(It is interesting tonote that, even in the best case, p = co, we still need 
q > 2. (Hence, because the set of q for which w4 is in A, is open, q = 2 will 
suffice.) The requirement hat w2 be in A, is what is needed to ensure that 
M, TM;’ is bounded if T is a Calderon-Zygmund operator. It also shows 
up naturally in looking at Schatten ideal properties of Hankel operators on 
weighted Hardy spaces [22].) 
(B) After a change of variable we find that the kernel of U,TU;’ is 
given by 
W4(x), 4(Y)) i’(x)“* eY)“’ 
Hence we will be done if we can show that the sequence 
{f$tx)> = {fQ(dx)) d’(X)1’2) 
is NWOL and similarly for {es(y)) = {eQ(d(y)) @(y)“*}. We want to 
show that {f$ > is a union of NWO(r) sequences for some r > 2. First we 
consider the supports. The function f$(x) =fQ(&x)) 4’(x)“* is supported 
on a multiple of the cube &l(Q). Let Q* be the smallest dyadic cube such 
that d-‘(Q) c 2OQ*. We will regard the function pQ(x) as indexed by the 
cube Q*. If lllw d’IIBMO is small then 4-“(x) dx is a doubling measure. 
That is, there are constants a and b so that if Q and Q’ are adjacent cubes 
of the same size then 
a G I4-‘(QWl4-‘(Q’)I 6 b. (7.26) 
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An elementary argument using (7.26) ensures that there is an upper bound 
(depending on a, b, and the dimension, d= 1) on the number off; which 
will be indexed by the same Q*. We now need to estimate 
B= I~-‘~Q,l”2~“rll~,*ll~ 
for some r > 2. Let p be the index such that {fo} is a union of NWO(p) 
sequences. p = 2 + 26 for some 6 > 0. We will use r = 2 + 6. Setting t= 4(x) 
we find 
B’= [s 42 - 1 W’)‘(t) dt 1 1 I&W ~‘(4-‘(t))“21’ b-“(t) dt. e p 
Set u=&” and note that $‘(#-l(t))= l/u(t). Thus 
We now use Holder’s inequality with exponents q = p/r = (2 + 26)/(2 + 6) 
and q’ = (2 + 26)/d. Note that q’( 1- r/2) = -p/2. 
Br~[i,~]m--1[I,,~~,P~[~~“-p/2]1’~’ 
Using the fact that {fo} is NWO(p) we continue with 
B’< ,Ql+r/2 [j/r-’ [j-Qu-P/2]1’q’ 
Thus 
By (7.24) the right hand side is uniformly bounded exactly if u = l/4’ is in 
A,. Again, this follows if [Ilog 4’11 is small. The same argument works for 
the co’s so we are done. 
It is easy to see that part A of the proposition extends to R’. B also 
extends if given an appropriate formulation. We require that 4 be a 
K-quasiconformal (K-qc) homeomorphism. For background on K-qc maps 
see, for instance, [2]. The distortion theorems for such 4 ensure the 
required packing conditions, that is, a bound on the number of f$ which 
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will be indexed by the same Q*. If 4 is a K-qc map then Jbf, the Jacobian 
determinant of 4, which plays the role of 4’ in the definition f U,, will 
have log Jb in BMO and [(log JfllBMO can be estimated in terms of K and 
d. If we assume the norm is sufficiently small then the proof works. One 
way to ensure the norm is small is to require that $ be K-qc with a K that 
is sufficiently close to one. In particular if 4 is a bilipschitz homeo- 
morphism with small constants everything is line. To see that we first note 
the following lemma. 
LEMMA (Iwaniec [ 123). Given o > 0 there is a 6 > 0 so that if 4 is a 
K-qc homeomorphism of IWd to itserf with K < 1 + 6 then, given R > 0, there 
is a Mobius transformation M on IWd so that 
sup If(x)-M(x)/ <o sup If(x 
1x1 <R/2 1x1 <.Q 
We can now outline the proof of the result we need. 
LEMMA. Zf K is near 1 then l/log JrllBMO is near zero. 
Proof discussion. The hypothesis and conclusion are unchanged by dila- 
tion and translation fthe dependent and independent variable. Hence we 
may assume that d(O) = 0 and #(a) = a for some base point a on the unit 
sphere and we may assume that we want to estimate the mean oscillation 
of log J, on the unit ball. Suppose E is given. Pick R in the stability lemma 
to be 0(1/s). We may assume that 4 is 2-qc. This, together with the nor- 
malization of +4 and the distortion theorems for qc maps ensures that 
suplX, cR Id(x)1 is dominated by some constant C (independent of 4). Now 
pick cr = 0(&/C). Now pick 6 so that the stability lemma holds with this 0. 
Thus we have a Mobius map A4 which satisfies 14(x) - M(x)1 <E on the 
unit ball. Thus M(0) = O(E) and M(a) = a + O(E). We also know that the 
pole of A4 is at a point x0 with lx01 2 l/c. Using these three estimates and 
the fact that the cross ratio is preserved by Mobius maps we find 
M(x) = x+ O(E) on the unit ball. Hence, by the stability lemma, 
d(x) = x + O(E) on the unit ball. Thus, recalling that j J, can be interpreted 
as a volume, and denoting the unit ball by B, (l/j BI ) Se J+ = 1 + O(E). Thus 
- lil sglog+ J~Glw~~Bexplog+ Jd 
G log + s, Jb = O(E). 
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Similar considerations apply to the inverse map 4 - ’ and give the estimate 
h j log- Jb = O(E). 
B 
Combining these gives the required estimate (l/]B/ )JB llog J41 = O(E). 
The operator U, is unitary. Hence size estimates for U, TUi’ are equiv- 
alent to those for T. Interest is not in those estimates, rather it is in the 
expansion of U, TU;’ as a series in 4, or in some more appropriate 
variable such as log 4’. The important role of such expansions is described 
in [6]. They are used extensively, for instance, in [21]. Here we will only 
indicate the relation between the first term of such an expansion and (7.23). 
Suppose k(x, y) =k(x- y). In this case U,TU,’ has a kernel given by 
ok Y) = &4(x) - 4(Y)) 4’W2 4’(YP2. 
Now suppose d(x) =x+&A(x) with E a small parameter. Formally 
-g Ax, Y) =k’(x- YMx)-N.Y))+W- Y) (A’(x)+A’(y))/2 
&=O 
If A(x) is a Lipschitz function of x then A’ is bounded and the second term 
on the right gives an operator which is easy to deal with. (The case of A’ 
in BMO is also of interest but requires more care. In that case, the terms 
on the right should not be treated separately.) The more difficult term is 
k’(x - y)(A(x) - A( y)) which is exactly of the form (7.23). 
So far we have worked with the expansion (7.16) by working with the 
terms one at a time. We now look at products of operators with expansions 
such as (7.16). This will force us to look at the interaction between various 
terms. Suppose that, in addition to T given by (7.16), we have S given by 
sf=hdf,k,)h, (7.27) 
with NWOL sequences {h,} and {k,}. We want to study ST which is 
given by 
sT=CCa,r,(.,e,)(fR,kp)hp. 
Q R 
If 1OQ and 10R are disjoint then ( fR, k,) = 0. Thus most of the terms in 
the sum are zero. We group the non-zero terms into two groups according 
to the relative size of R and Q. 
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ST= 1 zR(., eR> 1 aQ(fR, kQ) hQ 
R Q1 1 
c zR(‘T eR>(fRy kQ) CQhQ. 1 (7.28) RI 
Here CQ, denotes the sum over those Q for which IQ1 < IRI and QC 10OR 
and, similarly, CR, denotes the sum over all cubes R for which IRI < IQ1 
and R c 100Q. Although this doesn’t account for all pairs of Q, R, it does 
account for all pairs which make a non-zero contribution. Set 
uR=~aQ(fR~kQ)hQ~ 
Q’ 
(7.29) 
and define up by 
(.,vQ>=CzR(‘,eR)(fR,kQ). 
RI 
We want to show that multiples of uR and of vQ satisfy NWO(q) estimates 
for some q. The two cases are similar, we will just do the first. 
Let p be the index so that the fs, g’s, h’s, and k’s are unions of NWO( p) 
sequences. Pick q with 2 <q < p. Let p’ be the conjugate index to p and q’ 
be the conjugate indes to q. Pick w supported on R, with II wIIq, = 1, and so 
that 
bRilq = 1 uRw. (7.30) 
We now estimate I(fR, k,)(h,, w ) I. Using Holder’s inequality on each 
inner product and recalling that k, are supported on smaller cubes than R, 
1 (fR9 k, > (h,, ‘+‘>I +-oQ ifRip’]‘” IlkQll,IihQll, [j,,, Wp’]‘“. 
Using the NWO(p) estimates on k, and h, we continue 
I(fR, kQ>(hQ, ‘+‘>I GclQl [j&l,., ~fR~~‘]“p’[~~~~QWp’]l’p’. 
We will use the maximal operator M,, defined by 
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Thus, for x in Q we have 
IUR, k,Xh,> w>l GclQl (Mph)(xWp~w)b). 
Multiplying by IQ1 -’ xo(x) and integrating over R gives 
I (f,v k,w,, w>l d c s ~/d-,(x) &/w(x) x&d dx. 
Combining this with (7.29) and (7.30) gives 
ll~~ll G cj Mp,f,(x) ~,,W) 1 aQxe(x) dx. 
8’ 
We now use Holder’s inequality with indices p, q’, and r with 
p-‘+q’-‘+r-‘cl 
and find 
(7.31) 
IbRll ~cllMp’fRllplIMp’wIIq’ /F; OQyQll * 
I 
We know 2 < q -K p and hence p’ < q’ < 2 < p. Hence Mpp is bounded on Lq 
and Lp. Thus 
IIURII <c llfRIIp llwllq /z OQXQil .
* 
Using the fact that I(wllq, = 1and using the NWO(p) estimates onfR we get 
IIURII < ClRJ1’q-1’2 C UQXQII II Q’ r l/r ; uQxQ(x) ‘dx .I 1 
Define M, mapping sequences to sequences by 
(The variable R occurs twice on the right hand side, once in the definition 
of the range of summation.) Set uz = M,(a)(R) - ‘uR. The previous estimate 
shows {us} is a union of NWO(q) sequences. We change notation to 
eliminate the “*,” and summarize our conclusion. 
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PROPOSITION 7.32. Suppose S and T are given by (7.27) and (7.16) and 
that the sequences {e}, {f}, {h}, and {k} are all finite unions of NWO(p) 
sequences. Then, given q which satisfies 2 < q < p and r defined by (7.31) 
there are sequences {uR} and {uR} which are NWO(q) and so that 
ST= 1 ~,M,(~)W)<-, eR> uR+c oRM,(~)(R)(., uR) AR. (7.33) 
Of course, for this to be of any interest, we need information about the 
averaging operation M,. 
PROPOSITION 7.34. Suppose r is fixed, r > 1. 
A. The map of {TV} to (MJz)(Q)} is a bounded map Ip to itselffor 
o<p<cxl. 
B. The map of {TV} to (Mr(z)(Q)} is a bounded map of CMd to I”. 
( CMd was defined just before ( 1.5 ). )
ProofI We start with the case p = 1. The map being considered is sub- 
linear and hence it is sulhcient o consider the case in which a single ro 
equals one and all the rest vanish. Suppose reo = 1 and the others vanish. 
M,(r)(Q) will be zero unless QOc 1OOQ. If QOc 1OOQ then M,(T)(Q)< 
41Qol/lQl)1’r. Hence 
1 M,(T)(Q)Gc 1 (lQ,l/lQl,“r< ~0 
Q Qo = 1mQ 
and we are done. 
The case p < 1 can be reduced to the case p = 1. With no loss we can 
assume that the ro are nonnegative. Recall that (C uj)p < C a/ for positive 
uj and for p < 1. 
TQXQ(x) r dx I I’/’ 
Now we use the result for p = 1 with r replaced by r/p, and for the sequence 
{ri} to continue the estimates with 
as required. 
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We could do the proof for 1 < p < cc using the Shur criterion on the 
linearized operator and using the testing function IQ” for small positive E. 
However, that result follows from the case p = 1 and part B by real inter- 
polation. Hence we proceed to part B. 
We suppose the rp are all positive. If we had r = 1 then the required 
conclusion would be, essentially, thedefinition fCMd. The fact that the 
definition isself-improving isthe analog for these Carleson measures of the 
theorem of John and Nirenberg which shows that the definition f BMO 
is self-improving. In fact, the proof we give is a translation fthe stopping 
time proof of John and Nirenberg. Since that is so we will make the exposi- 
tion a bit cleaner by just giving the dyadic version. 
Suppose 11 bQ > 11 CMd = 1. Pick a base cube R. Set C(x) = & ro~o(x). 
For fixed large r we need to bound 
In fact we will do more, we will show that there are positive constants A
and B which don’t depend on R so that for all positive ,l 
Let Z,(X) be a partial sum of Z(x) obtained as follows. Order the cubes Q 
which contribute to the sum, C, so that IQ/ is nonincreasing. Start with the 
first Q and go through the list in order. At each step we look to see if the 
inclusion of the term roxo(x) in C, would raise that sum at some (and 
hence every) point of Q to a value greater than 100. If that term would not 
raise the value past 100 then we include it in C,. If inclusion of that term 
would take Z1 past 100 then we put the term ro~o(x) aside and we also 
put aside all of the terms zsxs(x) with S contained in that Q. We proceed 
inductively. Suppose we have constructed C,,- 1(x). Take the terms that 
were put aside in constructing C, _ I and use some of them to construct 
Z,(x) in the same way. That is, consider the unused terms in order of non- 
increasing [Ql, include the term in C, if the inclusion will not take C, past 
100. Otherwise put aside that term and all the terms corresponding the 
subcubes of that cube. 
Clearly 
Z(x) = C,(x) + Z,(x) + . . 
All of the Zj satisfy lZjI < 100. The supports of the Zj are nested; 
supp(Cj+ 1) c SUpp(Zj), hence the set where lZ[ 2 1OOn must be contained 
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in supp(Zc,). Thus we will be done if we can show that there is a constant 
c < 1 such that 
lsuPPtcj+ 111 d clsuPP(zji)l (7.35) 
for all j. The terms that were considered in building Cj were of two types. 
There are the terms which were excluded from Cj-, because they would 
have made that sum too large. They correspond to cubes which we will 
denote Q,, Q2, . . . Second, there were the terms which correspond to sub- 
cubes Qi,, of the Qi. The support of Zj is the union of the disjoint cubes 
Qk. Hence to establish (7.35) it suffices toshow that for any k 
The hypothesis on the sequence (zo} ensures that 
z,xR(x) dx 6 1. 
From this we get the following weak l-l estimate: 
This is all we need because the points of Qk in the support of Cj+l must 
be in the cubes corresponding to terms that were excluded in the construc- 
tion of Cj and all of those cubes are in {x E Qk: CRc Qk rRxR(x) > lOO}. 
(Alternatively, this John-Nirenberg style result could be obtained by 
making some very minor changes to the proof of Theorem 3a of [8].) 
Most of the operators which we considered are covered by the previous 
proposition. However, the general case, corresponding to kernels K(x, y) 
which only satisfy IK(x, y)l <c(x- yl -“, leads to estimates which show 
that {zR} and { cQ} are bounded. Since M,(r) can be identically infinite 
for bounded (t}, the previous propositions are no help. However, if we 
happen to know (perhaps for reasons other than Carleson measure 
estimates on the coefficients) hat S andT are bounded on some Lp(Wd) 
then we can say something. 
PROPOSITION 7.36. Let S and T be given by (7.27) and (7.16). Suppose 
that for some p> 2 the sequences {e}, {f }, {h}, and {k} are all finite 
unions of NWO(p) sequences and that, for the same p, S and T are bounded 
operators on Lp(Rd). Finally, suppose that the coefficient sequences {oQ} 
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and {TV} are bounded. Then there is a bounded sequence {pR} and sequences 
{uR} and (OR} h’ h w K are ml e unions of N WO( p) sequences so that f ‘t
ST= 1 PR<-, UR) vR. (7.37) 
(Actually, we avoid the issue of convergence and assume all the sums are 
finite. The estimates we obtain, however, are independent of the number of 
terms.) 
Proof As before, we need to obtain estimates on the function 
given in (7.29). This time we want NWO(p) estimates. There is no problem 
with the support. To estimate the size we rewrite the equation as 
uR=s(f,d- c aQ<fR,kQ)hQ. 
IQ1 > IRI 
On the first erm we use the assumption that S is bounded on Lp; 
IIs(fR)llp< IISII ([fR(~p<cIR11'p-1'2. Now define r by p-‘+p-‘+r-‘= 1. 
Then 
6 c. 
Thus 
1 cQ(fR, k,) h, <c bQl I(fR,kQ)l IlhQll, 
IQ1 =- IN P 
&cc bQI IlhQll, 
< c ,Ql~lRl bQl IQ1 I”- ‘I’. 
> 
This last sum is actually over dyadic cubes Q which meet 1OOR. Thus we 
continue with 
dc(sup lagI) (RI”p-“2. 
Combining these estimates given ll~Rll < c [RI rip- ‘12. There are analogous 
estimates for the other term in (7.28). A final relabeling of the functions 
completes the proof. 
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The last three propositions how that the class of operators we are 
considering has substantial stability under composition. This is another 
contrast o the class of Calderon-Zygmund operators which is not closed 
under composition. 
D. Operators on L”(W) 
The theory of the classes of operators 9” acting on a Hilbert space relies 
heavily on spectral theory. This makes it possible to give a number of 
equivalent characterizations f 9’. However, when these characterizations 
are extended to operators on a general Banach space they are no longer 
equivalent and the situation becomes complicated. Our methods made no 
use of spectral theory and do give results for operators on Lp(lKY’). Once 
the appropriate characterizations f the operator classes are identified and, 
of course, once the appropriate modifications are made in the normaliza- 
tions, things go smoothly. We now describe briefly what happens. We 
begin with some comments on ideal theory for compact operators on a 
Banach space. A good general reference is the book by Konig [18]. 
For a compact operator A acting on a Banach space X we define the 
approximation numbers s,(A) by (1.2). (A sample of the difficulty in the 
general theory is that this s,(A) is not equal to the infimum of the norm 
of the restriction f A to subspaces of codimension less than n. That 
infimum is called the n th Gelfand number and is generally smaller than 
s,(A).) As before, we say that A is in Yp, 0 <p < co, if s,(A) is in Ip and 
give Yp the natural norm (or quasinorm). It can be shown that every 
operator in Y’ is nuclear, that is, can be written T=C airi with the 
sequence {ai} in 1’ and T, operators of norm one and rank 1 [37, 
Theorem 10.21. It follows that a trace functions is naturally defined on 9”. 
In general, however, the class of nuclear operators, which is the natural 
domain trace, is strictly arger than 9’. 
The 9” have the formal properties that we used in our calculations. They 
are closed ideals. They, and their Lorentz analogs, are stable under real 
interpolation, and they satisfy a Holder type estimate for products. Finally, 
there is a variation of Weyl’s inequality which is strong enough to ensure 
that if A is in YP*q, then the eigenvalue sequence (&(A)} will be in lp,q 
[ 18, Theorem 2.a.61. 
We will say that a sequence of functions (ea> indexed by the dyadic 
cubes in R” is in NWO, if the maximal function defined by 
f*(p)(x) = sup {lQl-l’pl<A eQ>l) (7.38) 
k-Xl <VQ 
is bounded on Lp’( Rd) where p -’ + p’ - ’ = 1. For p = 2 this reduces to the 
definition given in (1.4). 
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If the sequence {fo} is NWO, and the sequence {eo} is NWO,, then the 
operator A given by (1.5) will, again, satisfy the operator norm estimate 
(1.6), but now the operator norm is as an operator on Lp(Rd). To see why 
this is so we pick e in Lp and f in Lp’. 
I(& f>l= C&(e,ep><f~Ff) 
GE Illal IPI IQI-‘l<e,e~>l l(f,,f >I 
G c II {&I II CMd lle*(P’)llp II f *(P)Ilp, 
~W&Md l141p Ilf Ilpz (7.39) 
as required. Again, as in the Introduction, we are obtaining our basic 
boundedness estimate using the fundamental bilinear pairing between 
Carleson measures and nontangential maximal functions. This bilinear 
pairing, which gives us (7.39), is described in detail in [5 3 and the referen- 
ces there. The argument relating the ;1, to the approximation numbers is 
the same as before. In particular the map & described in the first part of 
this section again maps all the Lebesgue-Lorentz sequence spaces into their 
Y analogs. The argument at the beginning of Section 3 for establishing 
converse estimates used the boundedness of d, the Holder type inequality, 
and the fact that the trace is a continuous functional on Y’. All of those 
ingredients are still available so we also obtain the converse estimates 
which are summarized in (7.2). 
The other abstract ool which we used was Lemma 1.16 which let us pass 
from individual operators with NW0 decompositions to sums of such 
operators with rapidly decreasing coefficients. The proof of that lemma 
used (1.2) and the characterization of s,(A) as approximation numbers. 
Hence the proof is valid in this more general context. 
Thus the formal parts of our results extend completely. The analytical 
details also extend. First note that if ( fa > is a sequence of functions uch 
that supp(fQ) c KQ for some large, but fixed, constant K and so that for 
some fixed r > p, 
llfQllrQ~lQll’r-l’p (7.40) 
then {fQ} is NWO,. The reason for that is that, letting M denote the 
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Hardy-Littlewood maximal function, we have the pointwise estimate 
g*(p)(x) < cM( g”)““(x). All of the functions which we used in the specific 
examples satisfied (7.40) for some r and there was never any upper bound 
on the values of r we could select. The other thing to notice in seeing that 
the earlier esults extend is that if the sequences {so} and {eo} are in 
NWO(r) for some r greater than max(p, p’) then the sequences 
WI II2 -- “X2 > and (IQ1 ‘I2 -l’P’eQ 1 
are NWO, and NWO,,, respectively. In particular, the expansion of an 
operator 
which is a NWO(r) expansion of an operator on L2(Rd) immediately gives 
an (NWO,,, NWO,) expansion of an operator acting on L”(l&‘) and with 
the same coefficients. 
With all these comments taken into account, essentially all of the results 
of Sections 1through 6 extend as well as the results of the previous ubsec- 
tion. (Obvious minor changes are needed. For instance the change of 
variable operator U, in part 3 of this section is not adjusted to be isometric 
on L*. Also, the relation of the mock Toeplitz operators of Section 2 to 
composition and restriction operators is more complicated.) 
Earlier esults involving nuclearity criteria for Hankel operators acting 
on the non-Hilbert space Hardy spaces were obtained by Peller [24]. 
E. Questions 
We mentioned a number of questions as we went along. Here are three 
final questions. 
Is it possible to establish a functional calculus, or an approximate func- 
tional calculus, for the types of operators we have been considering? That 
is, given a smooth function 4, and given a NW0 expansion of T, can we 
give a NW0 expansion of g(T), perhaps up to an estimable rror term? 
Possibly easier would be estimates for the sequence {s,,(d(T))}. 
Given a NW0 decomposition of an operator S, is it possible to find (or 
estimate) the Schmidt vectors, the e’s and fs in (1.1 )? Peller has recently 
obtained very good results for Schmidt vectors of Hankel operators [23]. 
Those results hould serve as model cases. 
What are alternative d scriptions ofthe space of functions on I?’ which 
have sequences of oscillation numbers in I”“? This space, which is the 
natural endpoint for many of our results, isn’t part of any of the classical 
scales of spaces [ 331. 
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