Abstract. Let A be a closed subgroup of a connected, solvable Lie group G, such that the homogeneous space A\G is simply connected. As a special case of a theorem of C. T. C. Wall, it is known that every tessellation A\G/Γ of A\G is finitely covered by a compact homogeneous space G /Γ . We prove that the covering map can be taken to be very well behaved -a "crossed" affine map. This establishes a connection between the geometry of the tessellation and the geometry of the homogeneous space. In particular, we see that every geometrically-defined flow on A\G/Γ that has a dense orbit is covered by a natural flow on G /Γ .
Introduction
Let G be a transitive group of diffeomorphisms of a manifold M . (For our purposes, the most important case is when M = R n .) The choice of a particular group G endows M with the structure of a homogeneous space. (In other words, the choice of a particular group G represents the choice of a particular geometric structure on M , in the sense of Klein's Erlangen Program.) We always assume that G is a finite-dimensional Lie group, and that G is connected (or, at the worst, that G has only finitely many connected components). It is well known that M is G-equivariantly diffeomorphic to a coset space A\G (or to G/A, if one prefers to have G act on the left) [V, Lem. 2.9.2, p. 76] .
In this paper, G is usually solvable, in which case the pair (M, G) is said to be a solvmanifold. More simply, we usually refer to M as a solvmanifold, with the choice of a particular solvable group G being understood. Now assume M = R n . If Γ is a properly discontinuous subgroup of G, such that R n /Γ is compact, then we may refer to R n /Γ as a tessellation, because the Γ-translates of a fundamental domain tessellate R n . If G is solvable, then R n /Γ is said to be a solvtessellation. Note that a tessellation R n /Γ is a manifold if Γ acts freely on R n . Because Γ has a torsion-free subgroup of finite index [R, Lem. 4.6, p. 57] , it follows that every solvtessellation has a finite branched cover that is a manifold. (Hence, every tessellation is an "orbifold" [M, Appendix A] .)
One may study tessellations of solvmanifolds other than R n , but the most important case is where the solvmanifold is simply connected. Then, because every simply connected solvmanifold is diffeomorphic to R n (cf. [M1, Prop. 11 .2]), there is no real loss in restricting attention to R n .
The homeomorphism types of solvtessellations are understood (modulo finite covers), because of fundamental work of C. T. C. Wall [Wa, §15B] on aspherical manifolds with polycyclic fundamental group. Namely, Wall's work implies that some finite (branched) cover of R n /Γ is homeomorphic to a homogeneous space (more precisely, a solvmanifold). (The lecture notes of Farrell and Jones [FJ] provide a survey of related work in surgery theory.) In other words, there is a finite group F of diffeomorphisms of some solvmanifold G /Γ , such that R n /Γ ≈ (G /Γ )/F . If F acts freely, this means that R n /Γ is an "infrasolvmanifold."
Theorem 1.1 (Wall, cf . [Wa, §15B] or [FJ, Theorem 2.16] Another way of stating the theorem is that, to construct a representative of every homeomorphism class of solvtessellations of R n , modulo finite covers, there is no need to consider groups G of any dimension other than n. Furthermore, the representation of G as a group of diffeomorphisms of R n can be taken to be the action of G on itself by right multiplication.
The assumption that G is solvable cannot be eliminated from the theorem. For example, to construct a compact n-manifold of constant negative curvature, one takes G to be the group of orientation-preserving isometries of hyperbolic nspace H n (that is, G ∼ = SO(1, n)). The dimension of G is then n(n + 1)/2, which is much larger than n. Because Wall's proof is topological, it does not seem to show any connection between the geometry of R n /Γ and that of G /Γ . (Indeed, Wall's statement of the theorem applies in a much more general setting, where the manifolds involved have no a priori geometric structure.) In the present paper, we give an algebraic proof of the theorem, thus exhibiting the precise relationship between the geometry of the two spaces.
Ideally, one might hope that some covering map π from G /Γ to R n /Γ would respect the geometry, in the sense that every local isometry of G /Γ would push down, via π, to a local isometry of R n /Γ. Since the geometry of R n /Γ is represented by the group G, and the geometry of G /Γ is represented by the group G , this can be restated more precisely by saying that, ideally, there would be a group homomorphism φ : G → G, such that
for every x and g in G , whereπ is the lift of π to a map G → R n of the universal covers. This is equivalent to saying that, ideally, π would be an affine map. morphic to the ordinary 2-torus T 2 , but does not have the geometric structure of any solvmanifold.) Thus, in some cases, the covering map must distort the geometry. It turns out that the obstructions arise from certain "rotations" associated to G, that is, from certain elements in compact, abelian groups of automorphisms of G. To eliminate the obstructions, we add on more rotations to G, in order to cancel the ones that are causing the difficulty. Thus, instead of a homomorphism from G into G, we deal with a homomorphism from G into the semidirect product T G, for some compact, abelian subgroup T of Aut G. This leads to "crossed homomorphisms" and the corresponding "crossed affine maps." Definition 1.3 (cf. [CE, p. 168] ). Let G and G be groups. A function φ : G → G is a crossed homomorphism if there is some homomorphism σ : G → Aut G, such that the function
φ is a homomorphism. It is easy to check that σ × φ is a homomorphism iff
In particular, every homomorphism is a crossed homomorphism, with σ being the trivial homomorphism (h σ = e). For a subgroup Γ of G , we say that a crossed homomorphism φ is Γ -equivariant if
for every g ∈ G and γ ∈ Γ . In other words, the associated homomorphism σ : G → Aut G is trivial on Γ , that is, (Γ ) σ = e. In particular, every homomorphism is Γ -equivariant, for every subgroup Γ .
We now generalize the definition of an affine map, by allowing crossed homomorphisms, instead of only allowing homomorphisms. The catch is that, to ensure that a map from G /Γ to R n /Γ is well defined, we assume Γ -equivariance.
Definition 1.4 (cf. Definition 1.3). For any choice of a basepoint
which is a crossed affine map. If, in addition, (Γ ) φ ⊂ Γ, and φ is Γ -equivariant, then φ induces a well-defined map φ : Definition 1.7. The geometric structure of a homogeneous space can be used to construct natural dynamical systems [AGH] . Namely, each one-parameter subgroup of G defines an action of R on the homogeneous space, which is to say that each one-parameter subgroup of G defines a flow on the homogeneous space. If G is solvable, this flow is called a solvflow. (In the general case, some authors call this a "G-induced" flow.)
The geometric structure of a tessellation R n /Γ can also be used to construct natural dynamical systems, in a slightly different way. Let v be a tangent vector to R n at 0. If v is invariant under G 0 , the isotropy group of 0 in G, then the Gtranslates of v form a well-defined, G-invariant vector field χ on R n . (This means χ is invariant under the group that defines the geometric structure on R n , so we say that χ is a geometric vector field on R n .) Being G-invariant, the vector field χ is Γ-invariant, so χ pushes down to a well-defined vector field on the tessellation R n /Γ, and we call this a geometric vector field on R n /Γ. The flow generated by a geometric vector field is called a geometric flow on R n /Γ. It may be the case that 0 is the only G 0 -invariant tangent vector at 0, in which case this construction is not interesting, but there are important examples, such as the geodesic flow on the unit tangent bundle of a surface of constant negative curvature.
A diffeomorphism may transform a geometric flow into something terrible, but crossed affine maps, as in the Main Theorem, are well behaved. Thus, we have the following corollary.
Corollary 8.1 . If a geometric flow on a solvtessellation has a dense orbit, then the flow is finitely covered by a solvflow.
Therefore, the extensive theory of solvflows [AGH] , [A1] , [A2] , [BM] can be applied to the study of geometric flows on solvtessellations. For example, we have the following consequences. Bieberbach's conclusion is usually stated differently: there is a finite-index subgroup Γ of Γ that consists entirely of translations [C, Thm. I.3.1, p. 17] . This implies that Γ is contained in the group B of all translations, and B/Γ is compact, so, in terms of the following definition, we may say that Γ has a syndetic hull in G. Definition 1.9 (cf. [FG, p. 6] ). Let Γ be a closed subgroup of a connected Lie
The group of translations is simply transitive on R n , so we see that Bieberbach proved the following condition, in the case where G is the group of Euclidean rigid motions.
Bieberbach Condition 1.10. If Γ is a properly discontinuous subgroup of G, such that R n /Γ is compact, then some finite-index subgroup Γ of Γ has a syndetic hull B, such that B acts simply transitively on R n .
The Bieberbach Condition implies that R n /Γ is diffeomorphic to the compact homogeneous space B/Γ (see 2.3), so it implies the conclusion of the Main Theorem.
It is easy to prove the Bieberbach Condition if G is nilpotent (see 3.8). (In fact, there is no need to pass to a finite-index subgroup of Γ in this case.) Unfortunately, the Bieberbach Condition can fail for a general solvable group G, because there are examples where no syndetic hull exists (see Example 4.24 and Figure 4 .1). (However, Proposition 6.1 shows that the syndetic hull is transitive, if it exists.) Therefore, in our proof of the Main Theorem, we replace G with a related group G ∆ in which some finite-index subgroup Γ does have a syndetic hull B ∆ . (The construction of G ∆ is based on the "nilshadow" invented by L. Auslander and R. Tolimieri [AT] .) The proof is then completed by showing that R n /Γ is diffeomorphic to B ∆ /Γ . The outline of the paper is as follows. §2. Preliminaries from Lie Theory §3. Tessellations of nilmanifolds §4. Background from the theory of real algebraic groups §5. The nilshadow map §6. The syndetic hull is transitive §7. Proof of the main theorem §8. Geometric flows on solvtessellations
Preliminaries from Lie Theory
We assume familiarity with the basic theory of Lie groups, including the Lie algebra, the exponential map, the adjoint representation, semidirect products, and homogeneous spaces, as found in standard texts, such as [Ho] and [V] . Notation 2.1. A lower-case greek letter (such as σ, π, τ , or φ) always denotes a function. An upper-case roman letter denotes a group or set. A lower-case roman letter denotes an element of a group, except that the letters from the middle of the alphabet (i, j, k, l, m, n) In the same spirit, the following result translates the definition of geometric flows into the more amenable language of group theory. It is based on the observation that multiplication on the left commutes with multiplication on the right. We now recall some basic properties of maximal compact subgroups. Most of these results were proved by Iwasawa [I1] , [I2] .
Proposition 2.5 ([I1, Thm. 6] , [Ho, Thm. XV.3.1, (2) A is connected.
The following simple lemma is often used when we need to show that a subgroup B acts transitively on a homogeneous space A\G. It allows us to simplify the problem by replacing G and A with smaller subgroups H and A ∩ H.
Lemma 2.12. Let A, B, and H be closed subgroups of a connected Lie group G. If B ⊂ H and AH = G, then the natural inclusion of
(A ∩ H)\H in A\G is a B-equivariant homeomorphism. In particular: 1. B is transitive on (A ∩ H)\H iff B is transitive on A\G; 2. (A ∩ H)\H/B is homeomorphic to A\G/B; 3. AB = G iff (A ∩ H)B = H;
every double coset AgB is closed iff every double coset (A ∩ H)hB is closed; and 5. A\G/B is compact iff (A ∩ H)\H/B is compact. Furthermore, if A\G is simply connected and H is connected, then A ∩ H is connected.
We close the section by recalling three basic results on solvable groups. Lemma 2.14 (cf. [V, Cor. 3.8.4, p. 207] 
Lemma 2.15. If G is a simply connected Lie group, then nil G is simply connected.
Proof. From [V, Thm. 3.18.13, p. 244] , we see that nil G is contained in a simply connected, solvable subgroup of G, so nil G is simply connected (see 2.13).
Tessellations of Nilmanifolds
This section presents a proof of the Bieberbach Condition (1.10), the Main Theorem, and Corollary 8.1, in the case where G is nilpotent. The proofs are quite short, and the statements of the results (3.8, 3.9, and 3.11) do not require technicalities such as finite-index subgroups, finite covers, or crossed affine maps. We begin by showing that syndetic hulls are transitive (3.1 and 3.2), and perhaps simply transitive (3.4). We then note that a syndetic hull always exists (3.6 and 3.7), and deduce the Bieberbach Condition (3.8). The other results (3.9) and (3.11) are easy consequences. Proof. We may assume B is a proper subgroup of G. Because G is nilpotent, this implies B is a proper subgroup of N G (B) [Ha, Cor. 10.3.1, p. 154] and N G (B) is connected [Bou, Prop. III.16, p. 348] . Therefore, by induction on the codimension of B, we have A · N G (B) = G. Thus, by Lemma 2.12, we may assume G = N G (B), which means B is normal in G. Then AB is a subgroup of G, and (AB)\G is simply connected, because A\G is simply connected and B is connected (see 2.11). Therefore, (AB)\G is homeomorphic to R n , for some n (cf. [M1, Prop. 11.2] ). On the other hand, we know (AB)\G is compact, because A\G/B is compact. Therefore, (AB)\G is trivial, which means AB = G. Proof. Since A\G/Γ is compact, we know that A\G/B is compact. Because B is connected, this implies AB = G (see 3.1).
Corollary 3.2. Let
Because Γ acts properly on A\G, and Γ is cocompact in B, we know B acts
Remark 3.5. The conclusion of Theorem 3.4 can fail if A\G is not simply connected. For example, let G be a nontrivial, compact, abelian group, and let A = B = Γ = e. For a more dramatic example, in which no syndetic hull of Γ satisfies AB = G, let G be the quotient of the Heisenberg group by a lattice subgroup of its center, let A be a lattice in G, and let Γ = e. Then B must be compact, so B ⊂ Z (G) .
Similarly, the conclusion can fail if A\G is not faithful. For example, let G be the quotient of the Heisenberg group by a lattice subgroup of its center, let A = Z(G), and let Γ be a lattice in G. Then G is the only syndetic hull of Γ, so A ∩ B = A = e. Proposition 3.6. [R, Prop. 2.5, p. 31 and Thm. 3.1, p. 29] . Let Γ be a closed subgroup of a simply connected, nilpotent Lie group G. Then Γ has a unique syndetic hull in G.
Corollary 3.7. Let Γ be a closed subgroup of a connected, nilpotent Lie group G.
Then Γ has a syndetic hull in G, and has a unique maximal syndetic hull, which contains the maximal compact subgroup of G.
Proof. Because G is nilpotent, it has a unique maximal compact subgroup K, and K G (see 2.10). Then G/K is simply connected (see 2.8), so the proposition implies that ΓK/K has a unique syndetic hull B/K. The subgroup B is a syndetic hull of Γ.
If B is any syndetic hull of Γ, then B K/K is a syndetic hull of ΓK/K, so the uniqueness of syndetic hulls in G/K implies B K/K = B/K. Hence B ⊂ B, so B is the unique maximal syndetic hull. 
Proof. There is no harm in assuming that the action of G is faithful. Then, from the Bieberbach Condition (3.8), we know Γ has a syndetic hull B that acts simply transitively on R n . Then the affine map from B/Γ to R n /Γ that is induced by the inclusion of B into G is a diffeomorphism (see 2.3).
Definition 3.10 ( [AGH] , [P] ). As already mentioned in Definition 1.7, each oneparameter subgroup of G defines a flow on any homogeneous space G/Γ of G. If G is nilpotent, these flows are called nilflows.
Corollary 3.11. Every geometric flow on a niltessellation R n /Γ is isomorphic to a nilflow.
Proof. Let A = G 0 be the isotropy group of 0 in G, so R n is G-equivariantly diffeomorphic to A\G (see 2.2). In accordance with Proposition 2.4, let X be a Lie subgroup of G that contains A as a codimension-one, normal subgroup. There is no harm in assuming that the homogeneous space A\G is faithful, in which case, the Bieberbach Condition (3.8) asserts that Γ is contained in a subgroup B of G, such that AB = G and A ∩ B = e. Then Lemma 3.12 implies that the action of X/A on A\G/Γ is isomorphic to the action of X ∩ B on B/Γ.
Lemma 3.12. Let A and Γ be closed subgroups of a Lie group G. Let X be a Lie subgroup of G that contains A as a normal subgroup, and let B be a closed subgroup of G containing Γ, such that AB = G. Then the left action of X/A on A\G/Γ is naturally isomorphic to the left action of (X ∩ B)/(A ∩ B) on (A ∩ B)\B/Γ.
Proof. Since Γ ⊂ B and AB = G, it is not difficult to see that the natural inclusion of (
Background from the Theory of Real Algebraic Groups
Our proofs employ some basic properties of algebraic groups over R, in the spirit of [R, §P.2, pp. 7-11] . For general background on algebraic groups, see a text such as [B2] or [Hu] .
Definition 4.1 ([B2] , [Hu] ). A function f on GL(n, R) is regular if there is a poly-
. A subgroup A of GL(n, R) is said to be Zariski closed (or we may say that A is a real algebraic group) if A is an algebraic subvariety of GL(n, R). That is, A is the set of zeros of some collection of regular functions on GL(n, R).
As a subset of Euclidean space R n 2 , a real algebraic group inherits a topology, in which it is a smooth manifold. When necessary to avoid confusion with the Zariski topology, we refer to this as the Euclidean topology. Example 4.6. The multiplicative group R # can be realized as a real algebraic group (in fact, an R-split torus) via the embedding
The subgroup R + of positive reals, being the identity component of R # , is almost Zariski closed, but it is not Zariski closed.
In general, any Zariski-connected, solvable real algebraic group B has a decomposition B = (T split T cpct ) U . With the identification
we have
and then
Definition 4.7. The almost-Zariski closure A of a subgroup A of an almost algebraic group is the unique smallest almost-Zariski closed subgroup that contains A.
In particular, if A is a subgroup of a connected Lie group G, we use Ad G A to denote the almost-Zariski closure of Ad G A in the real algebraic group Aut(G), where G is the Lie algebra of G.
4A. The action of the adjoint group. If G is simply connected, it is a basic fact of Lie theory that every group of automorphisms of the Lie algebra G lifts to a group of automorphisms of G [V, Cor. 2.7.6, p. 72] . If G is connected, but not simply connected, then, unfortunately, there may be automorphisms of G that do not lift to automorphisms of G. For example, Aut(T n ) = GL(n, Z) is not the full group GL(n, R) of automorphisms of the Lie algebra R n . The following proposition shows that the group Ad G does lift to a group of automorphisms of G, even if G is not simply connected (see 4.8). Therefore, every Lie subgroup S of Ad G acts on G, so we may form the semidirect product S G of S with G. In our most important applications of this sort, G is solvable, and S is a torus in Ad G. 4C. Syndetic hulls. Every closed subgroup of a connected, nilpotent Lie group has a syndetic hull (see 3.7), but this is not true for subgroups of solvable groups (see 4.24). Therefore, it is very useful to have a result that guarantees the existence of a syndetic hull in certain cases (see 4.25).
Example 4.24. Let us construct a tessellation whose fundamental group has no syndetic hull. Fix a real number p with 0 < p < 1, and define a 4-parameter group
Then {γ a,b,0,0 } is easily seen to be transitive on R 2 , so G is transitive. The subgroup {γ 0,b,c,d } is a codimension-one, abelian, normal subgroup, so G is solvable. (More precisely, we have
where R centralizes R × (0, 0) and acts by rotation on 0 × R 2 .) Let
For m, n ∈ Z, we have γ m,n,n,0 (x, y) = (x + m, y + n (1 + p cos 2πx)) , so it is clear that Γ is a properly discontinuous subgroup of G, and that is a fundamental domain for the action of Γ (see Figure 4 .1), so R 2 /Γ is compact. However, we claim that no finite-index subgroup of Γ has a syndetic hull in G. In fact, no finite-index subgroup of Γ is contained in any connected, proper subgroup of G. (Thus, every finite-index subgroup of Γ is "full" in G [M1] , [CW] .) To see this, let B be a connected subgroup of G that contains a finite-index subgroup Γ of Γ.
Hence B nil G = G, so, since Ad G is a torus, we have Ad G B = Ad G (see 4.23). Therefore, B G (see 4.13), so 
Lemma 4.26. If A is a closed subgroup of a solvable Lie group G, and N is the maximal syndetic hull of
Proof. Replacing A with AN , we may assume A ∩ nil G is connected, and contains the maximal compact subgroup K of nil G. Then, by modding out K, we may assume nil G is simply connected (see 2.8). Hence, G has a faithful, finitedimensional representation that is unipotent on nil G (see 4.20), so we may assume G ⊂ GL(n, R), and nil G is unipotent. Then A ∩ nil G is a connected subgroup of a unipotent group, so A ∩ nil G = A ∩ nil G (see 4.19). Therefore, because [A, A] ⊂ A ∩ nil G (see 2.14), we have The assumption that G is solvable is not necessary in the following corollary, but we have no need for the more general result.
Corollary 4.29. Let A and B be subgroups of a connected, solvable Lie group G. If A\G/B is compact, then
Furthermore, for every compact set K ⊂ Ad G, there is a compact set
Proof. Because A\G/B is compact, we know G/[AB(nil G)] is compact, so the Borel Density Theorem (4.27) implies that
Ad G Ad G A Ad G B Ad G nil G is a compact torus. Let τ be the natural homomorphism from G into this torus. On the one hand, G τ is Zariski dense, hence dense (see 4.16). On the other hand,
Hence τ is surjective, so
From Lemma 4.19, we know that Ad
Hence, we conclude that
Because Ad G is normal in Ad G (see 4.13), we may rewrite this as
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We now know that the map
is abelian (see 4.30), then it is easy to see that the map is a submersion. Hence the map
is a submersion. Therefore, the map has continuous local sections (see 4.31), so every compact subset of the range is the image of a compact subset of the domain, as desired. 
, and a C ∞ map ψ : U → X, such that φ(ψ(y)) = y, for every y ∈ U . In other words, φ has C ∞ local sections.
The Nilshadow Map
Our proofs rely on the nilshadow construction, which was developed by Auslander and Tolimieri [AT] . In this section, we state the basic facts we need. For background and proofs, see [W2, §4] .
Definition 5.1. Let G be a connected, solvable Lie group, and let T cpct be a maximal compact torus of Ad G. There is a natural projection from Ad G to T cpct , given by the splitting Ad G = (T split × T cpct ) U , where T split is any maximal Rsplit torus and U is the unipotent radical. Define π : G → T cpct to be the composite homomorphism
Let S and S ⊥ be almost complementary tori in T cpct , by which we mean that We define the nilshadow map ∆:
), where the action of S on G is given by Lemma 4.8.
Warning: the nilshadow map is not a homomorphism (unless S is trivial). In fact, a simple calculation shows that ∆ is a crossed homomorphism (see 1.3), with respect to the homomorphism −σ. That is, (ab) The following simple lemma is used to simplify calculations throughout the paper.
Lemma 5.4. For all g ∈ G and x
Corollary 5.5. Let A be a subgroup of G. Then, for every s ∈ S, we have (
Corollary 5.7. G ∆ is a normal subgroup of S G.
Corollary 5.8. If A is a connected subgroup of G such that
The following proposition shows that the nilshadow construction has killed precisely the torus S. The following technical result dictates our choice of S in our proof of the Main Theorem (see §7).
Lemma 5.10. If A is a subgroup of G such that Ad G A is connected, and T cpct contains a maximal compact torus of Ad
G A, then Ad G A contains A π , so A π = Ad G A ∩ T cpct . If,
in addition, A is connected and
We now present a number of results showing that the structure of G ∆ mirrors some of the important structure of G.
Lemma 5.11. Let A and B be closed subgroups of G, such that
Proof. Given any g ∈ G, there exist a ∈ A and b ∈ B such that 
By assumption, there is a compact set K ⊂ G such that AKB = G. Let
Then K is compact. For every s ∈ S, there is some (α, g, β) ∈ K 1 , such that γs = αgβ, so we have
Therefore, for every s ∈ S, we have Proof. From Proposition 5.14, we know that A\(S G)/B is compact, which means there is a compact set Proof. This is similar to the proofs of Proposition 5.14 and Corollary 5.15.
Step 1. B is proper on A\(S G). It suffices to show, for every compact set
Let From Lemma 4.29, we know that there is a compact set
For any s ∈ S, there is some (α, g, β) ∈ K 1 with s = α(Ad g)β, so we have
Since B ⊂ G, we have
Since B is proper on A\G, KAK ∩ B is compact. Hence (α,g,β)∈K1 KAK ∩ B β is also compact.
Step
Since both B and B ∆ are cocompact in BB σ , and B is proper on A\(S G), we know that B ∆ is proper on A\(S G). Then, since both A and A ∆ are cocompact in AA σ , we know that B ∆ is proper on [G, G] , which is the same as saying that Ad G centralizes G/ [G, G] . Therefore Ad G centralizes G/ [G, G] (cf. 4.10). Since G ⊂ Ad G, this implies T centralizes G/ [G, G] , which is the same as saying [T, G] 
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n , where R + acts by scalar multiplication, and R n acts by translations. Then R n /R + ≈ S n−1 ∪{0} is compact, but B is not transitive. In fact, B is very far from being transitive; there are uncountably many B-orbits.
Note that, in the preceding example, 0 is in the closure of every B-orbit. The following conjecture asserts that all compact quotients share this behavior.
Conjecture 6.4. Let B be a connected Lie subgroup of a connected, solvable Lie group G that acts transitively on
R n . If R n /B is compact,
then there is a unique closed B-orbit on R n , and the closure of every B-orbit contains this closed orbit.
For purposes of the proof, it is more convenient to state the theorem in the following group-theoretic terms. Before beginning the proof, we state the following simple fact.
Lemma 6.5. Let A and H be subgroups of a semidirect product T U . If T is contained in both A and H then, letting U H = H ∩ U , we have H = T U H and
Proof of Theorem 6.2 . Let A and B be connected subgroups of a connected, simply connected, solvable Lie group G, such that A\G/B is compact. To detour around a technical difficulty that arises in Case 2 of the proof, we will not always assume that every point in A\G/B is closed. Instead, we assume that either 1. Ad G is R-split, and the closure of each point of A\G/B is a minimal closed subset; or 2. every point of A\G/B is closed. Under this weaker hypothesis, we show that G = AB.
For convenience, let U = nil G. Because G/U is abelian (see 2.14), we know G/(AU B) is an abelian group. It is compact, because A\G/B is compact, and it is simply connected, because G is simply connected and AU B is connected (see 2.11 and 2.8). Therefore, G/AU B is trivial (see 2.7), that is, G = AU B. Hence, by Lemma 2.12, we may assume U B = G. Similarly, we may also assume AU = G.
Let T A and T B be maximal tori in Ad G A and Ad G B, respectively. Since AU = BU = G, we know that T A and T B are maximal tori in Ad G (see 4.23). Then, replacing B by a conjugate, we may assume T A = T B (see 4.22).
Case 1. Ad G is R-split, and the closure of each point of A\G/B is a minimal closed subset.
Step 1.1. Let U A = U ∩A and U B = U ∩B. We may assume there is a subgroup T of G such that Ad G T is a torus, and such that G = T U and A = T U A . Furthermore, we may assume B = T B U B , where
Since T A and T B are equal, it is obvious that they centralize each other, so we may form the semidirect product (T A × T B ) G, and we may embed T A A and T B B as subgroups of (T A × T B ) G via the natural embeddings (t, a) → (t, e, a) and (t, b) → (e, t, b), respectively. It is straightforward to verify that the natural inclusion
is a homeomorphism. Thus, there is no harm in replacing G, A, and B by (T A ×T B ) G, T A A, and T B B, respectively. Then, letting T = T A and α(t) = (t −1 , t, e), we have the desired conclusions.
Step 1.2. We may assume
we also know that U B is normalized by T B . Hence U B G, so we can mod it out. Then U = Z(G), from which it follows that G is nilpotent (in fact, G is abelian), so Corollary 3.2 implies AB = G, which completes the proof of the theorem.
We may now assume Z(G)U B is a proper subgroup of U . Because U is nilpotent, this implies that Z(G)U B [U, U ] is a proper subgroup of U [Ha, Cor. 10.3.3, p. 155] , so
We may assume that M contains U A , for otherwise the codimension of M implies U A M = U , from which it follows that A(T M) = G, so, by Lemmas 2.12 and 6.5, we could replace G with the proper subgroup T M. Now T M is closed, so A\(T M)/B is a closed subset of A\G/B, so A\T M/B is compact. Therefore, by induction on dim G, we know that AB = T M. By intersecting with M , we conclude that
Step Step 1.4. We have
We wish to show Y 0 = Y . Because M U, we have M y = yM , so
For every t ∈ T and y ∈ Y , we have Since U is a simply connected, nilpotent Lie group, it can be given the structure of a unipotent real algebraic group [V, Thm. 3.6.6, p. 199] , and every connected subgroup of U is Zariski closed (see 4.19). Thus, the homogeneous space U = (U A T α )\U is an affine variety [B2, Cor. 6.9b, p. 99] . Define the map µ :
Since M U, and [B2, Prop. 4.10, p. 88] , we have Step 1.5. The double-coset space A\G/B is homeomorphic to the space of equivalence classes of the equivalence relation on Y T α defined by y z ∼ yz ⇔ ∃a ∈ A, ∃b ∈ B, such that y z = ayzb.
From
Step 1.4, we know that
The rest of the proof of Case 1 is a study of these equivalence classes.
Step 1.6. We have
and v ∈ U B , such that y z = (au)yz(bv). We may write b = tt α for some t ∈ T . By considering the equation y z = (au)yz(bv) modulo U , we see that we must have a = t −1 , so
Considering this equation modulo M , we see that we must have
Thus, letting w = u ty v, we obtain the desired conclusion.
(⇐) Write w = u y v, with u ∈ U A and v ∈ U B . Then, reversing the steps of the preceding paragraph, we have y z = (t −1 u)yz(tT α v), so y z ∼ yz.
Step 1.7. Setting w = e in the RHS of (6.1.6a), we have y z ∼ yz ⇐ ∃t ∈ T, such that y = y t and z = zt α . (6.1.7b)
In particular, for any t ∈ C T (Y ), we see that yzt α ∼ yz. Therefore, each ∼-equivalence class is a union of cosets of C T (Y ) α . That is, ∼ induces an equivalence relation on Y Z, with the same equivalence classes. From (6.1.7b), we see that g ∼ T h ⇒ g ∼ h, as desired.
Step 1.8. The subgroup Z is not one-dimensional. Suppose, for a contradiction, that Z is one-dimensional. Then Y Z ≈ Y × Z can be identified with R 2 , and the ∼ T -equivalence classes are logarithmic curves (and the Z-axis), as illustrated in Figure 6 .1. It is not difficult to see that the space of ∼ T -equivalence classes is not compact. (For example, each equivalence class E in the right half-plane is the boundary of two open subsets of the plane; let O E be the one these subsets that contains the entire left half-plane. Then each O E is a union of equivalence classes, and {O E } is an increasing chain of open sets whose union is the whole plane.) Therefore, the ∼-equivalence classes cannot be the same as the ∼ T -equivalence classes; some of the ∼ T -equivalence classes must be combined into a single ∼-equivalence class. By comparing (6.1.6a) and (6.1.7a), and noting that {y = e} is a single ∼ T -equivalence class, so cannot be collapsed any further, we see that there is some y = e such that U y A U B ∩ Z = e. Because this intersection is a Zariski closed subgroup, and Z is one-dimensional, then this intersection must be all of Z. Thus, for every z ∈ Z, we have y ∼ yz. In terms of Figure 6 .1, this means that all of the points on the vertical line through y are in the same ∼-equivalence class, which means that all of the ∼ T -equivalence classes that meet this vertical line are combined into a single ∼-equivalence class. It is clear from Figure 6 .1 that this implies the (open) half-plane containing y and bounded by the Z-axis is a single ∼-equivalence class. The closure of this half-plane clearly contains the Z-axis, which is a closed equivalence class. Thus, there is a non-closed point in A\G/B whose closure contains a closed point. This contradicts our assumption that the closure of every point is a minimal closed set.
Step 1.9. The final contradiction.
Step 1.8, we know dim Z = 1, so we conclude that Z is trivial. Then Y Z = Y ≈ R, and there are precisely three ∼ T -equivalence classes, namely R + , 0, and R − . The closure of R + contains the closed point 0, so this contradicts our assumption that the closure of every point is a minimal closed set. This completes the proof of Case 1.
Case 2. The general case. Let T cpct be a maximal compact torus of T A , define S = T cpct and S ⊥ = e, and let ∆ : G → T cpct G be the corresponding nilshadow map, as described in Definition 5.1.
Since Step 2.1. There is some t ∈ T cpct such that
∆ . There are sequences {a n } ⊂ A and {b n } ∈ B such that (a σ n , a n )(g Step 2. From
Step 2 and the preceding paragraph, we know that some maximal compact subgroup of B ∆ is trivial. Hence B ∆ is simply connected (see 2.6). Furthermore, it must be the case that every maximal compact subgroup of B ∆ is trivial (see 2.5), so, from Step 2, we see that, for every s ∈ S, we have (A ∆ ) s ∩ B ∆ = e, as desired.
Step 4. The map ρ is surjective. We wish to show AB = G. (This is more complicated than the proof of Lemma 5.11, because B may not be a subgroup and we do not know whether S normalizes A.) We know from Step 2 that A ∆ B ∆ = G ∆ . Therefore, given any g ∈ G, there exist a ∈ A and b ∈ B such that Since g ∈ ker σ is arbitrary, we conclude that ker σ ⊂ AB. Indeed, because A ∆ (B ∆ ) s = G ∆ for every s ∈ S (cf.
Step 2), the same proof shows that ker σ ⊂ AB s , for every s ∈ S.
For an arbitrary g ∈ G, we have g = a (c σ , c).
Step 3. Therefore, b ∆ = c ∆ , so b = c, as desired.
Step 6. The inverse of ρ is C ∞ , so ρ is a diffeomorphism. It suffices to show that ρ is a submersion (see 4.31). Thus, it suffices to show B is transverse to Ab, for every b ∈ B. Because ∆ : G → G ∆ is a diffeomorphism, it suffices to show B ∆ is transverse to (Ab) ∆ . We have 
