Abstract. We consider a random walk on integers where at the first visits to a site the walker gets a positive drift, but where after a certain number of visits the walker gets a negative drift. We prove that the walker is almost surely transient to the left with positive speed. This is a variant of a model studied
Introduction
This note is meant as a small complement to the papers of Zerner [Zer1, Zer2] , Kosygina and Zerner [KZer] , and . In fact our goal is to show how the tools and results of these papers allow to study another case of the same general model. The problem addressed in [Zer1] and , which is a generalization of the model introduced by Benjamini and Wilson [B-W] , is roughly the following: let (p i ) i≥1 be a sequence of real numbers in [1/2, 1), such that p i = 1/2 for i large enough, let say i > M . Then consider the random walk (X n ) n≥0 on Z with transition probabilities given by
if |{j ≤ n | X j = x}| = i. The question is to describe the asymptotic behavior of this random walk. Zerner [Zer1] has proved that it is either recurrent if i (2p i − 1) ≤ 1, or converges toward +∞, if i (2p i − 1) > 1. Then have proved that it converges toward +∞ with positive speed if, and only if, i (2p i − 1) > 2. Moreover they give in [Ba-S2] the exact rate of growth in the null speed regime. In fact Zerner has obtained his results in the more general setting where the sequence (p i ) i≥1 is random and non necessarily equal to 1/2 for i large enough. Furthermore he has extended these results in higher dimension in [Zer2] , and recently to the case p i ∈ (0, 1) with Kosygina [KZer] .
Here we study a variant where p i = q ∈ (0, 1/2) for all i > M . In this case we prove that the random walk always converges toward −∞ with non zero speed. Although this result may seem easier, our proof is not really shorter and we have not found any direct argument to prove it. Apart from its possible own interest, this result may help to give intuition in other models, like the generalized reinforced random walks studied in [RSch] for instance.
Such problem belongs to the category of excited or reinforced random walks, where transition densities depend on the past trajectory. This subject is treated in the survey of Pemantle [Pem] where the reader can learn in particular about recent developments on vertex or edge reinforced random walks on graphs (mainly Z d or trees), and find many other references.
Notation
We will try to follow as much as possible notations of [Zer1] and . An environment is a sequence w = (w x (i)) x∈Z,i≥1 , where w x (i) represents the probability for the random walk to go from x to x + 1 after i visits to x. So the initial environment w 0 is defined by w x 0 (i) = p i for all x ∈ Z and i ≥ 1. In particular we take it deterministic. We will sometimes denote for n ≥ 0 by w n the (random) environment as seen after n steps. That is w x n (i) = p j where j is equal to i minus the number of visits to x up to time n − 1. If w and w ′ are two environments, we note w ≤ w ′ if for all x and all i, w
. We denote by (F n ) n≥0 the natural filtration of (X n ) n≥0 . Thus w n is F n -adapted for all n ≥ 0. For x ∈ Z and w any environment we denote by E x,w the law of the random walk starting from x with initial environment w. We will sometime forget to precise x or w if there is no possible confusion. With these notations our result can be restated as follows:
M and any q ∈ (0, 1/2),
Proof
The first thing is to obtain a zero-one law. For this we need a monotonicity result proved by Zerner [Zer1] . For n ∈ Z, we set T n = inf{t ≥ 0 | X t = n}.
This lemma was stated in [Zer1] for environments with only non negative drift, but Zerner's proof applies for general w and w ′ . In particular, since {X n → −∞} = lim n→+∞ {T n = +∞}, we get that w ≤ w
So we need only to prove Theorem 2.1 for w 0 of the form w Proof. Let A = {X n → +∞}. Consider the bounded martingale
Then a general result implies that a.s. M n → 1 A as n → +∞. On the other hand if w n is the environment after n steps, then clearly w Xn+x n (i) ≤ w x 0 (i) for any x ∈ Z and i ≥ 1. So by the Markov property of the couple (X n , w n ) n≥0 and Lemma 3.1 we have
is constant, which proves the lemma.
The rest of the proof is divided in two parts. First we prove that P[X n → +∞] = 0. Then we prove that the random walk converges toward −∞ with negative speed.
3.1. The random walk cannot converge toward +∞. This will be proved by following a method used in [Ba-S1]: we assume by contradiction that X n → +∞, and in particular that T n < +∞ for any n ≥ 0. Next we need to introduce some additional notation. For n ≥ 1 and x ∈ Z let
Let (B i ) i≥1 be a sequence of independent Bernouilli random variables with parameter p if i ≤ M and q if i > M . For j ∈ N define
A j = k j − j − 1. Then as in [Ba-S1] Lemma 2.1, we have the equality in law:
where (ξ i ) i≥1 is a sequence of i.i.d. geometrical random variables with parameter q. We define now the Markov chain (Z n ) n≥0 by
This is in fact a branching process with migration. Let us recall some facts: first for each n, (U n n , . . . , U 0 n ) has the same law as (Z 0 , . . . , Z n ) (see [Ba-S1] Proposition 2.2). In particular since U 0 ∞ is a.s. finite, this implies that (Z n ) n≥0 is irreducible positive recurrent, and converges in law toward some random variable Z ∞ , which is independent of the starting point of (Z n ) n≥0 . The random generating function of Z ∞ is defined by:
Remember that the law of Z ∞ is the stationary measure of (Z n ) n≥0 . Thus
, which as in [Ba-S1] Lemma 3.4, leads to the equation
where
Now observe that all the derivatives of a and b in 1 are finite. So (1) implies that all the derivatives of G in 1 are also finite, i.e. all the moments of Z ∞ are finite.
Since Z ∞ is stochastically decreasing with q, this would imply the same result when q = 1/2. But this is in contradiction with a general result of Kaverin [Kav] (see also [Ba-S1] Lemma 3.3). Thus P[X n → +∞] = 0 for all q < 1/2 and all p < 1.
3.2. The random walk is transient to the left with negative speed. For x ∈ Z and n ∈ N ∪ {+∞}, define the drift accumulated in x at time n by
and the total drift accumulated in the negative part by
The proof is adapted from [Zer1] Lemma 6 and Lemma 11, but is slightly different. Thus let us give some details. The basic tool for proving the lemma is the martingale defined by
The fact that (R n ) n≥0 is a martingale implies that for any t ≥ 0
Now remark that since X n a.s. does not tend to +∞, T −K is a.s. finite for any
Moreover the monotone convergence theorem implies that
In the same way, observe that the positive and negative parts of D − n are increasing with n, and that its positive part is bounded for n ≤ T −K , if K is fixed. So again the monotone convergence theorem gives
which leads to the equation
Now assume that E[V ∞ ] = +∞. Then, since up to multiplicative and additive constants V n is lower than D 
Then observe that the law of (X τ x (m) ) m≥0 is independent of (w y n ) n≥0,y>x . This shows that for any k ∈ N ∪ {+∞}, the law of D We can now conclude the proof of our theorem. First the random walk cannot be recurrent. Otherwise a.s. T n would be finite for any n ∈ Z. Thus a.s. X n would be equal to 0 infinitely often, contradicting the above lemma. So a.s. X n → −∞. Moreover as in [Ba-S1], one can see that the random walk has a negative speed if and only if E[V ∞ ] < +∞. Thus again the above lemma implies that it has well a negative speed.
