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радуjући се сваком новом сазнању. Хвала jоj што jе оставила такав траг. Кажу
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а без тих особина не бих истраjала на овом путу.
Наслов дисертациjе: Математички модели и методе решавања новог про-
блема распоређивања возила при оптимизациjи транспорта пољопривредних
сировина
Резиме: Проблеми оптимизациjе налазе примену у свим сферама реалног жи-
вота. Адекватно моделирање проблема оптимизациjе и развоj адекватних мате-
матичких метода за њихово решавање од великог су значаjа за функционисање
многих реалних система. Предмет ове докторске дисертациjе jе нов проблем
распоређивања возила (енгл. Vehicle Scheduling Problem - VSP) при оптими-
зациjи транспорта пољопривредних сировина. Оптимизациjа транспорта сиро-
вина коjе се користе за прераду до финалног производа jе од великог значаjа у
почетноj фази производње. То jе посебно изражено код прераде пољопривред-
них сировина, jер jе њихова цена на тржишту ниска, па трошкови транспорта
имаjу наjвећи удео у укупним трошковима производње финалног прозвода. Из
тог разлога, смањење неопходног времена и уложених финансиjских средстава
у фази транспорта сировина, директно утиче на повећање профитабилности
предузећа.
Вариjанта проблема VSP коjа jе разматрана у дисертациjи настала jе из по-
требе оптимизациjе транспорта шећерне репе у jедноj фабрици за производњу
шећера у Србиjи, али се може применити и у ширем контексту, за оптимиза-
циjу транспорта сировина или робе коjи се oрганизуjе у великим компаниjама
при истим или сличним условима. Проблем укључуjе низ специфичности по
коjима се разликуjе од постоjећих вариjанти проблема распоређивања возила,
те математички модели коjи су до сада предложени у литератури не описуjу
адекватно разматрани проблем.
У дисертациjи jе анализирана сложеност разматраног проблема. Релакса-
циjа предложеног проблема поређена jе са проблемом паралелног распоређи-
вања машина (енгл. Parallel Machine Scheduling Problem - PMSP). На основу
еквивалентности са проблемом партициjе (енгл. Partitioning problem), познато
jе да PMSP НП-тежак. У дисертациjи jе доказана аналогиjа између релакса-
циjе разматраног проблема и PMSP и закључено jе да jе предложени проблем
НП-тежак.
Развиjени су нови адекватни математички модели коjи обухватаjу све карак-
теристике разматраног проблема. Предложени математички модели су упоре-
ђени у смислу ефикасности коришћењем егзактних решавача Lingo 17 и CPLEX
MIP 12.6.2. Експериментални резултати су показали да оба егзактна решавача
проналазе оптимална или допустива решења само на реалним инстанцама про-
блема малих димензиjа, што jе и очекивано, имаjући у виду сложеност про-
блема. Из тог разлога, коришћење хеуристичких и метахеуристичких метода
представља адекватан приступ за решавање инстанци проблема већих димен-
зиjа. С обзиром на специфичности разматраног проблема, постоjеће импле-
ментациjе хеуристичких и метахеуристичких метода за проблеме распоређи-
вања или рутирања возила из литературе не могу бити директно примењене
на оваj конкретан проблем. Из тог разлога су, у овоj дисертациjи, дизаjниране
и имплементиране различите вариjанте метахеуристике под називом Метода
променљивих околина (енгл. Variable Neighborhood Search - VNS ), као и jедна
вариjанта Похлепне стохастичко-адаптивне процедуре претраге (енгл. Greedy
Randomized Adaptive Search Procedure - GRASP), чиjи су елементи прилагођени
карактеристикама разматраног проблема распоређивања возила.
Прво jе разматран проблем VSP-P коjи представља потпроблем предложене
вариjанте проблема распоређивања возила. VSP-P jе добиjен искључивањем
ограничења коjа се односе на усклађивање времена стизања камиона на сваку
од локациjа и у круг фабрике. За решавање VSP-P дизаjниранa су два алго-
ритма: вариjанта Основне методе променљивих околина (енгл. Basic Variable
Neighborhood Search - BVNS ) и Похлепна стохастичко-адаптивна процедура пре-
траге (енгл. Greedy Randomized Adaptive Search Procedure - GRASP). Обе методе
су тестиране на инстанцама добиjеним на основу података из праксе и на скупу
генерисаних инстанци већих димензиjа. Експериментални резултати показуjу
да и BVNS и GRASP метода на реалним инстанцама малих димензиjа достижу
сва позната оптимална решења, добиjена егзактним решавачима. На скупу ре-
алних инстанци средњих димензиjа, BVNS метода jе достигла или побољшала
горње границе вредности функциjе циља добиjених CPLEX решавачем за огра-
ничено време извршавања од 5h. Такође, BVNS даjе решења бољег квалитета у
односу на GRASP методу на скупу реалних инстанци средњих димензиjа и ге-
нерисаних инстанци већих димензиjа. Анализом свих експерименталних резул-
тата, закључено jе да обе методе представљаjу адекватне приступе за решавање
разматраног проблема. Ипак, уочава се да jе BVNS боља када jе у питању ква-
литет добиjених решења, док jе GRASP ефикасниjи од BVNS у погледу времена
извршавања.
За полазни проблем распоређивања возила (VSP) коjи укључуjе све карак-
теристике реалног проблема, дизаjниране су и имплементиране три вариjанте
VNS методе: Основна метода променљивих околина (енгл. Basic Variable Neigh-
borhood Search - BVNS ), Адаптивна метода променљивих околина (енгл. Skewed
Variable Neighborhood Search - SVNS ) и Побољшана основна метода променљи-
вих околина (енгл. Improved Basic Variable Neighborhood Search - BVNSi). Прве
две методе користе исте структуре околина, при чему BVNS користи страте-
гиjу наjбољег побољшања (енгл. Best improvement strategy), а SVNS стратегиjу
првог побољшања (енгл. First improvement strategy) у фази локалне претраге.
Све три методе су тестиране на реалним и генерисаним инстанцама. Експери-
ментални резултати на скупу реалних и генерисаних инстанци су показали да
BVNS даjе решења бољег квалитета у односу на SVNS, али jе време рада SVNS
методе значаjно краће. Трећи дизаjнирани алгоритам (BVNSi) представља по-
бољшану вариjанту BVNS методе, коjа користи општиjе структуре околина у
односу на BVNS и SVNS, што jе допринело jедноставности BVNSi алгоритма
и брзини извршавања. Тестиране су две вариjанте BVNSi методе коjе користе
различите стратегиjе у оквиру процедуре локалног претраживања: BVNSiF са
стратегиjом првог и BVNSiB са стратегиjом наjбољег побољшања. Анализом
и поређењем резултата закључено jе да у погледу квалитета добиjених решења
као и стабилности, наjбоље перформансе има BVNS метода, али jе SVNS наj-
бржа. Вариjанте побољшане методе BVNSi успеваjу да пронађу нова наjбоља
решења за две реалне инстанце средњих димензиjа и да за значаjно краће време
реше инстанце већих димензиjа, у поређењу са BVNS и SVNS, редом. Са друге
стране, вариjанте BVNSi методе нису тако стабилне као BVNS и SVNS методе на
скупу реалних и генерисаних инстанци. У случаjу jедне генерисане инстанце
већих димензиjа, обе BVNSi методе су имале значаjно лошиjе перфоермансе
у односу на остале методе, што jе негативно утицало на просечне вредности
функциjе циља и времена извршвања.
Предложени проблем распоређивања возила jе од великог практичног зна-
чаjа за оптимизациjу транспорта пољопривредних сировина. Планирано jе да
добиjени резултати буду примењени у пракси, делимично или у потпуности.
Са теориjског аспекта, развиjени математички модели представљаjу научни
допринос областима оптимизациjе и математичког моделирања. Развиjенe ва-
риjанте VNS метода прилагођених проблему и поређења њихових перформанси
представљаjу научни допринос области метахеуристичких метода за решавање
проблема оптимизациjе.
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Dissertation title: Mathematical models and solution methods for the novel ve-
hicle scheduling problem for optimizing the transport of agricultural raw materials
Abstract: Optimization problems arise from many real-life situations. The devel-
opment of adequate mathematical models of optimization problems and appropriate
solution methods are of great importance for performance of real systems. The sub-
ject of this doctoral dissertation is a novel vehicle scheduling problem (VSP) that
arises from optimizing the transport of agricultural raw materials. The organization
of transport of raw materials is of great importance in the initial phase of produc-
tion. This is particularly evident in the case of agricultural raw materials, because
their price in the market is very low, and therefore, the costs of their transport
represent the largest part of the total production cost. For this reason, any reduc-
tion of time and money spent in this early production stage directly increases the
company’s profitability.
The considered variant of VSP arises from optimizing the transport of sugar
beet in a factory for sugar production in Serbia, but it can also be applied in a
wider context, i.e., to optimize the transport of raw materials or goods in large
companies under the same or similar conditions. The considered problem involves a
number of specific constraints that distinguish it from existing variants of the vehicle
scheduling problem. Therefore, mathematical models proposed in the literature for
other variants of VSP do not describe adequately the considered problem.
The complexity of the newly introduced VSP is analyzed. It is proven that
the introduced VSP belongs to the class of NP-hard problems by comparing its
relaxation with the Parallel Machine Scheduling Problem (PMSP). PMSP is known
to be NP-hard, as it is equivalent to the Partitioning problem. From the established
analogy between the relaxation of the considered VSP and PMSP, it is concluded
that the VSP introduced in this dissertation is NP-hard.
New mathematical models of the considered problem that involve all problem
specific properties, are developed. The proposed mathematical models are compared
in sense of efficiency by using Lingo 17 and CPLEX MIP 12.6.2 solvers. Experi-
mental results showed that both exact solvers provided optimal or feasible solutions
only for small-size real-life problem instances. However, this was expectable, having
in mind the NP-hardness of the considered problem. Therefore, heuristic and meta-
heuristic method seem to be appropriate approaches for solving problem instances
of larger dimension. Due to specific properties of the considered problem, the ex-
isting implementations of heuristic and metaheuristic methods for vehicle routing
and scheduling problems can not be directly applied. For this reason, different vari-
ants of well-known Variable Neighborhood Search (VNS) metaheuristic, as well as
Greedy Randomized Adaptive Search Procedure (GRASP), are designed. The con-
structive elements of the proposed VNS and GRASP implementations are adapted
to the characteristics of the considered vehicle scheduling problem.
A subproblem of the proposed variant of vehicle scheduling problem, denoted
as VSP-P is considered first. VSP-P is obtained from the initial VSP by excluding
problem specific constraints regarding vehicle arriving times to each location and
to the factory area. Two metaheuristic algorithms are designed as solution meth-
ods for this subproblem: Basic Variable Neighborhood Search - BVNS, and Greedy
Randomized Adaptive Search Procedure - GRASP. Both proposed approaches were
tested on instances based on real-life data and on the set of generated instances of
lager dimensions. Experimental results show that BVNS and GRASP reached all
optimal solutions obtained by exact solvers on small-size real-life problem instances.
On medium-size real-life instances, BVNS reached or improved upper bounds ob-
tained by CPLEX solver under time limit of 5 hours. BVNS showed to be superior
compared to GRASP in the sense of solution quality on medium size real-life in-
stances, as well as on generated large-size problem instances. However, general
conclusion is that both proposed methods represent adequate solution approaches
for the subproblem VSP-P. BVNS provides solutions of better quality compared to
GRASP, while GRASP outperforms BVNS regarding the average CPU time required
to produce its best solutions.
For the initial vehicle scheduling problem (VSP) that includes all problem specific
constraints, three VNS-based metaheuristic methods are designed and implemented:
Basic Variable Neighborhood Search - BVNS, Skewed Variable Neighborhood Search
- SVNS, and Improved Basic Variable Neighborhood Search - BVNSi. BVNS and
SVNS use the same neighborhood structures, but different search strategies in lo-
cal search phase: BVNS uses Best improvement strategy, while SVNS uses First
improvement strategy. All three VNS-based methods are tested on real-life and
generated problem instances. As it was expected, experimental results showed that
BVNS outperformed SVNS regarding solution quality, while SVNS running time
was significantly shorter compared to BVNS. The third designed algorithm BVNSi
represents a variant of BVNS that uses more general neighborhood structures com-
pared to the ones used in BVNS and SVNS. The use of such neighborhood structures
lead to the simplicity of BVNSi and shorter running times compared to BVNS. Two
variants of BVNSi method that exploit different strategies in Local search phase
are designed: BVNSiB with best improvement strategy and BVNSiF with First
improvement strategy. The results of computational experiments for all proposed
VNS-based methods for VSP are analyzed and compared. Regarding the quality
of the obtained solutions, BVNS method shows the best performance, while SVNS
needed the shortest average running times to produce its best solutions. Two vari-
ants of BVNSi method succeeded to find new best solutions on two medium size
real life instances and to solve large size instances in shorter running time compared
to BVNS and SVNS, respectively. However, both BVNSiB and BVNSiF turn out
to be less stabile than BVNS and SVNS on real-life and generated inatances. In
the case of one large-size generated instance, both BVNSi variants had significantly
worse performance compared to BVNS and SVNS, which had negative impact on
their average objective values and average running times.
The proposed vehicle scheduling problem is of great practical importance for
optimizing the transport of agricultural raw materials. It is planned to use the ob-
tained results in practice (partially or completely), as a support to decision makers
who organize transportation of in the early production phase. From the theoretical
point of view, the developed mathematical models represent a scientific contribu-
tion to the fields of optimization and mathematical modeling. The variants of VNS
methods that are developed and adapted to the problem, as well as comparison of
their performances, represent a scientific contribution to the field of metaheuristic
methods for solving NP-hard optimization problems.
Keywords: mathematical modeling, optimization, vehicle scheduling problem, meta-
heuristics, variable neighborhood search method, greedy randomised adaptive search
procedure
Research area: Mathematics
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Броjни проблеми коjи се срећу у савременом животу могу се формулисати
као проблеми оптимизациjе. Њихово решавање jе од великог значаjа за ефи-
касниjе функционисање реалних система. Када jе у питању привреда, уштеда
ресурса или смањење трошкова директно утиче на повећање профитабилности
предузећа. Из тог разлога, развоj модела и адекватних метода за решавање
широког спектра проблема оптимизациjе jе од великог практичног значаjа, а
интересовање истраживача за ову област константно расте, што се огледа у
броjу публикованих радова коjи се баве проблемима оптимизациjе.
Оптимизациjа транспорта сировина у производњи или транспорта финал-
них производа у ланцима снабдевања великих предузећа jе изузетно важна. У
свакоj привредноj грани, организациjа транспорта сировина има своjе специ-
фичности коjе су одређене типом и карактеристикама возила, расположивим
ресурсима предузећа и компаниjа са коjима посматрано предузеће сарађуjе,
али и своjствима саме сировине као што су, на пример, неопходни услови за
одрживост робе коjи диктираjу време и начин транспорта. Из тог разлога,
сваком проблему оптимизациjе коjи се односи на организациjу транспота у ра-
зличитим сегментима привреде мора се приступити индивидулно, узимаjући у
обзир све специфичности посматраног проблема. Добро разумевање свих аспе-
ката реалног проблема, укључуjући циљ оптимизациjе, предуслов jе за развоj
адекватних математичких модела коjи прецизно описуjу посматрани проблем.
Након формулисања математичких модела, наредни корак jе избор одговара-
jућих метода за решавање. Савремена литература из области оптимизациjе
обилуjе примерима реалних транспортних проблема и методама решавања коjе
представљаjу инспирациjу за креирање нових и прилагођавање постоjећих тех-
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ника како би се омогућило ефикасно решавање новог транспортног проблема.
Егзактне методе гарантуjу оптималност, али су доста захтевне када jе у пи-
тању време извршавања. У случаjу проблема веће сложености, оне често већ
код инстанци средњих димензиjа, не успеваjу да пронађу оптимално решење у
разумном временском интервалу. Стога се, при решавању сложених проблема,
егзактне методе користе у комбинациjи са хеуристичким и метахеуристичким
методама у виду хибридизованих хеуристика. Такође, решења на инстанцама
малих димензиjа, добиjених егзактним методама могу послужити као репер
за оцену ефикасности дизаjнираних хеуристика. Поред других хеуристичких
метода, као што су генетски алгоритми и алгоритми инспирисани природним
поjавама, Метода променљивих околина се издваjа као наjчешће примењиван
метода решавања проблема рутирања и распоређивања возила. Захваљуjући
jедноставноj имплементациjи коjа води ка доста добрим резултатима у поре-
ђењу са другим методама. Развиjене су броjне вариjанте методе променљивих
околина и примењиване као врло ефикасне методе решавања за различите про-
блеме овог типа. Такође, у литератури се могу пронаћи броjни примери реша-
вања проблема рутирања и распоређивања возила применом jедноставне мета-
хеуристичке методе под називом Похлепна стохастичко-адаптивна процедура
претраге. Стога се може сматрати да су метода променљивих околина и по-
хлепна стохастичко-адаптивна процедура претраге приступи коjи су адекватни
и перспективни приликом решавања проблема рутирања и распоређивања во-
зила.
1.1 Проблеми оптимизациjе
Проблеми оптимизациjе налазе примену у свим сферама реалног живота
(индустриjи, пољопривреди, транспортним и телекомуникационим системима,
логистици, медицини,...). Иако се ови проблеми у општем случаjу врло jед-
ноставно дефинишу и имаjу jасну формулациjу, за њихово решавање улажу
се изузетно велики напори. Адекватно моделирање проблема оптимизациjе и
развоj одговараjућих математичких метода за њихово решавање од великог су
значаjа за функционисање многих реалних система. Више о проблемима опти-
мизациjе може се наћи у [22] и [81].




Нека су дати простор решења S и функциjа циља или критериjумска функ-
циjа f : S → R. Решење проблема оптимизациjе се наjчешће означава са x ∈ S.
У општем случаjу, проблеми оптимизациjе се састоjе у проналажењу оптимал-
ног решења x∗ ∈ S, односно оног решења за коjе функциjа циља има наjбољу
вредност (наjмању или наjвећу). Према томе, уколико jе реч о проблему мини-




Проблеми код коjих се тражи максимална вредност функциjе циља своде се






Проблеме оптимизациjе jе могуће класификовати према различитим крите-
риjумима. У зависности од тога да ли се захтева да променљиве задовољаваjу
одређене услове или не, разликуjемо проблеме:
• условне оптмизациjе, у присуству ограничења
• безусловне оптимизациjе, без ограничења на променљивима.
Такође, могуће jе захтевати да променљиве узимаjу само одређене вредности
неког дискретног скупа реалних броjева, нпр. скуп целих или бинарних броjева,




проблеме оптимизациjе. Такође, могуће jе да проблем укључуjе два скупа про-
менљивих: у првом, променљиве узимаjу све реалне вредности или реалне вред-
ности из интервала реалних броjева, док променљиве другог скупа узимаjу
вредности неког дискретног скупа реалних броjева. Тада jе у питању мешо-
вити проблем оптимизациjе.
Проблеми непрекидне оптимизациjе, у зависности од типа функциjе циља и
постављених ограничења, могу бити: линеарни, конвексни, неконвексни, ква-
дратни... Проблем линеарног програмирања (енгл. Linear Programming - LP)
jе проблем оптимизациjе у коjем функциjа циља као и изрази коjи се jављаjу
3
ГЛАВА 1. УВОД
у ограничењима линеарно зависе од променљивих. Општа формулациjа LP
проблема у коначно димензионим просторима jе:
min cTx (1.3)
при ограничењима
Ax ≤ b, (1.4)
где jе x ∈ Rn вектор променљивих, док матрица A ∈ Rm×n и вектори-колоне
b ∈ Rm и c ∈ Rn садрже одговараjуће коефициjенте проблема.
Проблем квадратног програмирања (енгл.Quadratic Programming-QP) под-
разумева да постоjи квадратна зависност функциjе циља од променљивих у
моделу. Општа формулациjа проблема QP jе:
min xQTx+ cTx (1.5)
при ограничењима
Ax ≤ b, (1.6)
где jе, уз претходно уведене ознаке, матрица Q ∈ Rn×n.
Уколико се код проблема QP укључе и ограничења квадратног типа, до-
биjа се проблем са квадратним ограничењима (енгл. Quadratically Constrained
Programming-QCP) коjи може имати линеарну или квадратну функциjу циља.
min xQTx+ cTx (1.7)
при ограничењима
xATx+ dTx ≤ b, (1.8)
где jе, уз претходно уведене ознаке, низ d ∈ Rn. У случаjу када jе функциjа
циља линеарна важи Q = 0.
Параметри коjи се поjављуjу у проблемима оптимизациjе могу бити одре-
ђени, случаjног карактера тj. узимаjу вредности коjе су одређене расподелом




• проблеми у условима неодређености.
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Многи проблеми оптимизациjе спадаjу у НП-тешке проблеме. Каже се да
jе проблем оптимизациjе полиномске сложености, односно да припада П-класи,
уколико за његово решавање постоjи алгоритам полиномске сложености. Ако
се за дату вредност може утврдити, у оквиру полиномског времена, да ли она
представља решење проблема, сматра се да посметрани проблем припада класи
НП. Проблем коjи jе НП-тежак има своjство да се сваки проблем класе НП може
свести на њега у полиномском времену. Уколико НП-тежак проблем и сам
припада класи НП, каже се да jе такав проблем НП-комплетан. Како за многе
проблеме оптимизациjе не постоjе егзактни алгоритми полиномске сложености
коjи омогућаваjу решавање проблемских инстанци већих димензиjа у разумном
временском року, постоjи стална потреба за креирањем алгоритама коjи даjу
задовољаваjућа приближна решења. Броjне хеуристичке и метахеуристичке
методе се успешно користе за решавање различитих проблема оптимизациjе.
1.2 Проблеми рутирања и распоређивања
возила
Значаjно место међу проблемима оптимизациjе заузимаjу проблеми рути-
рања и распоређивања возила. Захваљуjући применама у разним сферама ре-
алног живота они су веома заступљени у литератури и константно привлаче
пажњу истраживача са теориjског и практичног аспекта. До сада jе у лите-
ратури предложен велики броj вариjанти проблема рутирања и распоређивања
возила и ефикасних метода за њихово решавање. И поред тога, нове реалне
ситуациjе и услови коjи се jављаjу у пракси приликом организациjе транспорта
представљаjу непресушни извор нових идеjа и вариjанти ових проблема, као и
непрекидне мотивациjе за истраживање ове области.
Класичан проблем рутирања возила (енгл. Vehicle routing problem - VRP)
представља генерализациjу познатог НП-тешког проблема трговачког путника
(енгл. Traveling salesmen problem - TSP) [44], [8], те VRP такође припада класи
НП-тешких проблема. Класичан VRP се дефинише на усмереном или неусмере-
ном графу, при чему сваки чвор представља клиjента са одређеним потребама
коjе треба задовољити, а свакоj грани jе додељена ненегативна реална вредност,
коjа представља трошкове транспорта при коришћењу посматране гране. Циљ
VRP-а jе да се за свако од m идентичних возила одреди рута тако да укупни
трошкови буду минимални, а притом треба да буду задовољени следећи услови:
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• сваки клиjент се посећуjе тачно jеданпут,
• свака рута почиње и завршава се у депоу,
• укупне потребе сваког клиjента нису веће од капацитета возила,
• дужина руте не прелази унапред дефинисану горњу границу.
Различите вариjанте VRP-а, њихове математичке формулациjе и преглед ме-
тода из литературе коjе се користе за решавање ових проблема могу се наћи у
[24].
Сложениjи типови VRP-а укључуjу ограничења коjа се односе на капацитете
и дужине рута. Када су присутна само ограничења капацитета, посматрани
VRP се назива проблем рутирања возила са ограниченим капацитетом (енгл.
Capacitated Vehicle Routing Problem - CVRP) и он jе доста изучаван у литера-
тури. Augerat и сар. [10] су за решавање CVRP користили методу гранања
и ограничавања (енгл. Brunch-and-Bound - BnB) са три различите процедуре
раздваjања: конструктивни алгоритам, похлепан алгоритам на случаjан начин
и jедноставна процедура заснована на табу претраживању, чиме су дизаjни-
ране три вариjанте методе гранања и одсецања (енгл. Brunch-and-Cut - BnC ).
Предложене BnC методе су достигле оптимална решења на познатим CVRP
тест примерима из литературе и на генерисаним инстанцама већих димензиjа.
Duhamel и сар. [31] су разматрали вариjанту проблема CVRP, означену са
2L-CVRP, код коjе се потребе клиjената састоjе у достављању предмета ока-
рактерисаних двема димензиjама. Аутори су развили еволутивну локалну пре-
трагу са вишеструким покретањем (енгл. Multi-start evolutionary local search
- MS-ELS ) за решавање разматраног 2L-CVRP. Експериментални резултати,
добиjени на класичним CVRP и на 2L-CVRP инстанцама из литературе, пока-
зали су да jе метода MS-ELS предложена у Duhamel и сар. [31] супериорниjа
у односу на постоjеће методе из литературе примењене на истим CVRP и 2L-
CVRP тест примерима. Динамичку вариjанту проблема CVRP коjа укључуjе
случаjна поjављивања саобраћаjних гужви чиjи су интензитет и дужина уна-
пред одређени дистрибуциjом вероватноћа, разматрали су Mandziuk и сар. [66].
Предложене су горње границе поверења и примењене на методу претраге др-
вета (енгл. Upper confidence bounds applied to trees - UCT ), коjа представља
проширење алгоритма претраге дрвета заснован на Monte Carlo методи. Ек-
спериментални резултати приказани у [66], показуjу да приступ заснован на
6
ГЛАВА 1. УВОД
UCT алгоритму даjе обећаваjуће резултате у поређењу са осталим методама
решавања динамичког CVRP-а.
Значаjно место у литератури заузима и проблем рутирања возила са више-
струким путовањима (енгл. Vehicle routing problem with multiple trips - VRPMT ).
VRPMT представља вариjанту VRP-а, код коjе возила могу да направе неко-
лико рута током посматраног временског периода. Проблем jе увео Fleischmann
[36], а затим су се у литератури поjавили и броjни радови коjи разматраjу
VRPMT или неку његову вариjанту. Olivera и Viera [73] су за решавање разма-
траног VRPMT предложили процедуру са адаптивном мемориjом (енгл. Adap-
tive memory procedure - AMP), коjа се заснива на комбиновању компоненти ви-
скоквалитетних решења. AMP се састоjи из три основна корака: конструкциjе
решења коришћењем мемориjе, локалне претраге и освежавања мемориjе, коjи
се смењуjу до задовољења критериjума заустављања. Резултати тестирања из
[73] показуjу да jе AMP алгоритам успео jе да пронађе више оптималних ре-
шења на инстанцама из литературе од других приступа решавања истог про-
блема. VRP са вишеструким путовањима су разматрали и Cattaruzza и сар.
[18] коjи су предложили меметски алгоритам са оператором локалне претраге
коjи комбинуjе стандардне VRP потезе са потезима размене између путовања.
Експериментални резултати из [18] су показали да jе дизаjниран меметски ал-
горитам надмашио постоjеће алгоритме за решавање VRPMT, у смислу просеч-
ног квалитета добиjених решења. Реалан проблем компаниjе за кућну доставу,
коjи представља VRP вариjанту са временским оквирима и вишеструким пу-
товањима (енгл. VRP with Time Windows and Multi-trips - VRPM-TW ), разма-
трали су Martinez и сар. у [68]. Проблем подразумева ограничени броj возила и
укључуjе просторна ограничења специфична за утоваривање обjеката кружног
облика. Предложен jе модел линеарног програмирања коjи jе коришћен за ег-
зактно решавање инстанци малих димензиjа, а затим и хеуристичка метода за
решавање већих тест примера. Хеуристика предложена у [68] се састоjи из два
корака: у првом кораку гради се инициjално решење помоћу модификованог
Solomon II секвенциjалног метода уметања (енгл. Solomon II sequential inser-
tion method), док други корак побољшава конструисано инициjално решење
користећи табу претраживање. Battarra и сар. [12] су применили приступ
адаптивног вођења на вариjанту VRPMT, под именом VRP са минималним ви-
шеструким путовањима (енгл. Minimum multiple trip VRP - MMTVRP). Оваj
проблем подразумева дате временске оквире за опслуживање клиjената, свако
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возило прави више од jедне руте током радног дана, са циљем минимизациjе
укупног броjа вишеструких путовања. Експериментални резултати приступа
адаптивног вођења на скупу реалних инстанци, показуjу његов потенциjал за
решавање MMTVRP.
У новиjе време, при истраживању проблема рутирања возила, доста пажње
се посвећуjе проблемима рутирања са прикупљањем и доставом (енгл. Vehi-
cle routing problems with pickup and delivery). Madankumar и Rajendran [65]
су предложили два модела мешовитог целоброjног линеарног програмирања
(енгл. Mixed Integer Linear Programming - MILP) за VRP са прикупљањем и
доставом у ланцу снабдевања. Прецизниjе, проблем разматран у [65] jе зе-
лени проблем распоређивања возила са прикупљањем и доставом у полупро-
пусном ланцу снабдевања (енгл. Green vehicle routing problem with pickup and
delivery in a semiconductor supply chain - G-VRPPD-SSC ). Код ове вериjанте
VRP транспорт се врши од тачке прикупљања до тачке доставе, без повратка у
депо, при чему се води рачуна о минимизациjи емисиjе штетних гасова прили-
ком транспорта. Циљ првог предложеног MILP модела jе одредити скуп рута
и распоред возила са минималним трошковима коjе задовољаваjу постављене
услове. Други MILP модел представља проширење првог модела, jер укључуjе
различите цене горива на различитим бензинским станицама, а за циљ има ми-
нимизациjу збира трошкова рутирања и трошкова горива. Неупарени проблем
распоређивања возила са прикупљањем и доставом и вишеструким посетама
разматрали су Xu и сар. [92]. Проблем се састоjи у доношењу две интегрисане
одлуке: упаривање снабдевача са захтевом корисника коjег треба опслужити
и одређивање рута за возила. Табу претраживање jе примењено за решавање
посматраног проблема у [92], при чему су добиjена решења високог квалитета.
Значаjно место међу проблемима оптимизациjе заузимаjу проблеми распоре-
ђивања (енгл.Scheduling Problem-SP). Међу њима, наjвећа пажња jе посвећена
проблемима распоређивања возила (енгл. Vehicle Scheduling Problems – VSP)
коjи су природно повезани са проблемима рутирања возила. Ови проблеми
се често jављаjу при оптимизациjи транспортних система, као што су систем
jавног саобраћаjа (градски и међуградски превоз путника), транспорт разних
врста пошиљки, транспорт новца и драгоцености са обезбеђењем, транспорт
пољопривредних и других сировина, итд. У литератури постоjи више разли-
читих вариjанти ових проблема, али генерално, њихов циљ jе одређивање низа
путовања коjе возила треба да обаве током одређеног временског периода како
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би била задовољена сва постављена ограничења уз минималне трошкове.
Dantzig и Fulkerson (1954) [27] су формулисали модел линеарног програ-
мирања за проблем одређивања минималног броjа танкера коjи су неопходни
како би унапред познат распоред транспорта горива био задовољен. Од из-
лагања њихове идеjе, интересовање за проблеме распоређивања jе почело да
расте. Преглед ових проблема, коjи укључуjе око 500 научних радова са разли-
читим вариjантама проблема распоређивања и методама за њихово решавање,
из периода од 2006. до 2014. године дао jе Allahverdi (2015) [3].
Проблеми распоређивања се, у општем случаjу, дефинишу на следећи начин.
Дати су:
• скуп A = (J1, J2, . . . , Jn) задатака (послова),
• релациjа поретка ≺ на скупу A,
• тежинска функциjа W коjа пресликава скуп A на скуп целих ненега-
тивних броjева, придружуjући сваком задатку из скупа A време коjе jе
неопходно за његово извршавање,
• одређени броj машина (m).
Претпоставка jе да се у сваком временском интервалу t = 0, 1, . . . , tmax може
извршити наjвише m послова. Притом, tmax представља последњи интервал
у коме се извршава бар jедан посао. Ако jе J ≺ J ′ тада извршавање задатка
J ′ може да почне тек после W (J) jединица од почетка извршавања задатка J .
Циљ проблема распоређивања jе да се минимизуjе tmax.
Наjчешће се проблеми распоређивања возила везуjу за планирање транс-
порта у системима jавног саобраћаjа. Прво се, на основу прикупљених пода-
така одреде потребе путника коjе дефинишу руте и путничке станице, а затим
се приступа оптимизациjи коришћења расположивих ресурса. Више о пробле-
мима овог типа, њиховим класификациjама и методама решавања може се наћи
у [13], [16] и [78].
Проблем распоређивања возила за транспортне системе у jавном саобраћаjу
се дефинише на следећи начин. Нека jе дат скуп путовања са фиксним време-
нима поласка и повратка, познатим почетним и краjњим одредиштем и траjа-
њем путовања између сваке две краjње станице. Циљ jе придружити путовања
возилима тако да важи:
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• свако путовање се обавља тачно jедном,
• свако возило обавља допустив низ путовања,
• укупни трошкови су минимални.
Укупни трошкови могу бити подељени на фиксне трошкове, коjи се користе
за инвестициjе и одржавање и оперативне трошкове коjи покриваjу гориво и
поправке возила.
У општем случаjу, код проблема распоређивања возила, свако путовање ка-
рактерише време и локациjа поласка, као и време и локациjа повратка тj. за-
вршетка путовања. Уколико возила крећу са истог места и враћаjу се по завр-
шетку путовања на то место реч jе о проблемима са jедним депоом (енгл.Single-
depot VSP), а проблем се значаjно усложњава увођењем више депоа (енгл.
Multi-depot VSP). Такође, у општем случаjу проблема распоређивања, возила
у jедном путовању посећуjу више локациjа, при чему су позната времена пу-
товања од депоа до сваке локациjе и назад као и између локациjа, уколико су
повезане тj. уколико jе могуће путовати на посматраноj релациjи. Основни
циљ jе направити распоред путовања и придружити свако путовање jедном и
само jедном возилу како би укупни трошкови били минимални. Поред инимиза-
циjе укупних трошкова, код проблема распоређивања возила циљ може бити и
минимизациjа радног времена, укупног времена транспорта, укупног пређеног
растоjања и др. У новиjе време, интензивно се ради на тзв. зеленим про-
блемима рутирања и распоређивања возила ( енгл. Green Vehicle Routing and
Scheduling Problems-GVRSP) код коjих jе циљ минимизовати емитовање штет-
них издувних гасова, посебно CO2. Већина проблема распоређивања возила
припада класи НП-тешких проблема.
Броjна истраживања се врше у циљу унапређења друмских и железничког
саобраћаjних система у урбаним срединама. Baita и сар. су [11] разматрали
реалан проблем распоређивања возила за аутобуски превоз у граду Местре у
Италиjи. Испоставило се да jе посматрани проблем тежак за моделирање због
специфичних захтева коjи произилазе из праксе и вишекритериjумске природе
проблема. Предложена су три алгоритма за решавање разматраног проблема:
традиционални коjи се заснива на скаларизациjи различитих критериjума, лек-
сикографски коjи jе заснован на принципима логичког програмирања и Pareto
оптимизациjа имплементирана коришћењем генетских алгоритама. Експери-
ментални резултати и поређења показали су да су прве две методе надмашиле
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трећу односно употреба гентских алгоритама у [11] резултовала jе методом ло-
ших перформанси. Haghani и сар. [45] су представили анализу три модела ра-
споређивања возила за аутобуски превоз у граду Baltimore, SAD. Први модел
укључуjе више депоа, док су друга два модела изведена из првог као специjални
случаjеви са jедним депоом. Експериментални резултати су показали да jедан
од модела са jедним депоом има боље перформансе од преостала два предло-
жена модела. Wang и Shen [89] су разматрали проблем распоређивања елек-
тричних аутобуса, коjи припада класи VSP са рутама и ограничењима времена
пуњења батериjа (енгл. VSP with route and fueling time constraints - VSPRFTC ).
За решавање разматраног проблема у [89] предложен jе алгоритам заснован на
методи оптимизациjе мрављим колониjома.
Проблеми распоређивања возила се често jављаjу и при транспорту добара
у компаниjама коjе се баве производњом. Fliedner и сар. [38] су предложили
VSP са стратегиjом складиштења на точковима између jедног дистрибутивног
центра и jедне производне локациjе (енгл. VSP under the warehouse-on-wheels
policy - VSP-WOW ). Прецизниjе, код овог проблема, хомогена возила са огра-
ниченим капацитетом коjа достављаjу материjале служе истовремено и као по-
кретна складишта. Време стизања возила jе одређено датумом испоруке коjи
се повећава идући од наjхитниjег контеjнера ка наjмање хитном. У раду [38]
разматране су различите функциjе циља и анализирана jе сложеност проблема.
У литератури постоjе примери успешне примене проблема распоређивања
возила при оптимизациjи шећерне трске. Higgins [51] jе разматрао проблем ра-
споређивања возила при транспорту шећерне трске у аустралиjскоj компаниjи
и за његово решавање дизаjнирао две метахеуристичке методе, табу претражи-
вање и методу променљивих околина. Резултати представљени у [51] показуjу
да обе методе проналазе решења коjа у просеку смањуjу време чекања за око
90% у поређењу са познатим решењима коjа су се примењивала у пракси. Mi-
lan и сар. [69] су проучавали проблем транспорта шећерне трске на Куби у
циљу смањења транспортних трошкова интегрисањем друмског и железничког
транспорта. Предложили су MILP модел коjи адекватно описуjе разматрани
проблем и применили комерциjалне HyperLINDO и ILOG CPLEX решаваче
како би пронашли оптимална решења на реалним тест примерима. Студиjу
коjа потиче из таjландске индустриjе прераде шећерне трске представили су
Thuank и сар. [87]. У питању jе проблем максимизациjе оцењених приноса
шећерне трске, под jеднаким условима за све произвођаче. За разматрани про-
11
ГЛАВА 1. УВОД
блем предложен jе математички модел и хеуристички алгоритам заснован на
табу претраживању.
У литератури се могу пронаћи и радови у коjима су разматрани проблеми
транспорта неких других пољопривредних сировина. На пример, Sethanan и
Pitakaso [82] су предложили пет различитих еволутивних алгоритмима за про-
блем оптимизациjе транспорта сировог млека. Проблем разматран у [82] састоjи
се у одређивању рута за прикупљање сировог млека из сакупљачких центара
и транспорт до фабрика за прераду млека, са циљем минимизациjе укупних
трошкова коjи се састоjе из трошкова горива и трошкова чишћења танкера на
возилима. Вариjанта VRP коjа укључуjе возила са више преграда за оптимиза-
циjу прикупљања маслиновог уља у Тунису, разматрали су Lahyani и сар.[60].
Аутори су предложили формулациjу целоброjног линеарног програмирања и
имплементирали алгоритам гранања и ограничавања за решавање разматра-
ног проблема.
Неретко се проблеми распоређивања возила посматраjу заjедно са пробле-
мима рутирања возила, при чему се прави распоред по коjем возила праве руте,
а истовремено се врши и оптималан избор локациjа коjе ће се наћи на свакоj од
рута. Реч jе о интегрисаним проблемима рутирања и распоређивања. На значаj
оваквог приступа указали су Moons и сар. у [72]. Према [72], одвоjено посма-
трање аспеката рутирања и распоређивања води ка субоптималним решењима
проблема. Agustina и сар. [2] су интегрисали проблем рутирања и распоре-
ђивања возила при организациjи транспорта хране. Проблем предложен у [2]
назван jе проблемом рутирања и распоређивања возила са концептом потро-
шачких зона и крутим временским оквирима (енгл. Vehicle routing and schedul-
ing with the concept of costumer zones and hard time windows - VRSP-CZHTW ).
Циљ разматраног проблема jе минимизациjа укупних трошкова, укључуjући
транспортне трошкове и трошкове пенала у случаjу ране или касне доставе,
при чему се користе крути уместо флексибилних временских оквира, jер се до-
става хране мора извршити на време. Методу симулираног каљења применили
су Xiao и сар. [91] за решавање зеленог проблема рутирања и распоређивања
возила (енгл. Green vehicle routing and scheduling problem - GVRSP) са хиjе-
рархиjским циљевима и пондерисаним кашњењима у [91]. Предложена jе нова
математичка формулациjа у коjу су укључене три функциjе циља коjе се, ре-
дом, односе на: минимизациjу укупне CO2 емисиjе, укупно пређено растоjање
и укупно време путовања. Експериментални резултати представљени у [91] по-
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казуjу да jе дизаjнирана метода ефикасна при решавању тест примера већих
димензиjа. Androutsopoulos и Zografos [4] су интегрисали VRP и VSP фор-
мулишући и решаваjући VRP са двоструким циљем и временским оквирима,
(енгл. Bi-objective time, load and path-dependent VRP with time windows - BTL-
VRPTW ). Циљ предложеног BTL-VRPTW jе одредити руте опслуживања и
распоред путовања коjи минимизуjе укупне трошкове транспорта и потрошње
горива. Прецизниjе, проблем подразумева одређивање времена путовања укљу-
чуjући реалне временски променљиве услове у саобраћаjу. Предложена метода
решавања интегрише аспекте рутирања и распоређивања у алгоритму заснова-
ном на оптимизациjи мрављим колониjама.
Оптимизациjа транспорта робе и сировина у реалним проблемима, укључуjе
и низ специфичних проблемских захтева, што често води ка новим формула-
циjама, коjе се не могу пронаћи у литертури. Формулисање нових проблема
може проузроковати недоумице у вези са сврставањем посматраног проблема
у постоjеће оквире и категориjе. Стога jе потребно узети у обзир више типова
сродних проблема коjи у основи имаjу сличнe карактеристике.
Поред проблема распоређивања возила, са практичног аспекта су значаjни
и проблеми распоређивања машина (Machine Scheduling Problem - MSP), коjи
су доста проучавани у литератури. У општем случаjу, ови проблеми се могу
дефинисати на следећи начин. За дати скуп од n послова и m расположивих
машина, неопходно jе придружити послове машинама тако да се минимизуjе
укупно време рада. Притом, треба да буду задовољени следећи услови:
• свака машина у сваком тренутку може да обавља само jедан посао,
• сваки посао може да се обавља на само jедноj машини у било ком тренутку,
• када машина почне неки посао наставља са радом све до његовог завр-
шетка.
Постоjе проблеми распоређивања послова на само jедноj машини (енгл. Single-
machine Problems) или на више машина (енгл. Multi-machine Problems). Оба
типа могу укључити распоређивање машина на jедном или више нивоа (енгл.
Single-stage Problems и енгл. Multi-stage Problems). Класификациjе и опис про-
блема MSP у производњи, као и примери примене могу се наћи у [1].
Jедан од наjпознатиjих проблема распоређивања jе Job Shop Scheduling Problem-
JSP коjи припада класи проблема распоређивања на више машина и са више
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нивоа (енгл. Multi-stage Multi-machine Problem) [23] и [39]. Тачниjе, сваки по-
сао се састоjи од низа задатака-операциjа коjи се мораjу одрадити по датом
редоследу, при чему сваки од њих мора бити обављен на одређеноj машини.
Проблем се састоjи у додељивању задатака машинама са циљем да се мини-
мизуjе укупно време рада, коjе представља дужину временског интервала од
почетка првог посла па до завршетка свих послова.
1.3 Егзактне методе решавања
За разлику од хеуристичких и метахеуристичких метода коjе се користе за
приближно решавање проблема оптимизациjе, егзактне методе гарантуjу оп-
тималност добиjеног решења. Егзактне методе се користе у случаjевима када
jе могуће добити оптимална решења у прихватљивом рачунском времену са
становишта корисника, што jе углавном случаj при решавању проблема поли-
номиjалне сложености или инстанци НП-тешких проблема мањих димензиjа.
Постоjи више метода за егзактно решавање и избор адеквантне методе се
врши у складу са типом и карактеристикама посматраног проблема. Про-
блем оптимизациjе без ограничења на променљивима назива се проблемом без-




Градиjент функциjе f се дефинише као колона вектор дужине n чиjи еле-
менти представљаjу парциjалне изводе функциjе f :









Све тачке локалног минимума или максимума задовољаваjу услов ∇f(x) =
0. Решења jедначине ∇f(x) = 0 називаjу се стационарне тачке, што значи да
су стационарне тачке кандидати за тачке локалног минимума или максимума.




































Квадратна матрица A ∈ Rn × Rn jе позитивно семи-дефинитна ако за про-
извољан вектор x ∈ Rn важи релациjа xTAx ≥ 0, а негативно семи-дефинитна
када jе xTAx ≤ 0 за свако x ∈ Rn. Стационарна тачка x jе тачка локалног
минимума функциjе f уколико jе Хесиjан матрица у тачки x позитивно семи-
дефинитна, а тачка локалног максимума уколико jе Хесиjан матрица у тачки
x негативно семи-дефинитна.
За решавање проблема коjи су описани моделом линеарног програмирања
(LP ), са линеарном функциjом циља и линеарним везама међу променљивима
у ограничењима, (1.3)-(1.4), користи се Симплекс метод, предложен од стране
George B. Dantzig-а, 1947. године [26], [25]. Без обзира на, експоненциjалну
комплексност (у наjгорем случаjу), ова метода се показала врло ефикасном у
пракси. Основна идеjа се заснива на чињеници да свако линеарно ограничење
дели простор решења на два полупростора, од коjих jедан садржи само она
решења коjа задовољаваjу посматрано ограничење. Ако се узму о обзир сва
постављена ограничења, добиjа се низ полупростора чиjи пресек представља
допустив скуп (симплекс), коjи jе конвексан. Jедно од темена симплекса пред-
ставља оптимално решење, уколико постоjи.
Метода гранања и ограничавања (енгл. Brunch-and-Bound - BnB) користи
се за решавање проблема чиjи jе простор решења коначан или преброjив. То
су углавном дискретни проблеми, код коjих jе могуће извршити систематско
набраjање кандидата решења у виду посебне структуре- дрвета (енгл. tree).
Сваки чвор (енгл. node) дрвета представља парциjално решење проблема, а
гранање дрвета одговара подели домена променљивих на дисjунктне подску-
пове. Корен дрвета (енгл. root) jе чвор коjи садржи читав скуп решења. Ли-
стови дрвета (енгл. leaf node) су краjњи чворови дрвета, односно чворови у
коjима нема даљег гранања. Алгоритам истражуjе гране дрвета коjе предста-
вљаjу подскупове скупа решења. Гране се испитуjу у односу на горње и доње
границе коjе су постављене на оптимално решење и одбацуjу уколико се утврди
да се на њима не налази решење боље од тренутно наjбољег пронађеног. Ал-
горитам зависи од стратегиjа за постављање граница с обзиром да ефикасне
границе оптималног решења у великоj мери утичу на време потребно за доби-
jање оптималног решења. BnB методу jе могуће користити и код континуалних
проблема, разлагањем домена реалних променљивих на дисjунктне интервале.
За решавање линеарних проблема користи се такође и Метода гранања и од-
сецања (енгл. Brunch-and-Cut - BnC ) коjа представља комбинациjу BnB методе
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и методе одсецаjућих равни. Метода одсецаjућих равни (енгл. Cutting plane)
се користи када jе циљ одредити скуп C, за коjи jе познато да jе конвексан без
додатних информациjа о његовоj структури. Тражени скуп може бити скуп
оптималних или субоптималних решења у случаjу решавања проблема опти-
мизациjе. За случаjно изабрану тачку x постоjе две могућности: x ∈ C, чиме jе
добиjена нова информациjа о скупу C или jе могуће пронаћи одсецаjућу раван
коjа раздваjа x и C. Одсецаjућа раван jе дефинисана изразом aT z = b, где
су a и b вектори одговараjућих димензиjа, при чему jе a 6= 0 и важе релациjе:
aT z ≤ b, ∀z ∈ C и aTx ≥ b. На таj начин додаjе се ново линеарно ограничење
коjе задовољаваjу све тачке посматраног скупа C. Метода BnC користи одсеца-
jуће равни како би се пронашла боља граница и на таj начин алгоритам постао
бржи.
Метода гранања и оцењивања (енгл. Brunch-and-Price - BnP) jе у основи
врло блиска BnC методи. Jедина разлика jе у томе што се код BnP приликом
формулисања релаксациjе проблема, користи Метода генерисања колона (енгл.
Column generation). Основна идеjа се занива на чињеници да jе већина промен-
љивих у решењу небазична и има оптималну вредност jеднаку нули. Из тог
разлога, потребно jе посматрати само подскуп скупа свих променљивих. Ал-
горитам BnP почиње решавањем полазног проблема на формираном потскупу
променљивих. Тако формирани проблем назива се главни проблем (енгл. mas-
ter problem ). На основу добиjеног решења главног проблема одређуjу се вред-
ности дуалних променљивих за свако од ограничења. Затим се, помоћу тих
вредности, формираjу потпроблеми чиjа вредност функциjе циља, у случаjу
проблема минимизациjе, одговара смањењу вредности функциjе циља главног
проблема. Решавањем потпроблема индентификуjе се променљива коjу треба
додати посматраном подскупу променњивих и поново решити главни проблем.
Поступак се понавља све док постоjе потпроблеми са негативном вредношћу
функциjе циља, односно док постоjи побољшање.
Метода гранања, оцењивања и одсецања (енгл. Branch-and-Price-and-Cut -
BnPnC ) укључуjе обе основне идеjе коjе се jављаjу у BnC и BnP методама.
Када се у сваком чвору дрвета реши релаксациjа методом генерисања колона,
примењуjе се и метода одсецаjућих равни како би се поjачала релаксациjа про-
блема. Користе се и посебне технике коjе спречаваjу колизиjу ова два приступа




Како егзактне методе у случаjу НП-тешких проблема и њихових инстанци
већих димензиjа обично не могу да обезбеде оптимална решења у прихватљи-
вом временском року, постоjи потреба за коришћењем различитих приближних
метода. Ове методе не гарантуjу оптималност, али даjу решења доста доброг
квалитета у задовољаваjућем временском року. Постоjе две класе приближних
метода: апроксимативни алгоритми (енгл.approximation algorithms) и хеури-
стички алгоритми (енгл.heuristic algorithms). За разлику од хеуристика, код
апроксимативних алгоритама могуће jе евалуирати квалитет добиjених решења
са доказаном, односно гарантованом величином одступања од оптималног ре-
шења и израчунати границе рачунског времена.
Хеуристичке методе су методе коjе немаjу гарантовани квалитет добиjенег
приближног решења. Користе се за одређивање приближног решења конкрет-
ног проблема, засноване су на претпоставкама и техникама коjе воде ка добром
решењу, али се у великоj мери ослањаjу на специфичности самог проблема.
Стога се оне могу применити улавном само на проблем за коjе су дизаjниране,
а не на ширу класу проблема оптимизациjе. Оваj важан недостатак превазиђен
jе концептом метахеуристичких метода.
Метахеуристике су приближне методе на вишем, апстрактном нивоу и са
општим правилима. Конципиране су тако да имаjу општу намену, па се могу
применити на шири скуп проблема оптимизациjе. Приликом имплементациjе
метахеуристике, потребно jе прилагодити њене елементе конкретном проблему
односно класи проблема, што jе и главни задатак приликом дизаjнирања успе-
шне метахеуристичке методе.
Метахеуристике су настале средином прошлог века, а нарочито су попула-
ризоване последње две децениjе у броjним областима науке и инжењерства.
Користе се за решавање проблема оптимизациjе у електроници, аеродинамици,
динамици флуида, телекомуникациjама, роботици, симулациjама и идентифи-
кациjама у хемиjи, физици и биологиjи, у финансиjама, логистици, транспорту,
проблемима рутирања и распоређивања, менаџменту, економиjи итд. Њихова
ефикасност jе доказана решавањем сложених проблема оптимизациjе коjи по-
тичу из готово свих области живота, а њихов развоj се прати на броjним на-




Броjне су класификациjе метахеуристичких метода. Имаjући у виду разли-
чите критериjуме, метахеуристике могу бити:
• детерминистичке или стохастичке
• засноване на jедном решењу или на популациjи решења
• итеративне или конструктивне
• методе коjе памте информациjе током претраге или не
• инспирисане биолошким процесима или математички засноване.
Приликом истраживања простора решења, метахеуристике користе две основне
стратегиjе диверзификациjе и интензификациjе претраге. Први принцип усме-
рен jе ка посећивању делова простора решења коjи jош увек ниjе претражен,
како претрага не би била фокусирана на само неколико области, што би водило
завршетку алгоритма у локалном оптимуму. Интензификациjа или поjачавање
претраге односи се на детаљниjе истраживање обећаваjућих делова простора
решења, односно фаворизуjе се претрага у околини „добрих” решења. Прили-
ком дизаjнирања метахеуристичке методе за конкретни проблем, могуће jе дати
предност jедном од ова два принципа. У екстремном случаjу, када се поjачава
диверзификациjа, метахеуристичка метода постаjе претрага простора решења
на потпуно случаjан начин, док у супротном, при поjачавању интензификациjе,
метода се своди на обичну локалну претрагу, тj. трагање у околини инициjалног
решења.
До сада jе у литеаратури предложен велики броj метахеуристичких метода
и њихових модификациjа, а истраживање нових и модификациjа постоjећих
метахеуристика jе процес коjи jе jош актуелан.
Метахеуристичке методе засноване на jедном решењу
Метахеуристичке методе на бази jедног решења (енгл. Single-Solution Based
Metaheuristics) или S-метахеуристике у општем случаjу почињу процедуром
коjа генерише инициjално решење. Затим се, кроз низ итерациjа, смењуjу две
основне фазе: фаза генерисања и фаза замене решења све док се не задовољи
критериjум заустављања. У фази генерисања формира се скуп кандидата C(S)
у околини текућег решења S, а у фази замене бира се кандидат S ′ ∈ C(S) коjи
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ће заменити текуће решење S. При томе jе могуће памтити део претраге и ко-
ристити добиjене информациjе приликом избора новог решења. Постоjи више
различитих S-метахеуристика, а заjеднички аспекти приликом њиховог дизаj-
нирања су генерисање инициjалног решења и дефинисање структура околина
коjе ће се користити током претраге простора решења.
Наjпознатиjе S-метахеуристике су:
• Локално претраживање (енгл. Local search - LS )
• Симулирано каљење (енгл. Simulated annealing - SA)
• Табу претраживање (енгл. Tabu search - TS )
• Похлепна стохастичко-адаптивна процедура претраге (енгл. Greedy ran-
domised adaptive search procedure - GRASP)
• Метода променљивих околина (енгл. Variable neighborhood search - VNS )
Локално претраживање jе вероватно наjjедноставниjа и наjстариjа ме-
тахеуристичка метода ([85], стр. 121). Сматра се да jе Симплекс алгоритам
коjи jе предложио Dantzig 1947. године [26] прва вариjанта локалне претраге.
Локална претрага jе jедноставна процедура коjа полази од инициjалног решења
и настоjи да га побољша кроз низ локалних промена. При томе, свако ново ре-
шење коjе има бољу вредност функциjе циља у односу на текуће решење постаjе
ново текуће решење, све док се не пронађе локални оптимум. С обзиром да ново
решење припада околини текућег решења, главни задатак jе изабрати струк-
туру околине коjа ће се користити и стратегиjу за претраживање дефинисане
структуре околине. Три основне стратегиjе претраживања су:
• стратегиjа наjбољег побољшања (енгл. Best improvement strategy)
• стратегиjа првог побољшања (енгл. First improvement strategy)
• стратегиjа случаjаног избора (енгл. Random selection)
Првом стратегиjом бира се наjбоље решење из околине тренутног решења, што
значи да jе потребно претражити целу околину и евалуирати свако решење, а
то jе временски доста скупа операциjа. Стратегиjа првог побољшања прихвата
прво решење коjе jе боље од тренутног, што подразумева делимичну претрагу
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околине тренутног решења, а у наjгорем случаjу, када нема бољег суседа, пре-
трагу комплетне околине. Код стратегиjе случаjног избора, на случаjан начин
се бира jедно од решења у околини текућег и прихвата као ново текуће решење,
уколико jе боље од тренутног.
Имаjући у виду да jе Локално претраживање метода коjа лако може завр-
шити у локалном оптимуму, она ниjе погодна у случаjу када простор решења
има пуно различитих локалних оптимума. Из тог разлога, неопходно jе развити
методе засноване на локалном претраживању, а коjе имаjу механизме изласка
из локалног оптимума.
Симулирано каљење jе метахеуристичка метода, коjу су предложили Kirk-
patrick и сар. 1983. године [57]. Метода jе заснована на принципима техноло-
шког процеса каљења метала. Каљење jе процес загревања супстанце до високе
температуре, након коjег се она постепено хлади при чему се добиjаjу jаке кри-
сталне структуре. Симулирано каљење користи аналогиjу физичког процеса и
проблема оптимизациjе. Уведена jе аналогиjа између оваквог физичког система
и проблема оптимизациjе, по коjоj функциjа циља представља стање енергиjе
система, решење одговара стању система, локални оптимум jе еквивалент мета-
стабилном стању, док глобални оптимум представља стање у коме систем има
наjмању енергиjу.
Симулирано каљење jе стохастичка метода, заснована на локалном претра-
живању, а реализуjе се кроз низ итерациjа. У свакоj итерациjи генерише се
решење из околине тренутног решења на случаjан начин. Уколико jе добиjено
решење боље од тренутног, прихвата се у потпуности и мења тренутно решење.
У супротном, решење коjе jе лошиjе од тренутног се прихвата са одређеном
вероватноћом коjа зависи од тренутне температуре T и разлике 4E између од-
говараjућих вредности функциjе циља случаjно изабраног и тренутног решења.
Вероватноће наjчешће прате Болцманову (енгл. Boltzmann) дистрибуциjу:
P (4E, T ) = e−
4E
T (1.12)
Како вредност контролног параметра T директно утиче на ток претраге,
приликом дизаjнирања алгоритма Симулираног каљења, неопходно jе изабрати
одговараjући распореда хлађења, односно скале по коjоj се посматрани параме-
тар мења. Брзо смањивање параметра води ка брзоj конвергенциjи коjа може
дати резултате лошиjег квалитета, а сувише споро смањивање параметра T за-
хтева пуно рачунског времена, па jе потребно наћи адекватан начин промене
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параметра током рада алгоритма коjи ће обезбедити компромис између ква-
литета решења и времена извршавања.
Табу претраживање jе jош jедна метахеуристика заснована на локал-
ном претраживању код коjе се механизам излажења из локалног оптимума са-
стоjи у прихватању лошиjих решења када у посматраноj околини не постоjи
побољшање. Ову метахеуристику предложио jе Glover, 1986. године ([41]). За
разлику од симулираног каљења, код табу претраживања околина текућег ре-
шења се претражуjе детерминистички. Када се достигне локални оптимум,
односно када више нема побољшања у околини текућег решења, у следећем
кораку бира се лошиjе решење. Оваква стратегиjа очигледно води ка поjави
циклуса током претраге, односно поново добиjање решења коjа су већ била про-
нађена и настављање претраге идентичним путем. Да би се то спречило, уведен
jе концепттабу листе. Табу листе су мемориjске структуре коjе „памте” карак-
теристике пронађених решења, односно путању претраге. Меморисање читаве
претраге односно карктеристика свих посећених решења jе превише захтевно,
те jе дужина табу листе ограничена. Табу време представља броj итерациjа за
време коjих jе решење коjе се налази у табу листи забрањено. Када се прили-
ком претраживања околине текућег решења генерише неко решење, пре његове
евалуациjе, проверава се да ли генерисано решење забрањено или не. Такође,
после сваке итерациjе, табу листа се освежава додавањем карактеристика новог
решења. У неким случаjевима, могуће jе, прихватити и решења коjа се налазе
на табу листи, а задовољаваjу неки одређени услов. Таj корак се зове Критери-
jум аспирациjе и служи да умањи претерану рестрикциjу коjу табу листе могу
произвести. Класичан критериjум аспирациjе коjи се користи jе прихватање
табу потеза онда када он води ка решењу коjе jе боље од наjбољег пронађеног.
Према томе, у табу претраживању, допустиви су потези коjи нису забрањени
или задовољаваjу критериjум аспирациjе.
Похлепна стохастичко-адаптивна процедура претраге jе метахеу-
ристичка метода са вишеструким покретањем (енгл. multi-start), коjа jе такође
заснована на локалном претраживању. GRASP су предложили Feo и Resende
[32, 33] 1989. године. Свака итерациjа GRASP методе се састоjи из две основне
фазе: фаза похлепне стохастичке процедуре за конструкциjу решења (енгл.
Greedy Randomised Construction - GRC ) и фазе локалне претраге (енгл. Local
Search - LS ). У GRC фази, формира се допустиво решење проблема чиjа се
околина потом истражуjе у LS фази како би се пронашао локални оптимум.
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Наjбоље пронађено решење кроз све итерациjе представља решење добиjено
GRASP методом. Напредне верзиjе GRASP методе укључуjу адаптивне про-
мене параметара у зависности од квалитета решења добиjених у претходним
итерациjама. Основна идеjа jе повећавање вероватноћа за избор оних вред-
ности параметара коjе воде ка бољем решењу. Детаљниjе о GRASP методи
обjашњено jе у поглављу 3.
Метода променљивих околина jе метахеуристика заснована на локал-
ном претраживању коjа се реализуjе систематским претраживањем унапред
дефинисаног скупа околина. Претраживањем различитих околина алгоритам
проналази различите локалне оптимуме и наставља претрагу излазећи из до-
биjених оптимума. Дефинисане околине се претражуjу сукцесивно према утв-
ђеном редоследу. Уколико се пронађе побољшање, оно се прихвата и претрага
почиње од његове прве околине, у супротном прелази се на следећу околину.
Метода су предложили Mladenović и Hansen 1997. године [71]. С обзиром да
су метода променљивих околина и њене вариjациjе изабране као методе ре-
шавања новог проблема распоређивања возила у овоj докторскоj дисертациjи,
више детаља о овоj методи налази се у поглављу 2.
Метахеуристике засноване на популациjи решења
Метахеуристичке методе засноване на популациjи решења (енгл. Population
Based Metaheuristics) или P -метахеуристике су методе коjе користе скуп више
решења коjи се мења током претраге водећи ка наjбољем решењу. Полазећи
од инициjалне популациjе, код P -метода се смењуjу две фазе: генерисање нове
популациjе и замена текуће популациjе.
У првоj фази формира се нова популациjа решења коришћењем jедне од
следеће две стратегиjе:
• стратегиjа заснована на принципима еволуциjе (енгл. Evolutionary based)
• стратегиjа преношења информациjа (енгл. Blackboard based).
У случаjу стратегиjе на бази еволуциjе врши се избор решења текуће попула-
циjе и њихова репродукциjа коришћењем оператора мутациjе и рекомбинациjе
коjи делуjу директно на репрезентациjама решења. Друга стратегиjа jе засно-
вана на памћењу своjстава квалитетних решења коjа су током претраге прона-
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ђена и преношењу информациjа о меморисаним своjствима у циљу усмеравања
претраге у правцу пожељниjих решења.
У другоj фази P -метахеуристика врши се избор нове популациjе решења,
што се постиже потпуном или делимичном заменом претходне популациjе но-
вим решењима добиjеним у фази генерисања.
Генетски алгоритми (енгл.Genetic algorithm - GA) припадаjу групи ме-
тахеуристичких метода коjе се базираjу на популациjи решења. Сматра се да их
jе увео Holland 1975. године [53]. GA се заснива на симулирању процеса при-
родне еволуциjе jедне популациjе jединки под деjством генетских оператора
[83]. Инициjална популациjа се наjчешће генерише на случаjан начин, како
би се обезбедила разноврсност генетског материjала. Свака jединка одговара
неком решењу посматраног проблема и одговара jоj низ карактера коjи пред-
ставља њен генетски код. Елементи генетског кода називаjу се гени и могу
имати вредности из одређеног скупа симбола коjи се назива азбука кодирања.
Кодирање jе изузетно важан корак GA и мора се пажљиво осмислити, с обзи-
ром да неадекватан избор може довести до лоших резултата. Jединке се ева-
луираjу коришћењем функциjе прилагођености коjа се дефинише на одређени
начин и мери квалитет jединке тj. решења посматраног проблема. Почевши
од инициjалне популациjе, добиjаjу се нове генерациjе jединки помоћу генет-
ских оператора: селекциjе, укрштања и мутациjе. Селекциjа jединки коjе
чине нову популациjу врши се на основу вредности функциjе прилагођености.
На таj начин се издваjа бољи генетски материjал. Оператор укрштања омо-
гућава размену генетског кода две или више jединки - родитеља при чему се
добиjаjу нове jеднинке - потомци. На краjу, мутациjа представља промену дела
генетског кода добиjених jединки како би се поjачала разноврсност при чему се
са врло малим вероватноћама поjедини симболи гентског кода jединке мењаjу
другим симболима из азбуке кодирања. Генетски оператори се примењуjу у
наведеном редоследу све док се не задовољи критериjум заустављања. Наjче-
шће коришћени критериjуми су: достигнут максималан укупан броj генерациjа,
достигнут одређени унапред дат броj генерациjа без побољшања решења, пре-
корачен лимит рачунског времена и сл.
Оптимизациjа роjевима честица (енгл.Particle Swarm optimization -
PSO) jе метахеуристика инспирисана интелигенциjом роjева, односно социjал-
ним понашањем биолошких врста у заjедницама као што су jата риба или птица
и припада групи алгоритама коjи се jедним именом зову Алгоритми интели-
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генциjе роjева (енгл. Swarm intelligance). Предложили су jе Kennedy и Eberhart
1995. године [55]. У основи PSO методе посматра се роj коjи садржи одређени
броj jединки. Свака jединка представља кандидата за решење посматраног про-
блема оптимизациjе и представљена jе вектором одређене димензиjе у простору
решења. Jединке имаjу променљиве позициjе и брзине при истраживању про-
стора решења. Оне комуницираjу и сарађуjу, што значи да успех jедне jединке
утиче на претрагу друге. Jединке мењаjу позициjе и крећу се ка оптимуму,
користећи следеће две информациjе: своjу наjбољу позициjу, тj. своjе наjбоље
пронађено решење и наjбоље пронађено решење целог роjа. При дизаjнирању
PSO методе, потребно jе дефинисати околину сваке jединке коjа представља
област социjалног утицаjа других jединки на посматрану. У том циљу наjче-
шће се користе две методе: метода глобалног побољшања (global best method
- gbest) и метода локалног побољшања (local best method - lbest). Код прве
методе околину чини цела популациjа, а при примени друге методе, околину
неке jединке чине само оне jединке коjе су директно повезане са њом у при-
друженоj топологиjи. У свакоj итерациjи PSO методе се, на основу наjбољих
решења у околини посматране jединке као и тренутне позициjе и брзине, осве-
жава брзина за сваку jединку по одређеноj формули. Коришћењем израчунате
брзине одређуjе се нова позициjа jединке, коjа се после евалуациjе пореди са
наjбоље пронађеним решењем посматране jединке и целог роjа. Уколико jе
боља, постаjе ново наjбоље решење. Итерациjе се смењуjу док се не задовољи
критериjум заустављања.
Оптимизациjа мрављим колониjама (енгл.Ant colony optimization -
ACO) представља методу инспирисану природним поjавама из групе алгори-
тама интелигенциjе роjева. Инспирисана jе колективним понашањем мрава,
коjи користе jедноставне механизме комуникациjе, како би заjедно пронашли
наjкраћи пут до хране и транспортовали jе до мравињака. Познато jе да су
мрави jединке слабог вида коjе чулом мириса бираjу пут. Током транспорта,
мрави остављаjу траг на путу, помоћу феромона, испарљиве супстанце коjу
луче. Оваj траг води jединке ка извору хране, а количина супстанце коjа се
налази на неком путу одређуjе вероватноћу избора посматраног пута. Алго-
ритам се састоjи из два основна корака: конструкциjа решења и освежавање
феромонских трагова. Конструкциjа решења се одвиjа за сваког мрава у виду
похлепне процедуре коjа додаjе jедну по jедну компоненту решења, поштуjући
вероватноће избора добиjене на основу феромонског трага, коjи меморише ка-
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рактеристике „добрих” решења. Други корак се односи на промену количине
феромона на основу квалитета добиjених решења и укључуjе две фазе: испара-
вање и поjачавање. Испаравање се одвиjа аутоматски смањивањем нивоа феро-
мона неком унапред одређеном стопом, док се поjачавање феромона регулише
у зависности од квалитета добиjених решења помоћу различитих стратегиjа.
Оптимизациjа колониjом пчела (енгл.Bee colony optimization - BCO)
jе jош jедна од метода инспирисана интелигенциjом роjа при обављању заjед-
ничких послова. Метода jе предложена 2001. године првобитно под називом
Систем пчела (енгл.Bee system) [63], а потом 2005. године под своjим сада-
шњим именом [86].
У заjедници пчела постоjи подела рада и свака пчела jе специjализована за
обављање одређене функциjе. Алгоритам на бази понашања пчела заснива се
на следећем природним законитостима у колониjи. Неколико пчела извиђача
креће у потрагу за храном у близини кошнице. По повратку, у зависности од
количине и квалитета пронађене хране, имаjу три могућности:
• да постану регрутери (обавесте друге пчеле о локациjи, количини и ква-
литету нектара);
• да остану лоjалне (настављаjу скупљање са исте локациjе, али не регру-
туjу друге пчеле да их следе);
• да постану неопредељене (одустаjу од извора и чекаjу да буду регруто-
ване).
Регрутери износе информациjе о пронађеном нектару на плесном подиjуму из-
водећи чувени плес у облику броjа 8, познат као Waggle dance. Траjање jедног
плеса индицира удаљеност локациjе, угао под коjим jе плес усмерен у односу
на Сунце показуjе правац у коjем треба летети, а такође плесом се сазнаjе ко-
личина и квалитет нектара. Неопредељене пчеле користе те информациjе да
одаберу локациjу на коjу ће кренути да сакупљаjу нектар. Према томе, све
одлуке зависе од квалитета и количине пронађене хране.
Метода оптимизациjе инспирисана понашењем пчела у порази за храном jе
метода на бази популациjе решења. Алгоритам користи сличност између на-
чина на коjи пчеле врше потрагу за храном и начина на коjи алгоритми опти-
мизациjе врше претрагу простора решења [28]. Главни кораци BCO алгоритма
су: потрага за храном и плес. У првом кораку врши се генерисање решења, а
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у другом размена информациjа у циљу евалуирања добиjених решења и усме-
равања претраге у правцу решења бољег квалитета.
Осим наведених, постоjе и друге метахеуристике инспирисане биолошким
поjавама и процесима, као што су понашање слепих мишева (енгл. Bat-Inspired
Optimization) [94], кукавица (енгл. Cuckoo Search Algorithm) [95] свитаца (енгл.
Firefly Algorithm) [93, 35], чапљи (енгл. Green Heron Optimization Algorithm) [84]
или слонова (енгл. Elephant Herding Optimization) [88]. Такође, метода коjа се
заснива на принципима биогеографиjе (енгл. Biogeography-Based Optimization)
[96] успешно jе коришћенa за решавање проблема оптимизациjе.
У литератури се могу пронаћи и броjне хибридне метахеуристике. Могућ-
ности за хибридизациjу су врло разноврсне. Метахеуристике се комбинуjу са
другим метахеуристикама, наjчешће са онима коjе имаjу комплементарна своj-
ства, па у комбинациjи даjу боље резултате. Такође, метахеуристике се успе-
шно хибридизуjу са егзактним методама, као и са методама области вештачке
интелигенциjе (енгл. artfical inteligence) а посебно са методама истраживања
података (енгл. data mining) или машинског учења (енгл. machine learning).
Хибридизациjом се често добиjаjу методе коjе даjу боље резултате од оних коjи
су добиjени применом само jедне метахеуристичке методе. Детаљниjе о метахе-
уристикама, њиховим компонентама, карактеристикама и применама може се





Метода променљивих околина (енгл. Variable neighborhood search-VNS ) jе
ефикасна метахеуристичка метода, коjа се већ две децениjе успешно користи
за решавање проблема комбинаторне и глобалне оптимизациjе. Основне по-
ставке ове методе изнели су Младеновић и Hansen, 1997 године у свом раду [71].
Аутори VNS методе су приметили да, у случаjу неколико познатих проблема
комбинаторне оптимизациjе, промена околина приликом локалне претраге про-
стора свих решења омогућава добиjање бољих резултата него при примени до-
тадашњих метода коjе нису користиле такав приступ (симулирано каљење, табу
претрага). У раду [71] jе разматран проблем трговачког путника (енгл. Trav-
eling Salesman Problem - TSP) и први пут предложена метода VNS за његово
решавање. Успешна примена методе VNS на TSP водила jе ка закључку да
би се метода променљивих околина уз адекватне модификациjе могла успешно
применити и на друге проблеме распоређивања и рутирања. Већ 2001. го-
дине, Младеновић и Hansen у раду [46] представљаjу неколико модификациjа
опште методе променљивих околина и неколико примера успешне примене за
решавање проблема комбинаторне оптимизациjе.
Суштина методе променљивих околина jе сукцесивно, систематско истражи-
вање скупа унапред дефинисаних околина, како би се током претраге добили
различити локални оптимуми. Промена околине такође омогућава излаз из
локалних оптимума, што води ка претрази других области простора решења.
VNS се ослања на три jедноставне чињенице:
27
ГЛАВА 2. МЕТОДА ПРОМЕНЉИВИХ ОКОЛИНА
1. Локални оптимум у дносу на jедну околину не мора бити локални
оптимум у односу на неку другу,
2. Глобални оптимум jе локални оптимум у односу на сваку околину,
3. За већину проблема локални оптимуми у односу на разне околине су
релативно близу.
Систематска претрага околина се врши све док се не задовољи неки крите-
риjум заустављања. Наjчешће коришћени критериjуми заустављања су: мак-
симално процесорско време рада, максималан броj итерациjа, минимално по-
бољшање у оквиру унапред дефинисаног броjа итерациjа, максималан броj ите-
рациjа између два побољшања и други. Генерално, избор критериjума зауста-
вљања би требало да обезбеди компромис између квалитета добиjених решења
и утрошеног времена. Наjчешће се одређуjе експерименталним путем, анали-
зирањем понашања алгоритма на репрезентативном скупу инстанци.
До данас jе у литератури предложено више вариjанти методе променљивих
околина:
• Основна метода променљивих околина (енгл. Basic VNS - BVNS )
• Метода променљивог спуста (енгл. Variable neighborhood descent - VND),
• Општа метода променљивих околина (енгл. General VNS - GVNS ),
• Редукована метода променљивих околина (енгл. Reduced VNS - RVNS ),
• Адаптивна метода променљивих околина (енгл. Skewed VNS - SVNS ),
• Метода променљивих околина на бази декомпозициjе (енгл. Variable neigh-
borhood decomposition search - VNDS ),
• Примално-дуална метода променљивих околина (енгл. Primal-dual VNS -
PD-VNS ),
• Паралелна метода променљивих околина (енгл. Parallel VNS - PVNS ),
• Метода променљивих формулациjа (енгл. Variable Neighborhood Formula-
tion Space Search - VNFSS ).
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и друге.
Различите вариjанте VNS методе су веома популарнe у многим областима
математике и инжењерства уколико задовољаваjу већину од следећих особина
[48]:
• jедноставност - jедноставан и jасан принцип коjи има широку примену,
• кохерентност - кораци су повезани и имаjу природан след, пратећи основни
принцип,
• ефикасност - омогућава добиjања оптималних решења или решења бли-
ских оптималним на инстанцама разматраног проблема,
• ефективност - добиjаjу се оптимална или висококвалитетна решења у
прихватљивом временском року, чак и у случаjу инстанци проблема ве-
ликих димензиjа,
• робустност - може се адаптирати за разне проблеме оптимизациjе тако
да за сваки конкретан проблем даjе квалитетна решења на већем скупу
инстанци, а не само на посебно изабраним инстанцама,
• прилагођеност корисницима - jедноставна, разумљива и лако применљива
метода са само неколико параметара (неретко и са само jедним параме-
тром), чиjу вредност треба одредити за сваки конкретан проблем,
• иновативност - постоjи широк спектар могућности за примене на нове
проблеме или класе проблема, модификациjе и хибридизациjу са другим
методама, егзактним и хеуристичким.
2.2 Основна метода променљивих околина
Основна метода променљивих околина се састоjи у претраживању простора
решења користећи jедну или више различитих структура околина, кроз две
основне фазе: фазе размрдавања (енгл. Shaking phase) и фазе локалне пре-
траге (енгл. Local search phase). Ови кораци осликаваjу два супротстављена
принципа претраживања допустивог скупа решења: диверзификациjе и интен-
зификациjе. Могуће jе дати предност jедном од ова два принципа поjачавањем
рада алгоритма у одговараjућоj фази. Ако се алгоритму дозволи да више ради
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на фази размрдавања, тада jе процес диверсификациjе поjачан, што у гранич-
ном случаjу води ка претраживању простора решења на потпуно случаjан на-
чин. Ако се поjача друга фаза, алгоритам се приближава локалноj претрази,
односно тражењу решења у околини инициjалног решења. Потребно jе напра-
вити добар компромис између фазе размрдавања и локалне претраге коjи ће
водити алгоритам ка квалитетним решењима у кратком времену извршавања.
За примену Основне методе променљивих околина наjпре jе потребно дефи-
нисати низ структура околина Nr, r = 1, . . . , rmax, коjе ће се користити у фази
размрдавања и низ околина Nl ,l = 1, . . . , lmax коjе ће бити употребљене током
локалне претраге. Ова два низа могу бити идентична или делити само неке
чланове. Могуће jе и да се потпуно различите структуре користе у фазама
размрдавања и локалне претраге. У сваком случаjу, веома jе важно да струк-
туре околина буду дефинисане у складу са карактеристикама проблема коjи
се разматра. Неадекватан избор околина по правилу води ка лошим перфор-
мансама алгоритма. Алгоритам почиње генерисањем почетног решења S коjе
постаjе текуће решење и наставља фазом размрдавања у првоj околини N1 из
одговараjућег низа околина. У фази размрдавања бира се, на случаjан начин,
решење у околини тренутног решења. Улога фазе размрдавања jе да помогне
алгоритму да избегне конвергенциjу ка локалном оптимуму. У посматраноj
околини Nr, текућег решења S, бира се, на случаjан начин, решење S ′. Тиме jе
фаза размрдавања завршена. Затим се, локалном претрагом покушава побољ-
шати S ′, при чему се добиjа ново решење S ′′, као резултат локалне претраге.
Ако се не пронађе побољшање тренутног решења, односно ако S ′′ ниjе боље од
S, прелази се на следећу околину Nr+1. У супротном, када jе f(S ′′) < f(S), где
jе са f(S) означена вредност функциjе циља посматраног решења S, уз прет-
поставку да се алгоритам односи на проблем минимизациjе, ново побољшано
решење постаjе текуће, а претрага креће поново од околине N1. Ови кораци се
понављаjу док се не задовољи критериjум заустављања. Структура Основне
методе променљивих околина представљена jе Алгоритмом 1.
2.3 Метода променљивог спуста
Метода променљивог спуста jе детерминистичка вариjанта методе промен-
љивих околина. Полази се од инициjалног решења и дефинише се низ струк-
тура околина Nl, l = 1, . . . , lmax, коjе се претражуjу. Околине се користе сукце-
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Алгоритам 1 Основна метода променљивих околина
1: procedure BVNS
2: Generate initial solution S;
3: repeat
4: r ← 1;
5: while r ≤ rmax do
6: S
′ ← Shaking(S, r);
7: S ′′ ← Local search(S ′);
8: if f(S ′′) < f(S) then
9: S ← S ′′;
10: r ← 1;
11: else
12: r ← r + 1;
13: until Stopping criterion satisfied
return Best solution found
сивно при спуштању ка локалном оптимуму. Уколико у текућоj околини ниjе
пронађено побољшање, прелази се на нову, у супротном, добиjено побољшано
решење замењуjе тренутно решење и претрага креће од прве околине. Ова
стратегиjа jе ефикасна ако су околине коплементарне у смислу да локални оп-
тимум у jедноj околини неће бити и локални оптимум у некоj другоj околини.
Алгоритмом 2 представљени су основни кораци методе променљивог спуста.
Алгоритам 2 Метода променљивог спуста
1: procedure VND
2: Generate initial solution S;
3: l← 1;
4: while l ≤ lmax do
5: Find the best neighbor S ′ ∈ Nl(S);
6: if f(S ′) < f(S) then
7: S ← S ′;
8: l← 1;
9: else
10: l← l + 1;
return Best solution found
У литератури jе предложена и VND метода са вишеструким покретањем
(енгл. Multi-start VND method) [64]. У питању jе Метода променљивог спуста
коjа се понавља све док се не задовољи критериjум заустављања и при сваком
понављању полази се од случаjно генерисаног инициjалног решења.
31
ГЛАВА 2. МЕТОДА ПРОМЕНЉИВИХ ОКОЛИНА
2.4 Општа метода променљивих околина
Разлика између Опште методе променљивих околина и Основне методе про-
менљивих околина jе у фази локалног претраживања, у коjоj се врши интензи-
фикациjа претраге. Општа метода променљивих околина користи Методу про-
менљивог спуста. Стога jе потребно дефинисати два скупа околина: околине
Nr, r = 1, . . . , rmax, коjе ће бити претраживане у фази размрдавања и околине
Nl, l = 1, . . . , lmax, коjе ће бити претраживане у оквиру Методе променљивог
спуста. Могуће jе да се исте структуре околина користе у фази размрдавања и
фази локалне претраге. Притом та два скупа околина могу да буду идентична
или да имаjу заjедничке само неке елементе. Алгоритам 3 представља основну
структуру Опште методе променљивих околина.
Алгоритам 3 Општа метода променљивих околина
1: procedure GVNS
2: Generate initial solution S;
3: repeat
4: r ← 1;
5: while r ≤ rmax do
6: S
′ ← Shaking(S, r);
7: S
′′ ← VND(S ′);
8: if f(S ′′) < f(S) then
9: S ← S ′′ ;
10: r ← 1;
11: else
12: r ← r + 1;
13: until Stopping criterion satisfied
return Best solution found
2.5 Редукована метода променљивих околина
Фаза локалне претраге код претходних вариjанти методе променљивих око-
лина jе често врло захтевна у погледу времена извршавања, односно потребно jе
уложити доста труда за претраживање околине посматраног решења, посебно
приликом решавања инстанци проблема већих димензиjа. Из потребе за до-
биjањем решења за мање утрошеног рачунског времена, настала jе вариjанта
методе променљивих околина коjа потпуно искључуjе фазу локалне претраге.
Тако добиjена метода се назива Редукована метода променљивих околина (енгл.
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Reduced VNS - RVNS ). Показала се успешном при решавању инстанци проблема
великих димензиjа, код коjих jе генерално локална претрага изузетно захтеван
део алгоритма у погледу времена извршавања [49]. Основни кораци Редуковане
методе променљивих околина представљени су Алгортимом 4.
Алгоритам 4 Редукована метода променљивих околина
1: procedure RVNS
2: Generate initial solution S;
3: repeat
4: r ← 1;
5: while r ≤ rmax do
6: S
′ ← Shaking(S, r);
7: if f(S ′) < f(S) then
8: S ← S ′;
9: r ← 1;
10: else
11: r ← r + 1;
12: until Stopping criterion satisfied
return Best solution found
2.6 Адаптивна метода променљивих околина
Адаптивна метода променљивих околина омогућава претраживање области
коjе су удаљене од тренутног решења. Уколико алгоритам води ка областима
простора решења кoja су неограничено далекo од тренутног решења, метода се
своди на Методу вишеструког покретања (енгл. Multistart method) у коjоj се
сваки пут претражуjе околина новог случаjно изабраног решења, а познато jе
да таква метода, генерално, ниjе увек ефикасна. Због тога се настоjи да расто-
jање између тренутног решења и области коjа се укључуjе у претрагу буде кон-
тролисано. Прецизниjе, прихвата се прво побољшање S ′′ размрданог решења
S ′ чак и ако jе горе од полазног решења S, под условом да разлика између
вредности функциjа циља решења S ′′ и S, не буде већа од производа реалног
параметра α и растоjања ρ(S ′′ , S) између посматраних решења. Параметар α се
експериментално одређуjе за сваки проблем коjи се разматра. Процедура Keep
Best (S, S ′) jедноставно бира боље од два решења, односно ако jе S ′ бољи од
S тада jе S ← S ′. Основни концепт Адаптивне методе променљивих околина
представљен jе Алгоритмом 5.
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Алгоритам 5 Адаптивна метода променљивих околина
1: procedure SVNS
2: Generate initial solution S;
3: repeat
4: r ← 1;
5: Sbest ← S;
6: while r ≤ rmax do
7: S
′ ← Shaking(S, r);
8: S
′′ ← First improvement(S ′);
9: Keep Best (Sbest, S);
10: if f(S ′′)− αρ(S ′′ , S) < f(S) then
11: S ← S ′′ ;
12: r ← 1;
13: else
14: r ← r + 1;
15: S ← Sbest;
16: until Stopping criterion satisfied
return Best solution found
2.7 Преглед примена метода променљивих
околина на проблеме распоређивања и
рутирања возила
У литератури постоjи велики броj примера успешне примене разних вари-
jанти Методе променљивих околина на различите проблеме распоређивања и
рутирања возила. Идеjе коjе су изложене у тим радовима су значаjне и са тео-
риjског и са практичног аспекта. Од избора структура околина коjе се користе
у фазама размрдавања и локалноj претрази, вредности параметара и крите-
риjума заустављања, зависе и перформансе примењене методе на конкретан
проблем. Примена Методе променљивих околина за нови проблем коjи до сада
ниjе разматран у литератури или решаван VNS методом, захтева прилагођа-
вање неких или свих елемената VNS методе датом проблему. Некада jе могуће
користити делове постоjећих VNS имплементациjа за сличне проблеме, а не-
ретко jе неопходно адаптирати све делове VNS методе датом проблему, пратећи
концепт одабране вариjанте методе променљивих околина.
Стога jе дизаjнирање одговараjуће вариjанте Методе променљивих околина
за решавање конкретног проблема оптимизациjе сложен процес коjи се поред
теориjских основа ослања на емпириjска тестирања великог броjа инстанци,
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како би се искристалисао наjбољи приступ. У наставку су наведене неке од
примена методе променљивих околина на проблеме распоређивања и рутирања
возила.
Kytöjoki и сар. [59] су развили ефикасну методу променљивих околина коjа
може бити примењена на широк спектар реалних проблема рутирања возила.
Резултати добиjени VNS методом предложеном у [59] су упоредиви са резулта-
тима до тада познатих метода из литературе.
Метода променљивих околина jе примењена на Периодични проблем рути-
рања возила (енгл. Periodic Vehicle Routing Problem - PVRP) без временских
оквира (енгл. Time Windows - TW ) у раду [50]. PVRP представља проши-
рену вариjанту класичног проблема рутирања возила (енгл. Vehicle Routing
Problem - VRP). Код PVRP, посматра се период од неколико дана током коjег
се сваки од клиjената мора опслужити одређени броj пута, при чему постоjи
флексибилност при збору дана када ће локациjе бити посећене (распоред оп-
служивања ниjе унапред дефинисан). Експериментални резултати приказани
у раду [50] показуjу да VNS метода за решавање PVRP надмашуjе постоjеће
методе решавања посматраног проблема.
Fleszar и сар. [37] су разматрали Отворени проблем рутирања возила (енгл.
Open Vehicle Routing Problem - OVRP) коjи за циљ има минимизациjу броjа
коришћених возила, а затим укупно пређено растоjање или укупно утрошено
време транспорта. Тако формулисан циљ има за последицу да су трошкови
укључивања додатног возила већи од уштеде коjа се добиjа смањењем укупног
утрошеног времена за транспорт. Код проблема OVRP, у свакоj рути возило
полази из депоа, а завршава на некоj од локациjа на коjима се налазе клиjенти,
дакле возила се не враћаjу назад у депо. За разматрани проблем предложена
jе метода променљивих околина код коjе су структуре околина дефинисане по-
тезима преусмеравања рута и размењивања сегмената рута. Резултати су по-
казали да jе VNS компаративан са наjбољим дотадашљим методама решавања
OVRP.
Chan и Liu [62] су развили методу променљивих околина за решавање про-
блема рутирања и распоређивања инвентара (енгл. Inventory Routing and Schedul-
ing Problem - IRSP) у ланцима снабдевања. У раду [62] проблем рутирања и
распоређивања возила су интегрисани jедним моделом, а предложена метода
променљивих околина се показала ефикасниjом од претходних метода реша-
вања у смислу квалитета добиjених решења, с обзиром да jе остварено смањење
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трошкова на дневном нивоу.
Khouadjia и сар. [56] су разматрали проблем рутирања возила са дина-
мичким захтевима (енгл. Dynamic Vehicle Routing Problem - DVRP). Реч jе о
проблему рутирања код кога jе могуће да током радног дана дође до нових за-
хтева коjи изискуjу промену планираних рута. За решавање овог проблема, у
раду [56] су предложене две хеуристике: метода променљивих околина и метода
оптимизациjе роjем честица (PSO). Коришћени су нови и познати тест примери
из литературе и анализирани су резултати добиjени применом обе хеуристике.
Закључено jе да VNS у просеку прави мање руте од PSO, док PSO даjе ре-
шења коjа до тада нису била позната у литератури. VNS се показала значаjно
успешниjом од PSO при решавању тест инстанци већих димензиjа, у смислу
квалитета добиjених решења и времена извршавања, док jе PSO дала решења
бољег квалитета на инстанцама мањих димензиjа, али jе спориjа у односу на
VNS методу. Општи закључак аутора рада [56] jе да VNS метода даjе квали-
тетниjа решења од PSO за мање рачунског времена, док jе PSO стабилниjа од
VNS.
De Armas и Melian-Batista [29] су развили VNS хеуристику за динамички
проблем рутирања возила са временским оквирима (енгл. Dynamic Rich Ve-
hicle Routing Problem with Time Windows - DRVRPTW ). Као код DVRP, оваj
проблем укључуjе динамичко мењање захтева коjе усмерава претрагу простора
решења током извршавања. Сем тога, код DRVRPTW су постављени и времен-
ски оквири у коjима се клиjенти могу опслужити без плаћања пенала. Резул-
тати приказани у [29] указуjу да jе метода променљивих околина врло ефикасна
у поређењу са претходним резултатима из литературе, а развиjени софтвер за-
снован на VNS методи jе имплементиран у транспортном систему компаниjе у
Шпаниjи.
Адаптивну методу променљивих околина (SVNS) применили су Macedo и
сар. [64] решаваjући интегрисани локациjски проблем рутирања (енгл. Location
Routing Problem - LRP), коjи се састоjи у избору локациjа за отварање депоа и
генерисању низа рута из отворених депоа, како би се опслужио скуп клиjената
са минималним укупним трошковима. У разматраном проблему, претпоставка
jе да возило може да направи и више од jедне руте током задатог периода.
SVNS метода се показала ефикасном при решавању датог проблема: достигла
jе оптимална решења на значаjном броjу инстанци и надмашила Multi-start
VND методу, предложену у истом раду, коjа користи исте структуре околина.
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Cheikh и сар. [21] су применили VNS методу за проблем рутирања возила
са вишеструким путовањима (енгл. Vehicle Routing Problem with Multiple Trips
- VRPMT ). VRPMT jе вариjанта проблема рутирања возила коjа дозвољава
да се возила користе више пута током радног времена. Коришћене су четири
структуре околина и алгоритам jе тестиран на тест инстанцама из литературе.
Применом методе променљивих околина остварени су бољи резултати од по-
стоjећих на истим инстанцама.
Методу променљивих околина на два нивоа развили су Wassan и сар. [90]
за нову вариjанту проблема рутирања возила са вишеструким путовањима и
транспортом при повратку (енгл. Multiple Trip Vehicle Routing Problem with
Backhauls - MT-VRPB). У разматраном проблему рутирања, возила праве више
рута у току радног времена, а по завршеноj испоруци на некоj од локациjа могу
да преузму терет коjи враћаjу назад у депо. Предложена метода jе достигла
сва наjбоља позната решења на скупу тестираних инстанци из литературе са
прилично малим временом извршавања и показала се адекватним приступом
за решавање разматраног проблема.
Bula и сар. [15] су применили методу променљивих околина за решавање
проблема рутирања хетерогених возила (енгл. Heterogeneous Fleet Vehicle Rout-
ing Problem - HFVRP) при транспорту опасних материjала. У предложеном мо-
делу, функциjа циља минимизуjе очекивани ризик, а специфична ограничења
се односе на изложеност становништва уколико дође до инцидента. Перфор-
мансе методе променљивих околина су додатно побољшане процедуром коjа jе
заснована на проблему партициjе скупа (енгл. Set Partitioning Problem - SP).
Прецизниjе, решења добиjена у фази локалне претраге смештаjу се у скуп из
коjег се, решавањем SP проблема, бира комбинациjа рута коjа минимизуjе ри-
зик.
Bortfeldt и сар. [14] су разматрали интегрисани проблем рутирања и па-
ковања тродимензионалних предмета, под називом проблем рутирања са гру-
писаним теретом при повратку и 3D ограничењима утовара (енгл. VRP with
clustered backhauls and 3D loading constraints - 3L-VRPCB). Аутори су у [14]
предложили два хибридна алгоритма, при чему се сваки од њих састоjи из два
корака: процедуре рутирања и паковања. Процедуре рутирања у предложе-
ним алгоритмима су различите, jедна jе заснована на методи великих околина,
а друга на методи променљивих околина, док jе процедура паковања иста у обе
методе и користи алгоритам претраге дрвета. Обе предложене методе дале су
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обећаваjуће резултате при решавању инстанци проблема 3L-VRPCB из литера-
туре.
Представљени примери успешне примене методе променљивих околина на
разне вариjанте проблема распоређивања и рутирања возила, били су моти-
вациjа за дизаjнирање и имплементациjу неколико вариjанти VNS методе за
решавање реалног проблема распоређивања возила при оптимизациjи транс-






Похлепна стохастичко-адаптивна процедура претраге (енгл. Greedy Ran-
domised Adaptive Search Procedure - GRASP) GRASP представља метахеури-
стичку методу чиjе су основне поставке изнели Feo и Resende [32, 33]. Ова
метода се већ преко две децениjе успешно користи за решавање различитих
комбинаторних проблема, укључуjући и проблеме рутирања и распоређивања
возила. Преглед примена GRASP методе на разне проблеме оптимизациjе може
се наћи у [34] и [79]. Прву примену GRASP методе предложили су управо њени
аутори, Feo и Resende [32, 33], за решавања проблема покривања скупа (енгл.
Set Covering Problem).
Свака итерациjа GRASP методе састоjи се из две основне фазе: фаза по-
хлепне стохастичке процедуре за конструкциjу решења (енгл.Greedy Randomised
Construction - GRC ) и фазе локалне претраге (енгл. Local Search - LS ). Улога
GRC фазе jе генерисање допустивог решења за разматрани проблем, док фаза
локалне претраге истражуjе околину решења конструисаног у GRC фази у
циљу пронашалажења локалног оптимума. Итерациjе се смењуjу све док се
не задовољи критериjум заустављања. Постоjи више могућности за избор кри-
териjума заустављања: достигнут унапред задати максималан броj итерациjа,
достигнуто задато максимално време извршавања, достигнут одређени квали-
тет решења, итд. Наjбоље пронађено решење кроз све GRASP итерациjе сматра
се наjбољим решењем добиjеним GRASP методом. Основни кораци GRASP ме-
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тоде представљени су Алгоритмом 6.
Алгоритам 6 Похлепна стохастичко-адаптивна процедура претраге





if f(S) < f(Sbest) then
Sbest ← S;
until Stopping criterion satisfied
return Sbest;
У GRC фази додаjе се елемент по елемент парциjалном решењу, све док се
не генерише комплетно решење. Елементи коjи се додаjу парциjалном решењу,
изабрани су из тзв. листе кандидата (енгл. candidate list - CL). Листа кан-
дидата се формира на основу вредности похлепне функциjе оцењивања (енгл.
greedy evaluation function), коjа одражава промене у вредности функциjе циља
при додавању сваког конкретног елемента из CL парциjалном решењу. Из ли-
сте кандидата се издваjа подскуп коjи се назива редукована листа кандидата
(енгл. restrictive candidat list - RCL). RCL чине они елементи из CL коjи имаjу
нека унапред дефинисана позитивна своjства, те се очекуjе да ће избор тих
елемената водити ка квалитетном решењу. Пробабилистички аспект GRASP
методе састоjи се у избору кандидата из RCL коjи се врши на потпуно случаjан
начин, тj. изабрани кандидат не мора обавезно бити и наjбољи. Алгоритам 7
приказуjе основне кораке GRC фазе.
Алгоритам 7 Похлепна стохастичка процедура за конструкциjу решења
procedure GRC(Seed)
S ← ∅;
Evaluate the incremental costs of the candidate elements;
while S is not complete do
Build the restricted candidate list (RCL);
Select an element j ∈ RCL;
S ← S ∪ j;
Reevaluate the incremental costs;
return S;
При формирању редуковане листе кандидата, сваком елементу листе канди-
дата j ∈ CL придружуjе се вредност похлепне функциjе оцењивања ic(j), коjа
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се назива трошак повећања (енгл. incremental cost). Ако су icmin и icmax редом
наjмањи и наjвећи трошак повећања на скупу свих елемената листе кандидата,
односно: icmin = min{ic(j) | j ∈ CL}, icmax = max{ic(j) | j ∈ CL}, тада се
редукована листа кандидата из оних елемената листе CL чиjи трошкови пове-
ћања нису већи од icmin + α(icmax − icmin), где jе α ∈ [0, 1] реални параметар.
Прецизниjе, за дату листу кандидата CL, редукована листа кандидата RCL се
формира на следећи начин:
RCL = {j ∈ CL | ic(j) ≤ icmin + α(icmax − icmin)} (3.1)
Уколико параметар α има вредност 0, GRC се своди на класични похлепни
алгоритам, а у случаjу када jе α = 1 конструкциjа решења се врши на потпуно
случаjан начин. Дакле, неопходно jе направити адекватан избор вредности за
параметар α како би се постигао компромис између ових краjњих случаjева.
Решење добиjено у GRC фази представља инициjално решење за фазу ло-
калне претраге. У овоj фази истражуjе се његова околина и као резултат враћа
се пронађени локални оптимум. Основни кораци фазе локалне претраге пред-
стављени су Алгоритмом 8.
Алгоритам 8 Локална претрага
procedure LS (Neighborhood structure N , Initial solution S)
while S is not local optimum do
Find S ′ ∈ N(S) with f(S ′) < f(S);
S ← S ′;
return S;
Два основна параметра у GRASP методи су: параметар коjи дефинише кри-
териjум заустављања (максималан броj итерациjа, максимално задато време
извршавања, задати квалитет добиjеног решења итд.) и параметар α коjи се
користи при формирању RCL.
3.2 Проширења основног концепта GRASP
методе
Поред основног концепта GRASP методе, постоjе и њене модификациjе коjе
се успешно користе за решавање различитих проблема оптимизациjе, као и
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броjне хибридне методе у коjима се GRASP метода комбинуjе са другим мета-
хеуристикама.
Важну улогу у GRC фази има параметар α. У зависности од начина одабира
параметра α током GRASP итерациjа, постоjи неколико вариjанти ове методе.
Код основног концепта GRASP-а, параметар α има фиксну вредност из интер-
вала [0, 1] или може бити биран на случаjан начин из неког дискретног подскупа
{α1, α2, . . . , αν} посматраног интервала са одређеном дистрибуциjом вероват-
ноћа. Prais и Ribeiro су 2000. године [76] предложили Реактивну похлепну
стохастичко-адаптивну процедуру претраге (енгл. Reactive Greedy Randomised
Adaptive Search Procedure - Reactive GRASP). Код овог концепта GRASP ме-
тоде, параметар α има своjство самоподешавања на основу квалитета добиjе-
них решења. Наиме, за сваку од ν дозвољених вредности αi за i = 1, . . . , ν,
одређуjе се вероватноћа њеног избора (pi). Инициjално све вероватноће имаjу
исте вредности, tj. pi = 1ν за i = 1, . . . , ν. Нека jе f
∗ вредност функциjе циља
тренутног решења S∗ и нека jе fi просечна вредност свих решења добиjених
GRASP методом коришћењем вредности параметра α = αi за i = 1, . . . , ν. Ве-
роватноће pi избора вредности αi се периодично (после извесног броjа GRASP
итерациjа) прерачунаваjу по формули pi = qi/
∑ν
j=1 qj, где jе qi = f
∗/fi за
i = 1, . . . , ν. На оваj начин, повећава се вероватноћа избора оних вредности αi
за коjе се добиjаjу решења бољег квалитета. Реактивна GRASP метода пред-
ставља побољшање основног концепта GRASP методе коjе води ка решењима
бољег квалитета захваљуjући самоподешавању парметра α.
У случаjу када алгоритам за конструкциjу решења у оквиру основног кон-
цепта GRASP методе ниjе довољно осетљив на случаjан избор елемената, у ли-
тератури jе предложена модификациjа GRASP методе коjа укључуjе тзв. пер-
турбациjу трошкова (енгл. cost perturbation). Основна идеjа оваквог приступа
jе увођење неке врсте „пометње” у скуп вредности коjи одговараjу почетним
трошковима, по угледу на методу зашумљавања (енгл. Noising method), коjу
су предложили Charon и Hudry [19]. За разлику од већине метахеуристичких
метода коjе садрже у себи спуст ка локалном оптимуму, метода зашумљавања
при посматрању произвољног решења додаjе и потез пертурбациjе тог решења
на случаjан начин. При том се поставља услов да jе разлика између вредности
функциjе циља решења добиjеног пертурбациjом и вредности функциjе циља
посматраног решења, величина коjа се налази у интервалу [−r,+r]. Вредност
параметра r се константно смањуjе како алгоритам напредуjе, па jе потребно
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дефинисати његову почетну вредност, као и начин (стопу) смањења. Како се
пертурбациjе врше на случаjан начин, при примени методе зашумљавања нема
гаранциjе за добиjање локалног оптимума, па се она често комбинуjе са другим
методама. Више о овоj методи може се наћи у [19] и [20].
Код основног концепта GRASP методе, у фази конструкциjе решења, сви
елементи из RCL имаjу jеднаке вероватноће избора. Међутим, при избору
кандидата из RCL могу се увести функциjе пристрасности (енгл. bias func-
tions). За дефинисање вероватноћа за избор кандидата посматране листе,
може се користити било коjа дистрибуциjа вероватноће. Кандидати се ран-
гираjу према вредности похлепне функциjе. Ако jе r(e) ранг елемента e и
bias(r(e)) вредност унапред дефинисане функциjе пристрасности коjа одговара




′)). До сада jе у литератури коришћено више
функциjа пристрасности, а неке од њих су:
• функциjа пристрасности заснована на случаjаном избору: bias(r) = 1,
• линеарна функциjа пристрасности: bias(r) = 1/r,
• логаритамска функциjа пристрасности: bias(r) = log−1(r + 1),
• експоненциjална функциjа пристрасности: bias(r) = e−r,
• полиномиjална функциjа пристрасности реда n: bias(r) = r−n.
Jош jедна модификациjа GRASP методе jе метода поновног повезивања
стаза (енгл. Path relinking - GRASP-PR), коjу jе 1997. године предложио Glover
[42], 1997. године. Основна идеjа GRASP-PR методе jе да се током претраге ис-
тражуjу траjекториjе коjе повезуjу текућа GRASP решења и наjбоља (елитна)
решењa пронађена коришћењем неке друге методе претраживања, као што jе
нпр. табу претраживање. Алгоритам почиње од jедног или више елитних ре-
шења и потом генерише стазе у простору претраге коjе повезуjу решења. У
основном облику методе поновног повезивања стаза, постоjи почетно и циљно
решење између коjих се формира путања бирањем оних потеза коjи уводе атри-
буте циљног решења у текуће решење. После сваког потеза врши се евалуа-
циjа добиjеног решења, као и освежавање допустивих потеза. Алгоритам враћа
наjбоље пронађено решење на посматраноj стази. Стратегиjом фаворизовања
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атрибута коjе поседуjу елитна решења, претрага се усмерава ка решењима ви-
соког квалитета.
Поред основног концепта GRASP методе и њених модификациjа, у лите-
ратури се може пронаћи велики броj различитих хибридних метода у коjима
се GRASP метода комбинуjе са другим метахеуристикама: симулираним каље-
њем, табу претраживањем, методом променљивих околина, генетским алгорит-
мима и другима.
3.3 Преглед примена GRASP методе на
проблеме распоређивања и рутирања возила
У литератури се могу пронаћи броjни примери примена GRASP методе на
различите вариjанте проблема рутирања и распоређивања возила. Kontoravdis
и Bard [58] су предложили GRASP методу при решавању проблема рутирања
возила са временским оквирима (енгл. VRP with time windows - VRPTW ).
Проблем распоређивања возила са врло тесним временским оквирима разма-
трао jе Atkinson [9] и решио га применом GRASP метахеуристике са укључе-
ним стратегиjама локалне и глобалне адаптивне претраге. Carreto и Baker [17]
су развили интерактивни приступ са елементима GRASP методе за решавање
проблема рутирања возила са транспортом при повратку (енгл. VRP with back-
hauls). Хибридну методу коjа jе настала комбинациjом GRASP метахеуристике
и Еволутивне локалне претраге (енгл. Evolutionary Local Search - ELS ) за VRP
предложио jе Prins [77]. Duhamel и сар. [30] су такође користили хибридиза-
циjу GRASP и ELS метахеуристика при решавању локациjског проблема ру-
тирања возила са ограниченим капацитетом (енгл. Capacitated Location-routing
Problem). Park и Seo [74] су развили GRASP методу за распоређивање и ру-
тирање транспортера у бродоградилишту са циљем уjедначавања оптерећено-
сти транспортера, уз захтев да се сви распоређени блокови мораjу транспор-
товати у оквиру датог временског периода. Модификовану вариjанту GRASP
методе, под називом GRASP методa са вишефазном претрагом (енгл. Multiple
Phase Neighborhood Search - GRASP), предложиo je Marinakis [67] при решавању
проблема рутирања возила ограничених капацитета (енгл. Capacitated Vehicle
Routing Problem - CVRP). Ho и Szeto [52] су развили GRASP метахеуристику
са поновним повезивањем путања (енгл. GRASP with Path Relinking) за про-
блем селективног прикупљања и испоруке (енгл. Selective Pickup and Delivery
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Problem - SPDP). Детаљан преглед радова коjи се односе на GRASP методу и
њене вариjанте може се наћи у [34], [79] и [80].
Броjне успешне примене GRASP методе на различите проблеме рутирања и
распоређивања возила чине ове методу одговараjућим приступом за решавање
jедне вариjанте проблема распоређивања возила у овоj докторскоj дисертациjи.
Стога су наведени примери представљали мотивациjу за дизаjнирање GRASP
методе, за дату вариjанту VSP. Резултати добиjени GRASP методом су ана-







4.1 Организациjа транспорта у фабрици шећера
у Србиjи
Шећерна репа jе пољопривредна култура коjа има изузетно ниску цену на
тржишту. Из тог разлога, трошкови транспорта представљаjу наjвеће трошкове
у производњи шећера. Уштеда коjа би се постигла ефикасном организациjом
транспорта jе веома значаjна за повећање профита, а прецизан, поуздан и до-
бро осмишљен план транспорта jе вишеструко користан за компаниjу коjа ор-
ганизуjе транспорт и за произвођаче коjи jоj указуjу поверење вишегодишњом
сарадњом.
Код проблема коjи jе разматран у овоj докторскоj дисертациjи, компаниjа за
производњу шећера откупљуjе сировине од великог броjа индивидуалних прои-
звођача. С обзиром на ниску цену шећерне репе, произвођачи немаjу интереса
да сами превозе робу до фабрике или неког сакупљачког центра, па компаниjа
о свом трошку организуjе транспорт робе од сваког индивидуалног произво-
ђача до фабрике за прераду. То се наjчешће реализуjе у сарадњи са другим
предузећима од коjих компаниjе узима возила у наjам и ангажуjе раднике коjи
обављаjу послове утовара, истовара и транспорта репе.
Краjем пролећа, када произвођачи могу да процене количине коjе ће припре-
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мити за откуп, састављаjу се уговори и дефинише се план по коме се за сваког
индивидуалног произвођача одређуjе датум када ће његова роба бити преузета.
Производна сезона, коjа се назива кампања, укључуjе симултани транспорт и
прераду шећерне репе до финалног производа и почиње сваке године у септем-
бру и траjе до децембра, а понекад се продужи и на jануар следеће године. План
транспорта се прави тако да за сваки датум у току кампање буду обезбеђене
дневне потребе фабрике, односно да сваког дана од почетка кампање у фа-
брику стигне унапред дефинисана количина шећерне репе. Процес покретања
фабричких машина jе веома скуп, те jе потребно обезбедити довољне количине
робе у фабрици, како не би дошло до прекида производње. Стога се, за сваки
датум у току кампање прави списак локациjа са предвиђеним количинама ше-
ћерне репе коjу треба превести од сваке локациjе до фабрике. Под локациjом се
подразумева уговорено место на коме наjчешће jедан, а у ретким случаjевима
два произвођача сакупе шећерну репу. Обично jе то адекватно уређен простор
испред саме њиве коjи посматрани произвођач обрађуjе. Имаjући у виду да сви
пољопривредни послови у великоj мери зависе од временских услова, а jесен jе
годишње доба када су честе временске непогоде, кише, а понекад и снег, план
коjи jе дефинисан у пролеће jе подложан сталним променама. Наjављене кише
могу приморати произвођаче да изваде шећерну репу неколико дана пре дого-
вореног датума или их изненадно невреме може спречити да припреме робу на
време. Из тог разлога, неопходно jе да се план транспорта прави на дневном
нивоу на основу тренутне ситуациjе. План транспорта са састоjи од списка ло-
кациjа, количина коjе се налазе на свакоj од њих као и броjа дана колико роба
стоjи на отвореном на свакоj од посматраних локациjа чекаjући транспорт.
Наjважниjи услов при састављању плана транспорта jе да се за сваки поjеди-
начни датум у току кампање фабрика снабде неопходном дневном количином
робе коjа се превози са расположивих локациjа. Ниjе обавезно превести сву
репу коjа се посматраног дана налази на отвореном, али jе приоритет обезбе-
дити довољну количину за неометани рад построjења. Међутим, при избору
локациjа коjе ће се опслужити, неопходно jе водити рачуна о броjу дана ко-
лико роба стоjи на отвореном. Шећерна репа се ређа на чврстоj подлози у
облику призме и тако задржава квалитет више дана у зависности од времен-
ских услова. Не погодуjе jоj ни сувише топло време, коjе jе могуће у септембру,
а ни сувише влажно време, коjе jе карактеристично за jесен. Губитак квалитета
услед дужег стаjања доводи до смањења откупне цене, што произвођаче чини
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незадовољним, а компаниjа остаjе без квалитетне сировине. Стога се, приликом
састављања плана транспорта за конкретни дан мора обезбедити да локациjе на
коjима репа стоjи више од дозвољеног броjа дана буду опслужене, односно репа
коjа се налази на отвореном дуже него што jе дозвољено мора бити превезена
у току посматраног дана.
У кругу фабрике постоjи паркинг за возила коjа су узета у наjам за потребе
транспорта. Током радног времена возила праве туре коjе подразумеваjу одла-
зак од фабрике до локациjе на коjоj се налази репа, утоваривање и повратак у
фабрику. Према томе, фабрика jе полазна и краjња тачка туре сваког возила,
па се ради о проблему транспорта са jедним депоом (енгл. single depot). Во-
зила се користе више пута у току дана, односно по завршеном истовару, свако
возило може започети нову туру што значи да jе у питању jе проблем распоре-
ђивања возила са више путовања (енгл. multiple trips). У свакоj тури, возила
одлазе до jедне од локациjа и враћаjу се у фабрику. Возила не посећуjу више од
jедне локациjе пре повратка у фабрику, jер ниjе дозвољено мешање сировина
са различитих локациjа, због процене квалитета чиjи резултат одређуjе цену
довезене репе. Количине на свакоj од локациjа значаjно су веће од капацитета
возила, па jе потребно посетити сваку локациjу неколико пута да би се превезла
сва припремљена репа. Стога, у наjвећем броjу транспорта, возила са пуним
капацитетом натоварене репе са неке од локациjа улазе у круг фабрике. Само
возило коjе последње по реду посећуjе неку локациjу може бити делимично
пуно.
Код организациjе транспорта за посматрани проблем, веома jе важно напра-
вити распоред возила коjи елиминише редове чекања на свакоj од локациjа и
испред саме фабрике, где возила фреквентно пристижу током целог дана. Ка-
миони коjи стоjе у колони чекаjући на ред за истовар или утовар представљаjу
наjвећи показатељ неефикасне организациjе транспорта, с обзиром да се наjам
камиона и радника плаћа по сату рада. Такође, у случаjу конкретног реалног
проблема, расположиви ресурси компаниjе и транспортних предузећа са коjима
сарађуjе су ограничени jер се на свакоj локациjи коjа jе предвиђене за опслужи-
вање одређеног дана, налази само jедна машина за утовар. Из тог разлога, за
време утоваривања репе у jедно возило на датоj локациjи, непотребно jе да на
исту локациjу стижу друга возила. Са друге стране, у кругу фабрике могуће
jе истовремено опслужити и више возила чиjи jе броj унапред ограничен. Када
возила стигну са шећерном репом у фабрику, потребно jе неколико минута за
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анализирање узорка робе коjа jе довезена и истовар. Да се не би стварали ре-
дови чекања потребно jе направити распоред возила коjи ће омогућити да у
току радног времена, у сваком тренутку у фабрици не буде више од унапред
ограниченог броjа возила са робом, а да се на свакоj локациjи у сваком тре-
нутку налази само jедно возило. Позната су просечна времена траjања утовара
на локациjама и задржавања возила у фабричком кругу приликом истовара.
Имаjући у виду горе наведено, циљ посматраног проблема jе направити
план транспорта за сваки радни дан коjи задовољава сва наведена ограничења,
а тако да време транспорта буде минимално. Дакле, потребно jе минимизовати
временски тренутак када се сва возила врате у фабрику и заврше истовар у
своjим последњим турама одређеног дана. У случаjу разматраног реалног про-
блема може се сматрати да jе минимизациjа времена транспорта еквивалентна
са минимизациjом трошкова транспорта. Заиста, у току целе кампање мора се
превести целокупна количина репе коjа jе те године припремљена, тако да се
трошкови горива могу сматрати фиксним, па jе циљ умањити време рада коjе
утиче на трошкове радне снаге.
Према томе, преглед карактеристика посматраног проблема jе:
• Транспорт шећерне репе се организуjе на дневном нивоу;
• Возила су хомогена и користе се више пута у току дана;
• Фабрика jе почетна и краjња тачка сваке туре;
• Свако возило у свакоj тури посећуjе само jедну локациjу;
• Дневне потребе фабрике (количина довезене робе у току дана) мораjу
бити задовољене;
• Постоjи ограничење у броjу дана колико роба сме да стоjи на отвореном;
• Свака локациjа на коjоj роба стоjи дуже од дозвољеног броjа дана, мора
бити опслужена;
• Два возила се не могу истовремено утоварити на jедноj локациjи;
• Ограничен броj возила се може истовемено истоварити у фабрици;
• Редови чекања нису дозвољени ни на локациjама, нити испред фабрике;
• Циљ jе минимизовати временски тренутак када сва возила заврше истовар
у своjим последњим турама.
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Табела 4.1: Нотациjа
J : Скуп локациjа;
I: Скуп возила;
K: Скуп тура;
n: Укупан броj локациjа;
m: Укупан броj возила;
kmax: Максималан броj тура коjе возило може да направи у току дана;
cj: Количина сакупљене сировине (у тонама) на локациjи j ∈ J ;
dj: Растоjање од фабрике до локациjе j ∈ J (у km);
CV : Капацитет возила (у тонама);
C: Дневне потребе фабрикеу (у тонама);
v: Просечна брзина возила (у km/h);
u: Просечно време задржавања возила у фабрици по завршетку туре
потребно за истовар и анализирање узорака (у h);
w: Просечно време траjања утовара (у h);
tj: Броj дана колико роба стоjи на отвореном на локациjи j ∈ J ;
t0: Mаксималан броj дана колико роба може да стоjи на отвореном
без губитка квалитета;
Tj: Бинарна величина додељена локациjи j ∈ J , дефинисана са:
Tj = 1 ако jе tj > t0 и Tj = 0 у супротном;
p: Броj возила коjи може бити истовремено опслужен у кругу фабрике;
ε: Мала позитивна константа за коjу важи ε < CV и ε < cj/CV за свако j ∈ J ;
M : Велика позитивна константа;
tstart: Почетак радног времена;
tend: Краj радног времена.
4.2 Ознаке
У циљу представљања математичке формулациjе описаног проблема и ње-
гових вариjанти, неоподно jе увести одговараjуће ознаке. Нотациjа коjа ће бити
коришћена приказана jе у Табели 4.1.
4.3 Математичка формулациjа потпроблема -
VSP-P
Прво jе посматран потпроблем описаног проблема распоређивања возила
при транспорту шећерне репе. Оваj потпроблем, означен са VSP-P, добиjен jе
релаксациjом посматраног проблема, тако што се претпоставља да на свакоj
локациjи и у кругу фабрике има довољно ресурса да се истовремено опслужи
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неограничен броj возила. Другим речима, код VSP-P су дозвољени сусрети
произвољног броjа возила на локациjама и у кругу фабрике.
Виртуалне туре
Максималан броj тура коjе свако возило може да реализуjе током дана озна-
чен jе са kmax. Међутим, не мораjу сва возила током дана имати исти броj тура.
Броj тура коjи ће возило направити током jедног радног дана зависи од уда-
љености избраних локациjа од фабрике. Удаљеност локациjе коjа се опслужуjе
директно утиче на време траjања туре, па стога возила коjа одлазе на ближе
локациjе могу имати више тура од оних коjа посећуjу локациjе на већоj уда-
љености од фабрике, током радног дана. Ради jедноставности дефинисања и
планирања броjа управљачких променљивих у моделу, уведен jе концепт вир-
туалне туре. Броj тура за свако возило се прошируjе до kmax, чиме се оставља
могућност да возило има jедну или више виртуалних тура. Сматра се да током
виртуалне туре возило остаjе у кругу фабрике. Међутим, виртуалне туре не
утичу на рачунања времена завршетка рада сваког возила, с обзиром да jе њи-
хово траjање jеднако нули. Стога оваj концепт не утиче на вредност функциjе
циља, а технички омогућава изjедначавање броjа тура за сва возила.
Променљиве
За формулисање математичког модела коjи адекватно описуjе проблем VSP-
P, потребно jе увести три групе променљивих и jедну променљиву коjа се ко-
ристи у функциjи циља:
• Бинарне променљиве xjik, i ∈ I, k ∈ K, j ∈ J , одређуjу локациjу коjу
возило посећуjе у одговараjућоj тури. Наиме, xjik узима вредност 1 ако
возило i посећуjе локациjу j у тури k, у супротном jе xjik = 0. Ако jе тура




• Реалне променљиве tik, i ∈ I, k ∈ K дефинишу време поласка сваког
возила у одговараjућоj тури из фабрике;
• Бинарне променљиве yj, j ∈ J су индикатори коjи одређуjу да ли jе лока-
циjа j испражњена или не. Ако jе количина робе припремљена на лока-
циjи j превезена, тада важи yj = 0, док jе, у супротном, yj = 1. Употреба
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ових променљивих омогућава увид у укупну количину робе коjа стиже у
фабрику. Наиме, ако jе локациjа j испражњена, количина робе коjа jе
транспортована са ове локациjе jеднака jе cj. У супротном, превезена ко-
личина са посматране локациjе представља производ капацитета возила
CV и броjа посета локациjе j од стране свих возила коjа су опслужила
дату локациjу у току радног дана.
• Променљива T, коjа узима реалне вредности, се користи у функциjи циља.
Она дефинише последњи временски тренутак када сва возила заврше ис-
товар у своjоj последњоj тури. Циљ проблема jе минимизовати вредност
променљиве T.
Предложени математички модел и реформулациjа
За проблем VSP-P предложен jе следећи модел мешовитог целоброjног про-
грамирања са квадратним ограничењима (енгл. Мixed Integer Quadratically








xjik − CV + ε ≤ cj ∀j ∈ J, (4.3)
Tj + yj ≤ 1 ∀j ∈ J, (4.4)
∑
j∈J





ik ≥ C, (4.5)
∑
(i,k)∈I×K





ik + ε ≤ cj/CV ∀j ∈ J, (4.7)







ik + (u+ w)
∑
j∈J
xjik ∀i ∈ I, ∀k ∈ K \ {kmax}, (4.8)
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xjikmax ≤ T ∀i ∈ I, (4.9)
xjik ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.10)
yj ∈ {0, 1} ∀j ∈ J, (4.11)
tik ∈ [tstart, tend] ∀i ∈ I, ∀k ∈ K. (4.12)
Функциjа циља (4.1) заjедно са ограничењем (4.9) минимизуjе временски тре-
нутак у коjем се завршава дневни транспорт за сва возила, односно тренутак у
коjем последње пристигло возило заврши истовар робе у своjоj последњоj тури.
Ограничење (4.2) обезбеђуjе да свако возило у свакоj тури може да опслужи
наjвише jедну локациjу. Дакле, свако возило у свакоj тури има могућност да
посети неку локациjу или направи виртуалну туру. Укупна количина робе коjа
се превезе са локациjе j ∈ J у фабрику не може бити већа од припремљене
количине cj на датоj локациjи, што jе обезбеђено ограничењем (4.3). Умањи-
лац CV коjи се налази на левоj страни ограничења (4.3) одражава чињеницу
да последње возило коjе посећуjе неку локациjу не мора бити пуно робе. Како
би количина коjа се транспортуjе са локациjе j ∈ J умањену за величину ка-
пацитета возила CV била строго мања од прикупљене количине cj на локациjи
j ∈ J , на левоj страни ограничења (4.3) jе додата мала позитивна константа
ε. То jе неопходно у случаjу када jе cj jеднако производу природног броjа и
капацитета возила CV тj. целоброjном умношку величине CV. Без строге неjед-
накости, било би могуће да возила непотребно направе туру више до локациjе
j ∈ J . На пример, ако jе cj = 120 тона и CV = 30 тона, локациjу j jе потребно
посетити наjвише 4 пута, међутим, без константе ε у ограничењу (4.3), постоjи
могућност да се локациjа j посети 5 пута, како jе 5 · 30− 30 ≤ 120.
Ограничење (4.4) обезбеђуjе услов да се све количине са локациjе j ∈ J
мораjу превести током радног дана уколико на овоj локациjи роба стоjи на
отвореном дуже од t0 дана. Имаjући у виду дефинициjу бинарних величина
Tj (видети Табелу 4.1), у случаjу када jе tj ≤ t0, важи Tj = 0, а десна страна
ограничења (4.4) jе jеднака 1. Стога jе, у овом случаjу, ограничење (4.4) задо-
вољено независно од транспортоване количине са локациjе j. Са друге стране,
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ако jе tj > t0, тада jе Tj = 1 и локациjа j мора бити испражњена током радног
дана, што значи да yj мора имати вредност 0.
Ограничење (4.5) обезбеђуjе задовољење дневних потреба фабрике. Прва
сума на левоj страни релациjе (4.5) односи се на количине коjе су довезене са
локациjа коjе су испражњене, а друга представља количину робе, довезене са
неиспражњених локациjа.
Вредности променљивих yj су дефинисане ограничењима (4.6) и (4.7). Ако
jе локациjа j ∈ J испражњена, yj узима вредност 0 и релациjа (4.6) обезбеђуjе
да jе локациjа j посећена не мање од cj/CV пута. У случаjу када локациjа j ∈ J
ниjе испражњена, тада jе yj = 1 и ограничење (4.6) jе задовољено. Ограничење
(4.7) обезбеђуjе да jе свака неиспражњена локациjа j ∈ J посећена строго мање
од cj/CV пута. У случаjу да се ради о испражњеноj локациjи, ограничење (4.7)
ниjе активно.
Ограничење (4.8) одражава чињеницу да свако возило i ∈ I не може почети
нову туру док се претходна не заврши. Време поласка сваке туре не сме бити
мање од времена поласка претходне туре, увећаном за време траjања вожње
у оба смера и збиром дужине траjања утовара и истовара. Ако jе тура k ∈
K \ {kmax} возила i ∈ I виртуална, обе суме на десноj страни ограничења (4.8)
су jеднаке 0. На краjу, ограничења (4.9)–(4.12) дефинишу тип променљивих
коjе су коришћене у предложеном моделу.
MIQCP модел (4.1)–(4.12) jе преформулисан у еквивалентан проблем мешо-
витог целоброjног линеарног програмирања (енгл. Mixed Integer Linear Pro-
gramming - MILP). Да би се извршила линеаризациjа, неопходно jе трансфор-
мисати производ бинарних променљивих yj и xjik коjи се jавља у ограниче-
њима (4.5) и (4.7). У том циљу, уводи се нови скуп бинарних променљивих rjik,
i ∈ I, j ∈ J, k ∈ K, коjи, у поменутим ограничењима, представља замену за
производ yjxjik. Променљиве r
j






ik) ≤ 0 ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.13)
rjik − yj − x
j
ik + 1 ≥ 0 ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.14)
rjik ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀k ∈ K. (4.15)
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Ограничење (4.5) jе замењено ограничењем (4.5’)∑
j∈J





rjik ≥ C, (4.5’)
а ограничење (4.7) замењено jе ограничењем (4.7’)∑
(i,k)∈I×K
rjik + ε ≤ cj/CV ∀j ∈ J. (4.7’)
На оваj начин, предложени MIQCP модел (4.1)–(4.12) jе трансформисан у екви-
валентан MILP модел (4.1)-(4.4), (4.5’), (4.6), (4.7’), (4.8)– (4.12), (4.13)–(4.15).
При линеаризациjи MIQCP модела, додато jе nmkmax нових променљивих
бинарног типа и 2nmkmax нових ограничења. Како повећање броjа променљи-
вих и ограничења не утиче значаjно на ефикасност формулациjе, при тестирању
егзактним решавачем коришћена jе само MILP формулациjа проблема VSP-P.
За проблем VSP-P формулисан jе и нелинеаран математички модел коjи jе
представљен у раду [5]. Међутим, имаjући у виду да су егзактни решавачи
коришћењем MILP формулациjе достигли наjвећи броj оптималних решења на
реалним инстанцама за значаjно краће просечно време извршавања, нелинеаран
модел формулисан у [5] jе изостављен из ове докторске дисертациjе.
4.4 Математичка формулациjа комплетног
проблема-VSP
Проблем распоређивања возила, описан у секциjи 4.1 коjи укључуjе све на-
ведене услове означен je са VSP. Оваj проблем подразумева сва ограничења
наведена у математичкоj формулациjи потпроблема VSP-P, као и додатна огра-
ничења коjа се односе на следећа два услова:
• два возила не могу бити истовремено утоварена ни на jедноj од локциjа
на коjима се сировина налази,
• ограничен броj возила може бити истовремено опслужен у кругу фабрике.
Да би ова два услова представили адекватним математичким изразима, не-
опходно jе увести неколико група нових променљивих и значаjан броj нових
ограничења, што у великоj мери утиче на сложеност математичке формулациjе
проблема VSP.
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Променљиве
Поред променљивих xjik, tik, yj и променљиве T коjе су уведене при формула-
циjи модела за проблем VSP-P, за формулисање математичког модела проблема
VSP потребно jе увести jош неколико група променљивих:
• Бинарне променљиве blsik, i, l ∈ I, k, s ∈ K, се користе за формулисање
ограничења коjе обезбеђуjе да два возила не могу у исто време да утоваре
сировину на било коjоj од локациjа. Прецизниjе, улога ових променљивих
jе да се избегну апсолутне заграде око израза коjи представља разлику
између времена стизања два различита возила на исту локациjу. Наиме,
ако jе tik − tls < 0, тада jе blsik = 1, у супротном jе blsik = 0.
• Три скупа променљивих су коришћена како би се математички формули-
сао услов да наjвише p возила може бити опслужено у кругу фабрике у
исто време. Бинарне променљиве zlsik, i, l ∈ I, k, s ∈ K се дефинишу на
следећи начин: zlsik = 1 ако разлика између времена стизања у фабрику
возила i и l у њиховим турама k и s, редом, ниjе већа од дужине траjања
истовара u; у супротном jе zlsik = 0. Бинарне променљиве glsik, i, l ∈ I,
k, s ∈ K су уведене како би се формулисао оваj услов без апсолутних
заграда, на сличан начин као и променљиве blsik. Коначно, реалне ненега-
тивне променљиве alsik, i, l ∈ I, k, s ∈ K представљаjу апсолутне вредности
разлике између времена стизања у фабрику возила i and l у њиховим
турама k и s, редом.
Предложени математички модел
За проблем распоређивања возила VSP наjпре jе предложен следећи модел








xjik − CV + ε ≤ cj ∀j ∈ J, (4.18)
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Tj + yj ≤ 1 ∀j ∈ J, (4.19)
∑
j∈J





ik ≥ C, (4.20)
∑
(i,k)∈I×K





ik + ε ≤ cj/CV ∀j ∈ J, (4.22)







ik + (u+ w)
∑
j∈J












xjikmax ≤ T ∀i ∈ I, (4.24)




ls ∀j ∈ J, ∀i 6= l ∈ I ∀k, s ∈ K, (4.25)




ls ∀j ∈ J, ∀i 6= l ∈ I ∀k, s ∈ K, (4.26)







xjls ∀i, l ∈ I ∀k, s ∈ K, (4.28)
2zlsik + (1− 2zlsik)(
1
u






xjls ∀i 6= l ∈ I ∀k, s ∈ K, (4.29)











ik ∀i, l ∈ I ∀k, s ∈ K, (4.30)











ik ∀i, l ∈ I ∀k, s ∈ K, (4.31)
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ik) ∀i, l ∈ I ∀k, s ∈ K, (4.32)











ik ∀i, l ∈ I ∀k, s ∈ K, (4.33)
∑
(l,s)∈I×K
zlsik ≤ p− 1, ∀i ∈ I ∀k ∈ K, (4.34)
xjik ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.35)
yj ∈ {0, 1} ∀j ∈ J, (4.36)
zlsik ∈ {0, 1} ∀i, l ∈ I, ∀k, s ∈ K, (4.37)
tik ∈ [tstart, tend] ∀i ∈ I, ∀k ∈ K, (4.38)
alsik ≥ 0 ∀i, l ∈ I, ∀k, s ∈ K, (4.39)
glsik ∈ {0, 1} ∀i, l ∈ I, ∀k, s ∈ K, (4.40)
blsik ∈ {0, 1} ∀i, l ∈ I, ∀k, s ∈ K. (4.41)
Ограничења (4.16)-(4.24) су идентична ограничењима (4.1)-(4.9) у моделу
VSP-P, и њихова значења су детаљно обjашњена у претходном одељку.
Ограничења (4.25) и (4.26) обезбеђуjу да се два возила не могу истовремено
утоваривати на истоj локациjи. Наиме, ако два различита возила посећуjе исту
локациjу, апсолутна вредност разлике њихових времена кретања из фабрике
рачуна се као апсолутна вредност разлике између њихових времена стизања
на дату локациjу, с обзиром да возила имаjу исте техничке карактеристике и
прелазе исти пут. Израчуната апсолутна вредност мора бити већа или jеднака
од времена траjања утовара w, што jе обезбеђено ограничењима (4.25) и (4.26).
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Скуп ограничења (4.27)-(4.34) обезбеђуjе да наjвише p натоварених возила
може истовремено бити опслужено у кругу фабрике, по повратку са посећених
локациjа. Ограничењем (4.27) се игнорише случаj када посматране туре припа-
даjу истом возилу. Улога неjеднакости (4.28) jе да се искључи случаj када бар
jедно од посматраних возила има виртуалну туру. Ограничењем (4.29) одређуjе
се вредност бинарних променљивих zlsik на следећи начин: zlsik = 1 ако апсолутна
вредност разлике између времена стизања у круг фабрике, возила i и l, у њи-
ховим турама k и s, респективно, ниjе већа од времена траjања истовара u,
у супротном jе zlsik = 0. Улога производа сума на десноj страни ограничења
(4.29) jе изузимање случаjа када jе тура k возила i или тура s возила l вир-
туална. Ограничења (4.30)-(4.33) обезбеђуjу да свака од променљивих alsik има
адекватну вредност коjа представља апсолутну вредност разлике између вре-
мена стизања у фабрику возила i и l у њиховим турама k и s, респективно.
Коначно, ограничење (4.34) одражава чињеницу да наjвише p − 1 других во-
зила може бити истоварено у исто време заjедно са возилом i у његовоj тури
k, за свако i ∈ I и k ∈ K. Типови променљивих коришћених у моделу су
дефинисани ограничењима (4.35)-(4.41).
Реформулациjа модела
Да би се предложени MIQCP модел коjи описуjе проблем VSP трансформи-
сао у модел мешовитог целоброjног линеарног програмирања, наjпре се уводе
исти скупови променљивих коjи су коришћени при линеаризациjи модела про-
блема VSP-P. Наиме, неопходно jе заменити производ бинарних променљивих
yj и xjik у ограничењима (4.20) и (4.22) променљивом r
j
ik. При томе се додаjу






ik) ≤ 0 ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.42)
rjik − yj − x
j
ik + 1 ≥ 0 ∀i ∈ I, ∀j ∈ J, ∀k ∈ K, (4.43)
rjik ∈ {0, 1} ∀i ∈ I, ∀j ∈ J, ∀k ∈ K. (4.44)
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Заменом производа yjxjik променљивом r
j




(1− yj) · cj + CV ·
∑
(i,j,k)∈I×J×K
rjik ≥ C, (4.20’)
а ограничење (4.22) постаjе
∑
(i,k)∈I×K
rjik + ε ≤ cj/CV ∀j ∈ J. (4.22’)
За разлику од MIQCP формулациjе проблема VSP-P за чиjу линеаризациjу
jе потребно увести само променљиве rjik, у циљу добиjања линеарног модела
коjи описуjе проблем VSP, потребно jе елиминисати и преостале квадратне из-
разе у ограничењима (4.25), (4.26), (4.28) и (4.29). Из тог разлога, уводи се
скуп реалних променљивих πlsik i, l ∈ I, k, s ∈ K, дефинисаних са πlsik = zlsikalsik.
Променљиве πlsik омогућаваjу да се избегне производ бинарних променљивих zlsik














xjls ∀i 6= l ∈ I ∀k, s ∈ K. (4.29’)
Поред тога, новоуведене променљиве πlsik мораjу да задовољаваjу следећа огра-
ничења:
πlsik ≤ (tend − tstart)zlsik ∀i, l ∈ I ∀k, s ∈ K, (4.45)
πlsik ≥ alsik − (tend − tstart)(1− zlsik) ∀i, l ∈ I ∀k, s ∈ K, (4.46)
πlsik ≤ alsik + (tend − tstart)(1− zlsik) ∀i, l ∈ I ∀k, s ∈ K, (4.47)
πlsik ≥ 0 ∀i, l ∈ I, ∀k, s ∈ K, (4.48)
Улога ограничења (4.45)-(4.48) jе да обезбеде коректну дефинициjу промен-
љивих πlsik као производа бинарних променљивих zlsik и реалних променљивих alsik
за i, l ∈ I, k, s ∈ K. Константа tend− tstart се користи као горња граница вредно-
сти реалних променљивих alsik, имаjући у виду да ове променљиве представљаjу
апсолутну вредност разлике времена пристизања два различита возила у круг
60
ГЛАВА 4. ПРОБЛЕМ РАСПОРЕЂИВАЊА ВОЗИЛА ПРИ
ОПТИМИЗАЦИJИ ТРАНСПОРТА ПОЉОПРИВРЕДНИХ СИРОВИНА
фабрике. Заиста, ако jе zlsik = 0, из ограничења (4.45) и (4.48) произилази да jе




За комплетну линеаризациjу предложеног MIQCP модела, неопходно jе jош
заменити производ бинарних променљивих xjik и x
h
ls новом бинарном промен-
љивом ρjhikls, за све j ∈ J , i, l ∈ I, k, s ∈ K. Ова трансформациjа ће очигледно





ikls, ограничења (4.25) и (4.26), ре-
дом постаjу:
tik − tls +Mblsik ≥ wρ
jj
ikls ∀j ∈ J, ∀i 6= l ∈ I ∀k, s ∈ K, (4.25’)
−tik + tls +M(1− blsik) ≥ wρ
jj
ikls ∀j ∈ J, ∀i 6= l ∈ I ∀k, s ∈ K. (4.26’)







































ρjhikls ∀i 6= l ∈ I ∀k, s ∈ K. (4.29”)
У модел се укључуjу и нова ограничења коjа ће обезбедити да променљиве















ls + 1 ≥ 0 ∀i, l ∈ I, ∀j, h ∈ J, ∀k, s ∈ K, (4.50)
ρjhikls ∈ {0, 1} ∀i, l ∈ I, ∀j, h ∈ J, ∀k, s ∈ K. (4.51)
На краjу, MILP модел добиjен линеаризациjом MIQCP модела посматра-
ног VSP проблема jе представљен изразима (4.16)-(4.19), (4.20’), (4.21), (4.22’),
(4.23)-(4.24), (4.25’), (4.26’), (4.27), (4.28’), (4.29”), (4.30)-(4.51).
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Да би се предложени MIQCP модел проблема VSP успешно трансформисао
у еквивалентну MILP формулациjу, било jе неопходно увести значаjан броj но-
вих променљивих и нових ограничења. Приликом линеаризациjе броj промен-
љивих се повећао за n2m2k2max+m2k2max+nmkmax (n2m2k2max+m2k2max бинарних
и nmkmax реалних), а броj ограничења за 2n2m2k2max+3m2k2max+2nmkmax. Без
обзира на повећање сложености модела гледаjући са аспекта броjа променљи-
вих и ограничења, MILP формулациjа се показала успешниjом при решавању
егзактним солвером, обезбедивши више оптималних решења на инстанцама ма-
лих димензиjа за знатно краће време извршавања (видети одељак 7.2).
4.5 Сложеност проблема
Да би се испитала сложеност описаног проблема, имаjући у виду да се ради
о новом проблему коjи jош ниjе разматран у литератури, потребно jе пронаћи
аналогиjу разматраног проблема или неког његовог потпроблема са проблемом
познате сложености.
У овом одељку биће показано да jе предложена вариjанта проблема распо-
ређивања возила НП-тежак проблем. Познато jе да проблеми распоређивања
возила са jедним депоом припадаjу класи НП-тешких проблема [61]. Генерално,
код проблема распоређивања возила, свако возило посећуjе неколико локациjа
у свакоj тури пре повратка у депо. Ово ниjе случаj у разматраном проблему ра-
споређивања возила при траспорту шећерне репе, с обзиром да ниjе дозвољено
мешање сировина са различитих локациjа због могућности добиjања мешавине
незадовољаваjућег квалитета. Из тог разлога ниjе могуће пронаћи релаксациjу
разматраног проблема коjа би била jеднаке или веће сложености од класичног
проблема распоређивања возила са jедним депоом из [61]. Међутим, може се ис-
питати еквиваленциjа разматраног VSP са проблемом распоређивања машина,
што води ка следећоj теореми.
Теорема 4.5.1. Размaтрани проблем распоређивања возила при транспорту
шећерне репе (VSP) jе НП-тежак проблем оптимизациjе.
Доказ. Доказ теореме се заснива на студиjи комплексности различитих вари-
jанти проблема распоређивања машина коjу jе дао Pinedo у [75]. Посматра се
проблем паралелног распоређивања машина, коjи jе у студиjи [75] означен са
Pm||Cmax. Доказано jе да jе Pm||Cmax НП-тежак у класичном смислу, због
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еквиваленциjе са проблемом партициjе (енгл. Partitioning Problem) [40], [75].
Код проблема Pm||Cmax, потребно jе распоредити N независних задатака на
m идентичних машина коjе паралелно раде (Pm). Време процесирања задатка
j ∈ {1 . . . N} jе p(j). Сваки задатак треба да буде додељен тачно jедноj ма-
шини. Са друге стране, свака машина може да обавља само jедан задатак у
исто време и распоређивање jедног задатка на две или више машина ниjе до-
звољено. Циљ jе минимизовати коначно време завршетка (енгл. makespan), тj.
максимум свих времена рада посматраних машина, коjи се рачуна по формули
Cmax = max1≤i≤mCi, при чему Ci одговара времену завршетка рада машине i.
Аналогиjа између разматраног проблема распоређивања возила и проблема
паралелног распоређивања машина може се увести на следећи начин. Машине
се идентификуjу са возилима и сваки задатак одговара jедноj тури. Задатак се
може означити са τ kij, где jе i индекс возила, k представља редни броj туре, док
jе j индекс локациjе коjу посећуjе возило i у тури k. Очигледно jе броj задатака
jеднак укупном броjу тура, односно важи N = m · kmax. Време процесирања
задатка τ kij може се посматрати као функциjа коjа зависи од индекса локациjе
j, тj. p(τ kij) = ϕ(j), j ∈ J ∪ {0}, односно време процесирања задатка зависи
од растоjања локациjе j и фабрике. У том случаjу, j = 0 означава локациjу
фабрике што одговара виртуалноj тури, па важи ϕ(0) = 0, с обзиром да jе
траjање виртуалне туре jеднако 0. На краjу, минимизациjа коначног времена
завршетка Cmax код проблема паралелног распоређивања машина еквивалентна
jе минимизациjи вредности променљиве T , где T = max1≤n≤mTi,kmax представља
последњи тренутак када сва возила завршаваjу своjе последње туре.
На описани начин, Pm||Cmax се може полиномски свести на потпроблем раз-
матраног проблема распоређивања возила, коjи се добиjа занемаривањем свих
осталих специфичних ограничења. Имаjући у виду да jе Pm||Cmax НП-тежак
([75], Пример D.3.2, стр. 595), може се закључити да разматрани проблем ра-
споређивања возила за транспорт шећерне репе представља НП-тежак проблем
оптимизациjе.
Имаjући у виду да jе потпроблем VSP-P добиjен из VSP уклањањем два
ограничења коjа се односе на сусрете возила на локациjама и у кругу фабрике,
а коjа нису укључена у релаксациjу проблема VSP из доказа Теореме 4.5.1,
може се закључити да jе и потпроблем VSP-P НП-тежак.
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4.6 Специфичности предложених проблема VSP
и VSP-P у односу на постоjеће вариjанте
проблема VSP и VRP из литературе
У оквиру одељка 1.2 дат jе преглед различитих вариjанти проблема рути-
рања и распоређивања возила из литературе. Као што jе наведено, постоjе
броjне вариjанте ових проблема коjи се односе на jавни саобраћаj у урбаним
срединама, транспорт робе у ланцима снабдевања, разне типове достава као
и транспорт различитих сировина. Неколико радова се односи на транспорт
пољопривредних сировина као што су сирово млеко, шећерна трска, маслиново
уље и др. Циљ овог одељка jе да се истакну сличности и разлике између про-
блема коjи су предмет ове докторске дисертациjе и сличних проблема коjи су
до сада изучавани у литератури.
Проблеми коjи су разматрани у овоj докторскоj дисертациjи, VSP и VSP-P
имаjу специфична ограничења коjе произилазе из конкретне реалне ситуациjе.
Као прво, при организациjи транспорта шећерне репе у посматраноj компаниjи,
важно jе спречити мешање сировина са различитих локациjа, због могућности
добиjања мешавине лошиjег квалитета, при чему се не може извршити прецизна
процена квалитета сировина са више локациjа. Оваj услов директно имплицира
да возилима ниjе дозвољено да праве руте, односно свако возило у свакоj тури
може да посети само jедну локациjу. То ограничење важи чак и када се ло-
кациjа последњи пут посећуjе, без обзира што возило коjе прави ту туру не
мора бити натоварено до пуног капацитета. Из тог разлога, уколико би се раз-
матрани проблеми посматрали као вариjанте проблема CVRP са вишеструким
путовањима, прављење рута би се морало избећи. Идеjа да се свака локациjа
посматра као више клиjената чиjи су захтеви мањи или jеднаки од капацита во-
зила би могла да спречи возила да праве руте. Међутим, у том случаjу, како би
свака рута била типа фабрика-локациjа-фабрика, неопходно jе да фабрика има
на располагању возила адекватних различитих капацитета. То не одговара ре-
алноj ситуациjи jер транспортне компаниjе обично имаjу ограничен броj возила
чиjи су капацитети фиксни и не обавезно jеднаки. Уз то, неопходно jе претпо-
ставити да ће се свака локациjа бити посећена неколико пута док се не изврши
транспорт целокупне количине коjа jе на њоj припремљена. Како су капацитети
расположивих возила унапред познати, сваку локациjу мора посетити више од
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jедног возила, али у различитим рутама, при чему свака рута мора имати облик
фабрика-локациjа-фабрика. Ако возило последње посећуjе локациjу пре њеног
испражњења, то возило након посете датоj локациjи мора отићи право у фа-
брику без обзира колико jе напуњено. Возилима се може дозволити да посећуjу
више од jедне локациjе у оквиру исте руте само под условом да jе на свакоj од
локациjа унапред познат квалитет припремљене репе сваког радног дана. Тада
би исто возило могло да посећуjе локациjе коjе имаjу jеднак квалитет робе. Ово
би значило да би квалитет робе требало испитивати на самоj локациjи, што за-
хтева додатне трошкове и тешко jе изводљиво у пракси. Осим тога, квалитет
робе се може променити током дана због временских услова, нпр. jаке кише
или током транспорта до фабрике. Такође, ако се посматрани проблем своди
на проблем рутирања, неопходно би било укључити и растоjања између сваке
две локациjе. Такав концепт би повећао комплексност разматраних проблема,
имаjући у виду специфична ограничења у вези са временима полазака возила
из фабрике (два возила се не могу истовремено утоварити на истоj локациjи и
само p возила могу да се опслуже истовремено у кругу фабрике). Повећана сло-
женост проблема би значаjно утицала на решавање и било би тешко обезбедити
допустива решења.
Из наведених разлога, имаjући у виду карактеристике разматраних про-
блема VSP и VSP-P, може се закључити да они припадаjу класи проблема
VSP, а не VRP. Поред тога, анализираjући сложеност проблема, доказано jе
да jе проблем НП-тежак управо свођењем на проблем распоређивања машина
(одељак 4.5), што jе такође jедан од индикатора коjи показуjе да разматрани
проблеми припадаjу класи VSP.
Имаjући у виду студиjе из литературе коjе се односе на транспорт пољо-
привредних сировина ([51], [60], [69], [72], [82] и [87]), може се закључити да
се постоjећи проблеми оптимизациjе транспорта пољпривредних сировина из
литературе значаjно разликуjу од проблема коjи су представљени у овоj док-
торскоj дисертациjи. Узрок представљаjу разлике међу типовима сировина
коjе треба транспортовати (постоjаност, начин утовара и истовара, контрола
квалитета), разлике у типу и карактеристикама возила коjа се користе прили-
ком транспорта и разлике у расположивоj инфраструктури. Такође, функциjе
циља у проблемима из литературе наjчешће односе на минимизациjу укупних
трошкова коjи укључуjу трошкове транспорта и друге специфичне трошкове
карактеристичне за разматране проблеме, док jе циљ посматраних проблема
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VSP и VSP-P минимизовати радно време возила коjа се користе.
Из анализе и поређења са радовима из литературе, може се закњучити да
разматрани проблеми VSP и VSP-P коjи су предмет ове докторске дисертациjе
представљаjу нове проблеме коjи припадаjу класи проблема распоређивања во-





За решавање потпроблема распоређивања возила при транспорту шећерне
репе VSP-P, дизаjниране су две методе. Jедна jе заснована на основноj методи
променљивих околина (BVNS), а друга jе типа похлепне стохастичко-адаптивне
процедуре претраге (GRASP). У овом поглављу изложене су предложене методе
са свим компонентама. Детаљи предложених BVNS и GRASP имплементациjа
описани су у наредним одељцима.
5.1 Основна метода променљивих околина за
решавање VSP-P
Основна метода променљивих околина (BVNS) истражуjе простор претраге
користећи jедну или више структура околине и састоjи се из три основна корака:
фазе размрдавања, локалне претраге и помераjа. У фази размрдавања бира се
на случаjан начин решење из околине текућег решења, како би се поjачала
диверсификациjа и помогло претрази да изађе из локалног оптимума. У фази
локалне претраге, алгоритам почиње од решења коjе jе добиjено као резултат
фазе размрдавања и покушава да побољша тренутно решење истражуjући jедну
или више његових околина. Уколико се пронађе боље решење од тренутно
наjбољег, добиjа се ново наjбоље решење, што представља фазу помераjа. Ови
кораци се смењуjу све док се не задовољи критериjум заустављања.
Сви елементи предложене (BVNS) методе за решавање VSP-P изложени су
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у следећим одељцима.
Репрезентациjа решења
Решење проблема S = (s, aq) jе представљено као уређен пар кога чине
матрица s, чиjи су елементи цели ненегативни броjеви и низ ненегативних ре-
алних броjева (aq). Матрица s се састоjи из m врста дужине kmax, при чему
i-та врста одговара возилу i ∈ {1, . . . ,m} и садржи целе ненегативне броjеве
sik ∈ {0, 1, . . . , n}. Елемент sik означава индекс локациjе коjе возило i по-
сећуjе у тури k ∈ {1, . . . , kmax}. Прецизниjе, ако возило i посећуjе локациjу
j ∈ {1, . . . , n} у тури k, тада jе sik = j. У случаjу када jе k-та тура возила i
виртуална, sik има вредност 0. Због jедноставности, свако решење се генерише
тако да се виртуалне туре, ако постоjе, налазе увек на краjу врста у матрици
решења s.
Друга компонента решења S jе низ (aq) ненегативних реалних броjева, коjи
се назива низ преосталих количина. Низ (aq) чува информациjу о преосталим
количинама за транспорт на свакоj од локациjа. Прецизниjе, дужина низа
(aq) jе n + 1, при чему елемент aq(j) одговара локациjи j ∈ {0, . . . , n}, где
j = 0 означава виртуалну туру. Количине робе коjе су преостале на локациjи
j ∈ {1, . . . , n} смештене су у aq(j). На пример, aq(5) = 30 означава да се на
локациjи 5 налази 30 тона робе за транспорт. Како jе тура j = 0 виртуална,
поставља се aq(0) = 0. Вредности aq(j) се освежаваjу током рада алгоритма,
сваки пут када се добиjе ново решење.
Рачунање вредности функциjе циља
Свако решење S = (s, aq) коjе се генерише током рада алгоритма, мора
се евалуирати како би се донела одлука да ли се решење прихвата или не.
Евалуациjа решења се врши рачунањем вредности функциjе циља на следећи
начин. За свако возило i ∈ I, распоред тура jе одређен вредностима sik, k ∈ K
у i-том реду матрице решења s. На основу вредности sik, рачуна се време
поласка tik сваког возила i ∈ I у свакоj тури k ∈ K. У фази предпроцесирања,
прво се израчуна неопходно време за опслуживање локациjе j ∈ J као дужина
траjања вожње од фабрике до локациjе j и назад, увећана за време траjања
утовара и истовара робе. Како сва возила почињу своjу прву туру у исто време
(почетак радног дана), ti1 има вредност tstart за свако возило i ∈ I. Време
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поласка tik возила i ∈ I у тури k ∈ {2, . . . , kmax}, добиjа се увећањем ti,k−1
за време коjе jе потребно за опслуживање локациjе коjу посматрано возило i
посећуjе у тури k − 1. На оваj начин, обезбеђено jе да возило почиње следећу
туру по завршетку претходне. Израчунате вредности времена полазака tik се
уносе у матрицу Td. Време завршетка рада за свако возило се добиjа увећањем
времена поласка посматраног возила у његовоj последњоj невиртуалноj тури
ка одређеноj локациjи за време коjе jе потребно за опслуживање те локациjе.
Имаjући у виду ограничења (4.1) и (4.9), вредност функциjе циља T = f(S)

















xjikmax , ∀i ∈ I. (5.2)
За виртуалне туре k, вредности tik су међусобно jеднаке и представљаjу време
завршетка последње невиртуалне туре возила i. У случаjу када jе T > tend,
одговараjуће решење jе недопустиво.
Пример 1. Посматраjмо инстанцу T4,4,4 са следећим подацима: m = 4 локациjе,
n = 4 возила, kmax = 4 туре, c1 = 120t, c2 = 100t, c3 = 50t, c4 = 80t, C = 330t,
CV = 27t , t0 = 7 дана, t1 = 4 дана, t2 = 8 дана, t3 = 5 дана, t4 = 9 дана,
d1 = 55km , d2 = 60km, d3 = 40km, d4 = 50km, v = 35km/h, u = 0.17h,
w = 0.12h, tstart = 6h и tend = 24h. За посматрану инстанцу, матрица sopt
оптималног решења и одговараjућа времена полазака Td су
sopt =

4 4 3 3
2 1 1 0
2 1 1 0
2 2 4 0
 и Td =

6, 000 9, 147 12, 294 14, 870
6, 000 9, 719 13, 152 16, 585
6, 000 9, 719 13, 152 16, 585
6, 000 9, 719 13, 438 16, 585
.
Елементи низа преосталих количина за ово решење су aq = (0, 12, 0, 0, 0).
Из матрице sopt, може се видети да у оптималном решењу постоjе три вир-
туалне туре. Оне се поjављуjу код другог, трећег и четвртог возила и смештене
су на краjевима одговараjућих редова матрице sopt. Анализирањем улазних по-
датака, jасно jе да су локациjе 2 и 4 прве коjе треба опслужити, jер на њима
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роба стоjи на отвореном t2 = 8 и t4 = 9 дана, редом. Из низа (aq), очигледно
jе да jе сва роба прикупљена на локациjама 2 и 4 транспортована до фабрике,
с обзиром да jе aq(2) = aq(4) = 0. Превезене количине са локациjа 1, 2, 3 и 4
су 108, 100, 50 и 80 тона, редом, што у збиру износи 338 тона, што значи да су
дневне потребе фабрике у износу од 330 тона задовољене. Времена завршетака
за возила 2, 3 и 4 могу се директно прочитати из матрице времена полазака Td,
с обзиром да сва три возила имаjу виртуалну туру као последњу. Време завр-
шетка возила 1 добиjа се увећањем последњег елемента у првом реду матрице
Td за време коjе jе потребно да се опслужи локациjа 3. Дакле, прво возило jе
последње коjе завршава своjе туре, те jе време кад сва возила завршаваjу своjе
туре T = 17, 446 часова, што jе приближно 17 часова 26 минута и 46 секунди.
Та вредност представља вредност функциjе циља оптималног решења.
Генерисање инициjалног решења
У предложеноj имплементациjи методе поменљивих околина, примењена jе
похлепна процедура за генерисање инициjалног решења S = (s, aq). У првом
кораку, свака локациjа се означи као хитна или не, у зависности од броjа дана
колико роба стоjи на отвореном на тоj локациjи. Уколико роба на локациjи
j ∈ J стоjи на отвореном tj дана и притом jе tj > t0, посматрана локациjа
се сматра хитном. За хитну локациjу, ниjе важно колико време стаjања робе
на отвореном премашуjе унапред одређен броj дана t0. Хитне локациjе имаjу
висок приоритет и мораjу бити опслужене током радног дана. После иден-
тификовања хитних локациjа, процедура наставља са испитивањем да ли се
количине робе на хитним локациjама могу транспортовати коришћењем датог
скупа возила у оквиру датог броjа тура и радног времена. Уколико то ниjе мо-
гуће, не постоjи допустиво решење за дате улазне податке и BVNS алгоритам
завршава са радом. У супротном, процедура за рачунање вредности функциjе
циља сортира локациjе за опслуживање према два критериjума: хитности и
удаљености од фабрике. Сортирана листа локациjа има следећу структуру: на
врху листе налазе се локациjе коjе су хитне сортиране у неопадаjући низ према
растоjању од фабрике, за коjима следе нехитне локациjе, такође сортиране у
неопадаjући низ према удаљености од фабрике.
Инициjално, елементи матрице s инициjалног решења S = (s, aq) су поста-
вљени на 0, док елементи низа (aq) имаjу инициjалне вредности jеднаке коли-
чинама сакупљене робе на свакоj од локациjа, тj. aq(j) = c(j), j = 1, . . . , n и
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aq(0) = 0. Затим се узима jедна по jедна локациjа сортиране листе и попуњава
се матрица s, тако што се наjпре попуни прва колона коjа одговара првим ту-
рама свих возила. Процедура наставља попуњавањем друге колоне матрице
s, затим треће, итд., све док се не испразне све хитне локациjе и не задовоље
потребе фабрике. Сваком возилу jе дозвољено да започне невиртуалну туру
уколико се она може завршити у оквиру радног времена. У случаjу да то ниjе
могуће, локациjа из сортиране листе коjа jе на реду додељуjе се наредном во-
зилу. Током генерисања матрице решења, преостале количине на локациjама
коjе су смештене у низу (aq) се освежаваjу. Када jе матрица решења фор-
мирана, процедура сортира елементе сваке од врста матрице у нерастући низ
према растоjању од фабрике. Оваквим сортирањем врста се обезбеђуjе да свако
од возила наjпре дуже, а потом краће туре из листе тура коjа jе додељена датом
возилу. На краjу, на основу вредности sik сортиране матрице инициjалног ре-
шења, рачунаjу се вредности tik времена полазака сваког возила i ∈ I у свакоj
тури k ∈ K.
Пример 2. Посматраjмо улазне податке инстанце T4,4,4 разматране у примеру
1. Листа локациjа сортираних по приоритету jе (4, 2, 3, 1). Локациjе 2 и 4 су
хитне локациjе, с обзиром да роба на њима стоjи на отвореном дуже од t0 = 7
дана. Приметимо да ће локациjа 4 бити опслужена пре локациjе 2, jер jе она
ближа фабрици у односу на локациjу 2 (d4 = 50km, d2 = 60km). За хитним
локациjама 4 и 2 следе нехитне локациjе 3 и 1, такође сортиране у неопадаjући




4 2 3 1
4 2 1 0
4 2 1 0
2 3 1 0
.
Свака врста матрице се сортира у нерастући низ према удаљености посеће-
них локациjа од фабрике. Сортирана матрица инициjалног решења s jе:
s =

2 1 4 3
2 1 4 0
2 1 4 0
2 1 3 0
 ,
док jе aq = (0, 12, 0, 0, 0).
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Како локациjа 4 има приоритет и на њоj се налази 80t сакупљене робе, она
мора бити посећена 3 пута. Када се сва роба са локациjе 4 превезе, локациjа 2
се посећуjе 4 пута. Локациjе 3 и 1 се посећуjу 2 и 4 пута, редом, пре него што
се задовоље потребе фабрике.
Почевши од генерисане матрице решења s, елементи одговараjуће матрице
времена полазака Td се добиjаjу на следећи начин. У фази претпроцесирања,
прво се израчунаjу времена потребна за опслуживање сваке од локациjа, коjа
су jеднака времену траjања путовања у оба смера увећаном за време траjања
утовара и истовара. У посматраном примеру, времена потребна за опслужи-
вање локациjа 1, 2, 3, и 4 су: 3,433h, 3,719h, 2,576h и 3,147h, редом. Елементи
прве колоне матрице Td су jеднаки времену коjе одговара почетку радног дана:
ti1 = tstart = 6h, за свако i ∈ I. Елемент tid у тури d = 2, . . . , kmax возила i ∈ I
jеднак jе времену поласка у претходноj тури возила i ∈ I увећаном за време коjе
jе потребно да се опслужи локациjа посећена у претходноj тури. Из матрице
решења s, може се приметити да сва возила, изузев првог, имаjу виртуалну
последњу туру, чиjе jе траjање jеднако нули. Према томе, времена полазака у
последњоj тури возила 2, 3 и 4 jеднака су временима завршетака за ова возила.
Одговараjућа матрица времена полазака Td, формирана на описани начин jе:
Td =

6, 000 9, 719 13, 152 16, 299
6, 000 9, 719 13, 152 16, 299
6, 000 9, 719 13, 152 16, 299
6, 000 9, 719 13, 152 15, 728
 .
На основу генерисане матрице Td, може се видети да jе возило 1 последње
коjе завршава своjе туре, с обзиром да jе његово време поласка у последњоj
тури ка локациjи 1 jеднако 15,442h и оно завршава истовар у последњоj тури
у 18,875h. Стога jе вредност функциjе циља генерисаног решења T = 18, 875h,
односно приближно 18h 52min и 30s.
Структуре околина
Предложена метода променљивих околина користи две структуре околина,
означених са N I и N II . Околина N I решења S добиjа се заменом локациjа
у турама возила i, i ∈ {1, . . . ,m} и неиспражњених локациjа коjе одговараjу
индексима ненула елемената низа преосталих количина. Прецизниjе, сусед S ′
из околине N I решења S добиjа се заменом туре возила ка нехитноj локациjи
72
ГЛАВА 5. МЕТАХЕУРИСТИЧКИ ПРИСТУП РЕШАВАЊУ VSP-P
неком од тура ка неиспражњеноj локациjи, чиjи се индекс налази међу индек-
сима ненула елемената низа aq. Такође, N I-сусед се може добити и заменом
виртуалне туре туром ка неиспражњеноj локациjи. Сложеност ове околине jе,
у наjгорем случаjу, m ·kmax ·(n+1). Околина N II решења S садржи сва решења
S ′ добиjена тако што пар возила у S размењуjе по jедну туру. Комплексност ове





·k2max. Треба приметити да околина N II чува
допустивост решења. Са друге стране, трансформациjе коjима jе дефинисна
околина N I могу нарушити допустивост решења, jер постоjи могућност да код
N I-суседа S ′ допустивог решења S потребе фабрике не буду задовољене. Међу-
тим, следећи потез од решења S ′ у оквиру истог типа околине може произвести
допустиво решење.
Може се доказати да су описане околине коректно дефинисане за посма-
трани проблем VSP-P. Прецизниjе, важи следећа теорема.
Теорема 5.1.1. Оптимално решење посматраног проблема распоређивања во-
зила се може добити из било ког допустивог решења применом коначног броjа
горе описаних трансформациjа коjима су дефинисане структуре околина N I и
N II .
Доказ. Нека jе S = (s, aq) произвољно допустиво решење посматраног про-
блема VSP-P. Имаjући у виду коришћену репрезентациjу решења, матрица ини-
циjалног решења s се састоjи из m редова од коjих сваки одговара по jедном
возилу, док низ преосталих количина aq са елементима aq(j), j = 0, . . . , n чува
информациjу о расположивим количинама на локациjама j ∈ {1, . . . , n}. Еле-
мент aq(0) се поставља на нулу, с обзиром да индекс 0 одговара виртуалноj
тури. Нека jе S∗ = (s∗, aq∗) оптимално решење проблема VSP-P.
Да би се решење S трансформисало у оптимално решење S∗, потребно jе
извршити следеће кораке. Почевши од тура коjе одговараjу првом возилу у
решењу S, разматра се jедна по jедна тура из прве врсте матрице решења s и
локациjа у посматраноj тури се размењуjе са другом локациjом коjа се налази
у тури неког другог возила (укључуjући виртуалне туре и индексе низа aq).
Локациjа се може заменити и нулом, што одговара виртуалноj тури у s∗. Циљ
jе добити листу тура првог возила у матрици оптималног решења s∗. Проце-
дура се наставља док све локациjе у листи тура сваког возила матрице s не
буду смештене на „коректне” позициjе, тj. на одговараjуће позициjе из матрице
оптималног решења s∗.
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Приликом разматрања сваке од тура возила i, могућа су четири случаjа:
Случаj 1. Локациjа се већ налази на одговараjућоj позициjи у листи тура
коjе одговараjу возилу i. У овом случаjу, нема промене и поступак се наставља
од следеће туре.
Случаj 2. Локациjа у тури k возила i у решењу S може заменити своjу
позициjу са локациjом s(i1, k1) где jе i1 > i, тако да важи s(i, k) = s∗(i, k). У
овом случаjу, обе локациjе коjе мењаjу своjа места су већ присутне у матрици
решења s и jедна од њих ће се преместити на одговараjућу позициjу. Замена
овог типа неће угрозити допустивост новодобиjеног решења, с обзиром да по-
требе фабрике (у смислу количине транспортоване робе) остаjу непромењене и
све хитне локациjе остаjу опслужене.
Случаj 3. Може се десити да jе потребно укључити нову локациjу у ма-
трицу решења s или да се нека локациjа коjа се већ налази у s мора посетити
jош jедном. У овом случаjу, посматрана локациjа у листи тура возила i, уко-
лико ниjе хитна, се замењуjе траженом локациjом, односно индексом локациjе
одговараjућег ненула елемента низа преосталих количина (aq).
Случаj 4. Локациjа s(i, k) из случаjа 3. jе хитна, а потребно jе заменити
ову локациjу индексом локациjе одговараjућег ненула елемента низа преоста-
лих количина (aq). Ова замена се може реализовати применом два потеза, при
чему први потез, описан у случаjевима 2. и 3. има за циљ да на позициjу (i, k)
матрице s постави локациjу коjа ниjе хитна, а затим се примењуjе други потез
коjи jе описан у случаjу 3.
Случаj 5. У случаjу када локациjу s(i, k) треба заменити локациjом s(i, k1)
за k1 > k, потребно jе узастопно применити два потеза описана у случаjу 3.
Наведене трансформациjе могу обезбедити смештање свих елемената ма-
трице решења на коректне позициjе, применом наjвише 2mkmax трансформа-
циjа.
Имплементациjа Основне методе променљивих околина за
VSP-P
Структура предложене BVNS методе представљена jе Алгоритмом 9. BVNS
почиње процедуром за генерисање почетног решења S коjа jе детаљно описана
у одељку 5.1. Свака BVNS итерациjа почиње постављањем реда околине r на
вредност 1. Затим се наставља, извршавањем три главна корака: размрдавање,
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Алгоритам 9 Предложена BVNS метода за VSP-P
procedure VNS(Problem Data, rmax, tmax)
Generate initial solution S;
repeat
r ← 1;
while r ≤ rmax do
S′ ← ShakeN I(S, r): //Shaking in N I
if S′ is feasible then
//Local Search in N II
S′ ← Sort1(S′);
i1 ← 1; i2 ← m;
k1 ← 1; k2 ← kmax;
imp← 0;
S′′ ← S′;
while i1 < i2 do
if max(t̂f (i1), t̂f (i2)) < max(t′f (i1), t
′
f (i2)) then
S′ ← Exchange(i1, i2, k1, k2, S′);
S′ ← Sort2(S′);
k1 ← kmax; k2 ← 1;
imp← 1;
else
if (k1 = kmax) ∧ (k2 = 1) then
if (imp=1) then
if f(S′) < f(S′′) then
S′′ ← S′;
imp← 0;
k1 ← 1; k2 ← kmax;
else
i2 ← i2 − 1;
k1 ← 1; k2 ← kmax;
else
if (k2 > 1) then
k2 ← k2 − 1;
else
if (k1 < kmax) then
k1 ← k1 + 1; k2 ← kmax;




r ← r + 1;
until SessionT ime ≥ tmax
локална претрага и помераj у оквиру петље са променама околина, све док
jе r ≤ rmax. BVNS итерациjе се понављаjу док се не достигне лимит времена
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извршавања од tmax.
Фаза размрдавања се реализуjе у околиниN I реда r, r = 1, . . . , rmax, изврша-
вањем r узастопних потеза коjим jе ова околина дефинисана, при чему се потези
бираjу на случаjан начин. После сваког потеза у околини N I , елементи низа
преосталих количина се ажурираjу. Треба приметити да jе дозвољена замена
само неиспражњених локациjа коjе одговараjу индексима ненула елемената у
низу преосталих количина и нехитних локациjе из тура посматраног возила. На
оваj начин, све хитне локациjе ће остати опслужене и количина робе превезена
у фабрику са сваке од локациjа неће бити већа од припремљене количине на
посматраноj локациjи. Међутим, оваj потез може променити укупну количину
робе коjа стиже у фабрику, што се може одразити на допустивост решења. Из
тог разлога, решење добиjено у фази размрдавања ће бити прослеђено фази
локалне претраге само уколико оваj услов допустивости ниjе нарушен тj. ако
су задовољене дневне потребе фабрике. У супротном, фаза размрдавања BVNS
имплементациjе се понавља за исту вредност r.
У фази локалне претраге предложене BVNS методе, истражуjе се околина
N II решења S ′ = (s′, aq′) на систематичан начин. Прво се елементи у свакоj
врсти матрице решења s′ сортираjу у нерастућем поретку према удаљености
посећених локациjа од фабрике. Потом се возила сортираjу у нерастући низ
на основу вредности времена завршетака своjе последње туре, што се реализуjе
процедуром Sort1. Фаза локалне претраге почиње од првог (i1 = 1) и послед-
њег (i2 = m) возила из сортиране листе и покушава да размени локациjе прве
туре (k1 = 1) возила i1 и последње туре (k2 = kmax) возила i2. На оваj начин
покушава се размена наjдуже и наjкраће туре возила i1 и i2, редом. Рачунаjу
се две помоћне вредности t̂f (i1) и t̂f (i2) коjе представљаjу времена завршетка
рада возила i1 и i2, редом, под претпоставком да jе извршена замена тура. Из-
рачунате вредности t̂f (i1) и t̂f (i2) се користе у циљу евалуациjе одговараjућег
потеза. Уколико потез води ка смањењу максималног завршног времена возила
i1 и i2, замена тура k1 и k2 се реализуjе процедуром Exchange. Након тога, на
новодобиjено решење се примењуjе процедура Sort2, коjа сортира туре два по-
сматрана возила i1 и i2 у нерастући низ према удаљености посећених локациjа
од фабрике. Такође, процедура Sort2 сортира и листу возила у нерастући низ
према времену завршетка. Ако размена тура k1 и k2 не доводи до побољшања
максималног од времена завршетка возила i1 и i2, процедура локалне претраге
наставља кроз сортирану листу тура возила i2 покушаваjући да размени, jедну
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по jедну, туру k2, k2 < kmax и туру k1 возила i1, све док се не добиjе побољшање
или не стигне до прве туре возила i2, односно док k2 не добиjе вредност 1, без
побољшања. Ако се не добиjе побољшање ни за k2 = 1 процедура посматра сор-
тиране туре возила i1 и покушава да размени, jедну по jедну туру k1, k1 ≤ kmax
туром k2 возила i2 све док се не оствари побољшање или се достигне k1 = kmax
без побољшања. Уколико не дође до побољшања разменом тура возила i1 и i2,
описани кораци се понављаjу над возилом i1 и возилима i2− 1, i2− 2, . . . , i1− 1.
Наjбоље пронађено решење у фази локалне претраге се чува у S”. Ако jе ло-
кални оптимум S” бољи од текућег решења S, у односу на вредност функциjе
циља, врши се замена S са S” и алгоритам наставља претрагу у оквиру околине
N I реда r = 1. У супротном, ред r се повећава на r + 1. Тиме jе завршена и
фаза помераjа. Алгоритам се завршава када се достигне задати лимит времена
извршавања.
5.2 Похлепна стохастичко-адаптивна процедура
претраге за решавање VSP-P
Поред основне методе променљивих околина коjа jе описана у претходном
одељку, за решавање проблема VSP-P дизаjнирана jе и похлепна стохастичко-
адаптивна процедуре претраге. GRASP метода jе итеративни поступак чиjа се
свака итерациjа састоjи из два корака: фазе похлепне стохастичке процедуре
за конструкциjу решења и локалне претраге. Итерациjе се смењуjу док се не
задовољи критериjум заустављања. Због међусобног поређења резултата пре-
дложених BVNS и GRASP метода, коришћен je исти критериjум заустављања,
односно GRASP алгоритам такође завршава са радом када се достигне лимит
времена извршавања од tmax. Елементи предложене методе су детаљно описани
у наредним одељцима.
Фаза предпроцесирања
Предложена GRASP метахеуристика за посматрани проблем VSP-P почиње
са фазом предпроцесирања коjа се извршава пре фазe похлепне стохастичке
процедуре за конструкциjу решења (енгл.Greedy Randomised Construction - GRC )
и фазе локалне претраге (енгл. Local Search - LS ). Фаза предпроцесирања се
састоjи из два корака. Прво се локациjе на коjима се налази сакупљена роба
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сортираjу на исти начин као при примени основне методе променљивих око-
лина: на врху листе налазе се хитне локациjе коjе су сортиране у неопадаjући
низ према удаљености од фабрике, а за њима долазе локациjе коjе нису хитне,
сортиране на исти начин према удаљености од фабрике (видети одељак 5.1).
У другом кораку фазе предпроцесирања, за сваку локациjу j у сортираноj ли-




dj + u+ w, ако локациjа j ниjе хитна и
ic(j) = 0, уколико jе j хитна локациjа.
Постављање ic(j) на вредност 0 за хитне локациjе води ка већоj вероватноћи
избора хитних локациjа приликом конструкциjе решења у GRC фази, а самим
тим се вероватноћа генерисања недопустивих решења у GRC фази значаjно
смањуjе.
Похлепна стохастичка процедура конструкциjе решења
GRC фаза jе процес коjи додаjе jедан по jедан елемент парциjалном решењу док
се не формира комплетно решење. За разлику од BVNS методе, репрезентациjа
решења код дизаjниране GRASP методе не користи низ преосталих количина
(aq), па стога репрезентациjа решења подразумева само матрицу решења, од-
носно важи S ≡ s. Елементи коjи се додаjу парциjалном решењу изабрани
су из листе кандидата (енгл. candidate list - cl ). Листа кандидата се фор-
мира на основу вредности похлепне функциjе оцењивања. Похлепна функциjа
оцењивања одражава промене у вредности функциjе циља коjе ће додати еле-
мент проузроковати када се укључи у парциjално решење. Стохастички аспект
GRASP методе се одражава у избору jедног од кандидата са листе на случаjан
начин, коjи не мора бити обавезно наjбољи. Инициjално, вероватноће избора
елемената листе кандидата су jеднаке, а затим се периодично мењаjу после
сваких γ итерациjа, у зависности од квалитета наjбољих решења пронађених у
претходним GRASP итерациjама. Имаjући у виду начин промене вероватноћа,
предложена вариjанта GRASP методе представља Реактивну GRASP методу
(енгл. Reactive GRASP), кojа детаљниjе обjашњена у одељку 3.2.
На почетку GRC фазе, за кандидат листу cl узима се сортирана листа ло-
кациjа, кoja je добиjена у фази предпроцесирања. Инициjално, дужина листе
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кандидата jе jеднака броjу локациjа, тj. lenghth(cl) = n, али како GRC фаза
напредуjе, lenghth(cl) се може смањивати, с обзиром да се неке локациjе могу
испразнити током радног дана. За сваку локациjу j листе cl, чува се информа-
циjа о преосталоj количини робе на тоj локациjи и та информациjа се освежава
сваки пут када се приликом конструкциjе решења одабере локациjа j.
Имаjући у виду структуру листе кандидата и начин рачунања трошкова по-
већања, доња и горња граница интервала трошкова повећања на следећи начин:
icmin = ic(cl(1)) и icmax = ic(cl(length(cl))) се рачунаjу. Рестриктивна кандидат
листа (енгл. restricted candidate list - rcl) садржи локациjе из cl чиjе су вредно-
сти трошкова повећања мање од задате горње границе. Прецизниjе, кандидат
локациjа j ће припадати rcl уколико важи ic(j) ∈ [icmin, icmin+α(icmax− icmin)],
где jе α параметар из интервала (0, 1).
Код основне вариjанте GRASP методе, α има фиксну вредност у свим ите-
рациjама, при чему α = 0 одговара детерминистичкоj хеуристици, jер се у том
случаjу GRC фаза се своди на класични похлепни алгоритам, док се за веће
вредности параметра α конструкциjи решења врши на потпуно случаjан начин.
Основна идеjа реактивне GRASP методе jе да се вредност параметра α само-
подешава током итерациjа алгоритма у зависности од резултата из претходних
итерациjа (видети [76]). Код реактивне GRASP методе, адекватна вредност па-
раметра α се обично бира из релативно малог (дискретног) скупа допустивих
вредности. Вероватноће избора jедне од допустивих вредности за α се перио-
дично освежаваjу током извршавања алгоритма према вредностима функциjе
циља коjе одговараjу наjбољим решењима, пронађеним у претходним итераци-
jама.
У GRC фази предложене GRASP методе, коришћен jе скуп од ν допусти-
вих вредности за α, тj., αi = iν , i = 1, . . . , ν. Нека jе pi вероватноћа избора αi,
i = 1, . . . , ν. Инициjално, све допустиве вредности параметра α имаjу исте ве-
роватноће избора: pi = 1ν , i = 1, . . . , ν. Нека jе f
∗ вредност функциjе циља тре-
нутно наjбољег решења S∗ и нека jе fi просечна вредност функциjе циља свих
GRASP решења коjа су добиjена коришћењем вредности αi за i = 1, . . . , ν то-
ком претходних итерациjа алгоритма. Вероватноће pi избора αi се периодично
освежаваjу на следећи начин: pi = qi/
∑ν
j=1 qj, где jе qi = f
∗/fi, i = 1, . . . , ν.




, i = 1, . . . , ν, како би се инициjализовале вредности fi. Прерачунавање
вероватноћа према описаноj стратегиjи врши се после сваких γ итерациjа, по-
79
ГЛАВА 5. МЕТАХЕУРИСТИЧКИ ПРИСТУП РЕШАВАЊУ VSP-P
чевши од (ν +1). итерациjе. У дизаjнираноj GRASP имплементациjи, вредност
параметра ν jе 10.
Алгоритам 10 Похлепна стохастичка процедура конструкциjе решења
procedure GRC(Sorted list of locations, ic, α, ind)









for each j ∈ cl do




Randomly select j from rcl;
if vehicle i can serve location j in tour k within working time then
S(i, k)← j;
else
if i < m then
i← i+ 1;
else
if k < kmax then




until (feasible solution is obtained or ind=0)
return (S, ind);
Након формирања rcl, на случаjан начин се бираjу локациjе и придружуjу
матрици решења S. Инициjално, сваки елемент матрице S има вредност 0, и
током GRC фазе, S се попуњава вертикално, колона по колона. Наjпре се фор-
мира прва колона матрице решења S, тj. одређуjу се локациjе коjе ће свако од
возила посетити у првоj тури, затим се попуњава друга колона матрице S коjа
одговара другоj тури, итд. Локациjа j ∈ rcl, изабрана на случаjан начин, се до-
дељуjе возилу i у тури k, само ако се опслуживање локациjе j од стране возила
i у тури k може завршити у оквиру радног времена. Уколико то ниjе случаj,
бира се следеће возило i + 1 као кандидат за опслуживање локациjе j. Када
се локациjа j придружи неком од возила у датоj тури, преостале количине на
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локациjи j се освежаваjу, а сума количина коjе стижу у фабрику се повећава за
количину коjа jе довезена са локациjе j у посматраноj тури. Када се локациjа
испразни, искључуjе се из листе кандидата. Наведени кораци се понављаjу све
док се не задовоље потребе фабрике и не испразне све хитне локациjе. Ако
конструисано решење ниjе допустиво тj. хитне локациjе се нису испражњене
или потребе фабрике нису задовољене, GRC фаза се понавља. Псеудокод пре-
дложене GRC процедуре представљен jе Алгоритмом 10.
Локално претраживање
Решење S коjе jе генерисано у GRC фази прослеђуjе се фази локалне пре-
траге (LS). У предложеноj GRASP методи имплементирана jе иста LS проце-
дура коjа jе коришћена код BVNS и детаљно описана у одељку 5.1. Jедина
разлика jе у томе што локална претрага код GRASP методе не користи низ
преосталих количина, имаjући у виду репрезентациjу решења. Примењена ло-
кална претрага систематски истражуjе околину N II текућег решења S и враћа
наjбоље пронађеног суседа S ′.
Алгоритам 11 Предложена GRASP метода за VSP-P
procedure GRASP(ProblemData, γ, tmax)
niter ← 0;
Initialize probabilities;




while ind = 0 do
(S, ind)←GRC(Sorted list of locations, ic, α, ind); //Solution construction
S′ ← LocalSearchN II(S): //Local Search step
if f(S′) < f(S) then //Update solution
S ← S′;
niter ← niter + 1;
if nitmodγ = 0 then
Update probabilities
until SessionT ime ≥ tmax
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Имплементациjа Похлепне стохастичко-адаптивне
процедуре претраге за VSP-P
Након фазе предпроцесирања, у предложеноj GRASP методи, следи фаза
конструкциjе решења коjа се понавља све док се не добиjе допустиво решење,
што jе регулисано параметром ind. Решење S конструисано у GRC фази про-
слеђуjе се фази локалне претраге. Локални оптимум S ′ добиjен у овоj фази
представља резултат jедне GRASP итерациjе. Итерациjе се смењуjу док се не
задовољи критериjум заустављања, односно док се не достигне унапред одре-
ђена горња граница времена извршавања. Коначно решење GRASP методе
представља наjбоље решење међу резултатима свих GRASP итерациjа. Псеу-






За решавање тест примера проблема VSP коjе су већих димензиjа, дизаjни-
ране су три вариjанте метахеуристичких метода променљивих околина: BVNS,
побољшани BVNS и SVNS. У наредним одељцима обjашњени су сви детаљи
предложених метахеуристичких приступа решавању проблема VSP.
6.1 Основнa и Адаптивнa методa променљивих
околина за решавање VSP
Иако се предложене BVNS и SVNS методе дизаjниране за VSP разликуjу по
структури, оне имаjу неколико заjедничких елемената: репрезентациjу решења,
начин рачунања вредности функциjе циља, стратегиjу генерисања инициjалног
решења и коришћене структуре околина. У наредним одељцима су наjпре опи-
сани заjеднички елементи, а затим изложене структуре BVNS и SVNS импле-
ментациjа, респективно.
Репрезентациjа решења
У имплементациjама предложених BVNS и SVNS метода, решење S jе пред-
стављено у виду матрице целих ненегативних броjева, коjа се састоjи изm врста
дужине kmax, где m представља броj возила а kmax максималан броj тура коjе
возило може направити током радног дана. i-ти ред матрице S одговара i-том
возилу i ∈ {1, . . . ,m} и садржи целе ненегативне броjеве sik ∈ {0, 1, . . . , n}, где
83
ГЛАВА 6. МЕТАХЕУРИСТИЧКИ ПРИСТУП РЕШАВАЊУ VSP
sik означава индекс локациjе коjу возило i посећуjе у тури k ∈ {1, . . . , kmax}.
Прецизниjе, ако возило i посећуjе локациjу j ∈ {1, . . . , n} у тури k тада jе
sik = j. Такође, sik може имати и вредност нула, што означава случаj када jе
тура k возила i виртуална. Као што jе обjашњено у одељку 4.3, коришћењем
концепта виртуалних тура, постиже се да у репрезентациjи решења сва возила
имаjу jеднак броj тура. Због jедноставности, виртуалне туре (уколико постоjе)
су увек смештене на краjу врста коjе одговараjу возилима.
Рачунање вредности функциjе циља
За дату матрицу решења S, вредност функциjе циља се рачуна на следећи
начин. Вредности sik, i ∈ I, k ∈ K матрице S дефинишу низ тура за свако во-
зило i ∈ I. На основу елемената sik, рачунаjу се вредности tik коjе представљаjу
времена полазака возила i у тури k. Наjпре се рачунаjу времена коjа су неоп-
ходна за опслуживање локациjа j ∈ J као време траjања вожње од фабрике
до локациjе j и назад, увећано за време траjања истовара и утовара. Како сва
возила започињу своjу прву туру у исто време, ti1 се поставља на вредност коjа
одговара почетку радног времена tstart за свако возило i ∈ I. Време поласка tik
возила i ∈ I у тури k ∈ {2, . . . , kmax} jеднако jе времену ti,k−1 увећаном за време
коjе jе неопходно да се опслужи локациjа посећена у тури k − 1. Овим jе обез-
беђено да возило не може почети нову туру док се не заврши претходна. Када
се, на описани начин, израчунаjу времена полазака tik, процедура наставља ис-
питивањем задовољености следећа два услова: не може се истовремено вршити
утовара два возила на истоj локациjи и наjвише p возила се може истоварити у
исто време у кругу фабрике. У случаjу када jе разлика између времена стизања
два возила на исту локациjу мања од времена траjања утовара, време поласка
возила коjе jе стигло касниjе се повећава за наjмању вредност коjа разрешава
конфликт. Уколико, у неком тренутку, постоjи више од p возила за истовар у
кругу фабрике, p времена полазака коjа имаjу наjмању вредност остаjу непро-
мењена, док се преостала времена полазака повећаваjу за наjмању вредност,
коjа разрешава конфликт. Ова два корака се смењуjу све док постоjе наведени
конфликти коjи нарушаваjу допустивст решења. Добиjена времена полазака
tik се смештаjу у матрицу Td. Време завршетка за свако возило се рачуна као
време поласка у његовоj последњоj непразноj тури увећено за време опслужи-
вања локациjе коjа jе посећена у тоj тури. Имаjући у виду ограничења (4.1)
и (4.9), вредност функциjе циља T jе jеднака максималноj од свих вредности
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У случаjу када jе T > tend добиjено решење се одбацуjе због недопустивости.
Пример 3. Нека jе дата инстанца T5,2,4 саm = 5 локациjа, n = 2 возила, kmax = 4
тура, c1 = 50t, c2 = 50t, c3 = 30t, c4 = 80t, c5 = 20t, C = 180t, CV = 27t, t0 = 7
дана, t1 = 4 дана, t2 = 9 дана, t3 = 5 дана, t4 = 8 дана, t5 = 3 дана, d1 = 50km,
d2 = 30km, d3 = 40km, d4 = 20km, d5 = 35km, v = 35 km/h, u = 0.17h, w = 0.12h,
tstart = 6h и tend = 24h, p = 1. Времена неопходна за опслуживање локациjа 1,
2, 3, 4 и 5, рачуната на основу улазних параметара су: 3,147h, 2,004h, 2,576h,
1,433h и 2,290h, редом. За ову инстанцу, оптимално решење Sopt и одговараjућа
матрица времена полазака Td су:
Sopt =
[
2 1 2 0




6.000 8.004 11.151 13.155
6.000 8.576 10.009 11.442
]
.
Из решења Sopt, може се видети да постоjи само jедна виртуална тура у оп-
тималном решењу, на краjу првог реда матрице Sopt, што значи да прво возило
у последњоj тури остаjе у кругу фабрике. Анализирањем улазних података,
jасно jе да локациjе 2 и 4 мораjу бити опслужене, с обзиром да роба стоjи на
отвореном t2 = 9 и t4 = 8 дана, што прелази лимит од t0 = 7 дана. Анализира-
jући решење Sopt, очигледно jе да су локациjе 2 и 4 испражњене у току радног
дана, што jе и био захтев, jер су у питању хитне локациjе. Локациjе 2 и 4 су
посећене 2 и 3 пута, редом, што jе довољно за транспорт c2 = 50t и c4 = 80t,
имаjући у виду капацитет возила од CV = 27t. Транспортоване количине робе
са локациjа 1, 2, 3, 4 и 5 су: 27t, 50t, 27t, 80t и 0t, редом. Дакле, укупно
jе транспортовано 184t, чиме су дневне потребе фабрике од 180t задовољене.
Време завршетка рада првог возила (13.155h) може се прочитати директно из
матрице времена полазака Td, с обзиром да jе његова последња тура виртуална.
Време завршетка другог возила (12.855h) добиjа се додавањем времена коjе jе
потребно за опслуживање локациjе 4 последњем елементу другог реда матрице
Td. Очигледно, прво возило jе последње коjе завршава своjе туре. Према томе,
вредност функциjе циља jе T = 13.155h (приближно 13h 9min и 18s).
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Генерисање инициjалног решења
При генерисању инициjалног решења, предложене BVNS и SVNS методе та-
кође користе сортирање локациjа према два критериjума, као и у случаjу BVNS
методе за проблем VSP-P (видети одељак 5.1). Први критериjум jе хитност, jер
хитне локациjе имаjу приоритет и мораjу бити опслужене током радног дана.
Други критериjум за сортирање локациjа jе њихова удаљеност од фабрике.
Према томе, локациjе су сортиране у листу на следећи начин. На почетку ли-
сте налазе се хитне локациjе, сортиране у неопадаjући низ према удаљености
од фабрике. Затим следе локациjе коjе нису хитне сортиране на исти начин.
Процедура за генерисање инициjалног решења Sinit узима jедну по jедну
локациjу из сортиране листе и попуњава прве колоне метрице решења. Када
се формираjу прве туре свих возила (прва колона матрице попуњена) проце-
дура наставља попуњавањем друге колоне матрице решења, затим треће итд.
За свако возило, последња невиртуална тура ка некоj локациjи може почети
уколико се може уклопити у радно време. Уколико то ниjе могуће, посматрана
тура и све наредне туре за то возило постаjу виртуалне и његов распоред jе
формиран. Коначно, када се задовоње потребе фабрике и испразне хитне ло-
кациjе, преостале туре до kmax (уколико их има) постаjу виртуалне, за свако
возило.
Пример 4. Нека jе дата инстанца са подацима као у Примеру 3. Листа локациjа
сортираних према приоритету jе (4, 2, 5, 3, 1). Локациjе 4 и 2 су хитне, а локациjа
4 jе ближа фабрици него локациjа 2 (d4 = 20 киломатара, d2 = 30 километара).
Затим следе локациjе коjе нису хитне: 1, 3 и 5, сортиране такође у неопадаjући
низ према удаљености од фабрике (d5 = 35 километара, d3 = 40 километара,
and d1 = 50 километара). Дакле, инициjално решење Sinit jе
Sinit =
[
4 4 2 3
4 2 5 3
]
.
Како jе локациjа 4 прва у сортираноj листи и на њоj се налази 80t при-
купљене робе, она мора бити посећена 3 пута. Затим, хитна локациjа 2, коjа
jе друга по реду у сортираноj листи, мора бити посећена 2 пута. Након тога,
разматраjу се нехитне локациjе 5,3 и 1 према редоследу коjи одговара њиховим
позициjама у сортираноj листи локациjа.
На основу елемената генерисане матрице Sinit рачунаjу се времена tik пола-
зака возила из фабрике. Као што jе наведено у овом одељку приликом опи-
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сивања начина рачунања вредности функциjе циља, наjпре се време поласкa
у првоj тури за сва возила поставе на вредност коjа jе jеднака почетку рад-
ног времена. Затим се, за сваку наредну туру време поласка рачуна тако што
се време поласка у претходноj тури увећа за време потребно за опслуживање
локациjе коjа jе посећена у претходноj тури посматраног возила. На краjу,
провераваjу се услови допустивости коjи се односе на сусрете возила на свакоj
од локациjа и ограниченом броjу возила коjи се могу истовремено опслужити
у кругу фабрике. Све док постоjи конфликт врше се неопходна повећавања
вредности времена полазака, на начин описан у подсециjи коjа се односи на ра-
чунања вредности функциjе циља. Добиjене вредности уносе се у одговараjућу
матрицу времена полазака Td:
Td =
[
6, 000 7, 433 8, 866 10, 870
6, 170 7, 603 9, 607 11, 897
]
.
Из генерисане матрице Td, може се приметити да jе друго возило последње
коjе завршава своjе туре, с обзиром да jе време поласка другог возила у њего-
воj последњоj тури (ка локациjи 3) 11,897h а завршетак истовара jе у 14,473h.
Краj радног времена првог возила jе 13,446h. Према томе, вредност функциjе
циља генерисаног решења Sinit jе T = 14, 473h (проближно 14h 28min и 23s).
Инициjално решење генерисано описаном процедуром jе допустиво, али не и
оптимално.
Структуре околина
Предложени BVNS и SVNS алгоритми користе три типа структура околина,
означених са N I , N II и N III . Околина N I решења S се дефинише на следећи
начин: N I-сусед S ′ од S се добиjа избором пара возила коjи размењуjе пар




· k2max, па се ова околина користи само у фази размрдавања. Околина N II
се састоjи из свих решења коjа се добиjаjу разменом позициjа две невиртуалне
туре jедног возила у посматраног решења S. Комплексност ове околине у наj-





. Слабиjа сложеност околине N II у односу на околину
N I представља њену предност због чега jе ова околина jе коришћена и у фази
размрдавања и у фази локалне претраге. Коначно, околина N III jе дефинисана
на следећи начин: за свако возило, свака нехитна локациjа се замени са локаци-
jом коjа ниjе испражњена. С обзиром да остали услови допустивости решења
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нису угрожени оваквом трансформациjом, потребно jе само проверити да ли
су потребе фабрике задовољене. У случаjу да jе таj услов испуњен, решење
се сматра допустивим. Сва допустива решења се потом додатно побољшаваjу,
заменом последње невиртуалне туре сваког возила, осим у случаjу када оно
посећуjе хитну локациjу, виртуалном туром. Поново, прихватаjу се само она
решења код коjих су задовољене потребе фабрике. Сложеност околине N III у
наjгорем случаjу jе nm2kmax. Ова околина се користи у локалноj претрази само
у случаjу када побољшање ниjе пронађено у оквиру околине N II .
Може се доказати да су описане околине коректно дефинисане за посма-
трани проблем VSP. Прецизниjе, важи следећe тврђење.
Теорема 6.1.1. Оптимално решење проблема распоређивања возила VSP се
може добити из било ког допустивог решења применом коначног броjа горе
описаних трансформациjа коjима су дефинисане структуре околина N I , N II и
N III .
Доказ. Нека jе S било коjе инициjално решење посматраног проблема VSP.
Имаjући у виду описани начин репрезентациjе решења, матрица S се састоjи
из m редова од коjих сваки одговара по jедном возилу. Нека jе S∗ оптимално
решење проблема VSP.
Да би се решење S трансформисало у оптимално решење S∗, потребно jе из-
вршити следеће кораке. Почевши од тура коjе одговараjу првом возилу матрице
S, испитуjе се jедна по jедна тура и локациjа у посматраноj тури се размењуjе
са другом локациjом коjа се налази у другоj тури истог или произвољноj тури
неког другог возила. Локациjа се може заменити и нулом, што одговара вирту-
алноj тури у S∗. Циљ jе добити листу тура првог возила у матици оптималног
решења S∗. Процедура се наставља док све локациjе у листи тура сваког во-
зила матрице S не буду смештене на „коректне” позициjе, тj. на одговараjуће
позициjе у матрици оптималног решења S∗. Приликом разматрања сваке од
тура возила i, могући су следећи случаjеви:
Случаj 1. Локациjа се већ налази на коректноj позициjи у листи тура коjе
одговараjу возилу i. У овом случаjу, нема промене и поступак се наставља од
следеће туре.
Случаj 2. Локациjа у тури k возила i у решењу S може заменити своjу
позициjу са локациjом S(i, k1) где jе k1 > k, тако да важи S(i, k) = S∗(i, k). У
овом случаjу, обе локациjе коjе мењаjу своjа места су већ присутне у матрици
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решења S међу турама истог возила , тако да ће се jедна од посметраних ло-
кациjа преместити на одговараjућу позициjу. Замена овог типа неће угрозити
допустивост новодобиjеног решења, с обзиром да потребе фабрике у смислу
количине транспортоване робе остаjу непромењене и хитне локациjе остаjу оп-
служене. Времена полазака возила i се рачунаjу на раниjе описани начин тако
да задовољаваjу преостала ограничења.
Случаj 3. Локациjа у тури k возила i у решењу S може заменити своjу
позициjу са локациjом S(i1, k1) где jе i1 > i, тако да важи S(i, k) = S∗(i, k). И у
овом случаjу, обе локациjе коjе мењаjу своjа места су већ присутне у матрици
решења S, па решење остаjе допустиво из истих разлога као и у претходном
случаjу.
Случаj 4. Може се десити да jе потребно укључити нову локациjу у ма-
трицу решења S (укључуjући и локациjу 0 коjа означава виртуалну туру) или
да се нека неиспражњена локациjа коjа се већ налази у S мора посетити jош
jедном. У овом случаjу, ако посматрана локациjа у листи тура посматраног
возила i ниjе хитна она се замењуjе траженом локациjом. Такође, посматрана
локациjа се може заменити нулом, ако jе потребно, али само ако се она налази
у последњоj невиртуалноj тури посматраног возила.
Случаj 5. Ако jе посматрана локациjа S(i, k) из случаjа 4. хитна а треба
jе заменити неком неиспражњеном локациjом, неопходно jе применити два уза-
стопна потеза. Jедан од потеза jе описан случаjевима 2. или 3., како би се
на позициjу (i, k) матрице S поставила локациjа коjа ниjе хитна, док jе други
потез описан случаjем 4.
Случаj 6. Уколико се локациjа у случаjу 4. налази у тури посматраног
возила коjа ниjе последња од невиртуалних тура, а треба jе заменити нулом
како би одговарала оптималном решењу, то значи да су у оптималном решењу
посматрана тура и све преостале туре посматраног возила виртуалне. У том
случаjу над посматраним решењем неопходно jе коначан броj пута применити
трансформациjу коjом се последња тура посматраног возила замењуjе вирту-
алном туром. Случаj када jе нека од тих локациjа хитна решава се потезима
описаним у случаjу 5.
Применом трансформациjа описаних у случаjевима 1-6 могуће jе сместити
све елементе матрице произвољног решења S на одговараjуће позициjе у ма-
трици оптималног решења S∗. Броj трансформациjа коjе треба реализовати jе
наjвише 2 ·mkmax.
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6.2 Имплементациjа Основне методе
променљивих околина
Структура предложене BVNS методе представљена jе Алгоритмом 12. BVNS
алгоритам почиње генерисањем инициjалног решења S, постављањем r = 1, и
инициjализациjом броjача итерациjа коjе нису довеле до побољшања nit на вред-
ност 1. Затим се три основна корака фаза размрдавања, локална претрага and
помераj понављаjу унутар петље у коjоj се мењаjу околине док год jе r ≤ rmax.
Фаза размрдавања користи околине N I и N II , при чему се прво истражуjе
околина N I за све вредности r = 1, . . . , rmax, а затим се размрдавање врши у
околини N II , такође за све вредности r = 1, . . . , rmax. Промена околина jе кон-
тролисана параметром λ. Размрдавање у околинама N I и N II реда r се изводи
понављањем потеза у одговарjућоj околини r пута, при шему се потези бираjу
на случаjан начин.
У фази локалне претраге предложене BVNS методе, прво се истражуjе око-
лина N II реда 1 користећи стратегиjу наjбољег побољшања. Ако побољшање у
овоj околини ниjе пронађено, локална претрага се завршава враћаjући наjбоље
побољшање текућег решења. У супротном, претрага наставља у околини N III
реда 1. Након истраживања околине N III , фаза локалне претраге у BVNS ме-
тоди се завршава и наjбоље пронађено решење сачувано jе у S”. Ако jе локални
оптимум S” бољи од тренутног решења S (у односу на вредност функциjе циља
f(·)), врши се замена S са S” и алгоритам наставља претрагу у оквиру околине
N I реда r = 1, у супротном r се поставља на r + 1, што представља корак
помераjа.
Описани кораци се понављаjу све док се не задовољи бар jедан од критери-
jума заустављања: прекорачена горња граница времена извршавања tmax или
максималан броj итерациjа без побољшања itermax. На оваj начин, постиже се
компромис између квалитета добиjених решења и времена извршавања алго-
ритма. Вредности пареметара коjи се користе за проверу критериjума зауста-
вљања tmax и itermax обично зависе од димензиjе инстанце проблема.
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Алгоритам 12 Предложена BVNS метода за VSP
procedure BVNS(ProblemData, rmax, tmax, itermax)





while r ≤ rmax do
if λ then //Shaking step
S′ ← ShakeN I(S, r);




S′ ← ShakeN II(S, r);
if r = rmax then
λ← 1;
S′′ ← LocalSearchN II(S′); //Local Search step
if f(S′′) ≥ f(S′) then
S′′ ← LocalSearchN III(S′′);






r ← r + 1;
nit ← nit + 1;
until SessionT ime ≥ tmax || nit > itermax
6.3 Имплементациjа Адаптивне методе
променљивих околина
SVNS jе вариjанта методе променљивих околина коjа омогућава претрагу де-
лова простора решења коjа су далеко од текућег решења [49, 47]. Структура
методе SVNS jе слична структури BVNS, с изузетком трећег корака (фазе поме-
раjа) и стратегиjи првог побољшања коjа се користи у фази локалне претраге.
Генерално, код SVNS методе, локални оптимум S” се прихвата чак и када jе
лошиjи од S, при чему jе ниво прихватљиве деградациjе квалитета решења ре-
гулисан параметром α. Притом jе неопходно изабрати одговараjућу вредност
параметра α, како би се избегло дегенерисање SVNS методе у хеуристику са
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вишеструким покретањем. Кораци предложене SVNS методе за разматрани
проблем VSP представљени су Алгоритмом 13.
Алгоритам 13 Предложена SVNS метода за VSP
procedure SVNS(ProblemData, rmax, α, tmax, itermax)






while r ≤ rmax do
if λ then
S′ ← ShakeN I(S, r); //Shaking step




S′ ← ShakeN II(S, r);
if r = rmax then
λ← 1;
S′′ ← LocalSearchN II(S′); //Local Search step
if f(S′′) ≥ f(S′) then
S′′ ← LocalSearchN III(S′′);
if f(S) < f(Sbest) then //Move or Not step
Sbest ← S;






r ← r + 1;
nit ← nit + 1;
S ← Sbest;
until SessionT ime ≥ tmax || nit > itermax
Потребно jе направити избор адекватне вредности параметра α коjи могу-
ћава истраживање делова простора решења удаљених од S, у случаjевима када
jе S” лошиjе од S, али не превише. Неадеквантним избором вредности пара-
метра α, постоjи могућност да се метода дегенерише у методу са вишестуким
покретањем, коjа jе позната као слабо ефикасна, jер у свакоj итерациjи креће
из решења генерисаних на случаjан начин [49]. У предложеноj SVNS имплемен-
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тациjи вредност параметра α jе изабрана на основу резултата прелиминарних
експеримената (видети одељак 7.1).
6.4 Побољшана основна метода променљивих
околина за решавање VSP
У циљу ефикасниjег решавања проблема VSP, дизаjнирана jе jош jедна вари-
jанта Основне методе променљивих околина под називом побољшана Основна
метода променљивих околина (енгл. Improved Basic Variable Neighborhood Search
- BVNSi). BVNSi jе креирана у циљу смањења времена извршавања, али пости-
зања истог или побољшања квалитета решења у односу на претходно описану
BVNS за VSP. Предложена BVNSi метода користи концепт низа преосталих
количина у фази размрдавања, коjи jе уведен приликом дизаjнирања Основне
методе променљивих околина за решавање потпроблема VSP-P (видети оде-
љак 5.1). Потпороблем VSP-P ниjе укључивао два типа врло сложених огра-
ничења, што jе проузроковало значаjне промене при адаптирању овог концепта
за решавање VSP.
Репрезентациjа решења
Решења проблема VSP код дизаjниране BVNSi методе кодирана су на исти
начин као код методе BVNS за проблем VSP-P (видети одељак 5.1). Наиме,
решење проблема S = (s, aq) jе представљено уређеним паром кога чине ма-
трица s, димензиjа m × kmax чиjи елементи представљаjу посећене локациjе
или виртуалне туре и низ преосталих количина (aq) димензиjе n + 1 (видети
одељак 5.1).
Рачунање вредности функциjе циља
Предложена BVNSi метода користи исти начин рачунања вредности функ-
циjе циља као и претходно описане две методе BVNS и SVNS (видети одељак 6.1,
с обзиром да су све три методе дизаjниранe за решавање истог проблема VSP.
Према томе, вредност функциjе циља код предложене BVNSi методе рачуна се
према формули 6.1.
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Генерисање почетног решења
Почетно решење методе BVNSi се генерише на сличан начин као код методе
BVNS за проблем VSP-P, што jе детаљно описано у одељку 5.1. Међутим, за
разлику од процедуре коjа генерише инициjално решење у методи BVNS за про-
блем VSP-P, не врше се сортирања тура за свако возило. Наиме, код проблема
VSP редослед тура сваког поjединачног возила jе веома битан, односно редо-
след тура утиче на сусрете возила на локациjама и у кругу фабрике, док jе код
проблема VSP-P свеjедно коjим редом ће неко возило обављати своjе дневне
туре. Због jедноставности и потреба алгоритма BVNS, код проблема VSP-P
туре сваког возила се након формирању сортираjу од наjдужих до наjкраћих.
У случаjу BVNSi методе за VSP, туре остаjу у редоследу у коjем су формиране,
с обзиром да се времена полазака возила у свакоj тури одређуjу тако да буду
задовољена ограничења у вези са сусретима возила на локациjама и у кругу
фабрике. Промена редоследа тура неког возила би очигледно могла нарушити
испуњеност поменутих услова.
Структуре околина
Побољшана Основна метода променљивих околина, BVNSi, користи два
типа околина, означених са N I и N II . Околина N I решења S добиjа се за-
меном локациjа у турама два различита возила i1 и i2, i1, i2 ∈ {1, . . . ,m} или
заменом локациjе у тури jедног возила i и неиспражњене локациjе коjа одго-
вара индексу ненула елемента низа преосталих количина. Прецизниjе, N I-сусед
S ′ решења S добиjа се тако што два различита возила размењуjу посећене ло-
кациjе у по jедноj своjоj тури или се нехитна локациjа у тури jедног возила
замењуjе локациjом коjа ниjе испражњена. Дакле, потез у овако дефиниса-
ноj околини се реализуjе избором два различита цела броjа, i1 и i2 из скупа
{0, . . . ,m}, при чему 0 означава низ преосталих количина, а потом избором
њихових тура за размену. Такође, N I-сусед S ′ решења S се може добити и за-
меном прве виртуалне туре jедног возила решења S туром ка неиспражњеноj
локациjи, као и последње невиртулане туре jедног возила виртуалном туром




· k2max + m · kmax · (n + 1). Околина N II садржи сва решења S ′ добиjена
тако што jедно возило у S размењуjе пар своjих непразних тура. Комплексност





. Околина N II чува допустивост
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решења, док трансформациjе коjима jе дефинисна околина N I могу нарушити
допустивост решења, тj. може десити да код новог решења S ′ потребе фабрике
не буду задовољене. Међутим, неки од наредних потеза у оквиру исте околине
може поново произвести допустиво решење.
Као у случаjу околина коjе су коришћене у претходним предложеним ме-
тодама, овде се може доказати да су описане околине коректно дефинисане за
посматрани проблем VSP. Прецизниjе, важи следеће тврђење:
Теорема 6.4.1. Оптимално решење посматраног проблема распоређивања во-
зила се може добити из било ког допустивог решења применом коначног броjа
трансформациjа коjима су дефинисане структуре околина N I и N II .
Доказ. Нека jе S = (s, aq) произвољно допустиво решење посматраног про-
блема VSP, при чему се матрица решења s се састоjи из m редова од коjих
сваки одговара по jедном возилу, док низ преосталих количина aq са елемен-
тима aq(j), j = 0, . . . , n чува информациjу о расположивим количинама на
локациjама j ∈ {1, . . . , n}. При томе, важи aq(0) = 0, с обзиром да индекс 0
одговара виртуалноj тури. Нека jе S∗ = (s∗, aq∗) оптимално решење проблема
VSP.
Да би се решење S трансформисало у оптимално решење S∗, потребно jе, по-
чевши од тура коjе одговараjу првом возилу матрице решења s, испитати jедну
по jедну туру и разменити по потреби локациjу у њоj са другом локациjом коjа
се налази у тури неког другог возила (укључуjући виртуалне туре и индексе
низа aq). Локациjа се може заменити и нулом, што одговара виртуалноj тури
у s∗. Циљ jе добити листе тура возила у матици оптималног решења s∗. При
испитивању сваке туре возила i, могућа су четири случаjа:
Случаj 1. Локациjа се већ налази на коректноj позициjи у листи тура коjе
одговараjу возилу i. У овом случаjу, нема промене и поступак се наставља од
следеће туре.
Случаj 2. Локациjа у тури k возила i у решењу S може да замени своjу
позициjу са локациjом s(i, k1) за k1 > k. У овом случаjу, обе локациjе коjе
мењаjу своjа места су већ присутне у матрици решења s и jедна од њих ће се
преместити на одговараjућу позициjу. Замена овог типа неће угрозити допусти-
вост новодобиjеног решења, с обзиром да потребе фабрике у смислу количине
транспортоване робе, остаjу непромењене, а такође и хитне локациjе остаjу оп-
служене.
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Случаj 3. У случаjу када локациjа s(i, k) треба да се замени са локациjом
s(i1, k1) где jе i1 > i, тако да важи s(i, k) = s∗(i, k), такође се неће угрозити
допустивост решења из истих разлога.
Случаj 4. Може се десити да jе потребно укључити нову локациjу у ма-
трицу решења s или да се нека локациjа коjа се већ налази у s мора посетити
jош jедном. У овом случаjу, посматрана локациjа, уколико ниjе хитна, у листи
тура посматраног возила i се замењуjе траженом локациjом, тj. мења се индек-
сом локациjе одговараjућег ненула елемента низа преосталих количина aq.
Случаj 5. Да би се хитна локациjа s(i, k) из случаjа 4., уколико jе то по-
требно, заменила индексом низа aq, примењуjу се два узастопна потеза, од коjих
jе jедан описан случаjевима 2. или 3., а други случаjем 4.
Применом трансформациjе описаних случаjевима 1 - 5 могуће jе сместити
све елементе матрице произвољног решења S на одговараjуће позициjе у ма-
трици оптималног решења S∗. Броj трансформациjа коjе треба реализовати jе
2mkmax.
Имплементациjа BVNSi методе
Метода BVNSi jе по своjоj структури вариjанта Основне методе променљи-
вих околина, са три основна корака: фазом размрдавања, локалном претра-
гом и помераjем, коjи се смењуjу до задовољeња критериjума заустављања.
Основна разлика BVNSi методе у односу на BVNS и SVNS jе општиjа струк-
тура околина коjе се користе. Наиме, околина N I , коjа jе коришћена у фази
размрдавања BVNSi методе, обухвата своjом структуром неколико различи-
тих потеза коjи су код BVNS и SVNS садржани у различитим околинама. У
фази локалне претраге методе BVNSi, примењене су две различите стратегиjе:
стратегиjа наjбољег и стратегиjа првог побољшања, чиме су добиjене две ва-
риjанте ове методе, означене редом са BV NSiB и BV NSiF . Структуре обе
вариjанте методе BV NSi представљене су Алгоритмом 14, при чему вредност
параметра str одређуjе вариjанту BVNSi методе: str = 1 за BV NSiB, а str = 0
за BV NSiF . У обе вариjанте фигуришу параметри p, rmax и itermax, али се
њихове вредности разликуjу у зависности од тога коjа jе вариjанта изанрана.
У случаjу str = 1, изабрана jе метода BV NSiB са стратегиjом наjбољег по-
бољшања и одговараjућим вредностима параметара p = pB, rmax = rmaxB и
itermax = itB. Уколико jе str = 0 користи се метода BV NSiF са стратегиjом
првог побољшања у фази локалне претраге и вредностима параметара p = pF ,
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rmax = rmaxF и itermax = itF .
Алгоритам 14 Предложена BVNSi метода за VSP
1: procedure BVNSi(ProblemData, rmaxB , pB, rmaxF , pF , str, tmax, itB, itF )
2: Generate initial solution S;
3: repeat
4: r ← 1;
5: while r ≤ rmax do
6: S
′ ← Shaking(S, r);
7: if str = 1 then
8: apply best improvement strategy;
9: rmax ← rmaxB ;
10: p← pB;
11: itermax ← itB;
12: else
13: apply first improvement strategy;
14: rmax ← rmaxF ;
15: p← pF ;
16: itermax ← itF ;
17: S ′′ ← Local search(S ′);
18: if f(S ′′) < f(S) then
19: S ← S ′′;
20: r ← 1;
21: else
22: r ← r + 1;




Сви експериментални резултати при тестирању дизаjнираних метахеури-
стичких метода су добиjени на рачунару са Intel Core i7-2600 процесором на
3.40GHz и 12GB RAM мемориjе под Linux оперативим системом. У циљу доби-
jања оптималних решења или граница вредности функциjе циља оптималних
решења, коришћени су решавачи CPLEX 12.6.2 [70] и Lingo 17 [54]. Експе-
риментални резултати коришћењем CPLEX решавача добиjени су на истоj
рачунарскоj конфигурациjи на коjоj су тестиране и метахеуристике, док jе оп-
тимизациjа Lingo 17 решавачем извршавана на рачунару са Intel Core i5 - 3320M
процесором на 2.60 GHz и 4GB RAM мемориjе под Windows 7 оперативим си-
стемом.
Комерциjални CPLEX решавач jе наjпознатиjи и наjчешће коришћен ег-
зактни решавач проблема оптимизациjе коjи подржава решавање линеарних и
квадратних проблема са целоброjним и реалним променљивима. Оваj решавач
омогућава добиjање решења у случаjевима конвексне и неконвексне квадратне
функциjе циља, као и за конвексна квадратна ограничења. Прецизниjе, CPLEX
се може користити за решавање проблема Мешовитог целоброjног квадратног
програмирања (енгл. Mixed Integer Quadratic Problem - MIQP) као и проблеме
типа MIQCP под следећим претпоставкама [70]:
• Функциjа циља jе линеарна или jе функциjа циља конвексна и садржи
квадратне изразе или функциjа циља садржи квадратне изразе коjи су
производ бинарних променљивих. У последњем случаjу, функциjа циља
не мора бити обавезно конвексна;
• Ограничења садрже квадратне изразе, али се могу представити у конусноj
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форми другог реда (енгл. Second order cone) или квадратни изрази у
ограничењу укључуjу само производе бинарних променљивих.
Проблем конуса другог реда (енгл. Second order cone program - SOCP) пред-
ставља конвексан проблем оптимизациjе изражен следећим релациjама:
min fTx (7.1)
при условима
||Aix+ bi|| ≤ cTi x+ di ∀i = 1, . . . , N (7.2)
где променљива x ∈ Rn , док су f ∈ Rn, Ai ∈ Rni×n, bi ∈ Rni , ci ∈ Rn, а di ∈ R
параметри проблема. Норма коjа се поjављуjе код ограничења jе стандардна
еуклидска норма, дефинисана са ||u|| = (uTu)1/2. Ограничења (7.2) називаjу се
ограничењима конуса другог реда.
При тестирању дизаjнираних метахеуристичких метода за решавање про-
блема VSP-P и VSP коришћена су два скупа инстанци:
• реалне инстанце коjе садрже податке добиjене из посматране фабрике ше-
ћера у Србиjи и
• генерисане инстанце проблема већих димензиjа коjе прате структуру реал-
них инстанци, креиране за тестирање перформанси дизаjнираних метода.
Проблем VSP-P jе потпроблем проблема VSP добиjен искључивањем два
врло сложена ограничења, па jе стога могуће тестирати метахеуристичке ме-
тоде за решавање VSP-P на инстанцама већих димензиjа и добити решења у
разумном времену извршавања. Експериментални резултати коjи се односе на
проблем VSP-P добиjени су коришћењем следећа два скупа инстанци:
• Скуп реалних инстанци, коjи укључуjе 44 инстанце са до 15 локациjа, 40
возила и максималног броjа од 20 тура током радног дана.
• Скуп генерисаних инстанци, коjе обухватаjу до 150 локациjа, 100 возила
и максимално 100 тура током радног дана. Оваj скуп садржи 17 тест
примера, коjи су генерисани пратећи структуру реалних инстанци.
За тестирање предложених MIQCP и MILP формулациjа и метахеуристич-
ких метода коjе су дизаjниране за решавање проблема VSP, коришћен jе исти
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скуп реалних инстанци као и у случаjу проблема VSP-P, док скуп генериса-
них инстанци за проблем VSP коjе су већих димензиjа, представља подскуп
скупа генерисаних инстанци проблема VSP-P. Проблем VSP укључуjе два врло
захтевна ограничења коjа са порастом димензиjе тест примера доводе до значаj-
ног повећања времена извршавања дизаjнираних алгоритама. Из тог разлога,
скуп генерисаних инстанци проблема VSP укључуjе до 30 локациjа, 60 возила
и 25 тура током радног дана. Оваj скуп садржи 10 тест примера.
7.1 Експериментални резултати примене
метахеуристичких метода на проблем VSP-P
Математичке формулациjе коjе описуjу проблем VSP-P изложене су у одељку
4.3, а за добиjање оптималних решења посматраног проблема коришћен jе ко-
мерциjални CPLEX решавач. VSP-P jе прво формулисан као проблем ме-
шовитог целоброjног програмирања са квадратним ограничењима (MIQCP), а
потом реформулисан у проблем мешовитог целоброjног линеарног програми-
рања (MILP). MILP формулациjа проблема VSP-P jе тестирана коришћењем
CPLEX решавача.
Анализа параметара
Метахеуристичке методе наjчешће зависе од jедног или више параметара.
За дизаjнирање методе са добрим перформансама неопходно jе подесити вред-
ности параметара. Ове вредности могу утицати у великоj мери на процес ре-
шавања и квалитет добиjених решења при примени метахеуристичких метода
оптимизациjе.
Извршен jе низ прелиминарних експеримената како би се одредиле аде-
кватне вредности параметара rmax и p предложене BVNS методе, кaо и па-
раметра γ предложене GRASP методе. Тестирање параметара jе извршено на
подскупу од 12 тест примера коjи се састоjи из: 4 инстанце малих димензиjа, 4
реалне инстанце средњих димензиjа и 4 генерисане инстанце већих димензиjа.
При испитивању сваке од посматраних вредности параметара, BVNS и GRASP
методе су извршаване по 30 пута на свакоj инстанци из посматраног скупа.
Као критериjум заустављања у свим експериментима тестирања параметара
коришћена jе достигнута горња граница времена извршавања tmax, коjа jе по-
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стављена на 1s за инстанце малих димензиjа, 10s за средње и 100s за генерисане
инстанце већих димензиjа.
Прво jе тестиран параметар rmax у предложеноj BVNS методи. С обзиром
да rmax представља максималан ред околине коjа се истражуjе у BVNS, по-
сматране вредности за rmax зависе од максималног броjа тура kmax коjе возило
може да направи током радног дана. Испитано jе осам различитих формула
коjе дефинишу везу између rmax и kmax. Параметар p jе постављен на фик-
сну вредност p = 1/(n + 1) у експериментима са параметром rmax. Добиjени
резултати представљени су Табелом 7.1 на следећи начин. Прва колона, озна-
чена са Tn,m,kmax , садржи назив тестиране инстанце коjи укључуjе вредности
основних параметара у инстанци: n (броj локациjа), m (броj возила) и kmax
(максималан броj тура). Генерисане инстанце су означене словом r у супер-
скрипту имена. Табела 7.1 садржи 8 делова, при чему сваки од њих одговара
по jедноj од тестираних формула за rmax. Сваки део табеле састоjи се из три
колоне: наjбоља вредност функциjе циља (best) добиjена методом BVNS у 30
узастопних пуштања, просечно време извршавања (у секундама) за коjе jе до-
стигнуто наjбоље добиjено решење (t) и просечно процентуално одступање (gap)
BVNS решења у односу на наjбоље добиjено у 30 пуштања. Наjбоље вредности
функциjе циља коjе су добиjене у експериментима тестирања параметара rmax
су истакнуте у целоj Табели 7.1. У последњоj врсти, означеноj са Просек, дате
су просечне вредности података из одговараjуће колоне и за сваку тестирану
формулу за rmax. Наjбоље просечне вредности су истакнуте. На основу ре-
зултата приказаних у Табели 7.1, може закључити да све тестиране формуле
за rmax показуjу сличне перформансе у погледу квалитета добиjених решења
и времена извршавања, што указуjе на стабилност предложене BVNS методе.
Међу тестираним вредностима, изабрана jе формула rmax = bkmax/2c, с обзи-
ром да се њеним коришћењем добиjа наjмања посечна вредност функциjе циља
(46,388).
Када jе формула за rmax изабрана, извршен jе низ експеримената за поде-
шавање параметра p, коjи представља вероватноћу избора виртуалне туре из
скупа индекса низа преосталих количина у фази размрдавања. Разматрано
jе осам различитих формула коjе дефинишу зависност параметра p од броjа
локациjа n. Резултати су представљени у Табели 7.2 на исти начин као у Та-
бели 7.1. У тестовима за избор вредности параметра p, коришћена jе формула
rmax = bkmax/2c, с обзиром да се показала као наjбоља у претходним тестовима.
101
ГЛАВА 7. ЕКСПЕРИМЕНТАЛНИ РЕЗУЛТАТИ
Примењен jе исти критериjум заустављања као код експеримената са rmax. Из
резултата представљених у Табели 7.2, може се закључити да се просеци наj-
бољих вредности функциjе циља, просечна времена извршавања и просечна
одступања вредности функциjе циља од наjбољих веома мало разликуjу када
се користе различите формуле за p. Како jе применом формуле p = 3/(n + 3)
добиjена наjмања просечна вредност функциjе циља (46,373), та формула jе
изабрана за p у свим наредним тестовима.
При тестирању параметра γ код GRASP методе, примењена jе слична стра-
тегиjа као при тестирању параметра p и rmax методе BVNS. Табелом 7.3 предста-
вљени су резултати експеримената са осам различитих вредности за параметар
γ рангираних од 100 до 20000. Структура Табеле 7.3 jе иста као код Табела 7.1-
7.2. Из Табеле 7.3, може се видети да три вредности параметра γ (1000, 2000
и 10000) даjу исте просечне вредности функциjе циља (46,625). Ипак, вред-
ност γ = 10000 jе изабрана као наjбоља, jер jе у овом случаjу добиjено краће
просечно време извршавања у односу на друге две вредности, као и наjмање
просечно одступање у односу на све тестиране вредности параметра γ.
Табела 7.1: Тестирање параметра rmax у BVNS методи за проблем VSP-P
Инстанца rmax = bkmax/2c rmax = bkmax/2c+ 1 rmax = b(kmax + 1)/2c+ 1 rmax = bkmax/2c+ 2
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,287 0,003 0,336 15,287 0,050 0,015 15,287 0,070 0,000 15,287 0,071 0,000
T5,2,4 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000
T5,5,5 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000
T5,20,20 24,591 0,224 0,003 24,591 0,290 0,007 24,591 0,283 0,007 24,591 0,480 0,003
T8,40,10 26,201 2,640 0,285 26,206 3,650 0,261 26,206 3,612 0,261 26,234 2,674 0,189
T10,10,10 16,243 0,017 0,000 16,243 0,226 0,000 16,243 0,215 0,000 16,243 0,085 0,000
T15,20,15 25,990 2,640 0,285 25,990 3,650 0,261 25,986 4,787 0,025 25,986 4,791 0,025
T r10,50,10 36,667 9,301 0,005 36,667 4,773 0,012 36,667 4,836 0,012 36,667 9,323 0,007
T r30,60,10 29,493 29,238 0,041 29,493 35,791 0,018 29,493 36,702 0,042 29,493 36,524 0,042
T r50,70,70 116,673 74,658 0,107 116,730 78,080 0,079 116,730 77,771 0,082 116,726 64,688 0,085
T r120,90,90 216,607 81,711 0,066 216,550 77,050 0,095 216,550 77,293 0,096 216,664 79,666 0,038
Просек 46,388 16,928 0,071 46,389 17,021 0,052 46,389 17,131 0,044 46,400 16,525 0,032
Инстанца rmax = b(kmax + 1)/2c+ 2 rmax = bkmax/2c+ 3 rmax = b(kmax + 1)/2c+ 3 rmax = bkmax/2b+4
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,287 0,058 0,000 15,287 0,060 0,000 15,287 0,075 0,000 15,287 0,078 0,000
T5,2,4 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000
T5,5,5 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,001 0,000 18,879 0,001 0,000
T5,20,20 24,591 0,478 0,003 24,591 0,651 0,000 24,591 0,639 0,000 24,591 0,430 0,003
T8,40,10 26,234 2,683 0,189 26,210 3,988 0,250 26,210 3,982 0,273 26,206 2,978 0,266
T10,10,10 16,243 0,084 0,000 16,243 0,333 0,000 16,243 0,328 0,000 16,243 0,718 0,000
T15,20,15 25,990 4,189 0,006 25,990 4,065 0,006 25,986 5,034 0,027 25,986 5,049 0,027
T r10,50,10 36,667 9,141 0,007 36,667 9,618 0,016 36,667 9,686 0,016 36,667 5,005 0,007
T r30,60,10 29,493 37,486 0,059 29,493 37,300 0,059 29,493 40,125 0,047 29,493 39,712 0,047
T r50,70,70 116,726 64,503 0,085 116,730 75,663 0,085 116,730 75,994 0,085 116,726 76,615 0,087
T r120,90,90 216,664 81,700 0,037 216,559 79,490 0,068 216,599 80,027 0,068 216,603 79,672 0,067
Просек 46,400 16,694 0,032 46,393 17,598 0,040 46,393 17,991 0,043 46,393 17,522 0,042
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Табела 7.2: Тестирање параметра p у BVNS методи за проблем VSP-P
Инстанца p = 0,5/(n+ 0,5) p = 1/(n+ 1) p = 1,5/(n+ 1,5) p = 2/(n+ 2)
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,287 0,005 0,187 15,287 0,003 0,336 15,287 0,002 0,561 15,287 0,002 0,486
T5,2,4 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000
T5,5,5 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000
T5,20,20 24,591 0,155 0,003 24,591 0,224 0,003 24,591 0,344 0,003 24,591 0,209 0,000
T8,40,10 26,201 3,546 0,287 26,201 2,640 0,285 26,210 3,221 0,218 26,201 2,702 0,230
T10,10,10 16,243 0,067 0,000 16,243 0,017 0,000 16,243 0,063 0,000 16,243 0,038 0,000
T15,20,15 25,990 4,284 0,003 25,990 5,343 0,003 25,990 3,224 0,000 25,990 3,306 0,009
T r10,50,10 36,667 7,072 0,011 36,667 9,301 0,005 36,667 7,713 0,015 36,667 3,131 0,006
T r30,60,10 29,493 37,404 0,018 29,493 29,238 0,041 29,493 21,434 0,024 29,493 35,580 0,035
T r50,70,70 116,783 71,015 0,047 116,673 74,658 0,107 116,726 72,732 0,061 116,721 72,758 0,057
T r120,90,90 216,660 82,562 0,064 216,607 81,711 0,066 216,489 83,546 0,074 216,489 84,517 0,071
Просек 46,402 17,176 0,052 46,388 16,928 0,071 46,384 16,023 0,080 46,383 16,854 0,075
Инстанца p = 2,5/(n+ 2,5) p = 3/(n+ 3) p = 3,5/(n+ 3,5) p = 4/(n+ 4)
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,287 0,001 0,561 15,287 0,002 0,561 15,287 0,002 0,523 15,287 0,001 0,523
T5,2,4 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,000 0,000
T5,5,5 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000 18,879 0,000 0,000
T5,20,20 24,591 0,313 0,000 24,591 0,448 0,003 24,591 0,169 0,018 24,591 0,102 0,003
T8,40,10 26,201 3,631 0,223 26,201 2,980 0,179 26,206 3,524 0,209 26,201 2,610 0,209
T10,10,10 16,243 0,456 0,000 16,243 0,330 0,000 16,243 0,095 0,000 16,243 0,225 0,000
T15,20,15 25,990 4,979 0,005 25,986 3,946 0,022 25,986 4,282 0,030 25,990 3,665 0,003
T r10,50,10 36,667 9,842 0,010 36,667 6,206 0,012 36,667 4,167 0,013 36,667 6,340 0,006
T r30,60,10 29,493 30,079 0,048 29,493 34,094 0,029 29,493 27,101 0,018 29,493 21,327 0,012
T r50,70,70 116,721 74,589 0,041 116,673 71,515 0,073 116,726 62,163 0,032 116,673 71,065 0,059
T r120,90,90 216,546 80,556 0,046 216,431 87,819 0,080 216,431 81,364 0,067 216,436 83,371 0,052
Просек 46,387 17,037 0,078 46,373 17,278 0,080 46,378 15,239 0,076 46,374 15,726 0,072
Резултати и поређења
Предложени BVNS и GRASP алгоритми су тестирани на скупу свих раз-
матраних реалних и генерисаних инстанци проблема VSP-P. Обе методе су из-
вршаване по 30 пута на сваком тест примеру. Критериjум заустављања код
предложених BVNS и GRASP метода jе достигнут лимит времена извршавања
(tmax). Вредности параметра tmax су постављене на: tmax = 1s за мале реалне
инстанце, tmax = 10s за реалне примере средњих димензиjа и tmax = 100s за
генерисане инстанце.
Експериментални резултати на реалним инстанцама малих димензиjа су
представљени Табелом 7.4. Назив инстанце jе садржан у колони Tn,m,kmax . Ко-
лоне коjе се односе на резултате добиjене помоћу CPLEX решавача садрже
вредност функциjе циља коjа одговара оптималном решењу opt. sol. и одгова-
раjуће време извршавања t(s). Прва колона коjа одговара предложеноj BVNS
методи представља вредност функциjе циља наjбоље пронађеног BVNS решења
best , при чему jе коришћена ознака opt у случаjу када се та вредност поклапа
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Табела 7.3: Тестирање параметра γ у GRASP методи за проблем VSP-P
Инстанца γ = 100 γ = 200 γ = 500 γ = 1000
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,397 0,339 1,694 15,397 0,336 1,694 15,397 0,336 1,694 15,397 0,337 1,694
T5,2,4 13,156 0,001 0,000 13,156 0,000 0,000 13,156 0,001 0,000 13,156 0,002 0,000
T5,5,5 18,879 0,298 0,000 18,879 0,297 0,000 18,879 0,297 0,000 18,879 0,298 0,000
T5,20,20 24,616 5,039 0,014 24,616 5,093 0,014 24,616 5,073 0,014 24,616 4,620 0,038
T8,40,10 26,487 2,814 0,094 26,487 2,771 0,094 26,487 2,805 0,094 26,487 2,803 0,091
T10,10,10 16,386 5,026 0,567 16,386 5,094 0,527 16,386 5,130 0,527 16,386 5,045 0,527
T15,20,15 26,329 5,293 0,252 26,329 5,282 0,252 26,329 5,103 0,256 26,329 4,943 0,252
T r10,50,10 36,900 39,484 0,087 36,900 38,409 0,092 36,900 39,802 0,087 36,839 41,594 0,223
T r30,60,10 29,950 0,000 0,019 29,950 0,000 0,019 29,950 0,000 0,019 29,950 0,000 0,019
T r50,70,70 117,359 39,236 0,000 117,359 39,096 0,000 117,354 39,267 0,004 117,354 43,841 0,004
T r120,90,90 217,236 42,118 0,032 217,236 44,274 0,032 217,236 37,301 0,033 217,236 38,673 0,032
Просек 46,631 11,637 0,230 46,631 11,721 0,227 46,630 11,260 0,227 46,625 11,846 0,240
Инстанца γ = 2000 γ = 5000 γ = 10000 γ = 20000
Tn,m,kmax best t(s) gap(%) best t(s) gap(%) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000 16,874 0,000 0,000
T4,5,7 15,397 0,279 1,459 15,397 0,284 1,459 15,397 0,311 1,459 15,397 0,341 1,731
T5,2,4 13,156 0,000 0,000 13,156 0,000 0,000 13,156 0,001 0,000 13,156 0,002 0,000
T5,5,5 18,879 0,363 0,000 18,879 0,382 0,000 18,879 0,371 0,000 18,879 0,321 0,000
T5,20,20 24,616 3,414 0,013 24,616 3,964 0,001 24,616 3,875 0,012 24,616 5,050 0,029
T8,40,10 26,487 3,015 0,093 26,491 3,571 0,058 26,487 2,939 0,081 26,487 2,944 0,092
T10,10,10 16,386 3,939 0,477 16,386 3,900 0,477 16,386 3,967 0,477 16,386 5,094 0,538
T15,20,15 26,329 5,323 0,215 26,329 5,271 0,207 26,329 4,978 0,196 26,329 4,768 0,248
T r10,50,10 36,839 43,671 0,218 36,839 40,374 0,213 36,839 39,715 0,218 36,900 34,518 0,091
T r30,60,10 29,950 0,000 0,019 29,950 0,000 0,019 29,950 0,000 0,019 29,950 0,000 0,019
T r50,70,70 117,354 44,314 0,004 117,354 35,085 0,004 117,354 35,180 0,004 117,354 33,244 0,007
T r120,90,90 217,236 48,273 0,023 217,236 47,913 0,228 217,236 48,112 0,023 217,236 38,776 0,032
Просек 46,625 12,716 0,210 46,626 11,729 0,222 46,625 11,621 0,207 46,630 10,422 0,232
са opt. sol . Преостале колоне коjе се односе на BVNS методу садрже: про-
сечно време извршавања avg. t(s) за коjе BVNS достиже решење best, просечно
процентуално одступање avg. gap (%) BVNS решења у односу на opt. sol.. Све
просечне вредности су израчунате на основу резултата добиjених кроз 30 BVNS
узастопних извршавања. Резултатати предожене GRASP методе су предста-
вљени у последње три колоне на исти начин као и BVNS резултати. Последњи
ред Табеле 7.4, означен са Просек, садржи просечне вредности представљених
резултата по одговарjућим колонама.
Анализом података приказаних у Табели 7.4, може се закључити да се пре-
дложеном BVNS методом достижу сва оптимална решења на инстанцама ма-
лих димензиjа коjе су решене до оптималности помоћу CPLEX решавача, док
GRASP ниjе успео да пронађе оптимална решења у случаjу две инстанце (T4,5,7
и T6,6,6). Просечно време извршавања BVNS и GRASP методе на тестираним
инстанцама jе 0,002 и 0,070s, редом, што jе значаjно мање у поређењу са просеч-
ним временом извршавања CPLEX решавача (24,102s). Такође, GRASP метода
се показала стабилниjом од BVNS методе на овом скупу инстанци, с обзиром
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Табела 7.4: Експериментални резултати на реалним инстанцама малих димен-
зиjа решених до оптималности CPLEX решавачем
Инстанца CPLEX BVNS GRASP
Tn,m,kmax opt. sol. t(s) best t(s) gap(%) best t(s) gap(%)
T3,2,4 16,874 1,13 opt 0,000 0,000 opt 0,000 0,000
T3,3,2 9,780 0,64 opt 0,000 0,000 opt 0,000 0,000
T3,3,3 13,727 0,89 opt 0,000 0,000 opt 0,000 0,000
T3,3,4 16,303 0,37 opt 0,000 0,000 opt 0,000 0,000
T3,3,5 17,164 0,83 opt 0,000 0,000 opt 0,000 0,000
T3,4,2 10,580 0,69 opt 0,000 0,000 opt 0,000 0,000
T3,4,3 13,727 1,34 opt 0,000 0,000 opt 0,000 0,000
T3,4,4 16,303 0,95 opt 0,000 0,000 opt 0,000 0,000
T3,5,2 12,294 1,37 opt 0,000 0,000 opt 0,000 0,000
T4,2,3 12,870 0,75 opt 0,000 0,000 opt 0,000 0,000
T4,2,4 13,446 1,55 opt 0,000 0,000 opt 0,000 0,000
T4,3,2 10,580 1,68 opt 0,000 0,000 opt 0,000 0,000
T4,3,3 12,299 1,91 opt 0,000 6,196 opt 0,000 0,000
T4,4,2 11,151 0,25 opt 0,000 0,000 opt 0,000 0,000
T4,5,2 10,866 1,64 opt 0,000 1,841 opt 0,000 0,000
T4,4,3 14,299 0,93 opt 0,000 0,000 opt 0,000 0,000
T4,4,4 16,874 2,68 opt 0,000 0,000 opt 0,000 0,000
T4,5,7 15,287 296,17 opt 0,002 0,561 15,397 0,311 1,459
T5,2,3 10,584 1,13 opt 0,000 0,000 opt 0,000 0,000
T5,2,4 13,156 2,65 opt 0,000 0,000 opt 0,001 0,000
T5,3,2 10,580 1,15 opt 0,000 0,000 opt 0,000 0,000
T5,3,3 13,156 1,73 opt 0,000 0,000 opt 0,000 0,000
T5,3,4 16,589 2,69 opt 0,000 0,000 opt 0,000 0,000
T5,4,3 13,156 0,65 opt 0,000 1,303 opt 0,000 0,000
T5,5,2 11,437 1,63 opt 0,000 0,000 opt 0,000 0,000
T5,5,5 18,879 38,23 opt 0,000 0,000 opt 0,371 0,000
T6,2,3 11,727 1,21 opt 0,000 0,000 opt 0,000 0,000
T6,2,4 13,160 1,20 opt 0,000 0,000 opt 0,000 0,000
T6,3,2 10,294 0,73 opt 0,000 0,000 opt 0,000 0,000
T6,3,3 12,870 2,10 opt 0,000 0,000 opt 0,000 0,000
T6,4,2 10,009 1,29 opt 0,000 0,000 opt 0,000 0,000
T6,5,2 10,866 0,76 opt 0,000 0,000 opt 0,000 0,000
T6,6,6 16,569 216,60 opt 0,017 0,149 16,597 0,401 0,675
T6,7,6 11,479 53,65 opt 0,001 0,048 opt 0,062 0,000
T7,3,3 12,299 2,00 opt 0,000 0,000 opt 0,000 0,000
T7,5,2 10,580 2,94 opt 0,000 0,000 opt 0,000 0,000
T7,5,6 16,140 25,55 opt 0,000 0,052 opt 0,425 0,255
T8,6,5 14,246 241,85 opt 0,000 0,021 opt 0,003 0,255
Просек 13,622 24,102 opt 0,002 0,376 14,106 0,070 0,080
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да jе применом GRASP добиjено мање просечно одступање рачунато у односу
на оптимална решења.
Експериментални резултати на 6 реалних инстанци средњих димензиjа и
свим генерисаним инстанцама су представљени Табелом 7.5. CPLEX решавач
jе пронашао допустива решења за све реалне инстанце и за само jедан генерисан
тест пример. Добиjена допустива решења су представљена у колони best у делу
табеле коjи се односи на резултате CPLEX решавача. Код резултата добиjених
CPLEX решавачем, колона t(s) jе изостављена, с обзиром да jе извршавање
на овим инстанцама траjало до достигнуте граница времена извршавања или
прекорачења мемориjа рачунара. Колоне коjе се односе на BVNS и GRASP ре-
шења, као и последњи ред означен са Просек имаjу исту структуру и значење
као у Табели 7.4. Вредности функциjе циља наjбољих решења су истакнуте у
колонама best , као и наjбоље вредности у последњем реду Просек.
На основу резултата приказаних у Табели 7.5, може се закључити да jе BVNS
по квалитету добиjених решења надмашио и GRASP и CPLEX. Предложеном
BVNS методом достигнуте су све горње границе добиjене CPLEX решавачем
а у случаjу три инстанце (T5,20,20, T8,40,10 и T15,20,15) горње границе су попра-
вљене. На свим инстанцама овог скупа, наjбоља решења GRASP методе су,
изузев T5,5,10, лошиjа у односу на одговараjућа решења добиjена BVNS мето-
дом и CPLEX решавачем. Међутим, како показуjе колона gap(%), вредности
функциjе циља наjбољих решења пронађених GRASP методом су веома блиска
решењима добиjеним BVNS методом. Просечно одступање вредности функциjе
циља решења добиjена GRASP методом од одговараjућих вредности наjбољих
познатих решења износи 0,559%. BVNS jе стабилна у генерисању наjбољих
познатих решења, с обзиром да просечно одступање има врло малу вредност
(0,041%). Са аспекта времена извршавања, GRASP метода се показала бржом
у поређењу са BVNS методом, имаjући у виду да jе њено просечно време извр-
шавања 21,573s, док се BVNS метода просечно извршавала за време од 34,941s.
7.2 Експериментални резултати примене
метахеуристичких метода на проблем VSP
За добиjање оптималних решења проблема VSP коришћен jе комерциjални
решавач Lingo 17, коjи jе дизаjниран за решевање великог броjа различитих
типова математичких модела [54]. Математичке формулациjе посматраног про-
106
ГЛАВА 7. ЕКСПЕРИМЕНТАЛНИ РЕЗУЛТАТИ
Табела 7.5: Експериментални резултати на реалним инстанцама већих димен-
зиjа и генерисаним инстанцама за коjе jе CPLEX решавач пронашао само до-
пустиво решење
Инстанца CPLEX BVNS GRASP
Tn,m,kmax best best t(s) gap(%) best t(s) gap(%)
T5,5,10 17,781 17,781 0,706 0,002 17,781 1,084 0,000
T5,10,10 17,014 17,014 0,727 0,019 17,039 3,562 0,279
T5,20,20 24,648 24,591 0,448 0,003 24,616 3,875 0,112
T8,40,10 26,267 26,201 2,980 0,179 26,487 2,939 1,174
T10,10,10 16,243 16,243 0,330 0,000 16,386 3,967 1,360
T15,20,15 26,214 25,986 3,946 0,022 26,329 4,978 1,521
T r10,20,20 58,653 58,653 16,861 0,038 59,000 0,000 0,638
T r10,30,15 / 49,150 1,190 0,112 49,264 0,000 0,573
T r10,50,10 / 36,667 6,206 0,012 36,839 39,715 0,687
T r15,30,25 / 63,694 9,371 0,018 63,813 45,349 0,252
T r15,40,20 / 53,620 16,715 0,015 53,739 38,618 0,221
T r20,30,10 / 22,214 4,503 0,000 22,614 0,000 1,879
T r20,40,20 / 41,163 3,697 0,000 41,510 0,000 1,347
T r25,50,15 / 36,060 7,440 0,010 36,179 0,000 0,675
T r30,30,25 / 46,674 55,386 0,025 47,017 0,000 0,101
T r30,60,15 / 29,493 34,094 0,029 29,950 0,000 0,019
T r40,60,55 / 103,680 52,475 0,030 104,199 30,703 0,548
T r45,65,70 / 109,403 57,609 0,052 109,979 43,953 0,533
T r50,70,70 / 116,673 71,515 0,073 117,354 35,180 0,004
T r60,80,80 / 126,453 64,394 0,023 127,029 47,016 0,481
T r70,60,60 / 171,857 79,355 0,051 172,543 50,999 0,436
T r80,65,65 / 181,413 85,149 0,059 182,274 34,384 0,535
T r90,80,80 / 158,183 78,465 0,091 158,873 29,077 0,436
T r100,85,85 / 184,274 85,980 0,056 185,017 46,497 0,407
T r120,90,90 / 216,431 87,819 0,080 217,236 48,112 0,023
T r150,100,100 / 240,646 81,103 0,065 241,336 50,896 0,298
Просек / 83,624 34,941 0,041 84,016 21,573 0,559
блема су изнете у одељку 4.4. VSP jе формулисан у облику проблема мешо-
витог целоброjног програмирања са квадратним ограничењима (MIQCP), а по-
том реформулисан у проблем мешовитог целоброjног линеарног програмирања
(MILP) (видети одељак 4.4). С обзиром на значаjан броj нових променљивих
и ограничења коjи су додати приликом реформулисања, оба предложена мо-
дела, MIQCP и MILP су тестирана коришћењем Lingo решавача. Постављена
jе горња граница времена извршавања Lingo решавачу од 10h. У оквиру тог
времена, решавач jе дао оптимална решења или горње границе вредности функ-
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циjе циља само за тест примере малих димензиjа. Притом се MILP показала
успешниjом од MIQCP, с обзиром да jе њеном применом добиjено више оп-
тималних решења за реалне инстанце мањих димензиjа. Добиjена оптимална
решења и горње границе вредности функциjе циља коришћене су за оцену пер-
форманси три дизаjниране метахеуристичке методе: BVNS, SVNS и BVNSi на
реалним инстанцама мањих димензиjа. Развиjене метахеуристичке методе су
затим тестиране на реалним инстанцама средњих димензиjа и већим генериса-
ним инстанцама.
Анализа параметара
Пре евалуациjе перформанси предложених BVNS, SVNS и BVNSi метода на
свим тест инстанцама, извршен jе низ експеримената на подскупу тест инстанци
како би се пронашла адекватна вредност параметра rmax у BVNS и SVNS и
параметра α код SVNS методе. За обе вариjанте BVNSi методе (BVNSiB и
BVNSiF ), извршени су тестови подешавања параметара rmax и p. Експерименти
подешавања параметара су извршени на подскупу од 12 изабраних инстанци
коjи садржи: 6 реалних инстанци мањих димензиjа, 4 средње реалне инстанце
и 2 генерисане инстанце већих димензиjа. Само неколико наjмањих и неколико
наjвећих инстанци jе коришћено у експериментима за подешавање параметара,
с обзиром да се за прве добиjаjу оптимална решења независно од вредности
параметара, а за друге jе потребно доста времена како би се завршили сви
тестови.
Прво су посматране различите формуле за rmax коjе зависе од максималног
броjа тура kmax код BVNS методе. Ове формуле су одабране на основу истра-
живања коjа се односе на VNS методу из литературе. У тестовима коjи су овде
вршени параметар itermax има фиксну вредност 5. За сваку од посматраних
формула за rmax и за сваку од инстанци, BVNS jе извршаван 5 пута. Резултати
су представљени Табелом 7.6 на исти начин као и при тестирању параметара у
случаjу проблема VSP-P. Име инстанце jе садржано у колони Tn,m,kmax , где jе n
броj локациjа, m броj возила и kmax максималан броj тура коjе возило може да
направи током радног дана. Сваки део Табеле 7.6 одговара jедноj од тестира-
них формула за rmax и састоjи се из четири колоне: вредност функциjе циља
наjбољег решења (best) добиjеног BVNS методом кроз 5 узастопних пуштања,
просечно укупно време извршавања (ttot), просечно време коjе jе потребно за
добиjање наjбољег решења (t) и просечно процентуално одступање (gap) BVNS
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решења у односу на наjбоље добиjено у посматраних 5 пуштања. Сва времена
коjа су приjављена изражена су у секундама. Наjбоље добиjене вредности кроз
цео експеримент за rmax су истакнуте у Табели 7.6. Последњи ред, означен
са Просек, садржи просечне вредности представљених података у свакоj од
колона и за свако тестирано rmax, а наjбоље вредности су истакнуте. При-
марни критериjум за анализу и подешавање параметара jе квалитет добиjених




]+1, с обзиром да jе њеном применом добиjена наjмања просечна
вредност функциjе циља (20,027).
У случаjу SVNS методе, примењена jе иста стратегиjа за подешавање па-
раметра rmax и резултати су представљени Табелом 7.7. При тестирању rmax,
параметар α има фиксну вредност 0,05 а вредност itermax = 5 jе такође ко-
ришћена код критериjума заустављања. Из резултата представљених у Та-
бели 7.7, може се закључити да су разлике у просечним вредностима функциjе
циља, просечним временима и просечним одступањима прилично мале када
се користе различите формуле за rmax, што указуjе на стабилност предложене
SVNS методе. Формула rmax = [kmax2 ] + 3 води ка наjмањоj просечноj вредно-
сти функциjе циља (20,280). Иако просечно време извршавања при примени
ове формуле ниjе наjкраће, она води ка решењима наjбољег квалитета па jе
изабрана за даља тестирања дизаjниране SVNS методе.
Табелом 7.8, представљени су резултати експеримената за одређивање наj-
боље вредности параметра α коjи се користи у SVNS методи. Посматрано jе 8
различитих вредности за α, рангираних од α = 0, 025 до α = 0, 900. Код ових
тестова, коришћена jе формула rmax = [kmax2 ] + 3, одабрана на основу претход-
них тестирања параметра rmax. За сваку тестирану вредност параметра α и
сваку инстанцу посматраног подскупа, SVNS jе извршаван 5 пута. Резултати
су представљени на исти начин као у Табелама 7.6-7.7. Вредност α = 0, 05 jе по-
казала наjбоље перформансе у смислу квалитета добиjених решења, с обзиром
да jе њеним коришћењем добиjена наjмања просечна вредност функциjе циља
(20,280), док просечно време извршавања прихватљиво веће у односу на друге
тестиране вредности. Из тог разлога, вредност параметра α jе постављена на
0,05 у даљим експериментима са SVNS методом.
За обе вариjанте предложене BVNSi методе, BVNSiB и BVNSiF , извршена
су тестирања у циљу одређивања адекватних вредности параметара rmax и p.
Наjпре jе разматрана метода BVNSiB и 8 различитих формула за rmax (истих
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као код BVNS и SVNS метода) при чему jе за параметар p узета формула
p = 1/(n + 1). Добиjени резултати су представљени Табелом 7.9, коjа има
исту структуру као и Табела 7.6.
На основу резултата тестирања параметра rmax методе BVNSiB приказаних
у Табели 7.9 може се видети да jе наjбоља вредност у смислу квалитета до-
биjених решења на изабраном скупу истанци rmax = bkmax+12 c + 2. У погледу
просечних времена извршавања и просечних процентуалних одступања решења
у односу на наjбоља добиjена у 5 узастопних извршавања, BVNSiB алгоритам
jе наjуспешниjи при коришћењу формуле rmax = [kmax2 ]. Како jе квалитет ре-
шења примарни критериjум у анализи и подешавању параметара, изабрана jе
формула rmax = bkmax+12 c + 2 и она jе коришћена у свим даљим тестирањима
методе BVNSiB.
Након избора одговараjуће формуле за rmax у методи BVNSiB, извршен jе
низ експеримената за подешавање параметра p. Параметар p има исто значење
као и у методи BVNS коjа jе дизаjнирана за решавање проблема VSP-P. Из
тог разлога су тестиране исте формуле коjе одражаваjу зависност овог пара-
метра од укупног броjа локациjа n (видети одељак 7.1). Резултати тестирања
параметра p у методи BVNSiB представљени су Табелом 7.10.
Имаjући у виду просечне вредности резултата у Табели 7.10, међу тести-
раним формулама за избор адекватне зависности између параметра p и броjа
локациjа n, наjбољи просечни квалитет решења остваруjе се коришћењем фор-
муле p = 1/(n + 1). Наиме, просечна вредност функциjе циља на датом скупу
инстанци (20,274) jе наjмања међу одговараjућим вредностима при примени
осталих тестираних формула за p. Из тог разлога, формула p = 1/(n + 1) jе
изабрана за даља тестирања методе BVNSiB, без обзира што просечно време
извршавња и просечно одступање у односу на наjбоље пронађено решење у 5
узастопних пуштања ове методе на датум скупу инстанци нису наjмањи у по-
ређењу са осталим тестираним формулама.
Исти тестови за одређивање адекватних избора вредности параметара rmax
и p поновљени су за методу BVNSiF , коjа користи стратегиjу првог побољшања
у фази локалне претраге. Добиjени резултати представљени су Табелама 7.11
- 7.12. При тестирању разматраних формула за rmax, вредност параметра p jе
такође постављена на вредност p = 1/(n+ 1). На основу резултата приказаних
у Табели 7.11 изабрана jе формула rmax = bkmax2 c + 3, коjа jе потом коришћена
при тестирању 8 формула за избор параметра p. Како jе формула p = 3/(n+3)
110
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дала наjмању просечну вредност функциjе циља наjбољих пронађених решења
(20,468) на посматраном скупу инстанци (видети Табелу 7.12), изабран jе пар
rmax = bkmax2 c + 3 и p = 3/(n + 3) у даљим испитивањима перформанси методе
BVNSiF .
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Резултати и поређења
Предложени BVNS, SVNS и BVNSi алгоритми су евалуирани на свим ре-
алним и генерисаним тест примерима. Сваки од алгоритама jе узастопно из-
вршаван 30 пута на свакоj инстанци. Све три предложене метахеуристичке
методе користе комбинациjу два критериjума заустављања: достигнут макси-
малан броj итерациjа ( itermax) и прекорачен лимит времена извршавања (tmax).
Алгоритми се заустављаjу када се испуни jедан од та два услова. Вредности
параметара коjи се користе код критериjума заустављања су:
• itermax = 5, tmax = 1s за реалне инстанце малих димензиjа;
• itermax = 6 код BVNS и BVNSiB, itermax = 10 код SVNS и BVNSiF , tmax =
500s за реалне инстанце средњих димензиjа;
• itermax = 8 код BVNS и BVNSiB, itermax = 15 код SVNS и BVNSiF , tmax =
20000s за генарисане инстанце.
Изабране су различите вредности параметра itermax, имаjући у виду да су SVNS
и BVNSiF алгоритми значаjно бржи од BVNS и BVNSiB, jер користе стратегиjу
првог побољшања у фази локалне претраге.
Наjпре су у Табели 7.13 представљени експериментални резултати на ре-
алним инстанцама малих димензиjа коришћењем Lingo решавача, добиjени у
оквиру ограниченог времена извршавања од 10h. Прва колона Tn,m,kmax садржи
назив инстанце. У другоj колони представљена jе вредност функциjе циља коjа
одговара оптималном решењу. Наредних шест колона представљаjу детаљниjе
резултате тестирања MIQCP/MILP формулациjа Lingo решавачем и садрже:
вредност функциjе циља наjбољег пронађеног допустивог решења (UB), одго-
вараjућу доњу границу вредности функциjе циља (LB) и време извршавања
(t(s)). У колонама UB и LB jе коришћена ознака opt у одговараjућим пољима
у случаjу када се UB и LB поклапаjу са opt.sol.. Ако у оквиру датог вре-
мена извршавања ниjе пронађено оптимално или допустиво решење, ознака /
jе уписана у одговараjуће поље.
Из резултата представљених у Табели 7.13 може се видети да jе MILP фор-
мулациjа успешниjа од MIQCP. Коришћењем MILP модела, Lingo решавач jе
нашао оптимална решења за сваку од 32 инстанце малих димензиjа, са изузет-
ком инстанце T4,4,4, за коjу jе пронађено допустиво решење. Користећи MIQCP
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Табела 7.13: Експериментални резултати Lingo решавача на реалним инстан-
цама малих димензиjа
Инстанце MIQCP MILP
Tn,m,kmax opt. sol. UB LB t(s) UB LB t(s)
T3,2,4 16,874 opt opt 121,170 opt opt 56,620
T3,3,2 9,780 opt opt 61,400 opt opt 18,880
T3,3,3 13,727 opt opt 2719,230 opt opt 209,530
T3,3,4 16,303 21,2843 15,597 36000,000 opt opt 1950,930
T3,3,5 17,164 23,919 16,430 36000,000 opt opt 4735,130
T3,4,2 10,750 opt opt 1385,230 opt opt 368,970
T3,4,3 13,897 18,216 13,727 36000,000 opt opt 2851,73
T3,4,4 16,303 / / 36000,000 opt opt 17687,21
T3,5,2 12,294 opt opt 8917,850 opt opt 793,320
T4,2,3 13,040 opt opt 15,300 opt opt 36,170
T4,2,4 13,446 opt opt 260,910 opt opt 81,940
T4,3,2 10,580 opt opt 92,420 opt opt 24,980
T4,3,3 12,299 opt opt 7903,180 opt opt 737,060
T4,4,2 11,151 opt opt 848,820 opt opt 160,110
T4,4,3 14,299 16,813 13,934 36000,000 opt opt 2941,23
T4,4,4 / 22,0757 15,799 36000,000 16,874 16,589 36000,000
T4,5,2 10,866 opt opt 11146,910 opt opt 1297,770
T5,2,3 10,754 opt opt 54,900 opt opt 16,410
T5,2,4 13,156 opt opt 2454,280 opt opt 1560,850
T5,3,2 10,750 opt opt 259,370 opt opt 39,240
T5,3,3 13,156 13,959 12,503 36000,000 opt opt 1517,030
T5,3,4 16,589 20,647 16,259 36000,000 opt opt 5315,82
T5,4,3 13,156 17,450 12,961 36000,000 opt opt 3717,61
T5,5,2 11,437 11,607 11,437 36000,000 opt opt 3407,02
T6,2,3 11,727 opt opt 540,220 opt opt 19,070
T6,2,4 13,326 opt opt 26915,830 opt opt 883,280
T6,3,2 10,294 opt opt 172,550 opt opt 78,760
T6,3,3 12,870 opt opt 26787,01 opt opt 1729,44
T6,4,2 10,009 opt opt 5144,310 opt opt 243,130
T6,5,2 10,866 14,534 10,294 36000,000 opt opt 5212,77
T7,3,3 12,299 13,156 12,299 36000,000 opt opt 608,950
T7,5,2 10,580 13,843 10,253 36000,000 opt opt 13751,400
Просек / / / 17618,918 12,832 12,823 3376,636
формулациjу, само 19 од 32 инстанце малих димензиjа су решене до оптимално-
сти у оквиру постављеног лимита времена извршавања. Допустива решења су
добиjена за 12 од преосталих 13 инстанци, док у случаjу jедне инстанце (T3,4,4),
Lingo ниjе успео да пронађе чак ни допустиво решење користећи предложен
MIQCP модел. Просечно време извршавања Lingo решавача при тестирању
MILP формулациjе износи 3376,636s, што jе преко 5 пута брже од просечног
времена извршавања коришћењем MIQCP модела (17618,918s).
У Табели 7.14 представљени су резултати тестирања предложених BVNS и
SVNS метода на скупу малих инстанци. Прва колона садржи име инстанце, док
се друга и трећа колона ове табеле односе на наjбоље Lingo резултате добиjене
при тестирању предложених MIQCP и MILP формулациjа. У колони best.sol.
налази се вредност функциjе циља коjа одговара наjбољем решењу добиjеном
коришћењем Lingo решавача, а у колони t(s) одговараjуће време извршавања.
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Табела 7.14: Експериментални резултати BVNS и SVNS методе на реалним
инстанцама малих димензиjа
Инстанце Lingo BVNS SVNS
Tn,m,kmax best. sol. t(s) best ttot(s) t(s) gap(%) best ttot(s) t(s) gap(%)
T3,2,4 16,874 56,620 opt 0,001 0,000 0,734 opt 0,001 0,000 0,282
T3,3,2 9,780 18,880 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T3,3,3 13,727 209,530 opt 0,000 0,000 0,000 opt 0,001 0,000 0,000
T3,3,4 16,303 1950,930 opt 0,001 0,000 0,000 opt 0,002 0,000 0,000
T3,3,5 17,164 4735,130 opt 0,005 0,002 0,999 opt 0,002 0,001 0,610
T3,4,2 10,750 368,970 opt 0,000 0,000 2,365 opt 0,001 0,001 0,622
T3,4,3 13,897 2851,73 opt 0,002 0,000 2,696 opt 0,002 0,001 2,503
T3,4,4 16,303 17687,21 opt 0,004 0,001 0,035 opt 0,002 0,000 0,000
T3,5,2 12,294 793,320 opt 0,001 0,000 0,930 opt 0,001 0,000 0,000
T4,2,3 13,040 15,300 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T4,2,4 13,446 81,940 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T4,3,2 10,580 24,980 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T4,3,3 12,299 737,060 opt 0,001 0,000 1,936 opt 0,000 0,000 2,013
T4,4,2 11,151 160,110 opt 0,000 0,000 3,416 opt 0,000 0,000 3,587
T4,4,3 14,299 2941,23 opt 0,002 0,001 0,666 opt 0,002 0,000 0,266
T4,4,4 16,874 36000,000 16,874 0,004 0,001 1,129 16,874 0,005 0,001 0,452
T4,5,2 10,866 1297,770 opt 0,001 0,000 2,191 opt 0,001 0,000 1,139
T5,2,3 10,754 16,410 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T5,2,4 13,156 1560,850 opt 0,001 0,000 1,540 opt 0,001 0,000 0,873
T5,3,2 10,750 39,240 opt 0,000 0,000 0,215 opt 0,000 0,000 0,036
T5,3,3 13,156 1517,030 opt 0,001 0,000 1,375 opt 0,001 0,000 1,448
T5,3,4 16,589 5315,82 opt 0,002 0,000 0,919 opt 0,001 0,000 0,115
T5,4,3 13,156 3717,61 opt 0,003 0,001 1,231 opt 0,002 0,001 0,869
T5,5,2 11,437 3407,02 opt 0,001 0,000 2,415 opt 0,001 0,001 1,499
T6,2,3 11,727 19,070 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,2,4 13,326 883,280 opt 0,001 0,000 0,089 opt 0,001 0,000 0,088
T6,3,2 10,294 78,760 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,3,3 12,870 1729,44 opt 0,001 0,000 0,000 opt 0,001 0,000 0,000
T6,4,2 10,009 243,130 opt 0,000 0,000 0,000 opt 0,001 0,000 0,000
T6,5,2 10,866 5212,77 opt 0,002 0,001 1,402 opt 0,002 0,000 0,701
T7,3,3 12,299 608,950 opt 0,001 0,000 0,774 opt 0,001 0,001 0,929
T7,5,2 10,580 13751,400 opt 0,001 0,000 2,430 opt 0,002 0,000 1,620
Просек 12,832 3375,984 12,832 0,001 0,000 0,921 12,832 0,001 0,000 0,614
Експериментални резултати предложених метахеуристичких метода BVNS и
SVNS на реалним инстанцама малих димензиjа су представљени на следећи
начин. За сваку методу, прва колона садржи вредност функциjе циља коjа од-
говара наjбољем пронађеном решењу (best), при чему jе са opt означен случаj
када се то решење поклапа са оптималним opt.sol. Следеће две колоне коjе се
односе време извршавања посматране методе и садрже просечно укупно време
извршавања (ttot) и просечно време коjе jе било неопходно да се достигне наj-
боље пронађено решење (t) применом те методе. На краjу, у колони (gap) налази
се просечно процентуално одступање добиjених решења у односу на оптимална,
рачунато на основу 30 узастопних пуштања. Сва времена извршавања су из-
ражена у секундама. Последњи ред Табеле 7.14, означен са Просек садржи
просечне вредности свих представљених резултата.
Из резултата приказаних у Табели 7.14, може се видети да обе предложене
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Табела 7.15: Експериментални резултати BVNSiB и BVNSiF методе на реалним
инстанцама малих димензиjа
Инстанце Lingo BVNSiB BVNSiF
Tn,m,kmax best. sol. t(s) best ttot(s) t(s) gap(%) best ttot(s) t(s) gap(%)
T3,2,4 16,874 56,620 opt 0,001 0,000 0,847 opt 0,001 0,000 0,564
T3,3,2 9,780 18,880 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T3,3,3 13,727 209,530 opt 0,000 0,000 0,029 opt 0,001 0,000 0,000
T3,3,4 16,303 1950,930 opt 0,001 0,000 0,000 opt 0,000 0,000 0,000
T3,3,5 17,164 4735,130 opt 0,003 0,000 1,131 opt 0,002 0,000 1,032
T3,4,2 10,750 368,970 opt 0,000 0,000 1,867 opt 0,000 0,000 1,494
T3,4,3 13,897 2851,73 opt 0,001 0,000 2,407 opt 0,001 0,000 2,792
T3,4,4 16,303 17687,21 opt 0,003 0,000 0,070 opt 0,002 0,000 0,070
T3,5,2 12,294 793,320 opt 0,000 0,000 0,465 opt 0,000 0,000 0,155
T4,2,3 13,040 15,300 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T4,2,4 13,446 81,940 opt 0,000 0,000 8,363 opt 0,000 0,000 0,000
T4,3,2 10,580 24,980 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T4,3,3 12,299 737,060 opt 0,000 0,000 8,363 opt 0,000 0,000 6,350
T4,4,2 11,151 160,110 opt 0,000 0,000 5,160 opt 0,000 0,000 4,441
T4,4,3 14,299 2941,23 opt 0,001 0,000 0,266 opt 0,001 0,000 0,000
T4,4,4 16,874 36000,000 16,874 0,002 0,001 1,196 16,874 0,002 0,001 0,857
T4,5,2 10,866 1297,770 opt 0,000 0,000 5,876 opt 0,000 0,000 4,120
T5,2,3 10,754 16,410 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T5,2,4 13,156 1560,850 opt 0,000 0,000 6,183 opt 0,000 0,000 5,600
T5,3,2 10,750 39,240 opt 0,000 0,000 0,359 opt 0,000 0,000 0,215
T5,3,3 13,156 1517,030 opt 0,000 0,000 2,534 opt 0,000 0,000 2,389
T5,3,4 16,589 5315,82 opt 0,001 0,001 0,689 opt 0,001 0,000 0,517
T5,4,3 13,156 3717,61 opt 0,001 0,001 2,534 opt 0,001 0,000 2,244
T5,5,2 11,437 3407,02 opt 0,000 0,000 1,999 opt 0,000 0,000 1,083
T6,2,3 11,727 19,070 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,2,4 13,326 883,280 opt 0,000 0,000 6,776 opt 0,000 0,000 4,811
T6,3,2 10,294 78,760 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,3,3 12,870 1729,44 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,4,2 10,009 243,130 opt 0,000 0,000 0,000 opt 0,000 0,000 0,000
T6,5,2 10,866 5212,77 opt 0,000 0,000 0,789 opt 0,000 0,000 0,701
T7,3,3 12,299 608,950 opt 0,001 0,000 1,936 opt 0,000 0,000 1,394
T7,5,2 10,580 13751,400 opt 0,000 0,000 2,520 opt 0,000 0,000 2,160
Просек 12,832 3375,984 12,832 0,000 0,000 1,949 12,832 0,000 0,000 1,343
методе достижу сва оптимална решења на тест примерима малих димензиjа
коjе jе Lingo решио до оптималности, а у случаjу инстанце T4,4,4, решења до-
биjена дизаjнираним метахеуристичким методама се поклапаjу са допустивим
Lingo решењем. BVNS и SVNS просечно укупно време извршавања jе значаjно
краће од просечног времена извршавања Lingo решавача. На основу просеч-
них вредности колона ttot и ts, може се извести закључак да су BVNS и SVNS
методе подjеднако брзе на малим тест примерима, али jе SVNS метода стабил-
ниjа у поређењу са BVNS, с обзиром да jе добиjено мање просечно одступање
рачунато у односу на оптимална решења (0,614% за SVNS, а 0,921% за BVNS).
Резултати тестирања две вариjанте методе BVNSi на скупу реалних ин-
станци малих димензиjа представљени су Табелом 7.15. Структура Табеле 7.15
jе иста као код Табле 7.14, стим што последњих 8 колона садрже резултате
тестирања метода BVNSiB и BVNSiF .
122
ГЛАВА 7. ЕКСПЕРИМЕНТАЛНИ РЕЗУЛТАТИ
Анализирањем просечних вредности резултата приказаних у Табели 7.15,
може се закључити да обе вариjанте BVNSi достижу сва позната оптимална ре-
шења на скупу реалних инстанци малих димензиjа за занемарљиво мало време
извршавања. Поређењем резултата све четири методе (BVNS, SVNS, BVNSiB и
BVNSiF ), односно просечних вредности приказаних у одговараjућим колонама
Табела 7.14 - 7.15, примећуjе се да су BVNSiB и BVNSiF за ниjансу брже од пре-
дложених BVNS и SVNS метода, али су и мање стабилне. Применом метода
BVNSiB и BVNSiF на скупу малих инстанци добиjена су просечна проценту-
ална одступања у односу на оптимална решења у износу од 1,949% и 1,343%,
што jе, редом, два пута веће од одговараjућих вредности (0,921% и 0,614%) за
методе BVNS и SVNS. Притом jе коректно поредити BVNSiB са BVNS, као и
BVNSiF са SVNS методом, с обзиром да користе исту стратегиjу у фази локалне
претраге.
Експериментални резултати на скупу реалних инстанци средњих димензиjа
и скупу генерисаних инстанци представљени су Табелом 7.16. На овим тест
примерима, Lingo ниjе успео да пронађе чак ни допустиво решење у оквиру 10h
извршавања. Из тог разлога, Табела 7.5 садржи само резултате добиjене приме-
ном предложених метахеуристичких метода. Резултати на реалним инстанцама
су представљени у горњем делу Табеле 7.16, а на генериснаним инстанцама ве-
ћих димензиjа налазе се у доњем делу, при чему су колоне коjе одговараjу свакоj
од метода организоване на исти начин као у Табелама 7.14 - 7.15.
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На основу резултата приказаних у горњем делу Табеле 7.16, може се за-
кључити да jе BVNS метода незнатно боља од остале три методе у погледу
просечне вредности функциjе циља (26,057). Такође, ова метода се показала и
наjстабилниjом, с обзиром да просечно процентуално одступање добиjних ре-
шења у односу на наjбоља позната решења има наjнижу вредност (2,629 %).
Што се тиче просечног времена извршавања, наjбржа метода jе BVNSiF , коjоj
jе у просеку било неопходно 89,951s да достигне своjе наjбоље решење. Са друге
стране BVNSiF метода даjе решења лошиjег квалитета у односу на преостале
три методе, с обзиром да jе просечна вредност функциjе циља при примени
методе BVNSiF (26,211) већа од одговарjућих вредности добиjених тестирањем
осталих метода. Ако предложене методе поредимо у пару, BVNS са SVNS и
BVNSiB са BVNSiF (имаjући у виду да користе исте структуре околина, а ра-
зликуjу се према стратегиjи у фази локалне претраге), можемо закључити да
су на посматраном скупу реалних инстанци средњих димензиjа, методе коjе
користе стратегиjу првог побољшања (BVNS и BVNSiB) око 1,5 пута брже од
метода коjе користе стратегиjу наjбољег побољшања (SVNS и BVNSiF ), али
са друге стране даjу решења лошиjег квалитета. При анализирању резултата
на свакоj од инстанци поjединачно, може се приметити да су, упркос слабиjоj
стабилности методе BVNSiB и лошиjем квалитету решења код методе BVNSiF ,
обе вариjанте дизаjниране BVNSi методe успеле да пронађу два нова наjбоља
позната решења, у случаjу инстанци T5,20,20 и T7,5,6.
Експериметални резултати предложених метахеуристичких метода на скупу
од 10 генерисаних инстанци већих димензиjа (означених словом r), коjе прате
структуру реалних инстанци, представљени су у доњем делу Табеле 7.16. На
основу приказаних резултата може се закључити да метода BVNS постиже наj-
бољи просечни квалитет решења с обзиром да jе њеном применом добиjена
наjнижа просечна вредност функциjе циља (51,773) на скупу генерисаних ин-
станци. Такође, BVNS метода се показала и наjстабилниjом са наjнижом вред-
ношћу просечног процентуалног одступања добиjених решења у односу на наj-
боља позната (4,048 %). У смислу просечног времена извршавања, наjбоље пер-
формансе jе показала SVNS метода коjа jе пронашла решења високог квалитета
18 пута брже у односу на BVNS методу, што jе заправо резултат стратегиjе наj-
бољег побољшања коjа се користи у фази локалне претраге код SVNS. Лошиjи
квалитет решења BVNSi методе, коjи се примећуjе и при тестирању инстанци
средњих димензиjа, долази до изражаjа на скупу генерисаних тест примера.
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Штавише, при тестирању инстанце T r20,30,15, ни jедна од BVNSiB и BVNSiF ме-
тода ниjе успела да поправи инициjално решење за 20000s извршавања. Из тог
разлога jе и просечно време извршавања на генерисаним инстанцама као и про-
сечно процентуално одступање добиjених решења у односу на наjбоља позната
решења показало лошиjе перформансе ове методе у поређењу са предложеним
BVNS и SVNS метахеуристикама. Међутим и поред слабиjих перформанси у
односу на BVNS методу у смислу квалитета добиjених решења, предложена
SVNS метода jе успела да пронађе нова наjбоље позната решења у случаjу
три генерисане инстанце већих димензиjа (T r15,30,25, T r20,40,20 и T r25,50,15), док jе
BVNSiB методом пронађено наjбоље познато решење за инстанцу T r30,30,25.
Имплементациjе и експериментални резултати тестирања дизаjнираних BVNS
и SVNS метода изложени су у раду [7]. Предложене BVNS и SVNS методе су
показале значаjно боље перформансе у односу на вариjанту методе променљи-
вих околина коjа jе претходно дизаjнирана и изложена у раду [6], па су њен




Предмет ове докторске дисертациjе jе нов проблем распоређивања возила
при оптимизациjи транспорта пољопривредних сировина. Рад jе мотивисан
реалним проблемом организациjе транспорта шећерне репе у jедноj фабрици
шећера у Србиjи, али се развиjени математички модели и методе решавања уз
адекватне модификациjе могу применити на сродне проблеме коjи се jављаjу
при оптимизациjи транспорта сировина. Разматрани проблем распоређивања
возила VSP jе детаљно описан и развиjени су одговараjући математички мо-
дели коjи укључуjу карактеристике и ограничења проблема. Поред полазног
проблема, проучаван jе и његов потпроблем VSP-P коjи jе добиjен уклањањем
два сложена ограничења коjа се односе на сусрете возила на локациjама и у
кругу фабрике. Полазни проблем VSP jе доста сложениjи jер та два услова
захтеваjу посебну пажњу приликом моделирања и дизаjнирања метода за ре-
шавање.
Проблем распоређивања возила VSP-P формулисан jе у облику MIQCP мо-
дела коjи jе потом трансформисан у еквивалентан MILP модел. Тестирања
добиjене MILP формулациjе егзактним CPLEX решавачем су показала да се
оптимална решења добиjаjу само на реалним инстанцама мањих димензиjа. У
циљу решавања инстанци проблема већих димензиjа, дизаjниране су две мета-
хеуристичке методе: Општа метода променљивих околина (BVNS) и Похлепна
стохастичко-адаптивна процедура претраге (GRASP). Сериjе прелиминарних
тестова су извршене на подскупу тест инстанци у циљу одређивања адекват-
них вредности параметара у предложеним методама. Поређењем и анализира-
њем добиjених резултата на скупу свих реалних и генерисаних тест примера
закључено jе да су обе предложене методе успешне при решавању проблема
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VSP-P. Притом се BVNS метода показала бољом у погледу квалитета добиjе-
них решења и стабилности, док jе GRASP надмашила BVNS са аспекта времена
извршавања, али са нешто лошиjим квалитетом добиjених решења.
За проблем распоређивања возила VSP, наjпре jе предложена MIQCP фор-
мулациjа из коjе jе одговараjућим трансформациjама добиjен еквивалентан
MILP модел. С обзиром на значаjно повећање броjа променљивих и ограни-
чења при линеаризациjи MIQCP модела, обе формулациjе су тестиране Lingo
решавачем. Добиjена су оптимална или допустива решења само на тест приме-
рима малих димензиjа, при чему се MILP формулациjа показала успешниjом
од MIQCP. За решавање реалних инстанци већих димензиjа, дизаjниране су
три вариjанте методе променљивих околина: Општа метода променљивих око-
лина (BVNS), Адаптивна метода променљивих околина (SVNS) и Побољшана
општа метода променљивих околина (BVNSi). У BVNS jе коришћена страте-
гиjа наjбољег, а у SVNS стратегиjа првог побољшања у фази локалне претраге,
док jе BVNSi метода дизаjнирана у две вариjанте, jедна са стратегиjом пр-
вог (BVNSiF ), а друга са стратегиjом наjбољег побољшања (BVNSiB) у фази
локалне претраге. Извршени су прелиминарни експерименти на репрезента-
тивном скупу инстанци како би се изабрале адекватне вредности параметара
предложених метода. Затим су дизаjниране методе тестиране на свим малим
и средњим реалним инстацама и на генерисаним инстанцама већих димензиjа.
При тестирању инстанци малих димензиjа, нема великих разлика у перфор-
мансама дизаjнираних метода, али са порастом димензиjе тест примера приме-
ћене су веће разлике у добиjеним резултатима. Генерално, методе коjе користе
стратегиjу наjбољег побољшања у фази локалне претраге (BVNS и BVNSiB) су
успешниjе када jе у питању квалитет решења, а методе са стратегиjом првог по-
бољшања (SVNS и BVNSiF ) имаjу значаjно краће време извршавања и притом
даjу решења високог квалитета. Општи закључак jе да се приступ заснован на
методи променљивих околина показао ефикасним за решавање проблема VSP.
Научни допринос ове дисертациjе састоjи се из више аспеката. Наjзначаjниjи
резултати овог истраживања су:
• формулисање новог проблема распоређивања возила VSP и његовог пот-
проблема VSP-P,
• формулисање адекватних математичких модела мешовитог целоброjног
програмирања са квадратним ограничењима (MIQCP) за VSP и VSP-P,
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• линеаризациjа MIQCP модела, односно њихова трансформациjа у моделе
мешовитог целоброjног линеарног програмирања (MILP),
• анализа сложености разматраног проблема. Прецизниjе, доказано jе да jе
посматрани VSP НП-тежак проблем оптимизациjе, као и његов потпро-
блем VSP-P,
• дизаjнирање и имплементациjа неколико метахеуристичких метода за ре-
шавање VSP и VSP-P. Елементи предложених метода су прилагођени
разматраним проблемима, али се, уз адекватне модификациjе, могу ко-
ристити за дизаjнирање метахеуристичких метода за решавање сличних
проблема,
• развиjени софтвери се могу употребити у пракси у реалним транспортним
системима.
Резултати приказани у овоj докторскоj дисертациjи представљаjу научни
допринос областима комбинаторне оптимизациjе, математичког моделирања,
метахеуристичких метода и операционих истраживања.
На основу добиjених резултата може се закључити да предложени матема-
тички модели и методе имаjу велики потенциjал за решавање проблема распо-
ређивања возила. Из тог разлога, jедан од праваца будућег истраживања jе
прилагођавање предложених математичких модела и имплементациjа метахе-
уристичких метода за решавање сличних проблема. Генерално, то ниjе jедно-
ставан задатак jер чак и врло мале разлике у карактеристикама проблема могу
довести до крупних промена у математичком моделу као и у имплементациjи
метахеуристичких метода.
Други правац будућег рада би се састоjао у комбиновању предложених им-
плементациjа са егзактним методама у циљу добиjања оптималних решења или
поправљања горње границе на инстанцама великих димензиjа. Такође, хибри-
дизациjа са другим метахеуристичким методама може водити ка бољим пер-
формансама у погледу квалитета добиjених решења, времена извршавања и
стабилности.
У будућим истраживањима планирано jе и проширење предложених ма-
тематичких модела додавањем нових ограничења коjа се природно jављаjу у
пракси, као што jе организациjа транспорта са више депоа и коришћење возила
коjа нису хомогена, одосно немаjу исти капацитет и техничке карактеристике.
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За те сложениjе проблеме изазов jе развити метахеуристичке методе решавања
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