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Abstract
In this thesis we reformulate the bosonic sector of eleven dimensional
supergravity as a simultaneous nonlinear realisation based on the confor-
mal group and an enlarged affine group called G11. The vielbein and the
gauge fields of the theory appear as space-time dependent parameters of
the coset representatives. Inside the corresponding algebra g11 we find
the Borel subalgebra of e7, whereas performing the same procedure for
the Borel subalgebra of e8 we have to add some extra generators. The
presence of these new generators lead to a new formulation of gravity,
which includes both a vielbein and its dual. We make the conjecture that
the final symmetry of M-theory should be described by a coset space, with
the global and the local symmetry given by the Lorentzian Kac-Moody
algebra e11 and its subalgebra invariant under the Cartan involution, re-
spectively. The pure gravity itself in D dimensions is argued to have a
coset symmetry based on the very extended algebra A+++D−3 . The tensor
generators of a very extended algebra are divided into representations
of its maximal finite dimensional subalgebra. The space-time transla-
tions are thought to be introduced as weights in a basic representation
of the Kac-Moody algebra. Some features of the root system of a general
Lorentzian Kac-Moody algebra are discussed, in particular those related
to even self-dual lattices.
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1
Introduction
A central theme in fundamental physics during the twentieth century was
the search for ways to bring together gravity and quantum mechanics,
that is, to find a gravitational theory at the Planck length. Until 1995
the best candidates for the theory of everything were the ten-dimensional
superstrings. Although the superstrings succeeded to shine new light on
the issue of quantum gravity, one of the major problems was that the
number of different self-consistent superstring theories was not one, but
five. Also the required ten-dimensional space-time is somewhat startling,
since supersymmetry permits a supersymmetric field theory in eleven di-
mensions. The discoveries of the supermembrane and the superfivebrane
then made it clear that the superstring theories cannot be the whole
story. In the last few years just before the new millennium, Edward
Witten opened a new window revealing a mysterious theory called M-
theory. It is a non-perturbative theory in eleven dimensions, where the
various superstrings correspond to different extremal regions of the cou-
pling constants arising after compactification and related by dualities to
one another. At the low energy limit, M-theory is described by eleven
dimensional supergravity.
This thesis work deals with the possible symmetries of M-theory, hav-
ing eleven dimensional supergravity as the starting point. The symmetry
groups appear manifestly by using a technique called nonlinear realisa-
tion. Typically, one has a Lie group as the global symmetry group, while
the local symmetry is its maximal compact subgroup. Certain features
of eleven dimensional supergravity and its dimensionally reduced theo-
ries seem to point towards a rank eleven Lorentzian Kac-Moody algebra
named e11.
The outline of this thesis is the following: Chapter 2 deals with
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nonlinear realisations. First the general theory is reviewed, detailed cal-
culations are then carried out for the scalar fields of type IIB supergravity
and the bosonic part of eleven dimensional supergravity. The correct field
equations of the latter are obtained by simultaneous nonlinear realisation
based on a group called G11 and the conformal group, both having the
Lorentz group as the local subgroup.
In Chapter 3 some basic properties of Lorentzian Kac-Moody al-
gebras are presented, with the focus being mainly on the root system.
Conditions are found for a Lorentzian Kac-Moody algebra to include a
real principal so(2,1) subalgebra. Also, a section is devoted to the so
called very extension of a finite dimensional Lie algebra g, which is ob-
tained from g by adding three more simple roots in a specific way. The
very extended Lie algebras related to self-dual lattices are of special in-
terest, e.g., e11, m19 and k27.
The conjecture about e11 being a symmetry of M-theory is made in
Chapter 4. It is shown that the eleven dimensional supergravity con-
tains the finite dimensional Lie groups of exceptional type as symmetries.
The concept of level is introduced, and the root space of e11 is divided
into tensor representations of its subalgebra A10. The translation gen-
erators are found to be included in a basic representation of e11. An
alternative formulation of gravity, involving a field dual to the vielbein,
is also presented in this chapter.
Conclusions are made in Chapter 5, together with some brief words
about relevant issues not covered in this thesis.
There are some loosely attached subjects included as appendices, pro-
viding short introductions to differential forms, the conformal group,
general coordinate transformations, real principal subalgebras and the
Lorentzian self-dual lattices ΠD−1;1. Last but not least, there is a sum-
mary about field transformations under the conformal group.
2
Nonlinear realisations
When the eleven dimensional supergravity is dimensionally reduced on a
n-torus to (11-n) dimensions, for n = 1, . . . , 8, the scalars in the resulting
theory can be associated with the coset space formed by a non-compact
symmetry group En divided by its maximal compact subgroup Fn, see
Table 2.1. The local subgroup Fn can be used to choose the coset repre-
Dimension En Fn
11 1 1
10, IIB SL(2) SO(2)
10, IIA SO(1,1)/Z2 1
9 GL(2) SO(2)
8 E3 ∼ SL(3)×SL(2) U(2)
7 E4 ∼ SL(5) USp(4)
6 E5 ∼ SO(5,5) USp(4)×USp(4)
5 E6 USp(8)
4 E7 SU(8)
3 E8 SO(16)
Table 2.1: Coset spaces of the supergravities.
sentatives of En/Fn to belong to the Borel subgroup of En, i.e., exponen-
tials of the Cartan and the positive root generators in En. The number
of scalar fields is then just the number of generators in the Borel subal-
gebra. Dimensional reduction of eleven dimensional supergravity to two
dimensions and one dimension is thought to be theories invariant under
the affine extension of E8, denoted E9, and the hyperbolic group E10, re-
spectively. It has been proposed that the eleven dimensional supergravity
3
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itself has some kind of exceptional geometry. The local subgroups Fn for
n = 1, . . . , 8 are the subgroups invariant under the Cartan involution,
and for the cases of n = 9, 10 one needs to introduce an involution in
order to define possible local subgroups. The gauge fields and the scalars
transform non-trivially under the En group, whereas gravity is inert un-
der this global internal symmetry group. Our goal is to treat the gauge
fields and gravity on the same footing as nonlinear realisations.
We will in this chapter first look at the general theory of nonlinear
realisations with a coset space symmetry. More detailed calculations are
then carried out for the scalar part of type IIB supergravity and the
bosonic sector of eleven dimensional supergravity. In the latter case we
will have to make simultaneous realisation of the conformal group and
the G11 group, which is the affine group IGL(11) extended with some
extra generators.
The technique of nonlinear realisations can also be applied to the
bosonic sector of IIA and IIB supergravities, the closed bosonic string as
well as the branes in M-theory, by using different coset symmetries simul-
taneously realised with the conformal group. To include supersymmetry
in the eleven dimensional supergravity, we have to consider simultaneous
realisation of the groups IGL(11|32) and OSp(1|64), where OSp(1|64) is
replacing the conformal group [1].
2.1 General theory
There is a complete duality between sets of fields, which transform lin-
early while being subject to certain nonlinear constraints, and equivalent
sets of unconstrained fields which transform according to nonlinear re-
alisation. The bridge between these two sets of fields are some massless
Goldstone bosons called preferred fields, which generally enter nonlin-
early. If nonlinear realisations are introduced by considering linear real-
isations of the preferred fields together with a constraint, the constraint
implies that the vacuum state in the theory must be non-invariant, and
the symmetry is spontaneously broken. The non-vanishing of some vac-
uum expectation values indicates the vacuum asymmetry. If some long-
range vector fields are present and the currents of the spontaneously
broken symmetries are coupled to a gauge field of the Yang-Mills type,
then the symmetry breaking manifests itself not through the appearance
of Goldstone bosons, but in the generation of mass for some of the com-
ponents of the gauge field.
Consider a general Lie group G with some specified subgroup H. Sup-
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pose that the linear irreducible representations of G
Ψ→ Ψ′ = D(g0)Ψ, g0 ∈ G (2.1)
and their decomposition into linear irreducible representations of H are
known. D(∗) denote the representations of the group, to which the field
Ψ belongs, and g0 is a group element of G. We want to find covariant
objects undergoing spontaneous symmetry breaking from G to H. A rep-
resentative g of the coset G/H is called a reducing matrix, and will obey
the following requirements
i. g belongs also to the group G, thus for any finite-dimensional rep-
resentation g0 → D(g0) the functional D(g) shall be well-defined.
The number of independent fields φa needed to parametrise g is
equal to or less than the dimensionality of G. φa are called the
preferred fields.
ii. Under the action of the group G, the reducing matrix transforms
as
g → g′ = g0gh−1(φ, g0); g0 ∈ G , h(φ, g0) ∈ H. (2.2)
iii. Under the operation of the subgroup H, the reducing matrix trans-
forms as
g → hgh−1. (2.3)
For any finite-dimensional representation, the transformation (2.2) will
become D(g) → D(g0)D(g)D(h−1). We can project the nonlinear reali-
sations out of the linear ones by defining
ψ ≡ D(g−1)Ψ, (2.4)
which transforms under G as
ψ → ψ′ = D(g′−1)Ψ′ = D(h)ψ. (2.5)
We define the reducing matrix as
g = eφaK
a
, (2.6)
where Ka are the set of infinitesimal generators of G that are not con-
tained in the algebra of H. The matrix representation of g contains at
least one column χ transforming linearly
D(g)χ→ D(g′)χ = D(g0)D(g)χ, (2.7)
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i.e., χ is a singlet under H and D(h−1)χ = χ. Expressing the components
of χ in terms of the preferred fields, we can calculate transformations of
the preferred fields under Eq. (2.2) and the local elements h by h(φ, g0) =
g′−1g0g.
The covariant derivatives are found using the outline given in [2]. The
ordinary derivative transforms as
∂µψ → D(h)∂µψ + ∂µD(h)ψ, (2.8)
using which we define a new operator
∆µψ ≡ D(g−1)∂µΨ = ∂µψ + (D(g−1)∂µD(g))ψ (2.9)
with the transformation rule
∆µψ → D(h)∆µψ. (2.10)
Note that Ψ transforms only globally according to Eq. (2.1). The oper-
ator g−1∂µg belongs to the infinitesimal algebra of G, since
g−1(x)g(x+ δx) = 1 + δxµ(g−1∂µg) + . . . (2.11)
for any infinitesimal transformation of G. We can then write g−1∂µg =
(g−1∂µg)is
i, where si is a chosen basis for the algebra and (g−1∂µg)i are
the coefficients. In a specific representation of the field Ψ, the relation
is D(g−1)∂µD(g) = (g
−1∂µg)iS
i with Si being the representations of the
basis. Using Eq. (2.2) we find
g−1∂µg → h(g−1∂µg)h−1 + h∂µh−1, (2.12)
where the inhomogeneous term belongs to the algebra of the subgroup
H. We can thus divide (g−1∂µg)i into a set transforming covariantly and
another set containing the inhomogeneity
g−1∂µg = Γµαm
α + λDµφan
a. (2.13)
The preferred fields used to parametrise the reducing matrix are denoted
φa,m
α is a basis for the subalgebra corresponding to H and na are the rest
of the basis for the total algebra of the group G. It should be noted that
mα and na are transforming independently. Eq. (2.13) defines the field
quantities Γµα andDµφa, with the latter to be interpreted as the covariant
derivatives of the preferred fields. By doing so, the inhomogeneous term
in the transformation will only affect Γµα. Putting Eq. (2.13) into the
definition of ∆µψ yields
∆µψ = ∂µψ + ΓµαM
αψ + λDµφaN
aψ, (2.14)
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where Mα and Na are the representations of the generators mα and na,
respectively. Since the left hand side and the last term on the right hand
side of the above equation are covariant, we find the covariant derivative
of an arbitrary field under the coset
Dµψ = ∂µψ + ΓµαM
αψ. (2.15)
If the group G is space-time dependent
Ψ(x)→ D(g0)Ψ(x), g0 = g0(x) ∈ G, (2.16)
the transformation of the ordinary derivative on a linear field will be
∂µΨ→ D(g0)∂µΨ(x) + ∂µD(g0)Ψ(x), (2.17)
where the second term vanishes for a space-time independent group. Us-
ing a basis Si for the generators, the transformation law becomes
∂µΨ→ D(g0)[∂µ + (g−10 ∂µg0)iSi]Ψ(x). (2.18)
Introduce now the gauge fields Aµ = Aµis
i, which transform as
Aµ → g0Aµg−10 +
1
f
g0∂µg
−1
0 , (2.19)
where f is a constant. The covariant derivative for the linear field is then
DµΨ = (∂µ + fAµiS
i)Ψ (2.20)
transforming as DµΨ → D(g0)DµΨ. We can define the antisymmetric
field strength associated with the gauge field
Fµν = ∂µAν − ∂νAµ + f [Aµ, Aν ], (2.21)
which transforms as Fµν → g0Fµνg−10 .
Introduce the nonlinear fields ψ = D(g−1)Ψ. As for the space-time
independent case, the covariant derivatives should be contained in the
quantity
∆µψ = D(g
−1)(∂µ + fAµiS
i)Ψ = (∂µ + fBµiS
i)ψ. (2.22)
The gauge field Bµ is defined as
Bµ ≡ g−1Aµg + 1
f
g−1∂µg, (2.23)
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and fulfills
Bµ → hBµh−1 + 1
f
h∂µh
−1. (2.24)
The corresponding field strength is
Bµν = ∂µBν − ∂νBµ + f [Bµ, Bν ] = g−1Fµνg (2.25)
satisfying Bµν → hBµνh−1. It is now easy to verify that ∆µψ satisfies
Eq. (2.10), and we write ∆µψ = Dµψ+ λ(Dµφa)N
aψ. In conclusion, the
covariant derivatives of an arbitrary nonlinear field and a preferred field
are
Dµψ = (∂µ + fBµαM
α)ψ
λDµφa = fBµa,
(2.26)
respectively.
Using the covariant objects (ψ, Dµψ, Dµφa and Bµν) we can construct
general Lagrangians. Since the preferred fields themselves are not trans-
forming covariantly, we cannot have any mass term (φ∗aφ
a) for these, i.e.,
they are massless bosons. On the other hand, if the group G is space-
time dependent, we can have a mass term for the gauge fields Bµ and
the preferred fields φa will be absorbed by the gauge fields. Bµα is then
still massless, while Bµa has a well-defined mass f/λ.
2.2 Type IIB supergravity
The kinetic terms of the scalar fields in the type IIB supergravity are
given in Einstein frame [3] by
LIIB = −1
2
(
∂µφ∂
µφ+ e2φ∂µχ∂
µχ
)
, (2.27)
where φ and χ are real scalar fields.
The scalar part of the total Lagrangian possesses a SU(1,1)/U(1)
coset space symmetry, with SU(1,1) being the non-compact global sym-
metry and U(1) its maximal compact subgroup. This invariance can be
shown by performing three consecutive coordinate transformations and
thus writing the Lagrangian in a manifestly invariant form. The first co-
ordinate transformation is to combine the real scalar fields into a complex
field
λ = χ+ ie−φ , λ¯ = χ− ie−φ. (2.28)
The Lagrangian becomes
LIIB = 2
(λ− λ¯)2∂µλ∂
µλ¯. (2.29)
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A Mo¨bius transformation is then performed
z =
i− λ
i+ λ
, z¯ =
−i− λ¯
−i+ λ¯ (2.30)
yielding
LIIB = −2 ∂µz∂
µz¯
(1− zz¯)2 . (2.31)
Introducing two complex scalars, φ0 and φ1, satisfying
z =
φ1
φ0
and |φ0|2 − |φ1|2 = 1 (2.32)
brings the Lagrangian to the form
LIIB = −2|φ0∂µφ1 − φ1∂µφ0|2. (2.33)
We can now define a gauge field Aµ in terms of the complex scalars φ0
and φ1 by
Aµ ≡ i
2
[
(φ0∂µφ¯0 − φ1∂µφ¯1)− (φ¯0∂µφ0 − φ¯1∂µφ1)
]
, (2.34)
and the Lagrangian finally becomes
LIIB = −2(|∂µφ1 − iAµφ1|2 − |∂µφ0 − iAµφ0|2). (2.35)
From the construction of the gauge field, we conclude that Aµ will not
give rise to some new independent degrees of freedom.
To see the symmetry of the Lagrangian, we write the fields φ0 and φ1
as components of a group element g of SU(1,1)
g =
(
φ0 φ¯1
φ1 φ¯0
)
. (2.36)
This is an element of the group SU(1,1) since the complex scalar fields
satisfy the condition |φ0|2−|φ1|2 = 1. For the Lagrangian to be invariant
under the coset group SU(1,1)/U(1), i.e., to incorporate the local U(1)
gauge invariance, we have to define a covariant derivative
Dµg = ∂µg − ig
(
1 0
0 −1
)
Aµ, (2.37)
It is now straightforward to show that the Lagrangian can be written as
LIIB = −Tr(g−1Dµg)(g−1Dµg). (2.38)
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If one uses the usual partial derivatives instead of the covariant deriva-
tives in Eq. (2.38), one will only get a Lagrangian with manifestly global
SU(1,1) invariance.
The group element g transforms under SU(1,1)/U(1) as
g → g′ = g0gh−1, (2.39)
where g0 is a global SU(1,1) transformation whereas h is a local U(1)
transformation. The field Aµ will transform as
Aµ → A′µ = hAµh−1 − i
(
1 0
0 −1
)
h∂µh
−1, (2.40)
the local U(1) group element h are represented here by (2× 2) matrices.
The resulting Lagrangian is
LIIB → L′IIB = −Tr(g′−1(Dµg)′)(g′−1(Dµg)′)
= −Tr ([h(g−1Dµg)h−1][h(g−1Dµg)h−1])
= LIIB,
(2.41)
i.e., the Lagrangian is invariant.
2.3 Eleven dimensional supergravity
It is known since a long time that gravity can be formulated as a simul-
taneous nonlinear realisation [4]. This is because the group of general
coordinate transformations is the closure of the conformal group and the
the group of affine transformations [5, 6]. A summary of the conformal
generators and its closure with the affine group can be found in Ap-
pendix B and C. We will in this section show explicitly how the bosonic
sector of eleven dimensional supergravity can be expressed as a nonlin-
ear realisation. But first we will review shortly the field equations of the
bosonic sector of eleven dimensional supergravity.
2.3.1 The bosonic gauge field equations
The bosonic sector of the Lagrangian of eleven dimensional supergravity
is given by [7]
L11 = e
4κ2
R(Ω(e))− e
48
Fµ1...µ4F
µ1...µ4+
2κ
124
εµ1...µ11Fµ1...µ4Fµ5...µ8Aµ9µ10µ11 ,
(2.42)
where e =
√−det(gµν), R is the curvature scalar, Aµ1µ2µ3 is the rank
three gauge field and Fµ1...µ4 the corresponding field strength. We use the
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space-time signature ηab = diag(−1, 1, 1, . . . , 1). Note that by defining
A′µνρ = κAµνρ, the constant κ appears only as an overall factor κ
−2 in
front of the whole action. The field equations can be obtained by varying
the action with respect to the metric gµν and the gauge field Aµ1µ2µ3 ,
respectively. The calculations are greatly simplified if we write the action
in terms of differential forms. (See Appendix A for an introduction to
the differential forms.) We define the following p-forms
d = dxµ∂µ
A3 =
1
3!
dxµ ∧ dxν ∧ dxρAµνρ
F4 =
1
4!
dxµ ∧ dxν ∧ dxρ ∧ dxσ Fµνρσ
∗F4 = e−14!7!dxµ1 ∧ . . . ∧ dxµ7εµ1...µ11 F µ8...µ11 .
(2.43)
The three and the four forms are related as
F4 = dA3 ⇒ Fµνρσ = 4∂[µAνρσ], (2.44)
which is invariant under the gauge transformation
A3 → A′3 = A3+dΛ2 ⇒ F4 → F ′4 = dA3+d2Λ2 = F4. (2.45)
More generally the field strength is invariant under a transformation
A′3 = A3 + δA3, such that d(δA3) = 0.
The Bianchi identity for the four form F4 is given by
dF4 = d
2A3 = 0 ⇒ ∂[τFµνρσ] = 0. (2.46)
Using the differential forms defined in Eq. (2.43) we can write the action
of the eleven dimensional supergravity as
S =
1
4κ2
∫
d11x
√−gR(Ω(e))+ 1
2
∫
F4∧∗F4+ κ
3
∫
F4∧F4∧A3. (2.47)
By varying the action with respect to A3 we find the equation of motion
for the gauge field to be
d ∗ F4 + κF4 ∧ F4 = 0 or
∂µ1F
µ1...µ4 + κe
−1
4·122
εµ2...µ4ν1...µ8Fν1...ν4Fν5...ν8 = 0.
(2.48)
Since only the field strength is present in the field equation, the equation
of motion is invariant under the gauge transformation in Eq. (2.45).
We can also introduce a dual gauge field A6 and its corresponding
field strength F7 obeying
F7 = dA6 + A3 ∧ F4 or
Fµ1...µ7 = 7∂[µ1Aµ2...µ7] + 35A[µ1...µ3Fµ4...µ7].
(2.49)
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The Bianchi identity for the seven form F7 will now automatically yield
Eq. (2.48) provided that
∗F4 = −κF7 or
Fµ1...µ4 =
κe−1
7!
εµ1...µ11F
µ5...µ11 ,
(2.50)
which plays the role of the equation of motion in this dual formulation of
supergravity. Note that unlike Eq. (2.48), Eq. (2.50) is a linear equation.
2.3.2 The G11 realisation
Consider the Lie algebra with the non-vanishing commutation relations
[Kab, K
c
d] = δ
c
bK
a
d − δadKcb ; [Kab, Pc] = −δacPb (2.51)
together with
[Kab, R
c1c2c3 ] = 3δ
[c1
b R
|a|c2c3] = δc1b R
ac2c3 + δc2b R
ac3c1 + δc3b R
ac1c2
[Kab, R
c1...c6 ] = 6δ
[c1
b R
|a|c2...c6]
[Rc1c2c3, Rc4c5c6 ] = 2Rc1...c6
[Rc1...c6, Rd1...d6 ] = 0
[Rc1c2c3, Rd1...d6 ] = 0.
(2.52)
The generatorsKab and Pa are precisely those of the affine group IGL(11)
(see Appendix C), whereas Rc1c2c3 and Rc1...c6 can be identified as part of
the gl(32) automorphism algebra of the eleven dimensional supersymme-
try algebra [1]. We use G11 to denote the group defined by Eq. (2.51) and
Eq. (2.52), while g11 is used when referring to the corresponding algebra.
Note that g11 is not a finite dimensional semisimple Lie algebra, later in
Chapter 4 we will identify it as part of the Borel subalgebra of the very
extended Kac-Moody algebra e11.
Take the group G11 as the global symmetry group and its Lorentz
subgroup SO(10,1) as the local symmetry group, i.e., we investigate a
theory with G11/SO(10,1) space-time symmetry. The generators of the
Lorentz group are the antisymmetric part of the generators Kab of the
conformal group
Jab = K
a
b −K ab . (2.53)
Following the general procedure, we take a representative g of the coset
space as
g = ex
fPf em
b
a K
a
bexp
(
1
3!
Ac1c2c3R
c1c2c3 +
1
6!
Ac1...c6R
c1...c6
)
, (2.54)
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with m ba , Ac1c2c3 and Ac1...c6 being the coordinate dependent Goldstone
fields. Since the antisymmetric part ofKab belongs to the local symmetry
algebra, only the symmetric part of Kab is needed to write a simplest
representative for the coset. However, we will not assume that m ba is
symmetric; a choice that will turn out to make the identification with
general relativity easier. The translations are linearly realised, and thus
we do not associate any preferred fields with them.
We require the theory to be invariant under
g → g′ = g0gh−1, (2.55)
where g0 is a constant element of G11 and h is a local element of SO(10,1).
The manifestly coset invariant Lagrangian takes then the form L =
Tr(VµVµ), with the Cartan form V defined as [1]
V ≡ g−1dg − ω = dxµ Vµ. (2.56)
The Lorentz connection ω is a one-form
ω ≡ 1
2
dxµ ω bµa J
a
b, (2.57)
where Jab are the Lorentz generators. Note that the Lorentz connection is
a quadratic matrix, when writing out the matrix indices explicitly (2.57)
becomes ωab ≡ 12dxµ ω dµc (Jcd)ab.
To find out how (2.56) transforms under (2.55), we will first investi-
gate the transformation law of the Lorentz connection (2.57). We write
the vielbein as a one-form ea = dxµ e aµ , and it transforms only under
local Lorentz transformations according to
ea → e′a = habeb. (2.58)
We can then define the torsion, which is nothing but the covariant deriva-
tive of the vielbein
T a ≡ Dea = dea + ωabeb, (2.59)
and express the Lorentz connection in terms of the vielbein by letting
the torsion vanish
∂[µe
a
ν] + ω
a
[µ |b|e
b
ν] = 0 ⇒
ωµbc(e) =
1
2
(eρb∂µeρc − eρc∂µeρb)− 12(eρb∂ρeµc − eρc∂ρeµb)
−1
2
(eλbe
ρ
c∂λeρa − eλceρb∂λeρa)e aµ .
(2.60)
The Lorentz connection is antisymmetric in its last two indices, and using
this fact together with Eqs. (2.53) and (2.57) we get
ω = dxµ ω bµa K
a
b. (2.61)
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By definition the covariant derivative of ea (i.e., the torsion) has to trans-
form as the vielbein itself
T a → T ′a = habT b. (2.62)
Using Eqs. (2.58), (2.59) and (2.62) we find the transformation of the
Lorentz connection to be
ω → ω′ = hωh−1 + hdh−1 or
ωab → ω′ab = hacωcd(h−1)db + hacd(h−1)cb.
(2.63)
Having found the transformation of the Lorentz connection, we are
ready to look at the transformation of the Cartan form V
V → V ′ = (g′)−1dg′ − ω′
= (g0gh
−1)−1d(g0gh
−1)− (hωh−1 + hdh−1)
= h(g−1dg − ω)h−1 = hVh−1.
(2.64)
By now it should clear that the Lorentz connection is included in the
Cartan form to make it covariant and hence the Lagrangian invariant
under (2.55)
L → L′ = Tr(hVµh−1hVµh−1) = L, (2.65)
where we have omitted all the matrix indices.
Motivated by the knowledge that the Cartan form in Eq. (2.56) will
lead to an invariant Lagrangian, we can write it out using the coset rep-
resentative given in (2.54). The constituents of the Cartan form will then
be identified with the covariant objects that appeared in the equations
of motion.
V = g−1dg − ω
= dxµ g−1∂µe
xfPf em
b
a K
a
bexp
(
Ac1c2c3R
c1c2c3
3!
+
Ac1...c6R
c1...c6
6!
)
− ω
= dxµ g−1ex
fPf [∂µ + (∂µx
c)Pc]e
m ba K
a
b
×exp
(
Ac1c2c3R
c1c2c3
3!
+
Ac1...c6R
c1...c6
6!
)
− ω
= dxµ g−1ex
fPf em
b
a K
a
b[∂µ + ∂µm
d
c K
c
d + (e
m) cµ Pc]
×exp ( 1
3!
Ac1c2c3R
c1c2c3 + 1
6!
Ac1...c6R
c1...c6
)− ω
= dxµ g−1g{(em) aµ Pa + (∂µm ba − ω bµa )Kab
+ 1
3!
[∂µAc1c2c3 + 3∂µm
b
[c1
A|b|c2c3]]R
c1c2c3
+ 1
6!
[∂µAc1...c6 + 6∂µm
b
[c1
A|b|c2...c6]
+20(∂µAc1c2c3 + 3∂µm
b
[c1
A|b|c2c3])Ac4c5c6]R
c1...c6}
(2.66)
In calculating (2.66) we have used that all the generators commute with
the coordinates xµ. We have also frequently used the Baker-Hausdorff
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lemma [8]
XeY = eY
{
X + [X, Y ] + 1
2!
[[X, Y ], Y ] + . . .
+ 1
n!
[. . . [[X, Y ], Y ], . . . , Y ] + . . .
}
.
(2.67)
We will now make the following definitions
(e−1∂µe)
b
a = ∂µm
b
a (2.68)
e aµ ≡ (em) aµ (2.69)
Ω bµa ≡ ∂µm ba − ω bµa = (e−1∂µe) ba − ω bµa (2.70)
D˜µAc1c2c3 ≡ ∂µAc1c2c3 + 3(e−1∂µe) b[c1 A|b|c2c3] (2.71)
D˜µAc1...c6 ≡ ∂µAc1...c6 + 6(e−1∂µe) b[c1 A|b|c2...c6]
−20A[c1c2c3D˜|µ|Ac4c5c6], (2.72)
where we identify e aµ with the vielbein. Putting these definitions into
Eq. (2.66) we finally get
Vµ = e aµ Pa +Ω bµa Kab +
1
3!
D˜µAc1c2c3R
c1c2c3 +
1
6!
D˜µAc1...c6R
c1...c6 . (2.73)
From Eq. (2.73) we can read off the covariant derivatives of the Goldstone
fields m ba , Ac1c2c3 and Ac1...c6
Ω cab = e
µ
aΩ
c
µb = e
µ
a(e
−1∂µe)
c
b − ω cab (2.74)
D˜aAc1c2c3 = e
µ
aD˜µAc1c2c3 (2.75)
D˜aAc1...c6 = e
µ
aD˜µAc1...c6, (2.76)
where e aµ e
ν
a = δ
ν
µ. These covariant derivatives are not field strengths,
since they are not antisymmetrised. Only after a simultaneous nonlinear
realisation with the conformal group will the field strengths be recovered.
Note that we have defined ω cab ≡ eµaω cµb .
Performing a local Lorentz transformation
g → hgh−1 with hab =
(
e
1
2
ς dc (x)J
c
d
)a
b
(2.77)
we find that e aµ really transforms in agreement with Eq. (2.58), and
also the interpretation of all the contracted indices in Vµ as tangent
space indices is justified. A matter field B will transform under (2.55)
according to B → B′ = D(h)B, where D is the representation of the
Lorentz group depending on the specific type of the matter field B. The
covariant derivative of the matter field is then given by
D˜aB ≡ eµa∂µB +
1
2
ω cab S
b
cB, (2.78)
where Sab are the representations of the generators of the Lorentz group
associated with B.
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2.3.3 The conformal realisation
Let us now turn our attention to the conformal group. The conformal
transformations in space-time include translations, Lorentz transforma-
tions, dilations and special conformal transformations. The generators
and their commutation relations can be found in Appendix B. Here we
will first use a slightly different approach to obtain the generators, and
then perform the nonlinear realisation based on these. We assume the
dimension to be (10, 1), but the results can be directly generalised to
arbitrary (d− 1, 1) dimensions.
As mentioned in Appendix B, the conformal group in (10, 1) dimen-
sions is equal to the Lorentz group in (11, 2) dimensions. A linear repre-
sentation of O(11,2) acts on a field as
Ψ(ζ)→ Ψ′(ζ) = D(Λ)Ψ(Λ−1ζ), (2.79)
where ζA denotes the 13-dimensional coordinate vector and Λ is a pseudo-
orthogonal transformation on these coordinates
ζA → ζ ′A = Λ BA ζB. (2.80)
We will in this subsection use the signature ηAB = diag(1,−1, . . . ,−1, 1).
The notation D(∗) is used to denote the matrix representation of a group
element or a generator associated with the field Ψ(ζ).
The generators of the Lorentz group are as usual defined through the
representations of infinitesimal transformations Λ = 1 + ǫ as
D(Λ) = 1 + ǫABJAB. (2.81)
The generators JAB are given by
(JAB)CD = ηACηBD − ηADηBC (2.82)
in the 13-dimensional self-representation and obey the commutation re-
lations
[JAB, JCD] = (ηBCJAD − ηBDJAC + ηADJBC − ηACJBD). (2.83)
These generators can also be realised using the coordinates in 13 dimen-
sions
JAB ≡ ∂AB = ζA∂B − ζB∂A. (2.84)
We can now identify the generators of the conformal group in (10,1)
dimensions with different parts of JAB [9]
Lorentz generators: Jµν
Translation generators: Pµ = J13µ + J12µ
Special conformal generators: Kµ = J13µ − J12µ
Dilation generator: D = J13,12,
(2.85)
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where the index µ runs from 0 to 10. Introduce a new set of independent
coordinate variables
xµ =
ζµ
ζ12 + ζ13
, κ = ζ12 + ζ13, λ = ζ12 − ζ13. (2.86)
Calculating the transformations of ζA under e
ǫX , with X being the gener-
ators in (2.85), verifies that xµ transforms indeed as a coordinate vector
in 11 dimensions. Putting Eq. (2.86) into Eq. (2.84) we find the gen-
erators of the conformal group in terms of xµ, κ and λ. It is possible
to eliminate the variable λ by requiring ζ2 = 0, since this condition is
invariant under 13-dimensional Lorentz transformations. This will allow
us to set λ = κx2, and we finally arrive at
∂µν = xµ∂ν − xν∂µ
∂13µ + ∂12µ = ∂µ
∂13µ − ∂12µ = 2xµ
(
xν∂ν − κ ∂∂κ
)− x2∂µ
∂13,12 = x
ν∂ν − κ ∂∂κ ,
(2.87)
which are precisely the generators of the conformal group given in (B.20).
We define the degree of homogeneity as l ≡ κ∂/∂κ with the coordinates
xµ having degree zero. For a homogeneous field Φ(ζ) of degree l, the de-
pendence of κ will factor out as κl on the hypercone ζ2 = 0, see reference
[9].
Let us consider the reducing matrix1
g = e−x
aPaeφ
bKbeσD, (2.88)
having the conformal group as the global and the Lorentz group as the
local symmetry, respectively. The preferred fields σ and φa are coordi-
nate dependent, and we do not associate any field with the translation
generators. As will become obvious later, the factor e−x
aPa is included to
give a simpler form for the covariant derivatives. Note also that we have
chosen a coset representative, which does not contain any contribution
from the local Lorentz subgroup (Jab). The reducing matrix transforms
under the coset according to
g(ζ)→ g′(ζ ′) = Λg(Λ−1ζ)h−1(Λ−1ζ,Λ), (2.89)
where Λ corresponds to a global conformal transformation in (10,1) di-
mensions, h is a local Lorentz transformation and ζ ′ = Λζ . The nonlinear
field ψ is then defined by
ψ(ζ) ≡ D(g−1)Ψ(ζ), (2.90)
1For the conformal algebra, there is no difference between the algebra index a and
the space-time index µ, hence in this subsection both a and µ are raised and lowered
using the metric given in (2.113).
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where Ψ(ζ) is the linear field defined in Eq. (2.79). The field ψ(ζ) trans-
forms irreducibly under the Lorentz group as
ψ(ζ)→ ψ′(ζ ′) = D(h)ψ(Λ−1ζ). (2.91)
The transformations of the preferred fields φµ and σ can be found
if we require that (g) 12A and (g)
13
A transform as true 13-dimensional
vectors, i.e., h(ζ,Λ) acts only in the subspace {0,. . . ,10}. Using these
columns we can define two independent linear fields
ΦA ≡ 12 [g 12A − g 13A ]
=

 (φµ + xµφ2)e−σ1
2
(1 + 2x · φ+ x2φ2 + φ2)e−σ
−1
2
(1 + 2x · φ+ x2φ2 − φ2)e−σ

 (2.92)
and
ΨA ≡ 12 [g 12A + g 13A ] =

 xµeσ1
2
(1 + x2)eσ
1
2
(1− x2)eσ

 . (2.93)
We are now ready to find the covariant derivatives. It should be
stressed that the notation h BA means the 13-dimensional matrix repre-
sentation, whereas the notation D(h) means the representation associ-
ated with the field Ψ(ζ). Let us first define the operator ∆ABψ as
∆ABψ ≡ D(g−1)∂ABΨ, (2.94)
where Ψ is an arbitrary linear field and ∂AB is defined in (2.84). Under
the coset, this operator transforms as
∆ABψ → D(g′−1)∂ABΨ′ = Λ A′A Λ B
′
B D(h)∆A′B′ψ, (2.95)
where we have used Eqs. (2.79) and (2.89). To avoid Λ BA in the trans-
formation laws we define a new operator
∆(AB)ψ ≡ (g−1) A′A (g−1) B
′
B ∆A′B′ψ. (2.96)
Using the transformation laws (2.89) and (2.95) we find
∆(AB)ψ → h A′A h B
′
B D(h)∆(A′B′)ψ. (2.97)
To simplify the calculations one observes that
∂AB =
1
2
(e−x·P ) A
′
A (e
−x·P ) B
′
B (K
µ∂µ + 2lD)A′B′ , (2.98)
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putting which into Eqs. (2.94) and (2.96) yields
∆(AB)ψ = (g
−1) C1A (g
−1) C2B D(g
−1)
× [1
2
(e−x·P ) C3C1 (e
−x·P ) C4C2 (K
µ∂µ + 2lD)C3C4
]
Ψ
= 1
2
D(g−1){e−σ(∂µ + 2lφµ)(Kµ)AB + 2lDAB}Ψ.
(2.99)
It is now clear that the expression (2.99) gets much simplified by putting
a factor e−x·P in the definition of g. We separate (2.99) into irreducible
parts according to
∆(µν)ψ = 0
(∆(13µ) +∆(12µ))ψ = D(g
−1)e−σ(∂µ + 2lφµ)Ψ
(∆(13µ) −∆(12µ))ψ = 0
∆(13,12)ψ = −l ·D(g−1)Ψ = −lψ.
(2.100)
It is then natural to find the covariant derivatives inside the term
∆µψ ≡ D(g−1)e−σ(∂µ + 2lφµ)D(g)ψ, (2.101)
which transforms as
∆µψ →
[
h A13 h
B
µ + h
A
12 h
B
µ
]
D(h)∆(AB)ψ = h
ν
µ D(h)∆νψ(Λ
−1ζ).
(2.102)
To calculate this transformation we have used the fact that h BA only acts
on the (µν) subspace and takes the form of a 11-dimensional Lorentz
transformation.
To obtain the covariant derivatives in 11 dimensions we write (2.101)
as
∆µψ = e
−σ(∂µ + 2lφµ)ψ +D(g
−1)e−σ∂µD(g)ψ
= e−σ(∂µ + 2lφµ)ψ +
1
2
(g−1e−σ∂µg)
A
BS
B
A ψ,
(2.103)
where S BA generates infinitesimal SO(11,2) transformations on Ψ(ζ).
The Cartan form is given by
V = g−1dg
= dxµ g−1∂µe
−xaPaeφ
bKbeσD
= dxµ g−1e−x
aPa[∂µ − (∂µxc)Pc]eφbKbeσD
= dxµ g−1e−x
aPaeφ
bKb[∂µ − (∂µxc)Pc + ∂µφcKc − 2φµD
+2δcµφ
dJcd − 2φµφcKc + φcφcδdµKd]eσD
= dxµ {−eσδaµPa + e−σ(∂µφa + φbφbδaµ − 2φµφa)Ka
+(∂µσ − 2φµ)D + (δaµφb − δbµφa)Jab},
(2.104)
where the identity element g−1g has been omitted. Observe that VµVµ,
with the Cartan form defined without the spin connection, is not invariant
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under the coset transformations (2.89). The covariant parts of g−1e−σ∂µg
are
(g−1e−σ∂µΦ)A =
1
2
[(g−1e−σ∂µg)
12
A − (g−1e−σ∂µg) 13A ]
=

 e−2σ(∂µφν + φτφτηµν − 2φµφν)−e−σ(∂µσ − 2φµ)
e−σ(∂µσ − 2φµ)

 (2.105)
and
(g−1e−σ∂µΨ)A =
1
2
[(g−1e−σ∂µg)
12
A + (g
−1e−σ∂µg)
13
A ]
=

 gµνe−σ(∂µσ − 2φµ)
e−σ(∂µσ − 2φµ)

 . (2.106)
We use these to define the covariant derivatives of the fields σ and φµ.
The remaining part
(g−1e−σ∂µg)λρ = e
−σ(δνµφ
τ − δτµφν)(Jντ)λρ
= e−σ(δνµφ
τ − δτµφν)(ηνλητρ − ηνρητλ)
= 2e−σ(ηµλφρ − ηµρφλ),
(2.107)
becomes covariant together with the other terms in Eq. (2.103)
Dµψ ≡ e−σ(∂µ + 2lφµ)ψ + 12 · 2e−σ(δλµφρ − ηµρφλ)S ρλ ψ
= e−σ(∂µ + 2lφµψ + 2S
ρ
µ φρ)ψ.
(2.108)
We have used that the generators Sµν obey Sµν = −Sνµ.
In summary, the covariant derivatives of the various fields in 11 di-
mensions are
Dµσ = e
−σ(∂µσ − 2φµ) (2.109)
Dµφν = e
−2σ(∂µφν + φ
τφτηµν − 2φµφν) (2.110)
Dµψ = e
−σ(∂µ + 2lφµ + 2S
ρ
µ φρ)ψ, (2.111)
where ψ(ζ) is homogeneous of degree l, whereas the fields σ and φµ are
both of degree zero.
We can now calculate the transformations of the preferred fields, or
more generally how an arbitrary field transforms under the coset, with
the conformal group as the global symmetry and the Lorentz group as the
local symmetry. The detailed calculations can be found in Appendix D.
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The transformations of the preferred fields with special conformal trans-
formations as the global transformations are
σ′(x′) = σ(x) + ln | det (∂x′
∂x
) |−1/4
φ′µ(x
′) = ∂x
ν
∂x′µ
{
φν(x) +
1
2
∂
∂xν
[
ln | det (∂x′
∂x
) |−1/4]} , (2.112)
where x′µ = x
µ+bµx2
1+2b·x+b2x2
and
(
ln | det (∂x′
∂x
) |−1/4) = 1+ 2b · x+ b2x2. Thus
we see that the preferred fields transform with great similarity to the
gauge fields, and it is motivated to try assign geometric meanings to
these fields.
We would like to create a metric tensor and a connection using only
σ and φµ, i.e., without introducing any new dynamical variable. The
easiest choice of a metric tensor is
gµν = ηµνe
2σ(x) ⇒ gµν = ηµνe−2σ(x), (2.113)
using the transformation laws for σ given in Appendix D we can verify
that gµν indeed transforms as a rank two tensor. Having the metric, the
Christoffel symbol will be{
τ
µ ν
}
= 1
2
gτρ(∂µgνρ + ∂νgµρ − ∂ρgµν)
= δτµ∂νσ + δ
τ
ν∂µσ − ηµνητρ∂ρσ.
(2.114)
We can also define an alternative connection using the preferred fields φµ
Γτµν = C(δ
τ
µφν + δ
τ
νφµ − gµνφτ ). (2.115)
The constant C can be determined by requiring the connection to trans-
form as
Γτµν → Γ′τµν =
∂x′τ
∂xρ1
∂xρ2
∂x′µ
∂xρ3
∂x′ν
Γρ1ρ2ρ3 −
∂2x′τ
∂xρ1∂xρ2
∂xρ1
∂x′µ
∂xρ2
∂x′ν
, (2.116)
which sets C = 2 to yield
Γτµν = 2(δ
τ
µφν + δ
τ
νφµ − gµνφτ ). (2.117)
Comparing the expression for the Christoffel symbol with Γτµν leads to{
τ
µ ν
}
= Γτµν ⇒ ∂µσ = 2φµ. (2.118)
If the connection is not equal to the Christoffel symbol, then the geom-
etry is non-Riemannian. This means that the covariant derivative of the
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metric tensor with respect to this connection will not vanish. Whenever
there exist two connections, we can form a general connection{
τ
µ ν
}
+ f
({
τ
µ ν
}
− Γτµν
)
=
{
τ
µ ν
}
+ f
[
δτµ(∂νσ − 2φν) + δτν (∂µσ − 2φµ)− gµνgτρ(∂ρσ − 2φρ)
]
,
(2.119)
where f is an arbitrary scalar function. From the nonlinear realisation
we know that the second part of this general connection transforms as
a tensor, since Dµσ = ∂µσ − 2φµ is the covariant derivative of σ. We
can thus really put ∂µσ = 2φµ and use the Christoffel symbol as the
connection, this choice is the same as to let the torsion vanish. However,
we will continue the calculations with a general Γτµν , i.e., assume φµ to
be unrelated to σ.
The covariant derivative of an arbitrary tensor under general coordi-
nate transformations is [4]
DµT = ∂µT − F ντΓτµνT, (2.120)
where F ντ defines the representation of GL(11,R) to which T belongs,
and satisfy the commutation relations
[F µν , F
τ
ρ] = δ
τ
νF
µ
ρ − δµρF τν . (2.121)
We see that these generators are precisely Kab introduced in (2.51). To
get the covariant derivatives under conformal transformations, the parts
in F µν corresponding to Lorentz transformations and dilations are pro-
jected out by our specific choice of the connection Γτµν . We take the
eigenvalue of F νν to be (−l). Putting Eq. (2.117) into (2.120) we find
Dµψ = ∂µψ − F ντΓτµνψ
= ∂µψ − 2F ντ (δτµφν + δτνφµ − gµνφτ )ψ
= ∂µψ + 2lφµψ + 2S
τ
µ φτψ,
(2.122)
where we have defined Sµν ≡ Fµν − Fνµ. This is exactly the covariant
derivative found using nonlinear realisation. To extend the covariant
derivative for general coordinate transformations, we have to introduce a
vielbein, i.e., we have to include the symmetric part of F µν . This is not
possible using only the conformal group, since no appropriate connection
can be defined for this purpose.
We define the Riemann tensor [10, 11]
R ρµτν = ∂µΓ
ρ
τν − ∂τΓρµν + ΓστνΓρµσ − ΓσµνΓρτσ (2.123)
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the Ricci tensor
Rµν = R
τ
µτν (2.124)
and the curvature scalar
R = gµνRµν . (2.125)
We can decompose the Ricci tensor into three linearly independent rank
two tensors
R(µν) =
1
2
(Rµν +Rνµ)
= 2{∂νφµ + ∂µφν − 4φµφν + 4gµν(φτφτ + 14∂τφτ )}
R[µν] =
1
2
(Rµν −Rνµ) = 2{∂νφµ − ∂µφν}
gµνR = 12gµν(2φτφ
τ + ∂τφ
τ ).
(2.126)
For a non-Riemannian geometry, i.e., ∂µσ 6= 2φµ, the antisymmetric part
of the Ricci tensor will not vanish. We can combine these tensors to form
covariant objects, e.g.,
Dµφν =
1
8
(
2R(µν) − 13gµνR− R[µν]
)
= ∂µφν + gµνφτφ
τ − 2φµφν (2.127)
which is the covariant derivative of φµ.
In conclusion, we get the same covariant derivatives of both preferred
fields and more general fields of degree l, despite if we use nonlinear
realisation techniques or explicitly define a metric tensor and a connection
based on the preferred fields.
2.3.4 Simultaneous realisation
Having now found the derivatives covariant under the G11 group and the
conformal group separately, we want to construct quantities covariant
under both these groups simultaneously [1, 12]. The role the preferred
field σ played in the conformal realisation makes it natural to identify it
with the diagonal elements of the metric
m aµ = m¯
a
µ + σδ
a
µ, m¯
µ
µ = 0, (2.128)
where m aµ is the Goldstone field defining the vielbein from the G11 re-
alisation. The fields m¯ aµ , Ac1c2c3 and Ac1...c6 transform under conformal
transformations as their indices suggest.
The covariant derivative of Ac1c2c3 is according to (2.75)
D˜aAc1c2c3 = e
µ
a{∂µAc1c2c3 + 3(e−1∂µe) b[c1 A|b|c2c3]}
= e¯µa{e−σ∂µAc1c2c3 + 3e−σ[(e¯−1∂µe¯) b[c1 A|b|c2c3]
+∂µσδ
b
[c1
A|b|c2c3]]},
(2.129)
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where e¯ aµ = (e
m¯) aµ = (e
m) aµ e
−σ. Knowing the covariant derivative of
an arbitrary field under conformal transformations (2.111) and assuming
∂µσ = 2φµ, we find
D˜aAc1c2c3 = e¯
µ
a{DµAc1c2c3 + 3e−σ[−ηµ[c1∂bσA|b|c2c3]
+∂[c1σA|µ|c2c3] + (e¯
−1∂µe¯)
b
[c1
A|b|c2c3] + ∂µσAc1c2c3]},
(2.130)
where Ac1c2c3 has the degree l = 0. Let us consider the above equation
at order (m¯)0
D˜aAc1c2c3 ≈ DaAc1c2c3 + 3e−σ[−ηa[c1∂bσA|b|c2c3] + ∂[c1σA|a|c2c3]
+∂aσAc1c2c3].
(2.131)
The contributions from the last three terms vanishes only if we completely
antisymmetrise in the indices a, c1, c2 and c3
D˜[aAc1c2c3] = D[aAc1c2c3] + 3e
−σ[−η[ac1∂bσA|b|c2c3]
+∂[c1σAac2c3] + ∂[aσAc1c2c3]]
= D[aAc1c2c3].
(2.132)
The quantity simultaneously covariant under both the conformal group
and the G11 group is
F˜c1c2c3c4 ≡ 4D˜[c1Ac2c3c4]
= 4{eµ[c1∂|µ|Ac2c3c4] + 3e
µ
[c1
(e−1∂|µ|e)
b
c2
A|b|c3c4]} (2.133)
A similar analysis for the field Ac1...c6 yields a field strength with seven
indices
F˜c1...c7 ≡ 7D˜[c1Ac2...c7]
= 7{eµ[c1∂|µ|Ac2...c7] + 6e
µ
[c1
(e−1∂|µ|e)
b
c2 A|b|c3...c7]
+5F˜[c1c2c3c4Ac5c6c7]}.
(2.134)
For a matter field ψ of degree l = 0 the covariant derivatives under
the conformal and the G11 group are
D˜aψ = e
µ
a∂µψ +
1
2
ω cab S
b
cψ the G11 group
Dµψ = e
−σ(∂µ + S
ρ
µ ∂ρσ)ψ the conformal group,
(2.135)
respectively. Using e¯µa = e
µ
ae
σ we find
D˜aψ = e¯
µ
ae
−σ∂µψ +
1
2
e¯µae
−σω cµb S
b
cψ
= e¯µa{Dµ − e−σS ρµ ∂ρσ + 12e−σω cµb Sbc}ψ,
(2.136)
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requiring the expression to be covariant also under the conformal group
will yield a constraint, putting the part in Eq. (2.136) which is not co-
variant under the conformal group to zero. The consistent constraint
is
Ωa[bc] − Ωb(ac) + Ωc(ab) = 0, (2.137)
which gives the relation between the spin connection and the vielbein
(2.60) if we insert the definition Ωabc ≡ eµaeρb∂µeρc − ωabc. We can also
rewrite Ωabc as
Ωabc = e¯
µ
ae¯
ρ
bDµe¯ρc + e
−σ e¯µae¯
ρ
b[−ηµρ∂dσe¯dc − ηµc∂dσe¯ρd
+∂ρσe¯µc + ∂cσe¯ρµ] + ηbc∂aσ − ωabc, (2.138)
where Dµe¯ρc denotes the covariant derivative of e¯ρc under the conformal
group. Putting this into Eq. (2.137) gives the relation
ωabc−2ηa[b∂c]σ = e¯µae¯ρ[bD|µe¯ρ|c]−e¯µbe¯ρ(aD|µe¯ρ|c)+e¯µce¯ρ(aD|µe¯ρ|b), (2.139)
which we can use to write
D˜aψ = e¯
µ
aDµψ +
1
2
{
e¯µae¯
ρ
bDµe¯
c
ρ − e¯µbe¯ρcDµe¯ρa + e¯µce¯ρaDµe¯ρb
}
Sbcψ.
(2.140)
This shows that D˜aψ is simultaneously covariant under both the G11 and
the conformal group if the constraint (2.137) is satisfied.
To identify with general relativity, we define the covariant derivative
of a vector Aµ = e
a
µ Aa as
DµAν ≡ e aµ e bν D˜aAb
= e aµ e
b
ν
{
eτa∂τAb +
1
2
ω dac (S
c
d)
f
b Af
}
= ∂µAν − (eρa∂µe aν − e aµ e bν eρcω cab )Aρ
= ∂µAν − ΓρµνAρ,
(2.141)
where (Scd)
f
b = (η
c
bη
f
d − ηcfηdb) for vectors. Using the relation between
the spin connection and the vielbein (2.60), we can show that Γρµν is just
the Christoffel symbol
Γρµν = e
ρ
a∂µe
a
ν − e aµ e bν eρcω cab =
1
2
gρτ (∂µgντ + ∂νgµτ − ∂τgµν) (2.142)
with gµν = e
a
µ e
b
ν ηab being the metric tensor.
The invariant equations of motion can now be formed out of the field
strengths, F˜c1c2c3c4 and F˜c1...c7, and the Riemann tensor
R cb = dω
c
b + ω
d
b ω
c
d =
1
2
dxµ ∧ dxνR cµνb ⇒
R cµνb = ∂µω
c
νb − ∂νω cµb + ω dµb ω cνd − ω dνb ω cµd .
(2.143)
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The spin connection will enter only through these quantities. The equa-
tions of motion have also to be covariant under local Lorentz transfor-
mations. The only possible non-trivial equations are then
F˜c1c2c3c4 =
1
7!
εc1...c11F˜
c5...c11 (2.144)
and
R cµνb e
ν
c e
µ
a − 12ηabR cµνd e νc edµ =
= C
4
(
F˜ac1c2c3F˜
c1c2c3
b − 16ηabF˜c1c2c3c4F˜ c1c2c3c4
)
,
(2.145)
where C is a numerical constant. The first equation is precisely Eq. (2.50),
while the second equation is the Einstein’s equation of gravity.
2.3.5 Gauge symmetry
The reducing matrix in the G11 realisation
g = ex
fPf em
b
a K
a
bexp
(
1
3!
Ac1c2c3R
c1c2c3 +
1
6!
Ac1...c6R
c1...c6
)
, (2.146)
transforms as g → g0g under a pure global transformation. If we take
g0 = exp
(
1
3!
cµ1µ2µ3δ
µ1µ2µ3
a1a2a3 R
a1a2a3 +
1
6!
cµ1...µ6δ
µ1...µ6
a1...a6 R
a1...a6
)
(2.147)
then
g → g0g = exfPf em ba Kabexp { 13!(Aa1a2a3 + ca1a2a3)Ra1a2a3
+ 1
6!
(Aa1...a6 + ca1...a6 + 20c[a1a2a3Aa4a5a6])R
a1...a6 } .
(2.148)
The variations of the Goldstone fields are
δh ba = 0
δAa1a2a3 = ca1a2a3
δAa1...a6 = ca1...a6 + 20c[a1a2a3Aa4a5a6],
(2.149)
where cµ1µ2µ3 = e
a1
µ1
e a2µ2 e
a3
µ3
ca1a2a3 . Using Eq. (D.20) with l = −p, the
fields with curved indices will transform under special conformal trans-
formations according to
δAµ1...µp = (2x
νβνx
µ∂µ − x2βµ∂µ)Aµ1...µp + 2pβµxµAµ1...µp
+2p(β[µ1x
ρA|ρ|µ2...µp] − x[µ1βρA|ρ|µ2...µp]), (2.150)
where p = {3, 6} and Aµ1...µp ≡ (em¯) a1µ1 . . . (em¯)
ap
µp e
pσAa1...ap .
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We assume now that δAµ1...µp = cµ1...µp . Defining Λ
(1)
µ2...µp = x
ρcρµ2...µp ,
the transformations can be written as
δcAµ1...µp = cµ1...µp = ∂[µ1Λ
(1)
µ2...µp]
= ∂[µ1x
ρc|ρ|µ2...µp]
δβAµ1...µp = (2x
νβνx
µ∂µ − x2βµ∂µ)Aµ1...µp + 2p(β[µ1xρA|ρ|µ2...µp]
−x[µ1βρA|ρ|µ2...µp]) + 2pβµxµAµ1...µp .
(2.151)
Taking the commutation relation between these we get
[δc, δβ]Aµ1...µp = δc(δβAµ1...µp)− δβ(δcAµ1...µp)
= δc{(2xνβνxµ∂µ − x2βµ∂µ)Aµ1...µp + 2p(β[µ1xρA|ρ|µ2...µp]
−x[µ1βρA|ρ|µ2...µp]) + 2pβµxµAµ1...µp} − δβcµ1...µp
= 2p(β[µ1x
ρc|ρ|µ2...µp] − x[µ1βρc|ρ|µ2...µp] + βµxµcµ1...µp)
= ∂[µ1Λ
(2)
µ2...µp]
≡ δΛ(2)Aµ1...µp
(2.152)
with
Λ(2)µ2...µp = (2px
νβνx
ρ−x2βρ)cρµ2...µp−2(p−1)x[µ2βρxνc|νρ|µ3...µp]. (2.153)
We have in the calculations used that ∂µcµ1...µp = 0 and δβcµ1...µp = 0.
Generally δβ(δΛ(r)Aµ1...µp) = 0, which results in
[δΛ(r), δβ]Aµ1...µp = δΛ(r)(δβAµ1...µp)
= (2xνβνx
µ∂µ − x2βµ∂µ)∂[µ1Λ(r)µ2...µp]+
+2p(β[µ1x
ρ∂|ρ|Λ
(r)
µ2...µp]
− x[µ1βρ∂|ρ|Λ(r)µ2...µp])
+2pβµxµ∂[µ1Λ
(r)
µ2...µp]
= ∂[µ1Λ
(r+1)
µ2...µp]
≡ δΛ(r+1)Aµ1...µp ,
(2.154)
where
Λ
(r+1)
µ2...µp = {2xνβνxµ∂µ − x2βµ∂µ + 2(p− 1)xνβν}Λ(r)µ2...µp
+2(p− 1){β[µ2xρΛ(r)|ρ|µ3...µp] − x[µ2βρΛ
(r)
|ρ|µ3...µp]
} (2.155)
is defined recursively. It is then clear that one can obtain gauge transfor-
mations Λ
(r)
µ2...µp of Aµ1...µp at arbitrary order r in x
µ, by taking repeated
commutators with the special conformal transformations. We have thus
shown that simultaneous realisation under the G11 and the conformal
group leads to local gauge transformations of the fields.
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3
Lorentzian Kac-Moody algebras
The field content of the eleven dimensional supergravity suggests that
M-theory possesses some rank eleven symmetry algebra. There are also
mounting evidence that Kac-Moody algebras of infinite type and gen-
eralised Kac-Moody (Borcherds) algebras might appear in the guise of
duality symmetries in string and M-theory. It is therefore conjectured
that M-theory includes a rank eleven Lorentzian Kac-Moody symmetry
denoted E11. Some fragments of this symmetry have indeed been found
in the maximal supergravities in ten and eleven dimensions. Before we
continue with eleven dimensional supergravity, we will in this chapter
look at the general theory of Lorentzian Kac-Moody algebras mainly fol-
lowing the reference [13]. Some special attention will then be given to the
group E11. Since all the hyperbolic Kac-Moody algebras have a real prin-
cipal so(2,1) subalgebra, it is interesting to see the constraints obtained
by imposing the existence of an so(2,1) subalgebra on the Lorentzian
Kac-Moody algebras.
3.1 General theory
A finite dimensional simple Lie algebra g is defined through its Cartan
matrix [8]
Aij =
2
(αi, αi)
(αi, αj), (3.1)
where αi are the simple roots of the algebra, this definition implies au-
tomatically that Aii = 2. The fundamental weights are defined by
2
(αi, αi)
(αi, λj) = δij , (3.2)
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using which we can express the inverse of the Cartan matrix as
A−1ij =
2
(αi, αi)
(λi, λj). (3.3)
Since the simple roots constitute a basis for the root lattice, the highest
root of a finite dimensional Lie algebra can be written as
θ =
r∑
i=1
niαi, (3.4)
where r is the rank of the algebra and ni are called Kac labels
ni =
2
(αi, αi)
(θ, λi). (3.5)
The Coxeter number is defined as
h(g) ≡ 1 +
r∑
i=1
ni (3.6)
with
∑r
i=1 ni being the height of the highest root. In the same way as the
simple roots form a basis for the root lattice, the fundamental weights
span the weight lattice and we define the Weyl vector by
ρ ≡
r∑
i=1
2
(αi, αi)
λi. (3.7)
We can now generalise the definitions to a Kac-Moody algebra, which
is specified through a Cartan matrix satisfying [14]
Aii = 2
Aij = negative integers or zero, i 6= j
Aij = 0 ⇒ Aji = 0.
(3.8)
In addition to these criteria, we will here consider only symmetric gen-
eralised Cartan matrices, i.e., Aij = Aji. The assumption that Aij is
symmetric means that we have chosen all the simple roots to be space-
like with (αi, αi) = 2. If the Cartan matrix is positive definite, the alge-
bra is finite dimensional. If the Cartan matrix is positive semi-definite,
the algebra is of affine type. Moreover, we call the Kac-Moody algebra
Lorentzian, if the Cartan matrix is non-singular and possesses precisely
one negative eigenvalue. Among the Lorentzian algebras, the hyperbolic
ones are characterised by the property that the entries of the associated
inverse Cartan matrix have a definite sign [15, 16], A−1ij ≤ 0. In the case
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of finite dimensional or affine algebras, the algebra is referred as simply-
laced if the Cartan matrix is symmetric, and the only allowed values for
the off-diagonal elements are 0 and (−1). All the roots are then of the
same length, and the simple roots will span an even lattice ΛR(A).
The generators of the Kac-Moody algebra can be divided into the
generators of the Cartan subalgebra Hi and the generators of the positive
roots Eα and the negative roots Fα. The roots are defined as eigenvectors
of the Cartan generators under the adjoint action. All the root generators
can be obtained from those corresponding to the simple roots (Ei, Fi)
using the Lie brackets. The generators are taken to obey the Chevalley-
Serre relations
[Hi, Hj] = 0
[Hi, Ej] = AijEj
[Hi, Fj] = −AijFj
[Ei, Fj] = δijHi
(adXi)
1−AijXj = 0 for i 6= j,
(3.9)
where Xi is either Ei or Fi, and (adXi) denotes the adjoint representation
of the generator Xi. The Chevalley-Serre relations are invariant under
the Cartan involution
Eα → −Fα, Fα → −Eα, Hα → −Hα, (3.10)
with α being any positive root. The generators (Eα−Fα) will then be even
under the Cartan involution and form the maximal compact subalgebra
of the original Kac-Moody algebra. The remaining generators (Eα+Fα)
and Hα are odd under the involution.
The information contained in the Cartan matrix can also be presented
as an unoriented graph with r nodes called a Dynkin diagram. Each
simple root is represented by a node, and the number of links between
the nodes i and j equals max{|Aij|, |Aji|}. The Dynkin diagram of a
Lorentzian Kac-Moody algebra is a connected diagram possessing at least
one node whose deletion yields a diagram whose connected components
are of finite type except for at most one of affine type [13]. The Dynkin
diagram of a hyperbolic Kac-Moody algebra, on the other hand, is a
connected diagram such that deletion of any one node leaves a (possibly
mutually disconnected) set of connected Dynkin diagrams, each of which
is of finite type except for at most one of affine type.
Let C denote the overall Dynkin diagram, yielding the reduced dia-
gram CR after having deleted one node. The node deleted is called the
central node, and the reduced diagram can possibly contain mutually
disconnected diagrams C1, C2, . . . , Cn, see Fig. 3.1. The Cartan matrix
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c
3C
1
2C
C
Figure 3.1: The Dynkin diagram C of a Kac-Moody algebra. After hav-
ing deleted the central node, the reduced diagram will consist of three
disconnected diagrams.
of CR is obtained from the Cartan matrix of C by deleting the row and
column corresponding to the central node. The number of links between
the central node c and node i is denoted by
ηi = −Aci, (3.11)
where Aij is the Cartan matrix of C and is symmetric by assumption.
Since the Cartan matrix is non-singular, we can write the fundamental
weights as
λi =
r∑
j=1
(A−1)ijαj (3.12)
satisfying Eq. (3.2). For hyperbolic algebras all the fundamental weights
lie inside the same light-cone, since A−1ij =
2
(αi,αi)
(λi, λj) are all negative
or zero. For Lorentzian algebras which are not of hyperbolic type, some of
the fundamental weights have to be space-like. We can now form a weight
lattice Λw(A), which is dual to the root lattice, using the fundamental
weights. It is interesting to form the quotient
Λw(A)/ΛR(A) = Z(A), (3.13)
where Z(A) is a finite abelian group containing |Z(A)| elements and
relates to the Cartan matrix of C via
detA = ±|Z(A)|. (3.14)
We can also define the Weyl vector ρ
ρ =
r∑
i=1
2
(αi, αi)
λi =
r∑
i,j=1
(A−1)ij
2αj
(αj , αj)
(3.15)
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satisfying (ρ, αi) = 1. Whether all the coefficients
∑r
i=1(A
−1)ij have
the same sign or not is crucial for the existence of a principal so(2,1)
subalgebra. In the finite case the coefficients
∑r
i=1(A
−1)ij are all positive,
while they are all negative in the hyperbolic case. In the Lorentzian case
mixed signs are possible, but at least one of them is negative. More about
real principal so(2,1) subalgebras can be found in Appendix E.
3.2 The root system
We will now construct the simple roots of a rank r Dynkin diagram C of
Lorentzian type, by using the simple roots of the corresponding reduced
Dynkin diagram CR.
3.2.1 The reduced algebra is finite
Let us first assume that the reduced diagram corresponds to a finite
dimensional Lie algebra. Since CR is of finite type, the simple roots
α1, α2, . . . , αr−1 are linearly independent and span a (r− 1)-dimensional
Euclidean space. We let these roots also be the simple roots of the overall
diagram C, and then add the central node to the set of simple roots. The
central node can be taken as
αc = −ν + x, with ν =
r−1∑
i=1
ηiλi = −
r−1∑
i=1
Aciλi (3.16)
satisfying the constraints (αc, αi) = Aci. We have used λi to denote the
fundamental weights of the reduced diagram CR, while x is a direction
orthogonal to the root space of CR. Demanding the central node to be
space-like leads to
2 = Acc = (αc, αc) = ν
2 + x2, (3.17)
which determines the sign of x2. The root space of C is Euclidean or
Lorentzian depends on whether x2 is positive or negative, this is because
we have assumed the root space of CR to be Euclidean. If x
2 vanishes, the
root space will have a positive semi-definite metric, and thus corresponds
to an affine Lie algebra.
We use lc, l1, l2, . . . , lr−1 to denote the fundamental weights of C,
and similarly let λ1, λ2, . . . , λr−1 denote the fundamental weights of CR.
These two sets are related to each other by
li = λi +
(ν, λi)
x2
x, lc =
1
x2
x (3.18)
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providing that x2 is non-vanishing, i.e., the overall diagram is not of affine
type. The overall Weyl vector is then given by
R =
r−1∑
i=c
li = ρ+
[1 + (ν, ρ)]
x2
x, (3.19)
where ρ =
∑r−1
i=1 λi is the Weyl vector for the reduced diagram CR, not-
ing that (αi, αi) = 2 for symmetric Cartan matrices. Taking the scalar
product of the Weyl vector with the fundamental weight lc
(R, lc) =
[1 + (ν, ρ)]
x2
, (3.20)
we see that at least one of the coefficients in the expansion of the Weyl
vector R in terms of simple roots is negative if x2 is chosen negative,
since (ν, ρ) is positive when the reduced diagram is of finite type.
3.2.2 The reduced algebra is finite or affine
Assume now the connected components of the reduced diagram are al-
lowed to be of both finite and affine type. Since the Cartan matrix B for
the reduced diagram CR is obtained from the Cartan matrix A for the
overall diagram C, we can relate the determinants of these two matrices
by
detA = x2 detB = (2− ν2) detB. (3.21)
This can be shown by using the definition Aij =
2
(αi,αi)
(αi, αj), writing out
the simple roots in an orthogonal basis and observing that x is orthogonal
to all the simple roots of CR. Noting (B
−1)ij =
2
(αi,αi)
(λi, λj) we find
detA =
(
2−
r−1∑
i,j=1
ηi(B
−1)ijηj
)
detB
= 2detB −
r−1∑
i,j=1
ηi(adj B)ijηj ,
(3.22)
where the adjugate matrix (adj B)ij = detB(B
−1)ij is the matrix of
cofactors for B. If B is singular we just drop the first term on the right
hand side. When CR is disconnected with the connected components
C1, . . . , Cn, the Cartan matrix B can be written in a block diagonal form
B = diag(B1, B2, . . . , Bn), (3.23)
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where Bβ is the Cartan matrix of the β:th component Cβ. Adopting the
notation ∆β = detBβ, Eq. (3.22) becomes
detA = ∆1 . . .∆n

2− n∑
β=1

 ∑
i,j∈Cβ
ηi(adj Bβ)ijηj
∆β



 , (3.24)
allowing evaluation of determinants of Cartan matrices iteratively. For
consistency we put ∆n = 1 and adjBn = 0 if the diagram is empty. Also,
if p of the connected components of CR correspond to affine algebras,
then detA will have a (p− 1)-fold zero. Unless p = 1 the overall algebra
is neither affine nor Lorentzian, since it will have one negative and (p−1)
zero eigenvalues.
Using Eq. (3.24) on the Dynkin diagram for the exceptional algebras
eN and choosing the tip of the shortest leg to be the central node, one
finds
detA(eN ) = 9−N. (3.25)
This indicates that eN is Lorentzian for N ≥ 10.
We construct now the simple roots of C by using the simple roots
of each connected components of CR. If Cβ is of finite type, the simple
roots αi belonging to this diagram are linearly independent, whereas in
the case of an affine diagram the simple roots are linearly dependent
satisfying ∑
i∈Cβ
niαi = 0. (3.26)
The positive integers ni are the Coxeter labels for the affine diagram Cβ.
The simple roots of the overall diagram are given by
ai = αi + ηik = αi − Acik, i ∈ CR
ac = −(k + k¯), (3.27)
where the vectors k and k¯ span the even self-dual Lorentzian lattice Π1;1
satisfying k2 = k¯2 = 0 and (k, k¯) = 1, see Appendix F.
Let us concentrate on the Lorentzian Lie algebras, i.e., algebras which
when deleting the central node yields only one affine component and the
rest of finite type. Let also the affine component of the reduced diagram
be C1, this means that ∆1 = detB1 = 0 and Eq. (3.24) becomes
detA = −∆2 . . .∆n
∑
i,j∈C1
ηi(adj B1)ijηj . (3.28)
Note that by doing so the dependence on ηi = −Aci for i 6∈ C1 has
disappeared. Since C1 is a connected diagram corresponding to a simply-
laced affine algebra g(1), its adjugate matrix can be written as
(adj B1)ij = |Z(A(g))|ninj, (3.29)
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Figure 3.2: The Dynkin diagram of a Kac-Moody algebra with self-dual
Lorentzian root lattice. The root lattice in this example will be Π25;1.
where g(1) is the affine extension of g. Eq. (3.29) is motivated by the
fact that
∑
j(B1)ij(adj B1)jk = δik detB1 = 0 and
∑
j Bijnj = 0 for
an affine algebra. The specific form of Eq. (3.29) comes about due to
that (adj B1)ij is symmetric, and (adj B1)00 = detA(g) = |Z(A(g))|
according to Eq. (3.14). Inserting Eq. (3.29) into (3.28) gives
detA = −∆2 . . .∆n|Z(A(g))|
(∑
i∈C1
niηi
)2
, (3.30)
and thus detA is explicitly negative.
It is of particular interest to study root lattices that are even, inte-
gral and self-dual Lorentzian. All the Cartan matrices considered so far
guarantee an even, integral Lorentzian lattice. For the self-duality, the
determinant of the Cartan matrix has to equal (−1). From Eq. (3.30)
we see that imposing this leads to the condition that all the connected
parts C2, . . . , Cn have to give rise to self-dual lattices, i.e., ∆i = 1 for
i = 2, . . . , n, while C1 must be the affine extension of an algebra with
self-dual lattice. Since the only finite dimensional algebra having self-
dual lattice is e8, each diagram Ci is corresponding to an e8 algebra
except for C1, which corresponds to the affine algebra e9. Finally the
sum
∑
i∈C1
niηi must equal unity also, meaning that all the ηi in C1 must
vanish except the one belonging to the node with Coxeter label equals
one, i.e., the affine node. These unique Lorentzian self-dual lattices are
denoted by Π8n+1;1 and have the dimensions (8n+2), see Fig. 3.2. When
n ≥ 2 there exist many Cartan matrices corresponding to the same lat-
tice, since we are still free to choose the numbers ηi, i 6∈ C1.
To simplify notations we include all the diagrams of finite type in C2,
which now is allowed to be disconnected. The fundamental weights of
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the overall diagram C are
lβ = λβ, β ∈ C2
lc = −k
li = λi − niη (k − k¯ + ν), i ∈ C1,
(3.31)
where the vectors k and k¯ again span the lattice Π1;1, and λβ are the
fundamental weights of C2. The algebra corresponding to C1 is the un-
twisted affine extension of g, for which λi are the fundamental weights.
We also define
ν = ν(g) + ν(C2) ≡
r(g)∑
i=1
ηiλi +
∑
β∈C2
ηβλβ
η ≡
∑
i∈C1
niηi,
(3.32)
with r(g) being the rank of g. The Weyl vector will be
R(C) = ρ(C2) + ρ(g)− h(g)
η
(k − k¯ + ν)− k, (3.33)
with ρ(C2) and ρ(g) being the Weyl vectors of C2 and g respectively, and
the Coxeter number is given by
h(g) =
r(g)∑
j=0
nj. (3.34)
3.2.3 Real principal so(2,1) subalgebra
Taking the scalar product
(R, lc) = −h(g)
η
< 0, (3.35)
we see that the only three dimensional principal subalgebra allowed is
so(2,1), but for the algebra to really contain a real principal so(2,1) sub-
algebra the Weyl vector squared
R2 = [ρ(C2)−h(g)
η
ν(C2)]
2+[ρ(g)−h(g)
η
ν(g)]2− 2h(g)[h(g) + η]
η2
(3.36)
must be negative [13, 16].
Let us first consider the case where the central node is linked to the
affine node by a single link, i.e., ηi = δi0 for i ∈ C1. Eq. (3.36) is then
simplified to
R2 = ρ(g)2 − 2h(g)[h(g) + 1] + [ρ(C2)− h(g)ν(C2)]2, (3.37)
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since η = 1 and ν(g) = 0. Using the Freudenthal-de Vries strange formula
[8] on the simply-laced finite algebra g
ρ(g)2 =
h(g)[h(g) + 1]r(g)
12
, (3.38)
we finally arrive at
R2 =
h(g)[h(g) + 1][r(g)− 24]
12
+ [ρ(C2)− h(g)ν(C2)]2. (3.39)
A minimal condition for the existence of principal so(2,1) subalgebra is
thus given by that the rank of g has to be less than 24, allowing only
a finite number of possibilities for g. If C2 is empty, that is if C is an
over-extension of g, then the condition R2 < 0 reduces to r(g) < 24.
Consider now the remaining configurations where the central node
is linked by a single link to the node ⋆ in C1 such that n⋆ ≥ 2, i.e.,
ηi = δi⋆ for i, ⋆ ∈ C1. Note that all the nodes with ni = 1 are related
by the symmetry of the affine Dynkin diagram, hence these nodes are
equivalent. The only simply-laced semi-simple finite algebras containing
Coxeter labels greater than one are e6, e7, e8 and dr, so C1 has to be the
affine extension of one of these algebras. Calculations with e6, e7 and e8
show that the sum of the last two terms in Eq. (3.36) is negative, thus
the sign of R2 is depending on the choice of C2. Similarly, one finds for
dr that the sum of the last two terms in Eq. (3.36) is negative only if
r < 26. The conclusion is then that whenever C1 is linked to the central
node by a single link, imposing the overall algebra to contain a principal
so(2,1) subalgebra, i.e., R2 < 0, the number of possibilities to choose C1
is finite.
Having found the restrictions on C1 for the overall algebra to contain
a principal so(2,1) subalgebra, we then try to find corresponding upper
bounds for the rank of C2 assuming the central node is linked to the node
⋆ in C1 via a single link.
First we observe the condition R2 < 0 can be written as
[ρ(C2)− h0ν(C2)]2 ≤M0(g), (3.40)
where h0 ≡ h(g)η andM0(g) ≡ 2h(g)[h(g)+η]η2 − [ρ(g)−h0ν(g)]2 only depend
on g. It can be verified explicitly that h0 =
1
n⋆
∑r(g)
j=0 nj ≥ 2 for all the
simply-laced Lie algebras g. If C2 is not connected, we can split the left
hand side of Eq. (3.40) into a sum over the connected simple components,
where for each component the factor [ρ(C i2)−h0ν(C i2)]2 is strictly positive.
It is then clear that the number of simple components in C2 is finite for
a given g. What remains now is to show that the rank of each simple
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component must be bounded, and we do this for the special cases where
C2 is ar or dr. In the rest of this section we use the notations ρ = ρ(C2)
and ν = ν(C2).
The case of ar
For the Lie algebras ar, the vector ν =
∑
β∈ar
ηβλβ can be written in an
orthogonal basis {ei} as
ν =
r+1∑
i=1
liei, (3.41)
where the coefficients obey li+1− li = −ηi. Writing (ρ−h0ν) in the same
basis we get
(ρ− h0ν) =
r+1∑
i=1
(
r + 2− 2i
2
− h0li
)
ei =
r+1∑
i=1
miei, (3.42)
since ρ =
r+1∑
i=1
r + 2− 2i
2
ei for ar [8]. Observing thatmi+1−mi = h0ηi−1,
with h0 ≥ 2 and ηi ∈ N0 we find |mi+2| ≥ |mi| ≥ 12 by induction. This
can then be used to give
(ρ− h0ν)2 =
r+1∑
i=1
|mi|2 ≥ r
8
, (3.43)
putting which into Eq. (3.40) yields an upper bound r
8
≤ M0(g) for the
rank of allowed ar.
The case of dr
Assume first that ν is not a spinor weight. By analogy with ar, we use
ν =
r∑
i=1
liei and ρ =
r∑
i=1
(r − i)ei for dr [8] to obtain
(ρ− h0ν) =
r∑
i=1
(r − i− h0li)ei. (3.44)
Since all the coefficients of ei are integers and at most
r
h0
+ 1 of them
vanish, we get
(ρ− h0ν)2 =
r∑
i=1
(r − i− h0li)2 ≥
r−( r
h0
+1)∑
k=1
1 = r(1− 1
h0
)− 1. (3.45)
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Figure 3.3: The Dynkin diagram of a very extended Kac-Moody algebra.
If ν is a spinor weight, each li is then half-odd-integer. The calculations
will remain the same, but with h0 replaced by h0/2 when h0 is even. The
rank of C2 is thus again bounded.
For the case where the central node is linked to the affine node of
C1 only, and is connected to one node of each simple component of C2
by a single link, one can show that the rank of the overall algebra with
principal so(2,1) subalgebra can never exceed 42, regardless the choices
of C1 and C2 [13].
3.3 Very extended Lie algebras
In this section we will look at the special class of Lorentzian Kac-Moody
algebras, obtained by joining an affine Kac-Moody algebra g(1) via the
affine node to a central node that links in turn to the single finite dimen-
sional Lie algebra a1. The resulting algebra is called very extended, see
Fig. 3.3.
We start with a finite dimensional semi-simple Lie algebra g of rank
r, and from now on we do not require that g has a symmetric Cartan
matrix. The simple roots of g are denoted αi, i = 1, . . . , r. These are
normalised such that θ2 = 2, where θ denotes the highest root. The
lattice spanned by the simple roots is called Λg and the corresponding
Cartan matrix is defined as in Eq. (3.1). The only exception to our
analysis is when g is a1, and we do not consider that case. The very
extension of g is obtained by adding three new simple roots.
i. Add the simple root
α0 = k − θ, (α0, α0) = 2, (3.46)
where k ∈ Π1;1. The corresponding Lie algebra is just the affine
extension of g and we denote it by g0. The root lattice of g0 is
a part of Λg ⊕ Π1;1, more precisely those vectors x in this lattice
which are orthogonal to k, i.e., (x, k) = 0 for all x ∈ Λg0. The
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Cartan matrix is
Ag0 =

 Ag
q1
...
qr
q′1 . . . q
′
r 2

 , (3.47)
where we have introduced q′i ≡ (α0, αi) and qi ≡ 2(αi,αi)(αi, α0).
Since g0 is an affine Lie algebra, the determinant of its Cartan
matrix vanishes, i.e., detAg0 = 0.
ii. Add yet another simple root
α−1 = −(k + k¯), (α−1, α−1) = 2. (3.48)
The resulting algebra is an over-extended Lie algebra denoted by
g−1. The root lattice Λg−1 is now the whole Λg ⊕ Π1;1, indicating
that the algebra is Lorentzian. The other scalar products involving
the new simple root α−1 are (α−1, α0) = −1 and (α−1, αi) = 0,
using which we find the Cartan matrix
Ag−1 =


Ag
q1
...
qr
0
...
0
q′1 . . . q
′
r 2 −1
0 . . . 0 −1 2

 . (3.49)
The determinant of the Cartan matrix is then
detAg−1 = 2detAg0 − detAg = − detAg, (3.50)
verifying that g−1 is Lorentzian.
iii. The even further enlarged algebra g−2 is obtained by adding the
simple root
α−2 = k − (l + l¯), (α−2, α−2) = 2, (3.51)
where l and l¯ span a new Π1;1 lattice. The whole root lattice consists
of vectors in Λg ⊕ Π1;1 ⊕ Π1;1 = Λg−1 ⊕ Π1;1 which are orthogonal
to the time-like vector s = l− l¯ = (1, 1). The Cartan matrix of g−2
has the form
Ag−2 =


Ag
q1
...
qr
0
...
0
0
...
0
q′1 . . . q
′
r 2 −1 0
0 . . . 0 −1 2 −1
0 . . . 0 0 −1 2


, (3.52)
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due to that (α−2, α−1) = −1 and (α−2, α0) = (α−2, αi) = 0. Clearly
this is again a Lorentzian Kac-Moody algebra
detAg−2 = 2detAg−1 − detAg0 = −2 detAg. (3.53)
The same value for the determinant is obtained using Eq. (3.30).
The fundamental weights of the over-extended algebra are
λi = λ
f
i − (λfi , θ)(k − k¯), i = 1, . . . , r
λ0 = −(k − k¯)
λ−1 = −k,
(3.54)
with λfi being the fundamental weights of g, whereas the fundamental
weights of the very extended algebra are
λi = λ
f
i − (λfi , θ)[k − k¯ − 12(l + l¯)], i = 1, . . . , r
λ0 = −[k − k¯ − 12(l + l¯)]
λ−1 = −k
λ−2 = −12(l + l¯).
(3.55)
These together with the corresponding simple roots satisfy Eq. (3.2) for
the respective algebra. For the over-extended algebra g−1 the Weyl vector
is given by
ρ = ρf + hk¯ − (h+ 1)k, (3.56)
where ρf is the Weyl vector and h = 1 +
∑r
i=1 ni is the Coxeter number
of g, respectively. Similarly,
ρ = ρf + hk¯ − (h+ 1)k − 1
2
(1− h)(l + l¯) (3.57)
is the Weyl vector of the very extended Kac-Moody algebra.
The weight lattice spanned by the fundamental weights is just the
lattice Λw dual to the root lattice ΛR, Λw = Λ
∗
R. Generally we have
(Λ1 ⊕ Λ2)∗ = Λ∗1 ⊕ Λ∗2 (3.58)
for two arbitrary lattices, and this is sufficient for us to find the weight
lattices of these extended algebras. The weight lattice of g−1 is
Λ∗g−1 = Λ
∗
g ⊕ Π∗1;1 = Λ∗g ⊕Π1;1, (3.59)
the last equality is due to the self-duality of Π1;1. Inserting this into
Eq. (3.13) we find
Zg−1 =
Λ∗g−1
Λg−1
=
Λ∗g ⊕ Π1;1
Λg ⊕ Π1;1 =
Λ∗g
Λg
= Zg (3.60)
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in consistency with the relation between the determinants in (3.50). The
weight lattice of g−2, on the other hand, is given by
Λ∗g−2 = Λ
∗
g ⊕ Π1;1 ⊕ {(r,−r) : 2r ∈ Z}, (3.61)
where the convention in Appendix F has been used. Since the root lattice
of g−2 is Λg−2 = Λg ⊕ Π1;1 ⊕ {(t,−t) : t ∈ Z}, we obtain
Zg−2 =
Λ∗g−2
Λg−2
=
Λ∗g ⊕ Π1;1 ⊕ {(r,−r) : 2r ∈ Z}
Λg ⊕ Π1;1 ⊕ {(t,−t) : t ∈ Z} = Zg × Z2. (3.62)
Again, the result is consistent with the determinant relation in Eq. (3.53).
3.3.1 Self-dual lattices
Let us study the even self-dual lattices a little more in detail. We start
with a finite dimensional semi-simple rank r Lie algebra g, for which the
root lattice Λg is an even self-dual lattice of dimension r or a sublattice of
a such lattice. Even self-dual Euclidean lattices exist only in dimensions
D = 8n, n ∈ N.
The root lattice of e11
In eight dimensions, i.e., for n = 1, the only lattice fulfilling these criteria
is the root lattice of e8. The set of simple roots for e8 written in an
orthogonal basis is
α1 = (0, 0, 0, 0, 0, 1,−1, 0)
α2 = (0, 0, 0, 0, 1,−1, 0, 0)
α3 = (0, 0, 0, 1,−1, 0, 0, 0)
α4 = (0, 0, 1,−1, 0, 0, 0, 0)
α5 = (0, 1,−1, 0, 0, 0, 0, 0)
α6 = (−1,−1, 0, 0, 0, 0, 0, 0)
α7 = (
1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1
2
, 1
2
)
α8 = (1,−1, 0, 0, 0, 0, 0, 0),
(3.63)
combining these with the Coxeter numbers as coefficients yields the high-
est root
θ = (0, 0, 0, 0, 0, 0,−1, 1). (3.64)
We denote the corresponding affine, over-extended and very extended
algebras by e9, e10 and e11, respectively. The affine root is
α0 = k − θ = (−θ; (1, 0)), (3.65)
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Figure 3.4: The Dynkin diagram of the Kac-Moody algebra e11.
whereas the over-extended root is given by
α−1 = −(k + k¯) = (0; (−1, 1)). (3.66)
These together with the simple roots of e8 span the root lattice of e10,
the resulting lattice Λe8 ⊕ Π1;1 is even, self-dual and Lorentzian. Such
lattices occur only in dimensions D = 8n + 2, n ∈ N, and are unique
in each dimension, hence we denote them by Π8n+1;1. It is then obvious
that the root lattice of e10 is Π9;1 = Λe8⊕Π1;1. Adding the very extended
root
α−2 = k − (l + l¯) = (0; (1, 0); (−1, 1)) (3.67)
extends the span of the simple roots to being part of the lattice
Π10;2 = Π9;1 ⊕ Π1;1 = Λe8 ⊕ Π1;1 ⊕ Π1;1, (3.68)
which is the unique even self-dual lattice with signature (10, 2). The
Dynkin diagram of the algebra e11 can be seen in Fig. 3.4. To find the
number of conjugacy classes for the e11 weight lattice we use Eq. (3.13)
Ze11 =
Λ∗e11
Λe11
= Z2. (3.69)
The e11 algebra is of great importance, since it is conjectured to be a
symmetry of M-theory.
The root lattice of k27
Another algebra important in string theory is the very extension of the
algebra d24. The root lattice of d24 is by itself not self-dual, but it is a
sublattice of one of the Niemeier lattices [17]. Niemeier lattices are the
even self-dual Euclidean lattices in dimension 24, and there are totally
24 of them. The simple roots of d24 in an orthogonal basis are
αi = (0, . . . , 0︸ ︷︷ ︸
i−1
, 1,−1, 0, . . . , 0︸ ︷︷ ︸
23−i
), i = 1, . . . , 23
α24 = (0, . . . , 0︸ ︷︷ ︸
22
, 1, 1).
(3.70)
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α α α
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Figure 3.5: The Dynkin diagram of the Kac-Moody algebra k27.
As mentioned before, the root lattice of d24 is not self-dual and
Zd24 =
Λ∗d24
Λd24
= Z2 × Z2, (3.71)
which is consistent with the fact that detAd24 = 4. We can construct a
24-dimensional self-dual lattice by adding the point
g =
1
2
(1, . . . , 1︸ ︷︷ ︸
24
) = λ24 ∈ Λ∗d24 (3.72)
to the lattice Λd24 , the resulting lattice is then Λ
N
d24
= Λ∗d24/Z2. This new
point satisfies (g, g) = 6 and 2g ∈ Λd24 .
Following the general procedure we add an affine and an over-extended
root
α0 = k − θ = ((−1,−1, 0, . . . , 0︸ ︷︷ ︸
22
); (1, 0))
α−1 = −(k + k¯) = (0; (−1, 1))
(3.73)
to the collection of simple roots for d24, respectively. The root lattice
of the corresponding algebra k26 is thus part of the even self-dual lattice
Π25;1 = Λ
N
d24
⊕ Π1;1 = Λ∗k26/Z2 in 26 dimensions. Adding also the very
extended root
α−2 = k − (l + l¯) = (0; (1, 0); (−1, 1)), (3.74)
we obtain the algebra k27 with its root lattice being contained in
Λd24 ⊕Π1;1 ⊕ Π1;1 (3.75)
and
Zk27 =
Λ∗k27
Λk27
=
Λ∗d24
Λd24
× Z2 = Z2 × Z2 × Z2. (3.76)
The algebra k27, with a Dynkin diagram as in Fig. 3.5, has been thought
to be a symmetry of the 26-dimensional closed bosonic string.
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The root lattice of m19
Let us also look at the very extension of the rank 16 algebra d16, the
procedure is almost identical to the case of k27. The root lattice of d16
satisfy again
Zd16 =
Λ∗d16
Λd16
= Z2 × Z2, (3.77)
and it can be made self-dual by adding the point
g =
1
2
(1, . . . , 1︸ ︷︷ ︸
16
), (g, g) = 4. (3.78)
The resulting even self-dual lattice is Λsd16 = Λ
∗
d16
/Z2.
The root lattice of the over-extended algebra m18 is a sublattice of
the 18-dimensional even self-dual Lorentzian lattice Π17;1 = Λ
s
d16
⊕Π1;1 =
Λ∗m18/Z2. Finally, adding the very extended root
α−2 = (0; (1, 0); (−1, 1)) (3.79)
yields an algebra denoted by m19, whose root lattice is part of
Λd16 ⊕ Π1;1 ⊕Π1;1. (3.80)
It is remarkable that construction of the very extended Lorentzian
Kac-Moody algebras based on Euclidean self-dual lattices leads to alge-
bras with fundamental importance in physics. The obtained algebras,
e11 and k27, are conjectured to be symmetries of M-theory and the 26-
dimensional bosonic string, respectively. The symmetries of these two
theories are thus deeply related to the unique even self-dual Lorentzian
lattices in ten and 26 dimensions, respectively. Studying the Dynkin
diagrams of e11 and k27, Figs. 3.4 and 3.5, we conclude that e11 is a sub-
algebra of k27, indicating that the whole M-theory is possibly described
by the bosonic string in 26 dimensions. Also, it seems natural that there
should exist an 18-dimensional string with m19 as its symmetry.
3.3.2 Principal so(2,1) subalgebra
The condition for the existence of principal so(2,1) subalgebra is
∑
a
A−1ab =
∑
a
2
(αa, αa)
(la, lb) ≤ 0, (3.81)
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where a and b = −2,−1, 0, 1, . . . , r. Putting in the fundamental weights
for the over-extended Kac-Moody algebras given in Eq. (3.54) we get∑
a
A−1a,−1 = −h∑
a
A−1a,0 = −(2h + 1)∑
a
A−1a,j = −12nj(αj, αj)(2h+ 1) +
∑
i
(Af )−1ij ,
(3.82)
where nj , h = 1 +
∑r
i=1 ni, (A
f)−1ij are the Coxeter labels, the Coxeter
number and the inverse Cartan matrix of the finite dimensional Lie alge-
bra g, respectively. The corresponding expressions for the very extended
Kac-Moody algebras are∑
a
A−1a,−2 = −12(h− 1)∑
a
A−1a,−1 = −h∑
a
A−1a,0 = −32(h + 1)∑
a
A−1a,j = −34nj(αj , αj)(h+ 1) +
∑
i
(Af)−1ij .
(3.83)
The only sums not satisfying the condition (3.81) automatically are∑
aA
−1
a,j , where information about the specific finite dimensional Lie al-
gebra g is required.
As an illustrative example we take g to be ar, which satisfy (αj , αj) =
2, nj = 1 and h = r + 1, see reference [8]. Combining the fundamental
weights λi =
∑i
j=1 ej − ir+1
∑r+1
j=1 ej gives
∑
i
(Af )−1ij =
∑
i
2
(αi, αi)
(λi, λj) =
j∑
i=1
i
r + 1− j
r + 1
+
r∑
i=j+1
j
r + 1− i
r + 1
= j
2
(r + 1− j),
(3.84)
which in turn can be used in Eq. (3.83) to yield∑
a
A−1a,j = −
3
2
(r + 2) +
j
2
(r + 1− j) (3.85)
for the very extension of ar. Maximising the above equation
(
∑
a
A−1a,j)max =
{
1
8
(r2 − 10r − 23) , j = r+1
2
when r is odd
1
8
(r2 − 10r − 24) , j = r
2
when r is even
(3.86)
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shows that
∑
aA
−1
a,j is negative only if r ≤ 12. Hence, the rank of ar can-
not exceed 12 for the corresponding very extension to contain a principal
so(2,1) subalgebra.
Performing similar calculations for all the simple finite dimensional
Lie algebras, we find the constraints summarised in Table 3.1. Note that
g Over-extension Very extension
ar r ≤ 16 r ≤ 12
dr r ≤ 16 r ≤ 12
er r = 6, 7, 8 r = 6, 7, 8
br r ≤ 15 r ≤ 11
cr r ≤ 8 r ≤ 6
f4 yes yes
g2 yes yes
Table 3.1: The algebras with principal so(2,1) subalgebras.
e11 contains a principal so(2,1) subalgebra, while neither k27 nor m19
does since these are the very extensions of the Lie algebras d24 and d16,
respectively.
4
Symmetries in M-theory
When eleven dimensional supergravity is dimensionally reduced, the ob-
tained scalars have coset space symmetries (Table 2.1). This coset con-
struction for the the scalar sectors has been extended to include also the
gauge fields for the maximal supergravity theories [18, 19]. For space-
time dimensions larger than three, the coset space En/Fn is based on
the normal real forms of the finite dimensional semi-simple Lie algebras
from the E-series, with the subgroup invariant under the Cartan involu-
tion taken as the local subgroup Fn. These subgroups are precisely the
maximal compact subgroups of the non-compact groups En. There is
also some evidence [20, 21] that dimensional reduction of eleven dimen-
sional supergravity to two dimensions and one dimension will yield the
affine extension of e8 (called e9) and the hyperbolic algebra e10, respec-
tively. Continuing in the same spirit, it has now been conjectured that
the eleven dimensional supergravity itself has a coset symmetry based
on the very extended Kac-Moody algebra e11. The linearly realised local
symmetry is assumed to be the subalgebra invariant under the Cartan
involution. The generators in this subalgebra have the form (Eα − Fα)
for an arbitrary positive root α, Eα and Fα are the positive and negative
root generators, respectively. It then follows that Eα ∼ Fα, and the coset
representatives can all be taken to belong to the Borel subalgebra of e11.
Note that whenever we use the word algebra in this chapter, we actually
mean the normal real form of the complex algebra, except for the local
subalgebras where we mean their compact real forms.
It was shown in Chapter 2 that the field equations of the bosonic
sector of eleven dimensional supergravity arise from simultaneous non-
linear realisation under the conformal group and the group G11. In this
coset formulation all the bosonic fields of the theory, i.e., the graviton
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and the rank three gauge field are treated as Goldstone bosons. For the
final symmetry to be the Kac-Moody algebra e11, we have to enlarge the
algebra g11 defined in Eqs. (2.51) and (2.52). There are two ways to go
[22]. The first one is to add more generators to g11, which also belong
to the local subalgebra. The Cartan form will now transform under a
larger local subgroup, see Eq. (2.64). Since the number of the preferred
fields remains the same, most of the calculations are unchanged. The
only constraint for the local subalgebra is that the field equations ob-
tained must be invariant under the corresponding larger local subgroup.
The second method is to perform the nonlinear realisation with a larger
algebra than g11 and some suitable local subalgebra, the difference now is
that we do not demand the field content to remain the same. Instead, we
have to show that this gives an alternative description of eleven dimen-
sional supergravity, with the same on-shell degrees of freedom. To find
the total symmetry, we let the theory in both cases be simultaneously
nonlinearly realised under the conformal group. The hope is that the
resulting theory contains a coset symmetry G/H, with G being a group
corresponding to a Kac-Moody algebra and H its subgroup invariant un-
der the Cartan involution. It seems also reasonable that the symmetries
En and Fn found in the dimensional reductions of eleven dimensional
supergravity are subgroups of G and H, respectively. Again, the natural
candidate for G is E11.
4.1 The Borel subalgebras
The starting point for finding the final global symmetry algebra g is the
algebra g11 from Chapter 2, whose generators can be decomposed as
g+11 = {Kab (a < b), a = 1, . . . , 11; Rc1c2c3; Rc1...c6}
g011 =
{
Ha ≡ Kaa −Ka+1a+1, a = 1, . . . , 10; D =
∑11
a=1K
a
a
} (4.1)
g−11 = K
a
b (a > b) and Pa with a = 1, . . . , 11. The role the generators
Pa play is quite different from the other ones and it should be noted
that there are no preferred fields associated with them. Let us thus for
now concentrate on the generators Kab, R
c1c2c3 and Rc1...c6. The basic
requirement on the final Kac-Moody algebra g is that it contains all the
generators in g11, except Pa which will be treated separately. We demand
the set of positive root generators of g to contain g+11. Also, the Cartan
subalgebra of g must contain g011. For notational simplicity we introduce
g0+11 = g
0
11 ⊕ g+11. Note that the generators Kab form a gl(11) ∼= A10⊕
u(1) algebra, with Ha, K
a
b (a < b) and K
a
b (a > b) being the Cartan
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generators, positive and negative root generators of A10, respectively
1.
Since the final algebra g is assumed to include the finite dimensional
exceptional algebras, we analyse this aspect a little more in detail.
4.1.1 The Borel subalgebra of e7
Consider the simple Lie algebra e7. Restricting the indices to only take
the values {5, . . . , 11}, the positive root generators of e7 can be identified
as
Kˆij = K
i
j −
1
7
δij
11∑
l=5
K ll (i < j), Si =
1
6!
εii1...i6R
i1...i6 (4.2)
and Ri1i2i3 . Similarly, the Cartan generators of e7 can be found as
Hi = K
i
i −Ki+1i+1 and Dˆ =
11∑
l=5
K ll. (4.3)
These generators together with Kˆij = K
i
j (i > j) obey the commutation
relations
[Kˆij, Kˆ
k
l] = δ
k
j Kˆ
i
l − δilKˆkj
[Kˆij , R
k1k2k3 ] = 3δ
[k1
j R
|i|k2k3] − 3
7
δijR
k1k2k3
[Kˆij, Sk] = −δikSj + 17δijSk
[Ri1i2i3 , Ri4i5i6 ] = 2εi1...i6jSj
[Ri1i2i3 , Sk] = 0
[Dˆ, Kˆij ] = 0
[Dˆ, Ri1i2i3 ] = 3Ri1i2i3
[Dˆ, Si] = 6Si
[Si, Sj ] = 0,
(4.4)
which are precisely the commutation relations of the Borel subalgebra of
e7 written with respect to its A6 subalgebra [22]. Note that the generators
Kˆij (i > j) are the negative root generators of A6 and thus not included
in the Borel subalgebra of e7. This shows that the Borel subalgebra of
e7 is also a symmetry of the eleven dimensional supergravity, just as the
A6 subalgebra of e7. The whole e7 can be found as a symmetry if we
enlarge the set of negative roots generators {Kˆij, (i > j)} to also include
the generators Si and Ri1i2i3 . If these generators are also contained in
1In this chapter all the classical simple Lie algebras are denoted by capital letters,
e.g. Ar.
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the local subalgebra, the equations of motion will then remain the same.
The whole e7 is generated by the simple root generators
Ei = K
i
i+1, i = 5, . . . , 10; E11 = R
9,10,11 (4.5)
and the Cartan generators
Hi = K
i
i−Ki+1i+1, i = 5, . . . , 10; H11 = K99+K1010+K1111−
1
3
Dˆ. (4.6)
The new local subalgebra is A7.
4.1.2 The Borel subalgebra of e8
Having found the Borel subalgebra of e7 as a symmetry algebra of eleven
dimensional supergravity in the previous subsection, we also suggested
how to incorporate the whole e7 as a symmetry. Perform now a similar
analysis for the algebra e8. Introduce the generators
Hi = K
i
i −Ki+1i+1; Dˆ =
11∑
l=4
K ll
Kˆij = K
i
j − 18δij
11∑
l=4
K ll (i < j); Sk1k2 =
1
6!
εk1k2i1...i6R
i1...i6
Kˆij = K
i
j (i > j); R
i1i2i3 ,
(4.7)
where the indices take the values {4, . . . , 11}. Using the commutation
relations of g11 we find the Lie brackets
[Kˆij, Kˆ
k
l] = δ
k
j Kˆ
i
l − δilKˆkj
[Kˆij , R
k1k2k3 ] = 3δ
[k1
j R
|i|k2k3] − 3
8
δijR
k1k2k3
[Kˆij, Sk1k2 ] = −2δi[k1S|j|k2] + 28δijSk1k2
[Ri1i2i3 , Ri4i5i6 ] = εi1...i6jkSjk
[Dˆ, Kˆij ] = 0
[Dˆ, Ri1i2i3 ] = 3Ri1i2i3
[Dˆ, Sij ] = 6Sij
[Si1i2, Sj1j2 ] = 0
[Si1i2 , R
j1j2j3 ] = 0.
(4.8)
Comparing Eq. (4.8) with the Lie brackets of e8 written with respect to
its regular A7 subalgebra, we can identify Kˆ
i
j with the generators of A7.
Dˆ spans the eighth dimension in the Cartan subalgebra for e8, R
i1i2i3
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Si1i2 are positive root generators [22]. The adjoint representation of e8
decomposes as 248 = 1 + 63 + (56 + 2¯8 + 8¯) + (5¯6 + 28 + 8) with
1 : Dˆ Cartan subalgebra
63 : Kˆij Regular A7 subalgebra
Cartan, positive and negative root generators
(56 + 2¯8 + 8¯) : Positive root generators
Ri1i2i3 (56) and Siii2 (2¯8)
(5¯6 + 28 + 8) : Negative root generators.
(4.9)
As can be seen, there is a missing 8¯ of the Borel subalgebra of e8.
The way to solve this is to assume these missing generators form an
ideal, which is trivially realised. The full non-trivial realisation of the
Borel subalgebra can be obtained by adding the generators Rc1...c8,d to
the algebra g11. These new generators are antisymmetric in the indices
c1, . . . , c8. The commutation relations of g11 modify to
[Kab, Pc] = −δacPb; [Pa, Pb] = 0
[Kab, K
c
d] = δ
c
bK
a
d − δadKcb
[Kab, R
c1c2c3 ] = 3δ
[c1
b R
|a|c2c3] = δc1b R
ac2c3 + δc2b R
ac3c1 + δc3b R
ac1c2
[Kab, R
c1...c6 ] = 6δ
[c1
b R
|a|c2...c6]
[Rc1c2c3, Rc4c5c6 ] = 2Rc1...c6
[Rc1...c6, Rd1...d6 ] = 0
[Rc1...c6, Rd1d2d3 ] = 3Rc1...c6[d1d2,d3]
[Rc1...c8,a, Rd1d2d3 ] = 0; [Rc1...c8,a, Rd1...d6 ] = 0; [Rc1...c8,a, Rd1...d8,b] = 0
[Kab, R
c1...c8,d] = 8δ
[c1
b R
|a|c2...c8],d + δdbR
c1...c8,a,
(4.10)
with a, b, . . . = 1, . . . , 11. Compared to Eq. (2.52), the commutator
[Rc1...c6, Rd1d2d3 ] is now non-vanishing. To satisfy the Jacobi identities,
the new generators must in addition obey
R[c1...c8,d] = 0. (4.11)
Restricting the indices to the values {4, . . . , 11} yields the generators
in Eq. (4.7) as well as Ri1...i8,j = εi1...i8Sj. The corresponding Lie brackets
are given by the first eight rows in Eq. (4.8) as well as the relations
[Kˆij , S
k] = δkj S
i − 1
8
δijS
k ; [Si1i2 , R
j1j2j3 ] = 3δ
[j1j2
i1i2
Sj3]
[Ri1i2i3 , Sj] = 0 ; [Si1i2 , S
j] = 0
[Dˆ, Si] = 9Si.
(4.12)
Excluding the generators Kˆij (i > j), these define precisely the Borel
subalgebra of e8.
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4.1.3 The Borel subalgebra of e11
Suppose the final symmetry of M-theory is a Kac-Moody algebra g. Since
the coset formulation of the bosonic sector of eleven dimensional super-
gravity uses only the g11 algebra and the conformal algebra, one should
find the Cartan and simple root generators of the searched for Kac-Moody
algebra inside g11. The generators needed to generate the whole g
+
11 are
Ea = K
a
a+1, a = 1, . . . , 10; E11 = R
9,10,11, (4.13)
where Ea, a = 1, . . . , 10 are also the simple root generators of the finite
dimensional algebra A10. Obviously, the generators in (4.13) are natural
choices for the simple root generators of the final Kac-Moody algebra.
Similarly, the set g011 can be identified with the Cartan subalgebra of g,
but the basis choice
Ha = K
a
a −Ka+1a+1, a = 1, . . . , 10; H11 = K99 +K1010 +K1111 −
1
3
D,
(4.14)
with D =
∑11
a=1K
a
a, makes the embeddings of e7 and e8 more explicit.
The generators in (4.13) and (4.14) form the Chevalley-Serre basis of g.
Applying the Chevalley-Serre relations, we then find the Cartan matrix
of the very extended Kac-Moody algebra e11. The Dynkin diagram of e11
shows that it indeed contains e7, e8 and A10 as subalgebras. In fact, e11
also contains all the algebras en listed in Table 2.1. Using the Lie brack-
ets of g11 it is straightforward to verify that the Chevalley-Serre relations
(3.9) involving the positive root generators are satisfied. However, we
have not yet found any symmetries in eleven dimensional supergravity
that correspond to the negative root generators, which must exist and
obey the remaining Chevalley-Serre relations for the theory to be invari-
ant under a Kac-Moody algebra. Moreover, it is insufficient with only
the g11 commutation relations to generate the whole Borel subalgebra of
g, because some of the positive root generators form a trivially realised
ideal in eleven dimensional supergravity. We have already encounted this
problem when trying to identify the Borel subalgebra of e8. Later we will
show that this leads to an alternative description of eleven dimensional
supergravity.
The local subalgebra h in eleven dimensions must include all the lo-
cal subalgebras fn obtained by dimensional reduction in Table 2.1. In
addition, it must contain so(10,1), i.e., the local subalgebra we used in
Chapter 2. The proposed subalgebra, which is the one invariant under
the Cartan involution, fulfills all the criteria. The real form chosen for h
should be non-compact, since it must contain the non-compact so(10,1)
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as a subalgebra. The non-zero components in the Killing form are [8]{
κ(Ha, Hb) = IadjA
ab
κ(Eα, Fβ) ∼ δα,β, (4.15)
where Aab is the Cartan matrix of e11.
Taking e11 and its subalgebra invariant under the Cartan involution
to be the final global symmetry algebra and the local subalgebra, respec-
tively, will yield an infinite number of preferred fields. This is due to
the fact that e11 is infinite dimensional. The problem may be solved by
the inverse Higgs mechanism [23], where the Goldstone fields superflu-
ous for the content of the theory can be eliminated by expressing them
in terms of other preferred fields. The remaining Goldstone bosons will
then correspond to the generators in (4.10).
The addition of Rc1...c8,b gives some new insight on the relation be-
tween eleven dimensional and IIA supergravities. Separating off the
eleventh index we define
K˜ab = K
a
b; R˜
a = Ka11; R˜
a1a2 = Ra1a211; R˜a1a2a3 = Ra1a2a3
R˜a1...a5 = Ra1...a511; R˜a1...a6 = −Ra1...a6 ; R˜a1...a7 = 1
2
Ra1...a711,11
R˜a1...a8 = 3
8
Ra1...a8,11; R˜ = 1
12
(
−
10∑
a=1
Kaa + 8K
11
11
)
,
(4.16)
with the indices a, . . . = 1, . . . , 10. The algebra made of these generators
is exactly the one, on which nonlinear realisation of IIA supergravity
is based [1, 22, 24]. This indicates that the final symmetry algebra of
IIA is also e11. Observe that we can make the identification R
a1...a8,11 =
−8R11a1...a7,a8 due to Eq. (4.11).
4.2 Levels and representations
To understand the Kac-Moody algebra e11 a little better, we do some
systematic analysis. Consider the Lorentzian Kac-Moody algebras from
Chapter 3, i.e., algebras whose Dynkin diagram C possesses at least one
node αc such that deleting it leads to finite dimensional semi-simple Lie
algebras and at most one affine algebra. For simplicity we assume that
the remaining Lie algebra is an irreducible finite dimensional algebra with
the corresponding reduced Dynkin diagram CR. The simple roots of CR
are denoted by αi, i = 1, . . . , r − 1, while the central node is defined as
αc = −ν + x, ν = −
r−1∑
i=1
Aciλi, (4.17)
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where x is a vector in a space orthogonal to αi, and λi are the fundamental
weights of CR. We will also assume that (αc, αc) = 2, and hence x
2 =
2− ν2. Any positive root can be written as
α = lαc +
r−1∑
i=1
miαi = lx− Λ, (4.18)
where
Λ = −l
r−1∑
i=1
Aciλi −
r−1∑
i,j=1
miA
f
ijλj (4.19)
and Afjk is the Cartan matrix for CR. The integers l and mi are non-
negative. Moreover, l is called the level and counts the number of times
the root αc occurs. For a fixed l, the root space of C can be described
by its representation content with respect to CR. This can be done due
to the fact that Λ is a positive linear combination of the fundamental
weights of CR.
An irreducible representation is completely specified by its highest
weight. Thus, at a certain level, whether or not a representation of CR is
contained in C depends on the existence of positive integers pj satisfying
pj ≡ (Λ, α∨j ) = −lAcj −
r−1∑
k=1
mkA
f
kj ≥ 0, (4.20)
with l and mk being non-negative integers. We can then write the con-
straint for the allowed CR representations in C as
r−1∑
j=1
(Af)−1jk pj = −l
r−1∑
j=1
Acj(A
f )−1jk −mk, (4.21)
where pj are the components of the highest weight in the Dynkin basis
that uniquely defines a representation of CR. Note that the left hand side
and the first term on the right hand side are both non-negative, while
the numbers mk take the values mk = 0, 1, 2, . . . [14]. Assuming that we
are only dealing with symmetric Cartan matrices, the length of the roots
are bounded by α2 = 2, 1, 0, . . .. Generally we have
α2 = l2x2 +
r−1∑
i,j=1
pipj(λi, λj) = l
2 detAC
detACR
+
r−1∑
i,j=1
pi(A
f)−1ij pj = 2, 1, 0, . . .
(4.22)
where Eq. (3.21) has been used. For fixed l the first term in (4.22) is also
fixed. It then automatically follows that in the root space of C, we can
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never take a positive root to a negative one by acting with raising and
lowering generators of CR. Any representation of CR must be contained
entirely in the positive root space of C, but with a copy also in the
negative root space due to the symmetry.
The Eqs. (4.21) and (4.22) are all we need to find potential highest
weight vectors of representations of the reduced subalgebra CR, among
the vectors in the positive root lattice of C which have length squared
2, 1, 0, . . .. For a certain CR-representation to actually belong to the root
generators of C, the Serre relations and the Jacobi identities must be
satisfied. Those vectors leading to generators which do not satisfy these
additional requirements belong in fact to the weight lattice of C. Fur-
thermore, the root multiplicity of the Kac-Moody algebras is an unsolved
issue, except for a few special cases.
4.2.1 Low level representations of e11
Using the concept of levels, we can systematically study the representa-
tion content of e11. More specifically, we can express all the root genera-
tors of e11 in terms of representations of A10. The Dynkin diagram of e11
is given in Fig. 3.4. We consider the node above the horizontal line as the
preferred node αc = α11, deleting which yields the Lie algebra A10. The
nodes on the horizontal line are denoted by αi, i = 1, . . . , 10 from left to
right. We use D when referring to the dimension of the very extended
Kac-Moody algebra, in this case D = 11. Let us now level by level go
through the positive root lattice.
The level zero contains the adjoint representation of A10 and the
generator D. The inverse Cartan matrix of AD−1 is [8, 13]
(Af )−1jk =
{
j(r+1−k)
r+1
= j(D−k)
D
, j ≤ k
k(r+1−j)
r+1
= k(D−j)
D
, j ≥ k , (4.23)
inserting which into Eq. (4.21) with D = 11 will give∑
j≤k
j(11−k)pj+
∑
j>k
k(11−j)pj = −11nk+l
{
3k , k ≤ 8
8(11− k) , k = 9, 10 ,
(4.24)
nk = 0, 1, 2, . . .. Also, Eq. (4.22) becomes
α2 = − 2
11
l2 +
1
11
∑
i≤j
pii(11− j)pj + 1
11
∑
i>j
pij(11− i)pj ≤ 2, 1, 0, . . . ,
(4.25)
where detAen = 9 − n and detAAn = n + 1 have been used. It is then
straightforward to work out the A10 representations for every fixed value
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Level Highest weight A10 representation
l = 0 (1, 0, 0, 0, 0, 0, 0, 0, 0, 1) Kab (A10 ⊕D)
l = 1 (0, 0, 0, 0, 0, 0, 0, 1, 0, 0) Rc1c2c3
l = 2 (0, 0, 0, 0, 1, 0, 0, 0, 0, 0) Rc1...c6
l = 3 (0, 0, 1, 0, 0, 0, 0, 0, 0, 1) Rc1...c8,d (R[c1...c8,d] = 0)
(0, 1, 0, 0, 0, 0, 0, 0, 0, 0) ⋆ Rc1...c9
l = 4 (0, 1, 0, 0, 0, 0, 0, 1, 0, 0)
(1, 0, 0, 0, 0, 0, 0, 0, 0, 2)
(1, 0, 0, 0, 0, 0, 0, 0, 1, 0) ⋆
(0, 0, 0, 0, 0, 0, 0, 0, 0, 1)
Table 4.1: The A10 representations occurring at the lowest levels of e11
[25, 26, 27]. The representations marked with ⋆ do not belong to the root
space of e11, but they do belong to the weight space.
of l. At the lowest levels these are given in Table 4.1. Note that the
highest weight of each representation is written in the Dynkin basis. All
these generators appear in the nonlinear realisation of eleven dimensional
supergravity, except Rc1...c9 which are omitted from the e11 algebra since
they do not fulfill the Jacobi identities and have also vanishing outer
multiplicities [25, 27]. To obtain the whole e11 algebra up to level three,
we must also add the negative root generators Rc1c2c3 , Rc1...c6 and Rc1...c8,d.
The commutation relations are those given in (4.10), omitting the first
row, together with
[Kab, Rc1c2c3] = −3δa[c1R|b|c2c3]
[Kab, Rc1...c6] = −6δa[c1R|b|c2...c6]
[Kab, Rc1...c8,d] = −8δa[c1R|b|c2...c8],d − δadRc1...c8,b
[Rc1c2c3, Rc4c5c6] = 2Rc1...c6
[Ra1...a6 , Rb1b2b3 ] = 3Ra1...a6[b1b2,b3]
[Ra1a2a3 , Rb1b2b3 ] = 36δ
[a1a2
[b1b2
K
a3]
b3]
− 4δa1a2a3b1b2b3 D
[Ra1a2a3 , R
b1...b6 ] = −6!
3!
δ
[b1b2b3
a1a2a3R
b4b5b6],
(4.26)
where δa1a2b1b2 ≡ δ
[a1
b1
δ
a2]
b2
. The Cartan and simple root generators are given
in (4.14) and (4.13), respectively.
The fundamental weights of e11 are
li = λi + (ν, λi)
x
x2
, lc =
x
x2
, (4.27)
where λi are the fundamental weights of A10 and ν = −
∑
iAciλi = λ8.
The representation Rc1...c9 we omitted corresponds to the vector (3x−λ2),
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Figure 4.1: The Dynkin diagram of the Kac-Moody algebra A+++8 .
which we now recognise as a negative fundamental weight −l2 of e11.
Considering −l2 as the lowest weight of an e11 representation, we find in
the root string the vector
− l2 + α2 + . . .+ α8 + α11 = 4x− λ1 − λ9, (4.28)
this vector appears also at level four in Table 4.1. The A10 representation
corresponding to this vector must as well be discarded from the root
generators of e11, since they are included in a basic representation of e11.
The subalgebra invariant under the Cartan involution is generated by
(Eα − Fα) and at low levels it includes the generators
Jab = K
c
bηac −Kcaηbc
Sa1a2a3 = R
b1b2b3ηb1a1ηb2a2ηb3a3 −Ra1a2a3
Sa1...a6 = R
b1...b6ηb1a1 . . . ηb6a6 +Ra1...a6
Sa1...a8,c = R
b1...b8,dηb1a1 . . . ηb8a8ηdc −Ra1...a8,c.
(4.29)
These generators belong to the maximal compact subalgebra of the nor-
mal real form of e11. The generators Jab constitute a representation for
the Lorentz algebra, while Sa1a2a3 and Sa1...a6 obey
[Sa1a2a3 , Sb1b2b3 ] = −36δ[a1a2[b1b2 J
a3]
b3]
+ 2Sa1a2a3b1b2b3
[Sa1a2a3 , S
b1...b6 ] = −6!
3!
δ
[b1b2b3
a1a2a3S
b4b5b6] − 3Sb1...b6[a1a2,a3].
(4.30)
4.2.2 Low level representations of A+++D−3
Let us first consider the very extension of A8, see Fig. 4.1. We take
α11 to be the preferred node, deleting which gives the finite dimensional
A10. The subalgebra A10 is used to decompose the root system of A
+++
8 .
Eq. (4.21) becomes
∑
j≤k
j(11− k)pj +
∑
j>k
k(11− j)pj = −11mk + l
{
9k , k = 1, 2
33− 2k , k ≥ 3 ,
(4.31)
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Level Highest weight A10 representation
l = 0 (1, 0, 0, 0, 0, 0, 0, 0, 0, 1) Kab (A10 ⊕D)
l = 1 (0, 0, 1, 0, 0, 0, 0, 0, 0, 1) Rc1...c8,d (R[c1...c8,d] = 0)
(0, 1, 0, 0, 0, 0, 0, 0, 0, 0) ⋆ Rc1...c9
l = 2 (0, 0, 0, 0, 1, 0, 0, 0, 0, 1)
(0, 0, 0, 0, 0, 1, 0, 0, 1, 0)
(1, 0, 1, 0, 0, 0, 0, 0, 0, 0)
(1, 0, 0, 1, 0, 0, 0, 0, 0, 1) ⋆
Table 4.2: The A10 representations occurring at the lowest levels of A
+++
8
[26, 27]. The representations marked with ⋆ belong only to the weight
space.
where mk = 0, 1, 2, . . .. Using also Eq. (4.22) we find the highest weights
of A10 representations in the root lattice of A
+++
8 , the lowest levels are
given in Table 4.2. Since A8 is a subalgebra of e8, the very extended
A8 must as well be a subalgebra of e11. This means that all the A10
representations occurring in the adjoint representation of A+++8 have to
appear in the adjoint representation of e11. Comparing the levels 3l and
l in (4.24) and (4.31), respectively, we find these coincide if we at the
same time make the identifications
nk =


mk , k = 1, 2
mk + l(k − 3) , k = 3, . . . , 8
mk + l(21− 2k) , k = 9, 10.
(4.32)
It then follows that those A10 representations found at level l for A
+++
8
will also be found at level 3l for e11, this is verified by comparing Ta-
bles 4.1 and 4.2.
We generalise now the results to A+++D−3 of arbitrary dimension D, the
Dynkin diagram in Fig. 4.1 can readily be generalised. Omitting the
preferred node, we find the finite dimensional Lie algebra AD−1. At level
zero we have again the generators Kab forming an adjoint representation
for the algebra AD−1 ⊕ D. The AD−1 representations at all the other
levels are obtained by using Eqs. (4.21) and (4.22). In particular, at level
one we have
l = 1 : p3 = 1, pD−1 = 1 R
c1...c(D−3),d (R[c1...c(D−3),d] = 0)
p2 = 1 R
c1...c(D−2).
(4.33)
The solution p2 = 1 does not belong to the root space of A
+++
D−3 , instead,
it is the negative fundamental weight −l2 = x− λ2. Observing that the
root string of −l2 includes the representation (p1 = 1, p4 = 1, pD−1 = 1)
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at level two, we also must exclude this AD−1 representation from the root
space. This explains the exclusion of Rc1...c9 from the A+++8 algebra.
The level zero and one generators of A+++D−3 obey the Lie brackets
[Kab, K
c
d] = δ
c
bK
a
d − δadKcb
[Kab, R
c1...c(D−3),d] = (D − 3)δ[c1b R|a|c2...c(D−3)],d + δdbRc1...c(D−3),a
(4.34)
plus those involving the negative root generators Rc1...c(D−3),d.
4.3 Dual formulation of gravity
The preferred fields in the G11 nonlinear realisation are m
b
a , Ac1c2c3 and
Ac1...c6. The gauge fields are related through the equations of motion
(2.50), while m ba describes gravity. Since including the Borel subalgebra
of e8 requires the addition of the generators R
c1...c8,d, there must exist a
preferred field of the form Ac1...c8,d. The relation between the gauge fields
Ac1c2c3 and Ac1...c6 indicates the existence of some first order formulation
of gravity using the fields m ba and Ac1...c8,d. Regarding the lower index
on m ba as some internal index, the field strength is found to be f
b
a1a2
,
with f ba1...a9 being its “dual gauge field”. We will now construct this dual
formulation of gravity explicitly following the references [22, 28].
4.3.1 The Einstein-Hilbert action
In a D dimensional space-time the Einstein-Hilbert action is given by
[11]
S =
∫
dDx eR(e aµ , ω
b
µa (e)) (4.35)
with e =
√| det gµν |. Defining C aµν ≡ ∂µe aν − ∂νe aµ , the action can be
written as
S =
∫
dDx e
(
C aca, C
cb,
b −
1
2
Cab,cC
ac,b − 1
4
Cab,cC
ab,c
)
, (4.36)
where (2.60) has been used. There is an equivalent way to write the
action
S =
1
2
∫
dDx e
(
Y ab,cCab,c +
1
2
Y ab,cYac,b − 1
2(D − 2)ηbcY
ab,cY faf,
)
(4.37)
by introducing some field Y ab,c. Varying Eq. (4.37)
δS =
1
2
∫
dDx e
{
Cab,c + Yac,b − 1
D − 2ηbcY
f
af,
}
δY ab,c = 0 (4.38)
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yields
Y[a|c|,b] = −Cab,c + 1D−2ηc[bY fa]f, ⇒
Yab,c = Cbc,a + Cca,b − Cab,c + 2(ηbcC faf, − ηacC fbf, ).
(4.39)
Putting (4.39) into (4.37) gives (4.36), and thus shows the equivalence.
Introduce the field Y
d
c1...c(D−2), dual to Y
ab,c
Y ab,d ≡ 1
(D − 2)!ε
abc1...c(D−2)Y
d
c1...c(D−2), . (4.40)
Note that the indices denoted by Roman letters are flat. Expressed in
terms of the dual field the action becomes
S = 1
2(D−2)!
∫
dDx
{
εµντ1...τ(D−2)Y
d
τ1...τ(D−2), Cµν,d
+e
[
− D−3
2(D−2)
Y c1...c(D−2),aYc1...c(D−2),a
+D−2
2
Y
d1...d(D−3)c,
cY
d
d1...d(D−3)d,
− 1
2
Y c1...c(D−3)a,dYc1...c(D−3)d,a
]}
,
(4.41)
observe that εa1...aD ≡ e−1e a1µ1 . . . e aDµD εµ1...µD to emphasise the fact that
ε1...D = 1 despite the type of indices.
Changing the indices a and b in Eq. (4.39) to curved space-time indices
Yµν,c = Cνc,µ + Ccµ,ν − Cµν,c + 2(eνcC fµf, − eµcC fνf, ) (4.42)
and using the definition (4.40), we get
e−1
(D−2)!
ε
τ1...τ(D−2)
µν Yτ1...τ(D−2),c
= −Cµν,c + Ccµ,ν − Ccν,µ + 2(eνcC fµf, − eµcC fνf, ).
(4.43)
On the other hand, varying the action (4.41) with respect to the vielbein
eµa, while regarding Y
a
τ1...τ(D−2), as some independent field gives
δS = 1
2(D−2)!
∫
dDx{2εµντ1...τ(D−2)∂νY aτ1...τ(D−2),
+[terms of order (Y
a
τ1...τ(D−2), )
2]}δeµa = 0
(4.44)
or
εµτ1...τ(D−1)∂τ1Y
a
τ2...τ(D−1), = [terms of order (Y
a
τ1...τ(D−2), )
2]. (4.45)
To lowest order in Y
a
τ1...τ(D−2), the equations of motion for gravity become
εµτ1...τ(D−1)∂τ1Y
a
τ2...τ(D−1), = 0, (4.46)
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leading to the conclusion
Yτ1...τ(D−2),a = ∂[τ1mτ2...τ(D−2)],a. (4.47)
We have thus shown that there exists a dual formulation of gravity based
on the fields e aµ and m
a
τ1...τ(D−3) . In particular when D = 11, the
preferred field corresponding to the generators Rc1...c8,d does really be-
long to the field content of eleven dimensional supergravity. One finds
that the local Lorentz transformation δeµν = λµν is a symmetry only if
δmτ2...τ(D−2),a = −ετ2...τ(D−2)aρκλρκ [28].
Based on these considerations, it is conjectured that pure gravity
in D dimensions could be described as nonlinear realisation based on
the very extended AD−3. This is also consistent with the observation
that A+++D−3 is a subalgebra of e11, since eleven dimensional supergravity
contains gravity. The preferred fields m ba and mc1...c(D−3),d used in the
dual formulation of gravity correspond precisely to the generators Kab
and Rc1...c(D−3),d at levels zero and one for A+++D−3 . The major difference is
that R[c1...c(D−3),d] = 0, while mc1...c(D−3),d does not have a such constraint.
4.3.2 The field equations
Instead of starting from the Einstein-Hilbert action, we now want to
derive the Einstein’s equation from field equations [28]. Define a (D−2)-
form
Ya ≡ εab1...b(D−1)eb1 ∧ . . . ∧ eb(D−3) ∧ ωb(D−2)b(D−1) (4.48)
with ea = dxµe aµ and ω
ab = dxµω abµ . Written as an antisymmetric tensor
we get
Yρ1...ρ(D−2),a = (D − 2)! εab1...b(D−1)e b1[ρi . . . e
b(D−3)
ρ(D−3) ω
b(D−2)b(D−1)
ρ(D−2)]
.
(4.49)
Define also a (D − 1)-form
Ma ≡ −εab1...b(D−1){(D − 3)ωb1f ∧ ef ∧ eb2 ∧ . . . ∧ eb(D−3) ∧ ωb(D−2)b(D−1)
+(−1)D−3eb1 ∧ . . . ∧ eb(D−3) ∧ ωb(D−2)f ∧ ω b(D−1)f }
(4.50)
or as a tensor
Mρ1...ρ(D−1),a = −(D − 1)!εab1...b(D−1)×
{(D − 3)ω b1[ρ1 |f |e fρ2 e b2ρ3 . . . e
b(D−3)
ρ(D−2) ω
b(D−2)b(D−1)
ρ(D−1)]
+(−1)D−3e b1[ρ1 . . . e
b(D−3)
ρ(D−3) ω
b(D−2)f
ρ(D−2) ω
b(D−1)
ρ(D−1)]f
}.
(4.51)
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The equations of motion are then
dYa −Ma = 0 or
εµνρ1...ρ(D−2){(D − 1)∂νYρ1...ρ(D−2),a −Mνρ1...ρ(D−2),a} = 0.
(4.52)
The torsion and the curvature tensor are defined as
T a = dea + ωab ∧ eb ⇒ T aµν = 2(∂[µe aν] + ω a[µ |b|e bν] )
Rab = dω
a
b + ω
a
c ∧ ωcb ⇒ R aµν b = 2(∂[µω aν] b + ω a[µ |c|ω cν] b),
(4.53)
respectively, withRνb = e
µ
aR
a
µν b andR = e
νbeµaR
a
µν b. Using Eqs. (4.49),
(4.51) and (4.52), we find
εab1...b(D−1)ε
µνρ1...ρ(D−2){D−3
2
T b1νρ1 e
b2
ρ2
. . . e
b(D−3)
ρ(D−3) ω
b(D−2)b(D−1)
ρ(D−2)
+(−1)D−3e b1ν e b2ρ1 . . . e
b(D−3)
ρ(D−4) ω
b(D−2)f
ρ(D−3) ω
b(D−1)
ρ(D−2)f
+e b1ρ1 . . . e
b(D−3)
ρ(D−3) ∂νω
b(D−2)b(D−1)
ρ(D−2) } = 0.
(4.54)
Noticing the sum of the last two terms as the Einstein tensor, we finally
get
εab1...b(D−1)ε
µνρ1...ρ(D−2){D−3
2
T b1νρ1 e
b2
ρ2
. . . e
b(D−3)
ρ(D−3) ω
b(D−2)b(D−1)
ρ(D−2) }
−2(−1)D−2e(D − 3)!(Rµa − 12eµaR) = 0.
(4.55)
If we use the Levi-Civita connection the torsion will vanish, then the
Einstein’s equation in vacuum is obtained. Eq. (4.52) is second order in
space-time derivatives, to find an equation system with only first order
derivatives we introduce the fields
e aµ ≡ (em) aµ , mc1...c(D−3),d, kc1...c(D−2),d. (4.56)
The equation system{
Ya − ka = dma + Ω ba ∧mb
dka + Ω
b
a ∧ kb − Ω ba ∧ Yb −Ma = 0 (4.57)
with Ω ba = dx
µΩ bµa , ma = dx
ρ1 ∧ . . . ∧ dxρ(D−3)mρ1...ρ(D−3),a and ka =
dxρ1 ∧ . . . ∧ dxρ(D−2)kρ1...ρ(D−2),a, is just what we are looking for, since
putting the first line into the second yields
dYa − (dΩ ba + Ω ca ∧ Ω bc ) ∧mb −Ma = 0 (4.58)
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or {
dYa −Ma = 0
dΩ ba + Ω
c
a ∧ Ω bc = 0 . (4.59)
Note that the second line in Eq. (4.59) is satisfied automatically if Ω bµa
is defined as Ω bµa = (e
−1∂µe)
b
a . Eq. (4.57) in terms of tensors is{
εµνρ1...ρ(D−2){Yρ1...ρ(D−2),a − kρ1...ρ(D−2),a − (D − 2)Dˆρ1mρ2...ρ(D−2),a} = 0
εµνρ1...ρ(D−2){Dˆνkρ1...ρ(D−2),a − Ω bνa Yρ1...ρ(D−2),b − 1D−1Mνρ1...ρ(D−2),a} = 0
(4.60)
with Dˆµmρ1...ρ(D−3),a = ∂µmρ1...ρ(D−3),a + Ω
b
µa mρ1...ρ(D−3),b.
4.3.3 Nonlinear realisation of gravity
The reformulation of gravity contains fields with the same index struc-
tures as the low level generators of A+++D−3 , written with respect to AD−1
representations. We can start from the other end and try to find co-
variant equations, that are globally invariant under A+++D−3 and locally
invariant under its subgroup which is invariant under the Cartan invo-
lution. We consider only the generators at levels zero and one, namely
Kab, R
c1...c(D−3),d and Rc1...c(D−3),d. We take
g = ex
fPfem
b
a K
a
be
mˆc1...c(D−3),dR
c1...c(D−3),d
(4.61)
to be the coset representative, where mˆ[c1...c(D−3),d] = 0 is also satisfied.
The Cartan forms is then
V ≡ g−1dg− ω = dxµ{e aµ Pa+Ω bµa Kab + D˜µmˆc1...c(D−3),dRc1...c(D−3),d} − ω
(4.62)
with
e aµ ≡ (em) aµ
Ω bµa ≡ ∂µm ba = (e−1∂µe) ba
ω = dxµω bµa K
a
b
D˜µmˆc1...c(D−3),d ≡ ∂µmˆc1...c(D−3),d + (D − 3)Ω aµ[c1 mˆ|a|c2...c(D−3)],d
+Ω aµd mˆc1...c(D−3),a.
(4.63)
The Einstein’s equation (4.57) written in tangent indices is indeed
built up using the fields e aµ , Ω
c
ab , ω
c
ab and
D˜c1mˆc2...c(D−2),d
= e µ1c1 . . . e
µ(D−2)
c(D−2) (∂µ1mˆµ2...µ(D−2),d + Ω
a
µ1d
mˆµ2...µ(D−2),a),
(4.64)
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but the appearance of kc1...c(D−2),d and m[c1...c(D−3),d] indicate that we must
include higher level generators of A+++D−3 in the nonlinear realisation. The
fact that A+++D−3 is infinite dimensional may be solved by the inverse Higgs
mechanism, leaving only a finite number of Goldstone fields as result
[28]. The final covariant objects are obtained by simultaneous nonlinear
realisation with the conformal group. Carrying out this procedure should
give (4.57) as the unique equations invariant under both groups up to
the considered level.
4.3.4 Some more features
The generalisation to include matter fields is done by introducing a rank
p gauge field A(p) =
1
p!
dxµ1 ∧ . . .∧dxµpAµ1...µp with field strength F(p+1) =
dA(p) or
Fµ1...µp+1 = (p+ 1)∂[µ1Aµ2...µp+1]. (4.65)
The dual field strength is given by
G(D−p−1) = ∗F(p+1). (4.66)
Introduce also{
F(p)a =
1
p!
dxµ1 ∧ . . . ∧ dxµpFµ1...µp,a
G(D−p−2)a =
1
(D−p−2)!
dxµ1 ∧ . . . ∧ dxµ(D−p−2)Gµ1...µ(D−p−2),a
, (4.67)
using which we define
Mˆa = Ma + {G(D−p−1) ∧ F(p)a − (−1)pG(D−p−2)a ∧ F(p+1)}. (4.68)
Replacing Ma in Eq. (4.52) or (4.57) by Mˆa we obtain
Rµa−
1
2
eµaR =
(D − p)!
(D − 3)!p!{F
µρ1...ρpFaρ1...ρp−
1
2(p+ 1)
eµaF
ρ1...ρp+1Fρ1...ρp+1}
(4.69)
with the connection chosen so that the torsion vanishes. The right hand
side is precisely the desired contribution from the energy momentum
tensor. It can be verified explicitly that dMˆa = 0, which is consistent
with the fact that the equations of motion Mˆa = dYa must conserve the
energy and momentum.
The equation system with the linearised Einstein’s equation involves
the unconstrained field mc1...c(D−3),d. However, one can have a dual for-
mulation of gravity which at the linearised level is given by [29, 30, 31]
Rµνab = ε
ρ1...ρ(D−2)
µν (∂a∂[ρ1lρ2...ρ(D−2)],b − ∂b∂[ρ1lρ2...ρ(D−2)],a), (4.70)
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where l[c1...c(D−3),d] = 0. Since the equation is second order in space-
time derivatives, it has an additional gauge symmetry related to the
local Lorentz transformations discussed below Eq. (4.47). This gauge
symmetry can then be used to gauge l[c1...c(D−3),d] away, and hence from
this point of view m[c1...c(D−3),d] is not really present. Trying to treat
gravity in the same way as the gauge fields, we want to have a dual
formulation of gravity, expressed by equations with only first order space-
time derivatives. To achieve this, we need only to introduce Ac1...c6 for
the gauge field Ac1c2c3 , but the non-linearity of the Einstein’s equations
requires an infinite number of fields, explaining the infinite dimension of
the conjectured A+++8 symmetry.
4.4 Nonlinear realisation based on e11
We want now to perform nonlinear realisation based on the generators
from the levels zero, one and two of e11. Since the calculations are almost
identical to those in Chapter 2, it will be done in less detail here.
We use the subalgebra invariant under the Cartan involution as the
local subalgebra, a representative for the coset G/H is given by
g = ex
fPf em
b
a K
a
be
1
3!
Aa1a2a3R
a1a2a3
e
1
6!
Ab1...b6R
b1...b6
emˆc1...c8,dR
c1...c8,d
(4.71)
with mˆ[c1...c8,d] = 0. Calculating the Cartan form
V ≡ g−1dg − ω
= dxµ{e aµ Pa + Ω bµa Kab + 13!D˜µAc1c2c3Rc1c2c3
+ 1
6!
D˜µAc1...c6R
c1...c6 + D˜µmˆc1...c8,dR
c1...c8,d} − ω
(4.72)
we find
e aµ ≡ (em) aµ
Ω bµa ≡ (e−1∂µe) ba
D˜µAc1c2c3 ≡ ∂µAc1c2c3 + 3(e−1∂µe) b[c1 A|b|c2c3]
D˜µAc1...c6 ≡ ∂µAc1...c6 + 6(e−1∂µe) b[c1 A|b|c2...c6] − 20A[c1c2c3D˜|µ|Ac4c5c6]
D˜µmˆc1...c8,d ≡ ∂µmˆc1...c8,d + 8(e−1∂µe) b[c1 mˆ|b|c2...c8],d − Tr
− 1
(3!)3
A[c1c2c3(D˜|µ|Ac4c5c6)Ac7c8]d − 13!6!A[c1...c6D˜|µ|Ac7c8]d
(4.73)
with (−Tr) denoting a term which ensures D˜µmˆ[c1...c8,d] = 0.
Simultaneous nonlinear realisation with the conformal group yields
F˜c1...c4 ≡ 4(e µ[c1 ∂|µ|Ac2c3c4] + e
µ
[c1
(e−1∂|µ|e)
b
c2
A|b|c3c4] + . . .)
F˜c1...c7 ≡ 7(e µ[c1 ∂|µ|Ac2...c7] + e
µ
[c1
(e−1∂|µ|e)
b
c2
A|b|c3...c7] + . . .
+5F˜[c1...c4Ac5c6c7])
(4.74)
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as the objects covariant under the both groups. Combining these we find
the equations of motion for the gauge fields as
F˜ c1...c4 =
1
7!
εc1...c11F˜
c5...c11 . (4.75)
The equations of motion for gravity should be given by Eq. (4.60), but
with Dˆµmc1...c8,d replaced by D˜µmˆc1...c8,d from (4.73) and the addition of
the field m[c1...c8,d].
The generator D ≡ ∑11a=1Kaa can be used to measure the level of a
generator, since
[D,Kab] = 0 and [D,R
9,10,11] = R9,10,11 (4.76)
with R9,10,11 corresponding to the eleventh simple root. Acting on the
coset representative with erD gives
g → g′ = erDg = ee−rxfPf e(m ba +rδba)Kabe 13!Aa1a2a3Ra1a2a3
×e 16!Ab1...b6Rb1...b6emˆc1...c8,dRc1...c8,d (4.77)
i.e., {
xµ → x′µ = e−rxµ
m ba → m′ ba = m ba + rδba
. (4.78)
Thus, D corresponds to a symmetry which leaves the equations of motion
(4.60) and (4.75) invariant.
4.5 The translation generators
The translation generators in g11 carry one lower index and transform
under A10, but we did not find any such generators in e11. The role of the
translation generators is to introduce space-time into the theory. Due to
its transformation properties, Pa is equivalent to a tensor with ten upper
antisymmetric indices, and corresponds to the A10 representation with λ1
as the highest weight. Consider thus the possibility that the translation
generators are contained in a representation of e11. From Eq. (4.27) we
see that the e11 representation with −l1 = 32x − λ1 at level l = 32 as the
lowest weight contains the A10 representation Λ = λ1. Calculating the
root string to this lowest weight −l1, we find the first weight vector where
the eleventh root α11 enters to be
− l1 + α1 + . . .+ α8 + α11 = 5
2
x− λ9. (4.79)
A new representation for A10 as a tensor with two upper antisymmetric
indices then appears. Continuing in this way, we can find all the A10
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Level Highest weight A10 representation
l = 3/2 (1, 0, 0, 0, 0, 0, 0, 0, 0, 0) P a1...a10
l = 5/2 (0, 0, 0, 0, 0, 0, 0, 0, 1, 0) W a1a2
l = 7/2 (0, 0, 0, 0, 0, 1, 0, 0, 0, 0) W a1...a5
l = 9/2 (0, 0, 0, 1, 0, 0, 0, 0, 0, 1) W a1...a7,b
(0, 0, 1, 0, 0, 0, 0, 0, 0, 0) W a1...a8
Table 4.3: The A10 representations occurred at the lowest levels of the e11
representation with −l1 as the lowest weight [32].
representations contained in the e11 representation −l1, at the lowest
levels these are given in Table 4.3.
A linear representation U(A) of a Lie algebra g must be a homomor-
phism, i.e., U(A1A2) = U(A1)U(A2) for all A1, A2 ∈ g. Let |χs〉 denote
the states spanning a module for g, and define the matrices
U(A)|χs〉 = (c(A)) ts |χt〉. (4.80)
The matrices c(A) are not the matrix representations of g since c(A1A2) =
c(A2)c(A1), instead, we can use these to define d(A) ≡ c(A‡) which
preserve the algebra multiplication. The operation A‡ is defined as A‡ ≡
ICII(A), where IC is a Cartan involution, while II(A) = −A and inverts
the order of the operators at the same time. The matrices d(A) form a
representation since
d(A1A2) = c(I
CII(A1A2)) = c(I
C(−A1))c(IC(−A2)) = d(A1)d(A2).
(4.81)
We can associate a generatorXs to each state |χs〉 in the module, obeying
the commutation relations
[Xs, Xt] = 0 and [Xs, A] = d(A)
r
s Xr, A ∈ g. (4.82)
Thus, {Xs} and g form a semi-direct product algebra [32]. The Jacobi
identities can be checked explicitly.
Consider now the semi-direct product of e11 and its −l1 representa-
tion denoted by e11⊕sL1. The lowest level generators of L1 are given
in Table 4.3. Instead of the generators P a1...a10 , we use the translation
generators
Pa =
1
10!
εab1...b10P
b1...b10 . (4.83)
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Following Eq. (4.82) we have
[Kab, Pc] = −δacPb + 12δabPc
[Ra1a2a3 , Pb] = 3δ
[a1
b W
a2a3]
[Ra1a2a3 ,W b1b2 ] = W a1a2a3b1b2
[Ra1a2a3 ,W b1...b5 ] = W b1...b5[a1a2,a3].
(4.84)
Using the Jacobi identities and Eq. (4.84) we also find
[Ra1...a6 , Pb] = −3δ[a1b W a2...a6]
[Ra1a2a3 , Pb] = 0
[Ra1a2a3 ,W
b1b2] = 12δb1b2[a1a2Pa3]
[Ra1a2a3 ,W
b1...b5] = 120δ
[b1b2b3
a1a2a3W
b4b5]
(4.85)
Adding the vectors from the −l1 representation to the root lattice will
extend the root lattice to the full weight lattice of e11.
5
Conclusions
In this thesis work some symmetry aspects of M-theory have been stud-
ied. Here the relevant symmetry groups of a theory are the ones used
when the theory in question is reformulated as nonlinear realisation. The
technique of nonlinear realisations is used to describe the low energy dy-
namics of a theory, in which a symmetry is spontaneously broken, but
at high energies the same symmetry is expected to be linearly realised.
In this way we found that the bosonic part of eleven dimensional super-
gravity was globally invariant under both the conformal group and an
enlarged affine group called G11. In the calculations, the Lorentz group
was taken as the only local symmetry group. We then argued that M-
theory itself should contain a coset symmetry, with the very extended
group E11 and its Cartan involution invariant subgroup being the global
and the local symmetry group, respectively. At least we showed that the
Lorentzian group E11 satisfies some necessary conditions, e.g., it contains
all the symmetry groups occurring in the dimensionally reduced super-
gravity theories. Also, the generators of G11 can be identified with the
lowest level generators of E11. The Goldstone bosons introduced in the
nonlinear realisation will correspond to the gravity degrees of freedom
and the gauge fields. If the infinite dimensional e11 is the symmetry
algebra, new symmetries that mix gravity and the tensor gauge fields
non-trivially would appear at higher levels. During the identification of
the Goldstone bosons we had to reformulate the theory of gravity to in-
clude a field, which is dual to the vielbein. It was then also conjectured
that pure gravity in D dimensions should have a hidden Kac-Moody
symmetry, namely the very extended version of AD−3 usually denoted
as A+++D−3 . The way the space-time generators and the conformal algebra
relate to e11 nonlinear realisation is still not very well understood.
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The existence of fermions in the eleven dimensional supergravity im-
plies an osp(1|64) symmetry, which is the only algebra containing both
the supersymmetry group and the conformal group. This algebra con-
tains gl(32) as a subalgebra, which rotates the spinor index on the su-
percharges. Being a brane rotating symmetry [33], sl(32) is the most
natural generalisation of the Lorentz algebra when branes are present.
Consequently, sl(32) must also be a symmetry of M-theory and somehow
be related to e11. Indeed, the commutation relations in (4.30) are part
of the commutation relations defining the sl(32) automorphism algebra
[32]. The rank two and rank five antisymmetric tensors appeared in the
e11 representation with the lowest weight −l1 (Table 4.3) can be identi-
fied with the central charges of the eleven dimensional supersymmetry
algebra. Thus, sl(32) is contained in the Cartan involution invariant sub-
algebra of e11, not as a subalgebra, but as a truncation and hence to get
the entire osp(1|64) the −l1 representation must also be added. Nonlin-
ear realisation of e11⊕sL1 should be able to describe point particles and
branes on an equal footing.
In the familiar nonlinear realisations used in particle physics, space-
time is introduced in an ad hoc way and the reducing matrix does not
depend on space-time. As a result, a group transformation does not
change the space-time dependence of any solution. The nonlinear reali-
sation considered here involves space-time in a more complicated manner,
and thus one can expect that the possible group transformations that one
can carry out on any solution are much more extensive. In this thesis
we have interpreted the tensors found in the −l1 representation of e11 as
space-time translations, central charges of the supersymmetry algebra as
well as an infinite number of other states. However, there is an alterna-
tive approach to the translation generators. The theory is still thought
to be a nonlinear realisation of e11, but the fields are now assumed to
depend on an auxiliary parameter and all the space-time dependence
was assumed to arise in the same way from the equations of motion of
the nonlinear realisation [34, 35]. At level seven there is an A10 repre-
sentation which also may be identified with the translation generators,
and hence providing another way to introduce space-time into the the-
ory. It was then conjectured that the adjoint representation of all G+++
contains a generator, which belongs to the correct A representation to
be identified as space-time translations [35]. But it was soon found that
this is not true for e.g., D+++n−3 for odd n and A
+++
n−3 for even n. Thus
this mechanism cannot be applied to IIB theory and the bosonic string
D+++24 [27]. Furthermore, even if a generator with the correct A repre-
sentation properties does occur, it is usually not unique. For e11 such a
generator occurs at levels (7 + 11s) for any non-negative integer s. The
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question is then which of these is the real space-time translation gener-
ator. Moreover, one finds that some of these operators occur with outer
multiplicity greater than one, i.e., even at a given level there is often more
than one choice. Even though the level seven candidate does have the
correct A properties, it has the problem being non-commutative. Our
usual picture of space-time translations as commuting quantities must
then change drastically. Having these considerations in mind, it is at the
present stage more plausible to let the translation generators come from
a basic representation of e11.
In Chapter 3 we have studied the simple roots of the Lorentzian Kac-
Moody algebras, but for a general Kac-Moody algebra not very much is
known. The real roots have single multiplicity, while no closed expression
exists for the imaginary roots, only the recursive Peterson and Freuden-
thal formulas [14] can be applied. Calculating the outer multiplicities for
the vectors in Table 4.1, one finds that the vectors we omitted from the
root space of e11 were the only ones having non-positive multiplicities as
they should [25, 26, 27]. The real roots are those related to the simple
roots by a Weyl transformation, and the imaginary roots are Weyl conju-
gate to elements in the fundamental Weyl chamber which have connected
support on the Dynkin diagram [14, 26]. It is also known that the Weyl
transformations are related to U-duality [26]. The representation theory
of a Kac-Moody algebra is somewhat different from the one of a finite
dimensional algebra. Consider the level decomposition of a Kac-Moody
algebra in Chapter 4, at positive levels highest weight representations are
obtained, whereas at negative levels lowest weight representations are ob-
tained. The adjoint representation of a very extended algebra is neither a
highest nor a lowest weight representation, instead, it can be obtained by
taking tensor products of the highest and lowest weight representations
[27].
Given the Dynkin diagram of e11, starting from the very extended
node one can embed an A9 sub-Dynkin diagram in two ways. These
are the ten-dimensional type IIA and IIB superstring theories [24, 36].
The A9 subalgebra describes the gravity sector of the theory. Generally,
different ways to embed a gravity subalgebra, i.e., an AD−1 subalgebra
with D denoting the dimension of the theory obtained, inside the Dynkin
diagram correspond to generalised T-dualities [26].
During the calculations we have used the subalgebra invariant under
the standard Cartan involution as the local symmetry, but when con-
sidering the vielbein defining gravity line sl(n) one finds that the corre-
sponding local subalgebra is so(n) and not so(n-1,1).To get a space-time
with Lorentzian signature a Wick rotation is thus needed for the actual
real form of the local subalgebra of e11 [35, 37]. Instead, one can define
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a general involution [38]
Ea → ηaFa, Fa → ηaEa, Ha → −Ha, (5.1)
where ηa = ±1 and a is numbering the simple roots. For any combination
of signs ηa, the generators invariant under the corresponding involution
will constitute a real form of the local subalgebra. Different real forms of
the local subalgebra will give rise to different space-time signatures, and
all the possibilities are connected under the Weyl group of e11.
A theory containing e11 as symmetry should contain an infinite num-
ber of BPS solutions. Each of these solutions must have a field in the
theory as its source, and the objects occurring in the −l1 representation
are the corresponding charges. The fields of the nonlinear realisation are
contained in the group elements of E11 when modded out by the action of
the local subgroup. Consequently, given any solution we can write down
the corresponding E11 group element. One finds that the group elements
corresponding to the common half BPS solutions of eleven dimensional
supergravity have the form [38, 39]
g = exp
(
− 1
(β, β)
β ·H lnN
)
exp {(1−N)Eβ}, (5.2)
where N is a harmonic function, β is the e11 root corresponding to the
generator Eβ and H are the Cartan generators. This elegant form of the
group elements for the usual half BPS branes leads to the idea that E11
can be useful when classifying solutions with a given amount of super-
symmetry.
Except the eleven dimensional e11 there are other very extended Kac-
Moody algebras with great importance, e.g., the conjectured gravity sym-
metry A+++D−3 in D dimensions. It turned out that the low level content of
the adjoint representation of a general very extended algebra G+++ pre-
dicted a field content, which under nonlinearly realisation was in agree-
ment with the oxidation theory associated with algebra G [26, 40]. An-
other interesting example is given by k27, which is thought to be the
symmetry of the bosonic string [1, 22]. The local subalgebra is again
taken to be the subalgebra invariant under the Cartan involution. Non-
linear realisation based on the lowest level generators yields the right
field equations. One interesting property of k27 is that its Dynkin dia-
gram contains e11, indicating that the closed bosonic string contains the
superstrings in ten dimensions [41] and maybe even M-theory itself. The
closed bosonic string on a torus is invariant under the fake monster Lie
algebra [42, 43], one can then ask how the fake monster Lie algebra is
related to k27.
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We have pointed out some of the physical aspects of e11⊕sL1, but
maybe the semi-direct product is just part of some larger algebra. When
adding also the −l2 representation to obtain e11⊕sL1⊕sL2, the translation
generators no longer need to commute. Perhaps the very extended Kac-
Moody algebras are embedded inside the so called Borcherds algebras.
M-theory is itself just one step on the way and the very extended algebras
play an important role in fixing the structure of that theory, similar to
the supersymmetry. The final algebraic structure may include Borcherds’
fake monster algebra [44], which is the vertex algebra on the unique even
self-dual Lorentzian lattice in 26 dimensions.
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A
Differential forms
In this appendix we will review the basics of the differential forms fol-
lowing the references [10, 45, 46].
We define a p-form on an n-dimensional manifold M as
t ≡ 1
p!
dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµp tµ1µ2...µp, (A.1)
where tµ1µ2...µp is a totally antisymmetric tensor. The wedge operator on
the coordinate differentials satisfies the properties
(dxλ ∧ dxµ) ∧ dxν = dxλ ∧ (dxµ ∧ dxν) (A.2)
dxµ ∧ dxν = −dxν ∧ dxµ. (A.3)
We see that when putting the index µ equal to ν, Eq. (A.3) vanishes
identically. This results in that there cannot exit any forms with p > n
in a n-dimensional manifold. The antisymmetricity of the wedge operator
is made obvious through the identification∫
dxµ1 ∧ . . . ∧ dxµn =
∫
dnx εµ1...µn , (A.4)
where εµ1...µn is the total antisymmetric tensor density with ε12...n = +1.
The number of independent components of a p-form is
(
n
p
)
.
The exterior product, or the wedge product, between a p-form and a
q-form is a (p+ q)-form and it is defined as
t∧w ≡ 1
p!q!
dxµ1∧. . .∧dxµp∧dxµp+1∧. . .∧dxµp+q tµ1...µpwµp+1...µp+q . (A.5)
This exterior product is linear
(at1 + bt2) ∧ w = at1 ∧ w + bt2 ∧ w, (A.6)
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associative
t ∧ (w ∧ u) = (t ∧ w) ∧ u (A.7)
and satisfy the relation
t ∧ w = (−1)pq w ∧ t. (A.8)
We define an exterior derivative
d ≡ dxµ∂µ, (A.9)
which acts on a p-form to give a (p+ 1)-form according to
dt ≡ d ∧ t = 1
p!
dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµp+1 ∂µ1tµ2...µp+1
= 1
p!
dxµ1 ∧ dxµ2 ∧ . . . ∧ dxµp+1 ∂[µ1tµ2...µp+1] . (A.10)
Moreover, the exterior derivative satisfies
d(t ∧ w) = dt ∧ w + (−1)p t ∧ dw, (A.11)
and the Poincare´ lemma
d(dt) =
1
p!
dxµ ∧ dxν ∧ dxµ1 ∧ . . . ∧ dxµp ∂[µ∂νtµ1...µp] ≡ 0. (A.12)
The so called Hodge dual of a p-form is defined as
(∗t) ≡ 1
p!(n− p)!
1√|g|dxµp+1 ∧ . . . ∧ dxµn εµp+1...µnν1...νptν1...νp, (A.13)
where g = det gµν . In terms of antisymmetric tensors Eq. (A.13) becomes
(∗t)µ1...µn−p =
1
p!
1√
|g| εµ1...µn−pν1...νpt
ν1...νp. (A.14)
The Levi-Civita epsilon has the property
ερ1...ρpµp+1...µnερ1...ρpνp+1...νn = ±|g|p!(n− p)! δµp+1[νp+1 . . . δ
µn
νn]
, (A.15)
where the −(+)-sign is chosen whenever the signature is Lorentzian
(Riemannian). The Levi-Civita epsilon with lower indices is defined as
εµ1...µn ≡ gµ1ν1 . . . gµnνnεν1...νn. Using the definition (A.13) we can also
deduce that
∗ (∗t) =
{
(−1)1+p(n−p) t Lorentzian space
(−1)p(n−p) t Riemannian space . (A.16)
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Having introduced the Hodge dual we can define the adjoint of the
exterior derivative, which takes a p-form to a (p− 1)-form according to
d†t ≡
{
(−1)np+n ∗ d ∗ t Lorentzian space
(−1)np+n+1 ∗ d ∗ t Riemannian space . (A.17)
The Laplacian is then defined by
∆ ≡ (d+ d†)2 = d · d† + d† · d, (A.18)
taking a p-form to another p-form. According to the Hodge decomposi-
tion theorem an arbitrary p-form tp can always be written as
tp = dαp−1 + d
†βp+1 + γp, (A.19)
where αp−1 is a (p − 1)-form, βp+1 is a (p + 1)-form and γp is a p-form
obeying ∆γp = 0. The Hodge dual is also used to define a symmetric
inner product of two p-forms in a n-dimensional manifold M
(t, w) ≡
∫
M
t ∧ ∗w. (A.20)
Generally, the integral of some p-form t over a p-dimensional subman-
ifold Σ ⊂ M is ∫
Σ
t =
∫
Σ
dσα1 ∧ . . . ∧ dσαp t∗α1...αp , (A.21)
where
t∗ =
1
p!
dσα1 ∧ . . . ∧ dσαp ∂x
µ1
∂σα1
. . .
∂xµp
∂σαp
tµ1...µp (A.22)
is the pull back of t on Σ. The coordinates σα are used to parametrise the
submanifold Σ. After having mapped injectively between the coordinates
x and σ, we find the integral to be∫
Σ
t =
∫
Σ
dσ1 . . . dσp
∂xµ1
∂σ1
. . .
∂xµp
∂σp
tµ1...µp . (A.23)
As the end of this short review we state the Stokes theorem∫
Σ
dt =
∫
∂Σ
t, (A.24)
where ∂Σ is the boundary of some manifold Σ.
79
80
B
The conformal group
A conformal transformation of the coordinates is by definition an invert-
ible coordinate mapping, which leaves the metric tensor invariant up to
a scale
g′µν(x
′) = eΛ(x)gµν(x). (B.1)
The space-time coordinates in d dimensions are denoted by
xµ, µ = 0, 1, . . . , d− 1 (B.2)
where the zeroth index is referring to the time direction. We will through-
out this appendix use the signature ηµν = diag(1,−1,−1, . . . ,−1).
The conformal transformations do not affect the angle between two
arbitrary curves crossing each other at some point, explaining the use of
the word conformal. This property can easily be seen by considering the
angle θ between two vectors u and v
cos θ =
u · v√
(u · u)(v · v) . (B.3)
Each scalar product involves a metric, thus under a conformal transfor-
mation the scale factor eΛ(x) on the numerator and the denominator will
cancel out.
To find the conformal generators we examine the infinitesimal coor-
dinate transformation xµ → x′µ = xµ + ǫµ(x). The metric will then
transform as
gµν(x)→ g′µν(x′) = gµν(x)− (∂µǫν + ∂νǫµ) (B.4)
to first order in ǫ. For conformal transformations the condition (B.1) has
to be satisfied, which results in
∂µǫν + ∂νǫµ = (1− eΛ(x))gµν(x). (B.5)
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Taking the trace on both sides, i.e., contracting with gµν we find
d(1− eΛ(x)) = 2∂µǫµ ≡ 2∂ · ǫ (B.6)
where d denotes the dimension. Inserting this back into Eq. (B.5) we get
∂µǫν + ∂νǫµ =
2
d
gµν∂ · ǫ, (B.7)
to which we apply a derivative ∂ν and obtain
∂µ(∂ · ǫ) + ∂ν∂νǫµ = 2
d
∂µ(∂ · ǫ). (B.8)
To solve the differential equation (B.8) we first act on it with ∂µ yielding(
2− 2
d
)
∂µ∂µ(∂ · ǫ) = 0. (B.9)
If we instead act on Eq. (B.8) with ∂ν , we get
∂σ∂σ(∂µǫν + ∂νǫµ) +
(
2− 4
d
)
∂µ∂ν(∂ · ǫ) = 0, (B.10)
where we also have symmetrised over µ and ν. After making use of
Eqs. (B.7) and (B.9) we arrive at(
2− 4
d
)
∂µ∂ν(∂ · ǫ) = 0. (B.11)
The general solution of this equation is (for d 6= 2) [47, 48]
ǫµ = aµ + bµνx
ν + cµνρx
νxρ. (B.12)
Putting this solution into the original differential equation (B.8), we find
ǫµ = αµ + λxµ + ωµνx
ν + bµx2 − 2xµb · x, (B.13)
with ωµν being an antisymmetric tensor. From Eq. (B.13) we can read
off the finite conformal transformations on the coordinates, these are
i. translations
xµ → x′µ = xµ + αµ (B.14)
ii. Lorentz transformations (spatial rotations and Lorentz boosts)
xµ → x′µ = ωµνxν (B.15)
iii. dilations
xµ → x′µ = λxµ (B.16)
iv. special conformal transformations
xµ → x′µ = x
µ + bµx2
1 + 2b · x+ b2x2 . (B.17)
The specific form of the special conformal transformations is motivated
by expanding Eq. (B.17) and keeping the lowest order terms only
xµ + bµx2
1 + 2b · x+ b2x2 ≈ (x
µ+ bµx2)(1−2b ·x) ≈ xµ+ bµx2−2xµb ·x, (B.18)
which are precisely the last two terms in Eq. (B.13).
We define the generators Gα of the conformal group by
x→ x′ = x+ ǫαGαx, (B.19)
where ǫα is an infinitesimal tensor. Comparing with Eq. (B.13) we find
the generators of the conformal algebra to be
Pµ = ∂µ
Mµν = xµ∂ν − xν∂µ
D = xν∂ν
Kµ = 2xµx
ν∂ν − x2∂µ,
(B.20)
corresponding to translations, Lorentz transformations, dilations and
special conformal transformations, respectively. The commutation re-
lations of the conformal algebra will thus be
[D,Pµ] = −Pµ
[D,Mµν ] = 0
[D,Kµ] = Kµ
[Kµ, Kν] = 0
[Kµ, Pν] = −2(ηµνD +Mµν)
[Kρ,Mµν ] = (ηρµKν − ηρνKµ)
[Pµ, Pν] = 0
[Pρ,Mµν ] = (ηρµPν − ηρνPµ)
[Mµν ,Mρσ] = (ηµσMνρ + ηνρMµσ − ηµρMνσ − ηνσMµρ).
(B.21)
One can also show that there is an isomorphism between the conformal
group in (d−1, 1) Minkowski dimensions and the Lorentz group SO(d,2).
The conformal generators given in (B.20) were above applied directly
on the coordinates, and to obtain the action of the conformal generators
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on a field we have to take the intrinsic degrees of freedom into account.
We define the generators Σµν (Lorentz transformations), ∆¯ (dilations)
and κµ (special conformal transformations) of the stability subgroup of
x = 0. These generators have the property that they leave the point
x = 0 invariant. The commutation relations of the stability subgroup
are
[∆¯,Σµν ] = 0
[∆¯, κµ] = κµ
[κµ, κν ] = 0
[κρ,Σµν ] = (ηρµκν − ηρνκµ)
[Σµν ,Σρσ] = (ηµσΣνρ + ηνρΣµσ − ηµρΣνσ − ηνσΣµρ)
(B.22)
in analogy with Eq. (B.21). The generators of the stability subgroup will
also commute with Pµ, Mµν , D, Kµ and the coordinates x
µ.
For an arbitrary field φa(x), the basis is chosen such that
Pµφa(x) =
∂
∂xµ
φa(x). (B.23)
Note that the translation generators do not act on the indices of φa(x).
The actions of the other generators at x = 0 are given by
Mµνφa(0) = Σµνφa(0)
Dφa(0) = ∆¯φa(0)
Kµφa(0) = κµφa(0).
(B.24)
Using Eqs. (B.23) and (B.24) together with the fact that
φa(x) = exp(x
µPµ)φa(0) (B.25)
we can find the actions of the conformal generators on arbitrary fields
Pµφ(x) = ∂µφ(x)
Mµνφ(x) = [(xµ∂ν − xν∂µ) + Σµν ]φ(x)
Dφ(x) =
[
xν∂ν + ∆¯
]
φ(x)
Kµφ(x) =
[
(2xµxν∂ν − x2∂µ) + 2xν
(
ηµν∆¯ + Σµν
)
+ κµ
]
φ(x)
(B.26)
The commutation relations in Eq. (B.21) are still satisfied.
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C
General coordinate
transformations
An infinitesimal general coordinate transformation is given by
xµ → x′µ = xµ + ǫµ(x), (C.1)
where ǫµ is an arbitrary infinitesimal parameter. We can expand ǫµ as an
infinite series in powers of x, and the general form of the infinite number
of generators is
T
(n−1)µ1...µn
ν = x
µ1 . . . xµn
∂
∂xν
. (C.2)
The index (n − 1) indicates the length dimension of the generator, i.e.,
the number of xµi minus the number of derivatives present.
We will show that all the generators in this infinite dimensional al-
gebra can be obtained by commuting the generators of two finite di-
mensional algebras, namely the conformal algebra and the affine algebra.
This observation was first made by the authors of [5] and [6].
The generators of the conformal group are Pµ, Mµν , D and Kµ.
The realisation of these generators using the coordinates can be found
in Eq. (B.20), while the commutation relations of the conformal algebra
are given in Eq. (B.21). On the other hand, the generators of the affine
group are Pµ and Rµν
Pµ = ∂µ = T
(−1)
µ
Rµν = xµ∂ν = T
(0)
µν .
(C.3)
Note that a metric has been implicitly introduced to lower the indices in
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Eq. (C.2). The Lie brackets of the affine algebra will then be
[Pµ, Pν] = 0
[Pρ, Rµν ] = ηρµPν
[Rµν , Rρσ] = (ηνρRµσ − ηµσRρν).
(C.4)
Consider now the closure between the conformal and the affine group.
Taking the commutator between Kρ and Rµν gives
[Kρ, Rµν ] = [(2xρx
σ∂σ − x2∂ρ), xµ∂ν ]
= 2xµxν∂ρ − 2xµxσηρν∂σ − xσxσηµρ∂ν , (C.5)
which contains generators quadratic in xµ, in particular the generator
T
(1)
µνρ = xµxν∂ρ. From Eq. (C.5) we see that since T
(1)
µνρ is symmetric
in the indices µ and ν, it is the symmetric part of the generator Rµν
that is important. Generally, we can commute T (n) with Kµ to obtain
generators of one order higher. Thus any generator of the form given by
Eq. (C.2) can be obtained as a repeated commutator of generators from
the conformal and the affine algebra.
The reason an infinite dimensional algebra is generated when taking
the closure of two finite dimensional algebras, is the fact that there is an
overlap between the conformal group and the affine group. And more im-
portant, there must exist generators outside the overlap in both groups,
and the commutation relations involving these generators are non-trivial.
Kµ︸︷︷︸
conformal algebra
,
overlap︷ ︸︸ ︷
D , Mµν , Pµ , Sµν︸︷︷︸
affine algebra
(C.6)
The generator Sµν denotes the symmetric and traceless part of Rµν ,
whereas Mµν denotes the antisymmetric part.
The generators in the conformal algebra which are not included in
the affine algebra are the special conformal ones. The geometric inter-
pretation of the special conformal transformations is not very obvious, in
comparison with the other transformations. It is essentially an inversion
followed by a translation and yet another inversion
xµ → x
µ
x2
→ yµ = x
µ
x2
+ bµ → y
µ
y2
=
xµ + bµx2
1 + 2bνxν + b2x2
. (C.7)
We can also consider the special conformal generators directly, by first
defining the coordinate inversion operator I
I[φ(xµ)] = φ
(
xµ
x2
)
. (C.8)
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The corresponding sequence of transformations for an arbitrary field will
then be
φ(xν) → I[φ(xν)]→ Pµ(I[φ(xν)])
→ I[Pµ(I[φ(xν)])] = I[Pµ](I[I[φ(xν)]]) = I[Pµ]φ(xν). (C.9)
The operator I[Pµ] is then found to be
I[Pµ] = I[
∂
∂xµ
] = ∂x
σ
∂( x
µ
xνxν
)
∂
∂xσ
= (gσµx
νxν − 2xσxµ) ∂∂xσ
= −Kµ.
(C.10)
The conclusion is that the conformal transformations consist of transla-
tions, Lorentz transformations, dilations and inversions. The inversion
itself cannot be written as a generator, since the operation inversion is
discrete and thus contradicts the infinitesimal nature of the generators
for a continuous Lie group. Therefore, inversions appear in a disguised
form as special conformal transformations.
The analysis of the closure between the conformal and the affine group
can easily be generalised to include supersymmetry [6].
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D
Transformations under the
conformal group
In this appendix we calculate the transformations of the preferred fields
and an arbitrary field of degree l under a coset transformation, having
the conformal group as global symmetry and the Lorentz group as local
symmetry [9]. The reducing matrix
g = e−x
aPaeφ
bKbeσD (D.1)
transforms according to
g(ζ)→ g′(ζ ′) = Λg(Λ−1ζ)h−1(Λ−1ζ,Λ) (D.2)
under the coset, Λ is a global conformal transformation and h is a local
Lorentz transformation. The coordinate vector in (11,2) dimensions is
given by ζA. Conformal transformations in (10,1) dimensions can be writ-
ten as Lorentz transformations in 13 dimensions, and we assume that the
local 11-dimensional Lorentz subgroup only acts on the 11-dimensional
subspace spanned by the indices µ. We can thus form a true 13-vector
by
ΦA =
1
2
(
g 12A − g 13A
)
, (D.3)
which transforms as
ΦA(ζ)→ Φ′A(ζ) = Λ BA ΦB(Λ−1ζ). (D.4)
Inverting Eq. (2.92) gives
φµe
−σ = Φµ − xµ(Φ5 + Φ6)
φ2e−σ = (Φ5 + Φ6).
(D.5)
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Knowing the transformation laws for ΦA(ζ) under different global confor-
mal transformations, we can deduce the transformations of the preferred
fields using Eq. (D.5)
i. inhomogeneous Lorentz transformations
xµ → x′µ = Λ νµ xν + αµ
σ(x) → σ′(x′) = σ(x)
φµ(x) → φ′µ(x′) = Λ νµ φν(x)
(D.6)
ii. dilations
xµ → x′µ = e−λxµ
σ(x) → σ′(x′) = σ(x) + λ
φµ(x) → φ′µ(x′) = eλφµ(x)
(D.7)
iii. special conformal transformations
xµ → x′µ = xµ+bµx
2
1+2b·x+b2x2
σ(x) → σ′(x′) = σ(x) + ln |1 + 2b · x+ b2x2|
φµ(x) → φ′µ(x′) = (1 + 2b · x+ b2x2)φµ(x)
+[(1 + 2x · φ)(1 + β · x)− 2x2β · φ]βµ
−[2β · φ+ β2(1 + 2x · φ)]xµ.
(D.8)
The local Lorentz group elements in 11 dimensions are obtained as
h(ζ,Λ) = g′−1Λg = e−σ
′De−φ
′·Kex
′·PΛe−x·Peφ·KeσD, (D.9)
into which we substitute Eqs. (D.6), (D.7) and (D.8) to get
i. inhomogeneous Lorentz transformations
x′µ = Λ
ν
µ xν + αµ
hµν(ζ,Λ) = Λµν
(D.10)
ii. dilations
x′µ = e
−λxµ
hµν(ζ,Λ) = gµν
(D.11)
iii. special conformal transformations
x′µ = xµ + (x
2δνµ − 2xµxν)βν + . . .
hµν(ζ,Λ) = gµν + 2(βµxν − βνxµ) + . . . , (D.12)
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for different types of Λ. Note that for pure translations, i.e., x′µ = xµ+αµ,
the Lorentz group element will be hµν = ηµν .
We can also compute the infinitesimal variations in an arbitrary field
ψ, induced by the conformal transformations. Assume ψ(ζ) is homoge-
neous of degree l, it will then have the transformation
ψ(ζ)→ ψ′(ζ ′) = D(h)ψ(Λ−1ζ) ≈ (1 +D(δh))ψ(ζ)
=
(
1 + 1
2
(δh) νµ S
µ
ν
)
ψ(ζ).
(D.13)
We define a function depending on the coordinates in 11 dimensions as
ψ(x) = κ−lψ(ζ), (D.14)
where l ≡ κ∂/∂κ is the degree of homogeneity and κ = ζ12 + ζ13. The
infinitesimal transformation of a such field is
ψ(x)→ ψ′(x′) = κ′−lψ′(ζ ′) ≈ ( κ
κ′
)l (
1 + 1
2
(δh) νµ S
µ
ν
)
ψ(x)
≈ (1− l δκ
κ
+ 1
2
(δh) νµ S
µ
ν
)
ψ(x)
≈ ψ′(x) + δxµ∂µψ(x),
(D.15)
resulting in the infinitesimal variation
δψ(x) = ψ′(x)− ψ(x) ≈ −
(
δxµ∂µ + l
δκ
κ
− 1
2
(δh) νµ S
µ
ν
)
ψ(x). (D.16)
Sµν are the field specified representations of the generators in the local
Lorentz group. The quantity δκ/κ is given by
δκ
κ
=


0 inhomogeneous Lorentz transformations
λ dilations
2β · x special conformal transformations
. (D.17)
Inserting Eqs. (D.10), (D.11), (D.12) and (D.17) into Eq. (D.16) yields
i. inhomogeneous Lorentz transformations
δxµ = ǫ
ν
µ xν + αµ
δhµν(ζ,Λ) = ǫµν , ǫµν = −ǫνµ
δσ = −(ǫµνxν + αµ)∂µσ
δφµ = −(ǫντxτ + αν)∂νφµ + ǫ νµ φν
δψ = −(ǫµνxν + αµ)∂µψ + 12ǫ νµ Sµνψ
(D.18)
ii. dilations
δxµ = −λxµ
δhµν(ζ,Λ) = 0
δσ = λ(xµ∂µσ + 1)
δφµ = λ(x
ν∂ν + 1)φµ
δψ = λ(xν∂ν − l)ψ
(D.19)
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iii. special conformal transformations
δxµ = (x
2δνµ − 2xµxν)βν
δhµν(ζ,Λ) = 2(βµxν − βνxµ)
δσ = −βν(x2δµν − 2xνxµ)∂µσ + 2βµxµ
δφµ = −βτ (x2gτν − 2xτxν)∂νφµ + βµ
+2βνxνφµ − 2βνφνxµ + 2xνφνβµ
δψ = −βν(x2gνµ − 2xνxµ)∂µψ − 2lβµxµψ + 2βµxνSµνψ,
(D.20)
where we also have expanded Eqs. (D.6), (D.7) and (D.8). The non-
vanishing of the vacuum expectation values at the origin, δσ(0) = λ and
δφµ(0) = βµ, implies the asymmetry of the vacuum.
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E
Real principal subalgebras
A rank r Lie algebra can always be represented in the form
g = N− ⊕H ⊕N+, (E.1)
where H is the Cartan subalgebra, N− and N+ are the triangular subal-
gebras consisting of the multiple commutators of the generators Fi and
Ei, respectively. We will now find the conditions for a Lie algebra to
contain a rank three real principal subalgebra [13, 16].
Principal so(3) subalgebras
Every finite dimensional semi-simple Lie algebra g has a principal so(3)
subalgebra, due to the positive definiteness of the inverse Cartan matrix.
The generators of the principal so(3) subalgebra are constructed using
the Weyl vector ρ =
∑r
i=1
2
(αi,αi)
λi, with αi and λi being the simple roots
and the fundamental weights of g, respectively. The Cartan generator of
the principal so(3) is defined by
J3 =
r∑
i=1
ρ(i)HCartanαi ⇒ [J3, Eα] = (ρ, α)Eα, (E.2)
where HCartanαi and Eα are the Cartan generators and the generator as-
sociated with the root α, respectively, given in the Cartan-Weyl basis.
Also, the combinations of the simple root generators
J+ =
r∑
i=1
kiEαi , J
− =
r∑
i=1
kiE−αi (E.3)
satisfy
[J3, J
±] = ±J± , [J+, J−] = J3 (E.4)
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with k2i = p
(i). The Lie algebra can then be decomposed with respect to
the principal so(3) subalgebra into r irreducible representations of spin
sj
g =
r⊕
j=1
g(sj), (E.5)
where g(sj) carries the (2sj+1)-dimensional irreducible representation of
so(3), and the r spins sj are called the exponents of g. Generally g
(0) is
empty, whereas g(1) is the adjoint representation of the principal so(3)
subalgebra. The exponents sj contain important informations about the
Lie algebra g. For instance, the orders of the invariant Casimir operators
are given by the numbers sj + 1, and the quadratic Casimir invariant is
thus always associated to the representation s1 = 1. Using the Chevalley-
Serre basis Ei = Eαi , Fi = E−αi and Hi = H
Cartan
αi
we can rewrite the
generators J3 and J
± according to
J3 =
r∑
i=1
piHi , J
+ =
r∑
i=1
kiEi , J
− =
r∑
i=1
kiFi, (E.6)
with
pi ≡ ρ(i) =
r∑
i=1
A−1ij > 0 and ki ≡
√
pi. (E.7)
The relations pi > 0 are due to that A
−1
ij ≥ 0 for a finite dimensional Lie
algebra.
Principal so(2,1) subalgebras
The concept of principal subalgebras can be generalised to a rank r Kac-
Moody algebra g˜. We can again define a generator J3 =
∑r
i=1 ρ
(i)HCartanαi ,
where HCartanαi are the Cartan generators in the Cartan-Weyl basis, and
ρ =
∑r
i=1
2
(αi,αi)
λi is the Weyl vector. Expressing the fundamental weights
as
λi =
r∑
j=1
(αi, αi)A
−1
ij
αj
(αj, αj)
, (E.8)
allows us to rewrite the Weyl vector as
ρ =
r∑
i,j=1
A−1ij
2αj
(αj , αj)
. (E.9)
The generator J3 then becomes
J3 =
r∑
i,j=1
A−1ij Hj , (E.10)
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where Hj are the Cartan generators of g˜ in the Chevalley-Serre basis.
The generator J3, together with
J+ =
r∑
i=1
kiEi , J
− =
r∑
i=1
liFi, (E.11)
constitute a so(2,1) algebra. The hermiticity property (J+)† = J− will
be satisfied only if ki = l
∗
i , since (Ei)
† = Fi. Furthermore, demanding
[J+, J−] =
∑r
i=1 kiliHi = −J3 requires
0 ≤ |kj|2 = kjlj = −
r∑
i=1
A−1ij ≡ pj. (E.12)
The remaining Lie bracket of so(2,1), [J3, J
±] = ±J± are then satisfied
automatically. Thus, a real principal so(2,1) subalgebra exists if and only
if
r∑
i=1
A−1ij ≤ 0, ∀ j. (E.13)
For instance, all the hyperbolic Kac-Moody algebras have a principal
so(2,1) subalgebra, since all their fundamental weights lie in the forward
light-cone, and thus A−1ij =
2
(αi,αi)
(λi, λj) ≤ 0 for all the indices i and j
[15].
The algebra g˜ can again be decomposed into irreducible represen-
tations of the principal subalgebra. Due to the non-compactness of the
group SO(2,1), all these irreducible representations will be infinite dimen-
sional and unitary, except the adjoint representation of so(2,1), which is
neither. The unitarity means that one can define a scalar product (x, y)
on the representation space, being hermitian and positive definite with
the properties
([Ei, x], y) = (x, [Fi, y])
([Hi, x], y) = (x, [Hi, y])
, ∀ x, y ∈ g˜. (E.14)
The representation space is then the vector space of the algebra g˜, with g˜
acting on itself by the adjoint action. Assuming that the algebra possesses
an invariant bilinear form 〈·|·〉, i.e., a generalised Killing form, we can
define the scalar product on the representation space as
(x, y) ≡ −〈x|θ(y)〉, (E.15)
where θ is the Cartan involution
θ(Ei) = −Fi , θ(Fi) = −Ei , θ(Hi) = −Hi. (E.16)
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The generators J3 and J
± of the principal so(2,1) can be verified to
satisfy Eq. (E.14), with J3 being self-adjoint and J
± mutually adjoint,
respectively. Taking the norms
(J3, J3) = ρ
2 = −
r∑
i=1
pi < 0 and (J
+, J+) = (J−, J−) =
r∑
i=1
pi > 0
(E.17)
shows that the adjoint representation of so(2,1) is indeed not unitary.
Since the representation space is decomposed into orthogonal subspaces
consisting of the Cartan subalgebra and subspaces associated with each
root, all the other irreducible representations in the decomposition of g˜
will be unitary. This conclusion is made by observing that the subspace
spanned by all the vectors orthogonal to the Weyl vector ρ is positive
definite with respect to the scalar product (E.15).
Because of the adjoint action the spectrum of J3 will be integral,
i.e., ei2πJ3 = 1 and the representations arised are called single valued or
unitary. Using the irreducible adjoint representation of so(2,1) we define
the quadratic Casimir operator
Q = J3J3 − J+J− − J−J+
= J3(J3 + 1)− 2J−J+ = J3(J3 − 1)− 2J+J−, (E.18)
which acts on a generator adjointly according to
adQ(x) = [J3, [J3, x]]− [J+, [J−, x]]− [J−, [J+, x]]. (E.19)
The eigenvalues of this Casimir operator are then used to label the ir-
reducible representations of so(2,1) occurring in the decomposition of g˜.
Besides the non-unitary finite dimensional representations such as the
three dimensional one, so(2,1) possesses two different kinds of unitary
infinite dimensional representations.
i. The discrete series representations
The Casimir eigenvalues for the discrete series representations are
Q = s(s− 1) > 0. (E.20)
These representations contain a lowest (highest) weight state satis-
fying J−|s, s〉 = 0 (or J+| − s,−s〉 = 0), and the states of a repre-
sentation are denoted by |s,m〉 (or |− s,−m〉) for m = s, s+1, . . .,
where s = 2, 3, 4, . . .. These representations are entirely contained
in the triangular subalgebras N+ or N− defined in Eq. (E.1). The
lowest weight representations are built on states of the form
v(s) =
∑
j1,...,js
cj1...js[Ej1, . . . , [Ejs−1, Ejs] . . .] , [J
−, v(s)] = 0
(E.21)
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by repeated application of J+. Similarly, the highest weight states
are obtained by acting on
v(−s) =
∑
j1,...,js
cj1...js[Fj1 , . . . , [Fjs−1, Fjs] . . .] , [J
+, v(−s)] = 0
(E.22)
with J−.
ii. The continuous representations
The continuous representations split into principal and supplemen-
tary series representations with the Casimir eigenvalues
principal series : −∞ < Q < −1
4
supplementary series : −1
4
< Q < 0, (E.23)
respectively. The supplementary series can in practical never ap-
pear as unitary representations of so(2,1), since ei2πJ3 can never
equal unity for these. Thus, we consider only the principal series
in detail.
Apart from J3, there are (r − 1) linearly independent combina-
tions of the Cartan generators of g˜, written generally as
∑r
i=1 ciHi.
These are determined by diagonalising the so(2,1) Casimir opera-
tor. Acting with the Casimir operator adjointly we obtain
adQ
(
r∑
i
ciHi
)
= −2
r∑
i,j=1
ciAijpjHj. (E.24)
Note that using
∑r
j=1Aijpj = −
∑r
j,k=1AijA
−1
jk = −1 and putting
ci = −pi, Eq. (E.24) becomes
adQ(J3) = 2
r∑
i,j=1
piAijpjHj = 2J3, (E.25)
which is precisely the result expected for the adjoint representa-
tion of so(2,1). The coefficients of the remaining (r − 1) linearly
independent combinations will be orthogonal to J3 and thus satisfy(
r∑
i=1
ciHi,−
r∑
j=1
pjHj
)
= −
r∑
i,j=1
cipjAij = 0 ⇒
r∑
i=1
ci = 0.
(E.26)
The full representations are then generated by multiply commuting∑r
i=1 ciHi with J
+ and J−. Since the eigenvalues of J3 are bounded
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neither from above nor from below, the orthogonal complement of
J3 must belong to (r − 1) principal series representations. These
representations extend simultaneously into both N+ and N−. It
can also be verified that all the elements in the principal series
have positive norm, i.e., (x, x) > 0.
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F
The lattices ΠD−1;1
The lattices ΠD−1;1 are the unique even self-dual Lorentzian lattices,
existing only in the dimensions D = 8n+2, n = 0, 1, 2, . . .. These lattices
are spanned by the vectors x = (x1, . . . , xD−1; x0) ∈ RD−1,1 satisfying
x · r ≡
D−1∑
i=1
xiri − x0r0 ∈ Z, (F.1)
where r = (1
2
, . . . , 1
2
; 1
2
) ∈ RD−1,1, and the scalar product is defined using
the flat Minkowski metric. In addition, either
all xµ ∈ Z or all (xµ − rµ) ∈ Z (F.2)
must be obeyed [17].
Concentrating on the lattice Π1;1, we find it consisting of the vectors
(m; 2p+m) and
(
n+
1
2
; 2q + n +
1
2
)
∀ m,n, p, q ∈ Z. (F.3)
It is straightforward to show that Π1;1 is even{
(m; 2p+m)2 = −4p(p +m)(
n+ 1
2
; 2q + n+ 1
2
)2
= −2q(2q + 2n+ 1) ∈ 2Z . (F.4)
The self-duality can be shown by explicitly finding the dual lattice. For
convenience we change the notation to z = (z+, z−), where{
z+ = x0 + x1
z− = 1
2
(x0 − x1) ⇒
{
x0 = 1
2
(z+ + 2z−)
x1 = 1
2
(z+ − 2z−) . (F.5)
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The scalar product then becomes
x · y = 1
4
{(z+ − 2z−)(w+ − 2w−)− (z+ + 2z−)(w+ + 2w−)}
= −z+w− − z−w+. (F.6)
In the basis given by (z+, z−) the points in Π1;1 can be written simply as
(n,m) ∀ n,m ∈ Z, (F.7)
e.g., the vector r will be r = (1, 0). Thus, the lattice Π1;1 is the integer
span of the basis vectors
k ≡ (1, 0) and k¯ ≡ (0,−1), (F.8)
which have be chosen to satisfy k2 = k¯2 = 0 and k · k¯ = 1. Also, ±(k+ k¯)
are the only two points in the whole lattice with length squared equal
two.
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