Network alignment (NA) aims to find a node mapping that identifies topologically or functionally similar network regions between molecular networks of different species. Analogous to genomic sequence alignment, NA can be used to transfer biological knowledge from well-to poorly-studied species between aligned network regions. Pairwise NA (PNA) finds similar regions between two networks while multiple NA (MNA) can align more than two networks. We focus on MNA. Existing MNA methods aim to maximize total similarity over all aligned nodes (node conservation). Then, they evaluate alignment quality by measuring the amount of conserved edges, but only after the alignment is constructed. Directly optimizing edge conservation during alignment construction in addition to node conservation may result in superior alignments. Thus, we present a novel MNA method called multiMAGNA++ that can achieve this. Indeed, multiMAGNA++ outperforms or is on par with existing MNA methods, while often completing faster than existing methods. That is, multiMAGNA++ scales well to larger network data and can be parallelized effectively. During method evaluation, we also introduce new MNA quality measures to allow for more fair MNA method comparison compared to the existing alignment quality measures. The multiMAGNA++ code is available on the method's web page at http://nd.edu/$cone/multiMAGNA++/.
INTRODUCTION
N ETWORKS can model many real-world systems, including biological ones. Several networks are relevant to biological systems, e.g., protein-protein interaction (PPI) [1] , gene co-expression [2] , or metabolic networks [3] . In PPI networks, nodes are proteins and edges are PPIs. PPIs control complex cellular functions, and hence, studying PPI networks is important. Biotechnological advances have made PPI network data available for multiple species [1] . Functions of many proteins in many species remain unknown [4] , [5] , and so there is need for across-species transfer of functional knowledge from well-studied to poorly-studied species. Genomic sequence alignment can be used for this purpose [6] . However, since proteins interact to carry out cellular functions and since PPI networks model these interactions (whereas sequence alignment studies genes in isolation), biological network alignment (NA) can be used for this purpose too, in order to complement biological insights obtained via sequence alignment [7] .
NA aims to find a node mapping between networks that identifies topologically or functionally similar network regions. As such, NA can be used to transfer biological knowledge across species between the species' conserved (aligned) PPI network regions. While we focus on NA of PPI networks and the domain of computational biology [8] , [9] , NA is applicable to any network type (e.g., gene regulatory or metabolic networks) and a wide number of fields (e.g., pattern recognition [10] , language processing [11] , social networks [12] , and computer vision [13] ).
NA is related to the subgraph isomorphism problem, which asks whether one network is an exact subgraph of another network. The subgraph isomorphism problem is NP-complete, meaning that there is no efficient method to solve it exactly for large networks. NA is a more general problem as it asks how to best "fit" one network into another network, even if the first network is not an exact subgraph of the second one. It is not obvious how to measure the quality of the fit of one network into another one. But a measure that is widely used quantifies the amount of conserved (aligned) edges, or in other words, the size of the common conserved subgraph between the aligned networks. Maximizing edge conservation is NP-hard [14] .
Thus, heuristic methods are needed for NA.
NA can be local or global [8] , [9] , [15] . Initial NA focus was on local NA, which finds smaller, highly conserved regions (e.g., biological pathways on protein complexes, among networks). However, local NA does not capture large conserved subgraphs. Plus, the aligned regions can overlap, leading to a many-to-many node mapping. While such a mapping might be useful practically (for example, it allows for modeling evolutionary events such as gene duplication), it is ambiguous from a mathematical perspective. Global NA aims to find large conserved subgraphs shared by the aligned networks, which have been argued to be more helpful in aiding transfer of knowledge between networks [16] , [17] . Both local NA and global NA have (dis)advantages and can even be considered to be complementary [15] , [18] . In our study, we focus on global NA, but our work can be generalized to local NA as well.
NA can be classified in another way: as pairwise NA (PNA) or multiple NA (MNA). PNA finds similar regions between two networks while MNA can align more than two networks. PNA typically produces an injective (one-to-one) node mapping between two networks, which results in aligned node pairs. MNA produces an alignment consisting of aligned node clusters. Given an alignment of multiple networks, if an aligned cluster contains more than one node from a single network, it is a many-to-many MNA. If there is a maximum of one node per network in every aligned cluster, it is a one-to-one MNA. While a one-to-one node mapping does not map a single node to two or more nodes and thus does not model protein duplication, it can be represented mathematically in a simpler way. While MNA may lead to deeper biological insights compared to PNA since it captures at once functional knowledge that is common to multiple species, which is why we focus on MNA, MNA is computationally much harder than PNA since the complexity of the NA problem increases exponentially with the number of networks.
Existing global NA methods are typically two-stage aligners: they first calculate similarity (with respect to some node cost function) between nodes from different networks, and then they use an alignment strategy to identify high scoring alignments with respect to the total similarity over all aligned nodes (or node conservation).
Examples of two-stage PNA methods are IsoRank [19] , GHOST [17] , and the GRAAL family of methods [14] , [16] , [20] . IsoRank calculates node similarities using a PageRankbased spectral method and then uses a greedy alignment strategy. GHOST calculates node similarities by comparing "spectral signatures" of pairs of nodes. GHOST then uses a two-phase alignment strategy consisting of a seed-andextend global alignment stage followed by a local search procedure. MI-GRAAL, the most recent and superior of all GRAAL family members, calculates node similarities using topological measures such as graphlet degree vector similarity [21] and then maps nodes using a seed-and-extend alignment strategy.
Examples of two-stage MNA methods are IsoRankN [22] , MI-Iso [23] , SMETANA [24] , BEAMS [25] , NetCoffee [26] , CSRW [27] , FUSE [28] , and ConvexAlign [29] . IsoRankN is among the first MNA methods to appear in the literature. It calculates node similarities between all pairs of networks using IsoRank's node cost function and then creates an alignment by partitioning the graph of node similarities. Recently, IsoRankN's node cost function was replaced with that of MI-GRAAL, thus resulting in a new method called MI-Iso [23] . SMETANA calculates node similarities using a probabilistic model and then uses a greedy approach to align the networks. BEAMS creates a graph of node similarities using protein sequence scores and extracts from this graph a set of disjoint cliques that maximizes an alignment quality measure, creating a one-to-one alignment. BEAMS then finds a many-to-many alignment by merging the cliques using an iterative greedy algorithm that maximizes the same alignment quality measure. NetCoffee creates a weighted bipartite graph for every pair of networks by comparing sequence scores and neighborhood topologies of protein pairs. After calculating a one-to-one matching for each of the bipartite graphs, it uses a simulated annealing approach to construct an MNA. CSRW calculates node similarities via a context-sensitive random walk-based probabilistic model and then uses a greedy approach to align the networks. FUSE calculates node similarities between all pairs of networks simultaneously using non-negative matrix tri-factorization [30] and then uses an approximate maximum weight k-partite matching algorithm to find an alignment between the multiple networks. ConvexAlign calculates node similarities by accounting for both protein sequence and network topological information. Topological similarity between nodes is computed using a heuristic that the authors of ConvexAlign introduced previously in [31] . Given node similarities between all pairs of networks, the method aligns the networks by approximating the solution of an integer programming problem through a convex relaxation approach.
Faisal et al. [23] and Crawford et al. [32] pointed out an issue with two-stage NA methods. By evaluating these methods by mixing and matching their node cost functions and alignment strategies, they showed that node cost function of one method and alignment strategy of another method can (and typically do) yield a new superior method. This finding highlighted the need for properly evaluating a new two-stage NA method against the existing ones, by using the above mix-and-match strategy, in order to determine whether it is the new method's node cost function or its alignment strategy (or both) that leads to its potential superiority.
Another important issue that exists with the two-stage NA methods is as follows. Once the two-stage NA methods generate an alignment that has high node conservation, they typically evaluate the quality of the alignment using some other measure that is different from the node conservation measure used to guide the alignment construction. As already noted, they evaluate alignment quality with respect to the amount of conserved edges. That is, the twostage methods align similar nodes between networks hoping to conserve many edges, but they calculate the amount of conserved edges only after the alignment is constructed. Even the two-stage NA methods that optimize the best measures of node conservation, which are based on topological similarity of extended network neighborhoods of nodes in question [23] , [32] , cannot increase edge conservation directly.
To address this issue, we introduced MAGNA [33] to directly optimize edge conservation while the alignment is constructed. MAGNA is a search-based (rather than a twostage) PNA approach. Search-based aligners can directly optimize edge conservation or any other alignment quality measure. MAGNA uses a novel crossover function, which creates a child alignment by combining two parent alignments, and a genetic algorithm, in order to simulate a population of alignments that evolve over multiple generations. We used a genetic algorithm within MAGNA simply as a proof of concept that even such a simple heuristic algorithm, when used to directly optimize edge conservation during alignment construction, would result in superior alignments when compared to two-stage network aligners. Using a more advanced optimization approach would likely improve alignment quality further. Indeed, in systematic evaluations against state-of-the-art two-stage methods (Iso-Rank, MI-GRAAL, and GHOST), on networks with known and unknown node mappings, MAGNA outperformed all of the existing methods, in terms of both node and edge conservation as well as both topological and functional alignment accuracy. Importantly, in addition to constructing its own superior alignments from scratch, owing to its powerful crossover function, MAGNA can combine alignments of existing methods to further improve them. Because simultaneously maximizing both node and edge conservation could further improve alignment quality [34] , [35] , [36] , even more recently we extended MAGNA into a new MAGNA++ PNA framework [37] . Indeed, when we used MAGNA++ to optimize both node and edge conservation, we improved alignment quality compared to optimizing node conservation only (as existing two-stage aligners do) or edge conservation only (as MAGNA does). Other searchbased PNA methods that have appeared in parallel to or since MAGNA++ are NABEECO [38] , GEDEVO [39] , Optnetalign [40] , and SANA [41] , and recent non-search-based PNA methods are L-GRAAL [42] and TAME [43] .
Here, we introduce multiMAGNA++, MAGNA++'s extension from PNA to MNA. That is, multiMAGNA++ is a novel global one-to-one MNA algorithm. Like MAGNA++, multiMAGNA++ is a search-based method that directly optimizes both edge and node conservation while the alignment is constructed. As such, we hypothesize that multi-MAGNA++ will result in superior alignments compared to MNA algorithms that optimize node conservation only. The computational novelties of multiMAGNA++ compared to MAGNA++ are (i) our representation of an MNA using permutations and (ii) a new crossover function for producing child alignments from parent alignments that allows for aligning multiple (rather than only two) networks.
Of the existing MNA methods, all are two-stage aligners except GEDEVO-M, where the latter is a search-based MNA equivalent of PNA-based GEDEVO. In evaluations against the existing MNA methods (IsoRankN, MI-Iso, GEDEVO-M, BEAMS, and FUSE), multiMAGNA++ overall outperforms or is comparable to the existing methods with respect to multiple alignment quality measures and on multiple datasets. In the process of method evaluation, we also introduce new alignment quality measures for MNA, to allow for more fair method evaluation compared to using only the existing alignment quality measures.
METHODS

MultiMAGNA++
MultiMAGNA++ is a genetic algorithm (GA) [44] that maximizes an alignment quality measure by evolving a population of alignments over time. Below, we introduce GA-related terminology needed to understand multiMAGNA++ (Section 2.1.1), our alignment representation of an MNA using permutations (Section 2.1.2), our novel crossover function that relies on the permutation-based MNA representation for producing a new child alignment from parent alignments (Section 2.1.3), and our fitness function that we optimize while crossing and evolving alignments (Section 2.1.4). Then, we describe multiMAGNA++'s parameter values (Section 2.1.5) and its time complexity (Section 2.1.6).
Genetic Algorithm (GA)
A GA is a search heuristic that optimizes a fitness function (in our case, an alignment quality measure) using a population of members (in our case, alignments). Associated with each member is its fitness value, which is calculated using the fitness function. Beginning with a population of members for the first generation, the GA creates a new population in every generation by keeping an elite fraction of the population (i.e., the fraction of the population with the best fitness) from the previous generation and filling the remainder of the population with members produced by crossovers. A crossover of two parent members produces a new child member that ideally resembles both of the parents. The GA selects parent members for crossover using a selection algorithm that chooses parents from the population of members with probability in proportion to the members' fitness. Since the GA keeps the elite members of each generation, the optimal fitness does not decrease from one generation to the next. As the GA produces newer generations, the optimal fitness will ideally increase until it reaches a stopping criterion. We take the fittest member from the final generation as the result of the optimization process.
Note that a GA typically has an additional component, namely a mutation operator. Even though multiMAGNA++ does not explicitly incorporate this component, it still performs well (Section 3). Adding the mutation operator to multiMAGNA++ might further improve its performance.
Our Representation of an MNA
To calculate fitness of an alignment and the crossover of two alignments, the GA needs a representation of an alignment. MAGNA++ represents a PNA of two networks using a single permutation. MultiMAGNA++ extends this to represent an MNA of k networks using k À 1 permutations.
First, we describe how to represent a PNA using a single permutation. Let G 1 ðV 1 ; E 1 Þ and G 2 ðV 2 ; E 2 Þ be two networks, with node and edge sets V l and E l , respectively, where l ¼ 1; 2. Without loss of generality, assume that m n, where m ¼ jV 1 j and n ¼ jV 2 j. A PNA of G 1 to G 2 is an injective mapping f : V 1 7 !V 2 ; that is, every element in V 1 is matched uniquely with an element in V 2 . If m ¼ n, then f is a bijective mapping. We need this constraint of m ¼ n to be satisfied in order to be able to represent a PNA as a permutation (as described below). We can easily achieve this without making any special assumptions, by simply adding "dummy" zero-degree nodes, z i , to V 1 , so that
. . . ; z n g. In this way, we can simply assume that m ¼ n without explicitly referring to V 1 . Given the above, the resulting mapping f is a set of aligned pairs fðv; fðvÞÞ j v 2 V 1 g. Now, how to represent f using a permutation? A permutation is a bijective mapping between two sets of integers: f1; 2; . . . ; ng and f1; 2; . . . ; ng. Given this, and given that f is a bijective mapping between nodes of two networks, f can be represented as a permutation by fixing the ordering of the nodes in each of the two networks. Thus, we henceforth refer to a PNA, an injective mapping, and a permutation as synonyms.
Second, we describe how we extend the above notion to allow for representing an MNA of k networks using k À 1 permutations. Let G 1 ðV 1 ; E 1 Þ, G 2 ðV 2 ; E 2 Þ, . . ., G k ðV k ; E k Þ be k networks, with node and edge sets V l and E l , respectively, where l ¼ 1; . . . ; k. Without loss of generality, assume that the networks are ordered in terms of the number of nodes from the smallest to the largest one. A one-to-one MNA of k networks is a set of disjoint clusters where each cluster is represented as a tuple ða 1 ; a 2 ; . . . ; a k Þ, such that: (i) a l V l , (ii) a l \ b l ¼ ? for two different clusters ða 1 ; a 2 ; . . . ; a k Þ and ðb 1 ; b 2 ; . . . ; b k Þ, and (iii) ja l j 1, for l ¼ 1; . . . ; k. That is, a oneto-one MNA is a set of disjoint clusters, each of which can contain at most one node from each network. On the other hand, if we omit the third condition above, so that ja l j can be larger than 1, then the clusters would form a many-to-many (rather than one-to-one) MNA. However, the focus of our work is on one-to-one MNA, and henceforth, we refer to such an alignment simply as an MNA. Now, how to represent an MNA of k networks using k À 1 permutations? We achieve this as follows. We represent an MNA using permutations f 2 ; . . . ; f k , which are bijective mappings between pairs of networks that are adjacent when ordered by size, such that
The permutations correspond to a set of disjoint node clusters that cover (not necessarily all) nodes in the k networks ( Fig. 1 ). The cluster set can be denoted as fða 1 ; a 2 ; . . . ; a k Þ j a l ¼ a l ðvÞ; l ¼ 1; . . . ; k; v 2 V k g, where a l ðvÞ is defined as (i) a l ðvÞ ¼ fvg if l ¼ k, (ii) a l ðvÞ ¼ fug if l < k and ff lþ1 ðuÞg ¼ a lþ1 for some u 2 V l , and (iii) a l ðvÞ ¼ ? otherwise. So, an MNA of k networks can be represented using a tuple f of k À 1 permutations, f ¼ ðf 2 ; . . . ; f k Þ, which we call a multi-permutation. Thus, we henceforth refer to an MNA and a multi-permutation as synonyms.
Crossover Function
The core of a GA is the crossover function, which creates a child alignment from two parent alignments. A crossover function such that the child alignment has characteristics of both parents results in better GA performance. MAGNA ++ made use of a novel crossover function for PNA, which relies on the concept of a Cayley graph to create a child permutation (see below). Here, we extend MAGNA++'s crossover function by formulating a notion of a Cayley graph for MNA.
First, we describe MAGNA++'s crossover function using its notion of a Cayley graph in the context of PNA. Recall that we can represent a PNA of G 1 to G 2 using a permutation f of size n. Let S n denote the set of all permutations of size n. A transposition of a permutation is a new permutation that fixes every element of the original permutation except two elements, which are swapped. The transposition of a permutation and the original permutation are of similar alignment quality since a small perturbation of a permutation is not expected to greatly affect alignment quality. Thus, in order to design a crossover function, a graph can be created whose topology takes advantage of the fact that a transposition of a permutation does not greatly affect its alignment quality. We construct such a graph so that its node set is S n and so that there is an edge between nodes f 2 S n and g 2 S n if and only if there is a transposition n such that f ¼ ng, i.e., if and only if the permutations f and g differ only by a transposition. The resulting graph is the PNAbased Cayley graph. This graph has the desired property that, given permutations f and g, the child permutation f g will be the midpoint of the geodesic (shortest) path between f and g. MAGNA++ calculates f g as follows. Let h ¼ fg À1 and let us decompose h into cycles using cycle decomposition (a cycle decomposition is the decomposition of a permutation into cycles [45] 
Þ is cyclically shifted by a random index to produce the cycle ðy 1 Á Á Á y r Þ. Then, the second half of the shifted cycle is dropped, to get the new cycleĉ i ¼ ðy 1 Á Á Á y brc Þ. Finally, the crossover f g ¼ g Áĉ 1 Á . . . Áĉ brc . It can be shown that for any two permutations f and g, their child permutation f g is expected to share approximately half of its aligned pairs with each of f and g, which is what is desired for the crossover of two PNAs. A proof of this statement can be shown using abstract algebra, but this is beyond the scope of this paper; instead, see [45] for details.
Second, we define our crossover function using the formulation of the Cayley graph in the context of MNA. Let n l ¼ jV l j for l ¼ 1; . . . ; k and let S n l denote the set of all permutations of size n l . Recall that we can represent an MNA of k networks using a multi-permutation f ¼ ðf 2 ; f 3 ; . . . ; f k Þ containing permutations of sizes n 2 ; n 3 ; . . . ; n k ; respectively. Thus, S ¼ S n 2 Â S n 3 Â . . . Â S n k is the set of all multi-permutations (i.e., MNAs) of the k networks. Analogous to the PNA-based Cayley graph above, we can create a graph whose topology takes advantage of the fact that a transposition of a single permutation in a multipermutation does not greatly affect its alignment quality. We construct such a graph so that its node set is S and so that there is an edge between ðf 2 ; . . . ; f k Þ 2 S and ðg 2 ; . . . ; g k Þ 2 S if and only if there is a transposition n such that f l 0 ¼ ng l 0 for some l 0 2 f2; . . . ; kg and f l ¼ g l for l 6 ¼ l 0 , i.e., if and only if only one pair of permutations in the two multi-permutations differs only by a transposition. The resulting graph is the MNA-based Cayley graph. This graph allows us to design a crossover function as follows.
Given multi-permutations f 2 S and g 2 S, let f g be the midpoint of the geodesic path between f and g. The permutations in a multi-permutation are independent of each other in the sense that changing one permutation does not affect another permutation. So, f g ¼ ðf 2 g 2 ; f 3 g 3 ; . . . ; f k g k Þ, where f l g l is MAGNA++'s crossover function for two permutations. f g will share characteristics with both f and g since each permutation f l g l in the multi-permutation f g will have characteristics of both permutations f l and g l for l ¼ 1; . . . ; k. Thus, if we let the midpoint f g be the crossover, then we can expect that the child MNA shares characteristics of each of the two parent MNAs. Fig. 1 . An example of how an MNA of three networks is represented using two permutations. Networks G 1 ðV 1 ; E 1 Þ; G 2 ðV 2 ; E 2 Þ, and G 3 ðV 3 ; E 3 Þ are ordered in terms of the number of nodes from the smallest to the largest one. Since jV 2 j ¼ 5 and jV 3 j ¼ 6, f 2 and f 3 are permutations of size 5 and 6, respectively. (Here, nodes z 5 and z 6 are dummy nodes added to V 1 and V 2 , respectively, intended to enforce the m ¼ n constraint described in the text, i.e., to ensure that j
The permutations create disjoint clusters in this toy example that cover all the nodes in the networks. For example, the cluster created through the mapping a 1 7 ! b 1 7 ! c 1 is ðfa 1 g; fb 1 g; fc 1 gÞ, and the cluster created through the mapping b 5 7 ! c 5 is ð? ; fb 5 g; fc 5 gÞ.
Fitness Function
The fitness function that multiMAGNA++ directly optimizes is a convex combination of an edge conservation measure, S E , and a node conservation measure, S N : aS E þ ð1 À aÞS N . The a parameter varies from 0 to 1 and controls for the influence of edge versus node conservation. The edge and node conservation measures that we use are as follows.
The edge conservation measure that we use is conserved interaction quality (CIQ) [25] . CIQ is a weighted sum of edge conservation between all pairs of aligned clusters. CIQ is calculated as follows. Given clusters a and b, let jE a;b j be the number of edges that connect the clusters. Let rða; bÞ be the number of networks that the edges which connect the clusters belong to. Let sða; bÞ be the number of networks that contain at least one node in both clusters. Let the edge conservation between two clusters be csða; bÞ, where either (i) csða; bÞ ¼ 0 if rða; bÞ 1 or (ii) csða; bÞ ¼ rða;bÞ sða;bÞ otherwise. That is, csða; bÞ is 0 if no edges connect the two clusters or if the edges that connect the clusters belong to only one network. Otherwise, csða; bÞ is the fraction of networks that the edges connecting the two clusters belong to. Given edge conservation between all pairs of clusters, total edge conser-
Node conservation refers to internal cluster quality, meaning that in a good alignment, nodes in each cluster should be highly similar to each other with respect to some node cost function (see below). Our novel MNA quality measure calculates a cluster's internal quality as mean node similarity across all node pairs in the cluster. To account for all clusters, we take the mean of the above measure across all clusters. Formally, let sðu; vÞ be the similarity between nodes u and v with respect to some node cost function (we discuss below the specific node cost functions that we use). Then, given the aligned clusters C i , i ¼ 1; . . . ; n, the node conservation measure is S N ¼ 1
where jC i j is the size of C i , and PðC i Þ is the set of all pairs of nodes in C i . Since multiMAGNA++ maximizes a convex combination of edge and node conservation measures, the values of S N should be in the same range as the values of S E . Given that CIQ score lies between 0 to 1, to have S N also lie in that range, each sðu; vÞ needs to be between 0 and 1. MultiMAGNA++, like MAGNA++, allows for using any kind of node cost function to compute node conservation.
An NA method can use network topology alone in the alignment construction process, or it can also include biological information external to network topology, such as sequence information, while constructing alignments. We study the effect on alignment quality when constructing alignments using only network topology versus also including sequence information. This is important, because PPI network topology is a valuable source of biological knowledge. This is because proteins interact to carry out cellular processes, and PPI networks model these interactions. So, we aim to evaluate how much knowledge can be extracted when network topology alone is used, as well as when network topology is integrated with sequence information.
When constructing topology-only alignments, we let multi-MAGNA++ optimize a combination of CIQ (corresponding to edge conservation S E ) and graphlet degree vector similarity (GDVS) (corresponding to sðu; vÞ that is needed to compute node conservation S N ), where GDVS is a sensitive measure of topological similarity of extended neighborhoods of two nodes that compares the two nodes' network neighbors, their neighbors' neighbors, their neighbors' neighbors' neighbors, and so on [21] . To combine S E and S N , we use a ¼ 0:5, which gives equal contribution to edge conservation and node conservation. We already showed, by varying the a parameter from 0 to 1 in increments of 0.1 when aligning 13 different network pairs spanning both synthetic networks as well as PPI networks of six species, that MAGNA++ (PNA equivalent of our proposed multiMAGNA++ MNA approach) consistently performs the best when a is around 0.5 [37] . Since multiMA-GNA++ is based on MAGNA++, and since we combine node and edge conservation in multiMAGNA++ the same way as in MAGNA++, we conclude that a ¼ 0:5 is a valid choice for multiMAGNA++ as well. Importantly, since this particular issue (how to combine node conservation and edge conservation) arises only for multiMAGNA++ and not for any existing MNA method evaluated in this study, as long as we show that some a choice (in our case, a ¼ 0:5) results in multiMAGNA+ +'s superiority over the existing methods, any other potentially more optimal choice would only further improve multi-MAGNA++'s quality.
When constructing topology+sequence alignments, we let multiMAGNA++ optimize a convex combination of: 1) the fitness function that we optimize for topology-only alignments (i.e., 0:5 Â CIQ þ 0:5 Â GDVS) and 2) BLAST sequence similarity as captured by E-value [6] , as follows: 0:5 Â ð0:5 Â CIQ þ 0:5 Â GDVSÞ þ 0:5 Â E-value, where Evalue is a commonly used node cost function for protein similarity [22] , [25] , [28] . This way, when constructing topology+sequence alignments, we give equal contribution to the topological part (i.e., CIQ and GDVS combined) and the sequence part (i.e., E-value) of the fitness function. A previous study [15] , which used the same datasets that we use in our study, showed that as long as some amount of topological information and some amount of protein sequence information is used in the alignment process (i.e., as long as the two are combined with any weight other than 0 or 1), the quality of the resulting alignments is not drastically affected. They showed this for 10 PNA methods, including MAGNA++, which multiMAGNA++ is based on. So, we believe that this, combined with our discussion in Section 2.2.2, justifies our choice of combining the two parameters with the weight of 0.5 for multiMAGNA++.
For topology+sequence alignments, GDVS already lies in the [0,1] range, as required, but E-value does not. So, we convert E-value into a measure of similarity that lies between 0 and 1 before we combine this measure with the others. That is, since E-value is a distance (rather than similarity) score, and since multiMAGNA++ uses node similarities whose values should ideally lie between 0 and 1, we transform each E-value to Àlog ðE-valueÞ and then divide by the maximum of the transformed E-values.
Tying the GA Together
We have discussed the components of our multiMAGNA++ that are needed to optimize the above fitness function using a population of MNAs. Additional parameters are: 1) how to generate the initial population; 2) which population size to use; 3) how to choose which individuals of the population to cross; and 4) how many generations to run the algorithm.
For our choices of these parameters' values, we rely on our comprehensive evaluation of the optimal parameter values conducted in our previous MAGNA++ work. MAGNA++ used an initial population of randomly generated PNAs. Like MAGNA++ did for PNAs, we use an initial population consisting of randomly generated MNAs. Since we represent an MNA of k networks using k À 1 permutations, a randomly generated MNA consists of k À 1 randomly generated permutations. MAGNA++ also used initial populations that included alignments from the existing PNA methods. While it is possible for multiMAGNA++ to add alignments from the existing MNA methods to its initial population, we did not consider this analysis in this work. We do expect that using alignments from the existing MNA methods would result in further improvements in multiMAGNA++'s alignment quality. Since GAs always perform better with larger population sizes [44] , we set population size to 15,000 MNAs, as was done by MAGNA++. While it is possible to use an even larger population, even at the current population size, we see improvements of multiMAGNA++ over the existing methods. While increasing the population size would likely further lead to even superior results of our method, this would also unnecessarily increase the method's running time. In order to select parent alignments to be crossed, we use the roulette wheel selection algorithm [44] , which chooses parents from the population of alignments with probability in proportion to the alignments' fitness. The parent alignments are crossed in order to generate child alignments for the next generation, while keeping in the next generation a fraction of the best alignments from the previous generation. The fraction of alignments we keep from the previous generation is 0.5. In order to determine an appropriate "cut-off" for stopping the algorithm, we ran multiMAGNA++ for up to 100,000 generations and studied its convergence behaviour. Based on our analysis, we stop the algorithm when the fitness of the fittest alignment has increased less than 0.0001 in the last 500 generations or when the number of generations reach 100,000. The fittest alignment from the last generation is reported as multiMAGNA++'s final alignment.
Running Time and Complexity
MultiMAGNA++ evolves a population of p alignments over N generations. For every generation, the methods perform two significant computations: (1) alignment quality for p alignments with respect to both node and edge conservation, and (2) crossover of OðpÞ pairs of parent alignments. Given two networks G 1 ðV 1 ; E 1 Þ and G 2 ðV 2 ; E 2 Þ, where jV 1 j jV 2 j, MAGNA++ has a time complexity of OðNpjV 2 j þ NpðjE 1 j þ jE 2 jÞÞ, since computing node conservation takes OðjV 2 jÞ, computing edge conservation takes OðjE 1 j þ jE 2 jÞ, and computing crossover takes OðjV 2 jÞ. MAGNA++ improved upon the time complexity of MAGNA [37] , and MAGNA improved upon the complexity of existing methods [33] . Hence, it is likely that multiMA-GNA++ will be faster than existing MNA methods, most of which are also MNA-equivalents of their PNA versions, just as multiMAGNA++ is an MNA-equivalent of MAGNA++. In particular, let G 1 ðV 1 ; E 1 Þ; . . . ; G k ðV k ; E k Þ be k networks ordered by size as above, where jEj ¼ P k l¼1 jE l j. Then, the time complexity of multiMAGNA++ is OðNpkjV k j þ NpjEjÞ, since computing node conservation takes OðkjV k jÞ, computing edge conservation takes OðjEjÞ, and computing crossover takes OðkjV k jÞ. Clearly, the time complexity of multiMAGNA++ scales linearly with the total number of nodes and edges, kjV k j and jEj, respectively. Also, unlike with the existing MNA methods, the complexity of multi-MAGNA++ scales linearly (rather than exponentially in, for example, GEDEVO-M's case) with the number of networks, k. Finally, the complexity of multiMAGNA++ scales linearly with the number of generations, N, times the size of the population, p, although we note that Np has to grow with the number of networks and their sizes, i.e., as the state space of possible alignments increases (although the exact growth relationship is unclear). Importantly, since calculating alignment quality tends to be a bottleneck for multiMA-GNA++, and since alignment quality can be calculated independently for each alignment, we parallelize this calculation in order to achieve a further speedup. For multiMA-GNA++, this results in speedup that is almost linear with respect to the number of CPU cores used.
Evaluation
Data
We use five PPI network sets: a network set with known true node mapping and four network sets with unknown node mapping. For each network, we use only its largest connected component.
Networks with known node mapping. This network set, Yeast+%LC, has been used by many existing studies [14] , [16] , [17] , [20] , [33] . It contains a high-confidence S. cerevisiae (yeast) PPI network with 1,004 proteins and 8,323 PPIs [46] , along with five yeast lower-confidence networks that add PPIs of decreasing confidence to the high-confidence network. We align all six networks at once. We know the true node mapping since the networks contain the same nodes. Thus, we can evaluate how accurately each MNA method reconstructs this mapping (Section 2.2.3).
Networks with unknown node mapping. The four network sets with unknown node mapping are PHY1, PHY2, Y2H1 and Y2H2 [15] . Each set contains PPI networks of four species, S. cerevisiae (yeast/Y), D. melanogaster (fly/F), C. elegans (worm/W), and H. sapiens (human/H), obtained from Bio-GRID [1] in November 2014. The networks in the four sets were extracted based on the following PPI types and confidence levels: (i) all physical PPIs supported by at least one publication (PHY1), (ii) all physical PPIs supported by at least two publications (PHY2), (iii) only yeast two-hybrid physical PPIs supported by at least one publication (Y2H1), and (iv) only yeast two-hybrid physical PPIs supported by at least two publications (Y2H2). Just as in our recent work [15] , we use network sets with different PPI types (all physical versus only yeast two-hybrid) to test the robustness of our approach to the choice of PPI types. We use network sets with PPIs supported by at least two publications since those PPIs are believed to be more reliable than PPIs supported by only one publication [47] . We remove the fly and worm networks from PHY2 and Y2H2 since those networks are too small (53-331 nodes) for analysis, resulting in each of the two sets containing only two networks ( Supplementary  Table S1 , which can be found on the Computer Society Digital Library at http://doi.ieeecomputersociety.org/10.1109/ TCBB.2017.2740381). Since we cannot measure how accurately the aligners reconstruct the true node mapping when aligning networks with unknown node mapping, we use alternative alignment accuracy measures (Section 2.2.4).
Gene Ontology (GO) annotations. Some of these above mentioned alternative measures rely on GO annotations of proteins [48] . We use GO annotations obtained experimentally from the GO database in January 2016.
Protein sequence similarities. When including sequence information into the alignment construction process, we use BLAST protein sequence similarities as captured by E-values [6] . The sequence data originates from the NCBI website [49] and it is the same data that we used in our recent study [15] .
Existing Methods We Evaluate Against
The methods we evaluate against are all existing MNA methods for which code is available and could be run without errors. Namely, we comprehensively evaluate against: i) Iso-RankN [22] , ii) MI-Iso [23] , iii) GEDEVO-M [50] , iv) BEAMS [25] , and v) FUSE [28] . Also, we evaluate our approach and each of the existing approaches against their corresponding random MNA counterparts, to ensure statistical significance of each result (see below). We tried to evaluate against SME-TANA [24] , CSRW [27] , and NetCoffee [26] as well, but were unable to do so due to their high memory usage and high runtime on the larger network sets. We could not compare against ConvexAlign since the method has been published only on arXiv with no web link to the code to date; the journal version of the paper, which will likely contain a link to the code, is in press and thus still unaccessible.
In method evaluation, we study the effect on alignment quality of (i) using only network topology while constructing alignments (topology-only alignments) versus (ii) also including sequence information into the alignment construction process (topology+sequence alignments). For topology-only alignments, we set method parameters to ignore any sequence information ( Supplementary Table S2 , available online). All methods except BEAMS and FUSE can be run in topology-only mode. For topology+sequence alignments, we set method parameters to include BLAST sequence information (Section 2.1.4 and Supplementary  Table S2 , available online). All methods except GEDEVO-M can be run in topology+sequence mode. Specifically, for topology+sequence alignments, recall from Section 2.1.4 that for multiMAGNA++, we combine topological information with protein sequence information with the weight of 0.5. We do the same for each considered existing method, for the following reasons. It was shown by the original studies which introduced the existing MNA methods, that using the weight between 0.3 and 0.7 has no large effect on the alignment quality for BEAMS and IsoRankN [25] , as well as that using the weight between 0.2 to 0.8 has no large effect on the quality of alignments produced by FUSE [28] . We believe that all of this justifies our choice of using the weight of 0.5 for all methods considered in our study. Moreover, using the same weight for all methods ensures consistency, i.e., that any differences in the results of the different methods do not originate from using different amounts of network topology versus protein sequence information.
The MNA methods that we evaluate are classified into one-to-one and many-to-many aligners. Of the methods, GEDEVO-M, FUSE, and multiMAGNA++ are one-to-one aligners, while IsoRankN, MI-Iso, and BEAMS are many-tomany aligners. Since one-to-one and many-to-many aligners result in different outputs, meaning that the aligned clusters produced by one-to-one aligners contain at most one node from each network while many-to-many aligners have no such restriction, it is more fair to compare one-to-one aligners with other one-to-one aligners, and many-to-many aligners with other many-to-many aligners. Comparison of one-toone aligners with many-to-many aligners needs to be taken with caution due to their different output types. Yet, we include such comparison, since only two of the existing methods (GEDEVO-M and FUSE) are one-to-one, i.e., are of the same type as our proposed multiMAGNA++ approach, and we want to include more MNA approaches into the comparison to properly demonstrate the superiority of our approach.
To allow for as fair as possible comparison of one-to-one and many-to-many aligners, we compute the statistical significance of each approach's alignment quality score, in order to compare the resulting p-values between the different MNA approaches instead of (or at least in addition to) comparing the approaches' raw alignment quality scores. Namely, for each approach and each of its alignments (which depends on the input networks), we construct a set of 1,000 corresponding random alignments (1,000 is what was practically possible given our resources), under a null model that conserves the number of clusters, the cluster size distribution of the corresponding actual alignment, and the origin network of each node in each cluster. Then, we compute the p-value of the given alignment quality score as the frequency of obtaining equal or better score among the 1,000 random alignments. This way, by comparing p-values of the different approaches instead of (or in addition to, in case p-values of the different approaches are tied) the approaches' raw scores, where the p-values account for the null model of each approach, we are aiming to account for the differences between output types of one-to-one and many-to-many MNA approaches, in order to allow for more fair comparison. We consider an alignment score to be significant if its p-value is less than 0.001. Note that we obtain qualitatively identical results when we use a more flexible p-value threshold of 0.01.
Topological Alignment Quality Measures
We propose three new measures of topological alignment quality for MNA, as follows. When we calculate alignment quality (here or in Section 2.2.4), we only consider aligned clusters with at least two nodes.
Adjusted node correctness (NCV-MNC). A good MNA approach should align clusters that are internally consistent with respect to protein labels. For networks with known node mapping, labels are protein names. In this case, we introduce a novel node correctness measure (MNC, defined below) to measure internal cluster consistency, and we consider this to be a topological alignment quality measure. First, we use an existing notion of normalized entropy (NE) to measure how likely it is to observe in a given cluster the same or higher level of internal consistency with respect to protein names at random. Given cluster c,
i¼1 p i log p i , where d is the number of unique protein names in c, and p i is the fraction of nodes in c with protein name i. The lower the NE, the more consistent the cluster. Then, we let MNC be one minus the mean of NEs across all clusters in the alignment. For networks with unknown node mapping, protein labels are their GO terms. In that case, since GO terms capture proteins' functions, we consider the corresponding measure of internal cluster consistency to be a functional alignment quality measure, and so we discuss this measure in Section 2.2.4.
A good MNA approach should also align (or cover) many of the proteins from the aligned networks. So, we combine the above notion of node correctness (i.e., MNC) with an existing notion of node coverage (NCV, defined below) into a new measure that we call adjusted node correctness. NCV is the fraction of all nodes that are part of the alignment (i.e., of the aligned clusters with two or more nodes) out of all nodes in the networks. Then, we define adjusted node correctness as:
. This geometric mean penalizes alignments that have a low alignment quality score with respect to at least one of NCV or MNC.
Adjusted cluster interaction quality (NCV-CIQ). Further, a good MNA approach should find a large amount of network structure that is common to many (ideally all) of the aligned networks, which is typically referred to as edge conservation. Here, we rely on the existing CIQ measure, which we have already defined in Section 2.1.4. CIQ can be seen as a generalization of the established S 3 [33] edge conservation measure from PNA to MNA. Just as above, since we want the conserved edges to cover many nodes, we combine CIQ with NCV into a new measure, adjusted cluster interaction quality, as follows: NCV-CIQ ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ðNCVÞðCIQÞ p . Largest common connected subgraph (LCCS). Finally, a good MNA approach should group the aligned edges to form connected and dense network regions (as opposed to the aligned edges being randomly isolated). To capture this, we rely on an established notion of the size of LCCS, but we propose a novel generalization of this notion from PNA to MNA, as follows. Given an MNA of k networks, we define the fully conserved common subgraph as the graph in which each aligned cluster is fused into a supernode and there is an edge between two supernodes if and only if there is an edge belonging to each of the k networks that connects the two aligned clusters. Then, LCCS is the largest connected component of the fully conserved common subgraph. To quantify the quality of LCCS, we extend the existing PNA-based LCCS measure [33] , which simultaneously accounts for the LCCS's number of nodes as well as edges, to MNA, as follows.
Given an MNA of k networks G 1 ðV 1 ; E 1 Þ, G 2 ðV 2 ; E 2 Þ, . . ., G k ðV k ; E k Þ, we define the fully conserved common subgraph as the graph in which each aligned cluster is fused into a supernode and there is a superedge between two supernodes if and only if there is an edge belonging to each of the k networks that connects the two aligned clusters. Then, the LCCS is the largest connected component of the fully conserved common subgraph. To measure the quality of the LCCS of the given alignment by simultaneously accounting for the LCCS's number of supernodes as well as its number of superedges, we extend the PNA-based LCCS measure introduced in [33] to MNA. Let n be the number of supernodes in the LCCS and n max ¼ minfjV 1 j; . . . ; jV k jg be the maximum possible number of supernodes in the LCCS. Let e be the number of superedges in the LCCS and e max ¼ minfjE 1 ðLCCSÞj; . . . ; jE k ðLCCSÞjg be the maximum possible number of superedges in the LCCS, where E l ðLCCSÞ is the set of edges induced on network G l by the network nodes in the LCCS. Then, LCCS ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
. This score is high when the LCCS both has many supernodes and is dense.
Functional Alignment Quality Measures
We use three existing measures of functional alignment quality for MNA, modifying in the process some measures to allow for MNA instead of just PNA, as described below. These measures rely on GO data. Since many GO annotations are obtained via sequence analyses, and since we also use sequence information in the alignment construction process, to avoid a circular argument, we only use experimentally obtained GO annotations. Mean Normalized Entropy (MNE). Recall from Section 2.2.3 that a good MNA should have clusters that are internally consistent. When the true node mapping is unknown, we use GO terms to measure internal consistency. For this purpose, we use the same NE measure as in Section 2.2.3, where now d is the number of unique GO terms, and p i is the ratio of the number of proteins annotated with GO term i to the total number of protein-GO term annotations (independent of the GO term) in the cluster. The lower the NE, the more consistent the cluster is with respect to the GO terms. We measure the internal consistency over all clusters using MNE, the mean of the NEs across all clusters in the alignment [22] .
GO correctness (GC). We extend the existing notion of GO correctness from PNA to MNA as another measure of internal cluster consistency [20] . GO correctness measures the extent to which pairs of proteins that are aligned together are annotated with the same GO term(s). For MNA, we consider two proteins to be aligned together if they are in the same cluster. Formally, to calculate GC, we first transform an MNA consisting of aligned node clusters into a list of aligned node pairs. This is done by populating this list with all pairs of proteins that are in the same aligned cluster. Then, we filter this list to keep only pairs in which each of the two proteins has at least one GO term. Given the resulting filtered list, GC is the fraction of the filtered protein pairs in which the two proteins share at least one GO term. In this analysis, we ignore GO terms that are associated with only one protein in the MNA.
Accuracy of protein function prediction. We mimic the protein function prediction approach of Faisal et al. [23] . Given node v that is in aligned cluster C i , and given GO term g, we measure enrichment of C i in g by using the hypergeometric test, as follows. Let n be the number of nodes in the alignment. Let m be the number of nodes in the alignment known to be associated with GO term g. Let n i be the size of C i . Let m i be the number of nodes in C i known to be associated with g (excluding node v, since we do not want to bias the enrichment result). Then, the probability of observing by chance m i or more nodes associated with GO term g in
We consider C i to be enriched in g if the p-value is less than 0.05.
We perform the above analysis for each node (protein) v in the alignment and each GO term g that is associated with at least two proteins in the alignment. We predict v to be associated with g if the cluster i that v belongs to is enriched in g. Then, given all predicted protein-GO term associations, we calculate accuracy of the predictions via precision, recall, and F-score measures. Formally, let X be the set of predicted protein-GO term associations, and let Y be the set of known protein-GO term associations. Then, the precision of protein function prediction is P-PF ¼ jX\Y j jXj , the recall is R-PF ¼ jX\Y j jY j , and the F-score, F-PF, is the harmonic mean of precision and recall.
RESULTS AND DISCUSSION
We compare multiMAGNA++ (Section 2.1) to five MNA methods (IsoRankN, MI-Iso, GEDEVO-M, BEAMS, FUSE; Section 2.2.2) on a network set with known node mapping, Yeast+%LC, and four network sets with unknown node mapping, PHY1, PHY2, Y2H1, and Y2H2 (Section 2.2.1). We consider topology-only alignments as well as topology +sequence alignments (Section 2.2.2). Only MI-Iso, IsoRankN, GEDEVO-M, and multiMAGNA++ can produce topologyonly alignments; BEAMS and FUSE cannot. Also, only MI-Iso, IsoRankN, BEAMS, FUSE, and multiMAGNA++ can produce topology+sequence alignments; GEDEVO-M cannot. We use topological and functional alignment quality measures (Sections 2.2.3 and 2.2.4). We compute the statistical significance of each alignment quality measure (Section 2.2.2).
Method Comparison in Terms of Alignment Quality
Overall Results
We begin our discussion on method comparison by summarizing our results over all network sets and all alignment quality measures to identify the overall ranking of the different MNA methods, i.e., to identify the best (rank 1), second best (rank 2), third best (rank 3), etc. performing of all methods.
These results reveal that multiMAGNA++ is superior to all other methods (i.e., has rank 1) in more cases than any other method. These results hold for both topology-only alignments ( Fig. 2a ) and topology+sequence alignments (Fig. 2b) . When we break down these results into method comparison with respect to topological alignment quality ( Fig. 2c and 2d versus method comparison with respect to functional alignment quality ( Figs. 2e and 2f ), we find that multiMAGNA++ drastically beats the existing methods with respect to topological alignment quality ( Figs. 2c and  2d) , and it is comparable to the existing methods with respect to functional alignment quality ( Figs. 2e and 2f) . These results hold for both topology-only ( Fig. 2c and 2e ) and topology+sequence ( Figs. 2d and 2f) alignments. Importantly, only multiMAGNA++ and BEAMS are superior to the other methods (i.e., have rank 1) in terms of both topological ( Figs. 2c and 2d ) and functional ( Figs. 2e and 2f ) alignment quality; all other methods have rank 1 with respect to at most one of topological and functional quality. In this context, multiMAGNA++ and BEAMS are outperforming the other methods, while at the same time multiMA-GNA++ beats BEAMS both topologically and functionally.
Next, we compare the different MNA methods in terms of how many of their alignment scores are statistically significant. A good method should have as few non-significant scores as possible. Note that the fraction of the given method's alignment quality scores that are non-significant is denoted by "N/A" in Fig. 2 . In this context, multiMAGNA+ + is again superior to all other methods, as follows. Multi-MAGNA++ is closely tied with MI-Iso and GEDEVO-M as the best methods, i.e., the methods that have the fewest non-significant alignment scores ( Fig. 2a) . Specifically, only 26.9 percent of multiMAGNA++'s alignment quality scores are non-significant. Equivalent percentages for MI-Iso and GEDEVO-M are 23.1 percent (only 3.8 percent lower than the result for multiMAGNA++) and 30.8 percent (3.9 percent higher than the result for multiMAGNA++). The only remaining method that can produce topology-only alignments, IsoRankN, does not perform well in this context, as 50 percent of its alignment quality scores are nonsignificant. While multiMAGNA++ is comparable to two of the existing methods for topology-only alignments (Fig. 2a) , it is drastically better than all existing methods for shows the percentage of all evaluation tests (across all network sets and all alignment quality measures of interest) in which the given method is the best performing ("Rank 1"), the second best performing ("Rank 2"), etc. aligner of all considered methods. By "best", we mean the method with the lowest p-value, or the method with the best alignment quality score if the p-values are tied. If an alignment score of a method is not statistically significant, the method is not ranked and is labelled as "N/A". The x-axes are different between the panels in the left column and the panels in the right column, since GEDEVO-M can only be run for topology-only alignments (left), while BEAMS and FUSE can only be run for topology+sequence alignments (right).
topology+sequence alignments (Fig. 2b) . Specifically, for topology+sequence alignments, only 7.7 percent of all mul-tiMAGNA++'s alignments scores are non-significant, while equivalent percentages for the existing methods are in the 23.1-30.8 percent range (Figure 2b ). This makes multiMA-GNA++ the best method in this context.
Next, we zoom into the above summary results, for each of the network set with known node mapping and network sets with unknown node mapping, and for each of topology-only alignments and topology+sequence alignments.
Network Set with Known Node Mapping
Topology-only alignments. Here, multiMAGNA++ outperforms all existing methods with respect to all topological and functional measures ( Table 1 and Supplementary Fig- ures S1-S4, available online), although we note that all methods produce statistically significant scores with respect to all alignment quality measures, with the exception of the IsoRankN method with respect to the LCCS measure.
Topology+sequence alignments. MultiMAGNA++ again outperforms all existing methods with respect to all topological and functional measures ( Table 2 and Supplementary Figures. S1-S4, available online), although we note that all methods produce statistically significant scores with respect to all alignment quality measures. Interestingly, only multiMAGNA++, IsoRankN, and BEAMS perform consistently well (i.e., produce consistently good scores) with respect to each alignment quality measure.
We observe that in this section, i.e., for the network set with known node mapping (Yeast+%LC), all MNA approaches in general perform much better for topology+sequence alignments ( Table 2 ) than for topology-only alignments ( Table 1) . This is not surprising, because Yeast+%LC, comprising six networks that all have the same set of nodes, contains many inter-network pairs of nodes that are the same proteins (unlike networks with unknown node mapping that contain different node sets for each network). The sequence similarity scores of such identical protein pairs are significantly higher than for any other pairs of nodes. These inter-network node pairs can potentially form aligned clusters that have very high intra-cluster sequence similarity due to the node pairs containing identical proteins. This may be the main reason for the superior scores for topology+sequence alignments compared to topology-only alignments. While we see the same trend for the network sets with unknown node mapping (PHY1, PHY2, Y2H1, and Y2H2), the level of superiority of topology+sequence alignments over topology-only alignments is not as pronounced, as we see in the following section.
Network Sets with Unknown Node Mapping
Topology-only alignments. In terms of topological alignment quality, multiMAGNA++ is superior to MI-Iso and Iso-RankN in all cases and to the only remaining method, GEDEVO-M, in 75 percent of cases (Table 3 and Supplementary Figures S2-S3 , available online). In terms of functional alignment quality, IsoRankN and MI-Iso are the best of all methods (meaning that they result in superior alignment quality scores compared to the other methods) in most cases, followed by multiMAGNA++, followed by GEDEVO-M (where the latter is never the best of all methods). Yet, all methods are relatively comparable in terms of the number of their alignment scores that are non-significant, because they all fail (i.e., produce non-significant scores) in 42-67 percent of all cases. Alignment accuracy of different MNA approaches for the network set with known node mapping, Yeast+%LC, in terms of topological NCV-MNC, NCV-CIQ, and LCCS measures and functional MNE, GO correctness (GC), and F-score measures, for topology-only alignments. The symbol "p" signifies p-values of the observed alignment scores, as defined in Section 2.2.2. For each alignment quality measure (i.e., in each column), the best method (i.e., the method with the lowest p-value, or the method with the best alignment quality score if the p-values are tied) is bolded. The alignment scores that are not statistically significant, if any, are greyed out and italicized. Note that for MNE, the lower the score, the better the alignment quality. For all other measures, the higher the score, the better the alignment quality. Topology+sequence alignments. In terms of topological alignment quality, multiMAGNA++ is superior to MI-Iso, IsoRankN, and FUSE in all cases and to the only remaining method, BEAMS, in 75 percent of all cases (Table 4 and Supplementary Figure S4 , available online). In terms of functional alignment quality, multiMAGNA++ is overall comparable to all methods, with the exception of IsoRankN, which performs best in most of the cases. However, Iso-RankN's performance is data-specific (e.g., it completely fails for PHY2; Table 4 ). Similarly, BEAMS performs well in some cases (e.g., Y2H1; Table 4 ) but it performs poorly in other cases (e.g., PHY1). On the other hand, multiMAGNA+ + performs consistently well on all network sets, as a good approach should. 0.0019 (p = 0.002) multiMAGNA++ 0.4943 (p < 1eÀ3) 0.1088 (p < 1eÀ3) 0.8899 (p < 1e-3) 0.1794 (p = 0.124) 0.0011 (p = 0.991)
Y2H2
MI-Iso 0.2972 (p < 1e-3) 0.0970 (p < 1e-3) 0.9880 (p = 0.318) 0.5567 (p = 0.131) 0.0116 (p < 1eÀ3) IsoRankN 0.0000 (p = 1.000) 0.0000 (p = 1.000) 0.9885 (p = 0.657) 0.3333 (p = 0.870) 0.0000 (p = 1.000) GEDEVO-M 0.6945 (p < 1e-3) 0.1905 (p < 1e-3) 0.9968 (p = 0.914) 0.2228 (p = 0.714) 0.0015 (p = 0.516) multiMAGNA++ 0.7307 (p < 1eÀ3) 0.2727 (p < 1eÀ3) 0.9926 (p = 0.244) 0.2342 (p = 0.354) 0.0027 (p = 0.026) 
0.0000 (p = 1.000) 0.0000 (p = 1.000) 1.0000 (p = 0.369) 0.0000 (p = 1.000) 0.0000 (p = Over all four network sets with unknown node mapping and all five alignment quality measures, multiMAGNA++ produces the most of statistically significant alignment scores for topology+sequence alignments (Table 4 ). Specifically for functional alignment scores, multiMAGNA++ (along with FUSE) results in the fewest (only 16.6 percent) of non-significant scores, compared to IsoRankN, BEAMS, and MI-Iso, which result in 50.0, 50.0, and 33.3 percent of non-significant scores, respectively. This has implications for predicting new biological knowledge from a given method's alignment, since an alignment is practically meaningful only if it is statistically significant.
Importantly, to our knowledge, we are the first study ever to compute statistical significance of an alignment score and compare different (pairwise or multiple) network alignment methods only with respect to their statistically significant scores. Traditional network alignment studies compare different methods in terms of their raw scores, even if some (or many, even as high as 50 percent, as our study suggests) of the compared scores may be non-significant and thus practically meaningless. The fact that our results point out a need to re-visit and likely modify the traditional method evaluation is an important contribution of our study.
Method Comparison in Terms of Time Complexity
A good method should not only be accurate but it should also be computationally efficient. Hence, here we compare the MNA methods in terms of their running times. When we give the best case advantage to each method (i.e., when we run the parallelizable methods, multiMA-GNA++ and GEDEVO-M, on multiple cores), multiMA-GNA++ performs as follows. It is faster and more accurate than IsoRankN and FUSE on all data sets ( Fig. 3) . Also, mul-tiMAGNA++ is faster and more accurate than GEDEVO-M and BEAMS on at least one data set, while on the remaining data sets either it is comparable to these two methods both in terms of the running time and accuracy or it is slower but more accurate, in which case the increase in its accuracy justifies the increase in its running time. Regarding the remaining existing method, MI-Iso, multiMAGNA++ is slower but more accurate than MI-Iso on all data sets, which again justifies the increase in the running time of multiMAGNA++ compared to that of MI-Iso.
When we run all methods on a single core, as expected, both multiMAGNA++ and GEDEVO-M slow down. Yet, for the largest network set (PHY1), multiMAGNA++ is faster than IsoRankN and BEAMS while typically being more accurate than these two methods and also than MI-Iso, GEDEVO-M, and FUSE ( Supplementary Figures S5-S7 , available online). This is important, since real-world networks will only continue to grow in size, and multiMA-GNA++ scales well to larger network data.
Next, we analyze and compare the convergence behaviors of multiMAGNA++ and GEDEVO-M, because they are both evolutionary algorithms and are thus most similar to each other of all considered methods. When we run both multiMAGNA++ and GEDEVO-M for 100,000 generations, we observe the following. In general, GEDEVO-M converges slower than multiMAGNA++ ( Fig. 4 and Supplementary Figures S8-S9 , available online). In fact, GEDEVO-M often does not converge even after 100,000 generations ( Fig. 4) . Thus, multiMAGNA++ can be stopped much earlier than GEDEVO-M, while in the process mostly leading to superior alignment quality. On top of this, the time complexity of GEDEVO-M is exponential with respect to the number of networks to be aligned as opposed to the linear time complexity for multiMAGNA++ (Section 2.1.6).
We note the following regarding the running times of some of the considered methods. Both multiMAGNA++ and MI-Iso perform graphlet counting in order to calculate the graphlet degree vector similarity [16] between pairs of nodes in different networks. In our study, for both of these approaches, we only count graphlets up to four nodes due to the large size of the considered networks, and we use exhaustive graphlet counting for this purpose. Recently, methods have been proposed that count graphlets much faster than the traditional enumeration approach that we have used, especially for up to 4-node graphlets that we have used [51] , [52] , [53] , [54] , [55] . Since the time needed to count graphlets varies so much depending on the counting method used, we did not include the graphlet counting time into our analyses, as this would give an unfair disadvantage to any method that counts graphlets using the traditional enumeration approach.
CONCLUSION
We present multiMAGNA++, an MNA extension of a stateof-the-art PNA MAGNA++, which can directly optimize both node and edge conservation. Our new MNA approach outperforms or is on par with the existing MNA methods (most of which optimize node conservation only), while often completing faster. That is, multiMAGNA++ scales well to larger network sizes and a larger number of networks and can be parallelized effectively. In the process of method evaluation, we introduce new alignment quality measures for MNA to allow for more complete alignment Fig. 3 . NCV-CIQ as a function of time when using 64 threads for the three sets with more than two networks (we leave out results for PHY2 and Y2H2 that have two networks each; Section 2.2.1). These are representative results. Equivalent results for the remaining measures, and when using a single thread, are shown in Supplementary Figures S5-S7 , available online. Fig. 4 . NCV-MNC as a function of the number of hours spent by multiMA-GNA++ and GEDEVO-M when using a single thread, for topology-only alignments of Yeast+%LC networks. Both multiMAGNA++ and GEDEVO-M are run for 100,000 generations. characterization as well as more fair MNA method evaluation compared to using only the existing measures, which may not fairly compare MNA approaches that produce different output types (e.g., one-to-one versus many-to-many node mappings). Thus, our study may impact future MNArelated work in terms of both efficient method development and fair method evaluation. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
