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Abstrat
There are several numerial methods for omputing approximate zeros of a given univariate polynomial. In
this paper, we develop a simple and novel method for determining sharp upper bounds on errors in approximate
zeros of a given polynomial using Rouhe's theorem from omplex analysis. We ompute the error bounds
using non-linear optimization. Our bounds are salable in the sense that we ompute sharper error bounds for
better approximations of zeros. We use high preision omputations using the LEDA/real oating-point lter
for omputing our bounds robustly.
Keywords: error bounds, polynomial zeros, Rouhe's theorem, a posteriori error analysis, approximate zeros,
oating-point lter, high preision omputation.
1 Introdution
The problem of solving the polynomial equation
g(z) = a0 + a1z + a2z
2 + ...+ anz
n = 0 (1)
is a fundamental problem in algebra. Here, the oeients ai, 0 ≤ i ≤ n are omplex numbers. It is now folklore
that no losed form formula with arithmeti operations and radials exists for omputing zeros of polynomials
with degree n > 4. In spite of the absene of solution formulae, the fundamental theorem of algebra states
that equation 1 always has n zeros, real or omplex. The subjet of omputing or approximating these zeros has
been alled algebraic aspects of the fundamental theorem of algebra [17℄. The omputational hallenge is in
determining zeros preisely for high degree univariate polynomials. In omputer algebra appliations, one usually
needs to solve equation 1 for large values of n, typially well above 100 or of order of several thousands [14℄. High
preision of hundreds of bits is frequently required for the representation of the oeients a0, a1, ..., an and the
zeros. Development of robust and eient solutions for equation 1 with large n requires muh researh.
1.1 Computing approximate zeros of polynomials
Sine there is no losed form formula for nding zeros of a polynomial of degree greater than four, we need to
nd zeros by numerial methods. The rst iterative algorithms with guaranteed onvergene to all the n zeros
of g(z) (for any input polynomial g(z) of degree n ), are due to Brouwer and Weyl, both published in 1924 (see
[14℄). Pan's new O(n2 logn log bn) algorithm to approximate all the zeros of a n-degree polynomial within an error
bound of 2−bmaxj |zj|, where zj are the zeros of the polynomial [13℄, is the best known result so far. There are
several algorithms for nding zeros of polynomials based on Newton's method [9℄, Laguerre's method [18℄, Jenkins
and Traub's method [6℄, and Muller's method [14℄.
1.2 Estimating upper bounds on errors in approximate zeros of a given polynomial
Sine all the above methods essentially ompute only approximate zeros, we need to know how lose these approx-
imations are to the atual zeros. Consider a pratial senario where we have pretty good estimates of all the zeros
of a known univariate polynomial as in equation 1. Although the zeros may be quite aurate, we still need to
know how good they are. In other words, we need to know how muh error is present in eah approximate zero.
Consider the problem of developing a method for determining upper bounds on the errors in eah approximate zero,
irrespetive of the method and omputational preision by whih suh approximate zeros have been determined
apriori. Smith [19℄ omputes upper bounds on errors in approximate zeros using a method based on Gershgorin's
∗
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theorems. In this paper we develop our new and novel method for nding suh posteriori upper bounds on errors
in given approximate zeros of a given univariate polynomial. Our method omputes an upper bound on the dis-
tane of an approximate zero from the exat zero given all the oeients of the univariate polynomial and all the
approximate zeros. Note that we are given only the univariate polynomial and its approximate zeros as inputs; we
may not know any atual zero. Towards this end, we use Rouhe's theorem from complex analysis [2℄ as the basis
for our approximation sheme. Based on this sheme, we develop a non-linear optimization step to determine a
sharp upper bound on the modulus of the distane of an approximate zero from the (possibly unknown) exat zero.
This method is reported in [15, 16℄. The implementation of our method for estimating these error bounds uses the
LEDA/real oating-point lter [3, 10℄ so that omputations an be done at requisite high preision beyond double
preision, yielding orret results in the evaluation of inequalities involving arithmeti expressions. The number of
signiant digits in the approximate zeros and the oeients of the given polynomial are not restrited therefore.
1.3 Preliminaries
We need the denition of an analyti funtion [2℄. A omplex funtion f(z) is said to be analyti in a region if it is
dened and dierentiable at every point z in the region. Now we state Rouhe's theorem.
Theorem 1.1 [2, 4℄ Suppose the funtions f(z) and g(z) are analyti inside and on a simple losed urve C. If f
and g have no zeros on C and |f(z)− g(z)| < |f(z)| for all z on C, then the funtions f(z) and g(z) have the same
number of zeros inside C.
We know that all polynomials are analyti in the omplex plane. We know from the fundamental theorem of algebra
that any polynomial with omplex oeients of degree n has n (possibly) omplex zeros. Given a polynomial of
order n and its n approximate zeros, we wish to bound the error in eah of the n aproximate zeros. We present
our method in the next setion.
2 A novel posteriori error bound for an approximate zero
Let the given polynomial be
g(z) = a0 + a1z + a2z
2 + ...+ anz
n
(2)
where the oeeints ai, 0 ≤ i ≤ n are omplex in general. Let the approximate zeros of g(z) (say, as omputed
by some numerial method) be α1, α2, · · · , αn. Let
f(z) = an
n∏
i=1
(z − αi) (3)
be the approximation of g(z) as onstruted from the given approximate zeros. Now onsider the error polynomial
h(z) = f(z)− g(z). Let
h(z) = b0 + b1z + .....+ bn−1z
n−1
(4)
Note that the error polynomial h(z) has degree at most n− 1, less than that of g(z). Now we apply Rouhe's
theorem on the polynomials f(z) and g(z). Consider αj , an approximate zero. In this setion and in setion 3, we
onentrate on αj ; the arguments in these setions apply to eah approximate zero. We draw a irle C with a
small radius r around αj . If the error polynomial h(z) = f(z) − g(z) and the omputed polynomial f(z) satisfy
Rouhe's ondition |f(z)− g(z)| < |f(z)| for all z on the on this irle, then f(z) and g(z) have preisely the same
number of zeros inside this irle. If there is no other approximate zero αi, i 6= j within that irle, then f(z) and
g(z) have preisely one zero in the irle. So, the unique atual zero of g(z) is approximated by αj and is within
that irle of small radius r with entre at αj . Here r is an upper bound on the error in the approximate zero αj .
For enforing the ondition in Rouhe's theorem we observe that, for any z on the irle C of radius r, |z| =
|z − αj + αj | ≤ |z − αj |+ |αj | = r + |αj | = R, say. From equation 4, |h(z)| ≤ |bn−1||z
n−1| · · ·+ |b0|. Hene on C,
|h(z)| ≤ |bn−1|R
n−1 + · · ·+ |b0| (5)
Also, for all z on the irle C of radius r, |z − αi| = |(z − αj)− (αi −αj)| ≥ ||z − αj | − |αi − αj || = |r− |αi − αj ||.
Also, |f(z)| = |an||z − α1||z − α2| · · · |z − αn|, from equation 3. Hene on C,
|f(z)| ≥ |an|r
n∏
i=1,i6=j
|r − |αi − αj || (6)
Finally, from inequalities 6 and 5, we observe that |an|r|
∏n
i=1,i6=j |r−|αi−αj || > |bn−1|R
n−1+ .....+ |b0| implies
Rouhe's ondition |f(z)− g(z)| < |f(z)| for all z on the entire irle C. We an write this ondition as
r >
l(r)
m(r)
(= q(r), say) (7)
2
where l(r) = |bn−1|R
n−1 + ....+ |b0| and m(r) = |an|
∏n
i=1,i6=j |r − |αi − αj ||. Note that l(r) and m(r) are of same
degree n− 1 and that q(r) is a meromorphi funtion.
Now we summarize the main theorem of this paper as follows.
Theorem 2.1 Let g(z) be a polynomial of degree n with n distint zeros. Let α1, α2, · · · , αn be approximations
to the n zeros of g(z) and let f(z) = an
∏n
i=1(z − αi) be the polynomial with zeros α1, α2, · · · , αn. Then, for any
1 ≤ i ≤ n, the error in the jth approximate zero αj is bounded by any real number r satisfying the inequality
r > q(r), provided |αj − αi| > r, for all 1 ≤ i ≤ n where i 6= j.
Proof. As shown above, Rouhe's ondition is satised on the irle C entred at αj with radius r provided
r > q(r). If no other approximate zero αi, i 6= j is in the interior of this irle C then f(z) has a single zero αj
in the interior of C. By Theorem 1.1, g(z) too has a single zero (say, zj) inside the irle C, yielding the upper
bound r on the error |αj − zj |.
3 A method for omputing error bounds
We state the inequality 7 as
l(r)
r ∗m(r)
< 1 (8)
We observe that the inequality 8 (and therefore the inequality 7) is indeed satised for suiently large values
of r; this is due to the fat that r ∗m(r) is a degree n polynomial and f(r) is degree n− 1 polynomial. We state
this a follows.
Lemma 3.1 There exists a value or r satisfying inequality 8.
However, we are interested in nding very small values of r satisfying r > q(r). In partiular, note that in our
Theorem 2.1, suh an r is an upper bound on the error in an approximate zero αj provided |αj − αi| > r, for all
i 6= j. We proeed to develop a method to nd suh a value r as follows.
3.1 Computing the error bounds: Algorithm I
We argue that inequality 7 is satised for values of r lose to q(0), provided f(z) is a lose approximation of g(z)
and the given approximate zeros are well separated. If f(z) is lose to g(z), then l(0) is small and therefore q(0)
ould be small. By Taylor's expansion, q(r) = q(0)+ rq′(0)+ r
2
2! q
′′(0)+ · · ·. Sine higher derivatives of q(r) will be
small for well separated approximate zeros, we an neglet higher order terms and write the xpoint of the funtion
q as r = q(r) = q(0) + rq′(0) ⇒ r = q(0)1−q′(0) . Note that q
′(0) is also small sine q(r) is a funtion with a numerator
l(r) with very small oeients, and a denominator m(r) with large oeients. Therefore, the xpoint of q lies in
the viinity of q(0), provided the approximate zeros are well separated and f(z) is a good approximation of g(z).
Example 1
g(z) = 100000z4 + 305000z3 + 410100z2 + 310205z + 105105
Comparision with Smith's bounds
Atual Zeros by Smith's bounds Value Our bounds on
zeros ZERPOL on ZERPOL of q(0) ZERPOL zeros
zeros using Algorithm I
ǫ = 0.00001
−1.05 −1.0500001610 6.44E − 07 1.116840490 1.11687399
680863E − 06 61584E − 06
−1 −0.9999998510 5.97E − 07 1.08266830 1.08270078
781336E − 06 81847E − 06
−0.5 + i
√
0.751 −0.5 + i0.86660 2.55E − 08 3.04704508 3.04707641
2562368 007204E − 08 434807E − 08
−0.5 − i
√
0.751 −0.5 − i0.86660 2.55E − 08 3.04704594 3.04707641
2562368 388862E − 08 434806E − 08
Zeros at preision 7
Bounds using Algorithm I for ǫ= 0.0001
Range zeros at Value of q(0) Our bounds on Range Number of
preision 7 zeros at preision 7 iterations
−1.05 5.42072490014779E − 06 5.42180887902023E − 06 2
−1.000000 5.43336060444733E − 06 5.43444711286507E − 06 2
−0.5 + i0.8666026 1.5286312353107E − 07 1.52878409843423E − 07 1
−0.5 − i0.8666026 1.52863125747657E − 07 1.52878412060232E − 07 1
Bounds using Algorithm II
Range zeros at Starting NR bounds on Range Number of iterations
preision 7 Value zeros at preision7 NR +Algorithm I
−1.05 0.01 5.42194046573675E − 06 4 + 1
−1.000000 0.001 5.43458277061677E − 06 4 + 1
−0.5 + i0.8666026 100 1.52878500883089E − 07 4 + 1
−0.5 − i0.8666026 1E − 05 1.5287850088089E − 07 3 + 1
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Zeros at preision 16
Bounds using Algorithm I for ǫ= 0.00000001
Range zeros at Value of q(0) Our bounds on Range Number of
preision 16 zeros at preision 16 iterations
−1.05 4.64160094696633E − 15 4.64160099338234E − 15 1
−1.000000000000000 4.51503828651945E − 15 4.51503833166985E − 15 1
−0.5 + i0.866602561731732 1.27065229457289E − 16 1.27065230727944E − 16 1
−0.5 − i0.866602561731732 1.27065229457292E − 16 1.27065230727944E − 16 1
Bounds using Algorithm II
Range zeros at Starting NR bounds on Range Number of iterations
preision 16 Value zeros at preision 16 NR +Algorithm I
−1.05 1E − 10 4.64160099338286E − 15 2 + 1
−1.000000000000000 0.0001 4.51503833167034E − 15 3 + 1
−0.5 + i0.866602561731732 1E − 22 1.27065230727944E − 16 2 + 1
−0.5 − i0.866602561731732 1E − 14 1.27065230727944E − 16 2 + 1
Example 2
g(z) = 1000z10 − 2500z9 − 460800z8 − 9133400z7 − 50761800z6 − 88653100z5−
53510400z4 − 37313000z3 − 197170000z2 − 364800000z − 198000000
Comparision with Smith's bounds
Atual zeros Zeros by Smith's bounds Value of Our bounds on
ZERPOL on ZERPOL q(0) ZERPOL zeros
zeros using Algorithm I
ǫ = 0.00001
30 30 3.34E − 13 6.16818594 6.1707644
879537E − 11 473737E − 11
−10 + i10 −10 + i10 8.3E − 13 3.99156437 3.99160428
089776E − 10 654147E − 10
−10 − i10 −10 − i10 8.3E − 13 3.99156437 3.9916042
089776E − 10 8654147E − 10
−5 −5 2.91E − 10 3.18914558 3.18914637
60219E − 09 774777E − 09
1 + i 1 + i 6.81E − 14 3.72504031 3.7250775
303826E − 10 6344139E − 10
1 − i 1 − i 6.81E − 14 3.72504031 3.7250775
303826E − 10 6344139E − 10
−1 + i
√
1.2 −1 + i1.0954 3.62E − 08 2.9138084 2.91383760
451114 647204E − 09 280512E − 09
−1 − i
√
1.2 −1− i1.0954 3.62E − 08 2.9138084 2.9138376
451114 647204E − 09 0280512E − 09
−1.5 −1.5 1.68E − 13 1.17048091 1.1704926
956553E − 08 2437473E − 08
−1 −1 8.25E − 14 8.1388826 8.1389640
9390312E − 09 8273006E − 09
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Zeros at preision 7
Bounds from Algorithm I for ǫ = 0.0001
Range zeros Value of Our bounds on Range Number of
at preision 7 q(0) zeros at preision 7 iterations
30 7.02434379707557E − 09 7.02443898949365E − 09 1
−10 + i10 4.54376449207249E − 08 4.54380992971741E − 08 1
−10 − i10 4.54376449207249E − 08 4.54380992971741E − 08 1
−5 3.62210633642892E − 07 3.62214255749229E − 07 1
1 + i 4.24036915436498E − 08 4.24041155805652E − 08 1
1 − i 4.24036915436498E − 08 4.24041155805652E − 08 1
−1 + i1.095445 3.31691055907562E − 07 3.31694372818121E − 07 1
−1 − i1.095445 3.31691055907562E − 07 3.31694372818121E − 07 1
−1.5 1.33240756345005E − 06 1.33242088752569E − 06 1
−1 9.26483214486361E − 07 9.26492479318505 − 07 1
Bounds from Algorithm II
Range zeros at Starting NR bounds on Range Number of
preision 7 value zeros at presion 7 iterations
NR +Algorithm I
30 1E − 5 7.02507120754467E − 09 3 + 1
−10 + i10 1E − 1 4.54421907500478E − 08 4 + 1
−10 − i10 1E − 10 4.54421907500478E − 08 3 + 1
−5 1E − 1 3.62247181860654E − 07 4 + 1
1 + i 1E − 5 4.24079393150912E − 08 3 + 1
1 − i 1E − 5 4.24079393150912E − 08 3 + 1
−1 + i1.095445 1E − 10 3.317247877106E − 07 3 + 1
−1 − i1.095445 1E − 2 3.317247877106E − 07 3 + 1
−1.5 1E − 2 1.33255239212745E − 06 4 + 1
−1 1E − 2 9.26581422929994E − 07 4 + 1
Zeros at preision 16
Bounds from Algorithm I for ǫ = 0.00000001
Range zeros at Value of Our bounds on Range Number of
preision 16 q(0) zeros at preision 16 iterations
30 1.83299375288556E − 17 1.83299377121549E − 17 1
−10 + i10 1.18568546630189E − 16 1.18568547815876E − 16 1
−10 − i10 1.18568546630189E − 16 1.18568547815876E − 16 1
−5 9.41580760246742E − 16 9.45180769698553E − 16 1
1 + i 1.10651507753055E − 16 1.10651508859572E − 16 1
1 − i 1.10651507753055E − 16 1.10651508859572E − 16 1
−1 + i1.095445 8.65540430075807E − 16 8.65540438731223E − 16 1
115010332
−1 − i1.095445 8.65540430075807E − 16 8.65540438731223E − 16 1
115010332
−1.5 3.47688796630911E − 15 3.47688800107798E − 15 1
−1 2.41763729896059E − 15 2.41763732313696E − 15 1
Bounds from Algorithm II
Range zeros at Starting NR bounds on Range Number of
preision 16 value zeros at preision 16 iterations
NR +Algorithm I
30 1E − 14 1.83299377120949E − 17 2 + 1
−10 + i10 1000 1.1856854781587E − 16 3 + 1
−10 − i10 1E − 04 1.1856854781587E − 16 3 + 1
−5 1E − 04 9.45180769698555E − 16 3 + 1
1 + i 1E − 14 1.10651508859572E − 16 2 + 1
1 − i 1E − 14 1.10651508859572E − 16 2 + 1
−1 + i1.095445115010332 1E − 14 8.65540438731227E − 16 2 + 1
−1 − i1.095445115010332 1E − 04 8.65540438731227E − 16 3 + 1
−1.5 1E − 03 3.47688800107808E − 15 3 + 1
−1 1E − 03 2.41763732313701E − 15 3 + 1
So, we start testing r with an initial value q(0). We inrease r until r > q(r). Note that q(0) > 0, and therefore,
the inequality r > q(r) is not satised at r = 0. We use q(0) as a starting point for searhing a value of r satisfying
r > q(r). In the searh, we multiply the value of r by a fator of 1+ ǫ repeatedly (for a small ǫ), until the inequality
r > q(r) is satised. Further, if r < |αj − αi| for all 1 ≤ i 6= j ≤ n, we an assert using Theorem 2.1 that r is an
upper bound on the error in the approximate zero αj .
We laim that the number of times q(r) is evaluated until we get a solution δ satisfying δ > q(δ) is O(log2 δ).
This follows from the fat that we start with an initial approximation q(0) and multiply r by a fator (1 + ǫ) until
the inequality 7 is satised, as guaranteed by Lemma 3.1. We state this as a theorem.
Theorem 3.2 The value of r (say δ), satisfying the inequality 7 an be determined in log1+ǫ(δ/q(0)) evaluations
of the funtion q(r).
Eah evaluation of q(r) involves evaluation of two (n − 1)-degree polynomials, l(r) and m(r). Note in the tables
(Tables 1 through 6) that as long as we selet a good starting value q(0) for r, we pratially need to exeute just
one step to get to a value of r satisfying r > q(r). Indeed, the error bounds are just a little bit higher than q(0)
in all ases, very muh as argued above. So, we observe that for good approximations of well separated zeros (as
onsidered in all our examples), Algorithm I onverges very fast. Algorithm I requires larger number of steps if (i)
the initial value of r is far from a feasible solution for inequality 7 and, (ii) for smaller values of ǫ.
3.2 Using requisite high preision for omputing the error bounds
Another fator in the time omplexity of Algorithm I is the preision at whih omputations would require to be
performed to orretly determine satisfation of inequality 7. We use the LEDA/real oating-point lter [3, 10℄,
for omputations at requisite higher preisions. LEDA rst tries to hek the inequality using double preision. If
a deision an not be made at double preision, LEDA uses higher preision to hek the inequality. Preision is
inreased until a deision is possible. High preision omputing is neessary sine round-o errors an aumulate
in omputations like the evaluation of high-degree polynomials. Suh polynomials may have oeients with a large
number of signiant digits. Moreover, huge errors an aumulate if a polynomial is evaluated at a point whose
value is a number with a large number of signiant digits.
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3.3 Computing the error bounds using the Newton-Raphson method: Algorithm II
We an also solve inequality 7 using a ombination of the Newton-Raphson (NR) method and Algorithm I. We
all this method our Algorithm II. The main motivation here is to study the good behaviour of the funtion
p(r) = r− q(r) and solve the inequality quikly even if we use a large starting value for r >> q(0). Our Algorithm
II is as follows. Essentially, we use the funtion p(r) = r− q(r) and solve for p(r) = 0 using NR iterations. We may
start with a reasonably large value of r so that r > q(r) (or p(r) > 0). We may also start with a smaller value of r
where p(r) is negative. We perform NR iterations until the iterate r does not hange more than a small value say,
10−30. The value of p(r) for the terminating value of r is observed to be negative in all our runs. Now we swith
over to Algorithm I with this value of r as starting value. Note that Algorithm I always terminates when exeuted
with suh a starting value of r where p(r) is negative. Finally at termination, a sharp small bound r satisfying
inequality 7 is obtained. The six tables show the results for six dierent polynomials.
The funtion p(r) responds well to the NR method. As mentioned earlier, q′(r) is small (see Setion 3.1),
making p′(r) lose to 1 (note that p′(r) = 1 − q′(r)). Sine p′(r) is lose to 1, NR has quadrati onvergene. We
need only few NR iterations for eah zero of eah polynomial; we nd that the value of r resulting after these small
number of NR iterations is suh that p(r) is negative or equivalently, r < q(r). As mentioned above, suh a value
of r is a suitable starting point for Algorithm I.
Now we onentrate on the NR iterations in Algorithm II required to approximately ompute the xpoint of q.
Let ρ = q(ρ) be the xpoint. Suppose we start with a large starting value R for the NR iterate r. Note that in a
few steps we would quikly get a value of the iterate r suh that the rst few signiant bits of r math with the
rst few signiant bits of ρ. This happens beause the rst step orrets the initial value R to R − p(R)/p′(R),
whih is nearly q(R) and very small ompared to R. This happens sine p(r) = r − q(r), p′(r) = 1 − q′(r) and
q′(R) is small eventhough R may be quite large. So, in a few NR iterations r gets lose enough to ρ to math ρ in
a few signiant bits (binary digits).
Suppose r and ρ have c ≥ 1 idential (most) signiant bits. Due to quadrati onvergene property of NR
iterations, the number of mathing signiant bits will inrease in geometri progression with a ratio greater than
unity. So, after k iterations, wkc bits would math, where w > 1. If we are interested in getting b bits of r math b
bits of ρ, we would then need k steps where b = wkc. We assume without loss of generality that ρ = d× 2E , where
0.5 ≤ d < 1 and E is any integer. Then, in k = O(logw b) iterations, we would get the iterate r lose to ρ with
relative error |r − ρ|/ρ ≤ (2−b × 2E)/2E−1 = 2−(b−1). We summarize this in the following theorem
Theorem 3.3 The xpoint ρ = q(ρ) an be approximated within relative error 2−b in O(log b) Newton-Raphson
iterations, where b > 1 is an integer.
3.4 Coping with errors in the input proess
Another aspet that needs mention is the possibility of small errors reeping in in the proess of feeding inputs
into our error omputing algorithm. There are only two sets of inputs; the oeients of the input polynomial
and the approximate zeros. We an avoid input errors in the oeients if eah oeient is integral. If we have
deimal rational numbers as oeients, the input of suh numbers may suer an error in the proess of standard
input in any programming language. So, we multiply all the oeients with a suitable large power of 10 to make
all oeients integral. This does not hange the polynomial and therefore the zeros remain unhanged by suh
multipliation of the oeients of the input polynomial. Indeed, for this very reason, all examples (exept example
5) illustrated in this paper are about polynomials with integral oeients. The approximate zeros in the input
may however originate from any soure or any numerial method. In the ontext of this paper, we require that
approximate zeros be propagated aurately into our error nding Algorithms I and II; if there is any error in the
input of approximate zeros, these errors must be aounted for in the nal error bound omputed for eah zero. For
the sake of simpliity, we may assume that suh errors do not our in the input of the approximate zeros; after all,
one the intended approximate zeros are entered into variables of our error omputing program, the values of the
approximate zeros and all oeients of the input polynomial are proessed onsidering all errors that may our
during the omputation of the nal error bounds on eah approximate zero. This is ensured by the oating-point
lter and the real data type in LEDA [3, 10℄. It is however possible and neessary to determine safe upper bounds
in input proesses for inputs from standard input instrutions in dierent programming languages and systems and
inorporate those error bounds suitably into the nal error bound. A detailed study of the issue of errors in input
proesses for omputations of safe boolean operations between polygons is done in [11℄. Naturally, omputations
of errors resulting due to round-o errors in nite preision oating-point omputations must also inlude due
onsideration of possible errors in input variables themselves; safe upper bounds on errors in eah input variable
must be provided and aounted for in the propagation of errors through the entire omputation until outputs are
generated. Suh error analysis is reported in [15, 7℄.
Example 3
g(z) = 1000z6 − 13016z5 + 59214z4 − 107974z3 + 61769z2 − 997z + 4
Zeros at preision 7
6
Bounds using Algorithm I for ǫ = 0.0001
Range zeros Value Of Our bounds on Range Number of
at preision 7 q(0) zeros at preision 7 iterations
4.993716 2.089829937337557E − 05 2.0899762298219E − 05 7
4.0080655 3.64330724956225E − 05 3.64381734573261E − 05 14
2.997721 1.65965389611843E − 05 1.65977007537648E − 05 7
1.0 7.32990974711188E − 07 7.32998304620935E − 07 1
0.009422683 1.26751047717699E − 08 1.26752315228176E − 08 1
0.007075149 9.44998978980977E − 09 9.45008428970767E − 09 1
Bounds using Algorithm II
Range zeros Starting NR bounds on Range Number of
at preision 7 Value zeros at preision 7 iterations
NR + Algorithm I
4.993716 1E − 04 2.09016807585603 − 05 4 + 1
4.0080655 1E − 04 3.64417392553444E − 05 4 + 1
2.997721 0.01 1.6599262404165E − 05 4 + 1
1.0 0.01 7.33067508160057E − 07 4 + 1
0.009422683 0.01 1.26764598079487E − 08 4 + 1
0.007075149 1E − 10 9.45098509041444E − 09 3 + 1
Zeros at preision 16
Bounds using Algorithm I for ǫ = 0.00000001
Range zeros Value Of Our bounds on Range Number of
at preision 16 q(0) zeros at preision 16 iterations
4.99371584412958 1.79904361618406E − 14 1.7990436341745E − 14 1
4.00806551632572 3.09602233507163E − 14 3.09602236603186E − 14 1
2.99772080758747 1.38592484031255E − 14 1.3859248541718E − 14 1
1.0 5.77846972093955E − 16 5.77846977872427E − 16 1
0.00942268285074248 1.13201138948718E − 17 1.1320114008073E − 17 1
0.00707514910648869 8.61633999170187E − 18 8.61634007786531E − 18 1
Bounds using Algorithm II
Range zeros Starting NR bounds on Range Number of
at preision 16 value zeros at preision 16 iterations
NR + Algorithm I
4.993715844129577 1E − 13 1.79904363417461E − 14 2 + 1
4.008065516325719 1E − 22 3.09602236603224E − 14 2 + 1
2.997720807587473 1E − 09 1.38592485417189E − 14 2 + 1
1.0 1E − 04 5.77846977872429E − 16 3 + 1
0.009422682850742485 1E − 04 1.13201140080731E − 17 3 + 1
0.007075149106488685 1E − 22 8.61634007786535E − 18 2 + 1
Example 4
g(z) = 1000000z4 + 223069z3 − 41948404z2 + 68883845z + 125362605
Zeros at preision 7
Bounds using Algorithm I for ǫ = 0.01
Range zeros at Value at Our bounds on Range Number of
preision 7 q(0) zeros at preision 7 iterations
4.00102 1.14317714827099E − 03 2.9420093174445E − 3 95
3.998911 1.1428874099077E − 03 2.93261103460139E − 3 95
−1.1 2.11036257663918E − 07 2.13146620240558E − 7 1
−7.1229995 5.45032569566617E − 07 5.50482895262284E − 7 1
Bounds using Algorithm II
Range zeros at Starting NR bounds on Range Number of
preision 7 Value zeros at preision 7 iterations
NR + Algorithm I
4.00102 1E − 9 2.93304493819802E − 3 9 + 1
3.998911 1E − 1 2.93288220516119E − 3 9 + 1
−1.1 1E − 5 2.11057417059451E − 7 3 + 1
−7.1229995 1E − 5 5.45087277340316E − 7 3 + 1
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Zeros at preision 16
Bounds using Algorithm I for ǫ = 0.00000001
Range zeros at Value at Our bounds on Range Number of
preision 16 q(0) zeros at preision 16 iterations
4.001019657681204 1.47961652695472E − 12 1.47961654175088E − 12 1
3.998910834038721 1.47927388424087E − 12 1.47927389903361E − 12 1
−1.100000011624190 2.3844189558305E − 16 2.34844191906748E − 16 1
−7.122999480095735 6.67094208084199E − 16 6.67094214755143 − 16 1
Bounds using Algorithm II
Range zeros at Starting NR bounds on Range Number of
preision 16 Value zeros at preision 16 iterations
NR + Algorithm I
4.001019657681204 1E − 11 1.47961654279053E − 12 3 + 1
3.998910834038721 1E − 22 1.47927390007277E − 12 2 + 1
−1.100000011624190 1E − 11 2.34844191906748E − 16 2 + 1
−7.122999480095735 1E − 5 6.67094214755144E − 16 3 + 1
Example 5:
g(z) = 8.7029z9 − 167z8 + 463.33z7 + 1126.1z6 + 76.241z5 − 7.0508z4 − 4085.4z3 − 1036.1z2 − 99.729z − 54.649
Zeros at preision 7
Bounds using Algorithm I for ǫ = 0.0001
Atual Range zeros Value of Our bounds on Number
zeros at q(0) Range zeros of
preision 7 at preision 7 iterations
15.0911133 15.09111 9.076342589 9.07725022 1
63854E − 06 389751E − 06
5.60181709 5.601817 5.206365229 5.20688586 1
73372E − 06 625669E − 06
1.471636 1.471636 7.629781518 7.6305444 1
41216E − 07 96564E − 07
0.029598+ 0.02959805 8.494188735 8.49503815 1
i0.204796 +i0.2047964 02682E − 08 390032E − 08
0.029598− 0.02959805 8.494188735 8.49503815 1
i0.204796 −i0.2047964 02682E − 08 390032E − 08
−0.3115666 −0.3115659 1.57728567 1.5774434 1
206155E − 07 0062876E − 07
−0.396041 −0.396041 7.26872135 7.26944822 1
+i1.3425333 +i1.342533 734945E − 07 958519E − 07
−0.396041 −0.3960412 7.26872135 7.26944822 1
−i1.3425333 −i1.342533 734945E − 07 958519E − 07
−1.9311091 −1.931109 1.03460887 1.034712335 1
418129E − 06 06871E − 06
Bounds using Algorithm II
Range zeros Starting Our bounds on Number
at Value Range zeros of
preision 7 at preision 7 iterations
NR+Algorithm I
15.09111 IE − 06 9.07733851 3 + 1
508154E − 06
5.601817 IE − 06 5.2069566 3 + 1
1442314E − 06
1.471636 IE − 11 7.63058385 3 + 1
852901E − 07
0.02959805 IE − 11 8.49504782 3 + 1
+i0.2047964 584932E − 08
0.02959805 IE − 02 8.49504782 4 + 1
−i0.2047964 584932E − 08
−0.3115659 IE − 05 1.57744695 3 + 1
490493E − 07
−0.396041 IE − 02 7.2694861 4 + 1
+i1.342533 2010097E − 07
−0.3960412 IE − 03 7.2694861 4 + 1
−i1.342533 2010097E − 07
−1.931109 IE − 03 1.03471867 4 + 1
334759E − 06
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Zeros at preision 16
Bounds using Algorithm I for ǫ = 0.00000001
Range zeros Value of Our bounds on Number
at preision 16 q(0) Range zeros of
at preision 16 iterations
15.09111310576714 5.53750340 5.53750346 1
672293E − 15 209812E − 15
5.601817329197456 3.14720692 3.14720695 1
264054E − 15 411265E − 15
1.471636442949784 5.8533007 5.85330076 1
612049E − 16 12049E − 16
0.02959805472609926 6.97248888 6.972488954 1
+i0.2047964459305099 506532E − 17 79027E − 17
0.02959805472609926 6.97248888 6.972488954 1
−i0.2047964459305099 506532E − 17 79027E − 17
−0.3115658643893903 1.461254491 1.46125450 1
76875E − 16 63813E − 16
−0.3960411556175865 5.65575203 5.655752091 1
+i1.342532717206571 517524E − 16 73281E − 16
−0.3960411556175865 5.65575203 5.655752091 1
−i1.342532717206571 517524E − 16 73281E − 16
−1.931108848212619 7.35055936 7.350559365 1
523337E − 16 23337E − 16
Bounds using Algorithm II
Range zeros Starting Our bounds Number
at preision 16 Value at preision 16 of
iterations
NR + Algorithm I
15.091113105767141 1E − 14 5.53750346209816E − 15 2 + 1
5.6018173291974556 1E − 7 3.14720695411267E − 15 3 + 1
1.471636442949784 0.0001 5.85330076120492E − 16 3 + 1
0.02959805472609926 1E − 22 6.97248895479027E − 17 2 + 1
+i0.2047964459305099
0.02959805472609926 1E − 14 6.97248895479027E − 17 2 + 1
−i0.2047964459305099
−0.3115658643893903 1E − 7 1.46125450638131E − 16 3 + 1
−0.3960411556175865 0.0001 5.65575209173284E − 16 3 + 1
+i1.342532717206571
−0.3960411556175865 1E − 14 5.65575209173284E − 16 2 + 1
−i1.342532717206571
−1.931108848212619 1E − 22 7.3505593652334E − 16 2 + 1
Example 6:
g(z) = z20 + 1012z14 + z5 + 1
Zeros at preision 7
Bounds using Algorithm I for ǫ = 0.0001
Range zeros Value Our bounds on Number
at preision 7 of Range zeros of
q(0) at preision 7 iterations
86.60254 + i50 4.66362417422174E − 7 4.66410117625052E − 7 1
86.60254 − i50 4.66363481276914E − 7 4.66410117625041E − 7 1
0.1354659 + i0.03091968 6.1585340861066E − 8 6.15914993951521E − 8 1
0.1354659 − i0.03091968 6.1585340861066E − 8 6.15914993951521E − 8 1
0.1086348 + i0.0866332 6.15859858647888E − 8 6.15921444633753E − 8 1
0.1086348 − i0.0866332 6.15859858647888E − 8 6.15921444633753E − 8 1
0.06028841 + i0.1251894 6.15851872002481E − 8 6.15913457189681E − 8 1
0.06028841 − i0.1251894 6.15851872002481E − 8 6.15913457189681E − 8 1
1.666667E − 29 + i100 4.6636348316034E − 7 4.66410119508656E − 7 1
1.666667E − 29 − i100 4.6636348316034E − 7 4.66410119508656E − 7 1
−5.140612E − 7 + i0.1389495 6.15855211502818E − 8 6.15916797023968E − 8 1
−5.140612E − 7− i0.1389495 6.15855211502818E − 8 6.15916797023968E − 8 1
−0.0602879 + i0.125189 6.15858807166052E − 8 6.15920393046768E − 8 1
−0.0602879 − i0.125189 6.15858807166052E − 8 6.15920393046768E − 8 1
−0.1086354 + i0.0866340 6.15850868338623E − 8 6.15912453425457E − 8 1
−0.1086354 − i0.0866340 6.15850868338623E − 8 6.15912453425456E − 8 1
−0.1354657 + i0.03091868 6.15857290119851E − 8 6.15918875848863E − 8 1
−0.1354657 − i0.03091868 6.15857290119851E − 8 6.15918875848863E − 8 1
−86.60254 + i50 4.66363481988736E − 7 4.66410118336934E − 7 1
−86.60254 − i50 4.66363481988736E − 7 4.66410118336934E − 7 1
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Bounds using Algorithm II
Range zeros Starting NR bounds on Number
at preision 7 Value Range zeros of
at preision 7 iterations
NR+Algorithm I
86.60254 + i50 1E − 10 4.66410190829221E − 7 2 + 1
86.60254 − i50 1E − 06 4.66410190829219E − 7 2 + 1
0.1354659 + i0.03091968 1E − 05 6.15920100912469E − 8 3 + 1
0.1354659 − i0.03091968 1E − 06 6.15920095777814E − 8 2+1
0.1086348 + i0.086633225 1E − 10 6.15926551678678E − 8 2 + 1
0.1086348 − i0.086633225 1E − 05 6.15926551700748E − 8 3 + 1
0.06028841 + i0.1251894 1E − 05 6.15918564125151E − 8 3 + 1
0.06028841 − i0.1251894 1E − 03 6.15918564125148E − 8 3 + 1
1.666667E − 29 + i100 1E − 04 4.66410192449928E − 7 2 + 1
1.666667E − 29 − i100 1E − 03 4.66410192712841E − 7 3 + 1
−5.140612E − 7 + i0.13894955 1E − 04 6.15921904014471E − 8 3 + 1
−5.140612E − 7 − i0.13894955 1E − 06 6.159218988798E − 8 2 + 1
−0.0602879 + i0.125189 1E − 03 6.15925500096416E − 8 3 + 1
−0.0602879 − i0.125189 1E − 06 6.15925494961725E − 8 2 + 1
−0.1086354 + i0.08663403 1E − 04 6.15917560344614E − 8 3 + 1
−0.1086354 + i0.08663403 1E − 10 6.15917560322547E − 8 2 + 1
−0.1354657 + i0.03091868 1E − 06 6.15923977739059E − 8 2 + 1
−0.1354657 − i0.03091868 1E − 10 [6.15923982851674E − 8 2 + 1
−86.60254 + i50 1E − 04 4.66410191278206E − 7 2 + 1
−86.60254 − i50 1E − 10 4.66410191541114E − 7 2 + 1
Zeros at preision 16
Bounds using Algorithm I for ǫ = 0.00000001
Range zeros Value of Our bounds Number
at preision 16 q(0) on Range zeros of
at preision 16 iterations
86.60254037844386 + i50 2.77298663308076E − 15 2.77298666081066E − 15 1
86.60254037844386 − i50 2.77298663308073E − 15 2.77298666081066E − 15 1
0.135465908523133 8.26333010777928E − 17 8.26333019041465E − 17 1
+i0.03091968468442907
0.135465908523133 8.26333010778121E − 17 8.26333019041465E − 17 1
−i0.03091968468442907
0.1086348117116894 8.26340929550181E − 17 8.26340937813606E − 17 1
+i0.0866332513523468
0.1086348117116894 8.26340929550181E − 17 8.26340937813606E − 17 1
−i0.0866332513523468
0.06028841320891334 8.26331054824203E − 17 8.26331063087529E − 17 1
+i0.125189441295516
0.06028841320891334 8.26331054824203E − 17 8.26331063087529E − 17 1
−i0.125189441295516
1.666666666666667E − 29 + i100 2.77298663308073E − 15 2.77298666081066E − 15 1
1.66666666666667E − 29 − i100 2.77298663308073E − 15 2.77298666081066E − 15 1
−5.140611950289672E − 7 8.26335449713578E − 17 8.26335457976949E − 17 1
+i0.1389495494401665
−5.14061950289672E − 7 8.26335449713578E − 17 8.26335457976949E − 17 1
−i0.1389495494401665
−0.06028748690264759 8.26339844245486E − 171 8.26339852508899E − 17 1
+i0.1251889952099292
−0.06028748690264759 8.26339844245486E − 17 8.26339852508899E − 17 1
−i0.1251889952099292
−0.1086354527355147 8.26329969321128E − 17 8.26329977584442E − 17 1
+i0.08663402895368696
−0.1086354527355147 8.26329969321128E − 17 8.26329977584442E − 17 1
−i0.08663402895368696
−0.135465797443785 8.26337888538945E − 17 8.2633789680234E − 17 1
+i0.03091868233921389
−0.1354657443785 8.26337888538945E − 17 [8.2633789680234E − 17 1
−i0.03091868233921389
−86.60254037844386 + i50 2.77298663308073E − 15 2.77298666081066E − 15 1
−86.60254037844386 + i50 2.77298663308073E − 15 2.77298666081066E − 15 1
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Bounds using Algorithm II
Range zeros Starting NR bounds Number
at preision 16 Value on Range zeros of
at preision 16 iterations
NR+Algorithm I
86.60254037844386 + i50 1E − 15 2.77298666081066E − 15 2 + 1
86.60254037844386 − i50 1E − 10 2.77298666081066E − 15 2 + 1
0.135465908523133 1E − 07 8.26333018961745E − 17 2 + 1
+i0.03091968468442907
0.135465908523133 1E − 15 8.26333019041475E − 17 1 + 1
−i0.03091968468442907
0.1086348117116894 1E − 10 8.26340937813615E − 17 2 + 1
+i0.0866332513523468
0.1086348117116894 1E − 16 8.26340937813615E − 17 1 + 1
−i0.0866332513523468
0.06028841320891334 1E − 10 8.26331063087538E − 17 2 + 1
+i0.125189441295516
0.06028841320891334 1E − 07 8.26331063007808E − 17 2 + 1
−i0.125189441295516
1.666666666666667E − 29 + i100 1E − 15 2.77298666081066E − 15 2 + 1
1.666666666666667E − 29 − i100 1E − 10 2.77298666081066E − 15 2 + 1
−5.140611950289672E − 7 1E − 10 8.26335457976958E − 17 2 + 1
+i0.1389495494401665
−5.14061950289672E − 7 1E − 07 8.26335457897226E − 17 2 + 1
−i0.1389495494401665
−0.06028748690264759 1E − 16 8.26339852508908E − 17 1 + 1
+i0.1251889952099292
−0.06028748690264759 1E − 07 8.26339852429179E − 17 2 + 1
−i0.1251889952099292
−0.1086354527355147 1E − 15 8.26329977584451E − 17 1 + 1
+i0.08663402895368696
−0.1086354527355147 1E − 16 8.26329977584451E − 17 1 + 1
−i0.08663402895368696
−0.135465797443785 1E − 10 8.26337896802349E − 17 2 + 1
+i0.03091868233921389
−0.135465797443785 1E − 15 8.26337896802349E − 17 1 + 1
−i0.03091868233921389
−86.60254037844386 + i50 1E − 16 2.77298666081066E − 15 2 + 1
−86.60254037844386 − i50 1E − 07 2.77298666081066E − 15 2 + 1
4 Results and observations
We tabulate the bounds omputed for examples 1 through 6 using our Algorithms I and II based on Theorem 2.1.
We also tabulate the number of iterations required by Algorithms I and II. For Algorithm II, the Newton-Raphson
iterations are followed by steps of Algorithm I. So, the numbers of iterations of both these stages are depited in
the tables. Note that the value of q(0) for eah approximate zero is very lose to (and slightly lesser than) the error
bound, as argued in Setion 3.1.
For examples 1 and 2 the atual zeros are known. Both these polynomials (see [19℄) have distint and well
separated zeros. Approximate zeros as omputed by the ZERPOL algorithm [18℄ are used in [19℄; Smith omputes
error bounds for these zeros using his method (as in [19℄) based on Gershgorin's theorems. Error bounds omputed
by our Algorithm I using Theorem 2.1 for these ZERPOL zeros are omparatively inferior to those of [19℄. For
example 1, our bounds are omparable to those of Smith; the bounds on errors in the last two zeros are very
lose. For example 2, our bounds for the seventh and eighth zeros are in fat better than those obtained in [19℄.
The bounds for the other eight zeros are almost of the same order in our ase whereas Smith's bound for these
eight zeros are muh better. However, our method is salable. We show that our bounds are sharper for more
aurate approximations. As we inrease the number of signiant digits in the approximate zeros omputed using
the Range software [1℄, we nd that our error bounds too improve as expeted. We use the Range software [1℄ for
omputing approximate zeros for all examples at preisions of 7 and 16 deimal signiant digits, respetively.
Our method works well for polynomials with lose zeros as shown in examples 3 and 4. The lose zeros in
example 3 are smaller than the rest of the zeros. Error bounds omputed using our Algorithms I and II for zeros
omputed using Range [1℄ at the two preision values of 7 and 16 are presented. The bounds in example 3 for small
and lose zeros are muh sharper than the bounds for the other zeros beause the numerator l(r) of q(r) beomes
smaller for smaller zeros. In ontrast, we see a oarser bound for lose zeros with larger magnitudes in example 4,
even though they are as lose as the lose zeros in example 3.
The bounds for the two lose zeros (rst two zeros) in example 4 at preision 7 are larger than the separation
between the zeros. The two irles with radii equal to these two omputed bounds and entred at the respetive
approximate zeros enlose both the approximate zeros. This is guaranteed by Rouhe's theorem beause the
ondition r > q(r) holds for the bound r for these two zeros. In other words, the two approximate zeros and the
two orresponding atual zeros lie in both the above mentioned irles. Our bounds for the more separated zeros
in example 4 are better that those for the loser zeros. Inreasing the auray of approximation helps in getting
sharp bounds isolating eah zero. This is observed even for examples 3 and 4 at preision 16.
Example 5 is from [5℄ and example 6 is from [12℄. These are relatively higher degree polynomials and our
Algorithms I and II show onsistent and good bounds. We make an ruial observation over all examples; we note
that the relative error in approximate zeros as omputed by our Algorithms I and II are roughly of the same order
of magnitude over all zeros for eah example.
11
5 Conlusions
Posteriori error bounds on approximate zeros of univariate polynomials may be used in geometri omputations
with high degree urves and surfaes as well as in various sienti, engineering and omputational mathematis
appliations. Our method for omputing error bounds an be used in algorithms for omputing approximate zeros
for polynomials to desired auraies; for instane, a Newton-Raphson based algorithm for omputing approximate
zeros may repeatedly ompute error bounds in eah iteration using our method to deide whether approximate zeros
of desired auray have already been omputed. Use of high preision in zeros' omputations an help generating
as lose approximations to atual zeros as one wishes. Krishnan et al. [8℄ use Durand-Kerner iterations for fast
onvergene to all zeros of a polynomial simultaneously; at eah step they hek the quality of approximation
ahieved up to that step using Smith's method [19℄ for omputing upper bounds on errors in the approximations
of zeros obtained. Our method of omputing similar error bounds as shown in this paper an be used in the plae
of Smith's method.
We have used requisite high preision in our algorithms for deision making steps involving inequalities and in
the evaluation of polynomials of high degree. Our method works for polynomials with lose lustered zeros; the
problem in suh ases is that we might require larger numbers of signiant digits in the approximate zeros for
omputing good bounds. With oarser approximations, we might get poorer bounds (see example 4). However,
for the ase of lose roots with small magnitudes, as in example 3, we may get sharp bounds even with oarse
approximations of zeros. We an also extend our method for handling the ase of polynomials whose zeros have
multipliity greater than unity. The bounds obtained for suh ases are likely to be oarse and we feel that only
very preise approximations of zeros would give sharper bounds.
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