Abstract. We study integration and reconstruction of Gaussian random functions with inhomogeneous local smoothness. A single realization may only be observed at a nite sampling design and the correct local smoothness is unknown. We construct adaptive (sequential) designs that lead to asymptotically optimal methods. We show that any nonadaptive design will fail.
Introduction
Various problems of prediction from correlated data are studied in the literature. Given a xed set of observation points t i , one is interested in the best predictor with respect to some criterion, e.g., error in quadratic mean. This question is closely related to the theory of splines, see Kimeldorf and Wahba (1970) , Traub, Wasilkowski, and Wo zniakowski (1988) , and Wahba (1990) .
Even more challenging seems to be how to choose the points t i optimally (except in (a)), if only their total number n is given. This task is also called the design problem, and it is only solved for few speci c processes Y in the univariate case D = 0; 1]. Hence the optimality conditions are weakened and asymptotically optimal designs are sought.
In this paper we study the univariate case. We present a new framework for analyzing integration and reconstruction in case of an unknown mean and covariance kernel of Y . We construct an adaptive method that is asymptotically optimal for a large class of processes Y having inhomogeneous local smoothness.
Our new approach is motivated by several applications. Problems (a){(c) arise, for instance, in geostatistics and in computer experiments, see Cressie (1993) and Hjort and Omre (1994) , as well as Sacks, Welch, Mitchell, and Wynn (1989) , Koehler and Owen (1995) , Bates, Buck, Riccomagno, and Wynn (1996) . Moreover, the random function approach is used in numerical analysis to complement the classical worst case approach, Date: April 28, 1997 . 1 see Novak (1988) , Traub, Wasilkowski, and Wo zniakowski (1988) , Ritter (1996a) , and Plaskota (1996) . Typically, the second order properties of Y are not known precisely in geostatistical applications or in computer experiments. Therefore parametric assumptions on the mean m and the covariance kernel K of Y are frequently used. The observations Y (t i ) are used to estimate the parameters, and thereafter predictors are constructed on the basis of the estimated second order structure. We stress that only the observations of a single realization are at hand for parameter estimation and prediction.
Usually a properly chosen design (t 1 ; : : : ; t n ) 2 D n is xed in advance. Inference about K and m from the observations Y (t i ) is only used in the nal stage, when the prediction is generated. Any method that is based on an a priori xed design is called nonadaptive; the design is called nonadaptive as well.
In this paper we analyze adaptive methods. The points t i are chosen sequentially and therefore t i may depend on the Y (t 1 ); : : : ; Y (t i?1 ). In this way inference about m and K is already used in the observation stage. An adaptive method is based on an adaptive design, which is of the form t 1 ; t 2 (Y (t 1 )); : : : ; t n (Y (t 1 ); : : :Y (t n?1 (: : : ))): Furthermore we propose a nonparametric approach regarding K and m, and we do not choose a speci c type of covariance kernel in advance. Instead, we assume that Y is of the form Y (t) = m(t) + g(t) X(f(t)); t 2 D:
(1) Here m, f, and g are deterministic functions and X is a zero mean Gaussian random function. The mean m, the transformations f and g, and the covariance kernel R of X are unknown; only some smoothness conditions are assumed to hold.
The nonparametric model (1) does not predetermine the spatial variability of Y . We present an adaptive method which detects regions of di erent variability and places additional points accordingly. We prove that our method is asymptotically optimal. Furthermore we show that any nonadaptive method will fail.
The design problem for processes of the form (1) is analyzed in numerous papers. However, at least the functions f and g are assumed to be known, and therefore adaption does not help. We give a brief survey of results.
It turns out that asymptotically optimal designs (t (n) 1 ; : : :; t (n) n ) can be constructed as quantiles of a suitably chosen density on 0; 1]. The optimal density depends on f and g and on the smoothness of X. See, e.g., Ylvisaker (1966, 1970) , H ajek and Kimeldorf (1974) , Wahba (1974) , Eubank, Smith, and Smith (1982) , Benhenni and Cambanis (1992) , Istas and Laredo (1994) , Stein (1995a), and Ritter (1996b) for integration. Reconstruction is analyzed in Speckman (1979) , Su and Cambanis (1993 ), M uller-Gronbach (1996a , 1996b , 1996c , Ritter (1996a), and Ritter (1997) . The (asymptotically) optimal designs are nonadaptive. Once f, g, and the smoothness of X are speci ed and n is selected, the design is xed and does not depend on any observation of Y .
The above results serve as benchmarks for the nonparametric model (1) with unknown functions m, f, and g. We will demonstrate that asymptotically the same errors are achievable. To this end properly chosen adaptive designs must be used.
Much less is known in the multivariate case D = 0; 1] d with d > 1. In fact, only order optimal designs are known, while nding the best asymptotic constants seems to be an open problem. See, e.g., Wo zniakowski (1991 , 1992 , Wasilkowski (1993) , Paskov (1993) , Ritter (1996a) , Ritter, Wasilkowski, and Wo zniakowski (1995) , and Ritter and Wasilkowski (1996) .
For reasonable subclasses of designs, however, the asymptotically optimal ones are known for certain multivariate problems. Stein (1995b) studies integration for isotropic random elds and he analyzes designs which locally form parallelogram lattices. M ullerGronbach (1997) analyzes reconstruction of random elds Y with separable covariance kernels, and he studies hyperbolic cross designs. The particular case of a non Gaussian random eld with product structure is analyzed in M uller- Gronbach and Schwabe (1996) , In each of these cases the \density" of a design may vary over D. The optimal \density", which depends on f, g and on the smoothness of X, is found. The corresponding designs are nonadaptive.
In a forthcoming paper we construct adaptive hyperbolic cross designs for the nonparametric model (1) with separable covariance kernel. These designs perform asymptotically as well as the optimal nonadaptive ones that require complete knowledge of f and g.
In the following section we specify the smoothness of the random function X and the deterministic functions m, f, and g in (1) . Our adaptive method is de ned in Section 3, and Section 4 contains the results and some remarks. In Section 5 we compare the adaptive designs with equidistant designs by means of a simulation. Proofs are given in Section 6.
Smoothness Assumptions
Let X denote a zero mean Gaussian random function on
and let R denote the covariance kernel of X, i.e., R(s; t) = E(X(s) X(t)); s; t 2 D:
Suppose that X is at least H older continuous in quadratic mean for some positive exponent. Then we may assume that X is a measurable random function whose realization are continuous with probability 1. The same properties hold for the random function Y de ned by (1) (2) is too weak for analysis, in particular for proving lower bounds. Hence we use slightly stronger conditions that were introduced by Sacks and Ylvisaker (1966) and thereafter studied in many papers, some of which are cited in the Introduction.
Regularity in quadratic mean of X is speci ed by the regularity of its covariance kernel R at the diagonal in D 2 . We denote one-sided limits at the diagonal in the following way. Let The process Y is of inhomogeneous local smoothness, in contrast to X, see (3). An example showing three realizations of a process Y which satis es our assumptions is given in Figure 1 . Here R(s; t) = (1 ? js ? tj)=2; m(t) = 2t; g(t) = 1=2 + 5t 2 ;
The corresponding function is shown in Figure 2 . A method is nonadaptive, by de nition, if all observations could me made in parallel. Otherwise, if any kind of sequential observation is needed, the method is adaptive. Hence methods are classi ed by the way in which the data are collected. The structure of is irrelevant for this classi cation. Let us mention that the notion of adaptivity is sometimes used in a di erent sense, see, e.g., Donoho and Johnstone (1994) and Hall and Patil (1996) Now we describe our method for reconstruction and integration. Basically it works as follows. In the rst stage, which is nonadaptive, we use a small number of observations to estimate a certain power of the local H older constant , see (4). We take = 8 < :
(1=2 + 1=p) ?1 for reconstruction in L p -norm, 2=3 for integration.
Then we select additional points adaptively with \density" proportional to the estimate b of . Finally, we use piecewise linear interpolation of the whole observations for reconstruction. Analogously, we use a trapezoidal rule for integration. The nonadaptive part is determined by an integer k 2 N and a real number 0 < < 1=k 2 :
The corresponding sample points are clustered around the sites (2i ? 1)=2k with distance within each cluster. More precisely, t i;j = 2i ? 1 2k ? k 2 + j where i = 1; : : : ; k; j = 0; : : :; k: Additionally, we use the points t 0;k = 0; t k+1;0 = 1: The resulting nonadaptive design T = (t 0;k ; : : : ; t k+1;0 ) (8) consists of k (k + 1) + 2 sample points. An example is given in Figure 3 . where c denotes the absolute moment of order of the standard normal distribution.
In fact, Lemma 3 shows that these estimates work well under the assumptions imposed on the process Y . However, taking care of b i (y) getting to small we will use e i (y) = max(b i (y); ") instead, where 0 < " 1: Let us mention that the constant (c =2 k) ?1 is present in the de nition of b i only for mathematical convenience.
In the second stage additional points s i;j (y) are adaptively placed in the subintervals J i = t i;k ; t i+1;0 ]. These points are determined by the values e 1 (y); : : :; e k (y) together with an integer n 2 N; which is roughly the total number of points s i;j (y). We estimate on J 0 J k by piecewise linear interpolation of the values e i (y), and we use this estimate to construct an adaptive design. See Figure 4 for an example. More precisely, r i (y) = $ n e i (y) + e i+1 (y) 2 P k j=1 e j (y) % is the number of points which are placed in the subinterval J i for i = 1; : : : ; k ? 1.
Within each of these subintervals the spacing is proportional to the linear density with boundary values e i (y) and e i+1 (y). Formally, Z s i;j (y) t i;k (e i (y) (t i+1;0 ? t) + e i+1 (y) (t ? t i;k )) dt = j (e i (y) + e i+1 (y)) (1=k ? Summarizing, the rst stage depends on the parameters k and , and the second stage depends on the parameters " and n, as well as on that is de ned in (6). The whole design consists of N(y) n + k (k + 1) + 2 =: N points. For reconstruction we use the piecewise linear interpolation of the whole observations from stage one and two. For integration we apply the trapezoidal rule to these data. We denote our adaptive method by b Y N . In the sequel we use to denote the strong equivalence of sequences of real numbers a n and b n . By de nition, a n b n i lim n!1 a n =b n = 1: In order to obtain asymptotic results we study sequences of methods b Y Nn which are de ned by sequences of the respective parameters k n , n , and " n . There are many ways to adjust the parameters such that the correct error rate is achieved. The approach taken here is based on the following considerations. Clearly, the number k n (k n +1)+2 of nonadaptive points should be small compared to the number of points chosen adaptively in the second stage. On the other hand, k n should be su ciently large in order to obtain a good estimate of even for a small sample size. Hence we take k n = dn 1=2? e; (i) where 0 < < 1=2: Hereby the maximum size N n of the adaptive design satis es N n n: The parameters n must satisfy n c 1=n
(ii) with a constant c > 0. This guarantees that each subinterval t i;0 ; t i;k ] is su ciently small; its length is of order at most n ?(1=2? ) . Finally, we adjust the truncation parameter " n according to the quality of our estimate of . Due to Lemma 3 the corresponding error is of order at most n ?(1=2? )=2 . Therefore we take " n = n ? ; In the following two remarks we present results for integration and reconstruction of Y that require the mean m and the transformations f and g to be known. We impose the same kind of smoothness as required in Theorem 1. Remark 1. The design problem for integration of an arbitrary random function of second order is equivalent to a regression design problem for a linear model with correlated errors, see Sacks and Ylvisaker (1970) . Therefore the result of Sacks and Ylvisaker (1966) Here the in mum is over all methods that use n observations. Let
and de ne the nonadaptive design (t (6). A regular sequence of designs together with piecewise linear interpolation is asymptotically optimal. The optimal density is given by
See Speckman (1979) and Ritter (1996a) . The case p = 2 is studied in Su and Cambanis (1993) and M uller-Gronbach (1996b Again a regular sequence of designs together with piecewise linear interpolation is asymptotically optimal. The optimal density is given by
See M uller-Gronbach and Ritter (1997) .
Observe that the exponent depends continuously on p 2 1; 1]. For p = 1 we have = 2=3 as for integration.
Obviously the results from Remark 1 and 2 motivate the de nition of our adaptive method. Furthermore these results yield the lower bounds from Theorem 1. Hence we have a single sequence of methods that works well for every process from some large class, which is de ned by smoothness properties. This optimality property cannot be achieved by any sequence of nonadaptive methods b Y n , as shown by the following Corollary.
Corollary 2. Adaption helps for integration and reconstruction of random functions of the form (1) (r + + 1=p) ?1 for reconstruction in L p -norm, (r + + 1) ?1 for integration and estimate at equally spaced points (2i + 1)=(2k). Use a smooth interpolation of the estimated values and construct an adaptive design with density proportional to this interpolation. We conjecture that these modi cations lead to asymptotically optimal methods.
Our conjecture is motivated by results for the case when m = 0, f(t) = t, and g is known. Then, for some problems, the best regular sequence of designs is known. See Ritter (1996a) for reconstruction with p < 1, = 1=2, and r 2 N 0 . For integration see Stein (1995a) for r + < 3=2 and Benhenni and Cambanis (1992) for = 1=2 and r 2 N 0 . In the latter case these regular sequences are already asymptotically optimal, see Ritter (1996b) .
Remark 5. In a series of papers Stein studies the e ect of a misspeci ed mean m and/or covariance function K for prediction problems, see Stein (1990) Almost no additional assumptions on D R d , (m 0 ; K 0 ), and T n are needed for the above result to hold. Since (m 1 ; K 1 ) is xed the result is not directly applicable to problems where the second order structure is estimated from observations of Y .
In this paper we make speci c assumptions on the smoothness of m 0 and K 0 . However, we do not only analyze prediction on the basis of a xed sequence of designs. Instead, estimating , which is the essential ingredient of K 0 , and constructing an asymptotically optimal adaptive design forms the main part of our analysis.
Compatibility of (m 0 ; K 0 ) and (m 1 ; K 1 ), or, more generally (m 1 ; cK 1 ) for some constant c > 0, is rather restrictive. For instance, if K i (s; t) = g i (s) g i (t) R(f i (s); f i (t)) with f i , g i , and R satisfying the assumptions from our paper, then compatibility of (0; K 0 ) and (0; K 1 ) implies 1 = 2 for i = g i (f 0 i ) 1=2 . A proof can be based on Lemma 3. If (0; K 1 ) is known and compatible to (0; K 0 ) then 1 may actually be used to de ne an asymptotically optimal regular sequence of designs. Wahba (1974) contains a detailed analysis of the role of compatibility for the design problem for integration.
Remark 6. Piecewise smooth random functions are studied in Gao and Wasilkowski (1992) and Cohen and d'Ales (1995) .
Gao and . If the rst n terms are used to approximate Y in L 2 -norm, then the optimal basis corresponds to the Karhunen-Lo eve representation of Y . If arbitrary n terms may be used, then much smaller errors can be obtained. To this end a wavelet basis is selected and the coordinates that correspond to the largest coe cients are used. In general, this approach is also called nonlinear approximation.
Let us stress the following conceptual di erence between reconstruction of functions, as studied for instance in this paper, and nonlinear approximation. We compare methods that use the same amount of data (function values). In nonlinear approximation methods are compared that produce approximating functions of the same "size\; formally an in nite amount of data is used. Nevertheless it seems very interesting to compare the performance of adaptive methods for reconstruction and methods for nonlinear approximation.
Simulation Results
Our results are asymptotic, and we do not have explicit expressions or estimates for the error of the adaptive method for nite n. Therefore we use a simulation to study errors for small to moderate numbers of observations. Here we present results for L 2 -reconstruction of the process Y that is de ned by (5). and this asymptotic behavior is optimal among all methods, see Corollary 1 and Remark 3.
We illustrate the dependence of the e ciency on N n , the total number of observations, and k, the number of points where the regularity of Y is estimated. We take = 10 ?3 for k = 4 and = 10 ?4 for k = 3, 7, and 10. The parameter " is of minor importance, and we take " = 0. For every choice of n and k we use 50 simulations of the process Y to approximately determine the error of the respective variant of the adaptive method. The simulation shows that k = 3 leads to poor results, which get even worse for = 10 ?3 . For k = 4 we have a good e ciency already for a small number of observations. Larger values of k lead to improvements only for rather large numbers of observations.
For xed k and the e ciency decreases when N n is large; actually it tends to zero like N ?1=2 n . This is caused by the error on the subintervals z i;k ? k =2; z i;k + k =2], where z i;k = (2i ? 1)=(2k). Hence we have to decrease with increasing n. If k is still xed, one cannot reach the e ciency 1:720 : : : . Thus we also have to increase k with increasing n.
Suppose that the estimate e i of at z i;k is replaced by the exact value (z i;k ). Proceeding as in stage two of the adaptive method we get a nonadaptive method. Errors of these methods can be computed exactly. Further experiments have shown the that the values (z i;k ) are estimated with su cient accuracy by the adaptive method. Therefore one might reduce the number of points in the rst stage that are clustered around z i;k .
Proof of Theorem 1
In the sequel we use the following notation. Let Y denote an arbitrary stochastic process and let T = (t 1 ; : : : ; t n ) denote an arbitrary n-point design We use c to denote unspeci ed positive constants, which only depend on R, m, g, f, and, for reconstruction, on p and q. Furthermore, we put Z(t) = g(t) X(f(t)); 0 t 1; where X is a zero mean Gaussian process with covariance kernel R satisfying (A){(C). We assume that m, f, and g satisfy conditions (D){(F). Finally, K(s; t) = g(s) g(t) R(f(s); f(t)); 0 s; t 1; denotes the covariance kernel of the process Z. 
Recall that 2 = g 2 f 0 is positive and Lipschitz continuous, due to the assumptions on f and g. Lemma 1 and (7) In the sequel we derive asymptotic estimates, taking into account the properties (i){ (iii) of the parameters k n , n , and " n . The corresponding notation T n , b i;n , J i;n , etc., is canonical. We suppress the dependence on n as long as no asymptotics are involved.
We prove that asymptotically the adaptive designs behave like the regular sequence generated by . More precisely, consider the n-point design (t 1;n ; : : : ; t n;n ) from this regular sequence. The length of each subinterval t j;n ; t j+1;n ] J i;n is approximately i;n = 1 n max 2J i;n ( )
In fact, this also holds true for the adaptive points placed in J i;n . However, we only need the following upper bound. Put s i;0 (y) = t i;k ; s i;r i (y)+1 (y) = t i+1;0 and let max i (y) = max 
The result now follows, observing that " n tends to zero while k n and k 1=2 n " n tend to in nity.
6.3. The conditional mean of Z. For the proof of Theorem 1 we will use the decomposition Z(t) = U n (t) + V n (t); 0 t 1; where
is the optimal approximation of the process Z on the basis of Z Tn , and V n = Z ? U n denotes the corresponding error process. As previously we suppress the dependence on n as long as no asymptotics are involved. f(T) = (f(t 0;k ); : : : ; f(t k+1;0 )); and assume that the covariance matrix R f(T ) of X f(T ) = (X(f(t 0;k )); : : : ; X(f(t k+1;0 ))) is positive de nite.
Observing
the following representation of the process U can easily be derived from equation (3.2) in M uller-Gronbach (1996c In the general case we put~ (x; t) = (x; t)=g(t) and use j (0;1) (x; s) ? (0;1) (x; t)j jg 0 (s) ? g 0 (t)j j~ (x; s)j + jg 0 (t)j j~ (x; s) ?~ (x; t)j + jg(s) ? g(t)j j~ (0;1) (x; s)j + jg(t)j j~ (0;1) (x; s) ?~ (0;1) (x; t)j:
6.4. Upper bounds for reconstruction. Let S(y) = (T n ; s 0;1 (y); : : :; s k;r k (y) (y)) denote the adaptive design that is de ned in Section 3. Here T n denotes the nonadaptive part, see (8) (c p p ) 1=p k k : (24) In the proof of (24) we use the decomposition Y = m+U n +V n that was introduced in Section 6.3. First we analyze piecewise linear interpolation of U n , based on the adaptive design S(Y Tn ).
Lemma 7. For every 1 p < 1,
Proof. Let Q denote the distribution of X f(T ) and de ne (x) = (m(t 0;k ) + g(t 0;k ) x 0;k ; : : : ; m(t k+1;0 ) + g(t k+1;0 ) x k+1;0 ) for x = (x 0;k ; : : : ; x k+1;0 ). Then Y T = (X f(T ) ), and Lemma 5 yields 
Fix y and let max whence (27) follows.
