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Abstract 
The recent developments in experimental methods for gene data analysis, 
called microarrays, provide the possibility of interrogating changes in the ex- 
pression of a vast number of genes in cell or tissue cultures and thus in depth 
exploration of disease conditions. As part of an ongoing program of research in 
Guy A. Rutter (G. A. R. ) laboratory, Department of Biochemistry, University 
of Bristol, UK, with support from the Welcome Trust, we study the impact of 
established and of potentially new methods to the statistical analysis of gene 
expression data. 
The various issues that are considered in this thesis are closely related 
to the stages involved in a typical microarray experiment. Each stage poses 
assumptions on the microarray data available. Testing of these assumptions, 
finding out whether they are plausible or not, and then reconsider alternative 
ones or developing new methods based on completely different assumptions 
are some of the topics of interest in this work. Several new methods have 
been developed and compared to established ones by using simulated and real 
data. Some of our methods outperform the existing ones while others produce 
promising results and form topics for further research. On the other hand, 
derivation of theoretical results has also been considered and presented in this 
work. 
Apart from the analysis of microarray data, this work focusses on the de- 
sign of new artificial intelligence approaches, designed for biological/genetical 
applications. Specifically, based on recent advances on fluorescence microscopy 
and on insulin vesicle dynamics and exocytosis visualization methods, G. A. R's 
111 
laboratory has acquired data from insulin secreting vesicles 3D movement in 
living pancreatic , 3-cells. Such a data set, called NPY-Venus, is analyzed in 
this work by appropriate object recognition and object tracking methods that 
have been developed and tested to simulated and to real data. 
This thesis ends with some suggestions for further research. 
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Bioinformatics or Computational Biology is the broad scientific field that 
makes use of applied mathematics, informatics, statistics, computer science, 
chemistry and biochemistry techniques to solve biological problems on the 
molecular level. These terms are often used interchangeably. However, Bioin- 
formatics more properly refers to the creation and advancement of algorithms, 
statistical techniques and theoretical results to solve formal and practical prob- 
lems posed by or inspired from the management and analysis of biological data. 
Computational Biology, on the other hand, refers to hypothesis-driven inves- 
tigation of a specific biological problems, carried out with experimental and 
simulated data, with primary goal the discovery and the advancement of bio- 
logical knowledge. 
A common thread in Bioinformatics and Computational Biology projects 
is the use of advanced tools to extract useful information from gene expression 
data, that is data obtained from the examination and the analysis of an or- 
ganism's genetic code. Gene expression, or simply expression, is a multi-step 
process during which a gene's DNA sequence is converted into the structures 
and functions of a cell. In the past, gene expression analysis was mainly car- 
ried out by techniques such as Mass Spectrometry (McLafferty and Threcek, 
1993), Blotting and Serial Analysis of Gene Expression or SAGE (Velculescu 
et al., 1995). Recently, the microarray technology has emerged to address this 
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issue more efficiently. 
Microarrays, in the form of either two-color cDNA or High Density Oligonu- 
cleotide arrays, enable molecular biologists to measure simultaneously the ex- 
pression level of thousands of genes quickly and with low financial cost, and 
offer an exciting entry point for statisticians into the modern areas of Com- 
putational Biology and Bioinformatics. The primal statistical task concerns 
the development of appropriate computational tools for the analysis of the 
highly-dimensional gene data with few replicates. 
This work is primarily concerned with the statistical analysis of microar- 
rays. The second chapter introduces the reader to the subject of gene expres- 
sion. We provide a brief description of the cell, its structure and its functions 
and we conclude with the Central Dogma of Molecular Biology. In Chapter 
3, we will discuss how microarrays exploit the Central Dogma of Molecular 
Biology to perform gene expression analysis. Specifically, we will focus on two 
widely applied microarray technologies: the two-color cDNA microarrays and 
the Synthetic Oligonucleotide arrays (or simply Oligonucleotide arrays). Their 
functions, their advantages and disadvantages as well as their main fields of 
application will be outlined. 
In Chapter 4 is mathematics orientated. The reader will find a literature 
review of microarray statistical analysis approaches in modern applications. 
Microarray statistical analysis is a multi-stage process, ranging from the de- 
sign of the experiment to the identification of important genes. An interme- 
diate stage, on which we have conducted extensive research with remarkable 
results, concerns the variance stabilization of the microarray data. Variance 
stabilization is a procedure that transforms the heterogenous gene intensities 
into approximately homogeneous, Gaussian distributed data. In Chapter 7, 
we will show it can be conducted by a data transformation method based on 
the Haar-Fisz (HF) and Data-Driven Haar-Fisz (DDHF) algorithms of Fry- 
zlewicz and Nason (2004a), Fryzlewicz and Delouille (2005) and Fryzlewicz et 
al. (2005). The Haar-Fisz and Data-Driven Haar-Fisz are discussed in detail 
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in Chapter 5. 
In Chapter 6 we develop the Geometric Haar-Fisz (GHF) and its exten- 
sions that, similarly to Haar-Fisz, aim to approximately stabilize the variance 
of Gamma distributed observations. We test our algorithms by simulating 
noisy time series data from 4 different functions (Doppler, Blocks, Bumps and 
Heavisine) and compare them to established variance stabilization methods. 
Chapter 7 describes our Data-Driven Haar-Fisz transformation for mi- 
croarrays (DDHFm). By simulating microarray data from the two-component 
model of Rocke and Lorenzato (1995) we will show that DDHFm outperforms 
existing methods in terms of variance stabilization and data Gaussianization. 
At the end of this chapter we derive similar results from a real cDNA data 
application. 
Chapter 8 examines our recent idea that combines the Data-Driven Haar- 
Fisz for microarrays with a denoising procedure. This procedure, which we call 
Data-Driven Haar-Fisz for denoised microarrays (DDHFdm), aims to estimate 
more precisely the underlying microarray intensities ("true" signal) by utilizing 
a denoising technique. We have tried our algorithm to simulated cDNA data 
and obtain promising results. However, the procedure is still subject to further 
research. 
In Chapter 9, we present our work on gene differential expression analysis. 
We first present the results from an Affymetrix treatment versus control exper- 
iment that we have conducted in cooperation with the Guy A. Rutter (G. A. R. ) 
laboratory, Department of Biochemistry, University of Bristol, UK. Later, we 
discuss differential expression on the field of two-color cDNA microarrays. We 
have compared a set of established differential expression methods to a new 
approach we have developed, called Data-Driven Haar-Fisz for differential ex- 
pression (DDHFde), which is an extension of our DDHF for microarrays. At 
the end of this chapter we also check the performance of "hybrid" algorithms, 
which combine DDHFde and other existing methods. 
This thesis is not limited to the analysis of microarray intensities. The 
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second part of the project involves analysis of biological data by the develop- 
ment of new artificial intelligence approaches to analyzing the 3D movement 
of insulin secreting vesicles in living pancreatic ß-cells. Their motion char- 
acteristics are assumed to play a significant role on the way and the amount 
of insulin secreted in the blood and thus a valuable insight for the study of 
major chronic diseases such as Diabetes. To this extent in Chapter 10, the 
reader is introduced to the basic ideas of object tracking by Dynamic Linear 
Models (DLM) and the Kalman filter. Then, in Chapter 11 we describe our 
our newly-developed 3D object recognition and 3D object tracking algorithms, 
the data simulations and the results from the real data analysis. 
Finally, Chapter 12 concludes with a summary of contributions and a few 
interesting ideas for further research. 
6 
Chapter 2 
The Biological Background 
This chapter gives a brief introduction to the structure and the properties of 
the biological units involved in gene expression. First, we will describe the 
structure and the functions of the cell. Inside its nucleus, each cell contains 
the DeoxyriboNucleic Acid, commonly referred as DNA, that comprises the 
genetic code of an organism. Gene expression is a procedure based on the 
Central Dogma of Molecular Biology that utilizes the DNA sequence, and thus 
the genetic code, in order to provide inferences about various cell functions. 
2.1 The Cell 
The cells are the smallest units of life. There are cells that are organisms in 
their own right, such as microscopic amoeba and bacteria and others that only 
function when part of a larger organism, such as human body cells. All have 
unique functions and features and they can be thought as factories with many 
different sections (see Figure 2.1). To protect from the outside environment, 
each cell has a plasma sac (a skin), called the plasma membrane. Inside of 
the membrane is the cytoplasm, which consists of the cytosol (the internal 
fluid of the cell where a portion of cell metabolism occurs) and the cellular 
organelles (specialized subunits within a cell that have specific functions, e. g. 
mitochondria). At the center of the cell, surrounded by the cytoplasm is the 
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Figure 2.1: Cell Structure (taken from http: //web. jjay. cuny. edu/) 
nucleus. The nucleus contains a number of chromosomes specific to the organ- 
ism. The number of chromosomes differs among the various living organisms. 
For example, humans have a total of forty-six in each cell. arranged as twenty 
two identical pairs plus one pair of sex chromosomes, an X and a Y. which 
determine the sex of the individual. Each chromosome is composed of a long, 
continuous strand of DNA (DeoxyriboNucleic Acid). 
DNA is structured in the form of two chains each coiled round the same axis 
(double-stranded structure). The chains are arranged as two ladder shaped 
strands, held together in the shape of a double helix. DNA is made from 
repeating units called nucleotides, with a backbone made of sugars and phos- 
phate groups joined by ester bonds (a class of chemical compounds and func- 
tional groups). The nucleotides, also known as bases, are four: Adenine (A), 
Thymine (T), Guanine (G) and Cytosine (C). The order. or sequence. of these 
bases determines the information available for building and maintaining an or- 
ganism, similar to the way in which letters of the alphabet appear in a certain 
order to form words and sentences (see Figure 2.2). 
In nature, base pairs form only between A-T and G-C (coin plementary 
pairs). The sequence of bases in each single strand can be established from 
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I hº t, of it's corresporº(Iiu" st r II1(1. This is what we call the h('lict. ic code of an 
Organism. Ea(h Individual has a. (llll('rclit ?UI allg('lll('I11 of( he's(' let t('rs i1] t llvil. 
genetic code, thus it is vol' Ilnlik('ly t lº. º( tw(1 1111uºaºls or organisms will be 
exact lV 1(I('lll 1('}ll. 
Abart fr(lill I)`'\ A. t h(' nucleus of the (('11 c(ºIltai1ºs the c1º('1ºli(aº1 RNA (Hi- 
1)oNllcleie Acid). vVIliell is involved ill protein svlltlu'tiiti. Like I)NA, RNA is 
also consisting of* nucleotides: Adenine (A). Guanine (C), l'rn il (([) and Cv- 
tosin(' (C). 1)llt, it, is a single-s1rall(le(I uloie("111e (single helix st111(1nie). RNA 
is (iivi(le(i hon several (lasses, calc11 having il different f, 1111 t ion wit hill t It(' (ell. 
Dining the making of al protein i unit Of three coded bases ()il t. ll(, DNA lllnvi11(ln 
and passes the code on tO a messenger molecule of RNA (11ºRNA). Carrying t he 
copied (ode. I111NA moves out of' Ille 1111("l('lis into the ('Vt, O1)1)lhlll where, alter 
copied into all 21IIiiI1O acid. it joins wit11 More ; IllllllO acids to forum 11.1)1'01(111. 
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Each cell contains thousands of different proteins that catalyze chemical 
processes in cells, structural components that give cells their shape and mo- 
tion characteristics, hormones that transmit signals throughout the body, an- 
tibodies that recognize foreign molecules and transport molecules that carry 
oxygen. Proteins basically carry out all the work in cells, but what specifies 
the shape and function of the proteins is the genetic code carried by the DNA 
or what we simply call "the genes". 
2.2 The Gene 
Genes are the fundamental units of heredity passing characteristics and ten- 
dencies from parent to offspring, and each one has a particular place on a 
specific chromosome. Each set of chromosomes has a complete genome com- 
posed of thousands of genes, which contains all the genetic information about 
that organism. The human genome has been a subject of extensive research 
for many years in order for the precise function of each gene to be established. 
Genes were discovered by Mendel, a German monk who spent a great deal 
of time studying the reproduction of peas and noting the inherited traits in 
each succeeding generation. In 1865, Mendel published his work (Mendel, 
1865), which was largely ignored. He showed that: 
" An organism's characteristics -the color and form in the case of the peas- 
are determined by the action of a pair of factors (the genes). 
9 One of these factors comes from the male parent, the other from the 
female parent. 
9 These factors do not mix but are transmitted intact and in a random 
fashion. 
Mendel's results were ignored because "in the second half of the nineteenth 
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at the beginning of the twentieth century" (Morange, 2001). In 1900, though, 
Mendel theories were rediscovered by Carl Correns, Erich von Tschermak and 
Hugo de Vries. The term gene first appeared in the early 1909 as an ab- 
stract concept to explain the hereditary basis of traits. Subsequently, early 
genetic studies associated heritable traits with specific chromosomal regions. 
Biometricians flocked to the theory as, while it was not yet applicable to many 
phenomena, it sought to give a genotypic understanding of heredity which they 
felt was lacking in previous studies of heredity. Prominent at this period was 
the biometric school of Karl Pearson and W. F. R. Weldon, which was based 
heavily on statistical studies of phenotype variation. The strongest opposition 
to this school came from William Bateson, who focussed to publicizing the 
benefits of Mendel's theory (Bateson, 1902). This debate between the biome- 
tricians and the Mendelians was extremely vigorous in the first two decades of 
the twentieth century, with the biometricians claiming statistical and mathe- 
matical rigor, while the Mendelians claimed a better understanding of biology. 
In the end, the two approaches were combined into the modern synthesis of 
evolutionary biology, inspired by the work of Ronald Fisher (1918). 
2.3 Gene Expression 
The modern concept of gene expression dates back to 1961, when the the- 
ory of genetic regulation of protein synthesis was first described by Jacob and 
Monod (1961). Their fundamental discovery was the differential gene expres- 
sion, which states that gene expression at a certain level indicates differential 
protein abundance, thus inducing different cell functions. The gene expression 
level is usually a continuous measurement obtained by measuring the num- 
ber of intermediate molecules produced during gene expression process. These 
molecules are the mRNA (messenger RNA) and they are produced from the 
following process, which is known as the Central Dogma of Molecular Biology 
(Crick, 1970): 
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The Central Dogma of Molecular Biology: Transcription 
of DNA to RNA to protein 
In the first step DNA replicates its information in a process called 
replication and then codes for the production of messenger RNA 
(mRNA) during transcription. (DNA code transcribes U for A, A 
for T, G for C and C for G into the mRNA). The mRNA tran- 
script is moved from the nucleus to the cellular cytoplasm and 
carries coded information to ribosomes. Ribosomes "read" this 
information and use it for protein synthesis (translation). 
Because gene expression consists of copying DNA code into mRNA molecules, 
a measure of the gene expression level is the abundance of mRNA produced 
during this process (Schena et al., 1995). In the following chapter we will 
describe how Microarray technology addresses the task of gene expression by 
utilizing this procedure. 
2.4 Conclusions 
This chapter introduces the reader to the structure and the properties of the 
cell. We provided a short historical review on the discovery of the gene that 
led to the development of gene expression analysis. Gene expression is a pro- 
cedure based on the Central Dogma of Molecular Biology, which is probably 
the most important part of this chapter. The Central Dogma of Molecular 
Biology connects the genetic code of an organism to the various cell functions. 
Microarray technology relies upon this principle. 


















This chapter contains an introduction to microarray technology. The rationale 
behind microarrays and some practical considerations for their use are men- 
tioned. Their major advantage is the ability to study the expression of a vast 
number of genes simultaneously with limited time costs. Other advantages 
and disadvantages are also discussed below, along with some major areas of 
application. 
3.1 Introduction 
Under the Central Dogma of Molecular Biology, we have stated that when a 
cell wants to use a gene, the code of that gene is copied into a messenger RNA 
(mRNA) under the transcription procedure. The mRNA is then translated 
into a protein, which is the functional product for all the genes currently used 
by the cell, at different levels. The number of mRNA molecules translated is 
a measure of gene expression. 
Microarrays, in principle and in practice, are extensions of hybridization- 
based methods (Southern Blots, Northern Blots, Colony Hybridizations, Dot 
Blots, Porous Membranes), which have been used for decades to identify and 
quantitate nucleic acids in biological samples or, in other words, to detect mR- 
NAs that may or may not be translated into active proteins (Fellenberg, 2002; 
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Glonek and Solomon, 2002; Speed and Yang, 2002). Unlike their ancestors, 
though, microarray experiments can accomplish a large number of genetic tests - 
in parallel and therefore have dramatically accelerated many types of inves- 
tigations (Brown and Botstein, 1999; DeRisi et al., 1999; Khan et al., 1999; 
Lockhart and Winzeler, 2000). 
The key technical concept behind microarrays stems from the Central 
Dogma of Molecular Biology and can be stated as follows: 
" Reverse Transcription: Reverse transcription is the process of making 
a double stranded DNA molecule (cDNA) from a single stranded RNA 
template (mRNA). It is called reverse transcription as it acts in the 
opposite or reverse direction to transcription (Griffiths et al., 2000). 
" Hybridization: is the process of combining complementary, single-stranded 
nucleic acids into a single molecule. Nucleotides will bind to their comple- 
ment under normal conditions, so two perfectly complementary strands 
will bind to each other readily. This process in known as base pairing. 
An mRNA molecule can hybridize to a melted cDNA molecule when the 
mRNA contains the complementary code of the cDNA strands (following 
the rule that base pairs form only between A-T and G-C; Lennon and 
Lehrach, 1991). 
Microarrays have become an important tool in functional genomics (Basset 
et al., 1999; Duggan et al., 1999). Their applications range from the study of 
"knockout mutants" to the investigation of the adaptation of cells to different 
environmental conditions. The technology can be used in classification studies 
to gain information for common functionalities, interactions and genes co- 
regulation. In cancer research, genome-wide transcription is measured to clas- 
sify tumor samples, i. e. to predict class-membership for new samples (Golub 
et al., 1999; van't Veer et al., 2002). Generally speaking, DNA microarrays are 
applied in the following type of experiments: 
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" Comparative gene analysis involving comparisons between the expression 
levels of certain genes across different tissues, developmental states and 
pathological conditions. The ultimate goal is to produce arrays contain- 
ing all the genes of a genome, against which expression levels of mRNA 
can be quantitatively assessed. Establishing patterns of expression can 
provide scientists with functional clues to individual genes, and an idea 
of how, when and why the genome and individual genes act together to 
control the complicated and integrated processes in a whole organism. 
" Functional genome analysis that provides the means to understand the 
temporal and spatial patterns of expression of all the genes involved in the 
developmental processes of an organism. This allows the identification 
of genes' functions in response to the vast range of factors - biotic and 
abiotic - to which an organism is exposed. 
" Developing knowledge of gene function of less well known organisms. 
There are a number of model organisms, such as Caenorhabditis elegans 
and Saccharomyces cerevisiae, on which a great deal of research has been 
conducted. 
Microarray technology has a great deal of potential due to its numerous 
advantageous features (Ramsay, 1998; Gregg, 1999; Sinclair, 1999): 
9 It provides the means to study the behavior of many genes simultane- 
ously. The speed of using the technique is one of its main benefits. There 
can be as many as 150 copies of an array of 12,000 genes printed in only 
1 day. 
" It is relatively cheap to use compared to other methods. The initial cost 
of constructing an array is approximately £40,000*. After this, the cost 
per copy of a microarray is small, usually less than £70t. Therefore, 
*based on 2006 prices 
tbased on 2006 prices 
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if repetitive studies must be carried out, they can be done without ag- 
onizing over the cost. It has been also suggested that the cost of this 
technique will only fall in the coming years, as more research in academic 
institutions is done and commercial competition forces the prices down. 
" Technically, DNA microarrays are user-friendly. A number of advantages 
are conferred by the fact that the method is neither radioactive nor toxic, 
the microscope slide is a convenient base for the technique and the arrays 
are cheap and easily replaced. 
" DNA microarrays are both adaptable and comprehensive. This acceler- 
ates the pace at which information is being generated, and so efficient 
ways for transforming this information into methods of exploration are 
very desirable. 
Although the advantages and possibilities of the method are numerous, 
there are associated drawbacks including (Gregg, 1999; Henn, 1999; Schena, 
1999; Fathallah-Shaykn, 2005): 
" The extraction of the mRNA is extremely important in maximizing the 
potential of this technique. However, complications often arise in the iso- 
lation and extraction stages, which may produce data with poor quality. 
" Providing the necessary equipment to carry out this technique actually 
remains the main limiting factor. 
" Microarrays provide us with an extensive new range of applications for 
genetic diagnosis. Although this has the obvious benefits in determining 
many of the genetic factors of disease, and therefore the development of 
many new therapies and drug treatments, it has the drawback of putting 
forward more opportunities for genetic discrimination. Grody (2003) 
supports that since genes determine the identity, characteristics, and 
inheritance of every individual, genes testing might dramatically increase 
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the number and scope of ethical concerns accompanying each individual 
test request. Health care has become a target for strategic cost-cutting 
and that includes avoiding expensive employees. Genetic testing adds a 
new dimension to health care because it provides a quantitative, concrete 
diagnosis of future health. Hall et al. (2005) finds that public concerns 
about genetic discrimination are substantial. 
3.2 Microarray Technologies 
We shall describe the two most commonly applied microarray technologies, 
namely the two-color (spotted) cDNA microarrays and the Synthetic Oligonu- 
cleotide microarrays. 
3.2.1 Two-Color cDNA Microarrays 
The two-color cDNA technology, developed at Stanford University (Schena 
et al., 1995), measures the gene expression level in a particular cell or tis- 
sue by hybridizing a labeled cDNA representation of the cellular mRNA to 
known cDNA sequences, called probes. The probes represent either genes of 
known identity or segments of function cDNA (Expressed Sequence Tags or 
EST). First, the probes to be placed on the microarray are chosen and sub- 
sequently the corresponding cDNA clones are amplified by Polymerace Chain 
Reaction (PCR). This technique allows multiple rounds of amplification of a 
minimal amount of DNA to produce sufficient quantities of a sample. The 
microarray consists of these PCR products immobilized on a solid support. 
Common support materials are nylon, polypropylene or glass. The surface 
is often chemically treated prior to immobilization to improve DNA binding 
properties. Immobilization on the support is done by robotically spotting out 
large collections of PCR samples of cDNA strands of different gene sequences 
(Figure 3.1), assembled in 96 or 384 well plates (Lennon and Lehrach, 1991; 
Schena et al., 1995; Schena, 1996; Shalon et al., 1996; Eisen and Brown, 1999). 
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3.1: DNA spot t irig on a inicroarray by robot (taken from lit 
5urrey. ac. uk/SBMS/) 
Each spot is a strand of cDNA and uniquely identifies with its code a gene or 
an EST. 
By printing successive DNA samples in a staggered fashion. thousands of 
spots can be printed on a slide. The spacing between spots is determined by 
the size of the deposited DNA droplet, which is a function of the sharpness 
and characteristics of the tip, the hydrophobicity of the slide surface and the 
humidity in the room. Typically, 100-200 copies of a given array can be printed 
simultaneously by successively touching the cluster of printing tips to each slide 
before washing and drying the tips and reloading with the next set of DNA 
samples. After printing is completed, the area containing spots should be 
delineated in some manner, as the spots will not be visible once the salt has 
been washed away. This can be done by marking the boundaries of the area 
with a diamond tipped etching device. 
After spotting has been completed, mRNA from the two or more cell popu- 
lations under study are reverse-transcribed into the more stable cDNA (reverse- 
transcription) and in the same time each mRNA from a population is labeled 
with one of the two radioactive or fluorescence (Cyanine) dyes: red (Cy5) and 
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green (Cy3). The pools of differentially labeled cDNAs are then combined in 
equal quantities and applied onto the microarray where they hybridize to their 
complementary single cDNA strands from the pool (hybridization). The slides 
go through an automated staining/washing process and upon completion of 
this process they are scanned, thus generating an image of the slide by excit- 
ing each feature with the laser, detecting resulting photon emissions from the 
labeled mRNA and converting this signal into 16 bit intensity value for each 
spot. The resulted intensities measure the relative mRNA abundance for each 
gene in the two cells (Glonek and Solomon, 2002). 
The most important downside of this process is the risk of cross-hybridization 
(the annealing of a single-stranded DNA sequence to a single-stranded target 
DNA to which it is only partially complementary) and the large amount of 
total RNA required to prepare the populations under study (Duggan et al., 
1999). 
3.2.2 Synthetic Oligonucleotide Microarrays 
In spotted cDNA arrays, there is a non-negligible probability of cross-hybridization 
(Draghici, 2002). Synthetic Oligonucleotide microarrays (or simply Oligonu- 
cleotide microarrays) use appropriately designed single channel (color) hy- 
bridizations to respond to this challenge of poor reliability. 
Lipshutz (1999), Schadt et al. (2000) and Irizarry et al. (2001) discuss 
this technology where each gene is represented through a set of probes (probe 
sets). The probes are designed to match parts of the sequence of known or 
predicted mRNAs. There are commercially available designs that cover com- 
plete genomes from companies such as GE Healthcare, Affymetrix, or Agilent. 
Below we describe the Affymetrix microarrays (http: //www. affymetrix. com). 
The probes correspond to short (typically 11-20) synthetic pairs of oligonu- 
cleotide sequences of a particular length thought to uniquely identify the gene 
and, ostensibly, have relative uniform hybridization characteristics with respect 
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Gene 
sequence 
Figure 3.2: Short Oligonucleotide Probe Pairs (taken from http: //www. niams. 
nih. gov/rtbc/) 
to the experimental protocol. Each probe pair consists of a perfect match (PM) 
probe and a mismatch (MM) probe (Figure 3.2). 
The perfect match has a sequence exactly complimentary to the particular 
gene and thus measures the expression of the gene. The mismatch differs from 
the perfect match by a single base substitution at the center base position, 
disturbing the binding of the target gene transcript. This helps to determine 
the background and nonspecific hybridization that contributes to the signal 
measured for the perfect match oligonucleotide. The oligonucleotide arrays are 
designed in silico, and as a result, it is not necessary to prepare, verify, quantify 
and catalogue a large number of cDNAs and clones as well as there is no risk of 
a misidentified tube, clone, cDNA or spot. Key to this approach is the use of 
probe redundancy, which implies the use of multiple oligonucleotides of different 
sequence designed to hybridize to different regions of the same RNA. The use of 
multiple independent detectors for the same molecule greatly improves signal- 
to-noise ratio and the accuracy of RNA quantification, increases the dynamic 





rate of false positives and miscalls. 
Oligonucleotide arrays can be produced a method called "photolithographic 
synthesis" (GeneChipTM) on a silica substrate (Schena, 1999). The Affymetrix 
GeneChip system allows the production of highly ordered matrices that contain 
between 17000 genes in the Affymetrix Murine Genome U74 set and 33000 
genes in the Affymetrix Human Genome U133 set. The system consists of a 
gene or probe array, a hybridization oven, a fluidics station, a scanner, and a 
computer workstation. 
The cell populations under study are prepared by first extracting of total 
RNA from a cell or a tissue. Similarly to two-color cDNA microarrays, the 
reverse-transcription and hybridization processes follow. Once hybridization 
has occurred, the microarray is washed, scanned and the PM/MM intensities 
are obtained. 
3.3 Conclusions 
This chapter contained a brief description of the microarray technology, its 
merits and its disadvantages. The rationale behind microarrays and some 
practical considerations for their use are mentioned. Their major advantage is 
the ability to study adequately and rapidly the expression of a large number 
of genes simultaneously. Specifically, two technologies have been discussed: 
the two-color cDNA and the Synthetic Oligonucleotide microarrays. A huge 
amount of literature has been devoted to their use as well as to the analysis of 
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Chapter 4 
The Stages in Microarray 
Experiments 
This chapter introduces to the stasticians/bioinformaticians the various stages 
involved in any microarray experiment, ranging from the choice of the ex- 
perimental design to the collection and the analysis of the gene intensities. 
Each stage produces data for the next stage, so that quality becomes a very 
important issue. The low replication and the complex properties of the gene in- 
tensities should be taken into account at the various statistical analysis stages. 
To this extent, the development of sophisticated computational methods is 
required to confront certain types of data "inconsistencies". 
4.1 Introduction 
In the following paragraphs we outline the analytical steps usually followed in 
C1 
any microarray experiment. We provide a comprehensive literature review of 
the procedures applied to gene expression analysis. The discussion begins with 
the choice of the experimental design that determines the nature of the data 
that will be analyzed. 
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4.2 Experimental Designs 
Experimental design methods are used to develop "systems" affected mini- 
mally by external sources of variability (Draghici et al., 2001). Such robust 
methods are important in microarray technology to both minimize experimen- 
tal costs and yield high-quality data. Kerr and Churchill (2001a) observed that 
the classical statistical analysis, applied by Fisher in agricultural field trials, 
resembles the typical microarray experiment. Gene expression values are com- 
pared across different slides whose sections might have different attributes due 
to hybridization problems. To this extent, the spots may vary in size, shape 
and concentration, analogous to the variation within and between blocks of 
land, they can be organized into print tip groups and also belong to batches 
or print runs. Having this structure in mind, carefully designed experiments 
should be implemented to avoid several kinds of biases in the analysis. 
Two general design types exist: the single-slide experimental design where 
one compares the expression levels in two mRNA samples hybridized to the 
same slide and the multiple-slide experimental design where one compares the 
expression levels in two or more mRNA samples hybridized to different slides. 
Here we note that the comparisons of interest are across the two samples but 
within genes, so one makes inference about the relative levels of expression for 
a gene in the different samples and not about the level of expression of one 
gene with respect to another. 
A commonly used single-slide design is the reference design (Kerr and 
Churchill, 2001a; Kerr and Churchill, 2001b) where one variety serves as the 
"Reference" for comparison with the other "Samples" (Figure 4.1). Speed and 
Yang (2002) calls this type of comparison indirect. Reference designs are theo- 
retically simple to derive, they can be applied in time-course experiments and 
they reduce the possibility of laboratory error since each comparison is handled 
in the same way (Churchill, 2002). However, they have the disadvantage to 
confound variety effects with dye effects. If significant gene-specific dye effects 
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Figure 4.1: The Reference Design 
are present, a certain kind of bias is introduced in the analysis. called dye bias, 
which inflates technical variation. Yang et al. (2001) proposed to compensate 
for dye bias by making duplicate hybridizations with the same samples using 
the opposite labeling scheme. This kind of experiments is called dye-swap ex- 
periment. A special case of dye-swap experiments is presented in Tseng et al. 
(2001), called calibration experiments. 
Kerr and Churchill (2001a) and Kerr and Churchill (2001b) have argued 
that the reference designs are inefficient and suggested using loop designs in 
which samples are directly compared to each other in a daisy-chain fashion by 
allowing each sample to be hybridized to two different samples in two differ- 





Figure 4.2: The Loop Design 
because each sample is hybridized twice. Churchill (2002) states that designs, 
which interweave two or more loops together or combine loops with reference 
designs are efficient and robust because they create multiple links between the 
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samples. Examples of such practises are presented in Allison (2002) and Smyth 
et al. (2003). 
4.2.1 Replication and Experimental Designs 
Several authors argue on the advantages of replication in microarray stud- 
ies. Kerr and Churchill (2001a) point out that replication is useful since it 
increases the precision of estimation and serves as a tool to estimate the error 
by which the significance of the comparisons is to be judged. Replication can 
be performed in a number of different ways. If the purpose is to understand 
and control the noise introduced by the location of the spot on the slide, one 
should replicate spots by printing exactly the same DNA at different locations 
on the same slide (technical replicates). If the purpose is to understand and 
control the noise introduced by the hybridization stage, one should print sev- 
eral exact copies of a given slide (with all other parameters and DNA sources 
exactly the same) and hybridize several time with exactly the same mRNA in 
exactly the same conditions (Kadota et al., 2001). Finally, if the purpose is to 
control the biological variability, different mRNA samples should be collected 
from similar specimens and the microarray should be used in exactly the same 
conditions from all other points of view. 
Glonek and Solomon (2002) and Pan et al. (2002) suggests ways to cal- 
culate the optimal number of replications in each experiment. Jenssen et al. 
(2002) states that spot replication, in comparison to array replication, is more 
efficient since the experimental conditions relating to sample preparation, hy- 
bridization and scanning are much more similar for two spots on the same 
array than for two different experiments. 
4.3 Image Analysis 
At this stage the spots on the microarray are converted into image data (Figure 
4.3) and consequently analyzed, before being translated into numerical values 
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of red (treatment, ) and green (control) intensities. The procedure begins by 
imaging the inicroarray slides with a fluorescence (or radioactive) microscope, 
designed for scanning large areas at high resolution. and directing the output 
from an emission recorder onto a cooled CCD camera. Emission photons are 
converted into electric current and subsequently translated into a sequence of 
digital signals. Below we will describe how image analysis is conducted in 
two-color (-D A and oligonucleot i(li niicroarmv experiments. 
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4.3.1 Two-color cDNA microarrays 
In two-color inicroarrays, image analysis is performed by the gridding proce- 
dure, which assigns coordinates to each of the spots so as to match an idealized 
(pre-defined) model of the array with the scanned image data. The procedure 
addre, sscs the following aspects: separation between rows and columns, indi- 
viduad translation of grids (caused by slight variations in print-tip positions), 
separation between rows and columns of spots within each grid, small individ- 
ual translations of spots, determination of guide spots to facilitate spot finding, 
overall translation/shift in all spots position from image to image and overall 
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position of the array in the image, misregistration of the red/green channels, 
rotation of the array in the image and skew in the array (see for example Yang 
et al., 2000; Steinfath et al., 2001). 
After hybridization and imaging of the spots, the red/green colored images 
are combined by placing each image in the appropriate color channel of an 
RGB image (Chen et al., 1997). The composite image makes possible the 
visualization of the highly differentially expressed genes in the two cells lines, 
that is genes with very large differential rate of expression under the two sets of 
conditions. To discern more subtle changes in expression levels and determine 
which observed differences are caused by random variations, one needs first 
to obtain foreground and background intensity measurements and perform a 
mathematical/statistical procedure for further comparisons. Such procedures 
will be discussed later in this chapter. Here, we will describe briefly the first 
step towards this direction which is called image segmentation. 
Segmentation is a very popular technique in image analysis studies and it 
is connected to the notion of object recognition. Some of its numerous ap- 
plications will be discussed in Chapters 10-11 of this thesis. Specifically in 
microarrays, though, segmentation has the form of pixel "discrimination", i. e. 
it is used for the classification of pixels either as foreground (pixels actually on 
the spot) or as background (pixels outside the spot region). The foreground 
intensities are the actual gene expression data and can be measured by the 
median image value on the site. The background intensities may be calculated 
either by median or mean values of appropriate pixel intensities (Chen et al., 
1997; Kooperberg et al., 1997; Eisen and Brown, 1999; Yang et al., 2000; 
Finkelstein et al., 2002; Smyth et al., 2003). The definition of background 
pixels varies depending on the software that is used for this task. The process 
itself is called intensity extraction and can be conducted by the following meth- 
ods: the Seeded Region Growing of Adams and Bischof (1994), the Histogram 
method in QuantArray and DeArray softwares (Adams and Bischof, 1994; 
Chen et al., 1997; Smyth et al., 2003), the Morphological Opening non-linear 
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filter method in Spot software (Soille, 1999), the Watershed transformation 
of Beucher (2000), the Circle method in Dapple Finder (Buhler et al., 2000) 
and the Fixed Circle and Adaptive Circle Segmentation methods in ScanA- 
lyze and GenePix softwares (Yang et al., 2000). From these, the most popular 
techniques are the Fixed Circle and Adaptive Circle Segmentation. 
4.3.2 Synthetic Oligonucleotide microarrays 
In Oligonucleotide microarrays, the physical dimension of each feature in the 
images is known (the image contains easily recognizable alignment features 
at each corner), so that only a simple processing step is required to map the 
positions of each feature on the array. This defines the basic grid that segments 
the raw image into individual features. 
The main problem encountered in this gridding procedure is blurring, which 
occurs if the pixels near the PM and MM border are distorted in their value 
thus leading to higher MM than PM intensities. Additionally, misalignment 
of the basic grid may result in a failure to extract the central part of the true 
feature. These problems can be address through the Adaptive Pixel Selection 
algorithm of Schadt et al. (2000) and Schadt et al. (2001). This algorithm 
removes pixels of extreme intensity and iteratively adjusts the edges of the 
feature of interest by removing those pixels that contribute most significantly 
to the coefficient of variation. 
In contrast to two-color cDNAs where gene intensities are obtained directly 
via the intensity extraction process, in oligonucleotide arrays they are produced 
by summarizing the intensities of the PM/MM probe pairs. The latest statis- 
tical algorithm MAS 5.0 by Affymetrix (also appearing in R software under 
the affy library) generates for each probe set three measures: the detection 
p-value, the detection call and the expression value. The detection p-values 
are produced by the Wilcoxon signed ranked test on the expression: 
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Rt _ 
I(PM; ) - I(MM; ) (4.1) 
I(PM1) + I(MM; ) 
where i=1, ..., p denotes the number of probe pairs and I 
(PM; ), I (MM; ) 
are the extracted intensities for the ith perfect match and mismatch probes 
respectively. The null hypothesis, Ho : median(R;, ) =, r (typically r=0.015), 
is tested by assuming an asymptotic normal distribution for the R; statistic 
when more than 12 probes are used, whereas exact calculations are carried 
about when the retained number of probe pairs is less than 12. 
The detection call is a measure of the quality of hybridization and describes 
whether the hybridization of the probe set has occurred. Depending on the 
above p-values, the algorithm returns "P" when the hybridization is present, 
"A" when the hybridization is absent and "M" when it is only marginal. The 
default settings of MAS 5.0 are: 
p-value (p) Indication 
p<0.04 Present 
0.04 <p<0.06 Marginal 
p>0.06 Absent 
It is suggested to discard all genes that have detection calls M or A in all 
samples. This procedure, known as gene filtering, is justified by the empirical 
evidence that very small expressions (typical when M and A labels occur) 
are actually measurement errors. Since a large proportion of genes may be 
disregarded by this procedure, alternative filters have been developed that 
impose less stringent criteria (Golub et al., 1999; Causton et al., 2001; Thomas 
et al., 2001). All of them, though, depend on arbitrary thresholds, which are 
imposed to decide when a value should be considered as measurement error. 
For this reason they have been a subject of extensive criticism (Kohane et al., 
2002). 
The expression value corresponds to the intensity value of each filtered gene. 
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ence I (PM) -I (MM). Since this might result in negative values that need to 
be excluded from the analysis or substituted by an arbitrary value, MAS 5.0 
computes the gene intensity by the one step Tukey biweight estimate. This 
essentially produces a robust average of the ith probe pair difference between 
I (PMJ) and I (MME) with weights that take into account the distance between 
I (PM; ) -I (MM; ) and the median intensity difference. A number of rules are 
then imposed to avoid negative intensities. Several alternative intensity ex- 
traction procedures have been reported in the literature. Due to their more 
sophisticated design and successful implementation in several cases, compared 
to MAS 4.0 and MAS 5.0, they are generally popular methods. Li and Wong 
(2001a) proposed the Model Based Expression Index (MBEI) for the differences 
I (PMi) -I (MMi) that incorporates a probe sensitivity index to capture the 
response characteristic of a specific probe pair. Li and Wong (2001b) extended 
their model to calculate expression values by considering PM arrays only. In 
the same fashion, Irizarry et al. (2001) suggested using only "appropriately ad- 
justed" PM intensities and developed a new summary measure called Robust 
Multi-array Average (RMA). Irizarry et al. (2003) compared RMA (GeneChip 
RMA) with MAS 5.0 and MBEI expression indices and showed the superiority 
of RMA on the detection of differentially expressed genes. Finally, Zhou and 
Rocke (2005) developed the Generalized Logarithm Average (GLA) expression 
index for Affymetrix GeneChip data. GLA combines a variance stabilization 
transformation and an adjustment method for the background corrected PM 
values to compute the gene intensities. The index is reported to be superior 
to MAS 5.0 and RMA in terms of the variability of the intensities, the ability 
to detect differentially expressed genes and the simplicity of implementation. 
4.4 Data Storage 
An important issue, subject to growing investigation, is the storage of the huge 
amount of data produced by the microarray experiments. Fellenberg (2002) 
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points out that along with the intensities, experiment annotations have also to 
be stored that explicitly characterize the sample and its treatment, the RNA 
preparation and labeling steps, the hybridization and washing procedures as 
well as the image analysis in sufficient detail. Anderle et al. (2003) mentions 
existing Unix/Linux software that can handle such data, but which prerequi- 
site storage and archival capability, development of relational databases and 
centralization of the data with an administration system that allows different 
users to act upon the data at different levels. In this framework, Anderle et al. 
(2003) also indicates the need for the annotation of the results, so that mining 
of the available functional data is possible in order to find relevant biological 
processes. 
Basset et al. (1999) also considers of great importance the development 
of a storage "warehouses" from where one could retrieve and query data, re- 
gardless of the technology used to generate them. Several such places can be 
found in the web, among which are the Array Express of the European Bioin- 
formatics Institute, the Gene Expression Database of the Jackson laboratory, 
the Japanese RIKEN cDNA Expression Array Database and the Stanford Mi- 
croarray Database to name a few. 
4.5 Graphical Representation, Calibration and 
Data Transformation 
During the final stages of microarray data analysis, model estimation and 
hypothesis testing procedures are standard tools for extracting valuable infor- 
mation from gene data. The assignment of an appropriate model to the data, 
though, requires detailed knowledge of the data generation process, which is 
usually unavailable. Before proceeding further then, one should mainly "look 
at the data" . One challenge is to produce visually appealing displays that 
help convey the maximal amount of information. Adequate graphical repre- 
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sentation techniques serve as a guide to assess the success of the experiment. 
In two-color cDNA microarrays graphical representation is applied to the red 
and green channel data. In Oligonucleotide microarrays, one may proceed with 
the PM and MM probe intensities or the actual gene data, depending on the 
problem that is examined. 
4.5.1 Two-colors cDNA microarrays 
The following graphical representation methods have been suggested for the 
collected treatment (R) and control (G) intensities: 
1. Assuming that the intensities are replicated, plot the standard deviation 
of replicates against the mean of replicates for each color. 
2. Compute M= log(R)-log(G) = log(R/G) and A= {log(R)+log(G)}/2 
= loge R -x G and plot M against A. For replicated intensities compute 
M and A by the corresponding means of replicates for each color. 
3. Create boxplots of M values and spatial plots of the background Al 
values. 
The first plot was suggested by Rocke and Durbin (2001), who stated that 
the variance of the spot intensities increase with their mean, implying the 
presence of heteroscedastic intensities that cannot be analyzed by standard 
statistical approaches (e. g. ANOVA models). For this reason, Durbin et al. 
(2002) and Huber et al. (2002) independently developed a model-based vari- 
ance stabilizing transformation for spotted cDNA data. This method, as well 
as our newly-developed variance stabilization approach, are discussed in detail 
in Chapter 7. 
The other two plots are mentioned in Dudoit et al. (2000a) and Dudoit et 
al. (2000b). Between them, the MA plot is the most widely applied visualiza- 
tion tool since it gives a realistic sense of concordance and makes interesting 
features of the data easier to see. 
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The idea of MA plot can be applied in several circumstances, which are 
summarized in the term data calibration. Calibration means to adjust mi- 
croarray data for effects, which arise from variation in the technology rather 
than from biological differences between the samples. The existing calibration 
literature is sizeable since this is, no doubt, one of the most important steps 
in the microarray statistical analysis. 
Before the gene expression data can be analyzed and interpreted, the red 
and green intensities must be adjusted relative to one another to avoid biases. 
In other words, one needs to minimize systematic variations in the measured 
gene expression levels of two co-hybridized mRNA samples, so that biological 
differences can be more easily distinguished. Systematic variations may arise 
from differences between the labeling efficiencies (dye-bias), from differences 
in the scanning properties of the two dyes complicated perhaps by the use 
of different scanner settings (scanning bias), from differences over the course 
of print-run and non-uniformity in the hybridization at different positions of 
the array or between slides due to differences in print quality or differences 
in ambient conditions (print-tip bias) etc. The MA plots are frequently used 
to detect these biases and certain statistical methods have been developed to 
correct them. 
Dye biases are particularly easy to be detected by conducting self-self ex- 
periments, that is experiments with two identical RNA samples, hybridized 
and printed under identical conditions but labeled with different dyes (Smyth 
et al., 2003). Since only the dyes differ, the red and green intensities should not 
differ significantly. If they do, a simple global calibration procedure usually 
corrects this defect (Quackenbush, 2002). Smyth and Speed (2003) provides 
examples of print-tip biases they suggest certain remedies, depending on the 
experiment. Generally, calibration methods can be distinguished into: 
" Within slide calibration methods including global calibration for constant 
red vs green bias along the log scale of intensities (Kooperberg et al., 
1997; Yang et al., 2001; Wolfinger et al., 2001; Quackenbush, 2002) and 
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intensity-dependent calibration procedures when bias vary between spots 
in an intensity-dependent manner (Finkelstein et al., 2000; Kepler et al., 
2000; Sapir and Churchill, 2000; Quackenbush, 2002; Yang et al., 2002; 
Baird et al., 2004; Eckel et al., 2005). 
9 Paired slides calibration methods including self-calibration (Yang et al., 
2001). 
" Multiple slide calibration methods where one applies the within slide tech- 
niques to appropriately scale-adjusted log-transformed data across dif- 
ferent slides (Yang et al., 2002). 
4.5.2 Synthetic Oligonucleotide Microarrays 
In Oligonucleotide arrays, either the single-channel PM and MINI intensities 
or the actual (estimated) gene expression data can be represented graphically 
and subsequently examined by the methods described previously. Geller et 
al. (2003) have extended the variance stabilization procedure of Durbin et al. 
(2002) to oligonucleotide arrays, since it has been showed that the average dif- 
ference I (PM) -I (MM) reported by MAS 4.0 share the same mean-variance 
dependence with spot intensities. Their approach also incorporates a calibra- 
tion algorithm. 
Other calibration algorithms are also mentioned in the literature. Irizarry 
et al. (2001) indicates that in order to compare two or more oligonucleotide 
arrays, the arrays must be brought into the same scale (scale calibration). The 
scale calibration is described as an equivalent to fitting a linear relationship 
with zero intercept between a baseline array and each of the arrays to be cali- 
brated. To this extent, GeneChip by Affymetrix introduces a global calibration 
procedure with parameter 0 as: 
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where a. c. and b. c. subscripts stand for after calibration and before calibration, 
respectively. Schadt et al. (2000) and Bolstad et al. (2003) show how 0 can 
be estimated. 
To relax the linearity assumption of (4.2) Schadt et al. (2000) describes 
a change-point detection technique where parameter estimation is conducted 
by the Generalized Cross Validation Smoothing Spline (GCVSS) algorithm. 
Li and Wong (2001b) applies an approach that uses non-linear smooth curves 
to normalize the data based on a model of the average difference I (PM) - 
I (MM). Schadt et al. (2001) utilizes a calibration method by using a set 
of rank-invariant genes (genes whose expression values across samples show a 
consistent order relative to other genes in the population when these expression 
values are ordered). Bolstad et al. (2003) relaxes the requirement for a baseline 
array by suggesting three alternative methods for calibrating probe intensity 
level oligonucleotide data. The first two methods, namely the Cyclic Loess and 
the Contrast Based Method are based on re-scaling the M values of the MA 
plot (see also Astrand, 2003). The third method is the Quantile normalization 
procedure that aims to equalize the distributions of the probe intensities of 
each array. 
In general, calibration procedures are reported to be absolutely necessary 
for the adequate analysis of microarray data. In fact, procedures such as 
Quantile and Loess calibrations have been shown to offer superior data ad- 
justment. However, these methods should be treated with caution. Qiu et al. 
(2005) studied the effects of various calibration approaches on the correlation 
structure of real microarray data and they concluded that they affect both the 
true correlation, stemming from gene interactions, and the spurious correlation 
induced by random noise. Furthermore, the long-range correlation structure 
persists in normalized data. This remaining correlation may be strong enough 
to deteriorate consistency of statistical estimators built from measurements on 
the genes. 
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4.6 Identification of Differentially Expressed 
Genes 
One of the core goals in microarray data analysis is to identify the genes that 
show good evidence of being differentially expressed. The term differential ex- 
pression is used to describe the genes with significantly different intensity levels 
in two or more conditions. Typically, in experiments involving many genes, 
only a small percentage of them are expected to be differentially expressed. 
Essentially, differential expression methods can be divided into 3 broad cat- 
The first category includes simple fold change approaches, sometimes egories. 
aided by plots of data. Proceeding with these methods involves ranking genes 
in order of evidence, from the strongest to the weakest evidence, and assigning 
a cut-off value above which genes will be flagged as significant. The primary 
importance of ranking arises from the fact that only a limited number of genes 
can be followed-up in a typical biological study, so it is most important to 
identify the number of most likely candidates. In the second category fall 
standard statistical approaches to hypothesis testing, their respective exten- 
sions and more sophisticated, model-based approaches that take into account 
the data properties. Finally, the third category involves approaches that can 
handle differential expression problems when more than two conditions need 
to be tested simultaneously. On these grounds, we will review the ANOVA 
models for microarrays. 
Here, we point out that most of the approaches make use of logarithmic 
transformed intensities. This has been suggested for two reasons. First, by 
log-transforming the data one expands the low intensities and makes them 
easier to examine visually (Long et al., 2001). Second, log-transform eliminates 
(or weakens) the mean-variance dependence that microarray data exhibit and 
brings their distribution closer to the Gaussian (Kerr et al., 2000; Kerr and 
Churchill, 2001b; Durbin et al., 2002). This issue will be analyzed extensively 
in Chapter 7. 
A 
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4.6.1 Category 1: Fold Change Analysis 
Let us denote by pi = pR/µc the unobservable "true" fold change, where µu 
is the "true" mean of the red (treatment) spot intensities for gene i, µ4 is the 
"true" mean of the green (control) spot intensities for gene i and i=1, ..., 
n. Note that p; 1 indicates differential expression. Statistical approaches to 
ratio-based differential analysis estimate pi with some statistic T; and decide 
whether deviations of the T; from 1 can be attributed to a real difference in 
the two conditions rather than to sampling variability. 
Assume that YR = {yR ;r=1, ..., p n} and 
Yc = {y ;, i ;r 
= 1, ..., p; i=1, ..., n} are the vectors of the calibrated, 
log-transformed red 
and green intensities, respectively. Each gene i is replicated p times, so that 
KR denotes the rth replicate of the ith gene in the treatment condition. A 
similar statement holds for the yc's. In this framework, the simplest method 
to identify differentially expressed genes is the Fold Change method described 
in Long et al. (2001), which simply requires averaging over the replicates 
of each gene in each color, computation of the log-differences Ti = log(PR) 
- log(y? ) for each gene i and then ranking the Ti's in descending order. The 
"most" differentially expressed genes are the ones that with T; values greater or 
equal to a pre-defined threshold. Alternatively, one can plot yR against the yjG, 
assign a threshold in the form of linear boundaries and identify as differentially 
expressed the genes with plotted values outside these boundaries. 
Although simple and intuitive, the Fold Change method suffers from the 
arbitrary choice of the threshold, especially since microarray technology tends 
to have a bad signal-to-noise ratio for genes at low expression levels. A simple 
solution, namely the Unusual Ratio method, has been proposed to account for 
this inconsistency (Draghici, 2002). First, one calculates the differences Ti and 
then standardize their values so that their overall mean is centered at 0. Gene 
i is then considered as differentially expressed if its T; is at least k standard 
deviations far from the mean. Referring to the normal distribution, Draghici 
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(2002) sets k=2 and identifies the 5% most differentially expressed genes. 
Based on case studies, Claverie (1999) suggests that in duplicate experiments 
(dye-swap), k should be 4.3 at the 5% significance level and 22.3 at the 1% sig- 
nificance level. The corresponding thresholds in triplicate experiments should 
be 2.8 and 5.2. A similar approach has also been reported in Schena et al. 
(1996). 
The advantage of this method is the automatic adjustment of the threshold 
value without ignoring the variance of the measurements. If the distribution of 
the Ti is actually Gaussian then this method selects approximately 5% of the 
genes as differentially expressed. However, relying on the normality assump- 
tion of the log-differences is also the great disadvantage of the approach. As 
an alternative, the use of non-linear cut-off boundaries has been proposed by 
Draghici (2002). Yang et al. (2004) addressed both ranking and selection of 
differentially expressed genes via a permutation algorithm that computes the 
distances of the test statistics T; from a theoretical "extreme point". 
Chen et al. (1997) assume YR and Y' independent and normally dis- 
tributed with constant coefficient of variation for all genes under both con- 
ditions and derive an (1 - a)% confidence interval for the ratio statistic, -r;. 
The coefficient of variation is estimated either by maximum likelihood or by 
an iterative procedure. Lee et al. (2000) relaxes the independence assump- 
tion by directly modeling ri using a mixture model. The authors assume 
that 'ri are normally distributed and estimate the mixture components by the 
Expectation-Maximization algorithm of Dempster et al. (1977). Kerr and 
Churchill (2001a), Pan et al. (2001) and Wolfinger et al. (2001) suggested 
modifications on this approach. Newton et al. (2001) considers the normality 
assumption as inappropriate and suggests Gamma distributions and a Bayesian 
model to estimate the r2 statistic. Although this approach is based on sounder 
distributional assumptions, it relies on the unconventional assumption that the 




4.6. Identification of Differentially Expressed Genes 
4.6.2 Category 2: Hypothesis testing and its extensions 
In a treatment vs control microarray experiment, evaluation of the following 
hypothesis test for each gene i is required: Ho : µR = p9 against Hl : µ; ý 4 µc 
The statistical response to this problem is a univariate test, such as the t-test: 
t= 
9R - 99 (4.3) 
St 
where sa is the variance estimate of the paired sample (y' , yc). 
Pan (2002) 
mentions that the comparative advantage of this approach over the fold change 
methods is that it introduces some conservative protection against outliers. 
An important limitation, though, is that t-test relies on the assumption of 
Gaussian and identically distributed measurements, which is only a rough ap- 
proximation after transformation by the log function. Lonnstedt and Speed 
(2001), Thomas et al. (2001) and Smyth et al. (2003) state that, in practice, 
the method tends to overestimate the number of differentially expressed genes. 
Other transformations have been reported to be more effective (Durbin et al., 
2002; Durbin and Rocke, 2002; Huber et al., 2002). 
An alternative is proposed by Tusher et al. (2001) in the form of a penalized 
t-test. This approach, known as Significance Analysis of Microarrays (SAM), 
estimates the denominator of (4.3) by: 
Si = Si + 80 (4.4) 
The positive constant so ensures that the variance of the measurements is 
independent of the gene expression. Its value is chosen so as to minimize the 
coefficient of variation of the absolute t-statistic. Alternatively, Efron et al. 
(2000) suggested estimating so by the 90th percentile of the standard error of 
all genes. Other SAM extensions are reported in Thomas et al. (2001), Pan 
(2002) and Wu (2005). Cui and Churchill (2003) shows another t-test version, 
namely the regularized t-test. Its difference from the simple t-test lies on the 
denominator of the expression, which combines information from gene-specific 
and global average variance estimates by using a weighted average of the two. 
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On the other hand, Bayesian methods have been suggested as a more stable 
alternative, especially when the number of replicates is small. For example, 
Lonnstedt and Speed (2001) introduces an empirical Bayes approach, which is a 
parametric version of the t-test. The data are log-transformed and assumed to 
follow a Normal distribution. Then, differentially expressed genes are identified 
by appropriate log-posterior odds. A similar method is presented by Baldi 
and Long (2001) in terms of a Hierarchical Bayesian model (extension of the 
regularized t-test in the Bayesian framework). The log-transformed data are 
assumed to follow a Gaussian distribution, although Gammas or mixtures of 
Gaussian and Gammas would also be an option. In this approach, known as 
Cyber-T, the differentially expressed genes are selected by a Bayesian t-test. 
Efron et al. (2001) define SAM in a Bayesian framework (EBAM). The 
only difference lies in the computation of the so (fudge factor). While in SAMT 
this is done automatically, in EBAM one needs to specify the prior of the fudge 
factor. An extension to the non-parametric EBAM is provided by Efron and 
Tibshirani (2002). Smyth (2004) extended the work of Lonnstedt and Speed 
(2001) to derive the Linear Model for Microarray Data (LININIA). The model 
is reset in the context of general linear models with arbitrary coefficients and 
contrasts of interest. Further extensions are provided by West et al. (2000), 
Townsend and Hartl (2002), Nest (2003) and Smyth et al. (2005). 
Durbin and Rocke (2002) implement a variance stabilizing transformation 
to two-color cDNA data and then suggest the LIN1Gene procedure for differen- 
tial expression. Due to the variance stabilization step, variance adjustment is 
no longer required like in SAM. The estimation of the model parameters has 
been showed in Durbin and Rocke (2003) and it is based on the Maximum 
Likelihhod procedure outlined in Box and Cox (1964). 
Allison et al. (2002) consider a mixture model approach to infer differential 
expression under the two general assumptions of finite mean and finite variance 
in gene expression measurements. Under the universal null hypothesis of no 
differential expression for the genes, they indicate that the distribution of p- 
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values should be Uniform [0,1] regardless of the statistical test used and the 
sample size. Consequently, a test of whether the observed distribution of the 
p-values is significantly different from the uniform distribution is a test of 
differential expression. Other approaches based on mixture models are also 
reported in Pan (2002), Pan et al. (2002), Zhao and Pan (2003) and Gusnanto 
et al. (2005). 
Based on the work of Durbin et al. (2002), Wang and Ethier (2004) develop 
a generalized likelihood ratio test to identify differentially expressed genes. The 
authors claim that their test identifies more genes than the t-test and has a 
lower false discovery rate. Comander et al. (2004), Delmar et al. (2005a, b) 
consider differential gene identification from a variance modeling perspective, 
which is a modern approach of increasing interest. The former develops a 
new test statistic that pools together variance estimates of genes with sim- 
ilar minimum intensity. Pooling strategies are mentioned and the results of 
the method are compared with the ones of existing methods. Similarly Del- 
mar et al. (2005a, b) proposed the VarMixt method that identifies clusters of 
genes with approximately equal variances. After estimating these variances 
via mixture models, they define a test statistic for ranking and detection of 
differentially expressed genes. 
4.6.3 Category 3: ANOVA models 
In multiple-conditions experiments, the simple fold-change and t-test based 
procedures are not efficient. A more general framework is required that takes 
into account multiple comparisons. The classical statistical approach to this 
problem is the Analysis of Variance model (ANOVA). 
The idea in ANOVA for microarrays is to build an explicit model about 
the sources of variance that affect the measurements (e. g. dye effects, array 
effects, gene/spot effects, random noise etc), normalize the measurements by 
removing the effects that do not have any biological significance and then use 
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the normalized data to infer about differential expression. A general discussion 
in ANOVA models for microarrays is given by Kerr et al. (2000), Draghici et 
al. (2001), Kerr and Churchill (2001a), Kerr and Churchill (2001b), Kerr et 
al. (2002), Speed and Yang (2002) and Draghici et al. (2003). 
Differential gene identification by ANOVA is a two-stage process (Wolfinger 
et al., 2001), involving: 
1. Estimation of the normalization model: 
Vida,, = IL + Aa + Dd + (A " D),, d + rijgk (4.5) 
where Yidak is the log-intensity of gene i (i = 1, ..., n), 
dye d (d = 1, ..., 
J), array a (a = 1, ..., F) and measurement k 
(k = 1, ..., K), µ is the 
overall mean expression level, A is the effect of the array on the measured 
intensity, D is the effect of the dye in the measured intensity and A-D 
is an interaction term. One is mainly interested in estimating r=dak that 
corresponds to the normalized measurements. 
2. Estimation of the gene-specific model: 
ridak=I+(V "I)ad+(D"I)d+(A"I)a+Eaa (4.6) 
where I is the average intensity associated with a particular gene i, V is 
the variety effect, V-I, D-I and A"I are interaction terms and f are the 
model residuals. Estimation of V -I is of primary interest since it captures 
variations in the expression levels of a gene across samples. Model (4.5) 
- (4.6) is different from the corresponding ANOVA for Oligonucleotide 
arrays (see Irizarry et al., 2001). 
ANOVA utilizes a test of the following hypotheses: 
Ho: All the (V " I)m coefficients are equal to 0 
H1: At least one (V " I)ad coefficient is different from 0 
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Cui and Churchill (2003) describe three F-statistics associated with this hy- 
pothesis testing, implemented in MAANOVA package (http: //www. jax. org/staff/ 
churchill/labsite/software/anova/rmaanova). Cui et al. (2004) 
presents a new F-statistic based on an shrinkage estimator of the error 
variance. Ishwaran and Rao (2003) extend the idea to the Bayesian case by 
introducing a Bayesian ANOVA model for microarrays (BAM). 
4.6.4 Multiple Testing Procedures and Differential Ex- 
pression 
Dudoit et al. (2002) has indicated that large multiplicity problems are gen- 
erated in microarray experiments as a result of the thousands simultaneous 
hypothesis tests that carried out. For example, a p-value of 0.01 for one gene 
among a list of several thousands no longer corresponds to a significant finding, 
as it is very likely that such a small p-value will occur by chance for a large 
number of simultaneous tests. To this extent, the probability of Type I error 
(false positives) is not controllable. 
A large number of studies has been focused on controlling Type I error and 
at the same time minimize the Type II error (false negatives). A standard 
approach to this problem consists of computing a test statistic t; for each gene 
i and applying a multiple testing procedure to determine which hypotheses to 
reject while controlling a suitably defined Type I error rate (Efron et al., 2000; 
Westfall et al., 2001; Dudoit et al., 2002). Benjamini and Hochberg (1995) 
illustrates the problem of testing simultaneously m null hypotheses (Ho)as: 
Non-Rejected Ho Rejected Ho Total Hypotheses 
True Ho U V mo 
Non-True Ho T S Ml 
Total Hypotheses m-R R m 
The total number of hypothesis, m, is assumed to be known in advance, the 
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true nulls mo and false nulls ml are unknown parameters, R is an observable 
random variable and S, T, U and V are unobservable random variables. One 
seeks to minimize V (Type I error) and T (Type II error). To minimize V, 
suitably defined Type I error rates need to be established. Standard choices 
are (Shaffer, 1995): 
" The Per-Comparison Error Rate (PCER): it is defined as the expected 
number of Type I errors divided by the number of hypotheses or math- 
ematically as PCER = E(V)/m. 
" The Per-Family Error Rate (PFER): it is defined as the expected number 
of Type I errors, that is PFER = E(V). 
" The Family-Wise Error Rate (FWER): it is defined as the probability 
of having at least one Type I error, that is FWER = P(V } 1). Some 
methods that control FWER are the single-step Bonferroni adjusted p- 
values procedure, the single-step and step-down Sidak algorithm, the 
step-down Holm adjusted p-values algorithm (Holm, 1979), the step-up 
Hochberg adjusted p-values procedure (Hochberg, 1988), the MinP and 
MaxT and step-down minP adjusted p-values methods of Westfall and 
Young (1993) and the more recent procedure of Troendle (1996). 
" The k Family-Wise Error Rate (k-FWER): it is defined as the probability 
of having at least k Type I errors, that is FWER = P(V }- k). Clearly, 
this is a generalization of FWER and can be applied when one is willing 
to tolerate more than one false rejections provided the number of such 
cases is controlled, thereby increasing the ability of the procedure to 
detect false null hypotheses. Lehmann and Romano (2005) derive both 
single-step and step-down procedures that control the k-FWER, without 
making any assumptions concerning the dependence structure of the p- 
values of the individual sets. 
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" The False Discovery Rate (FDR): it is defined as the expected propor- 
tion of Type I errors among the rejected hypotheses, that is FDR = 
E(V/R) if R>0 and FDR =0 if R=0 (Benjamini and Hochberg, 
1995). Theoretical and applied work on FDR can be found in Storey 
and Tibshirani (2001), Benjamini et al. (2002), Goldstein et al. (2002), 
Grant et al. (2005), Pawitan et al. (2005a) and Pawitan et al. (2005b). 
Some advances are the resampling-based FDR of Yekutieli and Benjamini 
(1999), the positive FDR (pFDR) of Storey (2001), Storey and Tibshi- 
rani (2001) and Storey (2002) as well as the local FDR of Efron and 
Tibshirani (2002) (see also Liao et al., 2004). 
In general, both FDR and PCER lead to the least conservative control of 
Type I error rate, but currently FDR is the most popular approach in the 
microarray literature since it answers to the more specific question: the ex- 
pected proportion of Type I errors among the rejected hypotheses (Benjamini 
and Hochberg, 1995). Tusher et al. (2001) has incorporated FDR estimation 
to the SAM test, while Baldi and Long (2001) use it in Cyber-T algorithm. 
LMGene and VarMixt also utilize the FDR procedure to control for the Type 
I error rate. 
4.7 Gene Classification 
Some of the most interesting applications of microarray technology are based 
on data collected under multiple experimental conditions like different classes 
of the same tumor (Golub et al., 1999; Alizadeh et al., 2000) or different time 
points when the experimenter wishes to analyze the evolution of the response 
(Iyer et al., 1999; Gasch et al., 2001). When the data are collected from 
many samples and many conditions the analysis can be directed towards the 
following objectives: 
9 Class Prediction that aims to detect genes that are differentially ex- 
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Figure 4.4: Example of Average-Linkage Hierarchical Gene Clustering (taken 
from http: //www. genomenewsnetwork. or, /) 
pressed in at least two conditions or that are good predictors of a "class" 
(Golub et al., 1999). 
" Class Discovery that aims to discover new "classes", characterized by 
a specific molecular profile and/or genes with similar expression profile 
(Alizadeh et at, 2000). 
Standard multidimensional statistical techniques have been extended to ac- 
count for these problems. More specifically, class prediction studies use nearest 
neighbor classification trees (Breiman et al., 1984). support vector machines 
(Furey et al.. 2000), Fisher linear discriminant analysis (Dudoit et al., 2000b; 
Lee et al., 2005) and supervised classification techniques such as multinomial 
logit, or prohit regression (Zhou et al., 2004a; Zhou et al., 2004b; Zhu and 
Hastie, 2004). For class discovery, unsupervised classification techniques such 
as hierarchical/non-hierarchical clustering (Eisen et al., 1998), coupled two- 
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way clustering (Getz et al., 2000), gene shaving (Hastie et al., 2000), the plaid 
model (Lazzeroni and Owen, 2002), multidimensional scaling of Kruskal and 
Wish (1978) and the biclustering method (Turner et al., 2005) can be applied. 
The average-linkage hierarchical clustering, proposed by Eisen et al. (1998), 
is one of the most popular analytical methods to visualize gene clusters (Figure 
4.4). It is performed by Cluster and TreeView softwares, which in fact include 
a variety of types of cluster analysis techniques such as hierarchical clustering, 
k-means clustering, principal component analysis etc. 
4.8 Conclusions 
This chapter guided the reader through the standard stages of microarray ex- 
periments, starting from the choice of the experimental design and proceeding 
to the data collection and the various data analysis steps. We have discussed 
each step separately and mentioned some established procedures to adequately 
analyze the highly dimensional and low replicated microarray data. Most of 
these procedures have been designed for variance stabilization, calibration and 
gene differential expression. In the following chapters we will introduce an 





Haar Wavelets and Haar-Fisz 
Transformations 
This chapter sets up the background for the microarray data analysis methods 
that we have developed in this work. These methods are based on wavelet the- 
ory and can be applied to a wide range of data, other than microarrays. We 
have mainly focussed on the family of Haar wavelets, which provided the basis 
for the development of the Haar-Fisz family of transformations introduced by 
Fryzlewicz and Nason (2004a). The original Haar-Fisz approach is a powerful 
multi-scale transformation that can be applied to data (input) whose vari- 
ance is a known monotonically increasing function of their mean (e. g. Gamma 
distributed data). The transformed output is approximately Gaussian dis- 
tributed with nearly stabilized variance. An extension of the original Haar-Fisz 
transform is applied to data with unknown, monotonic mean-variance depen- 
dence (Fryzlewicz et al., 2005). This method is called Data-Driven Haar-Fisz 
(DDHF) and in Chapter 7 we will show that it can be modified to a powerful 
Gaussianization and variance stabilization transformation for microarray data. 




First, we introduce Wavelets and the Discrete Haar Wavelet transform which, 
combined with Fisz's (1955) work, provided the basis for the development of 
the Haar-Fisz (HF) transformation that has excellent variance stabilization 
properties when applied to data with a known monotone (non-decreasing) 
relation between their mean and their variance. We will show the derivation 
and the properties of HF and give examples of its implementation on Gamma 
distributed data. At the end of this chapter, we will present its extension, the 
Data-Driven Haar-Fisz (DDHF) that approximately stabilizes the variance of 
data with a more general mean-variance dependence. 
5.2 Wavelets 
In recent years, wavelet methods have appeared in many area of applied math- 
ematics and engineering sciences. Essentially, wavelets are mathematical func- 
tions that cut up data into different frequency components, and then study 
each component with a resolution matched to its scale. They were developed 
independently in the fields of mathematics (e. g. Silverman, 1999; Nason and 
von Sachs, 1999), quantum physics (Kaizer, 1990) and electrical engineering 
(Mallat, 1999). Interchanges between these fields during the last ten years have 
led to many new wavelet applications on various fields such as in microarray 
analysis (Lio, 2003; Motakis et al., 2006), in particles tracking in Biochemical 
applications (Sage et al., 2005), in geophysics (Li and Wang, 2005), in Biomed- 
ical imaging (Van de Ville et al., 2006), in data fusion (Fryzlewicz et al., 2007) 
and so on. 
Of particular interest is the increased ability of the wavelets to detect dis- 
continuities in signals, compared to the performance of Fourier analysis on this 
topic (Vidakovic, 1999). More specifically, signals with very rapid evolutions 
such as transient signals in dynamic systems may undergo abrupt changes such 
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as a jump, or a sharp change in the first or second derivative. Wavelets has 
been successfully implemented on this topic in areas such as edge detection in 
digital images (Laine et al., 2006). 
All of the above ideas are practically implementable by fast and simple 
algorithms, while the understanding of their effectiveness in the above appli- 
cations relies on the framework of theoretical harmonic analysis (Katznelson, 
2004). A general reference to wavelets can be found in Daubechies (1992) and 
Abramovich et al. (2000). Some of their basic concepts, which make wavelets 
useful in many statistical disciplines, are (Vidakovic, 1999): 
" Low Entropy Modelling Environment: The energy of the transformed 
data is concentrating in only a few wavelet coefficients. 
" Ockham's Razor Principle: Signals with rapid local changes (disconti- 
nuities, sharp spikes etc) can be precisely represented by a few wavelet 
coefficients. 
" Mitigating the Curse of Heisenberg: Wavelets automatically trade-off the 
time-frequency precision by their innate nature. 
" Whitening Property: Wavelet transformations tend to simplify the de- 
pendence structure of the original data. 
5.2.1 Historical Background on Haar Wavelets 
The history of wavelets begins with Jean-Baptiste-Joseph Fourier who, in 1807, 
decomposed a continuous, periodic on [-ir, ir] function f (x) into sines and 
cosines. The first "wavelet basis" was discovered in 1910 when Alfred Haar 
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and that when n --+ oo, f,, converges to f uniformly. The coefficients (et, f), 
i=1, ..., n, are given by 
f e; (x) f (x) dx. The Haar basis has the simple form 
(Vidakovic, 1999): 
eo(x) = 1(0 <x< 1) 
e1(x) = 1(0<x<1/2)- 1(1/2<x<1) 
e2(x)=V[1(0<x<1/4)- 1(1/4<x<1/2)J 
C, (x) = 2'/2 [1(k x 2-' <x< (k + 1/2) x 2-j) - 
1((k + 1/2) x 2-j <x< (k + 1) x 2-')l 
where n is uniquely decomposed as n= 2j + k, (j > 0,0 <k< 2i - 1) and 
1(A) is the indicator function of a set A, i. e. 1(A) = 1, if xEA and 1(A) = 
0 otherwise. Notice that for any n>1 the basis function Cn can be expressed 
as a scale-shift transformation of a single function ý1, that is: 
en(x) = 2'/2ei(2i xx- k) (5.2) 
While the functions ý, a, n>1 describe the "details" in the 
decomposition, 
function eo(x) is responsible for the "average" of the decomposed function. 
5.2.2 Continuous Haar Wavelets 
Morlet et al. (1982) and Grossmann and Morlet (1985) were among the first 
to announce theoretical results in continuous wavelet decompositions of IL2 
functions. Let ba, b, where aER and bER, be a family of functions defined 
as translations and re-scales of a single function '(x) EL2(R): 
? Pa, b(x) =V x(ax - b). (5.3) 
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The function 0 is called wavelet function or mother wavelet and serves as the 
source function from which dilated (shrinking or stretching) and translated 
basis functions are constructed. Here, the dilation parameter a and the trans- 
lation parameter b vary continuously over RXR. The mother wavelet must 
oscillate and decay, preferably rapidly. The oscillation property is expressed 
mathematically by insisting that wavelets integrate to 0. Some mother wavelets 
are actually zero outside of some interval (compactly supported), which is the 
fastest decay of all. 
The mother wavelet is assumed to satisfy the admissibility condition: 
r 
C, ý-JýlI I)1idw<oo, 
(5.4) 
where '(w) is the Fourier transformation of V) (x). For any IL2 function f (x), - 
the continuous wavelet transformation (CWT) is defined as a function of two 
variables: 
CWTf(a, b) = (f, 1 a, b) = 
ff(x)b(x)dx. 
(5.5) 
Essentially, the Haar mother wavelet is written as: 
, oH 
AR(x)=ß[1(b<x<a+b)-1(a+b<x<a+b), (5.6) 
where aE 1R and bER. Let F be primitive for f, i. e. F' = f. Then the 
continuous Haar wavelet transform can be simply formulated as: 





where again the translation parameter b and the scaling parameter a vary 
continuously over 118 x R. 
5.2.3 Discrete Haar Wavelets 
We notice from 5.5 that the continuous wavelet transform is a convolution of 
the data sequence with a scaled, a, and translated, b, version of the mother 
wavelet. As a result, the wavelet transform is calculated by continuously shift- 
ing a continuously scalable function over a signal and calculating the correla- 
tion between the two. Three problems exist within this framework: First, these 
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scaled functions will not form an orthogonal basis and the obtained wavelet 
coefficients will therefore be highly redundant (Sheng, 1996). For most prac- 
tical applications we would like to remove this redundancy; second, as Mallat 
(1989b) implied, the continuous wavelet transform still generates an infinite 
number of wavelets in the wavelet transform which needs to be reduced to 
a more manageable count. Clearly, the computational load and the memory 
requirements of this process are considerable because, under this scheme, it 
is impossible to analyze a signal using all wavelet coefficients; and third, fast 
algorithms are needed to be able to exploit the power of the wavelet transform. 
To simplify the continuous wavelet transform one can select discrete values 
of a and b and still have a transformation that is invertible so that the original 
function is uniquely recoverable by the inverse transformation. Remember that 
our discrete wavelets are not time-discrete, only the translation- and the scale 
step are discrete. Under this framework, one such system is the affine system 
for some real parameters a>1 and b>0. Most applications are restricted 
to the set a= 2' so that the sampling of the frequency axis corresponds to 
dyadic sampling. For the translation factor we use b=k. Notice that b= 




- k) (5.8) 
which can furnish an orthogonal basis for suitable choices of ? i. 
For such a specially chosen mother wavelet the collection tPjk (x) for all 
integers j and k forms an orthonormal basis (contains orthogonal and unit 
length vectors) for various function spaces, so that any function f (x) can be 
written as: 
00 00 
f (x) _oE dikO, ik(X)- (5.9) 
The coefficients of the expansion can be found by: 
00 
d2k =f .f 
(x)''Jk(X)dx, (5.10) 
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1992). Thus, it is sufficient tº hick it discrete subset (a, b) and still be able to 
wc(m., ttint it signal from the c"orretilwnciing wavelet, coefficients computed by 
t he int cegers j and kt hat scale and clilnt vt he plot her wavelet fu ndt ion. 
The simI)Itvst sii h ii )thwr mIN'('Iº 1 i, 1114' 1 iºiar ýýavPl(t (Figure 5.1) a l(I can 
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for xE [0,1/2) 
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'5 º º"OWCr thº - WhººII' r(vºI lino. though. this simple function is not enough. F( )r 
exitinlºIP, t hV c"(ºIISt Hitt futu"t ion 011 [0.1) cannot he represented by it collect ion 
of I him waveIPtS I4SP(I im l '(! ) only. To account for t his, t he aulciit ion of the 
fulltrr u'nt'rlr"l or scaling function is rrctuir('(l. which in the Haar case is the 
constant function ioºn (, )(r) =1 for IE I0,1). Any other ('Olisouit function can be 
rejºres(ent e(I v, c.. ilV its fr multiple of the Gat hier. With the addition of the father 
wlivel(-t ill the analysis, any f (x) (,, ill he writ1('n in terms of integer translates 
of t lie fat her. (; ºk. (. r), which represent ( he overall "large-scale" behavior of t he 
f(uu"t iuu. ºw(I of the ºno t her. vik(. r). which represent "small-scale" behavior 
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such as discontinuities or sharp features: 
00 00 00 
f (x)= Z Ck00k(X) +ZE dfk ik(x) 
k=-oo j=-oo k=-oo 
The coefficients ck are known as smooth coefficients, while the d, k are the 
detail coefficients and they allow one to "zoom-in" to small-scale detail of the 
function f (x) just by increasing the scale factor j. 
5.2.4 Multiresolution Analysis and Discrete Haar Wavelet 
Transform 
Mallat (1989a, b) set the framework for the fast computation of the wavelet 
coefficients by the method known as Multiresolution Analysis. Multiresolution 
analysis is a pyramidal structure with starting point the scaling function 0 and 
a sequence of nested subspaces 
... CV_1CVocV, c... CL2(R). 
that satisfies certain self-similarity relations in time/space and scale/frequency, 
as well as completeness and regularity relations (see Mallat, 1989a, b). Based 
on the scaling function 0, we define the wavelet function ?i in such a way that 
{zb(x - k)}k is an orthonormal basis for the space Wo: 
vi=vo®Wo. (5.12) 
Generalizing for W,, = span {Ojk :kE Z}, we obtain: 
i 
Vj+i=U®Wj=... =Vo®((D Wi). (5.13) 
s-o 
We say that W,, is the orthogonal complement of V in V, +i. 
The pyramidal structure of the multiresolution analysis can be exploited to 
construct the Discrete Wavelet Transform (DWT), which is a fast decomposition- 
reconstruction algorithm for discrete data. DWT produces a vector of wavelet 
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coefficients of the input vector at dyadic scales and locations. The transforma- 
tion is linear and orthogonal but it is not performed by matrix multiplication 
to save time and memory (Fryzlewicz, 2003). 
Of particular interest in this thesis is the Haar Discrete Wavelet trans- 
form (Haar DWT). Based on this transformation scheme we will show in this 
chapter, as well as in Chapter 6, how various powerful variance stabilization 
algorithms have been developed. Here we briefly describe the Haar D`'VT func- 
tion: for an input represented by a list of 2' numbers: Y= (yo, yl, """, yn-1), 
for any integer J, the Haar DWT may be considered to simply pair up input 
values, storing the difference and passing the sum. This process is repeated 
recursively, pairing up the sums to provide the next scale as follows: 
Si =( k-1 + S32k 
1)/2 
djk _(k1 1- sý2'k')/2 
where k=1,2, ..., 2i 
for each j=J-1, J-2, ..., 0. The s4k are called the 
smooth coefficients and the d- the detail coefficients. Haar DWT results in 
2j -1 differences and one final sum. The output of the Haar DWT can be 
inverted to recover the transformed vector Y by simply inverting the formulas 
of s'k and d1k and recursively performing: 
+1 j '2k-1 = S'lk -i- Lek 
k- -S'k-"k S32j 
V 
for k=1, ..., 2i where j=0,1, ..., 
J -1. 
5.3 Towards Haar-Fisz algorithm: Fisz's (1955) 
theoretical results 
We follow the notation of Fisz (1955) and consider a positive random variable 
ý(A) with finite mean m(A) and variance a2(A) 0. The parameter A can take 
values belonging to an unlimited set A of positive numbers. 
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Definition 5.1: The random variable ý(A) converges in probability to a 
number c if the following relation is satisfied for an arbitrary small e>0: 
ýu 
m P(Iý(A) - cl > e) =0 (5.14) 
where AEA. 
Definition 5.2: The random variable ý(A) is asymptotically Normal N[m(a), 






< xl = 2ý 
x 
J-ý e-x2/2dx =fi(x) 
(5.15) 
where AEA and 1(. ) is the standard normal distribution function. 
Based on these definitions, Fisz (1955) proved the following theorem: 
Theorem 5.1: Let ý; (A ), i=1,2 be two independent variables and let m 
= E(es) and vti = Var(s). Then if (a) the variable ý(A)/m(A) converges in 
probability to 1 as A --> oo, (b) the variable ý(A) is asymptotically normal 




oo m(A1) -15.16 
then the variable: 
((Ali A2) _ 
C(A2) - e(A1) (5.17) 
(C(A2) + e(A1))p 
is asymptotically Normally distributed: 
N m(A2) - m(al) Q1 + Q2 (5.18) 
(M (A2) + m(A1))P' (m(\2) + m(A1))P 
when Al, A2 --> oo. Here p is assumed to be an arbitrary positive number. 
Several examples are provided for the application of this theorem. Here we 
mention briefly the one for Gamma distributed ý(A). 
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Example 5.1 (Fryzlewicz, 2003): (A) = b- b. Gamma(!, A), 
where X; are i. i. d. N[0,11 and b>0. 
From distribution theory, m(A) = bA and a2(A) = 2b2A. From the Law of 
Large Numbers and the Central Limit Theorem, ý(A) satisfies the first two 
assumptions of Theorem 5.1. Assume that e1(A1) and 6(A2) are independent 
and Al/A2 -º 1. Then: 
((A17A2) = 
ß(A2) - WO (5.19) 
(ß(A2) + ý(A ))P 




+ A1)p x bp-i 7 (A2 + A1)p-o. s - bp-i 
5.20 
Note that setting p=1 makes the variance of c(A1, A2) independent of b. 
5.4 The Haar-Fisz algorithm 
Fryzlewicz and Nason (2004a, b) introduced a new class of variance stabilization 
transforms, generically known as Haar-Fisz (HF) transforms. The basic idea of 
HF consists of two components, the Haar wavelet transform and Fisz's (1955) 
results . 
To begin with, let us introduce the input vector Y=(yi, ..., yn) 
where n= 2j is a power of 2 for some J. We assume that Y has the following 
properties (Fryzlewicz and Nason, 2004a): 
Property 5.1 
" Y=(y1) 1 must be a sequence of independent, non-negative random vari- 
ables with finite positive means pi = E(yi) >0 and finite positive vari- 
ances vi = Var(y; ) > 0. 
" The variance c must be a non-decreasing function of the mean µ;, l7? _ % 
h(pi), where the function h is independent of i. 
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Applied to this type of data (satisfying the data assumptions implied by 
Fisz, 1955), Fryzlewicz and Nason (2004b) showed how HF transform decom- 
poses Y and "reconstructs" the sequence to obtain the transformed output 
with approximately Gaussianized and variance stabilized data. 
Fryzlewicz and Nason (2004a) described the HF steps. Here we provide a 
brief description of the idea behind HF. Take the finest level Haar DWT detail 
coefficient of Y: 
dl-' = 
Yi - Y2 (5.21) 
2 
Assuming that yl and y2 are independently and identically distributed (i. i. d) 
(which is likely to occur if the underlying mean sequence pi is piecewise con- 
stant) leads to di -' coefficients which are symmetric around 0. Then, the 
variance of di -' can be stabilized to 1/2 since: 
Var(dl-1) =4x [Var(yl)+Var(y2)] =2 t* 
al = hl/2(µi) = 21/2 x [Var(dl-')] 1/2 (5.22) 
Here j can be estimated locally by the Haar DWT smooth coefficient: 
si-1 = 
Yl + yz (5.23) 
2 
We combine 5.21 and 5.22 into the single Fisz coefficient: 
fi -1 = 
dl (5.24) 
hl/2J-1) (Si 
which according to Fisz (1955) is approximately N(µ, 1/2] distributed. Simi- 
larly, Fryzlewicz and Nason (2004a) showed that the variance of all other di -1 
coefficients (of coarser scale) can be stabilized around a constant value. 
Assuming that the h(. ) function in 5.24 is known, we outline the general 
algorithm for the Haar-Fisz transform (Fryzlewicz and Nason, 2004a): 
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Algorithm 5.1: Haar-Fisz 
1. Denote sj = Y. 












where k=1,2, ..., 2i and 
ff is called the Fisz coefficient. 








for k=1, ..., 2j. 
4. Set if = sj. 
The relation Y= FhY defines a non-linear, invertible operator Fh which 
is called Haar-Fisz transform with mean-variance function h. 
For illustration reasons, we provide here an example of the HF transform 
for Gamma(a1, b) distributed data, i=1, ..., n. Assume an input vector with 
n=8 data points Y= (yl, y21 ..., y8), so that the data length is n= 23 = 8, 
J=3andi=1,..., 8. 
Example 5.2: Haar-Fisz Transform for 8 Gamma distributed ob- 
servations: 
1. Start with si = yl, 82 = Y21 ..., 88 = y8. 
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2. The finest level smooth and Fisz coefficients are: 
Si = d312 a3 
+8 3 
S2 = a3. .1 2 S3 = 
a3.52aa S2 = s3Za 
83-83 33 
12 





. 833 3- 3 
i where e. g. f 
2 
3. The second level smooth and Fisz coefficients are: 





82-a2 f2 = 
8': 
4. Similarly, the coarsest level smooth and Fisz coefficients are: 





5. We take the smooth and Fisz coefficients to reconstruct the HF trans- 
formed sequence as: 
si = 8° + fi s1 = so - fo 
Si=S1 A S2-S1-fl S3-S2+f2 S4-S2-f2 
S1 = S1 + fl S2 = S1 - fl S3 = S2'+'f2 S4 = S2 - 
f2 
S5 = S3 + f3 S6 - S3 - f2 
37- S4 + f4 S8 - S4 - 
f4 
6. Set Y= (si, s2, ..., s8) to be the approximately "Gaussianized" and 
variance-stabilized HF transformed observations. 
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5.5 The Data-Driven Haar-Fisz transform 
Fryzlewicz and Delouille (2005) and Fryzlewicz et al. (2005) generalize the 
above HF scheme by introducing the Data-Driven Haar-Fisz (DDHF) trans- 
form that does not rely on the assumption of known, monotonic (non-decreasing) 
mean-variance dependence for the data (which is usually the case in real 
world problems) and can be thus considered as a "distribution-free" approach. 
DDHF functions within the HF framework (Algorithm 5.1) by, additionally, 
estimating the mean-variance relation as part of the variance stabilization and 
Gaussianization process. Given an input sequence with the Properties 5.1 and 
unknown mean-variance dependence h, DDHF approximately "Gaussianizes" 
the transformed data and nearly stabilizes their variance. 
The wide applicability of DDHF comes from its very appealing property 
to handle data with unknown, monotonic mean-variance relationships. The 
certain cases that we will examine in this thesis (Chapters 6 and 7) are the 
ones of monotonic mean-variance relationship (e. g. the variance increases as 
the mean increases) and the more specific situation where the mean and the 
variance remains constant across the data series (see Chapter 7). To our 
knowledge, the latter case has not been explicitly considered in the literature 
since it is not a variance stabilization problem (the variances are constant). 
However, it shows some interesting features of DDHF, which can open new 
fields for further research. 
Fryzlewicz and Delouille (2005) and Fryzlewicz et al. (2005) showed how 
h is estimated within the DDHF, when the mean and the variance of the 
observations are assumed to be deterministic: 
1. Consider a piecewise constant signal so that pk = Ak+l and pre-estimate 
Pk, k=1, ..., n, by: 
µk = 
Yk + yk+i (5.25) 
2 
The empirical variances can be estimated by: 
Qk2 
(yk -2 Yk+1)2 (5.26) = 
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As the signal is assumed to be piecewise constant, the empirical variances 
are exactly unbiased. 
2. Since a= h(pk), it would be practical to estimate h from the data by 
computing the empirical variances of yl, y2i ..., y,, at points pi, µ2, ..., µn, 
respectively. The discussion motivates the following "regression" setup: 
ök = h(pk) + Ek (5.27) 
where ek = &2 - Qk and "in most cases" E(fk) = 0. From (5.29), (5.30) 
can be rewritten as: 
2x (dJ-')2 = h(si -i) + E; (5.28) 
and we need to estimate h from the first level Haar smooth and detail 
coefficients of Y. 
3. Function h is estimated via Least Squares Isotone regression (LSI) using 
"pool-adjacent-violators", described in Johnstone and Silverman (2005), 
Section 6.3. The resulting estimate, h, is a non-decreasing, piecewise 
constant function of p. 
Here we should make clear that DDHF is a more general version of the 
HF algorithm. For data with unknown mean-variance relationship, "DDHF 
performs nearly as well as the fixed Haar-Fisz transforms for Poisson and X2 
noise" (Fryzlewicz et al., 2005). Such data can be generated, for example, by 
the two-component model, initially developed by Rocke and Lorenzato (1995) 
for the measurement of error in analytical chemistry applications and later 
applied in two-color cDNA and Affymetrix data by Rocke and Durbin (2001) 
and Geller et al. (2003). Along these lines, Motakis et al. (2006) use the DDHF 
framework to approximately stabilize the variance of cDNA microarray data. 
More recently, Fryzlewicz et al. (2007) has applied DDHF to analyze solar flux 
time series data with the before-mentioned properties, reported to come from 
the XRS X-ray sensor on GOES8 satellite. In the following chapters we will 
focus on the use of DDHF on time series and cDNA microarray data. 
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5.6 Conclusions 
This chapter introduced Haar wavelets and, subsequently, the Haar-Fisz fam- 
ily of transformations. The original Haar-Fisz approach is a powerful multi- 
scale method that transforms data whose variance is a known monotonically 
increasing function of their mean into data that are approximately Gaussian 
distributed with approximately constant variance. An extension of the orig- 
inal Haar-Fisz transform can be applied to data with an unknown, mono- 
tonic mean-variance dependence. This method is called Data-Driven Haar-Fisz 
(DDHF) and it is considered a powerful data Gaussianization and variance 
stabilization transformation. In the following chapter we will show the perfor- 
mance of DDHF on time series data and compare it with some new variance 
stabilization methods we have developed. Later, we will present a modification 
of DDHF to analyze microarray data. 
64 
Chapter 6 
New Haar-Fisz Based 
Transformations 
In this chapter we discuss our multi-scale variance stabilization transforma- 
tions. We have developed two new Haar-Fisz (HF) based algorithms and we 
describe them along with their properties. First, we have derived the Geo- 
metric HF (GHF) transform, which is a new approach aiming to stabilize the 
variance of Gamma distributed data. GHF has similar properties to HF and 
as we will see has comparable variance stabilization results to its ancestor. 
We have also developed a straightforward generalizations of GHF, namely the 
Hybrid Haar-Fisz (HHF) that is based on a combination of the Haar-Fisz and 
Geometric Haar-Fisz approaches. At the end of the chapter we will show the 
performance of our algorithms by simulations and real data applications. 
6.1 Introduction 
In Chapter 5 we outlined the main idea behind the HF and DDHF. These 
methods can be applied to a wide range of cases when the aim is to stabilize 
the variance of observations under the assumptions stated in Property 5.1 and 
when the mean-variance relationship is either known or unknown. Here, we 
consider an alternative approach to this problem. We develop a new transfor- 
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mation scheme, called Geometric Haar-Fisz (GHF), that stems from the HF 
idea. We wish to show the properties of GHF, describe the algorithm and 
test its performance on simulated and real data, compared to other existing 
methods. Its extension, called Hybrid Haar-Fisz (HHF), is considered then 
as an alternative idea with similar variance stabilization performance. The 
usefulness of the GHF framework is not yet completely established. How- 
ever, we believe that our approach introduces the beginning of a new class of 
transformations schemes based on different functions of the data. 
The derivation of the Geometric Haar-Fisz transform and its theoretical 
properties will be discussed first. This transformation is based on estimating 
the smooth and the Fisz coefficients at each resolution level by the geometric 
mean of pairs of observations rather than the arithmetic mean as in HF. One 
straightforward generalization of this approach is the Hybrid Haar-Fisz, which 
combines the HF and GHF formulas for the estimation of the smooth and 
Fisz coefficients. We will examine the performance of these approaches in 
terms of their variance stabilization properties by simulating data from the 
Gamma distribution. Specifically, at the end of this chapter we will compare 
the Haar-Fisz-based transformations (including Data-Driven Haar-Fisz) and 
we will show that GHF and HHF attain results that are comparable to those 
of established variance stabilization methods. 
6.2 Geometric Haar-Fisz 
Let t(a/2) denote the upper a/2 point of the t-distribution and F(a) denote 
the upper a point of the F distribution. It is well known that tI(a/2) _ 
F, n, A(a), where to has the t-distribution with A degrees of freedom and F,,,,,, \ 
has the F distribution with m and A degrees of freedom. Cacoullos (1965) 





6.2. Geometric Ilaar-Fisz 
FA, A(a) = Fa (6.2) 
are based on the following Lemma: 
Lemma 6.1: Let ß'1(a) and e2 (A) be two independent X2-distributed random 
variables each with A degrees of freedom. Then: 
G=2x iý) _ 
(ý) 
, ý, is (6.3) 
and we say that G is t-distributed with A degrees of freedom. 
Johnson and Kotz (1970) showed that as A increases, the distribution of 
t,, approximates quite rapidly the unit normal distribution, N[0,1]. Even for 
a small number of degrees of freedom (e. g. A= 4), "the t4 and the unit 
normal are not markedly dissimilar" visually. According to Weir (1960), if the 
"standardized t4", that is t4/\, /"2, distribution is used the agreement is even 
closer. Clearly, this is a rough approximation of the unit normal distribution 
(unless A is sufficiently large, i. e. A> 20 according to Johnson and Kotz, 1970). 
Also, take into account that for A<3, the second moments of t-distribution 
does not exist. For this reason, in the subsequent paragraphs we consider the 
cases where the degrees of freedom is a value greater than 2. 
Johnson and Kotz (1970) generalize (6.3) for Gamma distributed variables 
with probability density function (pdf): 
Px(x) _ 
(x . exp[-(x -, y)/b] (A > 0, b>0, x> y). (6.4) b'`"r(A) 
In particular, they state that if. 1(A) and e2 (A) are independently and identi- 
cally distributed as in (6.4), then: 
V2 
"- ýz (a) 1(a) 




el (A) - ýz(A) (6.6) ýei(A) 
" Z2 (A) 
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The term in brackets is similar to the Fisz coefficient of the HF algorithm. 
However, the denominator is adjusted to consider the geometric mean of the 
pairs of observations. Notice that (6.6) is distributed as t2A, so that second 
moments exist when ). > 1. Based on these findings, we have developed the 
Geometric Haar-Fisz (GHF) transform described below. 
Consider the random variable ya - Gamma(A , b), i=1, ..., n. Remember 
that E(yz) = A, "b and Var(ya) =AV. For i=1,2, the finest level Haar 





If we assume the yj's to be independently and identically distributed, i. e. Al 
= A2 = A, we can say that the distribution of di -' is symmetric around 0. We 
wish to stabilize the variance of di-1 around a value that does not depend on 
A and b. To do this, we introduce the geometric counterpart of the HF smooth 
coefficient: 
91 = 5i-1 = Yl Y2. (6.8) 
We call the term in (6.8) the geometric smooth coefficient. From the previous 
analysis we showed that the expression: 





22 yi y2 22. sl 
approximates N[O, 1] quite rapidly as A increases. Note that the denominator 
has been multiplied by 2 because of (6.7). We call the term in (6.9) the 
geometric Fisz coefficient. 
In real applications, A is unknown and need to be estimated. This is an 
unique aspect of our GHF algorithm that is not observed in HF where the 
corresponding expression (Fisz coefficient) is free of such distributional pa- 
rameters estimation. To this extend, we have considered two ways that A can 
be estimated. In the first, simple, case A can be estimated if the b parameter of 
the Gamma(A , b) data 
distribution is known by considering the first or second 
moments of the Gamma distribution as: 
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E(Y) =6 and Var(y) = b'r 
Clearly this is a naive solution and cannot answer to our problem in real 
applications. In the second case, we attempt to estimate A by a more sophis- 
ticated approach. Johnson and Kotz (1970) stated that if y;, i=1, ..., n, are 
independent random variables each having distribution (6.4) with ry = 0, then 
the equations for the maximum likelihood estimators A, b are: 
log yj = log b- (A) 
E(y)=ä"b 
where 0(. ) denotes the diggama function (Johnson and Kotz, 1970). The 
solutions for A and b are respectively: 




)) =1og(A) - lp(A) 
and 
b= Eý 
where exp(E(log y)) is the geometric mean of the data. Several authors tried 
to approximate this solution for the two gamma distribution parameters. Ma- 
suyama and Kuroiwa (1952), Chapman (1956) and Greenwood and Durand 
(1960) published tables of the function log(ä) - 0(ä)to determine 
A by in- 
verse interpolation. Wilk et al. (1962) suggested the approximation I'(A) _ 
log(A - 0.5) and resulted in: 
E(y) 
2Ey -exp(E(log y 
Further developments on this topic have been mentioned by Thom (1968), 
Bowman and Shenton (1968) and more recently by Wiens et al. (2003). 
In this work, we chose to estimate A from our data using the Wilk et al. 
(1962) method. This method proved to be more accurate than the others based 
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on our simulations and on the assumptions we posed for its use. Our assump- 
tions are: (i) we define "windows" (sets of consecutive observations) that we 
use to estimate sequentially A parameter from the data; (ii) all observations 
inside the window come from a gamma distribution with approximately equal 
A parameter; (iii) the size of the "window" must be large enough to estimate A 
accurately but also small enough in order for (ii) to be as accurate as possible 
(we have found that the window including 8 observations gives satisfactory 
results). Based on this framework, we derive a Haar-Fisz-type transformation 
for Gamma distributed variables, which we will describe below. 
Algorithm 6.1: Geometric Haar-Fisz 
1. Denote sj =Y= (yl, Y2, ..., yn), where n= 2J for some J. 






aý+l k1 82k 
1 
2. 
where k=1,2, ..., 
2j and Ak+l is estimated from the 6 nearest obser- 
vations around the s2ý 11 and sek 1 neighborhood at resolution j+1 (8 
observations including s2+ 11 and 4 1). For resolutions with number of 
observations equal or less than 8 we estimate A once for the whole set of 
observations (even though we need to estimate it with less data). 






for k=1, ..., 2j. 
4. Set Y= sý. 
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At this point an important issue arises. Although the fk -' coefficients 
are exactly t2, \ distributed by Lemma 6.1 and Kotz (1970), we need to prove 
that the coarser level geometric Fisz coefficients are also approximately tea 
distributed and this property preserves through the resolution levels. This 
implies that the geometric smooth coefficients, also applied to the denominator 
of the fe's, need to be Gamma distributed. 
The proof comes from the work of Pitman (1999) on the products of in- 
dependent, Gamma distributed random variables. To begin with, assume the 
shape parameters are Al and A2 = Al + 1/2. Wilks (1932) derives the following 
identity for two independently distributed Gamma random variables, e1(A') 
Gamma(Al, b) and 6 (A2) - Gamma(A2, b): 
2 ýi(Ai) x ý2(A2) "r Gamma(2A,, b) (6.10) 
where A, > 0. 
Pitman (1999) generalizes this result for independent Gamma distributed 
variables with shape parameters A, and A2 = Al +s+ 1/2. Specifically assume 
that ß'1(A1) - Gamma(Al, b) and 2(A2) - Gamma(A2i b), provided that Al >0 
and A2 > 0. Then, the density of 2, /e1(A1) x e2(P2) is a probabilistic mixture 
of Gamma distributions. After some simplifications using Legendre's Gamma 
duplication formula (Gordon, 1994): 
r(2A2) 
_ 22ar-l x 
r(, xi 1/2) 
r(At) - r(1/2) 
where here r(. ) denotes the Gamma function, it emerges that for each s=1, 
2, ... and each Ai >0 there is the identity in distribution: 
2 /i(A1) x ý2(a2) - Gamma(2\1 + 1, b) (6.12) 
so that the geometric smooth coefficients are gamma distributed. On the right 
hand side of (6.12), J,, a1 is a random variable with the following distribution 
on 1,2, ..., s: 
(2s -j- 1)! (2a1)i-1 (6.13) 
(s - 9)! (j - 1)! 223-j-l ýýý +2 )a-1 
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where (x), x = x(x + 1) """ 
(x +z- 1) = r(x+ for some x and z. Pitman (1999) 
shows also the probability generating function of J3, a1 - 1. 
For illustration reasons, we provide an example of the GHF transform on 
8 Gamma(A , b) distributed observations, i=1, ..., 8. 
The input vector is 
denoted by Y= (yl, Y2, ..., y8): 
Example 6.1: Geometric Haar-Fisz for 8 Gamma distributed ob- 
servations (for illustration reasons assume that the "window" size 
is 2): 
1. Start with si = y', s2 = y2, ..., s8 = yg. 
2. The finest level geometric smooth and Fisz coefficients are: 
Si - S1 X S2 
21 2_ 83-a3 f 
l2 
aixa2 
SZ = S3 X S4 
2= ý2 83-83 f2 
2 a3xsä 
S3 = SS X S6 
2_ 73 8 3-83 f3 
22 asxae 
S4 = S7 X S8 
3 2 
= 
VL3 )f(3 f4 
2 2 
. The second 
level geometric smooth and Fi 3 sz coefficients are: 
122122 
1=1X S2 S2 = S3 X S2 
1 ai-az 1 , \Z 
Z-2 
l f2 fl =22 
s1xa2 22 a3xsä 
4. Similarly, the coarsest level geometric smooth and Fisz coefficients are: 
slo = sli xi s2 
f°= 
r2l 
2/ si XB; 
5. Take the geometric smooth and Fisz coefficients to reconstruct the orig- 
inal sequence as: 
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si=SO 1 +f° 821 =s°-Ji 
S1 2= 511 -i- , 
f1 S2 S1 - f1 
1 33 S2 + f2 S4 - S2 - 
f2 
S13 =S12 m 
2 
j1 S23 -S12 -f1 
2 S33 -S2+f2 2 S43 -S22 -f2 
20 
Ss3 863 =S32 
2 SS73 J4 2 88-84-f4 
6. Set i' _ (sf , s2, ..., s8) to be the GHF transformed observations. 
6.3 Hybrid Haar-Fisz 
Next, we examine a straightforward extensions of the HF and GHF trans- 
forms. Essentially, we attempt to combine the two methods into a "hybrid" 
one and check whether we can exploit their individual merits to derive an al- 
ternative powerful data transformation for Gamma distributed variables. The 
main disadvantage of GHF that we would like to avoid lies on the fact that 
t distribution roughly approximates unit normal when the A< 20 (especially 
with regards to the tails of the distributions). To this extend, here we will 
present our "hybrid" algorithm called Hybrid Haar-Fisz (HHF). 
In the previous analysis we showed that HF and GHF preserve their prop- 
erties through the resolution levels of the respective algorithms. Although, it is 
questionable whether the geometric Fisz coefficients of the finest levels (where 
A might be small) offer a good approximation to the Gaussian distribution, the 
original HF avoids this insufficiency because it leads to approximately Gaussian 
distributed coefficients directly (instead of approximating Gaussianity through 
the t-distribution as in GHF). Consider also that for Gamma distributed vari- 
ables, at each HF step the smooth coefficients are Gamma distributed with 
strictly increasing \ parameter over the different resolution levels, so that af- 
ter an unknown number of steps A can be thought as sufficiently large and 
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thus t2,, offers a better approximation to normality. This discussion motivates 
the following setup: find a way to combine HF and GHF into a Hybrid HF 
scheme by assigning a number of HF steps at the beginning (to let A increase 
sufficiently) and continuing with GHF steps up to the coarsest level. Let us 
show how Hybrid Haar-Fisz works by using the Y= (yz) 1' Gamma(A2, b) 
input vector. 
Algorithm 6.2: Hybrid Haar-Fisz 
1. Set sj = Y. 
2. "Depending on the data" define a number of steps m (1 <m<J- 2) to 
use the HF part of the algorithm. Thus for j=J-1, ..., J-m estimate 




Jk 82 2 sý 
ask 
k 
where k=1,2, ..., 22 and 
Ak+' is estimated as before at the steps when 
GHF is applied (at HF steps simple set Aj+1 =2 so that the term under 
the square root does not matter). 
3. For the remaining j=J-m-1, ..., 0 estimate the geometric smooth 
and Fisz coefficients as: 




X21 82k11-ýk1 ý. 
2.8ak 
where k=1,2, ..., 2i. 







-j-j S2k - Sk 
fk 
fork=1,..., 2j. 
5. Set il = sj. 
A disadvantage of the HHF approach is the choice of an arbitrary chosen 
number of HF and GHF steps "depending on the data! '. We have noticed that 
the optimal steps (in terms of the variance stabilization results) depends on the 
A, parameters of the Gamma distribution of the original sequence, Y, as well 
as on the sample size of Y. Usually 2 to 4 steps produced the best results in 
simulations of 1024 observations from Gamma(A , b) distribution with 
A, <5 
(i = 1, ..., 1024). 
As a topic for further research, we would like to develop a method that is 
adaptive in the sense that it would define automatically which smooth coeffi- 
cients (arithmetic or geometric) will be estimated in each case. This is clearly 
a complex case as one has to decide about the rule to be used in order to make 
such a decision. 
6.4 Simulations 
Following Fryzlewicz and Nason (2004a), we simulate n= 1024 data by first 
fixing known intensities A. To fix the intensities we generate n= 1024 data 
from the Doppler, Blocks, Bumps and Heavisine functions in R package and 
by shifting and scaling them, we achieve (min, max) intensities of (a) (1/8, 
8) and (b) (8,128). We call these data the base intensities. Based on these, 
we draw a sequence of x, \ variables each with known intensity A, 1, taken 
from 
the nth point of each of the functions (we use the case of xL distribution 
to compare our algorithms with HF for X2 distributed variables). These 
sequences, denoted as O,, are the input for the variance stabilizing methods 
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Number of Observations Number of Observations 
Figure 6.1: Simulated 0, intensities (black lines) and their base intensities 
counterparts (red lines). Top/left: Doppler function; Top/right: Blocks func- 
tion; Bottom/left: Bumps function; Bottom/right: Heavisine function. 
we compare. Our hypothesis is that On, is some uncorrelated sequence with 
a marginal distribution possessing Property 5.1. The true and the simulated 
xa intensities for the (8,128) case are shown in Figure 6.1. 
The above procedure is repeated 200 times and each of the sequences are 
transformed by the methods we compare: Haar-Fisz for Chi-square distributed 
data (HF), Geometric Haar Fisz (GHF), Hybrid Haar-Fisz (HHF) and Data- 
Driven Haar-Fisz (DDHF). These transformations take the sequences O" into 
a new series o assumed to he well-n1Oýcleled by: 
On - In + En (6.14) 
where f, ti is the transformed signal and c, is distributed as iid N 
[0, o]. To 




Number of Observations Number of Observations 
6.4. Simulations 
1. Transform O into o,, by each of the methods. 
2. Denoise the signals with EbayesThresh package using a Haar wavelets 
decomposition (Johnstone and Silverman, 2005) and invert to obtain the 
denoised signal f,,. More about wavelet denoising will be discussed in 
Chapter 8. 
3. Estimate the residuals, e,,, from (6.14) and check whether their variance, 
o, is constant 
To assess the variance constancy of e,, we apply a modification of the 
White's test for variance constancy for time series data (Breusch and Pagan, 
1979). Figures 6.2 - 6.5 give the variance stabilization results of the methods for 
the data range (min, max) = (1/8,8). The dots represent the Breusch-Pagan 
test p-values. We observe that, in overall, the best variance stabilization re- 
sults are obtained by Data-Driven Haar-Fisz that does not fail completely in 
any of the 4 base intensity functions we examine. HF stabilizes adequately 
the variance of the "Bumps" data only. HHF performs similarly to HF (they 
both approximately stabilize adequately the variance of the "Bumps" data), 
while GHF seems to work better than them in overall, but it's best feature is 
the variance stabilization of the "Doppler" data. Notice that GHF does not 
fail completely in any of the data sets we examine, in contrast to both HF and 
HHF. 
Figures 6.6 - 6.9 present the variance stabilization results of the methods 
for the data range (min, max) = (8,128). DDHF's performance is clearly the 
best among the methods. The rest HF-type methods share similar features 
and all of them fail to approximately stabilize the variance of the "Heavisine" 
data. 
Next, we compare the data Gaussianization performances of the methods 
in terms of the Kolmogorov-Smirnov (K-S) test for normality. For both the 
cases of (min, max) = (1/8,8) and (min, max) = (8,128) we restrict our 
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Figure 6.2: Variance stabilization of Haar-Fisz transformation in 200 itera- 
tions. The data range is (min, max) = (1/8,8). 
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Figure 6.3: Variance stabilization of Geometric Haar-Fisz transformation in 
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Figure 6.4: Variance stabilization of Hybrid Haar-Fisz transformation in 200 
iterations. Three HF steps were used. The data range is (min, max) = (1/8, 
8). 
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Figure 6.5: Variance stabilization of Data-Driven Haar-Fisz transformation in 
200 iterations. The data range is (min, max) = (1/8,8). 
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Figure 6.6: Variance stabilization of Haar-Fisz transformation in 200 itera- 
tions. The data range is (min, max) _ (8,128). 
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Figure 6.7: Variance stabilization of Geometric Haar-Fisz transformation in 
200 iterations. The data range is (min, max) = (8,128). 
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Figure 6.8: Variance stabilization of Hybrid Haar-Fisz transformation in 200 
iterations. Two HF steps were used. The data range is (min, max) = (8,128). 
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Figure 6.9: Variance stabilization of Data-Driven Haar-Fisz transformation in 
200 iterations. The data range is (min, max) = (8,128). 
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Figure 6.10: Gaussianization of Haar-Fisz transformation in 200 iterations. 
The data range is (min, max) = (1/8,8). 
analysis to two best variance stabilization cases for each method. In this way, 
we present: 
" For the (min, max) = (1/8,8) case: We include Haar-Fisz with Doppler 
and Bumps, Geometric Haar-Fisz with Doppler and Blocks, Hybrid Haar- 
Fisz with Bumps and Blocks and Data-Driven Haar-Fisz with Bumps and 
Blocks. 
" For the (min, max) = (8,128) case: We include the K-S p-values of 
Bumps and Blocks for all methods. Here we need to mention that DDHF 
successfully Gausianizes the residuals of all data sets but for illustration 
reasons we limit ourselves to the Bumps and Blocks cases. 
Figures 6.10 - 6.13 depict the (min, max) = (1/8,8) case (the dots represent 
the K-S p-values). All methods have satisfactory Gaussianization performances 
on the data sets we present here. 
For the (min, max) = (8,128) sequences, all the methods also Gaussianize 
the data well (Figures 6.14 - 6.17). Note that only Data-Driven Haar-Fisz 
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Figure 6.11: Gaussianization of Geometric Haar-Fisz transformation in 200 
iterations. The data range is (min, max) = (1/8,8). 
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Figure 6.12: Gaussianization of Hybrid Haar-Fisz transformation in 200 iter- 
ations. Three HF steps were used. The data range is (min, max) = (1/8, 
8). 
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Figure 6.13: Gaussianization of Data-Driven Haar-Fisz transformation in 200 
iterations. The data range is (min, max) = (1/8,8). 
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Figure 6.14: Gaussianization of Haar-Fisz transformation in 200 iterations. 
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Figure 6.15: Gaussianization of Geometric Haar-Fisz transformation in 200 
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Figure 6.16: Gaussianization of Hybrid Haar-Fisz transformation in 200 it- 
erations. Three HF steps were used. The data range is (min, max) = (8, 
128). 
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Figure 6.17: Gaussianization of Data-Driven Haar-Fisz transformation in 200 
iterations. The data range is (min, max) = (8,128). 
approximately stabilized the variances and Gausianizes the e, a adequately for 
all base intensity functions, so that we conclude that it has the best vari- 
ance stabilization and Gaussianization performance in our simulations. The 
main reason behind this should be that DDHF adapts more easily to the data 
assumptions described in Fisz (1955) regarding data the come from piecewise 
constant mean sequences. Our GHF and HHF methods seem to be comparable 
to HF transformation for Gamma distributed variables. 
6.5 Application to Real Data 
In this paragraph we will examine the performance of the transformations in 
real time series data. Two data sets, obtained from the Time Series Data Li- 
brary (http: //www-personal. buseco. monash. edu. au/-hyndman/TSDL/), are 
analyzed. The first one is called Melbmax and contains the daily maximum 
temperatures in Melbourne, Australia from 01 January 1981 to 31 December 
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Figure 6.18: Daily maximum temperatures in Melbourne, Australia from 01 
January 1981 to 31 December 1990. 
1990 (Source: Australian Bureau of Meteorology). We plot the values in Figure 
6.18. 
From the preliminary data analysis, we observed that for high tempera- 
tures the variation is larger, implying a mean-variance relationship similar to 
Property 5.1. To see this graphically, we plot the local standard deviations Q,, 




k xi An =k 
where x denotes the data observations and k is an arbitrary constant (we have 
set k= 4). 
In order to use the IHF-type methods we assume that the mean temperature 
(and hence the variance) changes over time but the change in the mean is not 
very fast. Although we admit sudden changes we do not assume continual 
rapid change. In this way the mean can change suddenly but not change 
rapidly for a prolonged period. We believe these assumptions are realistic but 
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Figure 6.19: Local means versus local standard deviations for the Melbmax 
data. The solid line is the predicted local standard deviation of the mean- 
standard deviation model. 
we have not tested them in any formal statistical sense. 
HF GHF HHF DDHF 
Breusch-Pagan p-values 0.060 0.165 0.125 0.070 
K-S p-values 0.002 0.001 0.002 0.062 
Table 6.1: Variance stabilization and Gaussianization p-values for each of the 
HF-based methods. The significance levels for the Breusch-Pagan and K-S 
p-values is set at 5%. Data: Melbmax. 
Table 6.1 shows the variance stabilization and the data Gaussianization 
results from the first data set. We observe that all the methods stabilize the 
variance of the en adequately, as indicated by the Breusch-Pagan p-values at 
significance level 5%, with the best competitor among them being the GIIF 
that attains the largest p-value. However, only DDHF also produces Gaus- 
sianized residuals. Our GHF-based method has good variance stabilization 
properties but fail in the Gaussianization task. 
Figure 6.20 depicts the autocorrelation properties of the methods. Evi- 
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Figure 6.20: Autocorrelation functions of the residuals of the HF-based trans- 
forms. Data: Melbmax. 
dently, all methods produce very low acf estimates, implying the near-absence 
of autocorrelation in the transformed sequences. 
The second data set is called PEAS and contains monthly precipitation 
values (in mm) from Eastport lake, USA for the years 1887 - 1950 (Nippel and 
McLeod, 1994). The data are presented in Figure 6.21. Based on the above 
assumptions for the mean-variance relationship (also shown at the bottom 
part of Figure 6.21), we perform similar model checking for the PEAS data 
set. As before, all methods stabilize the variance of the c, adequately at 
significance level 5%. This time, though, the methods also Gaussianize the 
residuals as indicated by the large p-values (Table 6.2). In Figure 6.22 we 
HF GHF HHF DDHF 
Breusch-Pagan p-values 0.670 0.152 0.101 0.270 
K-S p-values 0.983 0.261 0.844 0.954 
Table 6.2: Variance stabilization and gaussianization p-values for each of the 
HF-based methods. The significance levels for the Breusch-Pagan and K-S 
p-values is set at 5%. Data: PEAS. 
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Figure 6.21: Top: Monthly precipitation (in mm) from Eastport lake, USA 
(1987 - 1950); Bottom: Local means versus local standard deviations for the 
PEAS data. The solid line is the predicted local standard deviation of the 
mean-standard deviation model. 
present the autocorrelation plots which are not very different from the ones of 
the Melbmax analysis. 
In summary, the real data analysis showed that GHF and HHF methods 
are comparable to HF. They approximately stabilize the variance of the E, a 
sequences, produce low autocorrelation coefficients and in one of the two data 
sets they have satisfactory data Gaussianization properties. However, we argue 
that DDIIF outperforms them all since, with these particular data sets, it never 
failed in its variance stabilization and Gaussianization tasks. The main reason 
for this is DDHF's ability to handle more general data cases (where the mean 
sequence may not be "approximately" piecewise constant) 
6.6 Conclusions 
This chapter discusses two novel multi-scale transformations that are based 
on a certain modification of the original Haar-Fisz method. Particularly, GHF 
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Figure 6.22: Autocorrelation functions of the residuals of the HF-based trans- 
forms. Data: PEAS. 
estimates the smooth coefficients of the transformation by the geometric mean 
of pairs of observations. HHF can be considered as a combination of HF and 
GHF. The algorithms can be applied to Gamma distributed data in a similar 
way to HF and they aim to approximately stabilize their variance and at 
the same time approximately Gaussianize their distribution. Applied to time 
series data, simulated by 4 different functions (Doppler, Blocks, Bumps and 
Heavisine), the performances of GHF, and HHF are very similar to HF with 
the former having slightly better variance stabilization properties than the rest 
in some cases. 
Generally, though, DDHF is regarded as the best data transformation, since 
it is designed to adapt to the features of the data transform them accordingly. 
In the future, it would be interesting to examine whether a data-driven version 
of GHF or/and of the hybrid approach could lead to even better variance 
stabilization and data Gaussianization results. 
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Data-Driven Haar-Fisz for 
Microarrays 
Many standard statistical techniques are effective on data that are normally 
distributed with constant variance. Microarray data typically violate these as- 
sumptions since they come from non- Gaussian distributions with a non-trivial 
mean-variance relationship. Several methods have been proposed that trans- 
form microarray data to stabilize variance and draw its distribution towards 
the Gaussian. Some methods, such as log or generalized log, rely on an under- 
lying model for the data. Others, such as the spread-versus-level plot, do not. 
We propose an alternative data-driven multiscale approach, called the Data- 
Driven Haar-Fisz for microarrays (DDHFm) with replicates. DDHFm has the 
advantage of being distribution-free? in the sense that no parametric model for 
the underlying microarray data is required to be specified nor estimated and 
hence DDHFm can be applied very generally, not just to microarray data. 
In this chapter we present the DDHFm transform and compare it with ex- 
isting variance stabilization methods for microarray data. Some results of this 
chapter are used in the article by Motakis et al. (2006): "Variance Stabilization 
and Normalization for one-color microarray data using a Data-Driven multi- 
scale approach, published in Bioinformatics. At the end of this chapter we 
proceed one step further to show how Data Driven Haar-Fisz for microarrays 
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(and thus DDHF) performs in the case of data that exhibit constant means 
of replicates (e. g. a subset of a real microarray data set). We will show by 
simulations some features of our algorithm in this case which motivated us to 
develop some new DDHF-based thoughts described in Chapter 8. 
7.1 Introduction 
In Chapter 3 we described some of the most common procedures for graphical 
representation and calibration of the microarray data. These are two inter- 
woven steps in microarray analysis since the type of calibration to be applied 
in each application depends on the nature and the properties of the data, 
inspected by their graphical representation. 
As Rocke and Durbin (2001) and Huber et al. (2002) have indicated, 
microarray data typically come from non-Gaussian distributions with a non- 
trivial mean-variance relationship, which can be easily observed by plotting 
their mean of replicates against their standard deviation of replicates. Since 
many standard statistical techniques are effective on data that do not vio- 
late these assumptions, a large amount of work has been directed in finding 
appropriate methods that calibrate microarray data in terms of appropriate 
variance stabilization and data Gaussianization techniques. In this way, sim- 
ple and universally accepted tools, line ANOVA models, can be applied for 
statistical analysis. 
Other methods, though, aim to analyze the heterogeneous data directly 
through penalized t-tests (Tusher et al., 2001), hierarchical Bayesian modelling 
(Baird et al., 2004), appropriate Maximum Likelihood tests (Wang and Ethier, 
2004) and, recently, gene grouping schemes (Comander et al., 2004; Delmar 
et al., 2005a; Delmar et al., 2005b). These methods involve appropriately 
adjusted tests, able to infer about differentially expressed genes without a 
direct variance stabilization step. 
In this chapter we review the most popular variance stabilization methods, 
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including log-based transformations, the generalized logarithm transformation, 
and the Spread-Versus-Level Plot transformation. Finally we propose an al- 
ternative data-driven multiscale approach, based on the Data-Driven Haar- 
Fisz algorithm. We call our method Data-Driven Haar-Fisz for microarrays 
(DDHFm) with replicates. Its advantage is that DDHFm is "distribution-free" 
in the sense that no parametric model for the underlying microarray data is 
required to be specified or estimated. At the end of this chapter we assess the 
performance of DDHFm via simulated and real one color cDNA data. 
7.2 The Two-Component Model 
In contrast to the "distribution-free" nature of the DDHFm, many of the other 
methods impose the following model to the microarray data: 
Y=a+ µi x e"' + Ei, i=1, ..., n 
(7.1) 
This model is known as the two-component model of Rocke and Lorenzato 
(1995). Here (Y) 1 are the raw single-color intensities for the n genes, each 
assumed to be replicated r times. Sometimes we will write Y,., i when we are 
referring to the rth replicate on the ith gene (r = 1,. .., p). The a term 
represents the (common) mean background noise of the n genes on the array, 
u, is the true expression level for gene i, and ij and e; are normally distributed 
error terms with zero mean and variance a2 ; and a, respectively. As we will 
see below, Y= (Y) 1 is considered as coming from an inhomogeneous process 
that produces the n gene intensities with finite but different pi's and finite but 
different v='s. 
At low expression levels (i. e. pi close to 0) the measured expression Y in 
(7.1) can be written as Ya+c; so that Y is approximately N(a, QE) dis- 
tributed. On the other hand, for large pi's, the middle term in (7.1) dominates 
and Y, " can be modeled as: 
Y -- pie IN 
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with approximate variance 
Var(Yi) ; ze p? Sn (7.3) 
where S, 2, = e0,7(e°» -1). For moderate values of µ;, Y is modeled as in (7.1) 
with variance: 
Var(Y) = µi Sn + a2 (7.4) 
From (7.3) and (7.4), we observe that the standard deviation (sd) of the Y 
increases linearly with their mean. Such mean-variance dependence, implying 
the presence of heteroscedastic intensities, is a major problem in the statistical 
analysis of microarrays. 
7.3 Established Variance Stabilization meth- 
ods 
This paragraph outlines some existing variance stabilizing transforms that have 
been applied to microarray data. We will review log-based transformations, 
the generalized logarithm transform and the Spread-Versus-Level Plot trans- 
formation. The performances of these methods will be compared with our 
DDHFm transform in a following paragraph. 
7.3.1 Log-Based transformations 
Hoyle et al. (2002) examined spot intensity distributions obtained from mi- 
croarray analyzes of a wide range of species and tissues and stated that "mi- 
croarray data belongs to the large class of systems showing good agreement 
with Benford's law (Benford, 1938), and that the bulk of the data from a 
microarray experiment generally has a log-normal distribution". Based on 
this notion, the data are modeled by (7.2), so that the log transform, log(Yi), 
should stabilize the variance of the gene intensities and bring their distribution 
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closer to the Gaussian. Speed (2001) has strongly recommended the use of log 
transformation. 
An extension of this approach considers the log-transformed background- 
corrected intensities, Zi = log (Y-ä), where ä is an estimate of the background 
noise a and can be estimated from the data by image analysis or by the method } 
proposed in Rocke and Durbin (2001). Notice that Z; is not defined when 
ya ä, which occurs in the case of unexpressed or non-properly hybridized 
genes. These genes, which according to Durbin et al. (2002) can be as many 
as half of the unexpressed genes and may constitute a large part of the full 
data set, is common practise to be excluded from further analysis. In this case, 
the gene exclusion (filtering) procedure certainly leads to a significant loss of 
information. 
Tukey (1977) defines the "Started-Log" transformation as: 
Z1=log(Y-a+k) (7.5) 
where the positive constant k is estimated from the data ask = QE /21/4-2, so 
that it minimizes the maximum deviation from variance constancy. Alterna- 
tively, Holder et al. (2001) developed the Log-Linear Hybrid transformation 
as: 
Y="+log(k) 1 for t- ak Zz k- 
log(Y - a) for Y-a>k 
where the optimal k is estimated from the data as k &E/Q,,. This trans- 
formation has also been called Linlog by Cui et al. (2003). 
7.3.2 Generalized Logarithm transformation 
Based on the logarithmic transformations family, Munson (2001), Durbin et 
al. (2002), and Huber et al. (2002) independently developed the Generalized 
Logarithm transformation (referred to as glog in Rocke and Durbin, 2003). For 
data that come from model (7.1) with the mean-variance dependence (7.3) - 
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(7.4), glog is assumed to produce symmetric transformed gene intensities with 
stabilized variance. The formula is: 
Zz = log{(Y - a) +; -(: t)2 + Cl (7.6) 
where c is estimated from the data as c= &E/S%. Rocke and Durbin (2001) 
described the algorithms to estimate a and c from one-color cDNA data. While 
estimation of a can be conducted without replicated genes, estimation of c 
involves estimation of S2 that requires replication. 
Durbin et al. (2002) and Rocke and Durbin (2003) give a detailed de- 
scription of glog and its properties and they compare it with the background 
corrected log, the Started-Log and the simple logarithmic transform. By con- 
sidering 18 deterministic 1i values, each corresponding to a gene, they simulated 
1',, i with r=1, ... , 1000 and i=1, ... , 18 intensities from the two-component 
model (7.1) with parameters a= 24800, a, 7 = 0.227 and o= 4800 and as- 
sessed the performance of the methods in terms of the resulting transformed 
gene intensity variances and skewness coefficients. The two major results of 
Durbin et al. (2002) state that glog "stabilizes the asymptotic variance of 
microarray data across the full range of the data, as well as making the data 
more symmetric" than the other methods under comparison. 
We would like to focus, though, on the procedure the authors followed to 
transform the intensities. According to Durbin et al. (2002) after simulating 
the intensities with the parameters mentioned above, their data were subse- 
quently transformed using (7.1), with c=o /Sn = 4800/0.0556 = 413822950 
by using a,, = 0.227. This indicates that the transformation parameters were 
not re-estimated but, instead, the known model parameters a, o,, and a, were 
used to evaluate their method. This procedure is biased because for real data 
these parameters are not known and need to be estimated. Thus, their re- 
ported glog simulation results are based on the idealized situation of where 
the true parameters were known. In practice, the true parameters are not 
known and have to be estimated, which results in inferior overall variance sta- 
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bilization performance. In our simulations described in a following paragraph, 
we demonstrate this by simulating data from the two-component model and 
estimating the parameters. 
7.3.3 Spread-versus-Level Plot transformation 
Archer et al. (2004) describes a different variance stabilization approach based 
on plotting the log-median of the replicated intensities on the x-axis (level) 
against the log of their fourth-spread (a variant of the interquantile range) 
on the y-axis (spread). The slope, b, of the spread-versus-level plot is used 
to suggest a power transformation, claimed to most appropriately stabilize 
the variance. When using a spread-vs-level plot, the suggested power of the 
transformation is p=1-b. 
7.3.4 Data-Driven Haar-Fisz transformation for microar- 
rays 
Next, we describe our new transformation method that is based on the Data- 
Driven Haar-Fisz idea. Our algorithm requires a subtle organization of mi- 
croarray intensities into a form acceptable for the DDHF transform. We call 
our adaption the DDHF transform for microarray data with replicates, or 
DDHFm. The DDHFm R/Bioconductor package is available in Bioconductor 
and CRAN. 
The DDHF transform has been described in Chapter 6. Here we provide 
a brief review of its properties in the microarrays setting. DDHF transform 
relies on an input sequence of positive random variables Xi with mean pi and a 
variance cr with some monotone (non-decreasing) relation between the mean 
and variance a, = h(pi). The transform works best when the underlying µi 
form a piecewise constant sequence. In other words, when consecutive p are 
often very close or actually identical in value but large jumps in value are 
also permitted. However, microarray data are usually not organized in this 
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sequential form. Microarray intensities Y, " usually come in replicated blocks: 
i. e. ,., i is the rth replicate for the ith gene. For the ith gene what we 
do 
know is that the underlying intensity p,., i for Y,.,; is identical for each replicate 
r (this is the reason for replication). So, if the intensities for all replicates for 
a given gene i were laid out into a consecutive sequence we would know that 
their underlying µ,., i sequence would be constant. 
To be able to make efficient use of the DDHF transform we would need to 
sort our intensities in order of increasing µ,., t so that the sequence would be 
as near piecewise constant as possible. In actuality as we do not know the p{ 
(since that is what we are trying to estimate) we cannot sort the sequence into 
increasing p order. So, we do the next best thing in that we order the replicate 
sets according to their increasing mean observed value where the mean is taken 
across replicates. The idea is that the observed mean estimates the µ,., j and 
observed mean ordering estimates the `correct' true mean ordering. In Chapter 
8 we explore further this idea. 
For example, suppose there were 4 replicates and 4 genes with observed 
intensities (columns "Rep1 - Rep4"): 
Rep 1 Rep 2 Rep 3 Rep 41 Means 
Gene 1 13 12 13 14 13 
Gene 2 10 11 12 11 11 
Gene 3 100 102 99 103 101 
Gene 4 73 74 74 75 74 
Column "Means" contains the observed gene means over replicates. Then 
ordering these replicates according to mean gene intensity and concatenating 
gives a sequence of: 
10 11 12 11 13 12 13 14 73 74 74 75 100 102 99 103. 
This ordered sequence of intensities within replicate blocks forms the input 
to the DDHFm algorithm and the data are subsequently transformed as in 
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DDHF. After transformation any further technique that has previously been 
applied to variance stabilized and normalized data may be applied here. 
In our simulations described next, we transform our data with the Log 
transform (Log), the Log-Linear Hybrid (Hyb), the Generalized Logarithm 
transform (glog), the Spread-versus-Level transform (SVL) and our new DDHFm 
method. We also show the performances of these algorithms on real cDNA 
data, obtained from the Stanford Microarray Database (http: //genome-www5. 
stanford. edu/). We do not use the background corrected log because in our 
simulations it excluded several low expressed genes (approximately the 20% of 
the gene in each simulated data set). Also, we do not consider the Started Log 
transform that has been shown to be inferior to Log, Hyb and glog in Rocke 
and Durbin (2003). 
7.4 One Color cDNA Data Acquisition 
We simulate from the two component model (7.1) with parameters estimated 
from real cDNA data, obtained from the Stanford Microarray Database. Two 
sets of data are considered. The first one comes from McCaffrey et al. (2004) 
study on mouse cDNA microarrays to investigate gene expression triggered 
by infection of bone marrow-derived macrophages with cytosol and vacuole- 
localized Listeria monocytogenes (Lm). Each gene was replicated 4 times. The 
data set labels were 40430,40571,34905 and 34912. The second set comes 
from Pauli et al. (2006) work to identify genes expressed in the intestine of 
C. elegans using cDNA microarrays. Student t-tests for differential expression 
were conducted with 8 replicates for each gene. The data set labels were 36590, 
38262,38265,39215,40157,41833,41834,41886. 
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7.5 Simulations based on McCaffrey et al. (2004) 
data 
We wish to simulate a likely pi signal using our real cDNA data. As in the 
example of paragraph 7.3, we estimate the mean of replicates for each gene 
from our two data sets. These means are ordered and concatenated in a single 
vector from which we sample 1024 equispaced values. This sequence of sample 
means, shown in Figure 7.1, forms our simulated µ; signal ("the truth"). This 
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Figure 7.1: Simulated µi signal ("the truth") for 1024 genes. 
we simulate p=4 replicated raw intensities ,., i, where r=1, ..., 4 and i 
= 1,2, ..., 1024, using the simdurbin2() 
function from the DDHFm package 
which simulates from model (7.1). To obtain Y,., j, model (7.1) was considered 
with parameters a= 340, a, 7 = 0.9 and o= 95 as estimated (and rounded) 
from the McCaffrey et al. (2004) data set. These parameters are re-estimated 
as in Rocke and Durbin (2001), then applied to the transformation methods 
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that require their estimation (glog and Hyb) and the data are subsequently 
transformed. We iterate the above procedure k= 1000 times, and produce 
Yrk, s raw intensities, where rk denotes the rth replicate of the kth iterated 
sequence. Finally, we concatenate the transformed YTk, i into a single "output" 
vector for each i, from which we will derive our results. In other words, our 
output consists of 1024 output vectors yj of length pxk= 4000 transformed 
observations. 
The effectiveness of the methods is assessed in terms of adjusted sds (Qi) 
of the replicated transformed intensities of each pi. Each & is computed as 
follows. The sd, a i, of the stabilized sample of 4000 values is computed for 
each pi. We noticed that each method stabilizes the variance to a different 
value. So, for each method we compute the mean of ci's over the whole µi set, 





In this way the different stabilization methods can be compared directly. Addi- 
tionally, we evaluate the Gaussianization properties of each transform by means 
of D'Agostino-Pearson K2 test for normality (D'Agostino, 1971): the test is 
appropriate for detecting deviations from normality due to either "abnormal" 
skewness or kurtosis. Hence, when we subsequently write (not) normal we 
mean relative to this test. In contrast to the analysis of Durbin et al. (2002) 
on the means of skewness coefficients over 1000 samples for each µ, we choose 
this more comprehensive, distribution-based approach. 
Figures 7.2 - 7.4 show the variance stabilization results of the transforma- 
tion methods. Note that "glogi" stands for the generalized logarithm transform 
with the known (optimal) parameters a, o, 7 and oE, while "gloge7 is the glog 
transform with all parameters being estimated. Additionally, we consider the 
Log-Linear Hybrid method (Hyb), the background uncorrected log transform 
(Log), the Spread-Versus- Level transform (SVL) and our new DDHFm. 
We plot the QA's against the 1024 "mean-sorted" genes of data simulated 
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Figure 7.2: Variance Stabilization of glop' (top) and glogf (bottom) trans- 
forms. Dots: c. = 0.9; Crosses: a,, = 0.3. Horizontal line at 1. Each gene is 






Figure 7.3: Variance Stabilization of Hyb (top) and Log (bottom) transforms. 
Dots: o=0.9; Crosses: o=0.3. Horizontal line at 1. Each gene is replicated 
4 times. 
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Figure 7.4: Variance Stabilization of SVL (top) and DDHFm (bottom) trans- 
forms. Dots: Q,, = 0.9; Crosses: Q,, = 0.3. Horizontal line at 1. Each gene is 
replicated 4 times. 
first from o=0.9 (estimated from McCaffrey et al. (2004) data) and then 
from vn = 0.3 in order to show the performance of the methods with differ- 
ent choices of the model parameters. Varying a and vE individually in the 
simulations did not yield different variance stabilization results from the ones 
reported here. In the next paragraph we simulate from a different data set and 
we will see the performances of the methods for different a and of values. 
The more concentrated the Qt's are around 1 (the straight line in the fig- 
ures), the better the stabilization has been performed. Figure 7.2 evidently 
shows the superiority of glogz over gloge for both o, 7 values, indicating the 
direct effect on variance stabilization when the glog parameters are being es- 
timated. The means of the estimated parameters over the k= 1000 sequences 
were estimated as a= 430.22, o, 7 = 0.85 and o= 104.5. Further analysis 
has showed that the large differences of the estimate & from a, frequently 
observed over the k iterations, is the main cause of the degradation in gloge 
performance. 
Figure 7.3 shows Hyb and Log variance stabilization results. Notice that 
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Figure 7.5: Gaussianization of gloge transform. Top: a,, = 0.9; Bottom: a,, _ 
0.3. Horizontal line at 5%. Each gene is replicated 4 times. 
both methods fail to stabilize the adjusted sds of the transformed intensities 
and, similarly to gloge, their performance depends on the a, r value: the smaller 
the o gets, the better variance stabilization is achieved. For small oq though, 
Log seems to work better than the other two methods. 
In Figure 7.4 we notice that SVL seems to perform well, especially for 
small Q,,, but its performance is still inferior to DDHFm. DDIIFm clearly 
outperforms every other method and its variance stabilization results are very 
similar with those of glogi (but, of course, glog; uses known parameters and 
can not be used in practice). 
Figures 7.5 - 7.7 show the Gaussianization results of the gloge, Hiyb and 
Log methods. To produce the respective dotplots, we have estimated the 
D'Agostino-Pearson K2 p-value for each set of transformed intensities. In 
the figures we present these 1024 p-values (dots) over the 1024 "mean-sorted" 
genes. We interpret p-values over 0.05 to indicate good Gaussianization and 
have plotted a horizontal line in the plots to aid interpretation. Evidently, gloge 
performances poorly for o=0.9. On the other hand, Ilyb and Log seems to 
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Figure 7.6: Gaussianization of Hyb transform. Top: c=0.9; Bottom: Q,, _ 
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Figure 7.7: Gaussianization of Log transform. Top: o=0.9; Bottom: a,, _ 
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Figure 7.8: Gaussianization of SVL transform. Top: o, 7 = 0.9; Bottom: o, 7 _ 
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Figure 7.9: Gaussianization of DDHFm transform. Top: a,, = 0.9; Bottom: 
v, 7 = 0.3. Horizontal 
line at 5%. Each gene is replicated 4 times. 
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work better, especially for medium and high expressed genes. For a,, = 0.3 all 
three methods show satisfactory results. However, Log-transformation is still 
the best method among them (it Gaussianized 88.3% of the data compared to 
72.5% for the gloge and 63.1% for the Hyb). 
Figures 7.8 - 7.9 indicate the Gaussianization performances of the SVL and 
DDHFm methods, which had the best variance stabilization performances. We 
notice that SVL fails to normalize most of the transformed intensities for any 
a77, At a,? = 0.9, DDHFm normalizes 55% percent of the transformed intensities 
but a slight downward trend is apparent, indicating that DDHFm normaliza- 
tion performance degrades as µ; gets larger. For o=0.3, though, DDHFm 
normalizes the 91% of the transformed data with lack of a particular trend. 
DDHF normalizes better than SVL and outperforms the other transforms, due 
to its superior variance stabilization properties. 
7.6 Simulations based on Pauli et al. (2006) 
data 
We simulate, as before, k= 1000 sequences from n= 1024 genes. Here we 
replicate each gene p=8 times in order to show the performance of selected 
methods when more replicates are available. We generate the µ signal and 
then simulate raw intensities from the two-component model with parameters 
a= 900, of = 196 and a. = 0.3 derived from Pauli et al. (2006) cDNA data 
analysis. Additionally, we simulate data with the same a and o parameters 
and let a,, = 0.9. We compare gloge, Log, Hyb, SVL and DDHFm transforms. 
The top section of Table 7.1 shows the summary statistics of the adjusted 
sds d of the transformed simulated data (from a,, = 0.3) for each method. Bet- 
ter concentration of the di around 1 suggests better variance stabilization. We 
observe that the best performance is achieved by DDHFm with approximately 
3.5 times lower range and 4 times lower sd from the best competitor (Log 
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Min Q1 Med Q3 Max SD 
Q; gloge 0.248 0.666 1.120 1.335 1.473 0.364 
Log 0.770 0.961 0.992 1.020 1.475 0.120 
Hyb 0.520 0.861 1.026 1.148 1.354 0.171 
SVL 0.830 0.915 0.967 1.040 1.512 0.121 
DDHFm 0.907 0.979 1.000 1.020 1.090 0.030 
K glog° 0.000 0.000 0.000 0.000 0.981 -- 
Log 0.000 0.007 0.165 0.503 0.998 -- 
Hyb 0.000 0.003 0.17 0.476 0.997 -- 
SVL 0.000 0.000 0.000 0.150 0.996 -- 
DDHFm 0.000 0.085_ 1_0.291 0.597 0.995 -- 
Table 7.1: Summary statistics of the adjusted standard deviations (ät) and K2 
p-values (K2) for the various transformation methods. Simulated data from 
the two-component model with parameters a= 900, o, = 196 and a, 7 = 0.3. 
Min Q1 hied Q3 Max SD 
ö; gloge 0.128 0.467 1.120 1.245 1.573 0.371 
Log 0.374 0.901 1.020 1.129 1.524 0.208 
Hyb 0.220 0.841 1.026 1.148 1.250 0.212 
SVL 0.555 0.967 1.032 1.087 1.211 0.107 
DDHFm 0.889 0.964 1.001 1.021 1.088 0.032 
K gloge 0.000 0.000 0.000 0.000 0.776 -- 
Log 0.000 0.000 0.002 0.302 0.976 -- 
Hyb 0.000 0.000 0.000 0.028 0.701 -- 
SVL 0.000 0.008 0.100 0.239 0.994 -- 
DDHFm 0.000 0.073 0.254 0.533 0.977 -- 
Table 7.2: Summary statistics of the adjusted standard deviations (&) and K2 
p-values (K2) for the various transformation methods. Simulated data from 
the two-component model with parameters a= 900, o, = 196 and an = 0.9. 
transform). The bottom section of Table 7.1 shows the K2 p-value summary 
statistics. Again, DDHFm performs better than any other method. DDHFm 
also has the 1st Quantile (Q1) of its p-values distribution above 0.05. 
Table 7.2 shows the performances of the methods for data simulated from 
the two-component model with parameters a= 900, a, = 196 and c,, = 0.9. 
Again, DDHFm is superior to any other method in terms of the variance 
stabilization and data Gaussianization. SVL and Log are the next best method 
with the former performing better for high a,, 's. 
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Figure 7.10: Standard deviation of replicates versus the mean of replicates 
for the McCaffrey et al. (2004) data set (top) and the Pauli et al. (2006) 
data set (bottom). Each point represents the mean and standard deviation 
of replicates. The solid line is the predicted standard deviation from the two- 
component model with parameters fit to the data. 
7.7 Performance of the Transformations on Real 
cDNA Data 
In this paragraph, we transform the McCaffrey et al. (2004) and the Pauli 
et al. (2006) real cDNA data. The need for data transformation is suggested 
by a preliminary analysis which indicates that the replicate sd increases with 
the replicate mean (see Figure 7.10). We apply DDHFm, Log, SVL, and glog 
transforms to the data set and compute the adjusted replicate sds. Ideally, 
the five sequences of Q; should be as closely concentrated around 1 as possible. 
Since we have only 4 replicates for each gene we cannot check the Gaussian- 
ization performances of the methods by K2 test. To this extend, we decided 
to check data gaussianization by the Kolmogorov-Smirnov (KS) test for nor- 
mality with Lilliefors correction (because the mean and standard deviation are 
estimated; Dallal and Wilkinson, 1986). 
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Figure 7.11: Variance stabilization of glog (top/black), Log (top/grey), SVL 
(bottom/ grey) and DDHFm (bottom/black) transforms on the McCaffrey et 
al. (2004) data set. Dashed lines: range of glog (top) and SVL (bottom) 
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Figure 7.12: Variance stabilization of glog (top/black), Log (top/grey), SVL 
(bottom/ grey) and DDIIFm (bottom/black) transforms on the Pauli et at. 
(2006) data set. Dashed lines: range of glog (top) and SVL (bottom) adjusted 
sds; dotted lines: range of Log (top) and DDIIFm (bottom) adjusted sds. 
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Figure 7.11 shows the variance stabilization results of the methods on the 
McCaffrey et al. (2004) data set. Notice that DDHFm Q; 's range approxi- 
mately from 0 to 3.5 (the dotted lines in the bottom part of Figure 7.11) with 
estimated sd of di, &, F; = 0.35, while the best competitor glog produces Q1's that 
range from 0 to 3.95 with &Q; = 0.51. Log and SVL perform worse than glog 
(their Q='s range from 0 to 5.8 with öQ, = 0.46). The respective KS p-values for 
glog and log are 0.1 and 0.17, while for SVL and DDHFm are 0.04 and 0.23. 
Since DDHFm produces äß's that are more closely concentrated around 1 than 
of any of the competitors, we conclude that this is the best transformation for 
our data set. Similarly, Figure 7.12 illustrates the variance stabilization results 
of the methods on the Pauli et al. (2006) data set. As before, our method 
achieves superior variance stabilization results over the whole µi range. The 
corresponding KS p-values for the four method under comparison are glog: 
0.19; log: 0.21; SVL: 0.07; DDHFm: 0.24. We conclude that even with a 
larger number of replicates DDHFm performs the best. 
7.8 DDHFm for Simulated Microarray Data 
with Constant "True" Means of Replicates 
In this paragraph we aim to examine deeper some characteristics of the DDHFm 
transform. In the previous analysis we showed that DDHFm has superior vari- 
ance stabilization and Gaussianization properties compared to other existing 
methods. Our algorithm is distribution-free in the sense that it is not assume a 
specific model but it works under the general conditions described in paragraph -: ° 
7.3.4. 
Now, let us assume a microarray data set generated by a series of constant 
"true" means of replicates. This data set can be for example a small subset of 
non-expressed or low expressed microarray data. According to the theoretical 
and empirical results of Rocke and Durbin (2001), the "true" variances of 
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replicates should also be constant (formulas (7.3) - (7.4)). To this extend, we 
do not consider this case as a variance stabilization problem. Note though, 
that both the estimated means and variances of replicates differ across the 
data due to noise. 
Naturally, we do not have any a priori information on the "true" means 
and variances. What we observe is unequal estimated means and unequal 
estimated variances which we can try to approximately stabilize (or rather 
makes them more concentrated to a constant value) by DDIIFm. Along these 
lines, we wish to demonstrate how DDHFm performs in this hypothetical case 
and show some interesting properties. 
As before, we simulate data for 1024 genes, each replicated 4 times, and 
repeat 1000 times. The data are generated from the two-component model 
with parameters a= 340, of = 95 and two choices of a, (o, 1 = 0.9 and 
a, 7 = 0.3) as before. The constant "true" µ; signal is selected 
from the means 
of replicates of our real cDNA data set of McCaffrey et al. (2004). We assess 
the variance stabilization performance by (7.7) and the Gaussianization by 
D'Agostino-Pearson K2 test for normality, although these are not the main 
objectives of our analysis. 
An example of the data we generate is given in the following table, where 
we have set the constant "true" mean of replicates to be 100: 
Rep 1 Rep 2 Rep 3 Rep 41 Means I "True" Means 
Gene 1 125 84 105 90 101 100 
Gene 2 101 97 102 92 98 100 
Gene 3 206 38 105 71 105 100 
Gene 4 53 94 141 98 94 100 
Notice that the data of the above table have constant "true" means of repli- 
cates but unequal estimated means (column "Means") and estimated variances 
(not shown) as a result of the various noise sources that enter in the process. 
At this point two natural questions arise: theoretically, is data sorting (in 
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Figure 7.13: Variance stabilization of DDHFm with means of replicates sorting 
(top) and without means of replicates sorting (bottom). Parameters: a= 340, 
o, 17 = 0.9 and o= 95. Horizontal 
line at 1. Each gene is replicated 4 times. 
terms of the estimated means of replicates) a necessary step for our DDHFm 
algorithm? What would be the effect on the results (variance stabilization and 
data Gaussianization if we do not perform sorting? In our simulations we are 
mainly interested in discussing these two issues. 
Figures 7.13 and 7.14 show the respective variance stabilization and Gaus- 
sianization results of DDHFm applied to simulated data from the two-component 
model with parameters a= 340, a, 7 = 0.9 and aE = 95. Their top parts show 
DDHHFm with sorting while the ones on the bottom indicate what we get if 
we do not perform the sorting procedure (to attenuate the trend effect). Evi- 
dently, the plots look similar implying that sorting has no effect on the results 
in this case. Same findings are obtained for the DDIIFm-transformed data, 
generated from the two-component model with parameters a= 340, an = 0.3 
and o= 95 (Figures 7.15 and 7.16). We proceed one step further, though, 
to show a typical, actual transformed signal we get by these two alternative 
DDIIFm transformations schemes. 
Figure 7.17 plots the DDHFm transformed signal for the 1024 x4 data 
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Figure 7.14: Gaussianization of DDHFm with means of replicates sorting (top) 
and without means of replicates sorting (bottom). Parameters: a= 340, 
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Figure 7.15: Variance stabilization of DDIIFm with means of replicates sorting 
(top) and without means of replicates sorting (bottom). Parameters: a= 340, 
orn = 0.3 and a. = 95. Horizontal line at 1. Each gene is replicated 4 times. 
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Figure 7.16: Gaussianization of DDHFm with means of replicates sorting (top) 
and without means of replicates sorting (bottom). Parameters: a= 340, 
(T, j = 0.3 and (r, = 95. Horizontal 





Figure 7.17: DDIIFiü transformed signal with means of replicates sorting 
(black) and without means of replicates sorting (red). Parameters: o= 340, 
rr,, = 0.9 kind (r, = 95. Lach of the 1024 genes is replicated 4 times so that we 
plot, 4096 data points. The signals have been re-scaled to 0 mean for compar- 
ison reasons. 
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Replicates 
points (re-scaled for comparisons reasons). Remember that the "true" means 
of replicates is constant for the 1024 simulated genes but not the estimated 
ones. The black dots show the transformed intensities when we apply DDIHFm 
with means sorting while the red dots are the DDHFm transformed intensities 
without sorting (for comparison reasons the both transformed signals have 
been sorted). The black and red lines are obtained by local regression to 
the data (lowess curve) and are used here only as an indication of the trend. 
The striking feature of Figure 7.17 is that both DDHFm schemes produce 
transformed signal that exhibits an upward trend, although the "true" means 
of replicates are constant across the genes. Thus, we naturally assume that the 
estimated means of replicates (and thus the noise) have a significant impact 
on the DDHFm transformed signal irrespectively of the data sorting. This 
feature becomes very important if we consider the case where we search for 
differentially expressed genes between two DDHFm transformed data sets. In 
both cases we may introduce biases in our analysis, if the data for a single gene 
across two conditions (treatment and control) have their estimated means of 
replicates far apart although their "true" means are equal. 
To sum up, let us consider the results of this paragraph in terms of a real 
microarray experiment with data generated as in paragraphs 7.5 - 7.7. Obvi- 
ously for this kind of data, sorting is necessary as it is an essential assumption 
for our DDHFm method to work (piecewise constant signal). Extensive sim- 
ulations showed that if for such real-case data we didn't perform sorting, the 
algorithm would give much worse variance stabilization and Gaussianization 
results than the ones obtained with sorting (results not shown). However, the 
question whether sorting is needed for the whole data set still remains unan- 
swered. In a large set of microarray data, one would expect that a subset 
of gene data (e. g. unexpressed or low expressed genes) may come from an 
unknown, common "true" signal (pi). Theoretically speaking, for this subset 
of data sorting should not be necessary since the estimated mean differences 
come from the noise process. 
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Particularly for these data, we would like the DDHFm signal to be constant 
but as we saw the traditional DDHFm transform failed to produce it. For this 
reason, we checked whether by transforming the unsorted data we can be more 
accurate. However, it seems that our approach is not effective enough. 
Another problem that is has not yet been discussed is how to detect those 
genes with constant "true" means from a large microarray data set. This 
should be the first of a series of questions along the lines of the analysis we 
considered so far. Identification of the genes (and as a result a better approx- 
imation of their "true" means) could possibly help us develop an alternative 
DDHFm transformation scheme. A useful tool that can be applied for this task 
is data denoising. An attempt to incorporate wavelets denoising in a DDHFm 
procedure is described in the next chapter. 
7.9 Conclusions 
This chapter has introduced DDHFm, a new method for variance stabilization 
for replicated intensities that follow a non-decreasing mean-variance relation- 
ship. The DDHFm is self-contained and does not require any separate param- 
eter estimation. The DDHFm is also "distribution-free" in the sense that a 
parametric model for intensities does not need to be pre-specified. Hence, it 
can be used in situations where there is uncertainty about the precise underly- 
ing intensity distribution. Simulations have shown that DDHFm not only per- 
forms very good variance stabilization but also it produces intensities that have 
distribution much closer to the Gaussian when compared to other established 
methods. The superior performance of DDHFm combined with its ability to 
adapt to a wide range of distributions with non-decreasing mean-variance re- 
lationship make it an ideal tool for variance stabilization for microarray data. 
This chapter has not addressed the separate, but related, issue of calibration. 
This is an issue for DDHFm that will be discussed in a following chapter. 
At the end of this chapter we have also examined the performance of 
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DDHFm on the case of microarray data that come from a constant "true" 
signal. Some properties and problems of our algorithm were revealed by sim- 
ulating data from the two-component model and perform DDHFm with and 
without sorting. We concluded that an interesting topic for further research 
is to establish a method that generates a transformed signal that is more rep- 
resentative of the "truth". Data sorting alone did not give us a satisfactory 
answer. We attempt to take this answer by investigating the origins of the 
problem: how to approximate more accurately the "truth". This topic will be 
discussed in Chapter 8. 
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Data-Driven Haar-Fisz for 
Denoised Microarrays 
In several applications, such as in microarray data analysis, one is often con- 
fronted with analyzing noisy data with a non-trivial mean-variance depen- 
dence. Working on this type of data, we developed in Chapter 7 the DDHFm 
transformation, which is a distribution-free, multi-scale method for variance 
stabilization and data Gaussianization. We have extensively studied its prop- 
erties and illustrated his performance by simulations and real data analysis. 
Applied to a set of noisy microarray data that exhibit a monotonic mean- 
variance relationship (typical situation for the two-component model), our 
DDHFm proved to be superior to any other transformation method we exam- 
ined. 
In this chapter, we study a procedure that aims to remove part of the ad- 
ditive noise from the one-color cDNA intensities prior to any DDHFm trans- 
formation. Our idea involves denoising the signal with an appropriate wavelet 
denoising method and then estimate the means of replicates from the denoised 
gene intensities, denoted here as i4. We wish to explore whether by this 
methodology we can estimate accurately the "true" means of replicates, µ; 
("the truth"). Approximating the "truth" is a very important task in mi- 
croarray data analysis since it can lead to significant improvements on the 
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currently established hypothesis testing procedures for the identification of 
differentially expressed genes. By simulating gene intensities from the two- 
component model (7.1) for various choices of a, o,, and of parameters, we will 
demonstrate the satisfactory performance of our method called Data-Driven 
Haar-Fisz for denoised microarrays (DDHFdm). 
We evaluate our new methods on simulated data only and examine how 
closely we can approximate the "truth" by denoising the gene intensities. The 
idea of better estimation of the "true" means of microarray data has not been 
extensively explored in the literature. The only similar approaches perform 
wavelet denoising on the image (spot) data (see for example Wang and Istepa- 
nian, 2003; Wang et al., 2003; Fakih and Das, 2006). Our approach differs 
from theirs since we are working on the 1-dimensional domain, we test which 
wavelet denoising method is more appropriate in each of our simulated data 
sets before performing the denoising and finally we attempt to connect wavelet 
denoising with variance stabilization, data Gaussianization. 
8.1 Introduction 
The development of appropriate methods for the identification of differentially 
expressed genes can be a complicated task due to the small number of gene 
replicates that makes the estimation of their "true" mean and their "true" 
variance problematic. Standard statistical differential expression methods (e. g. 
ANOVA and t-tests) cannot be applied directly to microarray data due to 
their failure to satisfy the standard statistical assumptions of homogeneity 
and Gaussianity. 
In the previous chapter we have seen that our DDHFm transform stabilizes 
the variance of microarray data with a certain type of mean-variance depen- 
dence and approximately Gaussianizes their distribution much better than any 
other method. In that algorithm we sorted the estimated means of replicates 
from the noisy data to obtain the input for the DDHFm. As Carroll et al. 
121 
Chapter 8. Data-Driven Haar-Fisz for Denoised Microarrays 
(2006) implied, though, in the presence of small number of replicates the esti- 
mated mean of replicates is a biased estimate of the true mean because of the 
errors-in-variables phenomenon (Huffel and Lemmering, 2002). 
In this chapter we wish to explore further the DDHFm properties. By 
taking into account Carroll et al. (2006), we will attempt to estimate more 
precisely the "true" means of the gene data by smoothing our signal via an 
appropriate wavelet method among the ones available in WaveThresh package 
of Nason (1993). If the denoising works well, the means of replicates from 
the denoised data, denoted as /4, are better estimators of the "truth" than 
the means of replicates we used in the DDHFm. Such a study is directly 
linked with the analysis of Chapter 7 where we claimed that approximating 
the "truth" can be the first step to the development of a powerful DDHFm 
approach for differential expression. As before, we focus on one color cDNA 
intensities but the generalization to Affymetrix perfect match and mismatch 
intensities is straightforward. 
8.2 The Two-Component Model 
Consider an input vector Y= {Y,.,;; r=1, ..., p; i=1, ..., n} where n= 2' is 
a power of 2 for some J, and r denotes the rth replicate for each gene i. We 
assume that Y has the properties (7.3) - (7.4), so that the variance of the 
spot intensities increases with their mean. The intensities Y,.,; (r = 1, ..., p; 
i=1, ..., n) come 
from the two-component model (7.1). At low expression 
levels (i. e. p1 close to 0) the ,., i's are approximately normally distributed 
as N [a, of ], while for large µß's their distribution is approximately log-normal 
with the mean-variance dependence (7.3) - (7.4). 
Model (7.1) includes three noise terms, namely the background noise a and 
two normally distributed noise terms rya and Ei. If we could remove part of the 
noise from the intensities (denoise), we would be able to approximate better 
the "true" signal µz. In statistics and image processing, denoising is otherwise 
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WatioThresh 
known as smoothing. To smooth a data set means to create a function that 
attempts to capture important patterns in the data, while leaving out the 
noise. Many different algorithms are used in smoothing, one of which is wavelet 
shrinkage. This can be implemented by WaveThresh package of Nason (1993). 
A description of the functions can be found in Nason and Silverman (1994). 
8.3 1-Dimensional Wavelet Shrinkage by 
WaveThresh 
WaveThresh is a software package that works within the statistical language R 
to perform discrete wavelet transforms. The transforms and their inverses can 
be computed using any particular wavelet selected from a range of different 
families. The package's wavelet transform "engine" is written in C for speed 
and the object-orientated functionality of S makes WaveThresh easy to use. 
Additionally, the package may be used to carry out smoothing (denoising) via 
thresholding the wavelet coefficients. Wavelet thresholding is a method for 
attempting to extract signal from noise and WaveThresh includes functions 
to perform this task according to methods of Donoho and Johnstone (1994), 
amongst others. 
The smoothing procedure is performed in 3 steps. First, one needs to 
compute the discrete wavelet decomposition for a data vector of length 2'. 
In this work we use the packet-ordered non-decimated wavelet transform to 
perform that but several several alternative families of wavelets can be used 
instead. WaveThresh uses two families, defined in Daubechies (1992): The 
Daubechies Extremal Phase with 10 members (filter numbers from 1 to 10) 
and the Daubechies Least Asymmetric with 7 members (filter numbers from 4 
to 10). Both families are compactly supported and orthonormal. The second 
family is less asymmetric than the first. Formally, the filter number defines 
the degree of smoothness of our resulting data vector (large filter numbers give 
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more "smoothness"). 
The second step of the procedure performs wavelet smoothing (shrinkage). 
This is done by thresholding the wavelet coefficients in order to remove the 
small ones, considered to be noise. The remaining coefficients can be used to 
estimate the signal after reconstruction. To threshold, one needs to choose a 
thresholding "policy" (universal, manual, sure, FDR, BayesThresh etc) and a 
thresholding "type" (hard or soft). Donoho and Johnstone (1994) discusses 
further these issues. 
Finally, in the third step the thresholded function is reconstructed by the 
inverse packet-ordered non-decimated wavelet transform. This procedure will 
give a polished version of our original signal. Similar procedures can be fol- 
lowed to perform two-dimensional (image) smoothing. 
8.4 Variance Stabilization with Data-Driven 
Haar-Fisz for Denoised Microarray Data 
(DDHFdm) 
This paragraph mainly describes the "denoising" step of the algorithm that 
we call Data-Driven Haar-Fisz for denoised microarrays (DDHFdm). Let us 
first consider a data set of one-color cDNA intensities with the properties (7.3) 
- (7.4). As Fryzlewicz and Nason (2004b) indicate, smoothing non-normal, 
non-stationary data is a hard task and a normalization/variance stabilization 
step can often be implemented beforehand. To this extent, Nason et al. (2000) 
recommended taking the log-transform of the data and then using standard 
wavelet shrinkage for Gaussian distributed data. However, our simulations in 
paragraphs 7.5 - 7.7 have shown that log-transforming the microarray data 
does not yield the best results among the existing approaches. A better choice 
would be to apply our DDHFm algorithm to Gaussianize the data and stabilize 
their variance more adequately. 
124 
8.4. Variance Stabilization with Data-Driven Haar-Fisz for Dcnoiscd 
Microarray Data (DDHFdrn 
Our first task is then to construct the input for the DDIIFm algorithm, 
which is done by sorting the gene data in terms of their means of replicates and 
concatenating them as a sequence v,.,, a. The data are subsequently transformed. 
Typically, the DDHFm transform takes the vr,,, into a new series by applying 





n + Er, n 
where fr,,, is the transformed signal and e,.,,, is the error term, distributed as iid 
N[O, Qi]. We wish to eliminate (part of) the additive noise from the intensities 
in order to form better estimates of the "true" pits. 
To do that we apply a wavelet smoothing procedure chosen from the set 
available in the WaveThresh package. As we have mentioned, there are many 
alternatives, and our choice depends, among others, on the wavelet family 
we wish to use, the degree of smoothness and the shrinkage threshold. To 
facilitate our decision, we apply the Cross-Validation method of Nason (2002), 
which aims to find good combinations of the threshold, wavelet smoothness and 
primary resolution parameters by means of minimizing the Mean Integrated 
Square Error (MISE). 
Specifically in terms of model (8.1), the wavelet shrinkage estimator An (rxp) (xi) 
of fr, n(Xi) with threshold r, number of vanishing moment V, and primary res- 





where f*,;, ýT, výpý is constructed from all the original data points apart from the 
(xi, g; ). An extensive discussion on the method, as well as the algorithms to 
construct and compute efficiently the leave-one-out predictor f,; (T, v, P) 
(x{) can 
be found in Nason (2002). 
After denoising we invert the data by using the inverse DDHHFm and obtain 
the denoised signal Y. We assume that the means of replicates of the Y,. { 
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intensities are better estimates of the "true" pi for each gene i. To prove the 
validity of our statement we simulate one-color cDNA intensities from the two- 
component model (7.1) for different choices of a, o and o parameters and 






where µa denotes the denoised means of replicates and µi is the simulated 
"true" means of replicates for each gene i. To assess whether our denoising 
procedure actually improved the estimation of the "true" µi compared to the 
estimated mean of replicates from the noisy data, µ;, applied originally by 




_µi. 2 (8.4) n 
-1 
which expresses how well the mean of replicates from the noisy data approx- 
imate the "truth". This is the MSE that we would take if not performing 
denoising. The best procedure (denoising or not) is assessed by the values of 
the following quantity: 
D= 
MSE 
- MSEýdý (8.5) 
Negative values of b indicate that the denoising does not successfully recover 
the "true" signal. The above scheme is iterated k= 500 times and our results 
are presented in terms of summary statistics for the 500 D values. 
Before proceeding to the simulations, let us outline the basic steps of the 
DDHFdm algorithm: 
1. Sort the data in terms of their means of replicates to create the initial 
input data sequence. 
2. Apply DDHFm transform to the data. This would result to transformed 
data that are variance stabilized with distribution closer to the Gaussian. 
3. Denoise the transformed data by using the wstCV function of WaveThresh 
statistical package to choose the denoising parameters. 
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4. Invert the DDHFm transform to take the new (smoothed) data sequence. 




f) statistics. If b is positive µßd) improves the "true" µi estimation over 
6. Iterate the procedure k= 500 times. 
8.5 Simulations 
Before presenting our results, we should outline the general simulation scheme. 
Along with DDHFm, for comparison reasons, we apply to our simulated se- 
quences the logarithmic transformation (Log), the Generalized Logarithm trans- 
form (glog) and the Spread-versus-Level transformation (SVL). As before we 
compute their MSE(d) and subsequently estimate the b statistics. Addition- 
ally, we evaluate how accurately the median of replicates, m;, from the noisy 
data approximates the "truth" by estimating: 
.mjn MSE _n ý(rn; - µ, )2 (8.6) n i_1 
and the corresponding b statistic: 
bm = MSE - MSEm (8.7) 
We call this method "Med". The best among the methods is the one that 
attains the larger D (Dm) values. 
8.5.1 Simulations based on McCaffrey et al. (2004) data 
We simulate a likely pi signal using the real cDNA data as in paragraph 7.5. 
From each of the 1024 pi levels we simulate p=4 replicate raw intensities 
{Yr, i where r=1, ..., 4 and i=1, ..., 1024, using the simdurbin2() function 
from the DDHFm package which simulates from model (7.1). To obtain Y,., {, 
model (7.1) was considered with parameters a= 340, i=0.9 and o= 
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Figure X3.1: Transformation of simulated data from the two-component model 
with prirarnetvrs cr = 340, Q,, = 0.9 and (rE = 95 by DDHFm method (top/black) 
and Log method (bottom/black). The red points indicate the denoised data. 
95 gis estimated (arid rounded) from the McCaffrey et al. (2004) data set. 
As before, these parameters are re-estimated by the algorithm of Rocke and 
Diurbin (2001). applied to the glog function and, subsequently transformed. 
UU11I iii, SVL and Log methods do not require estimation of these parameters, 
so that t lie data are transformed by simply applying the respective functions. 
Next, we apply the cross-validation wavelets procedure to identify the pa- 
raiiieters of the packet-ordered wavelet transform function we use our denois- 
ing. After identifying the parameters, we denoise the data of each method and 
then invert them to obtain the respective smooth signals. We call the smooth 
signal of glog, Y(l`ý)ý, of Log. Yogi, of SVL YsvL and of our method, YöflHFm 
We cn spare the denoised means of replicates p'j obtained by each method to 
the "true" Tit( ns (our simulated u signal) by calculating the D statistic fron 
(8.5). Additionally, we evaluate the D' statistic from (8.7). 
Figure 8.1 presents graphically the noisy (black) and the denoised (red) 
tiigiia1 pus estimated by the DDIIFdrn and Log methods. Similar plots are 























DDHFd. Log 9109 5VL moo 
Figure 8.2: Boxplots of the distribution of 
D= MSE - MSE for 500 
iterations. The crosses indicate the mean of the 500 
D values. Simulated data 
from the two- component model with parameters &= 340, v,, = 0.9 and 
95. 
show the performance of denoising by each of the methods. 
Figure 8.2 shows our results for a= 340, a,, = 0.9 and a,. = M. Denoising 
the transformed data by most of the methods seems to improve the estimation 
of the "true" signal. The best transform appears to be the Log that produced 
the "highest" D level, while our DDIIFde method and glog are quite similar. 
On these levels lies the performance of Med, indicating that a more robust 
statistic than the mean significantly improve the approximation of the "truth". 
Wavelet denoising based on SVL transformed data usually fail to approximate 
pi better than µ; as the majority of the SVL D estimates are negative. 
Additionally, we plot the D (and D'") values by simulating and denoising 
data from different choices for the a,? parameter. We sequentially set Qn = 0.5 
and on = 0.2 in order to show the performance of the methods for different 
data noise levels. Varying a and a, = 0.2 will be consider in the following 
paragraph. In Figures 8.3 and 8.4, we notice that the performances of all 
methods, and especially SVL's, have degraded significantly as a7 becomes 
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Figure 8.3: Boxplots of the distribution of D= MSE - MSE for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated data 
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Figure 8.4: Boxplots of the distribution of D= MSE - MSVd) for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated data 
from the two- component model with parameters ä= 340, &=0.2 and QE _ 
95. 
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8.6. Simulations based on Pauli et al. (2006) data 
smaller. Actually, when a, 7 = 0.5, DDHFdm and Log work better than any 
other of the denoising methods. On the other hand, Med works equally well 
indicating that denoising may not be necessary to approximate the "true" 
means of replicates. We obtain similar results for vn = 0.2 case. Notice that 
all the methods perform equally well, except for SVL that attains very small 
b values and for illustration reason is not presented here. 
We should also point out that the theoretical advantage of denoising ap- 
proaches over the Med method is that in the former case we can fix the thresh- 
olding according to the noise of the original sequence. In this sense it would be 
reasonable to set small thresholds, -r, for less noisy data, or in other words for 
small v, 7 values, and 
larger r for large a,, 's. In this way, though, the threshold 
is not estimated automatically by the wstCV function but instead it should be 
manually re-scaled by a factor whose value depends on a, . We 
have followed 
this approach in our simulations but the results were were similar or worse that 
the ones we present here, and therefore we exclude them from our analysis. 
8.6 Simulations based on Pauli et al. (2006) 
data 
We simulate, as before, k= 500 sequences from n= 1024 genes with p=8 from 
the two-component model with parameters a= 900, an = 0.9 and a, = 196. 
We wish to show the performance of selected methods when more replicates 
are available. Similarly to the previous analysis, we will vary aq to check 
for significant deviations on the approximation of the "true" signal estimation 
caused by assigning different noise levels to the original data. Figure 8.5 shows 
that with more replicates the four denoising methods perform satisfactorily. 
Notice the significant improvement of SVL in Figures 8.2 and 8.5. On the 
other hand, observe that the median of replicates does not approximate the 
"truth" as adequately as in the previous analysis. More than half of the D"I 
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Figure 8.5: Boxplots of the distribution of b= MSE - MSE(d) for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated data 
from the two- component model with parameters ä= 900, Q, = 0.9 and QE _ 
196. 
values are negative. 
Figures 8.6 and 8.7 verify our previous statements. Even with smaller 
Qn values, in the presence of a large number of gene replicates the denoising 
methods perform well, in contrast to the analysis of the McCaffrey et al. (2004) 
data set where their results depended heavily on o,,. Once again, the ms fail 
to approximate µi better than the µi. 
8.7 The necessity of sorting in denoising mi- 
croarray data 
Based on our previous analysis we would like to outline the main steps of 
the DDIIFdm method: first, sort the data in terms of their estimated means 
of replicates; second, perform data Gaussianization by DDHFm; third, de- 
noise the DDIIFm transformed signal. These three simple steps are easily 
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Figure 8.6: Boxplots of the distribution of D= 1i1 SE - h1 SEidl for 500 
iterations. The circle in the boxplots indicate the mean of the 500 D values. 
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Figure 8.7: Boxplots of the distribution of b= MSE - lt S1 E(d) for 500 
iterations. The circle in the boxplots indicate the mean of the 500 D values. 
Simulated data from the two-component model with parameters ä= 900, &' 
= 0.2 and &= 196. 
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Figure 8.8: Simulated pi signal ("the truth") for 1024 genes (Reproduction of 
Figure 7.1). 
understood for data with unequal "true" means of replicates. In this case it 
makes sense to sort the data (the DDHF transformed input of the denoising 
algorithm) and denoise them because one wants to preserve the trend in the 
signal. 
Before we proceed to further analysis we need to make clear that in the 
subsequent analysis we use two different notions of sorting. We call the first 
one original data sorting to refer to the respective procedure we perform on 
the raw gene replicates (the traditional DDHFm step). The second one is 
called denoised data sorting and refers to a similar procedure performed on 
the DDHFm transformed replicates (for data denoising). In this chapter we 
wish to examine the necessity of the latter procedure. 
Take for example the simulated data of Figure 7.1 (reproduced here as 
Figure 8.8). The "truth" refers to the "true" means of replicates that have 
been chosen based on two real data sets. Since Figure 8.8 exhibits a trend, we 
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Figure 8.9: Transformation of simulated data from the two-component model 
with parameters &= 340, &n = 0.9 and &= 95 by DDIIFin method (top/left) 
and denoising after denoised data sorting (red dots, top/right) and without de- 
noised data sorting (green dots, bottom, left). The bottom/right part contains 
comparison of the denoised signals. The data are generated by the "truth" of 
Figure 8.8. 
wish to take this information into account by generating data and denoising 
a similar DDHFm transformed signal. In this way, it will be like denoising 
preserves the trend (mean of replicates) and tries to remove the additive noise 
around these means. 
To support our argument, we simulate data as in paragraph 8.6. BiLscd 
on Pauli et al. (2006) data set and the pi signal of Figure 8.8, we simulate 
512 genes replicated 8 times from the two-component model with parameters 
ä= 900, &E = 196 and two choices of Q,, (v,, = 0.9 and &,, = 0.2) and repeat 
500 times. We wish to compare the performance of the denoising with denoised 
data sorting and without denoised data sorting by formula (8.5) as before. 
Figure 8.9 shows an example of the performances of the two alternative 
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Figure 8.10: Boxplots of the distribution of D= MSE - MSE(d) for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated 
data from the two- component model based on the "truth" of Figure 8.8 and 
parameters ä= 900, Q, 7 = 0.9 and &= 196. 
schemes. To create such results, we used the original data sorting in order 
to produce the approximately variance stabilized and Gaussianized DDIIFm 
signal (top/left part of Figure 8.9). We denoised the signal after denoised data 
sorting (top/right part of Figure 8.9) and without denoised data sorting (bot- 
tom/left of Figure 8.9), meaning that we introduce a random ordering to the 
data to attenuate the trend effect. The bottom right part of the figure shows 
a direct comparison of our two denoised signals. Evidently, the two results are 
very different since the original upward trend has been largely eliminated in 
the unsorted data case. From the plots, it seems that, in this example, the fit 
of the denoised data after denoised data sorting is better than the fit produced 
by the alternative scheme. Figures 8.10-8.11 summarize the results over the 
500 simulations in terms of the D estimate of formula (8.5). 
We observe that in both cases the b values obtained after denoised data 
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Figure 8.11: Boxplots of the distribution of D= 1ý SE - Al SE for 500 
iterations. The crosses indicate the mean of the 500 b values. Simulated 
data from the two- component model based on the "truth" of Figure 8.8 and 
parameters ä= 900, &, 7 = 0.2 and &= 196. 
sorting are generally larger than the D's of the alternative scheme and, there- 
fore, we conclude that denoised data sorting is a reasonable procedure to follow. 
A different situation arises if we consider gene data that come from constant 
"truth". In this case, the original signal is by nature piecewise constant so that 
denoised data sorting seems to be an unnecessary step. However, we wish to 
examine this argument as before. An example of denoising from a constant 
"truth" is presented in Figure 8.12 that has the same structure as Figure 8.9 
above. The original data were again generated from the two-component model 
with parameters ä= 900, &= 196 and two choices of Q,, (ön = 0.9 and 
Q,, = 0.2) and repeat 500 times. The respective DDIIFm transformed signal 
is produced without original data sorting (in Chapter 7 we indicated that the 
signal that would have been obtained with the alternative scheme would be 
very similar). 
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Figure 8.12: Transformation of sinnilated data from the two-component model 
with Paramet ers o= 340, &, j = 0.9 and QE = 95 
by DDHFm method (top/left) 
amid denoising after denoised data sorting (red (lots, top/right) and without de- 
noised (lata, sorting (green dots, bottom, left). The bottom/right part contains 
conipairison of the denoised signals. The data are generated from a constant 
. Irutii". 
Figure 8.12 shows the impact of denoised data sorting on this signal. We 
observe that, the tn, aiu featmires of Figure 8.10 remain also here. Sorting a 
(u1Istamit signal with dc1roised data, . sorting results to a denoised signal with 
a)))>arcut, trend, although this trend should not probably exist to the data. On 
the UI hier haul, <lenoising unsorted data produces a more constant signal. We 
siuniluatirize the result" over the 500 simulations in Figures 8.13-8.14 in terms 
of' the estiiuaal('(I I) values. 
'I'hc imrfuruº(ºººce of the two approaches has been Significantly affected by 
t he "t 1,11c', Signal. Indeed, if' we introduce a random order of the gene data on 
the <Ieu<>ising algorit huº we are able to identify more accurately the "truth" 
thate 1)V using the n1cr1o1.5c'd data sorting scheme. However, this is not a surpris- 
ing resnilt. The origami data should not exhibit an upward trend, so this trend 
should not be also present in the signal we denoise. Our procedure without 
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Figure 8.13: Boxplots of the distribution of b= MSE - A- 
SE(d) for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated data 
from the two- component model with constant "truth" and parameters ä= 







sorted un. ab, 
Figure 8.14: Boxplots of the distribution of b= li ST E- 1L1 SE(d) for 500 
iterations. The crosses indicate the mean of the 500 D values. Simulated data 
from the two- component model with constant "truth" and parameters ä= 
900, &, 7=0.2 and&E=196. 
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sorting takes it into account and offers greater accuracy to our estimates. 
If we consider the last findings, we are faced with a crucial problem in our 
denoising process: how to estimate which genes come from constant "truth" 
and which are not, in order to decide whether denoised data sorting is needed? 
We believe that the development of a powerful differential expression testing 
procedure is related to the degree on which we will be able to answer accurately 
to this problem. One could possibly utilize external information or make rough 
assumptions (e. g. all the low expressed genes come from the same "true" 
means) to provide a solution but surely further research is still needed to 
derive a more practical answer. 
8.8 Application of DDHFdm to simulated cDNA 
microarray intensities 
In this paragraph we examine the implications of the results obtained so far 
from a different point of view. We are interested in discussing about the 
usage of our DDHFdm approach. One possible use of DDHFdm could be the 
following: perform DDHFdm, estimate 4's and analyze the denoised data 
with appropriate statistical procedures for, e. g., differential expression. This 
simple plan though suffers from an important drawback. The distribution of 
these data is not approximately Gaussian and their properties are not known 
at the moment. However, most of the current and popular statistical analysis 
techniques, e. g. for testing differential expression, depend on approximately 
Gaussian microarray data (through log transformation, glog transformation, 
DDIIFm transform etc). 
An alternative plan is based on the notion that through denoising we can 
actually estimate more accurately the "true" signal (and thus the "true" µ; 's), 
as we showed before in this chapter. To this extend, we could develop a 
method that exploits this feature and builds an alternative DDHFm transfor- 
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Figure 8.15: Plot of means of replicates against the standard deviation of 
replicates of denoised data for 1024 genes, each replicated 8 times. The wavelet 
decomposition has been performed with DaubExPhase wavelet family and filter 
number equal to 10 while thresholding conducted by EDayesThresh. Simulated 
data from the two-component model with parameters ä= 900, ön = 0.9 and 
QE = 196. 
mation scheme. We would like this alternative scheme to lead to more accurate 
DDHFm transformed signal in the sense discussed at the end of Chapter 7 (to 
resemble the features of original signal). 
A way to proceed from this point could be: perform DDIIFdm and esti- 
mate µ4's; then use these denoised data, sort them in terms of their denoised 
means of replicates and do DDHHFm. We expect at least that these data will 
be gaussianized and approximately variance stabilized. Here, we follow this 
approach and test it by simulating 1024 genes from the two-component model 
with parameters &= 900, &, 7= 0.9 and QE = 196 and "true" signal from Fig- 
ure 8.8. As before each gene is replicated 8 times. The experiment is repeated 
1000 times. 
Figure 8.15 shows a typical mean of replicates vs standard deviation of 
replicates plot of the denoised data. We should point out that the assumption 
of finite positive means and finite positive variances, required for the use of 
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Figure 8.16: Variance stabilization (top) and data Gaussianization (bottom) 
of DDllFm transformation of denoised data. The wavelet decomposition has 
been performed with DaubExPhase wavelet family and filter number equal to 
10 while thresholding conducted by EBayesThresh. Simulated data from the 
two-component model with parameters ä= 900, ö17 = 0.9 and &= 196. 
DDIIFm, is met. Furthermore, from Figure 8.15 we observe the mean-variance 
relationship can be thought to be monotonic and unknown, so that DDHFm 
might be an appropriate method to follow. 
Figure 8.16 shows the variance stabilization (top part) and data Gaus- 
sianization (bottom part) results for the denoised and subsequently DDIIFm 
transformed data. We notice that although DDIIFm approximately stabilizes 
the variances, it fails dramatically to the Gaussianization task, based on K2 
p-values. Similar p-values are obtained under the Kolmogorov-Smirnov test 
for normality. We wished to examine further the reasons of this undesirable 
feature. What we have noticed from Figure 8.15 is that for several low and 
medium expressed genes, the variance looks approximately constant by per- 
forming denoising only. Remember that we have applied a "light" denoising 
scheme to these data (so we do not alter significantly their structure / proper- 
ties). We concluded that this "almost-constant variance" of several simulated 
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Figure 8.17: Variance stabilization (top) and data Gaussianization (bottom) 
of log transformation of denoised data. The wavelet decomposition has been 
performed with DaubExPhase wavelet family and filter number equal to 10 
while thresholding conducted by EBayesThresh. Simulated data from the two- 
component model with parameters ä= 900, &n = 0.9 and &= 196. 
gene after denoising might be responsible for the normalization results of our 
method. To this extend, we also attempt our denoising scheme by using a 
different transformation in order to check how the final results are affected. 
Log transform is the alternative variance stabilization and data Gaussian- 
ization transformation for the denoised data we examine. Log had good per- 
formance in our denoising simulations (Figures 8.2-8.5), but here we wish to 
examine whether log transformation produces better variance stabilization and 
gaussianization results in our denoising scheme. We follow exactly the same 
steps as before for the same simulated data. Figure 8.17 indicates though, that 
log transform fails in both tasks. Similar results are obtained with glog and 
SVL approaches (data not shown). Obviously, denoising with DDHHFrn leads 
to superior results compared to other methods. Our method is promising but 
needs to be investigated further. Maybe a "lighter" thresholding is still needed 
(although we are not sure which scheme might be the most appropriate) so 
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that the original data properties will be best preserved (but denoising will still 
be adequate) for the algorithm to produce the best variance stabilization and 
gaussianization results. 
Finally, we thought that we could simply perform DDHFdm to estimate 
µ; 's and then sort the original (noisy) data in terms of the µ; 's. This alter- 
native DDHFm scheme only incorporates a different sorting procedure for the 
genes of the study but uses the original data upon which DDHFm produces 
excellent results (see Chapter 7). However, our simulations did not show any 
improvement on the performance of the new DDHFm scheme, related to the 
original DDHFm on the noisy data. The alternative sorting does not seem to 
affect significantly the transformed values so that the two transforms exhibit 
similar signals and properties. 
As a concluding remark, we should mention that alternative uses of denois- 
ing should be considered so that the denoised data will be used more effectively 
in the DDHFm process. Although we could produce variance stabilized data, 
the gaussianization was not successful so that it is unclear how our output can 
be used for further analysis. This issue remains a topic for further research. 
8.9 Conclusions 
This chapter discussed the problem of denoising the raw gene data in order to 
derive better estimates of their "true" signal. We claim that approximating 
the "truth" is a very important task in microarray data analysis since it can 
lead to significant improvements on the currently established hypothesis testing 
procedures for the identification differentially expressed genes. The procedures 
described in this chapter are new and not fully developed yet so that our 
analysis is limited to simulated data only. We examined the circumstances 
under which we obtain a better approximation of the "truth" and leave the 
incorporation of our method to a differential expression procedure as a subject 
for further research. 
144 
8.9. Conclusions 
The above findings from the two data sets indicate that denoising a trans- 
formed signal, generated by glog or Log or DDHFm (or SVL for large number 
of gene replicates), usually allows one to estimate more precisely the "true" 
means of replicates. A crucial feature of our denoising approach is that we 
artificially introduce smoothness by concatenating the denoised data sorted 
observations and then apply our smoother to the series. We argue that the 
usefulness of this step depends on the nature of the data and we proved by 
simulations that the true signal is an important factor to decide whether this 
kind of sorting is sensible. 
From the data analysis, we notice that for small number of replicates and 
medium or low o levels the denoising is not always successful but its perfor- 
mance may depend, among others, on the choice of an appropriating threshold 
scaling factor, which currently is not automatically determined by our algo- 
rithm. We would like to investigate further this aspect in the future. 
Another issue that is still unexplored is whether we can modify the denois- 
ing procedure towards a data-driven direction. In our simulations we showed 
the improvement in the estimation of the "truth" by considering the Al SEP 
over the whole gene set. However, we suspect that there is still room for im- 
provement provided we could develop a method that considers subsets of genes 
(clusters) and performs wavelets denoising with different T, V and p parameters 
in each subset. 
The way that DDHFdm can be exploited to further analyze microarray 
data is still not clear to us. The properties of the denoised signal does not 
allow us to use it for the important task of differential expression testing, 
while its incorporation into a DDHFm transform did not give any successful 
results. Further research is needed towards this direction. 
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Chapter 9 
Differential Expression: An 
Affymetrix Application and a 
New Data-Driven Haar-Fisz 
Based Approach 
Essentially, the goal in microarray experiments is to identify a set of impor- 
tant genes among the ones being studied. As we have seen in the previous 
chapters, microarray data analysis is a multi-step process involving several 
"preparatory" steps. Determined by the experimental design, the collected 
raw gene data cannot be properly analyzed until it is adjusted through image 
analysis, variance stabilization (and Gaussianization) and, always, calibration 
techniques. 
Depending on the nature of the data and the experimental questions, iden- 
tification of important genes is usually conducted by one of two ways: first, 
by differential expression methods that aim to recover genes with significantly 
different expression in one of two or more conditions; second, by classifica- 
tion methods that aim to classify similar genes in terms of co-regulation, 
co-expression etc. In this work we are mostly interested in the differential 
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9.1. Introduction 
expression methods because we believe that the approaches discussed so far in 
this thesis can be directly applied on this field. 
In this chapter we will discuss a particular application we have conducted 
(Diraison et al., 2004a), regarding a treatment versus control Affymetrix ex- 
periment where we sought to identify differentially expressed genes and map 
their functions. After being introduced to the nature of the experiment, the 
reader will find details of the methods applied and of their outcomes. 
In addition, we will provide evidence of a recently developed DDIIFm-based 
differential expression approach, called Data-Driven Haar-Fisz for differential 
expression (DDHFde). We have applied our method on simulated two-color 
cDNA data and present our results along with those of established differential 
expression methods. The DDHFde is a new approach and not fully explored 
yet. In our simulations, it performs similarly to the simple t-test on log- 
transformed data and as a result it fails to identify adequately the differentially 
expressed genes. For this reason, we limit our analysis to simulated data only. 
More work on this topic is yet to be done. 
At the end of this chapter we also consider a series of hybrid algorithms, 
combining DDHFde with the established differential expression methods that 
attained the best results in our simulations. Although the "hybrids" work 
better than our DDHFde, they are still inferior to the established methods. 
9.1 Introduction 
Once the gene data have been properly "prepared" for the differential expres- 
sion step, the researcher is naturally confronted with an important question: 
which of the numerous existing methods should be applied to identify the 
significant genes in the most secure way? On this issue, security is usually 
connected to the following terms: false positives and false negatives. The 
term false positives refers to the genes that have been identified (by whichever 
method) as differentially expressed when they are not. In statistics this is 
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known by the name Type I error. False negatives on the other hand are the 
genes that have been identified as non-differentially expressed while they are 
and thus the term is related to the Type II error. Ideally, differential expres- 
sion methods aim to minimize both the number of false positives and false 
negatives. 
Currently, the most popular method to control simultaneously (and eventu- 
ally minimize) the number of false positives and false negatives in a microarray 
study is the False Discovery Rate of Benjamini and Hochberg (1995) and its 
extensions. The False Discovery Rate (FDR) controls the expected proportion 
of incorrectly rejected null hypotheses (Type I errors) in a list of rejected hy- 
potheses. Several existing methods for differential expression, such as SAM, 
LMGene and Varmixt have incorporated the FDR idea in order to improve 
their performances. 
In paragraphs 9.3.4 - 9.3.5, we will simulate two-color cDNA data and 
test the performance of established differential expression methods against 
the results of our own approach called Data-Driven Haar-Fisz for differential 
expression (DDHFde). DDHFde is a new algorithm that extends DDHFm to 
two-color cDNA microarrays. However, this chapter begins with the discussion 
of an Affymetrix application we have conducted in cooperation with the G. A. R. 
laboratory, Department of Biochemistry, University of Bristol, UK, to identify 
genes that are differentially regulated in two conditions. 
9.2 An Affymetrix Experiment for the Identi- 
fication of Differentially Expressed Genes 
Sterol regulatory element binding proteins (SREBPs) including the splice vari- 
ants SREBP1a and SREBP1c, as well as SREBP2 (encoded by a distinct gene), 
are involved in the regulation of fatty acid and cholesterol synthesis in a variety 
of mammalian tissues. Pancreatic islets and , ß-cells express the SREBP1c iso- 
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form exclusively, under the control of ambient glucose concentrations. Forced 
over-expression of SREBP1c leads to the accumulation of triglyceride and in- 
hibition of glucose-stimulated insulin secretion (GSIS) from both pancreatic 
islets and Q-cell lines (Andreolas et al., 2002; Wang et al., 2003). 
While many SREBP target genes have recently been defined in a combina- 
torial analysis of gene profiles of livers from SREBP2 and SREBPla-expressing 
mice, no information on the targets from SREBP1c in the islet or fl-cell are 
presently available at the transcriptome level. Nevertheless, some of the genes 
identified as SREBP targets in the liver study, including fatty acid synthase 
and acetyl-CoA carboxylace, were also up-regulated by SREBPlc , Q-cells (An- 
dreolas et al., 2002; Wang et al., 2003) and in islets, suggesting that this 
may represent a useful approach to understanding the mechanisms by which 
SREBP1c over-expression inhibits insulin secretion from islets. 
AMP-activated protein kinase (AMPK) is a serine/threonine protein ki- 
nase. In direct contrast to the effects of SREBP1, AMPK activation is as- 
sociated with the suppression of lipid synthesis and the activation of fatty 
acid oxidation. Targets for phosphorylation and inhibition by AMPK include 
enzymes involved in cholesterol and fatty acid synthesis. Forced increases in 
AMPK activity inhibit the expression of preproinsulin and liver-type pyruvate 
kinase gene in conal ß-cells, and inhibit insulin secretion acutely. 
In this study, we compare the effects on the gene expression profile of trans- 
ducing pancreatic islets with adenoviral forms activated SREBP1c (Diraison 
et al., 2004b) or AMPK (da Silva et al., 2003) versus a control substance. In 
the following paragraphs we will describe the methodology we applied along 
with our results. 
9.2.1 The Biological and Statistical Methodology 
Total RNA (at least 5 µg/sample) was extracted from rat islets (1000 islets/ 
condition) according to Af£ymetrix recommendations. Processing of total RNA 
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(5 µg) was performed at the Bioinformatics facility of the University of Wales 
College of Medicine at Cardiff (http: //www. cf. ac. uk/biosi/research/molbiol/ 
Arrayer/index. html). The quality of total RNA was first controlled using an 
AgilentChip (Agilent Technologies, West Lothian, UK). 
Biotin-labeled cRNA was synthesized using an RNA Transcript labeling kit 
(Enzo BioarrayHigh Yield; Enzo Life Sciences, Farmingdale, NY). Fragmented 
cRNA was used to hybridize to rat 230A GeneChip arrays (Affymetrix) at 
45°C for 24 hours in a hybridization oven with constant rotation (60 rpm). 
The chips were then washed and stained using Affymetrix fluidics stations 
(SAPE; Molecular Probes, Eugenes, OR). Probe arrays were scanned using 
fluorometric scanners. The scanned images were inspected and analyzed using 
established quality control measures. 
MAS 5.0 software (Affymetrix) was used to obtain an expression signal 
and an Absent/ Medium/Present call status for every probe set on each of 
the hybridized chips. Probe sets with an absent/medium call in two of the 
three replicates in at least one of the two states (Treatment and Control) were 
removed from the subsequent analysis (data filtering). The gene intensities 
were loge-transformed to approximately stabilize their variances and brings 
their distribution closer to Gaussian. 
9.2.2 Results from the AMPK vs Null Study 
From a total of 15923 probe sets 8747 were retained as a result of the filter- 
ing procedure. For the remaining data the Student t-test (paired two tailed 
tests, assuming unequal variances) was applied gene-wise and a differential 
expression p-value was recorded. Figure 9.1 shows the histogram of the t-test 
p-values. To control the false positives and false negatives, we estimated the 
q-values of the positive False Discovery Rate (pFDR) as described in Storey 
(2002). We assumed that the gene data exhibit "loose" dependence, a term 
introduced by Yekutieli and Benjamini (1999) to express the genes property 
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Figure 9.1: Histogram of the t-test p-values for the AMPK vs Null Study 
to work in pathways, so that only genes in subsets are correlated, while genes 
between subsets are not or have very small correlations. To estimate the q- 
values we have used the qvalue package in R (see also Dabney and Storey, 
2004). Figure 9.2 shows the histogram of q-values. The overall proportion of 
the true null hypotheses fro along with the numbers of false positives and false 
negatives are indicated in Figure 9.3. 
For comparison reasons, we check for differentially expressed genes with 
both the t-test p-values at significance level ap = 1% and the corresponding 
pFDR q-values at significance levels aq = 1% and aq = 4% (that provides better 
control of the false positives/false negatives). If the p-value or the q-value 
of a gene is below its corresponding significance level, the gene is identified 
as differentially expressed in the two conditions in terms of the respective 
criterion. 
In terms of the p-values, AMPK shows to have affected the expression of 
752 genes the vast majority of which (702 or 93.4%) were up-regulated. After 
applying pFDR to increase the stringency of the search and limit our results to 
the few "most expressed" genes, we resulted in 0 significantly expressed genes 
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Figure 9.3: q-plots of the pFDR q-values for the AMPK vs Null Study 
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Figure 9.4: Histogram of the t-test p-values for the SREBP1c vs Null Study 
in the aq = 1% significance level and 440 highly significant genes in aq = 4%. 
Based on a previous study (de Silva et al., 2003) we conclude that the latter 
significance level provides a reasonable number of differentially expressed genes 
in our experiment. From Figure 9.3 (the bottom part) notice that at aq = 4% 
we obtain a large number of significant tests (detected differentially expressed 
genes), a small number of which are Type I error (false positives). 
9.2.3 Results from the SREBP1c vs Null Study 
We have performed the same analysis for the SREBP1c vs Null experiment. 
From a total of 15923 probe sets 8570 were retained as a result of the filtering 
procedure. Again the significance level for the t-test p-values was set to ap = 
1%. Their histogram is shown in Figure 9.4. Next, we estimate the q-values 
and derive their diagnostics. The results are shown in Figures 9.5 and 9.6. 
In terms of t-test p-values, we identified 1238 significant genes at the ap = 
1% significance level, 1180 (or 95.3%) of which were up-regulated. On the 
other hand, controlling the pFDR at aq = 1% resulted to 152 significant genes. 
By inspecting the false negatives/positives rates over the number of significant 
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Figure 9.6: q-plots of the pFDR q-values for the SREBP1c vs Null Study 
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9.2. An Affymetrix Experiment for the Identification of Differentially 
Expressed Genes 
tests we decided to control the pFDR at aq = 2%, which resulted in 1050 
significant genes. 
9.2.4 Inference from the SREBP/AMPK Experiments 
An important task of our study was to identify genes that may be direct tar- 
gets for SREBP1c or AMPK in the islet, as opposed to genes whose expression 
results from the indirect effects of lipid accumulation in response to transduc- 
tion with SREBP1. We considered two criteria: a gene is included to our list if, 
first, it has a significant q-value (aq = 2%) and second, if the gene's expression 
was altered by at least 2-fold in the two conditions. This procedure led to the 
identification of 206 genes that are highly regulated by SREBP1c (see Diraison 
et al., 2004a). Of these, 195 (or 94.6%) were increased. Within this group, six 
genes were up-regulated by SREBP1c and down-regulated by AMPK. Of the 
SREBP1c-regulated genes, 82 were identified functionally using Pathway As- 
sist (Stratagene) software. Similarly, we identified 48 genes uniquely affected 
by AMPK over-expression, 33 (or 70%) of which were highly significantly up- 
regulated. Genes affected highly significantly by activated SREBP1c are illus- 
trated in Figure 9.7. 
The majority of these genes are involved in either metabolism or metabolic 
signaling, with smaller numbers involved in growth and apoptosis. Interest- 
ingly, 7% of the SREBP1c-stimulated genes were involved in the immune re- 
sponse, an observation that may reflect either the presence of immune cells 
with isolated islets or the activation of these genes in endocrine cells, or both. 
Genes involved in the neural regulation of insulin secretion were among those 
strongly affected by SREBP1c, including receptors for the inhibitory neuropep- 
tites somatostatin (sstrl) and galanin. These and other changes identified in 
microarrays were also verified by semi-quantitative RT-PCR analysis (see Di- 
raison et al., 2004b). Figure 9.8 illustrates the respective results for the ANIPK 
experiment. 
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Data-Driven Haar-Fisz for Differential Expression 
In comparison to the SREBP1c vs Null study, a greater proportion of 
AMPK-affected genes were involved in cellular functions, including adhesion 
and growth. It should be stressed, however, that under the conditions used 
here (3 mmol/l glucose), AMPK is significantly activated in fl-cells such that 
further increases in AMPK activity as a result of adenoviral transduction may 
be relatively small. Future studies will be required to explore the effects of 
changes in AMPK activity over the physiological range of glucose concentra- 
tions. 
9.3 Identification of Differentially Expressed 
Genes by Using the Data-Driven Haar- 
Fisz for Differential Expression 
In this paragraph we will describe a new method that aims to identify dif- 
ferentially expressed genes in two-color cDNA microarrays. The approach is 
new and not fully developed and for this reason we limit our analysis to sim- 
ulated cDNA data only. The performance of our algorithm will be compared 
to the performances of other existing methods that have been successfully 
implemented on the field. 
Our new algorithm, called Data-Driven Haar-Fisz for differential expression 
(DDHFde), is essentially an extension of the Data-Driven Haar-Fisz for mi- 
croarrays, we have successfully applied on one-color cDNA experiments. The 
idea is to implement the algorithm to two-color cDNA gene intensities in order 
to approximately stabilize their variance and bring their distribution closer 
to Gaussian. Then, a gene-wise t-test can be implemented (aided with FDR 
control) to identify differentially expressed genes. We compare this algorithm 
to established methods, including the SAM regularized t-test, two Bayesian 
approaches to differential expression (the LMGene and the Cyber-T), the sim- 
ple t-test for log-transformed data and the newly developed Varmixt algorithm 
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that is based on genes clustering. All these approaches produce adjusted p- 
values or FDR, q-values to account for the multiple testing problem. 
Our DDHFde algorithm starts with the subtle organization of microarray 
intensities into a form acceptable for the DDHF transform. Since we work on 
the two-color case, we obtain two sets of raw gene intensities: the treatment 
("red") set denoted by YR = {yR ;r=1, ..., p; i=1, ..., n} and the 
control ("green") set denoted by YY _ {yG ;r n}. 
Note that, yR denotes the rth replicate (r = 1, ..., p) of the ith gene (i = 1, 
..., n) at the treatment 
(red) condition and y0 denotes the same rth replicate 
of the same ith gene at the control (green) condition. Both of these sets of 
intensities are modeled in terms of the two-component model (7.1) and can 
be considered as coming from an inhomogeneous process that produces the 
n gene intensities with finite but different means, pi, and finite but different 
variances with the mean-variance relationships (7.3) - (7.4), described in Rocke 
and Durbin (2001). 
To organize our data for the application of the DDHFm transform, included 
in the DDHFde algorithm, we would wish to sort our intensities in order of 
increasing pi's where, as before, pi denotes the true expression level for gene i. 
Since, though, we do not know the true pi's, we sort our sequences by means 
of the next best thing, which is the mean of replicates of the observed data. 
At this point, two choices are readily available. Since we are working on the 
two-color case, we can proceed with: 
1. Two-step DDHFm: Sorts separately the "red" and "green" intensities 
and apply DDHFm on the sorted data of each sequence. 
2. Single-step DDHFm: Concatenates the "red" and "green" intensities into 
a single data frame, sorts them in terms of their means of replicates and 
applies DDHFm on the sorted data of the combined sequence. 
Both procedures require keeping track of the new, post-sorting, position of 
gene i in each of the two colors since its transformed data need to be tested 
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later. We illustrate these two procedures for the case of n=4 genes (Gi - G4), 
replicated p=4 times (Repl - Rep4) in treatment (Treat) and control(Contr) 
conditions by using the example of Table 9.1. 
9.3.1 Two-Step DDHFm 
To implement DDHFm by condition, we need to sort the "red" and "green" 
data separately in terms of their means of replicates. In terms of Table 9.1, 
we take the following input vectors: 
Contr I Treat 
Repl Rep2 Rep3 Rep4 Means Repl Rep2 Rep3 Repo Means 
G1 13 12 13 14 13 12 15 13 14 13.5 
G2 10 11 12 11 11 18 17 21 22 19.5 
G3 100 102 99 103 101 150 141 138 155 146 
G4 73 74 74 75 74 72 74 73 73 73 
Table 9.1: Two-color cDNA data example 
Yc: 10 11 12 11 13 12 13 14 73 74 74 75 100 102 99 103 
YR: 12 15 13 14 18 17 21 22 72 74 73 73 150 141 138 155 
As outcome we obtain the transformed vectors T0 = {G,.,;; r=1, ..., p; i= 
1, ..., n} 
for control (green) data and TR = {IR,., 1 ;r=1, ..., p; 
i=1, ..., n} 
for treatment (red) data (here n=p= 4). By definition, TG and Tn will have 
different means because DDHFm "centers" the data around their respective 
estimated overall mean (the YR and Yc, respectively). The two vectors need 
to be standardized in order to eliminate this meaningless mean difference prior 
to any comparison. We choose to standardize the vectors by using the formulas 
SR=TG-TG+TRG 
SR`TR-TR+TRC 
where SG and SR denote the standardized control and treatment data vec- 
tors respectively, TG and TR are the means of Ta and TR vectors and TAG 
11 
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is the overall mean of the transformed treatment and control vectors. This 
standardization procedure can be thought as a global calibration step. 
9.3.2 Single-step DDHFm 
The alternative scheme we propose involves gathering the mean sorted treat- 
ment and control data in a single input vector and transform them with 
DDHFm. In our example, the input vector has the form: 
YRc: 10 11 12 11 13 12 13 14 12 15 13 14 18 17 21 22 72 74 73 73 
73 74 74 75 100 102 99 103 150 141 138 155 
The input data YRG are subsequently transformed to TRG which contains the 
transformed data centered around the overall mean, YRG. In this case no 
further standardization is needed. 
After the data have been transformed and, if needed, standardized, an 
additional calibration step might follow to correct for intensity dependent "ir- 
regularities". Then the intensities should be re-arranged in their initial order 
to "match" each gene's intensities in the two conditions and perform mean- 
ingful t-test comparisons. We should point out that the t-test is a plausible 
test in our case since the transformed data are approximately Normally dis- 
tributed with approximately stabilized variance. The p-values of the t-tests are 
adjusted with the FDR method to account for the multiple testing problem. 
In our simulations below, we will use both approaches (DDHFde1 for the 
single-step DDHFm and DDHFde2 for the two-steps DDHFm) and compare 
their performances along with those of the existing differential expression 
methods: LMGene (LMG), VarMixt with the variance mixture model (VM1), 
VarMixt with the variance mixture model without assigning genes to variance 
groups (VM2), t-test on log-transformed data (Log), the SAM regularized t- 
test and the Cyber-T regularized t-test (CyT). Lowess calibration has been 
conducted as a pre-processing, data-adjustment step before performing the 
differential expression tests. 
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9.3.3 Two-color cDNA Data Acquisition 
As in Motakis et al. (2006), we simulate from the two-component model (7.1) 
with parameters estimated from real cDNA data, obtained from the Stanford 
Microarray Database (http: //smd. stanford. edu/). Two data sets arc consid- 
ered. The first one comes from McCaffrey et al. (2004) study (data set numbers 
40430,40571,34905 and 34912) and the second from Pauli et al. (2006) work 
(data set numbers 36590,38262,38265,39215,40157,41833,41834,41886). 
In this application we consider both conditions of each data set. 
9.3.4 Simulations Based on McCaffrey et al. (2004) 
data 
We wish to simulate a likely µ; signal using our real cDNA data. As before, we 
estimate the mean of replicates for each gene in each condition. These means 
are ordered and concatenated in a single vectors from which we sample 1024 
equispaced values. In this way we create our simulated p; signal ("the truth"). 
This is the initial pi signal for both "red" and "green" conditions. 
We choose at random 51 (or 5%) of the 1024 genes to be differentially 
expressed and re-sample their pc; levels by using the genesimulator function 
from the DDHFm package. Their simulated "true" means can be either smaller 
in the treatment condition than in the control position or the opposite. The 
true simulated signals are illustrated in Figure 9.9. 
From each of the 1024 p; levels we simulate p=4 replicated raw intensities 
yR and y ;, i, where r=1, ..., 4 and i=1, ..., 1024 using the simdurbin() 
function from the DDHFm package which simulates from model (7.1). To obtain 
yR, model (7.1) was considered with parameters cx = 340, c=0.9 and 
Qý = 95 as estimated (and rounded) from the McCaffrey et al. (2004) treatment 
condition data set. Similarly, to obtain yc, the same model with parameters 
a= 623, o=0.8 and o= 105 was applied. These parameters are re- 
estimated as in Durbin and Rocke (2003) and then applied to the LMGene 
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Figure 9.9: Simulated p signal for 1024 genes expressed in two conditions 
(treatuweut/control). Red (lots: Treatment signal; Green dots: Control signal. 
traiisfoýrºuatioºº that requires their estimation. SAM. VM1/VM2, Log, CyT 
and our met hod du not require re-estimation of the parameters. 
We iterate the above procedure A' = 100 times and produce yR rk and y k, i 
raw iººtensities, where º"k denotes the rth replicate of the kth iterated sequence 
for t lie t reatºueººt and control conditions, respectively. The effectiveness of 
the m ethuý(Is is assessed in terms of the summary statistics of the number of 
differenti. ºIly expressed genes identified by each method and their average esti- 
tuateci false Discovery Hate (Fllli) over the 100 iterations (and the standard 
deviatiou of, the estimate). We estimate the FUR as: 
P1)14 = "F f' PAFf'lA. 
«fiere F1 denotes the estimated number of false positives and TP the esti- 
mated mummer of' true positives found at the h"th iteration. The denominator 
of' the almv' expression is the total number of differentially expressed genes 
Identified. \\, (, set the nominal FUli level at 0.05, so that a method with aver- 
; ige estitii itcd FDH much larger than 0.05 is assumed to control poorly of the 
false cliscuverv rate. 
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Figure 9.10: MA plot of DDHFde1 transformed data. Top: Uncalibrated data; 
Bottom: Data calibrated with Lowess function. 
Figure 9.10 shows the MA plot of a single sequence of uncalibrated (top) 
and lowess calibrated (bottom) DDHFdel transformed data. Similar figures 
are obtained for DDHFde2 and the other methods in each of the 100 sequences 
(data not shown). Table 9.2 presents the summary statistics of the number of 
differentially expressed genes found in each of the 100 iterations by the estab- 
lished differential expression methods. Remember that we have set by default 
51 differentially expressed genes in our simulations. Table 9.3 illustrates the 
results of the DDHFde1 and DDHHFde2 approaches. "DDIIFdel" corresponds 
to DDHFde with single-step DDHHFm and "DDHHFde2" to DDIIFde with two 
DDHFm steps (followed by intensities standardization). 
In our simulations VM1/VM2 and LMG perform similarly. SAM identifies 
approximately half of the significantly expressed genes, while the worst perfor- 
mance among the established methods is attained by Log. Notice that all of 
them control satisfactorily the false discovery rate at the significance level 0.05. 
The best competitors seem to be LMG and VM1/VM2 that identify more true 
positives and have the lower estimated false discovery rates. Similarly to Log, 
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Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
LMG 31.00 37.00 39.00 38.75 40.00 43.00 2.78 0.03 (0.03) 
SAM 21.00 23.75 25.00 24.15 26.25 28.00 2.34 0.02 (0.01) 
VM1 31.00 34.00 34.50 34.85 36.25 38.00 2.13 0.01 (0.01) 
VM2 30.00 33.00 34.50 34.65 36.25 38.00 2.23 0.01 (0.01) 
CyT 35.00 36.00 37.00 36.50 38.00 40.00 2.31 0.04 (0.01) 
Log 0.00 0.00 0.00 0.45 1.00 1.00 0.51 0.00 (0.00) 
Table 9.2: Summary statistics of the differentially expressed genes found in 
each of the 100 iterations by LMG, VM1/VM2, Log, SAM and CyT methods 
and their respective estimated FDR. Data simulated from the two-component 
model with parameters aR = 340, aG = 623, OR = 0.9, a=0.8, aR = 95 and 77 
CG = 105. Each gene is replicated 4 times. The FDR nominal level is set at 
0.05. 
in 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
DDHFde1 0.00 0.00 0.00 1.15 1.00 8.00 2.30 0.04 (0.06) 
DDHFde2 0.00 0.00 1.50 2.45 4.00 10.00 2.92 0.20 (0.32) 
Table 9.3: Summary statistics of the differentially expressed genes found in 
each of the 100 iterations by DDHFm1 and DDHFm2 methods and their re- 
spective estimated FDR. Data simulated from the two-component model with 
parameters a? = 340, aG = 623, c7 = 0.9, o=0.8, QR = 95 and oG = 105. 
Each gene is replicated 4 times. The FDR nominal level is set at 0.05. 
our DDHFde1 and DDHFde2 methods have poor performances while, of the 
last two, only DDHFdel controls the false discovery rate at the nominal level 
0.05. 
Here we should point out that the LMGene estimates are biased since we 
assumed that we know in advance the percentage of differentially expressed 
genes in the study. Indeed, to produce these results, we have set the "ngenes" 
parameter (number of expected differentially expressed genes) in the LMGene 
algorithm to be equal to 5% (51 true positives among the 1024 genes). To 
see how the algorithm performs when the number of differentially expressed 
genes is not known (and should be guessed) we apply LMGene for different 
values of the ngenes. We consider consecutively the values 1%, 3%, 5%, 7%, 
9% and 11% of assumed true positives in the data set. We outline our results 
in terms of the summary statistics in the 100 iterations (Figure 9.11) and 
the corresponding average FDR estimates. As we see, LMGene is affected by 
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Figure 9.11: Differentially expressed genes found by LM'IGene under different 
values of the ngenes parameter in 100 iterations. The "cross" indicates the 
corresponding mean value. The number of trully differentially expressed genes 
is set to 5% of the total number of genes (51 out of 1024). 
the value in the ngenes parameter when ngenes underestimates significantly 
the true number of true number of differentially expressed genes in the study 
(the left end of Figure 9.11). The estimated FDR. values (and the standard 
deviations) of the seven ngenes categories are all equal to 0.03 (0.03) indicating 
that LMGene controls satisfactorily the false discovery rate irrespectively of 
the ngenes value. 
Next, we compare the above methods via different choices for the param- 
eters of the two-component model. We have noticed that varying the an 
and o, 7 parameters affect our results, while assigning different values to the 
pairs aR/aa and QR/oG does not' significantly alter the performances of the 
methods. To this extend, we simulate yR and yG ,j 
intensities from (7.1) with 
nc parameters (a, a, v; , a;, a ,, o)= 
(340,623,0.3,0.2,95,105). 
Table 9.4 shows that the performances of the methods are strongly affected 
by the variance of the noise component 77. Notice that when both an and v° are 
small, all established methods, except for Log, identify most of the differentially 
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Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
LMG 49.00 50.00 51.00 51.30 52.00 54.00 1.45 0.02 (0.02) 
SAM 41.00 43.00 44.00 43.50 45.00 48.00 2.88 0.03 (0.03) 
VM1 49.00 49.00 49.00 49.70 50.25 52.00 0.97 0.01 (0.01) 
VM2 49.00 49.00 49.00 49.75 50.25 52.00 0.96 0.01 (0.01) 
CyT 49.00 50.00 51.00 51.00 52.00 54.00 1.19 0.03 (0.01) 
Log 2.00 5.00 8.00 7.25 9.00 15.00 3.05 0.00 (0.00) 
DDHFde1 0.00 1.00 2.00 1.15 3.00 5.00 2.30 0.05 (0.1) 
DDHFde2 0.00 0.00 0.00 0.40 1.00 2.00 0.36 0.66 (0.57) 
Table 9.4: Summary statistics of the differentially expressed genes found 
in each of the 100 iterations by LMG, VM1/VM2, Log, SAM, CyT and 
DDHFde1/DDHFde2 methods and their respective estimated FDR. Data sim- 
ulated from the two-component model with parameters caR = 340, a- = 623, 
a, R = 0.3, a=0.2, OR = 95 and a? = 105. Each gene is replicated 4 times. 77 The FDR nominal level is set at 0.05. 
expressed genes with very small false discovery rate. Our methods still do not 
work well with DDHFde2 having very large estimated false discovery rates. 
Generally, the two VarMixt versions and Cyber-T seem to obtain the best 
results. LMGene is comparable to these methods only when its ngenes param- 
eter is close to the number of true differentially expressed genes of the study. 
SAM is slightly inferior to them since it finds less true positives. 
At this point we would like to provide a brief explanation of a possible 
reason DDHFde fails to perform well. Our differential expression scheme is 
obviously very simple, similar to Log-transformation, but results to data that 
exhibit better variance stabilization and Gaussianization properties. Typically, 
an elaborate variance estimation step (like in VM, LMG, SAM etc transforms) 
should not be needed in our case, since the variance of the DDHFm trans- 
formed data have been shown to be approximately stabilized. From the above 
results, though, it seems that DDHFde fails. We speculate that two main 
reasons can be responsible for that: first, although the transformed data have 
approximately stabilized variance, a variance estimation step might be still 
needed to "adjust" the data for the differential expression test. Along this 
lines, we could combine DDHFde with one or more of VM, SAM, LMG etc 
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that include a variance estimation step and check whether we obtain improved 
results. We do this in a later paragraph of this chapter; second, it may be 
possible that DDHFm alters singificantly the structure of the microarray data 
in such a way that direct comparison is not longer possible. Such a study has 
been conducted by Qiu et al. (2005) for the comparison of several microarray 
data transformations. The authors concluded that most of the data transfor- 
mations substantially affected the correlation structure of the data. These data 
should be treated with caution in further analysis. A similar study, adapted 
to our case, could be conducted for the DDHFm transformed data. We leave 
this as a topic for further research. 
9.3.5 Simulations Based on Pauli et al. (2006) data 
Next, we simulate k= 100 sequences from n= 1024 genes as before by assum- 
ing p=8 gene replicates in order to show the performance of selected methods 
when more data are available for each gene. After we generate the µ signal 
for the treatment and control intensities and set 5% of the genes to be dif- 
ferentially expressed, we simulate raw intensities y, from the two-component 
model with parameters a= 900, o= 196 and a=0.3 and yQ intensities 71 
from the two-component model with parameters a= 578, a, = 68 and an 
= 0.4, derived (and rounded) from Pauli et al. (2006) cDNA data analysis. 
We compare the performances of LMG, VM1, VM2, Log, CyT, SAM and our 
DDHFde1/DDHFde2 methods. 
Table 9.5 presents the simulation results. Notice the significant improve- 
ment of SAM when more data are available for each gene. The best perfor- 
mances are achieved by the VarMixt algorithms, CyT and SAM. LMGene fails 
to control the false discovery rate at the 0.05 level. Regarding our methods, 
DDHFde1 seems to be better than DDHFde2 in terms of the number of true 
positives that identifies along with its estimated FDR, values. 
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Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
LMG 54.00 57.00 58.00 58.40 60.25 63.00 2.30 0.14 (0.03) 
SAM 51.00 51.50.00 52.00 52.00 53.00 54.00 1.98 0.03 (0.01) 
VM1 51.00 51.00 51.00 51.30 51.00 54.00 0.73 0.01 (0.01) 
VM2 51.00 51.00 51.00 51.20 51.00 53.00 0.52 0.01 (0.01) 
CyT 52.00 53.00 53.00 52.50 54.50 56.00 0.76 0.06 (0.03) 
Log 46.00 47.75 48.00 48.50 49.00 52.00 1.63 0.02 (0.02) 
DDHFde1 28.00 33.00 34.00 35.40 38.25 42.00 3.07 0.06 (0.04) 
DDHHFde2 33.00 37.00 40.00 40.10 41.30 54.00 4.65 0.14 (0.07) 
Table 9.5: Summary statistics of the differentially expressed genes found 
in each of the 100 iterations by LMG, VM1/VM2, Log, SAM, Cyt AND 
DDHFdel/DDHFde2 methods and their respective estimated FDR. Data sim- 
ulated from the two-component model with parameters aR = 900, aG = 578, 
v, R = 0.3, aG = 0.4, UR = 196 and oG = 68. Each gene is replicated 8 times. 17 The FDR nominal level is set at 0.05. 
9.4 Hybrid Differential Expression Methods 
All the established differential expression methods we compared in the previous 
paragraph need input data that are calibrated and approximately variance 
stabilized. The best-performing approaches (VM1/VM2 and CyT) assume 
that their input is log-transformed. SAM also takes log-transformed input, 
while LMGene works via the glog transformation of Durbin et al. (2002). In 
Chapter 7 we have showed that the log function is comparable to glog transform 
(included in LNIGene) and inferior to our DDHFm transform (included in our 
DDHFde algorithm) for variance stabilization of microarray data. 
In this paragraph, we will evaluate the performance of VM1/VM2 and 
SAM by incorporating different functions to transform their input. Specif- 
ically, we have built the following hybrid algorithms: VM1 and VM2 with 
DDIIFde transformed input (VM1-DDHFde and VM2-DDHFde), VM1 and 
VM2 with glog transformed input (VM1-glog and VM2-glog) and SAM with 
glog transformed input (SAM-glog). We couldn't build CyT-DDHFde and 
CyT-glog because the Cyber-T software is not that flexible. SAM-DDHFde 
does not function, because our algorithm does not produce genes with fold 
change grater than 1. Finally, we have tried an LMGene-DDHFde version, 
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Min 1st Q. Med Mean 3rd Q. Max SD FDIC sd 
VM1-DDHFde1 37.00 40.50 42.50 42.70 45.00 50.00 3.51 0.05 (0.03 
VM2-DDHFde1 37.00 39.00 42.00 41.15 43.00 44.00 2.25 0.03 (0.02 
Table 9.6: Summary statistics of the differentially expressed genes found 
in each of the 100 iterations by the DDHFde-based versions of VM1/VM2 
methods and their respective estimated FDR. Data simulated from the two- 
component model with parameters aR = 340, a'O = 623, c=0.9, ao = 0.8, 
a; = 95 and aý = 105. Each gene is replicated 4 times. The FDR nominal 
level is set at 0.05. 
Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
VM1-glog 0.00 21.50 25.00 24.30 28.25 39.00 7.69 0.01 (0.01) 
VM2-glog 4.00 21.50 24.50 24.55 29.00 39.00 7.19 0.01 (0.01 
SAM-glog 22.00 24.15 26.00 25.50 27.25 30.00 2.93 0.02_(0.01) 
Table 9.7: Summary statistics of the differentially expressed genes found in 
each of the 100 iterations by the glog-based versions of VM1/Vh72 and SAM 
methods and their respective estimated FDR. Data simulated from the two- 
component model with parameters aR = 340, a° = 623, cr = 0.9, as = 0.8, 
QR = 95 and o= 105. Each gene is replicated 4 times. The FDR nominal 
level is set at 0.05. 
which uses DDHFm transformed input at the LMGene algorithm so that we 
avoid both the glog parameter estimation and the specification of ngenes pa- 
rameter (in fact ngenes is used in the estimation of the glog parameters). How- 
ever, LMGene-DDHFde doesn't function either because the algorithm gives 
negative shape parameter of the Gamma distributed gene-specific variance es- 
timates (see Rocke, 2003). 
Note that it is reasonable to present either the DDHFdel or the DDHHFde2 
hybrid versions of our algorithms since substituting DDHFdel by DDIIFde2 
results to identical findings. Here, we formulate the DDHFde1-based hybrids 
only, that in the previous paragraph controlled satisfactorily the FDR at 0.05 
level. We have applied the hybrid methods to the simulated data of the pre- 
vious analyses so that the comparisons are straightforward. 
Tables 9.6 and 9.7 show the results based on McCaffrey et al. (2004) data 
set. VM1-DDHFde1 and VM2-DDHFde1 have similar performances and they 
are better than any other, original or hybrid, method. To this extend, DDIIFde 
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Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
VM1-DDHFde1 14.00 15.75 18.00 17.20 18.25 19.00 1.64 0.01 (0.01) 
VM2-DDHHFde1 14.00 15.75 18.00 17.20 18.25 19.00 1.64 0.01 (0.01) 
Table 9.8: Summary statistics of the differentially expressed genes found 
in each of the 100 iterations by the DDHFde-based versions of VM1/VM2 
methods and their respective estimated FDR. Data simulated from the two- 
component model with parameters caR = 340, a0 = 623, or = 0.3,01; = 0.2, 71 
Q= 95 and a. = 105. Each gene is replicated 4 times. The FDR nominal 
level is set at 0.05. 
Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
VM1-glog 48.00 50.00 50.00 51.10 51.25 61.00 2.88 0.02 (0.04) 
VM2-glog 48.00 50.00 50.00 51.15 51.00 61.00 2.79 0.02 (0.44) 
SAM-glog 42.00 46.75 47.00 46.80 48.00 51.00 2.37 0.01 (0.01) 
Table 9.9: Summary statistics of the differentially expressed genes found in 
each of the 100 iterations by the glog-based versions of VM1/VM2 and SAM 
methods and their respective estimated FDR. Data simulated from the two- 
component model with parameters aR = 340, aG = 623, OR = 0.3, a=0.2, 
oR = 95 and a= 105. Each gene is replicated 4 times. The FDR nominal 
level is set at 0.05. 
transform has positively affected the performance of VarMixt. On the other 
hand, VM1-glog and VM2-glog identify, on average, half of the true positives, 
while SAM-glog still performs worse that the best method so far. 
Min 1st Q. Med Mean 3rd Q. Max SD FDR (sd) 
VM1-DDHFde1 35.00 35.75 36.00 36.45 37.00 40.00 1.27 0.01 (0.01) 
VM2-DDHFde1 35.00 36.00 36.00 36.40 37.00 39.00 1.04 0.01 (0.01) 
Table 9.10: Summary statistics of the differentially expressed genes found 
in each of the 100 iterations by the DDHFde-based versions of VM1/VM2 
methods and their respective estimated FDR. Data simulated from the two- 
component model with parameters aR = 900, aG = 578, o=0.3, Q, 07 = 0.4, 
Qn = 196 and aG = 68. Each gene is replicated 8 times. The FDR nominal 
level is set at 0.05. 
Next, we try our methods to simulated data from model (7.1) with pa- 
rameters (aR, aG, on, Q,,, C)Q, 4) _ (340,623,0.3,0.2,95,105). Sur- 
prisingly, in Table 9.8 we notice that the performances of VM1-DDHFde1 and 
VM2-DDHFdel has degraded significantly, although the data contain a smaller 
amount of noise. This is in contrast with the findings of the previous para- 
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Min 1st Q. Med Mean 3rd Q. Max SD FDß (sd) 
VM1-glog 51.00 54.00 57.50 58.95 64.25 67.00 5.49 0.14 (0.07) 
VM2-glog 52.00 59.00 61.50 62.15 66.20 71.00 5.49 0.18 (0.07) 
SAM-glog 53.00 57.75 65.00 71.25 83.50 88.00 13.17 0.26 0.15) 
Table 9.11: Summary statistics of the differentially expressed genes found in 
each of the 100 iterations by the glog-based versions of VIM/Vh12 and SAM 
methods and their respective estimated FDIC.. Data simulated from the two- 
component model with parameters all = 900, aG = 578, oR = 0.3, as = 0.4, 
QR = 196 and a= 68. Each gene is replicated 8 times. The FDR nominal 
level is set at 0.05. 
graph, where noise reduction had a positive effect on the results. We suspect 
that to correct this feature a more elaborate calibration method might be re- 
quired. It is possible that our argument relatively to the study of the data 
structure of the DDHFm transformed data is worth to be examined in the 
future. On Table 9.9 we observe that mixing glog with VM1 and VM2 works 
well in this case. 
Finally, Tables 9.10 and 9.11 present the results from the simulations based 
on the Pauli et al. (2006) cDNA data. Notice that all glog-based methods fail 
to control the FDR below 0.05, while VM1-DDHHFde1 and VM2-DDIIFde1 
perform better but still they are not superior to the original VM1/VN12 and 
SAM methods. 
In overall, by introducing hybrid techniques to differential expression we 
were able to improve significantly our results obtained by DDHHFde method 
only. This is clearly one step forward, towards a new method for differential 
expression but still more work is needed to be done. The most important 
reason that motivates us to explore this issue further is that DDIIFm transform 
exhibits superior to Log-transform properties (as shown in Chapter 7) and 
thus we strongly believe that can lead to a substantially improved differential 
expression approach. 
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9.5 Conclusions 
This chapter is concerned with the application of differential expression meth- 
ods in Affymetrix and in two-color cDNA microarrays. Specifically, we have 
presented the results of an Affymetrix treatment versus control experiment 
where we identified and subsequently map the functions of the differentially 
expressed genes in the study. In addition, we discussed a recently developed 
DDHFm-based differential expression approach, called Data-Driven Haar-Fisz 
for differential expression (DDHFde), which has been applied to simulated two- 
color cDNA data. Compared to other established approaches we concluded 
that our method performs similarly to the simple t-test on log-transformed 
data and as a result it fails to identify adequately the differentially expressed 
genes. A reason for this is that our differential expression scheme is simple, 
comparable only to Log-transform and thus unable to compete with more elab- 
orate techniques involving variance estimation steps. As a remedy we proposed 
a series of hybrid algorithms, combining DDHFde with the established differ- 
ential expression methods that attained the best results in our simulations. 
The "hybrids" work significantly better than our DDHFde, suggesting that a 
variance estimation step is still needed for differential expression (although the 
variance is approximately stabilized). Our idea of hybrid algorithms seems to 
be plausible and promising but still more work is needed on this topic. 
From our analysis we have reached two conclusions that could be subjects 
for further research. First, DDHFm produces transformed data that might 
require an elaborate calibration method to be analyzed. Second, the hybrids' 
performances indicate that adequate differential expression analysis can be 
performed by estimating more accurately the variance of the gene data (as 
in SAM, LMGene and VarMixt), which is an established fact in the microar- 
ray literature. To this extent, we would like to examine whether a modified 
DDHFde algorithm, including variance estimation and intensities denoising (as 
in Chapter 8) can provide superior differential expression results, especially for 
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highly noisy data. 
Of particular interest it might be to conduct a further study on how 
DDHFm transformation alters the original data structure. A similar study 
has been performed by Qiu et al. (2005) on various data transformation nmeth- 
ods and showed that the effects can be substantial. The authors concluded 
that the resulting transformed data should be treated with caution and not to 
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Chapter 10 
Object Tracking with Dynamic 
Linear Models: Mathematical 
Background 
This chapter introduces the theoretical background of the second part of this 
work, which concerns the analysis of biological data from an "object" point of 
view rather than from the intensities/numerical perspective we discussed in the 
previous chapters. The word "object" refers to 3-dimensional insulin vesicles 
moving in living pancreatic , ß-cells and are believed to play an important role in 
the regulated secretion of insulin in the blood. It is well known that insufficient 
insulin secretion in the face of insulin resistance leads to the disease type 
2 Diabetes but the mechanism responsible for insufficient insulin secretion 
remains unclear. It is considered that thorough examination of these vesicles' 
motion can lead to better understanding of the insulin secretion process. 
At this chapter, we review some approaches to the problem of kinematic 
(motion) components estimation in 2-dimensions (2D) with examples from 
biological applications. This framework is widely known by the name 2D 
object tracking and it is closely related to the notion of 2D object recognition. 
Both terms will be explained further in this chapter. The object tracking 
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literature is huge and the applications are numerous. Here we focus on the use 
of Dynamic Linear Models (DLM) and more specifically on Kalman filters. We 
will provide an overview of Kalman filter and its extensions, many of which 
have been tested on our vesicles tracking application that we will discuss in 
the following chapter. 
10.1 Introduction 
Dynamic modelling is part of mathematical and statistical methods applied on 
time series processes. The term dynamic relates to changes in such processes 
due to passage of time as a fundamental motive force. The most commonly 
applied subclass is that of normal dynamic linear models, referred to simply as 
Dynamic Linear Models (DLM). The fundamental principles in dealing with 
forecasting problems through DLM range from the structure of meaningful 
parametric models to the definition and estimation of sequential models uti- 
lizing conditional independence at sequential times (forecasting). 
A sequential model definition and structuring is natural in the time series 
context. As time evolves, information relevant to forecasting the future, con- 
ditional on existing information, is received. That information can be used to 
revise the forecaster's views, whether this revision be at the quantitative, the 
form, or the general model structure. 
As an example of the sequential modelling approach consider the follow- 
ing: assume, without loss of generality, that k=1 is the current time. The 
information existing at k=1 is called initial information or prior information 
in the Bayesian framework. This represents all the available relevant starting 
information that is used for forecasting, including history and model parame- 
ters. 
Statements made at time k=2 are based on the the prior and the likelihood. 
The data from these two sources are applied in a Bayesian manner to update 
the information (posterior) for the sampling period k=2. Forecasting ahead 
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to time k>2 involves estimation of the updated model at time k, which is 
in turn regarded as the prior information, collection of the likelihood data at 
time k and update of the model to time k+1. 
The above approach can be described in a more mathematical way by 
introducing a particular univariate dynamic linear model. For each time k, 
the model is represented by the quadruple {c(k + 1, k), H(k + 1), IV(k + 1), 
U(k + 1)}. More specifically, given the prior at time k, k=1,2, ..., K, the 
univariate DLM is defined in terms of 2 sequential models: 
System State model: x(k + 11k) = ýD(k + 1, k) x x(klk) + u(k + 1) 
Observations model: z(k + 1) = H(k + 1) x x(k + ilk) + w(k + 1) 
The state at time k (prior) is "initially updated" in the System State model 
through the known (D (k+1, k) matrix, called state-transition matrix. Then the 
observations, denoted by the vector z(k+1) = {z, (k+l)}s=1 at time k+1, are 
processed (likelihood) via the Observation model, where H(k + 1) stands for 
the known observation matrix. By combining the "initially updated" state and 
the information that comes from the observations, the state at k is updated 
once again and forecasting of the state at time k+1 is possible. The error 
terms u(k + 1) and w(k + 1) are independent, mutually independent and also 
independent of the initial information at time k=1. 
The applications of the above framework are numerous. For example in 
radar and sonar systems surveillance, computer controlled tracking algorithms 
trace "blips" on video displays (Hampapur et al., 2003). Military uses include 
land, air, sea and space surveillance through a large variety of sensors, which 
target and control individual weapons, weapon systems and overall battle man- 
agement. 
Civilian uses include air traffic control, collision avoidance and navigation 
(Saltenis et al., 2003). Koopmans (1967) has applied dynamic models in signal 
processing and stochastic estimation in economics to extract trend and seasonal 
components. Kirubarajan et al. (2000) have used the above framework to track 
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the motion of cultured cells induced by an electric field of a direct current, 
which causes directional locomotion, from a sequence of images. 
10.2 Object Recognition 
The object tracking application for our work requires, first of all, identification 
of the objects' dimensions. In other words, each object is a solid quantity, a 
vesicle, and its position, its shape and its size should be identified (recognized) 
before the tracking application. In several other circumstances, though, the 
object could be an intensity or a "signal" having certain bandwidth as in Khan 
and Premier (1999). 
Object Recognition is a classical problem in computer vision, image process- 
ing and machine vision and aims to determine both the presence and the shape 
of specific objects contained in the image data. For simple 2D objects, this 
task can be solved robustly and without much effort by human observation. 
There are cases, though, where human intervention is not favorable since it is 
both time consuming and prone to great losses of information. Such a case 
could, for example, refer to recognition of 3D moving objects of non-trivial 
shapes and sizes (e. g. polyhedrons, human faces etc) in a cluttered (noisy) 
environment. 
A popular approach to object recognition comes from the work of Digabel 
and Lantoufiejoul (1978) and it is known as the Watershed Transform. In 
grey scale mathematical morphology the watershed transform is a well-known 
method for image segmentation and object recognition. The intuitive idea 
underlying this method comes from geography: it is that of a landscape or 
topographic relief which is flooded by water, watersheds being the dividing 
lines of the domains of attraction of rain falling over the region. An alternative 
approach is to imagine the landscape being immersed in a lake, with holes 
pierced in local minima. Basins will fill up with water starting at these local 
minima, and, at points where water coming from different basins would meet, 
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dams are built. When the water level has reached the highest peak in the 
landscape, the process is stopped. As a result, the landscape is partitioned 
into regions or basins separated by dams, called watershed lines or simply 
watersheds. 
Segmentation using the watershed transform starts by the identification, or 
"marking", of foreground objects and background locations. Marker-controlled 
watershed segmentation follows this basic procedure: 
" Compute the segmentation function of an image whose dark regions are 
the objects to be segmented. 
" Compute foreground markers: These are connected blobs of pixels within 
each of the objects. 
" Compute background markers: These are pixels that are not part of any 
object. 
" Modify the segmentation function on the image so that it only has minima 
at the foreground and background marker locations. 
" Compute the watershed transform of the modified segmentation function 
of the image. 
A similar technique, with an automatic detection of the markers, is used in the 
PROMETHEUS project (http: //cmm. ensmp. fr/ beucher/prometheus. html). 
An example of the watershed transform with markers is illustrated in Fig- 
ure 10.1. Image 10.1 (a) has been segmented (yellow lines) and the foreground 
markers has been identified (red blobs). The black area around each red marker 
represents an object. The remaining area is assigned to the background. In 
image 10.1 (b) the watershed transform has been computed and the objects 
identified (regions formed by the red lines). In the following chapter, we iden- 
tify and track the 3D insulin secreting vesicles by constructing an algorithm 
similar to the marked-controlled watershed segmentation technique. 
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Figwv 111.1: The Watershed Transformation of an electrophoresis gel image. 
(a) Mlnrkers oft 1i blobs (red spots) and of t he foreground (black region around 
t1i red spots) : (1º) ºnxrker-controlled watershed of the gradient, image. The 
objects are furniecl by the red linPS. 
10.3 Object Tracking 
Tracking is t he I)roc ssillg oi nu'a llrcnlents obtained from one or more targets 
in order to maintain an estimate of its/t. heir current states. The increasing 
sophist l( l( ll of slºrveiIIa! l(e systems in order to analyze vast, amounts of data 
has generated it great (Leal of interest in algorithms capable of tracking large 
numbers of objects. 
The targets can be any type of moving objects identified and recorded by 
Illl'illls of telescopes, radars. microscopes etc and are allowed to vary in shape, 
sire, lilt l'u5it il s and motion characteristics. The state of a target t, ytti(ally 
consists of (estimates of kinematic components (e. g. 31) positions. velocities, 
accc'lerrctions and so on) and constant or slowly-varying parameters (coupling 
covili("ivnt S. I)r )jºagatit iU11 VPIO(it V (t c). Hems irenients are noise-corrupted ob- 
servations. which luau Include one or more of the following: estimate of the 
position. time of' arrival (Iiffýýreli(e heiween two sensors, observed frequency 
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difference between two sensors and signal strength. A track is a state trajec- 
tory estimated from a set of measurements that have been associated with the 
same target. 
10.4 Data Association 
Due to significant advances in modern sensor development, huge amount of 
data is usually available in most tracking applications. For example, in a 
2D vesicles tracking application, Tsuboi et al. (2003) assessed the move- 
ment of NPY-Venus expressing vesicles by a Nipkow disk confocal microscope 
(ULTRAVIEWTM Live Cell Confocal Imaging System, PerkinElmer Life Sci- 
ences) and they have been able to acquire image data every 500 ms over 3 mies. 
It is common, though, that in such vast data sets, the presence of random false 
alarms, clutter, ill-defined illumination, interfering targets and maneuvers can 
make the tracking very difficult. To this extent, the effort of estimating the 
current state of n targets can be substantially more costly than the effort 
involved when estimating the state of a single target n times, because estab- 
lishing the correspondence between targets and observations involves certain 
programming and time costs. Probabilistic data association techniques are 
often applied to evaluate this correspondence. 
Data association problems may be categorized according to the type of asso- 
ciation one needs to establish. The most common types involve measurement- 
to-measurement associations (which measurements represent objects and which 
noise), measurement-to-track associations (allocating each measurement to 
a specific track/object) and track-to-track associations (correctly identify a 
track's state in the presence of several tracks, involving estimation of birth/death 
of an object). 
Data association algorithms can be constructed by one of the two funda- 
mentally different models: the deterministic model and the probabilistic model. 
Under the deterministic model, one takes the most likely of several candidate 
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associations and ignores the fact that it is not necessarily correct. The prob- 
abilistic model utilizes a Bayesian framework in which the probabilities of 
individual events are computed and used in suitably modified state estimation 
algorithms. The well-known models of Probabilistic Data Association (PDA) 
and Joint Probabilistic Data Association (JPDA) belong to this category. 
10.5 Kalman Filtering 
Kalman's (1960) seminal paper describes an optimal recursive data processing 
algorithm, known as Kalman filter. Since that time, the Kalman filter has 
been the subject of extensive research and application, particularly in the area 
of autonomous or assisted navigation. An introduction to the general idea of 
the Kalman filter is given by Maybeck (1979) and Welch and Bishop (2004), 
while a complete discussion of the approach and its extensions can be found in 
Sorenson (1970), Bar-Shalom and Fortmann (1988) and Bar-Shalom and Blair 
(2000). 
Kalman filters are based on Linear Dynamical Models (DLM) discretized 
in the time domain. They are modeled on a Markov Chain built on linear 
operators perturbed by Gaussian noise. The state of the system is represented 
as a vector of real numbers. At each time increment, a linear operator is applied 
to the state to generate the new state, with some noise mixed in. Then another 
linear operator mixed with more noise generates the visible outputs from the 
hidden state. This is an idea analogous to the hidden Markov model, limited 
to the case of Gaussian noise. 
One aspect of Kalman filter is its optimality in the sense that it incorpo- 
rates all information that can be provided to it. For example, the knowledge 
of the system and measurement dynamics, the statistical description of the 
system noises and any other available information about initial conditions of 
the variables of interest can be combined in the estimation scheme to provide 
an optimum estimate of the current state. All the available measurements, 
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regardless of their precision, are taken into account. 
10.6 The Discrete Kalman Filter 
The Discrete Kalman Filter (DKF) addresses the general problem of trying to 
estimate the state xE R" of a discrete-time process that is governed by the 
linear stochastic difference equation, known as System State model: 
x(k+1Ik) _V(k+1, k) xx"(kIk)+u (k+1) (10.1) 
where x(k + ilk) is the state at time k+1 given the information at time k, 
c(k + 1, k) is the known transition matrix of the system and u(k + 1) is a 
sequence of zero-mean, white, Gaussian process noise with covariance matrix 
U(k + 1). The j superscript denotes the kinematic model that is in use at 
time k+1, or more formally at time (k, k+ 1], describing the motion of the 
target (e. g. constant velocity model, constant acceleration model etc). During 
the whole [1, K] time period, the target's motion can be represented by one or 
more kinematic models but at any single time k, k=1,2, ..., K, only one is 
assumed to be correct. 
The observation model is: 
z(k + 1) = Hj(k + 1) x x'(k + 11k) + w. (k + 1) (10.2) 
where z(k + 1) is the sequence of the observations at time k+1, H(k + 1) is 
a known observation matrix and w(k + 1) is a sequence of zero-mean, white, 
Gaussian measurement noise with covariance Wv(k+1) independent of U(k+l). 
If the sampling intervals are constant, then'(. ), G(. ) and H(. ) do not depend 
on k. If U(k) and W (k) are also independent of k, then the discrete-time 
system is completely time-invariant. The linearity of the state and observations 
models leads to the preservation of the Gaussian property of the state and the 
measurements (Gauss-Markov process). 
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The state x(k) is assumed to be Gaussian, N[x(klk), P(klk)]. Under this 
framework, if the state and observation vectors are jointly Gaussian, the prob- 
ability density of x(k)IZ(k) is Gaussian (Bar-Shalom and Fortmann, 1988), 
where Z(k) _ {z(h); h=1, ..., 
k} is the vector of the whole set of the mea- 
surements (history). 
10.7 The Prediction/ Correction Principle 
For simplicity reasons, in this paragraph we drop the j superscript from the 
analysis, thus assuming that only one kinematic model is in use throughout the 
[1, K] interval. Later, we will discuss in detail the general case where multiple 
models can be assigned for each target. 
The Discrete Kalman filter is essentially a recursive estimator. This means 
that only the estimated state from the previous time step and the current 
measurements are needed to compute the estimate of the current state. In 
contrast to batch estimation techniques (e. g. Cui et al., 1994), no history of 
observations and/or estimates are required. 
The Discrete Kalman Filter has two distinct phases: Prediction and Cor- 
rcction (update). The state model (10.1) is considered as a predictor equation 
and uses the estimate from the previous time step to produce an estimate of 
the current state. The observations model (10.2) is a corrector equation, where 
measurement information from the current time step is used to refine the pre- 
diction and obtain more accurate state estimates. The estimation algorithm 
then resembles the prediction - correction scheme illustrated in Figure 10.2. 
The step-by-step prediction/correction of the state is presented in a math- 
ematical form here. Kalman (1960) proves the optimality of the following 
estimators. 
1. State Initialization: In most applications the initial state at k=1 is 
unknown. For example, in a vesicles tracking application where the tar- 
gets' external and motion characteristics are allowed to vary, it is not 
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Measurements Update (Correct) 
State Update (Pre(fict) 
Figure 10.2: The Prediction/Correction principle in Discrete Kalman Filter 
models. 
a simple matter to initialize their motion parameters. To this extent, 
the initial state can be represented with a set of Normally distributed 
random variable x(klk) - N[x(klk), P(kjk)] for k=1. The X2 test for 
the initial estimation error of i(kIk) = x(k) -1(kf k) is 
xT(kik)p-i(klk)! (klk) cl (10.3) 
where cl is a constant representing the upper limit of, say, 95% confidence 
region from the X2 distribution with the corresponding number of degrees 
of freedom. The choice of the initial covariance should be such that 
the above inequality is satisfied. In simulations, one can generate the 
initial true state with a random number generator according to x(k) - 
N[x(kl k), P(klk)) assumption. Further suggestions and track initiation 
algorithms are described in Bar-Shalom and Fortmann (1988). 
2. State Update (Prediction): Initially update the state as: 
x(k + ilk) = (D(k + 1, k)x(klk) (10.4) 
with covariance: 
P(k + l1 k) = 1(k + 1, k) P(kl k)(DT (k + 1, k) + U(k + 1) (10.5) 
3. Measurements Update (Correction): At time k+l take the measurements 
and estimate: 
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z(k + 1) = H(k + 1)ß(k + 11k) (10.6) 
with measurement prediction covariance: 
S(k + 1) = H(k + 1)P(k + ilk) HT (k + 1) +W (k + 1) (10.7) 
4. Kalman Gain: Compute the Kalman gain as: 
k(k + 1) = P(k + ll k)HT (k + 1)S-1(k + 1) (10.8) 
This equation provides information on the importance of each observa- 
tion in our system. When the observation noise variance is large then 
K(k + 1) is small, indicating that the system gives little confidence on 
noisy measurements. On the other hand, if the P(k +1 1k) is large then 
K(k+1) will be large. In this case, one is not certain of the output of the 
system state model within the filter structure and therefore Kalman gain 
weights the measurement heavily. Finally, if P(k +1 k) = 0, one is abso- 
lutely sure of the estimate of the state before the measurements become 
available, thus k(k + 1) becomes 0 and the measurement is disregarded 
from further analysis. 
5. Final State Update: Update the state at time k+1 by estimating: 
x(k + 1ik + 1) = l(k + 11k) + K(k + 1)r"(k + 1) (10.9) 
where r" (k + 1) = z(k + 1) - H(k + 1)ß(k + 11 k) are the innovation or 
measurement residuals of the measurements z(k+1). The x(k+11 k+ 1) 
summarizes the final estimate of the object's state at time k+1, including 
its position and its kinematic components. The covariance is estimated 
as: 
P(k + ilk + 1) = (I - 
K(k + 1)H(k + 1))P(k + ilk) (10.10) 
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6. At time k+2, -*(k + 11k + 1) and P(k + 11k + 1) are considered as prior 
information and steps (2)-(6) are repeated to update the state and the 
covariance of the variables of interest. 
The above framework is summarized by the name Discrete Kalman Filter. 
Note that at every stage k, the entire past is summarized by the efficient 
statistic x(klk) and its associated covariance. 
10.8 Multi-Model Tracking 
Multi-model tracking is widely applied in surveillance systems to provide both 
a unified and comprehensive picture of the environment, using data reported 
by one or more sensors. The goal is to form and maintain tracks on targets of 
interest from scans of measurements provided by the sensors. 
Formally, the term multi-model tracking refers to assigning several motion 
models for a target. This is clearly a more interesting and applicable frame- 
work than the single kinematic model case. Although the basic "Prediction / 
Correction" principle remains the same, the multi-model framework requires 
information on how the models are switched over time. For the realistic case 
where several observations are available with an "one target - one measure- 
ment" correspondence, the issue of association between targets and measure- 
rnents should also be considered. The complexity of the problem varies, de- 
pending on whether one forecasts the state of one or several targets. The 
latter case can be far more complex than the former, especially in cluttered 
environments, characterized by closely spaced targets and uncertainty in the 
definition of the motion models. 
Inaccuracies on the estimation of the state model may arise for the following 
reasons: 
" During maneuvers the track may be lost completely or, in the case of 
several targets tracked simultaneously, it can be confused with the track 
of another target. 
189 
Chapter 10. Object Tracking with Dynamic Linear Models: Mathematical 
Background 
" Some form of adequate data association is needed to assign the measure- 
ments to the tracks. The appropriate technique usually depends on the 
nature of the problem and the data at hand. There is the potential of 
assigning detected clutter to target tracks, and in multi closely-spaced 
target case there is the potential for assigning a target's measurement to 
another target's track. 
" Clutter can produce false tracks, and if the clutter density is sufficiently 
large, the resulting number of false tracks can degrade the overall picture 
of the environment. 
The discrete Kalman filter can be accordingly modified to take into account 
these problems. For example, model tuning can be applied to adapt to the most 
extreme maneuver expected by setting a certain angle of directional change as 
an additional model parameter. However, if the targets are not maneuvering or 
maneuvering at a lower level, this approach would result in less noise reduction 
than could be achieved with a Kalman filter tuned to a less extreme maneuver. 
A different approach would be to augment the filter with a maneuver detector, 
that is a parameter that can be updated over time and detect whether the 
target changes direction. A problem encountered in practice, though, is that 
there is a time lag between the actual onset and the detection of the maneuver, 
and a time lag between the detection and the actual end of the maneuver. 
These lags typically last for several scans and may lead to significant state 
estimation errors. Under these circumstances, a different approach, described 
in the next paragraph, should be considered to account for these problems. 
10.8.1 The Interacting Multiple Model (IMM) for One 
Target 
Let us assume that a single target moves for K consecutive, equispaced times 
in a cluttered environment. The target's motion is characterized by several 
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models, so that a multi-model approach should be considered to take into 
account changes in velocity, acceleration, maneuvering levels etc over time. At 
each time k, several measurements are available and a target - measurement 
correspondence needs to be established. 
A modified Kalman filter, aided with a data association technique, can 
be used to generate the updated state estimates. This approach is described 
in Bar-Shalom and Blair (2000) under the name Interacting Multiple Model 
(IMM). The IMM is a suboptimal hybrid filter based on several alternative 
models to describe the target's motion and a probabilistic (Markov) switching 
between these models. It is based on hypothesis merging and hypothesis re- 
duction that leads to low computational time costs. The IMM is derived as a 
suboptimal approximation to the optimal Kalman filter algorithm. 
An optimal implementation of IMM would require "mapping" all possible 
tracks over the whole time period [1, K] and then assign an optimization algo- 
rithm to perform the tracking. One can easily see that this procedure is not 
computationally efficient by a simple example. Let us consider the NPY-Venus 
data set that we will analyze in the following chapter. This data set consists 
of 153 identified objects moving in 3 dimensions over 90 time periods. As- 
signing the optimal filter would initially require estimation of the initial state 
(time k= 1) and application of the Prediction/Correction algorithm for each 
target and each observation to update for time k=2. To this extent, the 
algorithm would produce 153 updated states for each target (assuming that 
there is no clutter and the target-measurement correspondence is perfect). At 
time k=3, each track ("route") would be updated in the same way, resulting 
in 153 updates for each of the 153 tracks and so on. 
On the other hand, the suboptimal IMM is based on kinematics model 
mixing that leads to estimation of a single state vector for each target. During 
one sampling period a certain kinematic model (e. g constant velocity) may 
describe the target's motion, but over another sampling period, a different 
model may be more appropriate (e. g. constant acceleration). Unlike the sim- 
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ple Kalman filter augmented by a maneuver detector, where only one filter is 
in operation for the target at any time k, the IMM framework uses multiple 
parallel filters, all of which are in operation at any time k. The state estimate 
is then a weighted estimate of the estimated individual filters, each filter being 
matched with a particular model. Mazor et al. (1998) report that the compu- 
tational requirements of the IMM are nearly linear in the size of the problem 
(number of models) while its performance is almost the same as that of an 
algorithm with quadratic complexity. 
To describe the IMM approach let us first assume that the target's motion 
can be represented by a set of m candidate motion models. At each time k, 
each of these models describes the motion characteristics of the target with 
known probability ui(klk) = P(Mj(k)Iz(k)), j=1, ..., m. The event that 
model j is in effect at time k is denoted by Mi(k), while z(k) represents the 
observations at time k. The model switching is governed by a finite-state 
Markov chain according to the probabilities pij = P{Mi (k + 1)1Mi(k)} of 
switching from model i at time k to j at time k+1. The model-switching 
probabilities, p; j, are assumed initially known and can be updated over time 
according to the motion characteristics of the target. 
The system state and the observation models are given as before by: 
x'(k + 11k) = '(k + 1, k) x x'(klk) + u'(k + 1) (10.11) 
z(k + 1) = Hj(k + 1)xj(k + 11k) + w1(k + 1) (10.12) 
where model j is in effect over the period ending at k+1. The same assumptions 
of linearity and independent, Gaussian error terms hold as previously. The 
IMM is described in Bar-Shalom and Li (1998) as follows: 
1. State Initialization: Start from initial state at time k=1, x (klk), with 
covariance P2(klk). The i model is in effect at time k with probability 
j'(k1k). 
2. Mixing the State Estimates: Use the model probabilities u'(kjk) and 
the model switching probabilities pij to estimate the conditional model 
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probabilities: 




for any i and j models, where µi(k + 11k) =E äl p; ji (klk). Then the 
mixing state and covariance estimates are: 
m 
xoý(kI k) _ µ+li(kIk)x`(kIk) (10.14) 
p°i(kl k) = Em i ýL'Iý(klk) 
x {P2(klk) + [x=(kl k) - x°'(klk)] x [x'(klk) - x°°(kl k)]T } (10.15) 
3. State Update (Prediction): Use the Discrete Kalman filter to initially 
update the state and the covariance estimates. The predicted state es- 
timate xj(k + llk) and the corresponding covariance Pj(k + 1) under 
model Mi (k + 1) are given by: 
x2(k+ilk) _(Dj(k+i, k)x°°(k+ilk) (10.16) 
P'(k+1l k) = ý>'(k+1, k)P°'(k+1Ik)[V(k+1, k)]T+Uf(k+1) (10.17) 
4. Measurements Update (Correction), Filtering and Data Association: When 
the vector of the current measurements z(k+1) = {z, (k+1)}1, sl 
is gath- 
ered, estimate the innovation vector ri (k + 1) as: 
r' (k + 1) = z(k + 1) -H (k + 1)x(k + 11k) (10.18) 
In a multi-model environment with several candidate measurements for 
a target, we wish to apply a filter that will help us to reduce the com- 
plexity of the problem and search for meaningful targets-measurements 
associations. One simple filter is illustrated in Figure 10.3. 
Assume that at time k+1a target's "T" motion is governed by 2 models 
(j = 1,2 with associated events M1 and M2) and that its predicted 
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Figure 10.3: Tracking one target (T) in 2D space by applying 2 different models 
states, x' (h + 11 k) and x2 (k + 11 k), for each model give position esti- 
mates "Tl" and "T2", respectively. Around "T1" and "T2" we observe 
the {z, (k+1)}; =1 measurements, 
denoted simply here as zs (s = 1,2, ..., 
10). To filter the measurements for the particular target "T" and assign 
a target-measurement association measure only for "some" meaningful 
measurements we construct the ellipses. The ellipses are appropriate val- 
idation regions constructed about "Ti" and "T2". Following Blackman 
(1986), a measurement z3(k + 1) falls in the validation region if: 
[14, (k + 1)]T S-1 (k + 1) ä(k + 1) :ý g2 (10.19) 
where r; (k + 1) is estimated for a particular z, (k + 1) measurement, g is 
the threshold for ensuring that the target originated measurement falls 
in the validation region with a known probability PO and S(k + 1) is the 
innovations covariance matrix estimated as: 
Sf(k+ 1) = H'(k+ 1)Pj(k+ 1Ik)[H'(k+ 1)]T +W'(k+ 1) (10.20) 
194 
10.8. Multi-Model Tracking 
In our example, the observations z1, z2 and z3 are validated by model j 
=1 and zl, z4 and z5 by model j=2. Notice that zl is validated by both 
models. Only the validated z, (k+1)'s are considered for further analysis 
with each model and the rest are excluded. We denote the validated 
measurements as z, (k + 1), c=1,2, ..., 
P, l' -< 1. 
Since more than one measurement may be validated for each model, an 
appropriate method is required combine this information and produce 
meaningful updated states. Several such methods exist in the literature, 
but the most commonly applied is the Probabilistic Data Association 
(PDA). We will describe PDA later at this chapter. 
5. Kalman Gain and Model-Specific State Updates: For the validated mea- 
surements estimate the Kalman gain and update the state as follows: 
K'(k + 1) = P'(k + ll k)[H'(k + 1)]T [Si(k + 1)]-' (10.21) 
x'(k + 1lk + 1) =x (k + 1Ik) + Kj(k + 1)v'(k + 1) (10.22) 
To update the covariance we need to introduce some notation, which will 
be described in detail in the Data Association paragraph. We denote 
as Q, the probability that the cth validated measurement z, (k + 1) is 
target-originated (not clutter) and as , ßo the probability that none of the 
observations is target originated. Then the updated covariance Pf (k + 
11 k+ 1) is given by: 
P'(k+llk+1) =, ßgPi(k+1lk)+[1-ßö]C'(k+1)+Pi(k+1) (10.23) 
where 
C'(k + 1) = P'(k + 1Ik) - K'(k + 1)S'(k + 1)[K'(k + 1)]T (10.24) 
P(k + 1) = K3(k + 1) Ec_i ßýrJ(k + 1)[r(k + 1)]T 
-vj(k + 1)[v1(k + 1)JT (10.25) 
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By vj(k + 1) we denote a weighted innovation estimate, called combined 
innovation and its estimation will be discussed later in the Probabilistic 
Data Association paragraph. 
G. Model Likelihoods: Since the IMM uses multiple parallel filters (kine- 
matic models), all of which are in operation at each sampling period, 
one needs to estimate the likelihood of each filter to be in effect at time 
k. The likelihood is defined by the conditional density A3 (k + 1) _ 
f {z(k + 1) 1 M' (k + 1), Z(k)}. By assumption, the combined innovations 
v'(k + 1) are Gaussian so that the likelihoods are: 
Aj(k + 1) -1 det[21rSj(k+l)] x 
exp{-0.5 " [v'(k + 1)]T [Si(k + 1)]-lv'(k + 1)} (10.26) 
7. Model Probability Updates: Based on the model likelihoods, we estimate 
the updated probability µ'(k+11 k+1) of Mi(k+1) model being in effect 
at time k+1, as: 
pi(k + ilk + 1) = P{Mi(k + 1)lz(k + 1)} = Ei=l µ, (k+ilk)nj(k+lT X 
µ'(k + lI k)A'(k + 1) (10.27) 
8. Final State Update (Weighted Estimator): These are the final, updated 
estimates of the state and covariance of the target. They are weighted 
estimates given by: 
m 
x(k + ilk + 1) =I: 1L'(k + ilk + 1)x'(k + ilk + 1) (10.28) 
; _1 
P(k + l1k + i) _Fj pi(k + Ilk + 1){Pi(k + lIk + ý)+ 
[x(k+1Ik+1)-x(k+1Ik+1)J x [x'(k+llk+1)-X(k+llk+1)]T} (10.29) 
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10.8.2 The Interacting Multiple Model (IMM) for Scv- 
eral Targets 
The multi-model multi-target case is not much different from the one described 
above. The "Prediction/Correction" principle holds in the same way by up- 
dating the estimates of each target. There is one significant difference, though, 
in this setting since discrimination between clutter and target-originated mea- 
surements for each target (like in the single target case) and between targets 
is required. In other words, one should solve the problem of which measure- 
ments are clutter and which belong to which target. For each target and each 
model, validation regions still apply but a more sophisticated data associa- 
tion technique should be used to estimate the ßj and 60i probabilities that 
have now a target-specific form. The most popular data association approach 
is, called Joint Probabilistic Data Association (JPDA) and we will describe 
it later. Here, we will outline the state prediction-correction process in the 
multi-target multi-model case by using the previous notation. 
1. State Initialization: Assume that we track t=1,2, ..., T targets 
for 
k=1,2, ..., K times. The initial state for each target is x (klk) with 
covariance Pt (klk). The model probabilities are given by i4(klk) and the 
model switching probabilities by pt, i j. 
2. Mixing the State Estimates: The conditional model probabilities are: 
µU (kI )= 
12t (k 
+ 
lIk)Pt{. i µi(klk) 
(10.30) 
for any i and j models and any target t. Like before 14(k + 11k) _ 
Ej `1 p ,, jµt(kl 
k). The mixing state and covariance estimates are: 
m 
xii(kIk) _E (kIk)xe(kIk) (10.31) 
poj(kIk) _ ß'i"__1 /ýeý(kIk) 
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Pi(klk) + [xý, (k k) -x (klk)] x [xt(klk) - x°'(kl k)}T (10.32) 
3. State Update (Prediction): For the model Mt (k + 1), the predicted state 
estimate x (k + 1Ik) and the corresponding covariance P' (k + 1) are: 
4'(k +11 k) =I (k + 1, k)x°' (k + 11 k) (10.33) 
Pi (k+ 11k) _ -1, t(k+1, k)Poi(k+1I k)[ýt(k+1, k)]T +Ut (k+1) (10.34) 
4. Measurements Update (Correction), Filtering and Data Association: The 
filtering procedure is the same as before but the data association should 
identify which measurements belong to which targets. When the vector 
of the current measurements zt(k + 1) = {zt, 8(k + 1)}t ýl, 
st-1 becomes 
available, find the It validated measurements and estimate the innova- 
tions 7i,, , 
(k + 1) of for each target t as: 
rt,, (k+1) =zt,, (k+1) -Ht(k+1)xß(k+l1 k) (10.35) 
5. Kalman Gain and Model-Specific State Updates: For the validated mea- 
surements estimate the Kalman gain: 
Kt (k + 1) = P' (k + 1(k) [Ht (k + 1)]T [St (k + 1)J-1 (10.36) 
where 
St ý(k + 1) = HH (k + 1)P? (k + ll k) [H' (k + 1)]T + W1(k + 1) (10.37) 
Then update the states and the covariances: 
4 (k + llk + 1) =4 (k + 11k) + KK(k + 1)v (k + 1) (10.38) 
Pi (k+llk+1) = ßl, oP! (k+1Ik)+[1-ßtO]Ci(k+1)+Pt (k+1) (10.39) 
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where 
Ct(k+1) =P/(k+llk)-Kt(k+1)Stl(k+1)[Kt(k+1)]T (10.40) 
Pt (k + 1) =K (k + 1) ýC_ý Q',,,,, (k + 1)[,, (k + 1)]T- 
vt(k+1)[vý(k+1)]T (10.41) 
and v (k + 1) is the combined innovation for each target. 
6. Model Likelihoods: The model likelihoods are given 
by: 
A3t(k+1) =1x det[2irS, 3 (k+1)] 
exp{-O. 5 " [t (k + i)]T [st (k + 1)]-1ý' (k + 1)} (10.42) 
7. Model Probability Updates: The model probability updates are: 
µ4(k+llk+1) 
µ; k+l k )Ai k+l 
xM'(k+1lk)Al(k+1) (10.43) 
8. Final State Update: The updated estimates of the state and covariance 
at time k+1 are: 
m 
xt(k + ltk + 1) =E µi(k + 1jk + 1)xi(k + 1lk + 1) (10.44) 
j=l 
Pt(k + 1lk + 1) = Ej 1 µ1(k + 1tk + 1){ Pf(k + 1Ik + 1)+ 
[xt (k+lI k+1)-xt(k+lI k+1)] x [xi (k+1Ik+1)-xt(k+1Ik+1)]T} (10.45) 
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10.9 Data Association Methods 
There are several data association techniques used for tracking. One of the 
simplest methods is the Nearest-Neighbor (NN) algorithm where each track is 
matched with the validated measurement having the smallest distance from 
the track. While the NN method may be appropriate for the single target or 
the widely separated targets cases, its performance degrades for closely-spaced 
targets and/or in the presence of clutter, where conflicting associations arise. 
Such a case is the one we study in the following chapter. 
To handle conflicting associations in the general multi-target case, an op- 
timization algorithm can be combined with NN and assignments can be made 
by computing all possible measurement-to-track pairs and then minimizing the 
sum of the normalized distances, subject to maximizing the number of assign- 
ments. This algorithm, called Global Nearest-Neighbor (GNN), is discussed in 
Blackman (1986) and Blackman and Popoli (1999). It should be noted that 
GNN finds the best global solution only at time frame k and not over the 
whole period [1, K] that tracking is performed and thus the measurement-to- 
track assignment is not optimal. Optimal solutions can be found by applying 
the auction algorithm, which basically is a modification of the NN (see Black- 
man and Popoli, 1999), but requires extensive computational resources. 
A more complex procedure is the Track Splitting filter, described in Bar- 
Shalom and Fortmann (1988). In this procedure, the track is split into separate 
hypotheses at each time k. There is one hypothesis for each validated mea- 
surement for each track and a separate Kalman filter is computed for each 
hypothesis. The hypothetical states are then updated and new validation re- 
gions are computed at time k+1. Since the number of splits into which the 
track is split can grow exponentially, the likelihood function of each split is 
computed and the unlikely ones (in terms of a statistical test) are discarded. 
However, track splitting has the following disadvantages: 
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e The algorithm does not yield a probability that a sequence is correct. 
. The statistical test cannot be conducted for tracks with long "histories" 
because the likelihood function becomes dominated by old measurements 
and responds very slowly to recent ones, unless a fading memory version 
of the algorithm is implemented. 
" Potential tracks are considered in an individual basis, which ignores 
"competition" for the same measurements between several tracks. 
9 The computation and memory requirements grow with time and can 
saturate even large computing systems. 
. Large number of false tracks is produced if the clutter density is suffi- 
ciently large. 
A Bayesian data association approach is the Multiple Hypothesis Track- 
ing (MHT), described by Bar-Shalom and Fortmann (1988). The MUT is 
a measurement-oriented method since it considers all measurements-to-track 
combinations from the initial time to the current time. Then a set of associa- 
tion hypotheses is evaluated in order to find the best combination. Unlike track 
splitting method, which computes a likelihood for each split, the MITT com- 
putes a probability for each hypothesis. The possible measurement-to-track 
associations are: 
9 The validated measurement zz(k), c=1, ..., l' is the continuation of a 
previous history (prior target/established tracks). 
" The validated measurement z, (k) represents a new target. 
" The validated measurement z, (k) is a false alarm. 
In a cluttered environment, the number of hypotheses can grow exponen- 
tially and certain hypotheses reduction techniques, such as clustering, should 
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be applied to reduce their number. In any case though, the number of hy- 
potheses that need to be evaluated is large and extensive computations are 
often required. 
10.9.1 Probabilistic Data Association (PDA) 
Due to the high computation and time cost of the previous data association 
methods, accurate and less costly approaches are needed to perform the task 
successfully. The Probabilistic Data Association (PDA) and the Joint Prob- 
abilistic Data Association (JPDA) techniques have been proposed by Bar- 
Shalom and Li (1998) and Bar-Shalom and Blair (2000) as possible remedies 
for the single-target and multi-target cases, respectively. 
PDA is applied in the single-target case and assumes that at most one 
of the validated measurements is target-originated and any other validated 
measurement is a clutter detection. Clutter measurements are modeled as in- 
dependent, identically and uniformly distributed in space. A target-originated 
measurement is assumed to have a Gaussian distribution and thus the density 




where (dl, )' = [r3]T [Si (k)]-lr3c and S2 (k) is the covariance matrix of the vali- 
dated innovations r3 for model j at time k. 
There are two versions of the PDA algorithm depending on the model 
used for the number of clutter detections. The parametric version models the 
number of clutter detections by a Poisson distribution. For 1* measurements 
falling inside the validation region of x3 (k +1 k) at time k+1, the probability 
, 
(k + 1) is target originated is given by: that the cth validated measurement zj 
ec 
1 (10.47) 
Ql -b+ E1 
where the terms e' and b are given by: 
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el _ -0.5(dß)2 (10.48) 
1- PDPG 
b= det[27rSj(k + 1)] x PD 
(10.49) 
The A term represents the known spatial density of the clutter, b accounts for 
the possibility that none of the validated measurements is target originated 
and that the target-originated measurement was not detected, PD is the known 
detection probability (usually set at 95%) and PG is the known probability of 
the target originated measurement falling inside the validation region (usually 
set at 90% - 95%). 
For the non-parametric version of PDA, b is the same as before and A is 
replaced by l*/V, where l* is the number of validated measurements and V is 
the hypervolume of the validation region at time k+1. 
The probability that none of the measurements is target originated is given 
by: 
po=i-pC, (10.50) 
Finally, the combined innovation, which is applied through the Kalman filter, 
is estimated by: 
J* 
v'(k + 1) =Eß, jrJ, (k + 1) (10.51) 
C=l 
10.9.2 Joint Probabilistic Data Association (JPDA) 
The JPDA is the extension of PDA to the multi-target case. The JPDA not 
only discriminates clutter from target-originated observations but also con- 
siders discrimination of targets and target-originated measurements. In other 
words, it considers which measurements are clutter and which measurement 
belongs to which target, simultaneously. JPDA assumes that a target can 
generate at most one measurement at time k, which implies that a measure- 
ment could have originated from at most one target and that the non-target- 
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originated measurements are modeled as clutter. JPDA is the same as PDA, 
parametric and non-parametric versions exist but the association probabilities 
are computed in a different way. 
The JPDA is described in detail in Bar-Shalom and Blair (2000). Because of 
its high computational cost and complexity for more than two targets, Fitzer- 
ald (1990) has developed two alternative JPDA-based association methods. 
Here, we discuss briefly these two methods. 
The first method is called Cheap JPDA. The probability 8t, c associating 
track t with validated zt,, (k + 1) is approximated by: 
At, c(k + 1) ßt c. 
(10.52) 
Tt +M' -At,, (k+1)+B 
The quantity B is a bias term to account for clutter and for non-unity proba- 
bility of detection, while the quantities Tt and Mj are given by: 
l" 
Ti = At,, (k + 1) (10.53) 
C=l 
T 
Mýj _E At, c(k + 
1) (10.54) 
e=i 





exp{-0.5 " [7-t7 . , ý(k 
+ 1)]Tt (S,, (k + 1))-1 
,, 
(k + 1)} (10.55) 
where r,, (k + 1) is the innovation for target t, model j and the validated 
measurement zt,, (k + 1), and St, jk + 1) is the innovation covariance. Once 
again: 
Qe, o =1- ic (10.56) 
The second method is called Nearest-Neighbor JPDA (NNJPDA). It is often 
applied in the case of closely-spaced targets where the weighted average up- 
dated nature of JPDA results the target tracks to be attracted to one another 
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and consequently to large track biases and target coalescence. To avoid these 
phenomena, NNJPDA abandons the weighted average state estimation in fa- 
vor of one-to-one assignments of measurements to tracks. The association 
probabilities are used for these assignments, which can be computed by Cheap 
JPDA. The technique to make these assignments in a closely-spaced targets 
environment is similar to the idea of GNN described previously. This is the 
data association technique that we will apply to the NPY-Venus data set in 
the following chapter. 
10.10 Conclusion 
In this chapter we reviewed the use of dynamic linear models and specifically 
Kalman filter to 2-dimensional object tracking. Depending on the nature of 
the problem and its complexity certain modifications of Kalman filter have 
been suggested to obtain plausible estimates of the kinematic parameter of 
the models. We have focussed on the multi-kinematic models case for each 
target and stated that when tracking is performed in a cluttered environment, 
data association methods are required to obtain adequate estimates. The most 
popular ones are the Probabilistic Data Association (for one target) and the 
Joint Probabilistic Data Association (for several targets). A modification of 
the latter has been applied to the analysis of the NPY-Venus data set that we 
will discuss in the following chapter. 
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3D Vesicle Tracking 
The objective of this chapter is to analyze the biological data of the NPY- 
Venus project (Tsuboi et al., 2003) by means of our 3D object recognition and 
object tracking algorithms. The work was motivated by the biologists' need to 
visualize and analyze the motion of insulin secreting vesicles in pancreatic , 3- 
cells (G. A. R. 's laboratory, Department of Biochemistry, University of Bristol, 
UK). We have built these algorithms, called 3D Vesicle Recognition (VR3D) 
and 3D Vesicle Tracking (VT3D) respectively, in the R statistical package. In 
the following paragraphs we will give full detail of the data collection, their 
nature as well as the structure of our algorithms. 
The data set consisted of 153 identified, closely-spaced vesicles moving in a 
3D space within a 310 x 310 x 10 grid. The significantly cluttered environment 
and the bad quality of the measurements were the main problems we had to 
face and take into account in building a robust 3D object recognition and 
object tracking algorithm. These obstacles were confronted with appropriate 
filtering and data association techniques that we will describe in detail here. 
Our first task was to simulate data similar to the real ones and test the 
performances of VR3D and VT3D by measuring how successfully they were 
able to identify and estimate the objects' positions over time. We have run 
a series of N= 100 simulated data sets each containing the same number of 
objects and estimated the "average success" of our algorithms. Our estimated 
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position estimates were, for the majority of the objects (approximately 85% 
of them), very close to the "true" positions in terms of the Mean Square 
Error (MSE). The tracking algorithm might fail when two (or more) objects 
were moving very close to each other and usually towards opposite directions. 
In that case, the tracks might get confused but still the positions could be 
estimated with high precision. 
Finally, we applied VR3D and VT3D on the real NPY-Venus data. We will 
present our results in terms of the estimated initial positions and the estimated 
objects' tracks with 3D plots. We will also assess the performance of our 
algorithm by computing the Mean Square Prediction Error of Kirubarajan 
et al. (2000) over the 90 time frames. These results are significant for the 
biological interpretation of the vesicles' motion and insulin secretion. 
11.1 Introduction 
Insufficient insulin secretion in the face of insulin resistance leads to the dis- 
ease type 2 Diabetes (Bergman et al., 2002) but the mechanism responsible 
for the insufficient insulin secretion during exocytosis (the process by which a 
cell releases large biomolecules through its membrane) remains unclear. Be- 
fore it is possible to understand why insulin secretion fails to compensate for 
insulin resistance during the progression of type 2 Diabetes, it is essential to 
understand insulin secretion at all levels of biological complexity, ranging from 
the whole pancreas within a living animal to the pancreatic fl-cell and its fun- 
damental unit of secretion, the insulin secretory vesicle (Michael et al., 2006). 
Insulin vesicles contain a chemically complex mixture of ions, small molecules, 
and proteins which are believed to play important roles in the regulated se- 
cretion of insulin (Dodson and Steiner, 1998). Although our understanding of 
regulated secretion of insulin has progressed greatly in recent years, the mech- 
anisms that control the trafficking, processing and secretion of insulin vesicle 
cargo are still matters of extensive research (Aryan and Halban, 2004). 
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Recently, approaches have been developed to visualize insulin vesicle dy- 
namics and exocytosis using vesicle-targeted forms of enhanced green fluores- 
cence protein (see for example Varadi et al., 2002; Tsuboi and Rutter, 2003). In 
particular, the use of total internal inflection fluorescence microscopy (TIRF; 
also called evanescent wave microscopy), which allows fluorescence excitation 
within a closely restricted domain close to the plasma membrane (within 70 
nm), permits visualization of single insulin vesicles carrying pH-insensitive yel- 
low fluorescent protein (Venus), fused by neuropeptide Y (NPY). Using TIRF, 
as well as conventional confocal microscopy, one can obtain movie and image 
data of the insulin vesicles's motion characteristics. Michael et al. (2004) 
have previously compared the behavior of several "fluorescent-cargo" proteins 
and demonstrated that different fluorescent cargo proteins behave differently 
during exocytosis. 
Our task is to examine and map the motion of insulin secreting vesicles liv- 
ing in pancreatic #-cells in order to understand the effect of forced changes in 
5'-AMP-activated protein kinase (AMPK) activity (a protein kinase). Changes 
in AMPK have recently been implicated in the control of insulin secretion 
by glucose (da Silva et al., 2003). In pancreatic islet , Q-cells, activation of 
AMPK at low glucose concentrations contributes to the inhibition of glucose 
metabolism and hence insulin secretion. Moreover, expression of a constitu- 
tively active form of AMPK inhibits glucose-induced mitochondrial synthesis 
and insulin secretion. By contrast, expression of a dominant negative form of 
AMPK stimulated the release of insulin at low glucose concentrations. 
To assess the movement of NPY-Venus expressing vesicles, da Silva et al. 
(2003) employed a Nipkow disk confocal microscope (U1traVIEWTM Live Cell 
Confocal Imaging System, PerkinElmer Life Sciences). Images were acquired 
every 500 ms over 3 mins. Cells were incubated with adenoviruses in Dulbecco's 
modified Eagle's medium (DMEM) containing 25 mM glucose for 16 hours. 
They were observed on a Leica TCS-AOBS laser-scanning confocal microscope. 
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11.2 Data Description 
We have obtained 2D movie (. mpeg) and 2D image (. tif) data of the vesicles' 
motion over 90 time frames. Recent advances in microscopy and imaging 
technology allowed us to divide the , 
3-cells into layers ("depths"), so that the 
set of 2D images we analyze can be viewed from a 3D perspective. Specifically, 
each time frame is divided in 10 layers (the 3rd dimension), where each layer 
is a different depth inside the , 
ß-cell. In total 900 images were acquired and 
analyzed. Figure 11.1 shows an example of 2,3-cell's layers at time k=1. The 
vesicles we wish to identify and track are the illuminated spots in the image. 
(a) (b) 
Figure 11.1: The NPY-Venus data at time k=1 at two different depths (a) 
and (b). 
To build the VR3D and VT3D algorithms, we have studied the image 
data to visualize the vesicles external characteristics and the movie data to 
observe their motion characteristics. To examine the still images we have 
used the ImageJ (http: //rsb. info. nih. gov/ij/) that includes various functions 
for image analysis. Specifically, one can view the objects' positions on a user- 
specified 2D grid and the pixels' intensities, smooth the images and plot the 
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intensities histograms. We have simply used ImageJ for viewing purposes. Our 
image data had been smoothed after the collection phase by using Metamorph 
software (Universal Imaging Co., West Chester, PA). 
From the images and the movies we observed the following, which we took 
into account to our algorithms: 
" The vesicles have very similar characteristics. In their initial state (time 
frame k= 1) they can be described as 3D polyhedrons with varying 
sizes (between 12 to 25 pixels for each vesicle). The "large" vesicles can 
be typically observed in at most 2 consecutive layers and usually are 
characterized by large intensities (the intensities of the pixels they are 
composed from). The "small" vesicles are usually found in one layer and 
they have medium or small intensities. 
" Due to the 3D perspective of the images, the notions "small or large" 
for the vesicles' size and their pixel intensities do not actually apply 
over time. To see this consider the following example: it is possible 
that in time k we observe a particular vesicle in a position (x, y, z). 
From the data we are able to assess exactly the (x, y) position of the 
object in pixels coordinates but we measure the z position only in layer 
coordinates. However, we have seen that an object may be present in 
two neighboring layers at any single time, indicating that the object is 
somewhere between the layers. As a result, a faint (or bright) object 
in the (x, y, z) position at time k (and thus small in size) may become 
exceptionally bright (or faint) at time k+1 (and thus large in size) due 
to a slight movement along the Z axis (the layers dimension). For this 
reason, we cannot initially divide the objects into the aforementioned 
classes. 
. Each vesicle is composed from a set of pixel intensities, the largest which 
is found around its center (in the 2D plane) and at a specific layer. We 
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call this position the "central pixel intensity" (CPI) and we base our 
object recognition and object tracking algorithm on that. 
" What makes the tracking complicated is that, initially, we observe very 
similar, closely-spaced objects in a cluttered environment. We do not 
have any prior information about their sizes and intensities since these 
parameters may vary substantially over time. 
" The vesicles are moving in pathways formed in the f -cell. However, these 
pathways are not visible in our data. What we observe in terms of their 
movement is that over time the vesicles either move with maximum 5 
pixels velocity in any direction along their "invisible" pathway or stand 
still. Dramatic changes in the direction of any vesicle may occur only 
due to collision and always after a period of 1 or 2 times frames where 
the object stays still or moves slightly (1 pixel). 
" The vesicles' motion is not very smooth in the sense of Newtonian laws. 
At one time the object may move with 5 pixels velocity at any direction 
(which is the maximum) and at the next time it may suddenly stop 
moving at all. 
To build the object tracking algorithm, we have adopted the following 
assumptions: 
" We assume that the vesicles' motion can be described by linear models 
under the assumption of white, Gaussian noise process. Typically, we 
have no reason to believe that a more complicated model may be more 
applicable to our data set. To test whether the assumption of white, 
Gaussian noise holds we have constructed histograms and autocorrela- 
tion plots of the intensities from different, noisy parts of the images. 
These were indicative of N[0, v2] distributed noise without significant 
autocorrelation coefficients. 
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" We have noticed that the no-motion and the constant velocity (in any 
direction) models essentially characterize the motion of the whole set of 
vesicles we study. 
In paragraphs 11.3 and 11.4 we will discuss in detail the VR3D and VT3D 
functions. Later, we will check their performance on simulated and real data. 
11.3 3D Object Recognition 
Based on our preliminary data analysis, we built a simple 3D object recog- 
nition algorithm that is similar to the marked-controlled watershed method. 
Basically, the VR3D algorithm identifies the position and the intensity of the 
central pixel for each object. This serves as the marker. Starting from that 
position we search around it for pixels with large intensities, that is intensities 
of similar but smaller values around the area of the central pixel. 
To actually identify the central pixel intensity among several similar inten- 
sities in the data set we perform a simple task: what we need is to find a set 
of, at least, 8 connected large pixel intensities on the (x, y, z) plane and then 
set the maximum of these values as our CPI. All the other intensities around 
it correspond to other parts of the object. We set a threshold of 5000 above of 
which a pixel is identified as part of the particular object. Since the vesicles 
are at most 12-15 pixels large in the 2D space we search for "significant" pixels 
in a ±2 pixels area around the cental pixel. At different layers, we consider the 
(x, y) CPI coordinates and search around this area in the same way. Usually 
we need to search at 2 different depths to identify the whole object. 
One problem that might occur with this procedure is to merge two objects 
into one, if these are very close to each other. For this reason we have defined 
the "area - around - the - central - pixel" threshold. Another problem is the 
danger of misidentification of the shape and the size of an object because the 
intensity threshold we have defined is too high. However, even if we are not 
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able to find the exact shape and size of the vesicle this will not make large 
difference to the tracking capability of our algorithm. 
After we map our objects, we record their area (in pixels), their central 
pixel intensity (CPI) and we estimate a histogram of their intensities. These 
are their initial descriptive statistics and they serve as measure to discriminate 
between objects in successive iterations of the tracking algorithm. 
11.4 3D Object Tracking 
To initialize the object tracking algorithm we use the information gathered 
form the 3D recognition step. First we consider the objects' characteristics. 
Initially, each object has its own area, its own central pixel intensity and its 
own histograms of intensities but these quantities may change substantially 
over time. Although these values are very similar for most of the vesicles 
(approximately 70% of them have initial central pixel intensities from 15000 
to 25000 and initial areas from 12 to 20 pixels), this is the only information we 
have available and can use to discriminate between objects at the first steps 
of the tracking procedure. 
The initial position of the vesicles on the 310 x 310 grid are the positions of 
their CPI. It is unlikely that two central intensities will be the same. However, 
even if such a problem exists we can solve it by incorporating information from 
the pixels around CPI. 
We decided to track with the IMM multi-model multi-target approach 
where we needed to make initial assumptions about the vesicles' kinetic char- 
acteristics. We have said that two models, the no-motion and the constant 
velocity, govern the objects' motion. What we need is only an estimate of 
the initial velocity and the probabilities for each model j to be in use at time 
k=1. To find an estimate of the initial velocity distribution for each vesicle 
we draw values from a multivariate Normal, MVN(µ, Q2}, distribution where 
we have set µ= (µx, µy, µz) _ (0,0,0) and az = (0'2 o. 2, a. 2) = (1,1,0.3). 
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In this way we consider motion towards any possible direction. 
To identify the model probabilities is clearly a difficult task. Moreover, a 
set of transition model probabilities pij is also required that cannot be easily 
identified. At this point we should point out that we have tried several values 
and updated probability schemes but none of them performed satisfactorily 
in our simulations (data not shown). The obstacle was the unpredictable 
motion of the objects that did not follow approximate Newtonian laws. The 
vesicle might stop moving without decelerating first or it could change direction 
without showing such behavior in the previous time frame. As a result, the 
IMM position estimates were becoming less and less accurate over time. For 
this reason, we abandoned the IMM framework for a simplest scheme based 
on the idea of the simple Kalman filter with Nearest Neighbor JPDA data 
association. 
11.4.1 The Development of Our Object Tracking Algo- 
rithm 
To avoid assigning model and transition probabilities, we considered the fol- 
lowing procedure, which is similar to a cell tracking idea by Kirubarajan et al. 
(2000). 
" At time k=1 "recognize" the objects and record their 3D position, their 
CPI, the histogram of their intensities and their area. 
9 Define two motion models, the no-motion and the constant velocity to 
any direction. Initialize the motion parameters for each object and, for 
each object and each model, predict the states x (k+ 11 k) and the states' 
covariances P' (k + 11 k) as in (10.33) and (10.34). 
" Identify the validated measurements around each x (k + 11 k). These 
measurements will be used in the data association procedure. 
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" For the data association follow the NNJPDA with an optimization scheme 
that finds the "nearest neighbors" for each track. Consider that: 
1. Each track can be associated with the dummy measurement (no 
association) with one measurement (the nearest neighbor) or with 
more measurements (provided that these measurements are not val- 
idated by other tracks). 
2. Each measurement is assigned to only one track. 
" Following optimization, a data filtering step is performed based on two 
rules: 
1. Consider the motion characteristics of the objects at time k and 
define possible routes at time k+1. Put differently, for each track 
exclude measurements that imply dramatic changes in the object's 
direction unless a collision has possibly occurred. To identify a 
possible collision observe whether the object has stayed still in the 
previous time interval. If this is true, we assume that a collision 
was a possible cause and an irregular change in direction can occur. 
2. Find targets-measurements similarities in terms of the CPI, the in- 
tensities histogram and the area metrics for each object. We accept 
(validate) measurements with high degree of target-measurement 
dissimilarity due to the noisy and bad quality nature of our data. 
The main purpose of this kind of data filtering is to exclude mea- 
surements that are pure noise (e. g. a single illuminated pixel in the 
area) or to discriminate between exceptionally dissimilar objects. 
" Estimate the innovations by (10.35) and the Kalman gain by (10.36). 
Remember that the NNJPDA association has simplified the multi-model 
procedure to a single-model for each target at each time frame. The 
appropriate model depends on the measurement that has been identified 
as nearest neighbor. 
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" Obtain the final state and covariance estimates from (10.38) and (10.39) 
and use them as prior information for the next time interval. 
" Update the CPI, intensities histogram and area metrics by estimating 
the respective means of the metrics collected for each vesicle during the 
period [1, k] (history). Then iterate the algorithm. 
The above algorithm has been applied in simulated and real 3D data. In the 
following paragraph we will discuss the data simulation process and our results. 
11.5 Simulated 3-Dimensional Data 
At this section we describe how we generated the simulated data in order to 
check the performance of our algorithms. Based on the previous analysis, we 
attempted to simulate 3D objects with similar external and motion properties 
to the real ones. To do that we considered the following: 
" We simulate the initial positions of T= 153 objects scattered within a 
310 x 310 x 10 3D plane. This is the number of objects we were able to 
identify from our data set. Figure 11.2 shows an example of our simulated 
data at time k=1 at two different layers (a) and (b). 
Figure 11.3 shows the initial 3D positions of the 153 simulated vesicles. 
" The objects can move to any direction according to the motion assump- 
tions of Section 11.2. The two models that describe their movement 
are the constant velocity and the no-motion models. To generate val- 
ues according to these models, we simulate velocities from a multivariate 
Normal, RMVN(µ, o2], distribution where we have set p= (ps, JUL,, µz) 
(0,0,0) and a2 = (a2' a2' vi) = (2,2,0.5). This generates objects that 
are moving towards any direction on (X, Y, Z) plane and approximates 
the desired motion characteristics 
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(a) (b) 
Figure 11.2: Simulated data for the NPY-Venus exi>erirueiit: Time A" - 1; 








Figure 11.3: Initial (k = 1) 3D positions of the 153 simulated vesicles of NPY- 
Venus experiment. 
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" Most of the objects have similar shapes, sizes and CPIs. Their pixel 
intensities are changing over time according to the objects' motion and 
the noise. The change in the intensities due a movement along the Z-axis 
is governed by the distance (d) - intensity (I) relationship: 
I=1 (11.1) 
" The area of the objects are irregular (polyhedrons) and subject to chang- 
ing according to the objects movement or due to noise. 
" The objects can collide or move in a "free" space. When they collide, 
they stop moving for at least one frame after which they may change 
direction. When moving in a free space dramatic changes in direction do 
not occur. 
" New objects may appear at any time frame and start their movement 
according to the rules described above but we have not design an algo- 
rithin to track those. We track only the ones that have been identified in 
the initial frame. Identifying and tracking additional objects is currently 
subject to further research and requires track initiation, track formation 
and track termination procedures. 
49 A small number of objects are allowed to disappear at any time frame 
and re-appear at the next frame. These objects are subsequently tracked. 
9 We iterate the tracking algorithm for k= 90 times and report our results 
in terms of the Mean Square Error (in pixels) for each of the t=1,2, 
..., T targets 
(RMSEt) over the whole time interval [1, K]: 
! ISEt 
(ft, k - Yt, k)2 + (2t, k - xt, k)2 
K 
where (±t, k, Vt, k, Zt, k) are the K dimensional vectors of the estimated 
positions for each target t, (Xt, k, Yt, k, Zt, k) are the K dimensional vectors 
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of the "true" positions for each target t, and K and T are the numbers of 
time frames and of targets, respectively. Similarly we estimate the MSC 
(in pixels) for each time k=1,2, ..., K 
(ll1 SEk) over the T objects as: 
MSEk = 
ýT 
llxt'k - xtýký2 
ýyt, k - ýIt, ký2 + (zt, k - Zt. k)1 (11.3) 
T 
where (xt, k, yc, k, zt, k) are the T dimensional vectors of the estimated 
positions at each time k, (Xt, k, Yt, k, Zt, k) are the T dimensional vectors of 
the "true" positions at each time k. 
We have mentioned that our algorithm might fail when two objects are 
moving very close to each other and, usually, in opposite directions. To 
prove, though, that we always follow an object, irrespectively of which 
object that is, we estimate the Mean Square Error of position (AfSEp) 
that finds how close our estimates are to any "true" position at each time 
k over the T objects: 
)2 + (gt, k - Üt, k)2 + 
ýzt, 
k (11.4) MSEp =- 
ej-'ýt, 
k - xt, k 
T 
where (ýEt, k, Jt, k, zt, k) are the T dimensional vectors of the "true" positions 
of any object, irrespectively of which object this is, at each time k. In 
other words, in formula (11.4) we relax the "true target - measurement" 
correspondence. 
11.6 Results from Simulated Data 
For illustration purposes, we present the 3D plot of the 153 tracked objects' 
positions for 5 times (Figure 11.4). Next, we simulate N= 100 data sets, 
each containing 153 moving objects and present our results in terms of the 
histogram and the summary statistics of the estimated MSEE values for each 
object (Figure 11.5). Most of the MSEt values are very low, which reflects the 
accuracy of our "true" positions estimates. Notice the magnitude the median 
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Figure 11.4: Estimated positions of 153 simulated objects. Crosses indicate 
movement in the same layer, triangles movement in a lower layer and stars 
movement in a higher layer. 
value, which implies that we estimate the "truth" with less than one pixel 
error. The mean is somehow increased since it is sensitive to the large AI SEt 
estimates that are observed sometimes. Large MSEt values refer either to 
objects with tracks that they have been "completely lost" or to objects that 
their tracks have been confused with another object's track. 
Next we present our results in terms of the MSEk estimates. In Figure 
11.6 we plot the average MSEk values over the 100 iterations. 
We observe that they are increasing over time which is clearly a not desir- 
able feature of our algorithm. However, we claim that the increasing nature of 
the MSEk comes from the few (,: ý5 15%) objects that have their tracks lost at 
some time point, so that their individual estimated position error is increasing 
over time. To see this, we estimate the MSEE over the 100 iterations, which 













Mean Square Error 
Min 1st Q. Med Mean 3rd Q. Max SD 
0.167 0.269 0.656_1_2.545 1.707 29.985 5.886 
Figure 11.5: Histogram and summary statistics of the estimated R1 SE1 values 
(in pixels) averaged over the N iterations (153 targets in each iteration). 
k (Figure 11.7). Note that the estimated position error (11.4) for the identi. 
fication of a "true object" (irrespectively of which object this is) is very low. 
The MSEp estimates do not reveal a particular trend, which means that the 
errors are not accumulating over time. 
11.7 Results from the NPY-Venus Data 
In this paragraph we will present the results of the NPY-Venus tracking. As we 
have mentioned, we track 153 initially identified vesicles over 90 time frames. 
Figure 11.8 shows the 3-dimensional plot of the estimated initial positions of 
the vesicles. Figure 11.9 zooms in to the movements of certain vesicles of our 
study. 
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Min ist Q. Med Mean 3rd Q. Max SD 
0.658 1.343 2.402 2.408 3.491 4.417 1.124 
Figure 11.6: Plot and summary statistics of the estimated MSEt values (in 






Min 1st Q. Med Mean 3rd Q. Max SD 
0.658 0.757 0.788 0.797 0.823 1.020 0.069 
Figure 11.7: Plot and summary statistics of the estimated MSEp values (in 
pixels) averaged over the N iterations (153 targets in each iteration). 
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Figure 11.8: Estimated initial positions of the 153 vesicles of the NPY-Venus 
data set. 
Since we do not know the "true" positions of the vesicles, estimation er- 
rors cannot be evaluated. Instead we compute a version of the mean square 
prediction error (MSPE) defined in Kirubarajan et al. (2000): 









where 1* are the number of validated measurements for vesicle t at each time 
k and rt x), rt y), rt z) are the innovations of the validated measurement z, (k) 
of vesicle t along the X, Y and Z coordinates, respectively. The association 
probabilities ßß(t) and ß0(t) are evaluated as in (10.52) and (10.56), when 
needed. 
Figure 11.10 presents our results. Regarding the whole set of 153 vesicles, 
we observe that the estimated MSPE is increasing over time (black line). Here 
we explain the possible reason: according to the structure of the VT3D al- 
gorithm, when the track of an object is completely lost, the object stays at 
its last estimated position until a validated measurement becomes available 
again. Due to the bad quality of our data, though, the algorithm was unable 
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Figure 11.9: The estimated "routes" of object 7 (a), object 13 (b), object 20 
(c) and object 50 (d) over 20 time frames from the NPY-Venus data set. 
to track 14 vesicles out of the 153 for the whole 90 frames period. Two of 
these vesicles had been completely lost within the first 10 frames. To compute 
the innovations for these vesicles we identified the invalidated measurements 
at each time frame and assign all of them to each "lost" object in order to es- 
timate their (rt -), rty), rý? ). The resulted innovations were roughly increasing 
over time and affected the MSPE estimates in the way illustrated by the black 
line above. 
To see the performance of our algorithm for the objects that could be 
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Figure 11.10: Plot of the estimated MSPE values (in pixels) averaged over 
the N iterations for the 153 objects (red line) and for subset of the objects that 
could be tracked over the whole 90 frames period (red line) of the NPY-Venus 
data set. 
ysis and estimated the MSPE for the rest 139 (red line). We notice that the 
MSPE values are now more stable over time. In fact our results (red line) 
show a performance that is very similar to the simulated data performance 
across several initial time frames. However, a slight slope is still apparent. 
This is observed for two possible reasons: (i) occasionally we were losing track 
of some objects, so that the same invalidated measurements identification pro- 
cedure should be followed to evaluate their innovations. Remember, though, 
that from the real data there is not way for us to be sure how accurate our 
invalidated measurements identification procedure performs (so it may be a 
problem of our estimation method itself); (ii) more bad quality data may exist 
in other time frames. 
In overall, our tracking approach seemed to work very well in our simula- 
tions setup. We were able to track several closely-spaced objects simultane- 
ously over time with very small mean square errors. We have even simulated 
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the birth/death of objects at irregular times and this did not seems to affect our 
algorithm. In the real data case, though, the tracking performance degraded. 
By examining deeper the reasons of this, we concluded that the degradation is 
mainly due to the data quality of 14 objects. When we exclude these objects, 
our algorithm performs significantly better. Based on these observations, we 
conclude that we should move towards two main directions in the future: first, 
apply the tracking method to more data and see how well it performs; second, 
work for the development of a more sophisticated algorithm that incorporates 
information about the data quality, the birth/death of an object etc. In any 
case, though, the performance of our tracking algorithm needs to be tested 
in more data in order for us to reach safer conclusions on the usefulness and 
performance of our method. 
11.8 Conclusions 
This chapter presented a 3D object recognition and object tracking algorithms 
we have developed to analyze the biological NPY-Venus data. The data set 
consisted of 153 identified closely-spaced vesicles moving in a 3D space. Due 
to the significantly cluttered environment and the bad quality of the mea- 
surements we needed to develop appropriate filtering and data association 
techniques. We have build these methods into the R statistical package. 
Our analysis included results from simulated data, similar to the real ones 
we have obtained. We ran a series of N= 100 simulated data sets each con- 
taining the same number of objects and estimated the "average success" of 
our algorithms in terms of different versions of the Mean Square Error of the 
estimation. We were able to approximate closely the "true" positions for the 
majority of the objects and showed that we could identify all the positions 
with high precision. 
Finally, we applied VR3D and VT3D on the real NPY-Venus data. Exactly 
the same algorithm, tested on the simulated data, has been applied to NPY- 
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Venus data set. Some losses in precision of the state estimation occurred 
partly from the bad quality of the data and the highly cluttered environment. 
To confront these irregularities we needed to construct a carefully designed 
measurements validation step and allow for measurements with high degree of 
target-measurement dissimilarity to be validated. In any case, the algorithm 
itself needs to be tested to more data in order to validate its performance. 
We claim that this algorithm can be easily modified and used in various 
tracking applications involving similar 3 dimensional closely-spaced moving 
objects (not only vesicles) in a cluttered environment. This is clearly one of 
the most challenging cases that our algorithm can be applied, although it also 
works well in simplest scenarios (e. g. dissimilar, widely-spaced 3D objects). 
The main modifications that the user might need to do include: 
" Adjustment of the velocity estimates, of the objects'shape/size-orientated 
parameters and of the pixels' intensity-orientated metrics (CPI and "area 
- around - the - central - pixel" threshold) according to the objects' char- 
acteristics. 
" Inclusion of additional (or alternative) motion models, depending on 
the characteristics of the objects' movements (e. g. changes in velocity, 
smooth motion etc). 
" If needed, addition or exclusion of measurements validation measures. 
Note that in our application we were able to track the vast majority of the 
vesicles adequately. The issues we needed to consider and propose a solution 
(our innovations) were: 
" How to discriminate among the very similar 3D objects: A series of 
similarity metrics, updated over time, needed to be considered. These 
included measures of the objects' area and pixel intensities and additional 
filtering steps regarding the objects' motion characteristics. 
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" How to determine an "exact" 3D position for each object provided that 
it is observed in more than one layer at each time frame: We needed 
to identify and incorporate the information of the object's central pixel 
intensity and then run a 3D object recognition algorithm. 
" How to confront with the non-smooth vesicles' motion that causes serious 
position-prediction problems: The series of filtering steps we introduced 
along with the NNJPDA method for data association and the motion 
models definition were combined into a method that could adequately 
solve the problem. 
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Conclusions and Topics for 
Further Research 
In this thesis, we developed a series of multi-scale, Haar-Fisz-type data trans- 
formations that are appropriate to a wide range of applications, including 
microarray data. In this chapter we briefly summarize the main contributions 
made in Chapters 6-9 and 11 and discuss a few possible avenues for further 
research. 
In Chapter 6, we considered three new HF-type data transformations through 
an alternative, smooth and Fisz coefficients estimation scheme, which was 
based on geometric rather than arithmetic means. To this extent, we devel- 
oped the Geometric Haar-Fisz and its extension, called the Hybrid Haar-Fisz. 
We have tested our algorithm on simulated and real data and showed that 
their performance is comparable to other existing methods. On real data, we 
illustrated that our approaches can do better than the previous Haar-Fisz and 
Data-Driven Haar-Fisz transforms. A possible future direction would be to 
investigate whether a data driven version of our GHF-based algorithms can 
improve further the variance stabilization and data Gaussianization perfor- 
mance of the methods. 
In Chapter 7, we presented a new variance stabilization and data Gaus- 
sianization transformation for cDNA microarray data, which is based on the 
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Data-Driven Haar-Fisz of Fryzlewicz and Delouille (2005) and Fryzlewicz et 
al. (2005). We call our algorithm Data-Driven Haar-Fisz for microarrays 
(DDHFm). By simulations, we showed that DDHFm is superior to established 
microarray data transformation methods. This evidence is also supported 
by the real one color cDNA data we acquired from the Stanford Microarray 
Database. 
In Chapter 8, we outlined a new idea aiming to estimate the "true" signal of 
the microarray data through denoising. Specifically, we attempted to denoise 
simulated one color cDNA data to identify whether their denoised mean of 
replicates approximates more accurately the "true" means of the genes, than 
the simple mean or the median of replicates estimators. The results suggested 
that DDHFdm is a promising approach but its successfulness depends on the 
structure of the "true" signal. This is a new idea but it has potential and 
combining it with a differential expression method will be a topic for further 
research. 
Chapter 9 is divided in two parts. In the first part, we presented an 
Affymetrix application for the identification of differentially expressed genes. 
In this study, conducted in cooperation with the Biochemistry Department, 
University of Bristol, UK, we identified the "most" significant genes in two 
treatment versus control Affymetrix experiments, namely the SREBP1c ver- 
sus Null and the AMPK versus Null and subsequently mapped their functions. 
In the second part of that chapter we also explored the performance of the 
Data-Driven Haar-Fisz algorithm for differential expression (DDHFde). The 
DDHFde is a new approach to differential expression and is essentially an ex- 
tension of the DDHFm for the two colors cDNA case. By data simulations, 
we showed that our algorithm does not perform very well compared to other 
existing methods, so that further research is required. We have also proposed 
a set of hybrid differential expression algorithms that combine DDHFde with 
other existing, successfully implemented methods. We concluded that, in cer- 
tain circumstances the use of the hybrid DDHFde and VarMixt algorithm may 
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be advantageous with respect to the number of differentially expressed genes 
it identifies and the false discovery rate. 
Apart from the analysis of microarray data, this thesis was concerned with 
the development of new artificial intelligence approaches to track the 3D move- 
ment of vesicles in living pancreatic ß-cells. After a brief introduction to the 
Dynamic Linear Models and Kalman filters, we presented in Chapter 11 our 
3D object recognition (VR3D) and object tracking (VT3D) algorithms. We 
implemented successfully VR3D and VT3D to simulated image data and then 
assessed their performance to the real NPY-Venus data set we obtained from 
the G. A. R. laboratory of Biochemistry Department, University of Bristol, UK. 
Due to the data quality, the performance of our algorithms was degraded in 
the real data application. In the future we would like to investigate some al- 
ternative approaches to this problem through more elaborate data association 
and data filtering techniques which were our main contributions to this topic. 
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