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This is a brief summary of a longer manuscript [6] ; we refer the reader to the longer version for more details and a full treatment of the ideas presented here.
Email: venkatc@caltech.edu, pshah@discovery.wisc.edu Geometric programs (GPs) [5] , [10] and semidefinite programs (SDPs) [20] are prominent classes of structured convex optimization problems that each generalize linear programs (LPs) in different ways. By virtue of convexity, GPs and SDPs possess favorable analytical and computational properties: a rich duality theory and polynomial-time algorithms for computing globally optimal solutions. Further, due to their flexible modeling capabilities, GPs and SDPs are useful in a range of problems throughout the sciences and engineering. Some prominent applications of SDPs include relaxations for combinatorial optimization [1] , [12] , [13] , [22] , ellipsoid volume optimization via determinant maximization [21] , statistical estimation [19] , problems in control and systems theory [3] , and matrix norm optimization [17] , [20] . On the other hand, applications of GPs include the computation of information-theoretic quantities [8] , digital circuit gate sizing [4] , chemical process control [23] , matrix scaling and approximate permanent computation [14] , entropy maximization problems in statistical learning [9] , and power control in communication systems [7] . However, natural generalizations of these applications that arise in practice -e.g., 978-1-4799-3001-2/14/$31.00 ©2014 IEEE maximizing the permanent over a family of matrices, computing the capacity of a quantum channel -fall outside the scope of GPs and SDPs. Here we describe a new class of tractable convex optimization problems called conic geometric programs (CGPs), which conceptually unify GPs and conic programs such as SDPs, thus facilitating a broad range of new applications.
GPs and SDPs A GP is a convex optimization problem in which a linear function of a decision variable x ∈ R n is minimized subject to affine constraints on x and upper-bound constraints on positive sums of exponentials of affine functions of x. Formally, these latter constraints are specified as follows 1 :
Here Q ∈ R n×k , c ∈ R k is a vector with nonnegative entries (c i is the i'th entry of c), and d ∈ R; all these quantities are fixed problem parameters. Note that if there are no constraints on sums-of-exponentials, then a GP reduces to an LP. Therefore, GPs include LPs as a special case. An SDP is a prominent instance of a conic optimization problem that generalizes LPs in a different manner in comparison to GPs. In a conic program, the goal is to minimize a linear function of a decision variable subject to affine constraints as well as constraints that require the decision variable to belong to a convex cone. Examples of conic optimization problems include LPs, second-order cone programs or SOCPs, and SDPs. We note here that GPs can also be viewed as conic programs for an appropriately chosen cone [11] , although they are not usually described in this fashion. In an SDP the decision variable is a symmetric matrix and the conic constraint requires the matrix to be positive semidefinite. If the matrix is further constrained to be diagonal, then an SDP reduces to an LP. Thus, both SDPs and GPs are generalizations of LPs, as demonstrated in Figure 1 . However, neither SDPs nor GPs contain the other as a special case, and we expand upon this point next.
Motivation While GPs and SDPs have been employed successfully across many application domains, they also have certain restrictions that limit their applicability in solving our motivating problems. For example, GPs do not in general allow for matrix decision variables on which spectral constraints can be imposed, e.g., a positive semidefiniteness condition on a symmetric matrix. On the other hand, SDPs face the basic restriction that the constraint sets must have algebraic boundaries, i.e., these are specified by the vanishing of systems of polynomial equations. Consequently, transcendental quantities such as the entropy function -which are naturally expressed via GPs -are inexpressible using SDPs. These restrictions of GPs and SDPs limit their application in domains such as quantum information in which decision variables are usually specified as positive semidefinite matrices, but the objective functions are variants of the entropy function.
CGPs These limitations inform our development of CGPs, which are obtained by blending the salient features of GPs and of conic programs such as SDPs. We summarize the CGP formulation here; see [6] for a more detailed presentation. CGPs are optimization problems specified in terms of conic, affine, Fig. 2 . A summary of the types of objective functions and constraints in the primal and dual formulations of conic programs, GPs, and CGPs. Note that the dual formulation consists of the maximization of a concave objective function subject to convex constraints.
and combined exponential/affine constraints in a decision variable x ∈ R n as follows: inf
Here Q, R ∈ R n×k , S ∈ R n×m , and u, v ∈ R k , w ∈ R m , p ∈ R n are fixed parameters. Further, K is a convex cone. [The exponential function exp{x} with curly braces applied to a vector x denotes elementwise exponentiation of the entries of x.] It is clear from this formulation that a CGP is a convex optimization problem -the objective is a linear function, and all the constraints are convex constraints. CGPs can be specialized to obtain conic optimization problems (by neglecting the combined exponential/affine constraint) and to GPs (by expressing sum-of-exponential functions (1) via combined exponential/affine functions). Thus, CGPs provide a common generalization of GPs as well as SDPs -see Figure 1 .
The convexity of CGPs leads to favorable analytical properties, and these are especially apparent via convex duality. The dual of a CGP has a particularly appealing form: it is a convex optimization problem in which the negative of the relative entropy between two nonnegative vectors is jointly maximized subject to affine and conic constraints on the vectors. Recall that the relative entropy between two nonnegative vectors is a jointly convex function. The conic constraint is expressed in terms of the dual of the cone that specifies the constraint in the primal CGP. The additional expressive capability of CGPs in contrast to GPs and SDPs is also apparent via the respective dual formulations. Figure 2 provides a concise summary.
Numerical Solution of CGPs Interior-point techniques [15] provide a general methodology via self-concordant barrier functions to obtain polynomial-time algorithms for general families of convex programs such as LPs, SOCPs, GPs, and SDPs. We refer the reader to many excellent texts for details [2] , [15] , [16] , [18] . By blending appropriate barrier functions for GPs and for cone programs, we can derive interior-point methods for CGPs and also give corresponding runtime bounds. If the cone K = R n + is the nonnegative orthant in the primal CGP (P), then we have the following bound:
# ops for CGP with orthant constraint
Similarly, if Sym(ℓ) denotes the space of ℓ × ℓ symmetric matrices and if K ⊂ Sym(ℓ) is the cone of positive semidefinite matrices in (P) (note that n = ( ℓ+1 2 ) ), then we have:
# ops for CGP with PSD constraint = O ( (k + ℓ) 3.5 ℓ 3 log ( k+ℓ ϵ   ) ) .
Note that these bounds hold for arbitrary CGPs. The types of CGPs that arise in practical settings frequently possess additional structure such as sparsity or symmetry.
