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PEMODELAN HYBRID ARIMA-LSTM DALAM 
MERAMALKAN HARGA SAHAM 
(Studi kasus: Harga Penutupan Saham Bank BCA) 
ABSTRAK 
Peramalan merupakan suatu proses untuk memprediksi kejadian 
ataupun perubahan di masa yang akan datang berdasarkan data-data 
masa lalu. Model yang sering digunakan untuk peramalan saat ini 
adalah model ARIMA (Autoregressive Integrated Moving Average) 
karena dianggap cukup sederhana. Namun, model ARIMA memiliki 
kelemahan yaitu hanya mampu mengakomodir struktur hubungan 
linier dari data. Pada kenyatannya, data harga saham merupakan 
sistem dinamis non-linier yang kompleks, karena saham dipengaruhi 
banyak entitas eksternal. Pemodelan deret waktu non-linier dapat 
dilakukan dengan metode parametrik dan non-parametrik. Dalam 
penggunaannya, model parameterik harus memenuhi asumsi yang 
mendasari model tersebut. Untuk itu juga dikembangkan metode non-
parametrik seperti jaringan syaraf tiruan. Pada penelitian ini, 
dilakukan pemodelan hybrid ARIMA dengan jaringan syaraf tiruan 
Long Short-Term Memory (LSTM). Pemodelan hybrid diharapkan 
dapat meningkatkan akurasi. Hasil dari penelitian ini adalah terdapat 
peningkatan akurasi dari model ARIMA ke model hybrid di data 
training, ditunjukkan dengan MAPE model hybrid yang lebih kecil, 
0.66% dibandingkan dengan 0.85% pada model ARIMA. Tetapi pada 
data testing, model hybrid tidak memberikan kenaikan akurasi yang 
bisa saja disebabkan karena overfitting pada model LSTM, hal ini 
ditunjukkan dengan MAPE pada model ARIMA yang lebih rendah 
1.35% dibandingkan 1.76% pada model hybrid.  
Kata Kunci: ARIMA, Jaringan Syaraf Tiruan, Long Short-Term 






ARIMA-LSTM HYBRID MODELLING FOR FORECASTING 
STOCK PRICE 
(Case study: Closing stock price of BCA) 
ABSTRACT 
Forecasting is a process for predicting events or changes in the 
future based on past data. The model that is often used for forecasting 
today is the ARIMA (Autoregressive Integrated Moving Average) 
model because it is considered quite simple. However, the ARIMA 
model has a weakness that is only able to accommodate the linear 
relationship structure of the data. In fact, stock price data is a complex 
non-linear dynamic system, because stocks are influenced by many 
external entities. Non-linear time series modeling can be done by 
using parametric and non-parametric methods. In its use, the 
parameteric model must fulfill the assumptions underlying the model. 
For that purpose, non-parametric methods such as neural networks are 
also developed. From this study, known that there is an increase of 
accuracy from ARIMA model to hybrid model in training data, 
showed by the MAPE of hybrid model is smaller, 0.66% compared 
with 0.85% in ARIMA model. But in testing data, hybrid model does 
not give an increase to the accuracy, it maybe happens because of 
overfitting in LSTM model, it is shown that ARIMA model produce 
lower MAPE at 1.35%, compared to 1.76% in hybrid model. 
Keyword: ARIMA, Artificial Neural Networks, Long Short-Term 
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1.1 Latar Belakang 
Peramalan merupakan suatu proses untuk memprediksi kejadian 
ataupun perubahan di masa yang akan datang berdasarkan data masa 
lalu. Dengan mendeteksi pola dan kecenderungan data deret waktu, 
kemudian memformulasikannya dalam suatu model, maka model ini 
digunakan untuk meramalkan nilai yang akan datang. Model dengan 
akurasi yang tinggi memberikan nilai ramalan cukup valid untuk 
digunakan sebagai pendukung dalam proses pengambilan keputusan. 
Model yang sering digunakan untuk peramalan saat ini adalah 
model ARIMA (Autoregressive Integrated Moving Average) 
dikarenakan cukup sederhana. Tetapi model ARIMA hanya mampu 
mengakomodasi struktur hubungan linier dari data (Babu dan Reddy, 
2014). ARIMA mengasumsikan bahwa observasi waktu sekarang 
merupakan fungsi linier dari observasi waktu sebelumnya dan error 
waktu sebelumnya. Pada kenyatannya, data harga saham merupakan 
sistem dinamis non-linier yang kompleks, karena saham dipengaruhi 
banyak entitas eksternal seperti faktor ekonomi, sosial dan politik di 
seluruh dunia (Jonnius, 2016). Dari faktor tersebut bentuk 
hubungannya tidak lagi hanya linier, sehingga model linier seperti 
ARIMA tidak cukup digunakan untuk memodelkan data harga 
saham. 
Sudah banyak metode parametrik untuk pemodelan deret waktu 
non-linier seperti TAR, STAR, ESTAR dan lain-lain. Tetapi dalam 
penggunaannya model parameterik harus memenuhi asumsi yang 
mendasari model tersebut. Untuk itu juga dikembangkan metode 
non-parametrik seperti menggunakan model logika fuzzy maupun 
jaringan syaraf tiruan (JST) atau artificial neural network (ANN). 
Model Jaringan Syaraf Tiruan untuk data deret waktu dikenal 
juga dengan Recurrent Neural Network (RNN) karena ada neuron 
yang menyimpan informasi dari waktu sebelumnya. RNN sudah 
banyak macamnya, yang pertama Jordan (1986) memperkenalkan 
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model RNN, disusul oleh Elman (1990), kemudian ditemukan Long 
Short-Term Memory (LSTM) oleh Hochreiter dan Schmidhuber 
(1997), dan yang terakhir yaitu Gated Recurrent Unit (GRU) yang 
ditemukan oleh Cho dkk. (2014), model GRU diciptakan sebagai 
penyederhanaan model LSTM. 
Model hybrid pertama kali diperkenalkan oleh Zhang (2003), 
dimana menurut Zhang, data dapat didekomposisi menjadi struktur 
autokorelasi linier dan non-linier, dimana hubungan linier 
dimodelkan dengan ARIMA dan hubungan non-liniernya 
dimodelkan oleh Jaringan Syaraf Tiruan. Bagaimanapun, analisis 
terhadap sisaan belum dapat digunakan untuk mendeteksi pola non-
linier pada data, karena masih belum belum ada pengujian untuk 
mengetahui hubungan autokorelasi non-linier. Oleh karena itu, 
walaupun telah memenuhi diagnostik model, model tersebut masih 
belum memadai karena hubungan non-linier masih belum 
dimodelkan (Zhang, 2003). Kegunaan lain dari model hybrid atau 
menkombinasikan beberapa model adalah untuk saling menutupi 
kekurangan tiap model dan dapat meningkatkan akurasi dari ramalan 
(Khashei dan Bijari, 2010). 
Pada penelitian kali ini akan dilakukan pemodelan model hybrid 
ARIMA dengan jaringan syaraf tiruan LSTM. Zhang sebelumnya 
menerapkan jaringan syaraf tiruan MLP (Multi Layer Perceptron) 
pada model hybrid-nya, alasan digunakan LSTM karena model 
LSTM memiliki kemampuan untuk menyimpan informasi pada 
waktu sebelumnya, dan pada MLP tidak dapat melakukan hal 
tersebut. Hal lain yang mendasari digunakannya LSTM karena 
LSTM berusaha memperbaiki kelemahan RNN biasa yang bernama 
vanishing gradient, dimana vanishing gradient menyebabkan 
dependensi antar observasi sebelumnya berkurang, sehingga 
informasi sebelumnya kurang dapat ditangkap oleh RNN biasa. 
Nantinya dapat diketahui seberapa jauh kemampuan masing-masing 
model dalam meramalkan harga saham, yang dimana dalam studi 
kasus nanti menggunakan data harga penutupan saham Bank BCA 
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karena merupakan salah satu saham yang memiliki kapitalisasi pasar 
terbesar di Bursa Efek Indonesia.  
1.2 Rumusan Masalah 
Berdasarkan latar belakang yang telah dikemukakan di atas, 
maka permasalahan yang akan dibahas dalam penelitian ini yaitu. 
1. Bagaimana akurasi yang dihasilkan model ARIMA sebelum dan 
sesudah dihybridkan dengan LSTM? 
2. Model manakah yang memberikan hasil peramalan terbaik untuk 
harga penutupan saham BCA?  
1.3 Tujuan Penelitian 
Tujuan yang ingin dicapai pada penelitian ini adalah sebagai 
berikut. 
1. Menentukan akurasi yang dihasilkan oleh model ARIMA 
sebelum dan sesudah dihybridkan dengan LSTM 
2. Menentukan Model yang memberikan hasil peramalan terbaik 
berdasarkan data testing. 
1.4 Manfaat Penelitian 
Manfaat dari penelitian ini adalah sebagai berikut. 
1. Memberikan informasi akurasi yang dihasilkan oleh model 
ARIMA sebelum dan sesudah dihybridkan dengan LSTM dalam 
meramalkan harga penutupan saham BCA. 
2. Memberikan informasi tentang model terbaik yang dapat 




















2.1 Analisis Deret Waktu 
Deret waktu merupakan serangkaian data hasil pengamatan yang 
disusun menurut urutan waktu, dimana data pengamatan tersebut 
bersifat acak dan saling berhubungan secara statistika. Secara umum 
terdapat dua tujuan dari analisis deret waktu. Tujuan pertama adalah 
untuk memodelkan mekanisme stokastik. Tujuan kedua adalah untuk 
meramal nilai pada masa mendatang berdasarkan data pada masa lalu 
dan faktor lain yang masih berhubungan (Cryer dan Chan, 2008). 
Menurut Wiyanti dan Pulungan (2012), teknik peramalan deret 
waktu terbagi menjadi dua bagian. Model peramalan yang 
didasarkan pada model matematika statistik seperti Autoregressive 
(AR), Moving Average (MA), Exponential Smoothing, Regresi, dan 
Autoregressive Integrated Moving Average (ARIMA atau Box 
Jenkins). 
2.2 ARIMA (Autoregressive Integrated Moving Avaerage) 
Wei (2006) menyebutkan bahwa deret waktu 𝑌𝑡 dikatakan 
mengikuti model Autoregressive Integrated Moving Average apabila 
proses ARIMA dilakukan pembedaan ke 𝑊𝑡 = ∇
𝑑𝑌𝑡 dalam ARMA 
yang stasioner. Jika 𝑊𝑡 mengikuti model ARMA (p, q), maka dapat 
dikatakan bahwa 𝑌𝑡 adalah ARIMA (p, d, q). Model ARIMA secara 
umum adalah sebagai berikut: 
𝜙𝑝(𝐵)(1 − 𝐵)
𝑑𝑌𝑡 = 𝜃𝑞(𝐵)𝑎𝑡 (2.1) 
Dimana: 𝜙𝑝(𝐵) = (1 − 𝜙1𝐵 − ⋯ − 𝜙𝑝𝐵
𝑝) 
 𝜃𝑞(𝐵) = (1 − 𝜃1(𝐵) − ⋯ − 𝜃𝑞𝐵
𝑞) 
 𝜙 : Parameter autoregressive 
 𝜃 : Parameter moving average 
 p : derajat atau orde autoregressive  
 d : derajat pembedaan (difference) 
 q : derajat atau orde moving average 
 𝑎𝑡 : sisaan acak (white noise) ke-t 
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2.3 Model Subset (Restricted) ARIMA  
Model Subset ARIMA merupakan bagian dari model ARIMA 
tergeneralisasi, sehingga tidak dapat dinyatakan dalam bentuk umum 
(Tarno dkk., 2018). Model subset ARIMA merupakan himpunan 
bagian dari model ARIMA. Contoh untuk subset 
𝐴𝑅𝐼𝑀𝐴([1,3], 0, [1,5]) dapat ditulis sesuai dengan persamaan 2.2 
(1 − 𝜙1𝐵 − 𝜙3𝐵
3)𝑍𝑡 = (1 − 𝜃1𝐵 − 𝜃5𝐵
5) (2.2) 
Model subset ARIMA juga dapat dikatakan sebagai model 
ARIMA dengan beberapa parameternya sama dengan nol. 
2.4 Stasioneritas Data Deret Waktu 
Kestasioneritasan data merupakan kondisi yang diperlukan 
dalam analisis regresi deret waktu karena dapat memperkecil 
kekeliruan model. Analisis deret waktu memerlukan data yang sudah 
stasioner terhadap ragam maupun rata-rata. Stationeritas berarti tidak 
terdapat pertumbuhan atau penurunan pada data dari waktu ke waktu.  
Deret waktu dikatakan stasioner apabila perilaku pengamatan tidak 
terpengaruhi oleh perubahan waktu (Montgomery dkk., 2015). 
2.3.1 Stasioneritas terhadap Rata-rata 
Data deret waktu dikatakan stasioner terhadap rata-rata 
apabila data berfluktuasi disekitar garis sejajar dengan sumbu waktu 
(t) atau disekitar nilai rata-rata yang konstan. Stasioneritas terhadap 
rata-rata dapat diduga dengan melihat plot data deret waktu. Plot data 
yang tidak memiliki variasi trend dapat dikatakan telah stasioner 
terhadap rata-rata. Stasioner terhadap rata-rata juga dapat dilihat dari 
plot ACF (Autocorrelation function). Jika lag yang keluar dari plot 
ACF ≤ 3, maka data tersebut dapat dikatakan telah stasioner 
terhadap rata-rata.  
Uji Augmented Dickey-Fuller (ADF) adalah uji untuk 
mengetahui apakah data stationer terhadap rata-rata. Menurut 
Gujarati (2004) persamaan dan hipotesis uji Augmented Dickey-
Fuller (ADF) dapat dituliskan sesuai persamaan 2.3. 
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∆𝑌𝑡 =  𝛽1 + 𝛽2𝑡 +  𝛿𝑌𝑡−1 + ∑ 𝛼𝑖
𝑚
𝑖=1
∆𝑌𝑡−𝑖 + 𝑡 (2.3) 
 
Dengan: 
∆𝑌𝑡 : 𝑌𝑡 − 𝑌𝑡−1 
∆𝑌𝑡−1 : 𝑌𝑡−1 − 𝑌𝑡−2 
𝛽1 : Komponen Drift 
𝛿  : Koefisien parameter 
𝑚 : banyaknya lag 
𝑡 : Error pada waktu ke-𝑡 
Hipotesis untuk uji ADF adalah: 
𝐻0 ∶  𝛿 = 0 (data tidak stasioner terhadap rata-rata) 
𝐻1 ∶  𝛿 < 0 (data stasioner terhadap rata-rata) 







Dengan 𝛿 diduga berdasarkan OLS dengan persamaan 2.5. 
?̂? = (𝑿′𝑿)−𝟏𝑿′𝒀 (2.5) 
Dimana: 
?̂?′ = (?̂?1, ?̂?2, 𝛿, … , ?̂?𝑡) 
𝑿 = (
1 1 𝑦𝑡−1 ⋯ ∆𝑦𝑡−𝑚
1 2 𝑦𝑡 ⋯ ∆𝑦𝑡−𝑚+1
⋮ ⋮ ⋮ ⋱ ⋮

















Apabila data tidak stasioner terhadap rata-rata maka perlu 
dilakukan stasioneritas melalui pembedaan (differencing) yaitu 
mengurangi data pada periode ke-𝑡 dengan data pada periode ke-(t-1) 
(Makridakis dkk., 1999).  
Data yang belum stasioner terhadap rata-rata dapat di 
stasionerkan dengan melakukan pembedaan. Pembedaan adalah 
suatu metode untuk menstasioner data dengan cara menghitung 
perubahan atau selisih nilai observasi dengan rumus sesuai 
persamaan 2.7.  
(1 − 𝐵)𝑑𝑍𝑡 untuk 𝑑 ≥ 1 (2.7) 
Nilai selisih yang diperoleh perlu dilakukan pengecekan ulang 
untuk melihat apakah data tersebut sudah stasioner atau tidak. Data 
yang belum stasioner perlu dilakukan pembedaan lagi (Wei, 2006). 
2.3.2 Stasioneritas terhadap Ragam 
Data deret waktu dikatakan stasioner terhadap ragam apabila 
data berfluktuasi dengan ragam konstan dari waktu ke waktu. Data 
deret waktu yang belum stasioner dapat distasionerkan dengan 
menggunakan transformasi Box-Cox. 
Transformasi Box-Cox adalah transformasi pangkat pada 




, 𝜆 ≠ 0
log(𝑥) , 𝜆 = 0
 (2.8) 
Dalam awal analisis data, dapat digunakan model AR untuk 
memperkirakan nilai 𝜆 berdasarkan data melalui pemodelan AR 
yang meminimumkan MSE (Wei, 2006). Pendugaan maximum 
likelihood untuk 𝜆 adalah salah satu yang meminimumkan MSE yang 
dihitung berdasarkan fitted model di data yang telah ditransformasi. 
Contoh untuk persamaan yang memasukkan parameter 𝜆 kedalam 
model sesuai dengan persamaan 2.9. 
(1 − 𝜙1𝐵 − ⋯ − 𝜙𝑝𝐵
𝑝) (𝑍𝑡
(𝜆)
− 𝜇) = 𝑎𝑡 (2.9) 
Dengan 𝑍𝑡
(𝜆)



















adalah ?̃? adalah rata-rata geometrik dari data sesuai persamaan 
2.11. 
Beberapa nilai 𝜆 beserta transformasinya ditampilkan dalam 
Tabel 2.1. 













2.5  Identifikasi Model 
Jika data deret waktu sudah stasioner, maka langkah selanjutnya 
adalah menetapkan model 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) yang cocok untuk data 
tersebut. Proses pengidentifikasian model ARIMA dapat dilakukan 
dengan cara membuat plot ACF (Autocorrelation Function) dan 
PACF (Partial Autocorrelation Function). Dari data deret waktu 
yang sudah stasioner, dengan ciri-ciri ACF dan PACF sebagai 
berikut pada Tabel 2.2 (Bowerman dan O'Connell, 1993). 
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Tabel 2.2 Karakter ACF dan PACF dari Proses Stasioner. 
2.5.1 Autocorrelation Function (ACF) 
Fungsi autokorelasi berfungsi untuk melihat hubungan antara 
𝑌𝑡 dengan 𝑌𝑡+𝑘 dalam suatu data deret waktu. Menurut Wei (2006), 
Persamaan untuk menghitung ACF adalah sesuai dengan persamaan 
2.12. 
?̂?𝑘 =
∑ (𝑌𝑡 − ?̅?)(𝑌𝑡+𝑘 − ?̅?)
𝑛−𝑘
𝑡=1
∑ (𝑌𝑡 − ?̅?)
2𝑛
𝑡=1
, 𝑘 = 1,2, … , 𝑛 (2.12) 
Dengan: 
?̂?𝑘 : koefisien autokorelasi pada lag k 
𝑌𝑡 : pengamatan pada periode waktu ke-t 
𝑌𝑡+𝑘 : pengamatan pada periode waktu ke-(t+k) 
?̅? : rata-rata pengamatan 𝑌𝑡 
2.5.2 Partial Autocorrelation Function (PACF) 
Partial Autocorrelation Function (PACF) adalah fungsi 
untuk melihat korelasi antara 𝑌𝑡 dengan 𝑌𝑡+𝑘 setelah menghilangkan 
pengaruh dari variabel 𝑌𝑡+1,  𝑌𝑡+2, … , 𝑌𝑡+𝑘−1 (Cryer dan Chan, 
2008). Koefisien PACF pada lag k didefinisikan sebagai korelasi 
antar penduga error. 
𝜙𝑘𝑘 =  
𝜌𝑘 − ∑ 𝜙𝑘−1𝜌𝑘−𝑗
𝑘−1
𝑗=1
1 − ∑ 𝜙𝑘−1𝜌𝑗
𝑘−1
𝑗=1




 ACF PACF 
𝑨𝑹(𝒑) Turun secara 
eksponensial atau 
gelombang sinus 
Berbeda nyata sampai 
lag ke p 
𝑴𝑨(𝒒) Berbed  yata sampai 
lag ke q 
Turun secara 
eksponensial atau 
gelombang sinus 𝑨𝑹𝑴𝑨(𝒑, 𝒒) Turun setelah lag (q-p) Turun setelah lag (p-q) 
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Dengan: 
𝜙𝑘𝑘 : koefisien autokorelasi parsial pada lag ke-k 
𝜌𝑘 : koefisien autokorelasi pada lag ke-k yang diduga dengan 𝑟𝑘 
𝜌𝑗 : koefisien autokorelasi pada lag ke-k yang diduga dengan 𝑟𝑗 
𝜌𝑘−𝑗 : koefisien autokorelasi pada lag ke-k yang diduga dengan 
𝑟𝑘−𝑗  
2.6 Pendugaan Parameter 
Ada beberapa metode pendugaan parameter dalam model 
ARIMA, yaitu metode momen, metode kuadrat terkecil dan metode 
maximum likelihood, tetapi yang paling umum digunakan adalah 
Conditional Maximum Likelihood dengan persamaan sebagai berikut. 




















2  (2.15) 
  
Dengan: 
𝑆∗(𝜙, 𝜇, 𝜃) = ∑ 𝑎𝑡






Berdasarkan asumsi bahwa 𝑍𝑡 adalah stasioner dan 𝑎𝑡 adalah 
variabel acak yang menyebar i.i.d. 𝑁(0, 𝜎𝑎
2). Kita dapat mengganti 
𝑍𝑡 yang tidak diketahui dengan rata-rata sampel ?̅? dan 𝑎𝑡 yang tidak 
diketahui dengan nilai harapannya yaitu 0. Fungsi Conditional Sum 
of Square akan menjadi seperti pada persamaan 2.17 






Setelah mendapat penduga dari ?̂?, ?̂?, dan 𝜃, penduga dari ?̂?𝑎
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2.7 Signifikansi Parameter 
Signifikansi parameter ARIMA dilakukan secara parsial pada 
masing-masing koefisien. Signifikansi parameter ini bertujuan untuk 
mengetahui layak tidaknya parameter tersebut digunakan dalam 
model dengan menggunakan uji t. Selain itu, digunakan untuk 
mengetahui ada tidaknya setiap parameter yang memiliki pengaruh 
signifikan jika nilainya berbeda dari nol. Hipotesis yang digunakan 
adalah sebagai berikut. 
1. Parameter AR 
𝐻0: 𝜙𝑖 = 0   
𝐻1: 𝜙𝑖 ≠ 0 , 𝑖 = 1,2, … , 𝑝 





𝑃 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃(𝑇𝑛−(𝑝+𝑞+1) > |𝑡ℎ𝑖𝑡𝑢𝑛𝑔|) 
= 2 × 𝑃(𝑇𝑛−(𝑝+𝑞+1) > 𝑡ℎ𝑖𝑡𝑢𝑛𝑔) 
(2.20) 
Penduga parameter AR (?̂?𝑖) dapat dikatakan signifikan apabila 
memiliki 𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≤ 𝛼(0.05) 
2. Parameter MA 
𝐻0: 𝜃𝑖 = 0 𝑣𝑠 
𝐻1: 𝜃𝑖 ≠ 0, 𝑖 = 1,2, … , 𝑞 







𝑃 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃(𝑇𝑛−(𝑝+𝑞+1) > |𝑡ℎ𝑖𝑡𝑢𝑛𝑔|) 
= 2 × 𝑃(𝑇𝑛−(𝑝+𝑞+1) > 𝑡ℎ𝑖𝑡𝑢𝑛𝑔) 
(2.22) 
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Penduga parameter MA (𝜃𝑖) dapat dikatakan signifikan apabila 
memiliki 𝑃 − 𝑣𝑎𝑙𝑢𝑒 ≤ 𝛼(0.05) 
Dimana ?̂?𝑖atau 𝜃𝑖 merupakan penduga parameter ke-i dan 
𝑠𝑒(?̂?𝑖) atau 𝑠𝑒(𝜃𝑖) merupakan standard error-nya. 𝑛 merupakan 
banyaknya pengamatan, 𝑝 merupakan banyak parameter AR yang 
diduga dalam model, dan 𝑞 merupakan banyak parameter MA yang 
diduga dalam model. Pengujian parameter ini juga digunakan untuk 
melihat kelayakan model. 
2.8 Diagnostik Model 
Setelah penduga parameter diperoleh, agar model siap 
digunakan untuk peramalan, maka perlu dilakukan pemeriksaan 
diagnostik (diagnostic checking). Diagnostik model yaitu dengan 
memeriksa atau menguji model telah dispesifikasi secara benar atau 
telah dipilih orde p, d, dan q dengan benar. 
Asumsi pada sisaan model ARIMA harus terpenuhi, yaitu sisaan 
harus bersifat white noise dan sisaan berdistribusi normal. 
2.8.1 Pengujian Autokorelasi Sisaan 
Pengujian Autokorelasi sisaan dapat menggunakan uji Ljung-
Box dengan hipotesis sebagai berikut (Wei, 2006) 
𝐻0: 𝜌𝑖 = 0 vs  
𝐻1: minimal terdapat satu 𝜌𝑖 ≠ 0, i =  1,2, … , k  
 
Dan Statistik uji sebagai berikut 







2  (2.23) 
 
Dimana: 
n: banyaknya pengamatan 
?̂?𝑘: penduga autokorelasi sisaan pada lag ke-k 
𝑘: banyaknya autokorelasi yang diuji 
p: orde AR dari model 
q: orde MA dari model 
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2.8.2 Pengujian Normalitas Sisaan 
Pengujian normalitas pada sisaan bertujuan untuk 
mengetahui apakah sisaan sudah berdistribusi normal atau tidak. Uji 
Kolmogorov-Smirnov adalah satu metode untuk menguji normalitas 
dari sisaan data, hipotesis dari uji Kolmogorov-Smirnov sebagai 
berikut. 
𝐻0 ∶  𝑖  ∼ 𝑁(𝜇, 𝜎
2)   (sisaan menyebar normal) 
𝐻1 ∶  𝑖  ≁ 𝑁(𝜇, 𝜎
2) (sisaan tidak menyebar normal) 
Menurut Siegel (1986), uji Kolmogorov-Smirnov didasarkan 
pada nilai devisi maksimum (D) yang dapat dihitung dengan 
menggunakan rumus pada persamaan 2.24. 
 
𝐷 = 𝑚𝑎𝑥|𝐹0(𝑥𝑖) − 𝑆𝑛(𝑥𝑖)|, 𝑖 = 1,2, … , 𝑛 (2.24) 
Dengan: 
𝐹0(𝑥𝑖) : Fungsi distribusi frekuensi kumulatif dari distribusi 
teoritis di bawah 𝐻0 
𝑆𝑛(𝑥𝑖) : Distribusi frekuensi kumulatif pengamatan dari 
sampel. 
Kriteria pengambilan keputusan adalah apabila nilai 𝐷 <
𝐷𝑡𝑎𝑏𝑒𝑙, maka dapat diputuskan untuk terima 𝐻0 dan diambil 
kesimpulan bahwa sisaan benar berdistribusi normal. 
2.9 Pemilihan Model Terbaik 
Pada analisis deret waktu, akan muncul beberapa model yang 
dapat mewakili data tersebut. Pemilihan model yang tepat dapat 
mengurangi tingkat kesalahan saat melakukan peramalan. Pemilihan 
model terbaik menggunakan MAPE karena mudah dalam 
interpretasinya.  











× 100% (2.25) 
Dengan: 
𝑦𝑡: Nilai aktual 
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?̂?𝑡: Nilai prediksi 
𝑛: banyaknya observasi 
2.10 Peramalan 
Salah satu tujuan dari membentuk model dari data deret waktu 
adalah untuk meramalkan kejadian di masa yang akan datang. 
Makridakis dkk. (1999) menjelaskan bahwa ramalan merupakan 
prediksi mengenai terjadinya suatu kejadian di waktu yang akan 
datang.  
Peramalan menggunakan model 𝐴𝑅𝑀𝐴(𝑝, 𝑞) sesuai dengan 
persamaan 2.26. 
 
?̂?𝑡(𝑙) = 𝜙1?̂?𝑡(𝑙 − 1) + 𝜙2?̂?𝑡(𝑙 − 2) + ⋯ + 𝜙𝑝?̂?𝑡(𝑙 − 𝑝)
+ 𝜃0 − 𝜃1𝐸(𝑒𝑡+𝑙−1|𝑌1, 𝑌2, … , 𝑌𝑡)
− 𝜃2𝐸(𝑒𝑡+𝑙−2|𝑌1, 𝑌2, … , 𝑌𝑡)
− … − 𝜃𝑞𝐸(𝑒𝑡+𝑙−𝑞|𝑌1, 𝑌2, … , 𝑌𝑡) 
(2.26) 
Dengan: 
𝐸(𝑒𝑡+𝑗|𝑌1, 𝑌2, … , 𝑌𝑡) = {
0,
𝑒𝑡+𝑗,
𝑢𝑛𝑡𝑢𝑘 𝑗 > 0




Pada Model 𝐴𝑅𝐼𝑀𝐴(𝑝, 1, 𝑞) dapat dituliskan dalam bentuk 
model non-stasioner 𝐴𝑅𝑀𝐴(𝑝 + 1, 𝑞), maka persamaan dapat 
dituliskan seperti pada persamaan 2.28 
𝑌𝑡 = 𝜑1𝑌𝑡−1 + ⋯ + 𝜑𝑝𝑌𝑡−𝑝 + 𝜑𝑝+1𝑌𝑡−𝑝−1




𝜑1 = 1 + 𝜙1, 𝜑𝑗 = 𝜙𝑗 − 𝜙𝑗−1, 𝑢𝑛𝑡𝑢𝑘 𝑗 = 1,2, … , 𝑝
𝜑𝑝 = −𝜙𝑝
} (2.29) 
Maka persamaan untuk peramalan akan seperti pada 
persamaan 2.30 
?̂?𝑡(𝑙) = 𝜑1?̂?𝑡(𝑙 − 1) + ⋯ + 𝜑𝑝?̂?𝑡(𝑙 − 𝑝)
+ 𝜑𝑝+1?̂?𝑡(𝑙 − 𝑝 − 𝑞)
− 𝜃1𝐸(𝑒𝑡+𝑙−1|𝑌1, 𝑌2, … , 𝑌𝑡) − ⋯




2.11 Pemeriksaan Linieritas 
Pemeriksaan linieritas berfungsi untuk mengetahui apakah 
data memiliki hubungan yang linier atau tidak. Ada beberapa uji 
yang bisa digunakan, misal uji LM, uji Mc Leod-Li, uji RESET, dan 
lain-lain, tapi yang digunakan pada penelitian ini adalah uji RESET. 
Uji Reset memiliki ide awal bahwa apabila jika tidak terdapat 
hubungan nonlinieritas, maka berbagai transformasi nonlinier dari 
nilai duga 𝑓𝑡 tidak memberikan manfaat untuk menyatakan 𝑦𝑡 
Warsito dan Ispriyanti (2004). Prosedur uji RESET adalah sebagai 
berikut. 
Pertama regresikan 𝑦𝑡 pada 𝑋𝑡
′ sehingga diperoleh model 
linier seperti pada persamaan 2.31. 
𝑦𝑡 = 𝑓𝑡 + ?̂?𝑡 dimana 𝑓𝑡 = 𝑿𝒕
′?̂? (2.31) 
Dengan: 
𝑓𝑡: Nilai duga model ARIMA yang terbentuk 
𝑋: Matriks yang berisi lag-lag pengamatan sebelumnya 
𝜃: Nilai duga parameter pada model ARIMA 
Kemudian tambahkan model bentuk seperti pada persamaan 
2.32. 
?̂?𝑡 = 𝛼2𝑓𝑡
2 + ⋯ + 𝛼𝑘𝑓𝑡
𝑘 + 𝑣𝑡, untuk 𝑘 ≥ 2 (2.32) 




2 + ⋯ + 𝛼𝑘𝑓𝑡
𝑘 + 𝑣𝑡,  
untuk 𝑘 ≥ 2 
(2.33) 
Pengujian dilakukan dengan hipotesis sebagai berikut. 
𝐻0: 𝛼2 = ⋯ = 𝛼𝑘 = 0 (Bentuk hubungan linier)  
𝐻1: salah satu 𝛼𝑘 ≠ 0 (Bentuk hubungan nonlinier) 
Jika ?̂? = (?̂?1, … , ?̂?𝑛) adalah nilai sisaan prediksi dari 
model linier persamaan 2.31 dan ?̂? = (𝑣1, … , 𝑣𝑛) adalah sisaan dari 
model alternatif persamaan 2.33, maka statistik ujinya sesuai 
dengan persamaan 2.34 
17 
𝑅𝐸𝑆𝐸𝑇 =







𝐻0 ditolak jika 𝑅𝐸𝑆𝐸𝑇 > 𝐹𝑘−1,𝑛−𝑘
𝛼  
2.12 Jaringan Syaraf Tiruan/Neural Network (NN)  
Menurut Fausett (1944), jaringan syaraf tiruan (JST) atau 
neural network (NN) adalah sistem pemrosesan informasi yang 
dimana karakteristik kemampuan yang mirip dengan jaringan syaraf 
manusia. JST telah dikembangkan sebagai generelalisasi secara 
matematis dari jaringan syaraf manusia, dengan asumsi sebagai 
berikut. 
1. Pemrosesan informasi terjadi pada banyak elemen sederhana 
yang disebut neuron. 
2. Sinyal dikirimkan antar neuron melalui suatu koneksi 
penghubung. 
3. Setiap koneksi penghubung antar neuron mempunyai bobot yang 
akan memperkuat atau memperlemah sinyal (bobot yang bernilai 
positif akan memperkuat sinyal, dan sebaliknya). 
4. Setiap neuron menerapkan sebuat fungsi aktivasi (yang biasanya 
tidak linier) ke setiap jaringan input (jumlah terboboti dari sinyal 
input) untuk menentukan sinyal outputnya. 
2.13 Perceptron 
Menurut Ciaburro dan Venkateswaran, (2017), Perceptron 
bisa diartikan sebagai apapun yang menerima banyak input dan 
menghasilkan suatu output. Perceptron bisa dibagi menjadi 2 jenis, 
yaitu single-layer perceptron dan multi-layer perceptron. 
2.10.1 Single-layer Perceptron 
Single-layer Perceptron adalah jaringan yang hanya memiliki 
lapisan input dan output saja dalam arsitekturnya tanpa ada lapisan 
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tersembunyi (Hidden Layer). Arsitektur dari Single-layer Perceptron 
ditampilkan pada Gambar 2.1. 
 
Gambar 2.1 Arsitektur Single-layer Perceptron (Fausett, 
1994) 
Dengan 𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏 adalah himpunan input dan 1 adalah 
bias yang bernilai 1. Output dari Y adalah jumlah dari hasil perkalian 
bobot dan input (∑ 𝑥𝑖𝑤𝑖
𝑛
𝑖=1 + 𝑏). Dikarenakan Single-layer 
Perceptron adalah fungsi pemisah yang linier, sehingga hanya bisa 
memisahkan output menjadi 1 kategori, -1 atau +1 (Ciaburro dan 
Venkateswaran, 2017). 
2.10.2 Multi-layer Perceptron 
Multi-layer Perceptron adalah kebalikan dari Single-layer 
Perceptron, jika di Single-layer Perceptron hanya terdapat lapisan 
input dan output, maka di Multi-layer Perceptron nantinya ada 
tambahan lapisan tersembunyi (hidden layer) di antara lapisan input 
dan output. Multi-layer Perceptron dapat digunakan untuk 
permasalahan yang lebih kompleks dalam bermacam-macam bidang, 
seperti pengenalan suara, pengenalan Gambar, dan penerjemahan 




Gambar 2.2 Arsitektur Multi-layer Perceptron (Prathama 
dkk., 2015) 
Dengan 𝒙𝟏, 𝒙𝟐, … , 𝒙𝒏 adalah himpunan input, 𝒛𝟏, 𝒛𝟐, … , 𝒛𝟑 
adalah lapisan tersembunyi dan 𝒚𝟏, 𝒚𝟐, … , 𝒚𝟑 adalah outputnya. 
2.14 Recurrent Neural Network (RNN) 
Recurrent Neural Network merupakan salah satu jenis dari 
jaringan syaraf tiruan yang cocok untuk pemodelan data yang 
memiliki urutan atau data sekuensial. RNN mencoba untuk meniru 
pola pikir manusia dimana keputusan yang dibuat memperhitungkan 
kejadian di masa lalu. Cara tersebut juga dilakukan RNN untuk dapat 
menyimpan informasi dari masa lalu dengan melakukan looping di 
dalam arsitekturnya, yang secara informasi dari masa lalu tetap 
tersimpan. Gambar 2.3 merupakan contoh potongan dari sebuah 
RNN(A). 
 
Gambar 2.3 Arsitektur RNN folded (Olah, 2015) 
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RNN tersebut mendapat input dari 𝑋𝑡 dan menghasilkan 
output ℎ𝑡. Terdapat loop yang memungkinkan informasi dari waktu 
sebelumnya dapat dikirim dari satu langkah ke langkah lainnya 
seperti pada Gambar 2.4 
 
Gambar 2.4 Arsitektur RNN unfolded (Olah, 2015) 
2.15 Long Short-Term Memory (LSTM) 
Model RNN Long Short-Term Memory (LSTM) pertama 
kali diperkenalkan oleh Sepp Hochreiter dan Jürgen Schmidhuber 
(1997). Model LSTM ini memiliki keunggulan dapat menyimpan 
informasi terhadap pola pada observasi dengan mempelajari 
observasi mana saja yang akan disimpan dan observasi mana yang 
akan dibuang, karena pada setiap unit LSTM memiliki beberapa 
gates (gerbang) yang mengatur memori pada setiap unit itu (Huda 
dkk., 2020). Cell dari LSTM memiliki empat layer, yang pertama 
adalah forget gate, input gate, new cell state candidate, dan output 
gate. Model LSTM sendiri merupakan model non-linier karena pada 
setiap gerbangnya mempunyai fungsi aktivasi (sigmoid dan tanh) 
yang membuat bentuk hubungannya menjadi non-linier.  
2.13.1 Ide Utama LSTM 
Kunci utama dari LSTM adalah cell state, yaitu garis 
horizontal yang melewati bagian atas dari diagram yang 
menghubungkan semua output layer pada LSTM seperti pada 
Gambar 2.5.   
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Gambar 2.5 Cell State LSTM (Olah, 2015) 
LSTM memiliki kemampuan untuk membuang atau 
menambah informasi yang ada di cell state dengan suatu struktur 
yang bernama gates. Gates merupakan pengambil keputusan apakah 
informasi tetap diteruskan atau dibuang. Gates tersusun atas layer 
sigmoid dan pointwise multiplication operation seperti pada Gambar 
2.6. 
 
Gambar 2.6 Sigmoid Layer pada LSTM (Olah, 2015) 
Output dari lapisan sigmoid bernilai antara 0 hingga 1, yang 
menunjukkan apakah informasi tersebut diteruskan atau 
diberhentikan. Jika bernilai 0 maka tidak ada informasi yang 
diteruskan, sedangkan nilai 1 menunjukkan bahwa semua informasi 










𝑥: data input 
𝑒: nilai euler 
2.13.2 Langkah – Langkah Jalannya Metode LSTM 
Langkah pertama jalannya metode LSTM adalah 
memutuskan informasi apa yang akan dihapus dari cell state (Olah, 
2019) seperti pada Gambar 2.7. Keputusan ini dibuat oleh layer 
sigmoid yang bernama forget gate layer. Layer tersebut akan 
memproses nilai 𝒉𝑡−1 dan 𝒙𝑡 sebagai input, dan menghasilkan output 
berupa nilai antara 0 sampai dengan 1 pada cell state (Olah, 2019). 
Persamaan forget gate diuraikan pada persamaan 2.36. 
𝒇𝑡 = 𝜎(𝑺𝑓𝒙𝑡 + 𝑾𝑓𝒉𝑡−1 + 𝒃𝑓) (2.36) 
 
Dengan: 
𝒇𝑡 : forget gate 
𝑺𝑓 : nilai bobot untuk variabel 𝑥 pada forget gate 
𝑾𝑓 : nilai bobot untuk variabel ℎ pada forget gate 
𝜎 : fungsi sigmoid 
𝒉𝑡−1 : nilai output pada waktu ke - 𝑡 − 1 
𝒙𝑡 : nilai input pada waktu ke - 𝑡 
𝒃𝑓 : bias pada forget gate 
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Gambar 2.7 Langkah Pertama Jalannya LSTM “forget gate” (Rao 
dan Prakash, 2017) 
Langkah kedua LSTM adalah memutuskan informasi baru apa 
yang nantinya akan disimpan pada cell state. Pada langkah ini 
terdapat 2 bagian. Pada bagian pertama, sebuah layer sigmoid yang 
disebut input gate layer akan menentukan nilai mana yang akan 
diperbarui. Kemudian sebuah layer tanh akan membuat vektor yang 
berisi nilai kandidat untuk ?̃?𝑡. Kemudian akan dikombinasikan 
kedua output layer sigmoid dan tanh sebagai update untuk 
memperbarui cell state. Langkah ini diGambarkan seperti Gambar 
2.8 dan persamaan untuk input gate dan new cell candidate 
ditampilkan pada persamaan 2.37 dan 2.38. 
𝒊𝑡 = 𝜎(𝑺𝑖𝒙𝑡 + 𝑾𝑖𝒉𝑡−1 + 𝒃𝑖) (2.37) 
Dengan: 
𝒊𝑡 : input gate 
𝑺𝑖 : nilai bobot untuk variabel 𝑥 pada input gate 
𝑾𝑖 : nilai bobot untuk variabel ℎ pada input gate 
𝒃𝑖 : bias pada input gate 
?̃?𝑡 = tanh(𝑺𝑐𝒙𝑡 + 𝑾𝑐𝒉𝑡−1 + 𝒃𝑐) (2.38) 
Dengan: 
?̃?𝑡 : nilai baru sebagai kandidat untuk ditambahkan ke cell state 
𝑡𝑎𝑛ℎ  : fungsi tanh 
𝑺𝑐 : nilai bobot untuk variabel 𝑥 pada cell state 
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𝑾𝑐 : nilai bobot untuk variabel ℎ pada cell state 
𝒉𝑡−1 : nilai output pada waktu ke-𝑡 − 1 
𝒙𝑡 : nilai input pada waktu ke-𝑡 
𝒃𝑐 : bias pada input gate 
 
Gambar 2.8 Langkah kedua jalannya LSTM “input gate dan new 
candidate cell” (Rao dan Prakash, 2017) 
Langkah ketiga LSTM adalah memperbarui cell state yang 
lama 𝑪𝑡−1, menjadi cell state baru, 𝑪𝑡. Hasil dari 𝑪𝑡−1 akan dikalikan 
dengan 𝒇𝑡, untuk menghilangkan informasi yang diputuskan untuk 
dibuang. Kemudian juga ditambahkan 𝒊𝑡 ∗ ?̃?𝑡. Persamaan cell state 
diuraikan pada persamaan 2.39. 
𝑪𝑡 = 𝒇𝑡 ∗ 𝑪𝑡−1 + 𝒊𝑡 ∗ ?̃?𝑡 (2.39) 
Dengan: 
𝑪𝑡 : Cell State 
𝒇𝑡 : Forget Gate 
𝑪𝑡−1 : Cell state pada waktu ke-(𝑡 − 1) 
𝒊𝑡 : input gate 
?̃?𝑡 : nilai baru sebagai kandidat untuk ditambahkan ke cell state 
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Gambar 2.9 Langkah ketiga jalannya LSTM "Memperbarui Cell 
State" (Olah, 2015) 
Langkah terakhir adalah memasukkan output dari cell state ke 
dalam layer tanh (untuk mengubah nilai menjadi antara −1 dan 1) 
dan mengalikannya dengan sigmoid gate, agar output yang 
dihasilkan sesuai dengan apa yang kita putuskan sebelumnya, 
diGambarkan pada Gambar 2.10. Persamaan untuk output gate dan 
juga ℎ𝑡 diuraikan pada persamaan 2.40 dan 2.41. 
𝒐𝑡 = 𝜎(𝑺𝑜𝒙𝑡 + 𝑾𝑜𝒉𝑡−1 + 𝒃𝑜) 




𝒐𝑡: output gate 
𝑾𝑜: nilai bobot untuk output gate 
𝒃𝑜: bias untuk output gate 
 
Gambar 2.10 Langkah keempat LSTM (Rao dan Prakash, 2017) 
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2.16 Model Hybrid ARIMA-LSTM 
Deret waktu dimungkinkan untuk didekomposisi menjadi 
struktur autokorelasi linier dan non-linier (Zhang, 2003), yaitu 
menjadi sesuai pada persamaan 2.42. 
𝑦𝑡 = 𝐿𝑡 + 𝑁𝑡 (2.42) 
Dengan 𝐿𝑡 merupakan komponen linier dan 𝑁𝑡 merupakan 
komponen non-linier. Untuk komponen linier (𝐿𝑡) akan digunakan 
model ARIMA. Kemudian didapatkan sisaan (𝑒𝑡) dengan persamaan 
2.43. 
𝑒𝑡 = 𝑦𝑡 − ?̂?𝑡 (2.43) 
Dengan ?̂?𝑡 adalah nilai duga observasi ke-𝑡.  
Sisaan penting untuk mendiagnosis apakah model linier yang 
dibentuk sudah cukup atau tidak. Model linier dikatakan tidak cukup 
mewakili data apabila masih ada struktur korelasi linier yang tersisa 
pada sisaan (Zhang, 2003). Dengan memodelkan sisaan 
menggunakan LSTM, hubungan non-linier akan dapat dijangkau, 
fungsinya dapat dilihat pada persamaan 2.44. 
𝑒𝑡 = 𝑓(𝑒𝑡−1, 𝑒𝑡−2, … , 𝑒𝑡−𝑛) + 𝜖𝑡 (2.44) 
Dimana 𝑓 merupakan model LSTM, dan 𝜖𝑡 adalah random 
error. Misalkan persmaan 2.43 merupakan ?̂?𝑡, maka model 
kombinasinya akan menjadi seperti pada persamaan 2.45. 
?̂?𝑡 = ?̂?𝑡 + ?̂?𝑡 (2.45) 
Sehingga secara umum, model hybrid berisi dua langkah. 
Pertama, model ARIMA akan digunakan untuk menangkap pola 
hubungan linier dari data. Karena pola hubungan non-linier tidak 
dapat ditangkap oleh model ARIMA, maka sisaan dari model linier 
ARIMA akan mengandung informasi hubungan yang non-linier, 
sehingga langkah kedua, sisaan yang memiliki hubungan non-linier 
tersebut akan dimodelkan menggunakan LSTM (Zhang, 2003).  
2.17 Normalisasi 
Pada proses pembelajaran model jaringan syaraf tiruan 
biasanya dilakukan normalisasi terlebih dahulu. Menurut Ciaburo 
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dan Vankateswaran (2017), proses normalisasi merupakan suatu 
prosedur yang sangat penting dalam membangun model jaringan 
syaraf tiruan, karena dapat menghindari hasil yang tidak perlu dan 
agar algoritma pembelajaran dapat konvergen nantinya. Ada 
beberapa metode normalisasi, contohnya adalah min-max scale yang 






𝑥𝑚𝑖𝑛 : nilai minimum 
𝑥𝑚𝑎𝑥 : nilai maksimum 
Setelah ditransformasi, ketika dilakukan peramalan, akan 
dilakukan transformasi balik sesuai dengan persamaan 2.47. 
𝑥𝑢𝑛𝑠𝑐𝑎𝑙𝑒𝑑 = 𝑥𝑠𝑐𝑎𝑙𝑒𝑑(𝑥𝑚𝑎𝑥 − 𝑥min) + 𝑥𝑚𝑖𝑛 (2.47) 
2.18 Optimizer 
Optimizer bertujuan untuk menemukan bobot atau parameter 
optimal, meminimalkan kesalahan dan memaksimalkan akurasi. 
Selama proses pelatihan model, parameter (bobot) model diubah 
untuk mencoba dan meminimalkan error, agar mampu memprediksi 
seakurat mungkin (Huda dan Yotenka, 2020). Salah satu optimizer 
yang sering digunakan adalah Adam Optimizer dengan langkah-
langkah sebagai berikut. 
1. Menghitung gradient 𝑔𝑡 pada waktu ke-𝑡 
2. Mengupdate dugaan momen bias pertama seperti pada 
persamaan 2.48. 
𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡 (2.48) 
3. Mengupdate dugaan momen bias kedua seperti pada persamaan 
2.49. 
𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2 (2.49) 
4. Menghitung nilai duga momen pertama yang terkoreksi 







5. Menghitung nilai duga momen kedua yang terkoreksi 






6. Mengupdate parameter berdasarkan persamaan 2.52. 
























3.1 Jenis dan Sumber Data 
Jenis data yang digunakan dalam penelitian ini adalah data 
sekunder. Data didapatkan melalui situs yahoo finance. Data yang 
dipilih adalah harga harian penutupan saham Bank BCA dari tanggal 
2 Januari 2015 sampai 27 November 2020. 
3.2 Metode Penelitian 
Keseluruhan tahapan analisis pada penelitian menggunakan 
software python dan R versi 4.0.2, dengan langkah-langkah sebagai 
berikut. 
1. Melakukan eksplorasi data 
Melakukan plotting data deret waktu sebagai identifikasi awal 
terhadap deret waktu, memeriksa pola dan tren. 
2. Pembagian data training dan data testing 
Membagi data harga penutupan saham Bank BCA menjadi data 
training sebanyak 80% dan data testing sebanyak 20%. 
3. Pemodelan ARIMA untuk memodelkan hubungan linier dari 
data 
Untuk urutan pembuatan model ARIMA sesuai dengan diagram 
alir pada Gambar 3.2 dengan penjelasan sebagai berikut. 
1. Mengecek stasioneritas data terhadap ragam, jika belum 
stasioner maka melakukan transformasi Box-Cox 
menggunakan persamaan 2.8. 
2. Mengecek stasioneritas data terhadap rata-rata dengan uji 
Augmented Dickey Fuller (ADF) menggunakan persamaan 
2.3, jika belum stasioner maka melakukan pembedaan sesuai 
pada persamaan 2.7. 
3. Mengidentifikasi dugaan model tentatif berdasarkan plot 
ACF dan PACF, perhitungan ACF dan PACF berdasar 
persamaan 2.12 dan 2.13. 
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4. Melakukan pendugaan parameter dari model ARIMA sesuai 
pada subbab 2.6. 
5. Melakukan diagnosik model yang di mana ada 2 bagian yaitu 
autokorelasi sisaan dan normalitas sisaan 
6. Melakukan pemilihan model terbaik berdasarkan parameter 
yang signifikan serta MAPE terkecil, perhitungan ada pada 
persamaan 2.26. 
7. Melakukan peramalan untuk satu waktu ke depan dan akan 
dibandingkan dengan data testing. 
4. Melakukan Uji Linieritas RESET 
Pengujian dilakukan untuk menunjukkan apakah data harga 
penutupan saham BCA mempunyai hubungan linier atau non-
linier. 
5. Pembentukan Model LSTM. 
Untuk urutan pembuatan model LSTM sesuai dengan Gambar 
3.3 dengan penjelasan sebagai berikut. 
1. Melakukan normalisasi pada sisaan model ARIMA dengan 
min-max scale dengan nilai antara 0 hingga 1 dengan 
persamaan 2.46. 
2. Menentukan banyak unit dan timestep pada LSTM pada 
model. Pada model ini akan digunakan banyak unit. LSTM 
sebanyak 50 unit dan timestep sebanyak 4 lag. 
3. Menentukan optimizer yang akan digunakan sebagai 
pembelajaran. optimizer yang akan digunakan pada 
penelitian saya adalah Adam optimizer sesuai pada subbab 
2.17. 
4. Melakukan pelatihan model, pertama bobot akan 
diinisialisasi terlebih dahulu, kemudian sisaan yang telah 
dinormalisasi akan diinputkan dalam model dan mengikuti 
langkah-langkah LSTM sesuai pada subbab 2.15. Terakhir, 
parameter akan dioptimasi sesuai dengan optimizer yang 
telah ditentukan. 
5. Melakukan peramalan sisaan. Dilakukan peramalan sisaan 
dari model LSTM yang dibentuk. 
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6. Melakukan unscaling hasil ramalan. Hasil ramalan akan 
diunscale atau ditransfomasi balik menggunakan persamaan 
2.47. 
6. Menentukan perbaikan performa dari model ARIMA ke model 
hybrid ARIMA-LSTM 
Setelah didapat model LSTM dari sisaan, hasil ramalannya akan 
dijumlah dengan ramalan pada model ARIMA sesuai dengan 
subbab 2.16 tentang model hybrid. Perbaikan performa nantinya 
dapat terlihat dari MAPE baik pada data training dan data testing 
pada kedua model. 
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3.3 Diagram Alir  
 
 




Gambar 3.2 Diagram Alir Pemodelan ARIMA 
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HASIL DAN PEMBAHASAN 
4.1 Eksplorasi Data 
Sebelum melakukan analisis pada data, lebih baik dilakukan 
eksplorasi terlebih dahulu menggunakan plot untuk mengetahui 
gambaran umum dari data yang akan dianalisis. Plot data deret waktu 
dari harga pentupusan saham BCA ditampilkan pada Gambar 4.1. 
 
Gambar 4.1 Plot Data Deret Waktu 
Pada Gambar 4.1, terlihat bahwa data penutupan harga saham 
BCA tiap harinya cenderung memiliki tren naik tiap harinya, dan 
juga terdapat di beberapa hari memiliki fluktuasi ragam yang cukup 
tinggi. Pada bulan maret hingga april 2020, harga penutupan saham 
turun drastis dikarenakan ada keputusan untuk penerapan PSBB 
(Pembatasan Sosial Berskala Besar) pertama yang dilakukan oleh 
pemerintah Indonesia, kemudian tren cenderung naik lagi. Tetapi 
pada bulan September 2020, karena pemerintah kembali menerapkan 
PSBB untuk kedua kalinya, harga saham pun turun lagi dan 
kemudian kembali naik lagi setelahnya. 
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4.2 Data Training dan Data Testing 
Pertama yang perlu dilakukan adalah membagi data penutupan 
harga saham BCA menjadi data training dan data testing. Data 
training terdiri dari 1188 observasi dari tanggal 2 Januari 2015 
hingga 11 September 2019. Sedangkan untuk data testing sebanyak 
298 observasi mulai dari tanggal 12 September 2019 hingga 27 
November 2020. 
4.3 Pembentukan Model ARIMA 
Data training yang sudah dibentuk kemudian dimodelkan 
ARIMA terlebih dahulu. Pembentukan model ARIMA diawali 
dengan pemeriksaan stasioneritas data hingga pemilihan model 
terbaik. Model terbaik ARIMA nantinya akan dihybridkan dengan 
LSTM.  
4.3.1 Pemeriksaan Stasioneritas data training terhadap ragam 
Pemeriksaan stasioneritas ragam dilihat dari nilai 𝜆, nilai 
selang kepercayaan untuk 𝜆 ditampilkan pada Gambar 4.2 
 
Gambar 4.2 Plot Nilai 𝜆 Sebelum Transformasi Box-Cox 
Dari Gambar 4.2 terlihat bahwa nilai 𝜆 = 0.308, dan selang 
kepercayaan 95% juga belum memuat nilai 1, maka perlu dilakukan 




Gambar 4.3 Plot Nilai λ Setelah Transformasi Box-Cox 
Setelah ditransformasi Box-Cox sesuai dengan nilai 𝜆 pada 
Gambar 4.3, nilai 𝜆 = 1 sudah berada dalam selang kepercayaan 
95%, maka data training sudah stasioner terhadap ragam.    
4.3.2 Pemeriksaan Stasioneritas data training terhadap rata-
rata 
Pemeriksaan stasioneritas terhadap rata-rata dapat 
menggunakan uji Augmented Dickey-Fuller sesuai dengan 
persamaan 2.3 dengan hipotesis sebagai berikut. 
𝐻0 ∶  𝛿 = 0 (data tidak stasioner terhadap rata-rata) 
𝐻1 ∶  𝛿 < 0 (data stasioner terhadap rata-rata) 
 Hasil dari uji ADF didapat P-value sebesar 0.4851 yang lebih 
besar dari 𝛼, yang berarti data masih belum stasioner terhadap rata-
rata, perlu dilakukan pembedaan terhadap data deret waktu. 
  Pada data deret waktu yang sudah dilakukan pembedaan, 
didapat P-value untuk uji ADF sebesar 0.01 yang kurang dari 𝛼, 
berarti data deret waktu sudah stasioner terhadap rata-rata setelah 
dilakukan pembedaan satu kali. 
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4.3.3 Identifikasi Model 
Identifikasi model ARIMA dapat dilihat berdasarkan plot 
ACF dan PACF, untuk plot ACF dan PACF dari data training sesuai 
dengan Gambar 4.4 dan 4.5. 
 
Gambar 4.4 Plot ACF Deret Waktu Stasioner 
 
Gambar 4.5 Plot PACF Deret Waktu Stasioner 
Dari plot ACF dapat dilihat bahwa lag yang signifikan terletak 
di lag ke 2, 4, dan 6, sedangkan pada plot PACF terletak di lag ke 2, 






Tabel 4.1 Model Tentatif 
No Model Tentatif 
1 𝐴𝑅𝐼𝑀𝐴([2, 4, 6], 1, [2, 4, 6]) 
2 𝐴𝑅𝐼𝑀𝐴([2, 4, 6], 1, [2, 4]) 
3 𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2, 4, 6]) 
4 𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2, 4]) 
5 𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2]) 
6 𝐴𝑅𝐼𝑀𝐴([2], 1, [2, 4]) 
7 𝐴𝑅𝐼𝑀𝐴([2], 1, [2]) 
8 𝐴𝑅𝐼𝑀𝐴([2], 1, 0) 
9 𝐴𝑅𝐼𝑀𝐴(0 , 1, [2]) 
 
4.3.4 Pendugaan Parameter dan Uji Signifikansi Parameter 
Model  
 Pendugaan parameter pada model sesuai dengan penjelasan 
pada subbab 2.6 menggunakan Conditional Maximum Likelihood. 
Uji signifikansi untuk mengetahui apakah parameter yang diduga 
pada model ARIMA signifikan atau tidak menggunakan uji t sesuai 
dengan subbab 2.7.  Hasil pendugaan parameter dan uji signifikansi 
ditampilkan pada Tabel 4.2. 
Tabel 4.2 Hasil Pendugaan dan Uji Signifikansi Parameter 
Model ARIMA 
Model Tentatif Parameter Koefisien P-value 
𝐴𝑅𝐼𝑀𝐴([2, 4, 6], 1, [2, 4, 6]) 
𝜙2 −0.5022 0.01479 
𝜙4 −0.3385 0.08549 
𝜙6 0.2559 0.11471 
𝜃2 0.4280 0.03007 
𝜃4 0.2492 0.18418 
𝜃6 −0.379 0.01593 
𝐴𝑅𝐼𝑀𝐴([2, 4, 6], 1, [2, 4]) 
𝜙2 −0.0701 0.8500 
𝜙4 −0.1051 0.6225 
𝜙6 −0.0807 0.0269 
𝜃2 −0.0037 0.9920 
𝜃4 0.0414 0.8512 
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Model Tentatif Parameter Koefisien P-value 
𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2, 4, 6])  
𝜙2 −0.3014 0.40227 
𝜙4 −0.1882 0.50780 
𝜃2 0.2272 0.52539 
𝜃4 0.1094 0.68698 
𝜃6 −0.1023 0.01803 
𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2, 4]) 
𝜙2 1.0840 < 0.0001 
𝜙4 −0.7998 < 0.0001 
𝜃2 −1.1399 < 0.0001 
𝜃4 0.7893 < 0.0001 
𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2]) 
𝜙2 0.4098 0.03273 
𝜙4 −0.0415 0.23896 
𝜃2 −0.4839 0.01117 
𝐴𝑅𝐼𝑀𝐴([2], 1, [2, 4]) 
𝜙2 0.4098 0.05586 
𝜃2 −0.0415 0.02334 
𝜃4 −0.4839 0.33982 
𝐴𝑅𝐼𝑀𝐴([2], 1, [2]) 
𝜙2 0.5487 < 0.0001 
𝜃2 −0.6343 < 0.0001 
𝐴𝑅𝐼𝑀𝐴([2], 1, 0) 𝜙2 −0.0751 0.02417 
𝐴𝑅𝐼𝑀𝐴(0 , 1, [2]) 𝜃2 −0.0654 0.0163 
Berdasarkan Tabel 4.2, terlihat bahwa model yang signifikan 
tiap parameternya adalah model 𝐴𝑅𝐼𝑀𝐴([2, 4], 1, [2, 4]), 
𝐴𝑅𝐼𝑀𝐴([2], 1, [2]), 𝐴𝑅𝐼𝑀𝐴([2], 1, 0), dan 𝐴𝑅𝐼𝑀𝐴(0 , 1, [2]). Kemudian 
akan dilakukan diagnostik model untuk mengetahui model yang 
cocok. 
4.3.5 Diagnostik Model 
Pengujian kelayakan model dilihat dari apakah sisaan dari 
model sudah white noise dan juga menyebar normal atau tidak. 
• Pemeriksaan Autokorelasi Sisaan 
Plot ACF dari sisaan tiap model yang telah dibuat, ditunjukkan 








Sisaan 𝐴𝑅𝐼𝑀𝐴([2,4],1, [2,4]) Sisaan 𝐴𝑅𝐼𝑀𝐴([2],1, [2]) 
  
Sisaan 𝐴𝑅𝐼𝑀𝐴(0,1, [2]) Sisaan 𝐴𝑅𝐼𝑀𝐴([2],1,0) 
  
Gambar 4.6 Plot ACF Sisaan Tiap Model 
Berdasarkan plot ACF sisaan, terlihat bahwa di semua model, 
sisaan masih memiliki autokorelasi yang tersisa, sehingga tidak ada 
model yang white noise. Pemeriksaan autokorelasi juga dapat dilihat 
menggunakan uji Ljung-Box dengan hipotesis sebagai berikut dan 
hasil ditampilkan pada Tabel 4.3. 
𝐻0 ∶  𝜌1 = 𝜌2 = ⋯ = 𝜌𝑘 = 0 (Tidak terdapat autokorelasi) 
𝐻1 ∶ minimal terdapat satu 𝜌𝑖  ≠ 0 (Terdapat autokorelasi) 
Tabel 4.3 Tabel P-value Uji Ljung-Box Sisaan ARIMA 
Model P-value 
𝐴𝑅𝐼𝑀𝐴([2,4],1, [2,4]) 0.01 
𝐴𝑅𝐼𝑀𝐴([2],1, [2]) 0.14 
𝐴𝑅𝐼𝑀𝐴(0,1, [2]) 0.03 
𝐴𝑅𝐼𝑀𝐴([2],1,0) 0.02 
Dari hasil uji Ljung-Box pada Tabel 4.5, terlihat bahwa hanya 
model 𝐴𝑅𝐼𝑀𝐴([2],1, [2]) yang memberikan keputusan terima 𝐻0, 
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tetapi pada plot ACF sisaan tetap menunjukkan ada lag yang 
signifikan, sehingga tidak white noise. 
• Pemeriksaan Normalitas Sisaan 
Plot histogram dari sisaan tiap model yang telah dibuat 
ditampilkan pada Gambar 4.7. 
Sisaan 𝐴𝑅𝐼𝑀𝐴([2,4],1, [2,4]) Sisaan 𝐴𝑅𝐼𝑀𝐴([2],1, [2]) 
  
Sisaan 𝐴𝑅𝐼𝑀𝐴(0,1, [2]) Sisaan 𝐴𝑅𝐼𝑀𝐴([2],1,0) 
  
Gambar 4.7 Histogram Sisaan Tiap Model 
Dari plot histogram pada Gambar 4,10, terlihat bahwa bentuk 
sebaran cenderung tidak mirip dengan sebaran normal karena 
bentuknya yang sedikit datar, dan juga terdapat pencilan. Untuk 
memastikan, dilakukan uji normalitas menggunakan uji 
Kolmogorov-Smrinov dengan hipotesis sebagai berikut 
𝐻0 ∶  𝑖  ∼ 𝑁(𝜇, 𝜎
2)  (sisaan menyebar normal) 
𝐻1 ∶  𝑖  ≁ 𝑁(𝜇, 𝜎
2) (sisaan tidak menyebar normal) 







Tabel 4.4 P-value Uji Kolmogorov-Smirnov Sisaan ARIMA 
Model P-value 
𝐴𝑅𝐼𝑀𝐴([2,4],1, [2,4]) < 0.0001 
𝐴𝑅𝐼𝑀𝐴([2],1, [2]) < 0.0001 
𝐴𝑅𝐼𝑀𝐴(0,1, [2]) < 0.0001 
𝐴𝑅𝐼𝑀𝐴([2],1,0) < 0.0001 
Berdasarkan Tabel 4.5, terlihat bahwa uji menghasilkan P-value 
yang sangat kecil, yang dimana kurang dari 𝛼(0.05), sehingga tidak 
ada model yang menghasilkan sisaan yang berdistribusi normal. 
Model boleh tetap digunakan untuk peramalan tetapi untuk 
selang kepercayaan mungkin saja menunjukkan hasil yang salah 
dikarenakan terdapat autokorelasi pada sisaan dan sisaan tidak 
berdistribusi normal (Hyndman dan Athanasopoulos, 2018). 
4.3.6 Pemilihan Model Terbaik 
Pemilihan model terbaik menggunakan MAPE berdasarkan 
persamaan 2.17. Nilai MAPE dari tiap model yang semua 
parameternya signifikan ditampilkan pada Tabel 4.5. 
Tabel 4.5 Nilai MAPE Tiap Model 
Model MAPE 
𝐴𝑅𝐼𝑀𝐴([2,4],1, [2,4]) 0.859% 
𝐴𝑅𝐼𝑀𝐴([2],1, [2]) 0.858% 
𝐴𝑅𝐼𝑀𝐴(0,1, [2]) 0.857% 
𝐴𝑅𝐼𝑀𝐴([2],1,0) 0.855% 
Dari Nilai MAPE pada Tabel 4.6, terlihat bahwa model  
𝐴𝑅𝐼𝑀𝐴([2],1,0) yang memberikan nilai MAPE terkecil, sehingga 
model tersebut yang akan dibandingkan dengan model hybrid 
nantinya. Model dari 𝐴𝑅𝐼𝑀𝐴([2],1,0) dijabarkan sesuai dengan 
persamaan 4.1. 
?̂?𝑡 = 𝐿𝑡−1 + 𝜙2(𝐿𝑡−2 − 𝐿𝑡−3) + 𝑒𝑡 (4.1) 
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Pada model terbaik sesuai persamaan 4.1, didapat bahwa data 
harga penutupan saham BCA dipengaruhi oleh lag pertama, kedua, 
dan ketiga.  
4.3.7 Peramalan 
Peramalan pada penelitian ini akan menggunakan peramalan 
1 langkah ke depan atau one step forecast yang nantinya akan 
dibandingkan dengan data testing. Hasil ramalan ditampilkan pada 
Lampiran 6. 
4.4 Uji Linieritas RESET 
Pemodelan ARIMA menunjukkan bahwa masih ada 
autokorelasi pada sisaan yang tersisa yang mungkin menunjukkan 
salah satu indikasi bahwa data memiliki hubungan non-linier, untuk 
itu perlu dilakukan uji Ramsey RESET dengan inputnya merupakan 
lag model ARIMA yang sudah terbentuk dan hipotesis uji sebagai 
berikut. 
𝐻0: 𝛼2 = ⋯ = 𝛼𝑘 = 0 
𝐻1: salah satu 𝛼𝑘 ≠ 0 
Dari hasil perhitungan yang dibantu R, didapat P-value 
sebesar 0.001713 yang dimana sudah kurang dari 𝛼(0.05), 
sehingga uji menghasilkan keputusan tolak 𝐻0. Uji menghasilkan 
kesimpulan bahwa data harga penutupan saham BCA mempunyai 
struktur autokorelasi non-linier, sehingga memungkinkan untuk 
dilakukan pemodelan hybrid. 
4.5 Pembentukan Model LSTM 
Pembentukan Model LSTM menggunakan package 
“tensorflow” yang dikembangkan oleh google. Package tersebut 
dijalankan di Python dan R. Model mengandung 50 unit sel LSTM. 
Banyak timestep/timelag yang digunakan adalah sebanyak 4 dan 
pembelajaran menggunakan Adam Optimizer sesuai dengan metode 
penelitian. Arsitektur yang digunakan akan berbentuk sesuai dengan 
Gambar 4.8. Arsitektur berupa banyak timestep dan neuron pada 




Gambar 4.8 Arsitektur Model LSTM 
4.5.1 Mendapatkan Sisaan dari Model ARIMA 
Sisaan dihitung menggunakan persamaan 2.43. Nilai dari 
fitted values model ARIMA dan sisaannya ditampilkan pada 
Lampiran 2. 
4.5.2 Normalisasi Sisaan ARIMA 
Setelah didapatkan sisaan, kemudian dilakukan normalisasi 
terlebih dahulu sesuai dengan persamaan 2.46 agar nilai sisaan 
berada di antara 0 sampai 1. Nilai sisaan yang sudah dinormalisasi 
ditampilkan pada Lampiran 3. 
4.5.3 Peramalan Sisaan 
Peramalan sisaan dilakukan berdasarkan persamaan 2.36 
hingga 2.41. Peramalan menggunakan input sisaan dari data testing 
yang dikurangi dengan ramalan ARIMA, sisaan dari data testing 
sebelum dan sesudah transformasi ditampilkan pada Lampiran 7. 
Hasil dari fitted values dan ramalan yang belum diunscale 
ditampilkan pada Lampiran 4 dan Lampiran 8. 
4.5.4 Transformasi Balik (Unscale) Hasil Ramalan Sisaan 
Hasil ramalan dan fitted nantinya akan ditransformasi balik 
menggunakan persamaan 2.44. Hasil transformasi dari ramalan pada 
data testing sisaan maupun fitted pada data training ditampilkan pada 
Lampiran 4 dan Lampiran 8. 
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4.6 Perbaikan Akurasi dari Model ARIMA ke Model Hybrid 
Model hybrid merupakan gabungan dari model ARIMA (𝐿𝑡) dan 
Model LSTM dari sisaan (𝑁𝑡). Setelah ramalan masing-masing 
model didapat, selanjutnya digabungkan untuk mendapatkan 
ramalan dari model hybrid dengan menggunakan persamaan 2.42, 
hasil fitted values dan ramalan model hybrid ditampilkan pada 
Lampiran 5 dan Lampiran 9.  
Untuk membuktikan ada atau tidaknya peningkatan performa 
atau akurasi, dapat dilihat berdasarkan MAPE terkecil baik pada data 
training maupun data testing-nya untuk kedua model. 
MAPE untuk data training dan testing ditampilkan pada Tabel 
4.6. Untuk grafik gabungan antara data training, fitted model 
ARIMA, dan fitted model hybrid ditampilkan pada Gambar 4.9 dan 
untuk grafik gabungan data testing, ramalan model ARIMA, dan 
ramalan model hybrid ditampilkan pada Gambar 4.10. 
Tabel 4.6 Tabel MAPE Masing-Masing Model 
Model 
Nilai MAPE 
Data Training Data Testing 





Gambar 4.9 Plot Data Training, Fitted Model ARIMA dan 




Gambar 4.10 Plot Data testing, Ramalan Model ARIMA dan 
Ramalan Model Hybrid. 
Dari hasil MAPE pada Tabel 4.7, terlihat model hybrid 
memberikan hasil yang paling baik pada data training sehingga dapat 
dikatakan model hybrid memang memberikan peningkatan performa 
atau akurasi pada data. Ketika diterapkan pada data testing, hasil 
MAPE menunjukkan hasil yang sebaliknya dimana model ARIMA 
saja memberikan akurasi yang lebih baik dibandingkan dengan 
model hybrid. Hal ini mungkin disebabkan karena terjadinya 
overfitting pada model LSTM, dimana model LSTM mengikuti pola 
sisaan training dengan sangat baik sehingga ketika diterapkan pada 
data baru seperti sisaan pada data testing, hasilnya menjadi kurang 
baik. 
Hal lain yang bisa jadi menyebabkan LSTM memberikan hasil 
yang kurang baik pada data testing adalah karena pada data training 
data masih belum terpengaruh adanya pandemi covid-19.  Pada data 
testing, data harga penutupan saham sudah terpangaruh adanya 
pandemi covid-19 yang membuat model LSTM tidak dapat 
mengikuti pola pada data testing sehingga model LSTM 
menghasilkan akurasi yang kurang baik. 
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4.7 Peramalan Setelah Data Testing 
Peramalan harga penutupan saham BCA menggunakan model 
hybrid ARIMA-LSTM dapat dilakukan menggunakan Persamaan 
2.45. Sisaan model diramalkan terlebih dahulu dengan menggunakan 
model LSTM yang telah dibuat. Setelah itu dijumlahkan dengan hasil 
peramalan menggunakan model ARIMA sesuai dengan persamaan 
4.1. Pada penelitian ini dilakukan peramalan dengan periode 30 hari 
setelah data testing, yakni tanggal 30 November 2020 sampai dengan 
8 Januari 2021. Hasil peramalan harga penutupan saham BCA 
masing-masing model ditampilkan pada Gambar 4.11. 
 
Gambar 4.11 Plot Ramalan Multi-Step Model ARIMA dan Model 
Hybrid. 
Dari hasil ramalan pada Gambar 4.11, terlihat bahwa untuk 
ramalan model ARIMA dalam jangka lebih dari dua atau tiga waktu, 
ramalan akan menuju nilai konstan yaitu rata-ratanya. Pada model 
hybrid, karena ditambahkan antara ramalan dari ARIMA dan ramalan 
dari LSTM, model hybrid dapat memberikan peramalan dengan 
jangka waktu yang lebih panjang sebelum mencapai nilai konstan di 










Berdasarkan penelitian yang telah dilakukan, didapatkan 
kesimpulan sebagai berikut. 
1. Model 𝐴𝑅𝐼𝑀𝐴([2],1,0) pada data testing, setelah dihybridkan 
memberikan penurunan akurasi sebesar 0.29%, dari 1.35% ke 
1.76%, daripada sebelum dihybridkan.  
2. Berdasarkan hasil penelitian, maka model yang memberikan 
akurasi paling baik berdasarkan data testing dengan MAPE 
terkecil adalah 𝐴𝑅𝐼𝑀𝐴([2],1,0) dengan mengesampingkan 
asumsi white noise dan normalitas yang tidak terpenuhi. 
5.2 Saran 
Saran untuk penelitian selanjutnya adalah dapat merubah 
hyperparameter yang digunakan, seperti banyak unit pada LSTM, 
timestep/timelag yang digunakan, atau juga dengan merubah 
arsitektur dari model LSTM-nya. Hal ini dilakukan agar model 
hybrid tidak overfitting terhadap data training sehingga model hybrid 
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Lampiran 3 Sisaan ARIMA Setelah Dinormalisasi 


































Lampiran 3 Sisaan ARIMA Setelah Di Normalisasi (Lanjutan) 
































Lampiran 4 Fitted Values Model LSTM Sebelum dan Sesudah 
Normalisasi Balik pada Data Training 
Fitted Values 
Sisaan LSTM 
































Lampiran 4 Fitted Values Model LSTM Sebelum dan Sesudah 
Normalisasi Balik pada Data Training (Lanjutan) 
Fitted Values 
Sisaan LSTM 


































































































Lampiran 6 Ramalan ARIMA pada Data Testing Menggunakan One 
Step Forecast 
































Lampiran 6 Ramalan ARIMA pada Data Testing Menggunakan One 
Step Forecast (Lanjutan) 








































































































































Lampiran 8 Ramalan Sisaan LSTM Sebelum dan Sesudah 






































Lampiran 9 Ramalan Model Hybrid  


































Lampiran 9 Ramalan Model Hybrid (Lanjutan) 































Lampiran 10 Syntax Pembagian data training testing dan plot data 
#Read data 
bca <- read_csv("E:/Datasets/Saham 
Skripsi/bbca_skripsi.csv") 
bca <- bca %>% 
  select(Date, Close) %>% 
  mutate(Date = ymd(Date)) 
 
#Plot data dan plot lag 
bca %>% 
  ggplot(aes(x = Date, y = Close)) +  
  geom_point(size = 1) +  
  geom_line(lwd = 1) + 
  theme_light() +  
  labs(title = "Harga Penutupan Saham Harian 
BBCA Januari 2015 - November 2020", subtitle = 
"2015/01/02 - 2020/11/30") + 
  theme(plot.title = element_text(hjust = 0.4, 
size = 20), axis.text.x = element_text(angle = -
45), plot.subtitle = element_text(colour = 
"#858484", hjust = 1)) +  
  scale_x_date(date_labels = "%b - %y", 
date_breaks = "4 months") 
 
#Pembagian data training dan testing 
train_len_bca <- floor(0.8*length(bca$Close)) 












Lampiran 11 Syntax Pemodelan ARIMA pada data training 
#Pemeriksaan stasioneritas ragam dan rata-rata 
 FitAR::BoxCox(close_train_bca) 
closetr_bc1_bca <- BoxCox(close_train_bca, 
lambda = 0.308) 
FitAR::BoxCox(closetr_bc1_bca) 
tseries::adf.test(closetr_bc1_bca) 
close_d_bca <- diff(closetr_bc1_bca) 
tseries::adf.test(close_d_bca) 
 




#Pembuatan function untuk lag yang signifikan 
fix_func <- function(y){ 
  x<- seq(1:max(y)) 
  x <- ifelse(x %in% y, 
              NA,  
              0) 
  return(x) 
} 
bca5 <- fix_func(c(2, 4, 6)) 
bca6 <- fix_func(c(2, 4)) 
bca7 <- fix_func(2) 
 
#Pemodelan ARIMA 
arima1_bca <- Arima(close_train_bca, order = 
c(6, 1, 6),  
                fixed = c(bca5, bca5), lambda = 
0.308,  
                method = "CSS") 
arima1_bca 
lmtest::coeftest(arima1_bca, df = train_len_bca 




Lampiran 11 Syntax Pemodelan ARIMA pada data training 
(Lanjutan) 
arima2_bca <- Arima(close_train_bca, order = 
c(6, 1, 4),  
                fixed = c(bca5, bca6), lambda = 
0.308,  
                method = "CSS") 
arima2_bca 
lmtest::coeftest(arima2_bca, df = train_len_bca 
- sum(arima2_bca$coef != 0)) 
 
arima3_bca <- Arima(close_train_bca, order = 
c(4, 1, 6),  
                fixed = c(bca6, bca5), lambda = 
0.308,  
                method = "CSS") 
arima3_bca 
lmtest::coeftest(arima3_bca, df = train_len_bca 
- sum(arima3_bca$coef != 0)) 
 
 
arima5_bca <- Arima(close_train_bca, order = 
c(4, 1, 2),  
                fixed = c(bca6, bca7), lambda = 
0.308,  
                method = "CSS") 
arima5_bca 
lmtest::coeftest(arima5_bca, df = train_len_bca 








Lampiran 11 Syntax Pemodelan ARIMA pada data training 
(Lanjutan) 
arima6_bca <- Arima(close_train_bca, order = 
c(2, 1, 4),  
                fixed = c(bca7, bca6), lambda = 
0.308,  
                method = "CSS") 
arima6_bca 
lmtest::coeftest(arima6_bca, df = train_len_bca 
- sum(arima6_bca$coef != 0)) 
 
arima4_bca <- Arima(close_train_bca, order = 
c(4, 1, 4),  
                fixed = c(bca6, bca6), lambda = 
0.308,  
                method = "CSS") 
arima4_bca 
lmtest::coeftest(arima4_bca, df = train_len_bca 
- sum(arima4_bca$coef != 0)) 
 
arima7_bca <- Arima(close_train_bca, order = 
c(2, 1, 2),  
                fixed = c(bca7, bca7), lambda = 
0.308,  
                method = "CSS") 
arima7_bca 
lmtest::coeftest(arima7_bca, df = train_len_bca 
- sum(arima7_bca$coef != 0)) 
 
arima8_bca <- Arima(close_train_bca, order = 
c(0, 1, 2),  
                fixed = c(bca7), lambda = 0.308,  
                method = "CSS") 
arima8_bca 
lmtest::coeftest(arima8_bca, df = train_len_bca 
- sum(arima8_bca$coef != 0)) 
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Lampiran 11 Syntax Pemodelan ARIMA pada data training 
(Lanjutan) 
arima9_bca <- Arima(close_train_bca, 
order = c(2, 1, 0),  
                fixed = c(bca7), lambda 
= 0.308,  
                method = "CSS") 
arima9_bca 
lmtest::coeftest(arima9_bca, df = 





































#Mendapatka Residual dari data training 





Lampiran 12 Uji Linieritas RESET 
lmtest::resettest(close_train_bca ~ 
lag(close_train_bca, 1) + lag(close_train_bca, 





Lampiran 13 Pemodelan LSTM 
#Pembentukan arsitektur dan pelatihan model LSTM  
#Menggunakan Python 
import numpy as np 
import tensorflow as tf 
from keras.layers import LSTM, Dense 
from keras.models import Sequential 
import pandas as pd 
 
res_train = pd.read_csv("res.csv") 
res_train = np.array(res_train) 
 
def scaler(x): 
  newx = (x-min(x))/(max(x)-min(x)) 
  return newx 
 
def buat_timelag(data, lag): 
  x = np.zeros(shape = (len(data) - lag, lag)) 
  y = np.zeros(shape = len(data)-lag) 
  for i in range(len(data)-lag): 
    x[i] = np.array([x for x in data[i:i+lag]]) 
    y[i] = np.array([data[i+lag]]) 
  return x, y 
 
scaled_res_train = scaler(res_train) 
x_res_train, y_res_train = buat_timelag(scaled_r
es_train.reshape(1188), 4) 
x_res_train_rnn = np.reshape(x_res_train, (x_res
_train.shape[0], x_res_train.shape[1], 1)) 
 
 
model_fix = Sequential() 
model_fix.add(LSTM(units = 50, batch_input_shape
 = (1, x_res_train_rnn.shape[1], 1))) 
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Lampiran 13 Pemodelan LSTM (Lanjutan) 
model_fix.add(Dense(units = 4, activation="relu"
)) 
model_fix.add(Dense(units = 1)) 
 
model_fix.compile(loss = "mse", optimizer = "ada




#Load model dari python di R 
#Model dari python Ketika diload di R akan tetap 
















Lampiran 14 Evaluasi dan Visualisasi pada data training 
#Membuat input data yang sama seperti di python 
normalize <- function(x){ 
  x <- (x - min(x))/(max(x) - min(x)) 
} 
unnorm <- function(x, min_x, max_x){  
  x <- x*(max_x - min_x) + min_x 
} 
range_data <- function(x, mx, mn){ 
  x <- ((x-mn)/(mx-mn)) 
  return(x) 
} 
 




cale_bca, res_scale_bca, length = 4,  
                                  batch_size = 
length(res_scale_bca) - 4))) 
x_bca <- a_bca[[1]] 
y_bca <- a_bca[[2]] 
 
#Mendapatkan fitted values dari LSTM 
fitted_lstm <- model_lstm %>% 
  predict(x_bca) 
 
#Unnorm hasil prediksi 
unn <- unnorm(fitted_lstm, min_x = 
min(residual_bca), max_x = max(residual_bca)) 
 
 
#Menggabungkan fitted values ARIMA dan LSTM 
gab <- unn + as.numeric(arima19_bca$fitted)[-
c(1:4)] 
 
#MAPE fitted values hybrid 
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Lampiran 14 Evaluasi dan Visualisasi pada data training (Lanjutan) 
data_gab_training <- data.frame(x = 
1:length(fitted_lstm), 
                       data_asli = 
close_train_bca[-c(1:4)],  





data.frame(x = 1:length(gab),  
                        data_train = 
close_train_bca[-c(1:4)],  
                        arima_pred = 
fitted(arima19_bca)[-c(1:4)], 
                        hybrid_pred = gab)[1:30, 
] %>% 
  gather("Kategori", "Nilai", -x) %>% 
  mutate(Kategori = factor(Kategori, levels = 
c("data_train", "arima_pred", "hybrid_pred"), 
labels = c("Data Training", "Fitted Model 
ARIMA", "Fitted Model Hybrid"))) %>% 
  ggplot(aes(x = x, y = Nilai, col = Kategori)) 
+ geom_line(lwd = 1.25) + geom_point(size = 0.5) 
+ 
    labs(title = expression(paste("Plot Data 
Training, ",  
                                  italic("Fitted 
"), "Arima, dan ", italic("Fitted"), " Model ",  
                                  italic("Hybrid 




Lampiran 15 Evaluasi dan Visualisasi pada data testing 
#Melakukan one step forecast arima 
one_step_bca <- Arima(close_test_bca, model = 
arima19_bca) 
 
#Menghitung MAPE one step forecast ARIMA 




#Mendapatkan residual dari one step forecast dan 
dinormalisasi 
Nt <- close_test_bca - c(forecast(arima19_bca, h 
= 1)$mean, as.numeric(one_step_bca$fitted)[-1]) 
res_test_bca <- c(tail(residual_bca, 4), Nt) 
res_scale_test <- range_data(res_test_bca, mx = 
max(residual_bca), mn = min(residual_bca)) 
 




cale_test, res_scale_test, length = 4,  
                                  batch_size = 
length(res_scale_bca) - 4))) 
x_bca_test <- array(a_bca_test[[1]], dim =c(298, 
4, 1)) 
y_bca_test <- a_bca_test[[2]] 
 
#Peramalan Residual dengan LSTM 
pred_test_1 <- model_lstm %>% 
  predict(x_bca_test) 
 
#Unnorm hasil prediksi 
unnorm_pred_test_1 <- unnorm(pred_test_1, min_x 
= min(residual_bca), max_x = max(residual_bca)) 
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Lampiran 15 Evaluasi dan Visualisasi pada data testing (Lanjutan) 
#Menggabungkan ramalan ARIMA dan LSTM 
pred_gab_test_1 <- unnorm_pred_test_1 + 
c(forecast(arima19_bca, h = 1)$mean, 
as.numeric(one_step_bca$fitted)[-1]) 
 
#MAPE ramalan gabungan ARIMA-LSTM 
data_gab_test_1 <- data.frame(x = 
1:length(pred_gab_test_1),  
                       data_asli = 
close_test_bca,  






data.frame(x = 1:length(pred_gab_test_1),  
                        data_test = 
close_test_bca,  
                        arima_pred = 
c(forecast(arima19_bca, h = 1)$mean, 
                                       
as.numeric(one_step_bca$fitted)[-1]), 
                        hybrid_pred = 
pred_gab_test_1)[1:40, ] %>% 
  gather("Kategori", "Nilai", -x) %>% 
  mutate(Kategori = factor(Kategori, levels = 
c("data_test", "arima_pred", "hybrid_pred"), 
labels = c("Data Testing", "Ramalan Model 
ARIMA", "Ramalan Model Hybrid"))) %>% 
  ggplot(aes(x = x, y = Nilai, col = Kategori)) 
+ geom_line(lwd = 1.25) + geom_point(size = 0.5) 
+ theme(plot.title = element_text(hjust = 1)) + 
    labs(title = "Plot Data Testing, Ramalan 





Lampiran 16 Peramalan Setelah Data Testing 
ramal30arima <- forecast(one_step_bca, 30) 
ramal30arima 
 
xbaru_lstm1 <- tail(res_test_bca, 4) 
a <- length(xbaru_lstm1) 
fcast_lstm1 <- 0 
xtest_lstm1 <- 0 
for (i in 1:30){ 
  xtest_lstm1 <- t(range_data(xbaru_lstm1, mx = 
max(residual_bca), mn = min(residual_bca))) 
  dim(xtest_lstm1) <- c(1, 4, 1) 
  pred <- predict(baru, xtest_lstm1) 
  fcast_lstm1[i] <- unnorm(pred, max(residual_bca), 
min(residual_bca)) 
  xbaru_lstm1[a+1] <- fcast_lstm1[i] 
  xbaru_lstm1 <- xbaru_lstm1[-1] 
} 
 
seq_week1 <- seq(ymd("2020-11-30"), ymd("2020-12-04"), by = 
"days") 
seq_week2 <- seq(ymd("2020-12-07"), ymd("2020-12-11"), by = 
"days") 
seq_week3 <- seq(ymd("2020-12-14"), ymd("2020-12-04"), by = 
"days") 
cobtg <- seq(ymd("2020-11-30"),ymd('2021-01-08'),by = "days") 









Lampiran 16 Peramalan Setelah Data Testing (Lanjutan) 
data.frame(x = cobtg,  
           arima_pred = ramal30arima$mean, 
           hybrid_pred = as.numeric(ramal30arima$mean) + 
fcast_lstm1)[1:30, ] %>% 
  gather("Kategori", "Nilai", -x) %>% 
  mutate(Kategori = factor(Kategori, levels = c("arima_pred", 
"hybrid_pred"), labels = c("Ramalan ARIMA", "Ramalan 
Hybrid"))) %>% 
  ggplot(aes(x = x, y = Nilai, col = Kategori)) + geom_line(lwd = 
1.25) + geom_point(size = 0.5) + 
  labs(title = "Plot Ramalan Arima dan Model Hybrid 30 Hari 
Kedepan", 
       x = "Tanggal", 
       y = "Harga Penutupan Saham (Rp)") + theme_minimal() + 
  theme(plot.title = element_text(hjust = 0.5), 
        axis.text.x = element_text(angle = -45), 
        legend.position = c(0.8, 0.8)) + 
    scale_x_date(date_labels = "%d-%b-%y", date_breaks = "3 
days") 
 
 
