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In nonlinear programming, invexity is suflicient for optimality (in conjunction 
with the Kuhn-Tucker conditions). In this paper we give a sullicient condition for 
invexity in nonlinear programming through the use of linear programming. ‘7 1989 
Academc Press, Inc. 
1. INTRODUCTION 
The notion of invexity was introduced by Hanson [2] as a 
generalization of convexity for constrained optimization problems of the 
form: 
Minimize f(x) for x E Xc R”, subject to g(x) < 0, 11.1 f 
where f: X + R and g: X -+ R" are differentiable functions on a set Xc R". 
A function f is called invex with respect to q at u if there exists a vector 
function 9: R" x R" -+ R" such that 
f(x) -f(u) 2 ?‘(X, u)?f(u) 
holds for each x in the domain off: 
Craven [ 1 ] has given necessary and suflicient conditions for a function J 
to be invex assuming that the functions f and q are twice continuously 
differentiable. From a computational point of view these conditions are 
difficult to apply. 
Here we give a sufficient condition for the existence of q(x, U) in the non- 
linear programming problem (1.1) through the use of linear programming, 
which is direct and efficient. The procedure constructs the vector ~(x, u). 
2. SUFFICIENCY 
It will be assumed throughout that f is the objective function and g is 
the constraint vector function in problem (1.1). 
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It will be assumed for feasible points x, u in problem (1.1) that f and gi, 
i= 1 , . . . . m, are twice differentiable and that +(x- u)‘V2f(z)(x- U) has a 
lower bound K0 and 4(x - u)‘V2gi(z)(x - U) has a lower bound Ki for 
i = 1, . . . . m, where z=au+ (1 --CI)X for O<a < 1. These assumptions of 
boundedness are not very restrictive from a practical point of view, since if 
the constraint set is unbounded, one usually has sufficient prior knowledge 
of the situation to arbitrarily impose reasonable bounds on the model. 
Specifically, since by Taylor’s theorem 4(x - u)’ V2f(z)(x - u) = f(x) - 
f(u) - (x - u)’ Vf(u) f or some z, then for a given U, K, is easily found if 
lower bounds for f(x) and x are known. Similarly Ki, i = 1, . . . . m, can be 
found. It will also be assumed that for some fixed value of u the gradient 
vectors Vgi(u), i = 1, . . . . m, are linearly independent. Then it follows that for 
each i there exists a vector Gi(u) such that 
G;(u) Vg,( u) = 1 (2.1) 
and 
G;(u) Vg,(u) = 0 for all j # i. (2.2) 
A generalized inverse of the matrix [Vg,(u)] can be used to solve 
(2.1~(2.2), or preferably, as described later, linear programming may be 
used. 
THEOREM. A sufficient condition for the existence of q(x, u) at a given 
point u is that 
K,a 2 K,GJu)Vf(u). (2.3) 
j=l 
ProoJ By Taylor’s theorem, 
f(x)-f(u)=(X-z4)‘Vf(z4)+f(X-u)fVZf(Z)(X-z4) 
B (x- u)‘Vf(u) + K,, (2.4) 
and similarly 
g,(X) - g,(U) 2 (X - u)’ Vgi(U) + Ki, i= 1, . . . . 171. (2.5) 
We now construct an appropriate q(x, u). 
Let 
?l(X, 24)=(X-U)+ f KjGj(U). 
j=l 
(2.6) 
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Then 
m  
?'(X, U)Vgi(u)=(X-U)'Vgi(U)+ 1 KjG,!(u)VgAu), 
j=l 
i=l m, 9 . . . . 
= (x - u)‘Vg;(u) + K,, 
i= 1 , . . . . m, by (2.1) and (2.2) 
= gitx) -git”)3 
i= 1 , . . . . m, by (2.5) 
which satisfies the definition of invexity with respect to q for gi, i= 1, . . . . m. 
Now 
W, u) V!(u) = (x- u)'Vf(u) + 2 K,Gf(u) V'(u), by (2.6) 
j= I 
d (x - u)' Vf(u) + K,, by (2.3) 
<f(x) -f(u), by (2.4) 
which satisfies the definition of invexity with respect to 7 for J So ~(x, U) 
exists and the theorem is proved. 
In general (again assuming u fixed), the vectors GJu) are not unique. We 
can find the best G,(U) in the above theorem by linear programming, 
namely, by solving the problem: 
Minimize f KjGj!(U) V(U) 
J=i 
subject to G;(u) Vg,(u) = 1, i= 1 , . . . . m, 
and G;(u) Vgi( u) = 0, i= 1 5 .*.> m; j= 1, . . . . m, i#j. 
According to the Kuhn-Tucker theorem, under certain constraint 
qualifications, for a point u to be a local optimum of problem (1.1) there 
must exist I E R" such that 
Vf(u) +vnrg(u) = 0, 




Hanson [2] has shown that the Kuhn-Tucker conditions are sufficient 
for optimality if the functions f and g are invex with respect to the same r~ 
on the constraint set. 
It has been shown that the Kuhn-Tucker conditions and invexity of the 
active constraints at a fixed point u (i.e., all constraints such that g,(u) = 0) 
are sufficient for optimality. Therefore we need only assume that the active 
constraints satisfy (2.3) and the conditions at the beginning of this section 
in order to show that a point satisfying the Kuhn-Tucker conditions is an 
optimal solution to (1.1). One approach to finding values for K,, and Ki, 
i = 1, 2, . ..) m, is through the use of eigenvalues. If pLo is the smallest eigen- 
value of V’f(z) then (x - u)’ V’f(z)(x - U) 2 p0 [Ix - ~(1 2. Similarly one 
could find smallest eigenvalues pi for the V2gi(z), and a less general form of 
the theorem is: 
COROLLARY. A sufficient condition for the existence of q(x, u) at a given 
point u is that 
~02 f PjG,!(u)Vf(u). (2.7) 
J=l 
Again linear programming can be used to find the best vector Gi(u) in 
this expression, namely, 
minimize 2 pjGj(u) Vf(u) 
j=l 
subject to Gf(u) Vg,(u) = 1, i=l 7 ..*, 4 
and G;(u) Vg,(u) = 0, i= 1, . . . . m; j= 1, . . . . m, if j. 
Jeyakumar [3] has given second order sufficient conditions for optimality 
which are different from those implied by (2.3) or (2.7). 
If we desire to test the optimality of a point u, we have, by the 
Kuhn-Tucker theorem, if u us optimal and a constraint qualification is 
satisfied, that there exists some vector y E R” such that 
Vf(u)+y’Vg(u)=O. 
That is, 
‘ftCu)= - 2 Yivgj(u). 
i=l 
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and (2.3) becomes 
K, 2 - f K, y,. 
j=l 
(2.8) 
Similarly (2.7) becomes 
PO> - i P,Yj. (2.9) 
i= 1 
So if u is optimal, conditions (2.8) and (2.9) will imply the existence of 
q(x, u), without the need for calculating G,(u), i= 1, . . . . m. 
In the above theorem and corollary we have defined q in such a way as 
to first apply to the constraint functions g,(x), i = 1, . . . . m, and then in order 
to make this definition apply to the objective function conditions (2.3) or 
(2.7) is imposed. However, there is no particular reason for giving the 
objective function this privileged position. It may be possible to select one 
of the constraint functions for this position to give a stronger result in a 
particular case. 
For notational convenience write f(x) as g,(x), and suppose that some 
m of the m + 1 functions g,(x), i = 0, . . . . m, are linearly independent at ZJ. 
Without loss of generality let these be g,(x), i = 0, . . . . m - 1. (In general 
not all m + 1 functions can be linearly independent because of the 
Kuhn-Tucker condition V’(u) + y’ Vg(u) = 0 at optimal u.) 
Then following a procedure similar to that described in the proof of the 
theorem, we can respectively replace (2.3) and (2.7) by 
m-1 
Km a C KjGj(u)Vgm(u) 
J=o 
and 
m --- I 
PL, 2 c ~,Gj(4 Vg,(u). 
j=O 
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