Due to the limited quantity of phasor measurement units (PMUs) in power distribution systems, the measurement data cannot meet the observability requirements. Thus, traditional methods cannot identify the line parameters under these circumstances. According to the time-invariant characteristic of distribution line parameters in a short period, a classification identification method based on phasor measurement (CIMPM) is proposed for distribution line parameter identification (DLPI) under the condition of insufficient PMU measurements. We use the ability of extracting the main features of a large number of multitime measurements via a convolutional neural network (CNN). The proposed method obtains the estimated line parameters through classifying line parameters and extracting the features of the PMU measurements. Owing to lack of measurements, not all lines can be identified by this method, but some of them can satisfy the conditions of the proposed method. Furthermore, the application conditions for the proposed method with insufficient measurements are analyzed. Finally, the effectiveness of the proposed method is verified by simulation analyses of IEEE 33-bus and IEEE 69-bus systems.
I. INTRODUCTION
With the development of smart grids, the increasing demands for both renewable energy consumption and high-quality power supply, the requirements for the control and management of distribution system are becoming greater. In power distribution systems, line parameters are the basis of the state estimation, operation control, reactive power optimization, line loss management, etc. Incorrect line parameters will cause great errors, and the accuracy of line parameters is of great significance for the control and management of distribution networks [1] .
On account of the limitation of the practical situation of distribution networks over a long time, research studies The associate editor coordinating the review of this manuscript and approving it for publication was Taha Selim Ustun . regarding distribution line parameter identification (DLPI) has not been deep enough, and most of these studies have been based on transmission line parameter identification (TLPI) methods. At present, there are two main kinds of methods for line parameter identification in transmission networks: residual method and augmented state estimation method. The residual method can be divided into the residual sensitivity analysis method and Lagrange multiplier method. The residual sensitivity analysis method is based on the results of the state estimation. According to the sensitivity relationship among measurement residuals, measurements, and network parameters, suspicious network parameters have been identified [1] - [5] . A Lagrange multiplier method was proposed by Jun Zhu et al in 2006 . Compared with residual sensitivity analysis, the Lagrange multiplier method can distinguish between measurement errors and parameter errors.
The principle of this method is to calculate the measurement residuals and Lagrange multiplier with zero injection constraints, and then solve the Lagrange multiplier associated with the parameter errors [6] , [7] . In the augmented state estimation algorithm, the state vectors were extended to include suspicious parameters as if they are independent variables, and parameters were estimated along with the bus voltage amplitudes and phase angles [3] , [8] - [10] . Both the residual method and augmented state estimation method are based on the state estimation, and the measurement data should satisfy the observability requirements.
The line parameter identification of distribution networks is quite different from that of transmission networks. The existing methods of TLPI are difficult to apply to distribution networks. The main reasons are as follows:
First, the network topology structures are different. Transmission network topology is meshed, and each transmission line is mostly a single line with no branches or power diversion. The distribution network topology is usually radial (or radial operation) [11] , the feeders have branches, and the distribution transformer on the line has power diversion. These characteristics cause great differences with respect to the state estimation and parameter identification of the distribution network and transmission network.
Second, the measurement deployments are different. In transmission networks, all buses are equipped with measurement devices. Most buses are equipped with phasor measurement unit (PMU) devices, and the remaining buses are equipped with supervisory control and data acquisition (SCADA) devices. However, the measurement devices in distribution networks are insufficient in that a few buses are equipped with PMU devices, some buses are equipped with SCADA devices, and some buses lack measurement devices [12] . Even if PMUs are deployed in the distribution network, the observability requirements of the measurement data cannot be met in many cases. Therefore, DLPI cannot use the methods of TLPI directly.
There are few studies on DLPI methods. Some studies follow TLPI methods. The studies mainly include the least squares method, residual sensitivity analysis method, and regression analysis method. In [13] , only root mean square voltage and power measurements were used to derive the line power flow equations without voltage angles. A compensation model was used to mitigate the influence of the measurement errors. The least squares minimization problem was solved by the trust-region-reflective algorithm. In [14] , an offline parameter tracking procedure to estimate changes in the impedance parameters over time was presented. This method used an unbalanced distribution-system state-estimator and a measurement-residual-based parameter-estimation procedure. The state estimation used a weighted least squares (WLS) approach and parameter identification used residual sensitivity analysis. However, this method can only track parameter changes. In [15] , the approximate relationship between the voltage drop amplitude and current was used to regress the distribution line impedance. This method needs measurement devices on both ends of the line, otherwise it cannot identify the line impedance. Compared with SCADA, the PMU provides new types of measurements, such as voltage and current phasor angle measurements, and has high sampling rate, time coordinate, and accurate synchronized phasor measurements.
Successfully deploying PMUs in transmission systems provides a good solution for line parameter identification [16] . In distribution networks, iteration between the parameter estimation and topology identification was used for the joint line parameter and topology estimation, which combined with PMUs and advanced metering infrastructure (AMI) measurements [17] . This approach realized DLPI under the condition that topology information is not required and the input and output measurements have errors.
At present, the line parameter identification methods of transmission and distribution networks are based on the measurements that meet observability requirements. However, the distribution network measurement data do not meet the observability requirement, which makes the traditional methods not applicable. This paper proposes a classification identification method based on phasor measurement (CIMPM), which is used to identify distribution line parameters through classifying line parameter values and extracting the features of PMU measurements. The main contributions are as follows:
(1) A CIMPM for DLPI under insufficient measurement conditions is proposed. The method uses the classification capability of deep learning to identify line parameters. The method can identify line parameters under the condition that the measurement data cannot satisfy the observability requirements.
(2) The method of acquiring training data is designed. In this paper, the range of line parameter values is classified to obtain the different categories of training data. The PMU training data under different line parameter values have different features, and the feature extraction and classification ability of a convolutional neural network (CNN) are used to extract the main features of multitime PMU measurement data to realize DLPI.
(3) The application conditions of the CIMPM are analyzed. When the line parameters meet the proposed requirements, they can be identified by the CIMPM. However, this method cannot identify line parameters in all of the network, it can only identify line parameters in the part of the network one by one, compared with the traditional methods which cannot identify line parameters.
(4) The effectiveness of the CIMPM is validated by the IEEE 33-bus and 69-bus systems. In the case of insufficient measurements, only the PMU measurements are used, and the CIMPM can identify the line parameters.
The rest of the paper is organized as follows: Section II presents the CIMPM for DLPI under insufficient measurement conditions. The classification of the line parameter value, the general principles of the CIMPM, the procedure of acquiring training data, and the processing of training data and testing data are introduced in this section. A large number of simulation experiments for validation are discussed in Section III. Finally, Section IV concludes the paper.
II. CIMPM FOR DLPI THROUGH EXTRACTING PMU MEASUREMENT FEATURES A. APPLICATION OF FEATURE EXTRACTION AND CLASSIFICATION IN DLPI
Deep learning can extract the features of big data and has strong capability in feature extraction, classification, and fitting prediction. Deep learning models mainly include stacked auto encoders (SAEs), deep belief networks (DBNs), and CNNs, etc. [18] . A CNN is a classical deep learning algorithm that can perform feature extraction and classification. Compared with other deep learning algorithms, a CNN greatly reduces the number of parameters and amount of training calculations [19] . Therefore, we will use a CNN as training method to classify parameters and extract the features of the big data in this paper. At present, CNNs are applied in many fields. In face recognition, a pose-directed multitask CNN is used to learn pose-specific identity features to achieve multitask learning for face recognition [20] ; and an agerelated factor guided joint task modeling CNN is used to achieve cross-age face recognition [21] . In text detection, the CNN consists of a text structure component detector layer, a spatial pyramid layer, and a multi-input-layer DBN, and realizes Chinese text detection by designing a specific CNN [22] . In traffic, a CNN is used to select traffic features, which realizes the classification of network intrusion detection [19] . In insulation detection, insulation detection is achieved by aggregating deep convolutional feature maps in infrared images [23] . In resonant grounding distribution systems, a CNN is used to extract and classify the features of the gray scale image to detect fault feeder [24] . In building attached photovoltaics, a CNN is used to find the nonlinear relationship between the meteorological information and building attached photovoltaic power to construct a power forecasting model [25] .
Distribution line parameters have the characteristics of time-invariance in a short period. Commonly, we can obtain the rated line parameters from the line type and length. The errors between the rated line parameters and the real ones are possibly caused by the line length error [13] , which maybe up to 30% in some cases [5] . It is desirable to detect the variation in the resistance, which ranges from 1% to 20% [26] . We will research the 10% error of the line parameters. According to this characteristic, the classification labels are established for the line parameters, and a CNN algorithm is used to extract the features of a large number of multitime measurements, thus classify line parameters into the corresponding group. However, for feature extraction and classification, obtaining the training data is difficult. In this paper, the method of obtaining the training data is proposed and described in detail in Section C.
B. SELECTION AND PROCESSING OF THE TRAINING DATA AND MEASUREMENT DATA
In this paper, only the voltage vectors are used. To better reflect the features of big data, a data processing method suitable for the CIMPM is formulated according to the operational features of the power system.
where (5) and (6), respectively:
Functions (1), (2), (3), and (4) are used to process the training data and measurement data for the CNN.
C. CIMPM FOR DLPI UNDER INSUFFICIENT MEASUREMENT CONDITIONS
The PMU can measure the amplitudes and phasor angles of the voltage and current, which brings new opportunity for DLPI. Because the ratio of the resistance to reactance in the distribution network is different from that in the transmission network, the amplitudes and phasor angles of the voltage should be considered simultaneously for line parameter identification.
In this paper, the multitime PMU measurement data are used for line parameter identification under the condition that the measurement data cannot meet the observability requirements. The rated line parameters are calculated on the basis of the type and the length of lines. The line parameter value of the unit length is obtained according to the type of the line. However, if the measured length of the line has a certain deviation from the actual construction length, then the line parameter value is incorrect and we can obtain the region of the line length. The method for line parameter identification is as follows. 
1) OFF-LINE TRAINING a: CLASSIFY THE LINE PARAMETER VALUE
According to the type and length of the line, the rated impedance region of a certain branch is divided into n parts in average, and each one is taken as a category label, which is divided into n categories labels for research.
In the above functions, n is the number of categories; α is the change interval of the impedance value; Z k is the impedance of the k-th category; and Z rated is the rated impedance value.
b: OBTAIN THE TRAINING DATA
The model of an actual distribution network is simulated in accordance with the parameters of each category. In addition, the load fluctuations of the buses are adjusted to simulate the actual operation of distribution network. Then, the measurement data of the buses and branches of the n-category can be obtained.
c: SELECT TRAINING DATA
According to the situation that the PMU devices are installed in some buses in the actual distribution network, the simulation training data of the corresponding points obtained are selected from the second step. The training data with the same installation places of the PMUs, measurement quantity, and measurement types in the actual distribution network are obtained.
d: EXTRACT THE FEATURES OF THE TRAINING DATA
The selected training data are processed by data preprocessing (Section B). The CNN is used to extract the features of the corresponding categories from the training data.
e: OBTAIN A WELL-TRAINED CNN
The architecture of the CNN includes five components: the input layer, two convolution layer, two pooling layer, fully connected layer and output layer. From the fourth step, we can obtain a well-trained CNN.
2) ONLINE PARAMETER IDENTIFICATION a: CLASSIFY THE MEASUREMENT DATA
The measurement data of the actual distribution network are processed by data preprocessing and then input into the CNN for feature extraction. The estimated values of the line parameters in the corresponding categories are obtained by classification.
b: OBTAIN THE ESTIMATED IMPEDANCE VALUE
An indicator of the evaluation of the CNN model is usually the accuracy [23] , [24] . However, in this paper, the performance of the CNN model is evaluated by the results of the estimated impedance errors, and we obtain the estimated impedance by data postprocessing. This paper determines the estimated impedance values according to the maximum number of groups with the highest probability in the category. There are certain measurement errors in testing data; therefore, the testing data will have similar features to the adjacent categories of the training data, which are close to the category of the true impedance value. At the same time, a certain number of groups with the highest probability will be generated. However, the number of groups with the highest probability, which is close to the true impedance category, is the greatest, because the main features of a large number of data are the closest to that of the true impedance category.
D. GENERAL PRINCIPLES OF THE CIMPM
According to the voltage drop of the line, while the PMUs and SCADA measurements do not satisfy the observability requirements, some general principles should be satisfied to make the proposed CIMPM work.
(1) Requirement on the bus selection for installing PMUs: the power flows from the head bus of one branch to the end bus, and PMU measurements at the end bus side are required. If the parameter of one branch can be identified, then a minimum required number of PMUs behind the end bus is 3.
In Fig. 3 , the power flows from the small-numbered bus to the large-numbered bus of a branch. Take branch br(4-5) as an example, the power flows from bus 4 to bus 5. Therefore, 3 PMUs installed behind bus 5 are required, e.g., installing 3 PMUs at buses 12, 15, and 18. For branch br(5-6), only bus 6, bus 7, bus 8, and bus 12 are behind bus 6; therefore, the choice of any three from the 4 buses installing PMUs could meet the requirement.
(2) No information concealed by the measurement errors: the voltage drop caused by the variation in the line impedances could not be hidden by the errors of the PMU measurements.
III. EXPERIMENT AND VERIFICATION
In this paper, IEEE 33, 69-bus models are used to verify the proposed method in MATLAB. The CNN model is applied as the deep learning training model. Two convolutional layers include 6 convolution kernels of 5 × 5 dimensions and 12 convolution kernels of 5 × 5 dimensions. The strides of all convolutional kernels are 1. There is a pooling layer after every convolution layer. The pooling kernel is 2 × 2 dimensions. In addition, adjusting the load power variation in the buses simulates the load fluctuation of the actual system. Since the training data of the CIMPM come from the computer software simulation, it is not necessary to add measurement errors to the training data. However, the testing data simulate the PMU measurement data of the actual distribution system. In the following experiment analysis, the random errors added in the PMU measurements are as follows: the relative error of the voltage amplitude is less than 0.2%, and the error of the voltage angle is less than 0.05 degrees.
A. DISTRIBUTION LINE PARAMETER VALUE CLASSIFICATION
In the experiment simulation of this paper, only one suspicious branch parameter is identified, as shown in Fig. 4 . We consider that the branch impedance between bus 5 and bus 6 is incorrect, and the impedance range of the selected branch br(5-6) is (0.5110 + j × 0.4411) × [90%, 110%]. The impedances are equally divided into 10 categories within this range during training.
The actual distribution network model is built by the computer software, where 10 categories of the impedance values in Table 1 and the known impedance values of other branches are the input. After calculating the power flow, the measurements of the buses of each category can be obtained. In Fig. 4, bus 7 , bus 9, and bus 13 are installed with PMUs, then the impedance value of branch br (5) (6) is identified by the proposed CIMPM method.
According to Section II, the voltage vector data of bus 6 side are used to identify the impedance value of branch br (5) (6) . Therefore, the voltage vector data of bus 7, bus 9, and bus 13 are selected. The data of the single time have voltage vector data of buses 7, 9, 13 , and based on this method, data of 28 time points are accumulated as a group of input data. Each category of the training data selects TABLE 2. Distribution of the groups with the highest probability of identifying the impedance of branch Br (5) (6) . 10,000 groups of voltage vector data, and 10 categories amount to 100,000 groups of training data.
Any actual impedance is randomly chosen in the range in Table 1 , that is, (0.5110 + j × 0.4411) × [90%, 110%]. Ten thousand groups of testing data can be obtained through the testing system model with actual distribution network parameters. In this section, 4 groups of impedances are randomly selected to generate testing data for example 1, example 2, example 3 and example 4.
B. RESULTS ANALYSIS OF DLPI WITH INSUFFICIENT MEASUREMENTS
Training data and testing data obtained in Section A are processed based on the method of Section II. A CNN is applied to extract the features of the voltage vector measurement data under each category. Then, the estimated impedance values of the category, which is most likely located, depend on the features of the testing data. Table 2 is the distribution of the groups with the highest probability mentioned in Section II. Table 2 is the group distributions obtained when the testing data contain random measurement errors. The testing data 1 contains 10,000 groups of testing data. The group number with the highest probability in category 3 is 4173, which is the largest group number among the 10 categories. Therefore, the impedance of category 3 is the estimated value herein. Comparison results between the estimated impedances and the selected ones are shown in Table 3 .
Furthermore, we observe in Table 2 that the testing data have similar features to the adjacent several categories of the training data close to the category of the true impedance value, which is mentioned in Section II. Therefore, the number of groups adjacent to category 3 in testing data 1 is more than that of category 10.
It can be seen from Table 3 that in the case of insufficient measurement data, the errors of the CIMPM for DLPI is 3.381%. The same method is used to analyze testing data 2, testing data 3, and testing data 4. The categories with highest probability and largest number of groups in 10,000 groups of testing data are as shown in Table 4 .
The four groups of impedance values to be identified are randomly selected. According to Table 3 and Table 5 , the relative error of parameter identification is between 0.015% and 3.381%. Therefore, the CIMPM in this paper can realize the DLPI of single branch in the case of insufficient measurements of the distribution network.
The two groups of three buses with PMU measurements are randomly selected again to verify the method. In Fig. 4 : 1) Select buses 6, 10, 16 to install the PMU devices, and 2) Select buses 8, 9, 13 to install the PMU devices. Referring to Section A and Section II, the training data and testing data are obtained. The impedance of 4 groups of the testing data are the same as above.
It can be seen from Table 6 that the estimated impedance value in the four groups of testing data of the buses 6, 10, and 16 installed PMUs are in category 3, category 9, category 3, and category 9, respectively; the impedance estimated value in the four groups of the testing data of the buses 8, 9, and 13 installed PMUs are in category 3, category 9, category 3, and category 9, respectively.
The PMU installation positions of three buses are as follows: 1) buses 7, 9, 13; 2) buses 6, 10, 16; and 3) buses 8, 9, 13 . Under the conditions of same impedances to be identified, we can observe in Table 3 , Table 5 , and Table 7 that the maximum relative error of the CIMPM for DLPI using the PMU measurements of three buses is 3.381%. Therefore, the line parameters can be identified in the case of insufficient measurements of the distribution network.
C. CIRCUMSTANCES OF LIMITED BUSES INSTALLED PMUS TO IDENTIFY LINE PARAMETERS BASED ON THE IEEE 33-BUS MODEL
As shown in Fig. 5 , bus 8, bus 12, bus 14, and bus 26 of the IEEE 33-bus system have a total of four buses to install the PMU devices. Under the precondition of satisfying Section II, seven branches parameters can be identified with insufficient measurements, which are branch br(1-2), branch br(2-3), branch br (3) (4) , branch br(4-5), branch br (5) (6) , branch br (6) (7) , and branch br (7) (8) . It can be seen from Section II that a total of three bus installed PMUs, namely, bus 8, bus 12, and bus 14, are used to identify the impedance of branch br (6) (7) , and branch br (7) (8) ; and a total of four bus installed PMUs, namely, bus 8, bus 12, bus 14, and bus 26, are used to identify the impedance of branch br(1-2), branch br(2-3), branch br (3) (4) , branch br(4-5), branch br (5) (6) .
When each branch is identified, four groups of testing data are randomly selected, and each group of testing data has a corresponding true impedance value. The number and type of training data and testing data are described in Section A, and the data are processed by the method in Section II. The specific classification of each branch impedance in the range of [90%, 110%] is shown in Table 8 and Table 1 . The distribution of the groups obtained by using the CNN model to train big data is shown in Table 9 . It can be seen from Table 9 that the estimated impedance value of branch br (1) (2) in the four groups of testing data are in category 10, category 2, category 6, and category 2. The estimated impedance value of branch br(2-3) in the four groups of testing data are in category 9, category 4, category 1, and category 6. The estimated impedance value of branch br (3) (4) in the four groups of testing data are in category 4, category 2, category 9, and category 6. The estimated impedance value of branch br (4) (5) in the four groups of testing data are in category 10, category 4, category 6, and category 6. The estimated impedance value of branch br (5) (6) in the four groups of testing data are in category 4, category 9, category 2, and category 10. The estimated impedance value of branch br(6-7) in the four groups of testing data are in category 2, category 9, category 9, and category 2. The estimated impedance value of branch br (7) (8) in the four groups of testing data are in category 1, category 9, category 9, and category 1.
According to Table 10 , the parameter identification of branch br(1-2), branch br(2-3), branch br(3-4), branch br(4-5), and branch br(5-6) applies the PMU measurements of four buses, and the maximum errors are 1.391%, 1.332%, 1.959%, 2.079%, and 1.847%, respectively; the parameter identification of branch br(6-7), and branch br(7-8) applies the PMU measurements of three buses, and the maximum errors are 2.648% and 3.816%, respectively. In Fig. 5 , the PMU devices of the IEEE 33-bus system is installed on the fixed buses. According to Section II, the PMU measurements of four buses can identify the impedance parameters of seven branches one by one. The errors of the estimated impedance are all less than 4%, and the impedance estimated errors with the PMU measurements of four buses are all less than 2.1%. Therefore, the CIMPM can realize DLPI with insufficient measurements.
D. CIRCUMSTANCES OF LIMITED BUS INSTALLED PMUS TO IDENTIFY LINE PARAMETERS BASED ON THE IEEE 69-BUS MODEL
As shown in Fig. 6 , bus 15, bus 55, bus 60, and bus 68 of the IEEE 69-bus system use a total of four buses to install the PMU devices. A total of four bus installed PMUs, namely, bus 15, bus 55, bus 60, and bus 68, are used to identify the impedance of branch br(1-2), branch br(2-3), branch br (3) (4) , branch br(4-5), branch br(5-6), branch br(6-7), branch br (7) (8) , and branch br (8) (9) . The obtaining of training data and testing data are referred to the IEEE 33-bus model. The specific classification of each branch impedance in the range of [90%, 110%] is shown in Table 11 . The distribution of the groups obtained by using the CNN model to train big data is shown in Table 12 .
According to Table 13 , parameter identification of branch br(1-2), branch br(2-3), branch br (3) (4) , branch br(4-5), branch br(5-6), branch br(6-7), branch br (7) (8) , and branch br(8-9) applies PMU measurements of four buses, and the maximum errors are 0.729%, 1.600%, 0.596%, 0.733%, 1.010%, 0.568%, 1.438%, and 1.068%, respectively. According to Section II, the PMU measurements of four buses can identify the impedance parameters of eight branches one by one. The errors of the estimated impedance are all less than 1.6%. Therefore, the cases based on the IEEE 33-bus model and IEEE 69-bus model prove that the CIMPM can realizes DLPI under insufficient measurement conditions. The errors of parameter identification in all cases show that the results of the CNN model can be trusted. 
IV. CONCLUSION
Line parameters are the basic data for the operation and control of distribution networks, and it is important to obtain accurate line parameter values. Combined with the different features of measurement data brought by different classifications of line parameters, this paper realizes DLPI with insufficient PMU measurements by applying a classification method. The CNN is one classical classification method, so we use a CNN to realize feature extraction and classification. In this paper, considering the time-invariant feature of line parameters over a short period, multitime PMU measurement data are used to extract the main features of big data, and DLPI is realized under the condition that the PMU measurement data cannot meet the observability requirements. Our main work is the realization of the classification method and obtaining and processing the data. Our work is summarized as follows.
(1) This paper proposes a CIMPM for DLPI under insufficient measurement conditions, and proposes a data processing method suitable for the CIMPM.
(2) This paper proposes a method for acquiring training data. The effectiveness of the CIMPM is verified by the IEEE 33-bus system and IEEE 69-bus system.
(3) This paper proposes the application conditions of the CIMPM. In the case of insufficient measurements of distribution network, only single branch parameter identification is researched at present, and the application conditions are proposed to determine whether this branch can be identified, but not all parameters of the network can be identified.
(4) When the relative error of the voltage amplitude is less than 0.2% and the error of the voltage angle is less than 0.05 degrees, the line parameters under insufficient measurements can be identified and the relative error is less than 3.816%.
In the future, we may research the fine-tuning of the machine learning model for line parameter identification. In addition, research regarding multiple branch parameter identification will be performed. The branch impedance values will be classified, and then different categories of different branches will be matched to each other to form more categories. The training data will be obtained through the different categories of newly formed impedances, and the features of multitime measurement data will be extracted to achieve multiple branch parameter identification by classification.
