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Uvod
Metoda sparivanja poznata je vec´ dugo vremena i pokazala se veoma korisnom u dokazi-
vanju teorema iz teorije vjerojatnosti. Sastoji se od toga da je slucˇajni objekti stavljaju na
isti vjerojatnosni prostor s namjerom da se medusobno usporeduju.
U ovom diplomskom radu dat c´emo uvod u metodu sparivanja, te c´emo primijeniti rezul-
tate na teoriju Markovljevih lanaca i Poissonove aproksimacije. Prvo c´emo, kako bi to
sve bilo moguc´e, u poglavlju ”Preliminarije” ponoviti nasˇe znanje o mjerama, Markovlje-
vim lancima, harmonijskim funkcijama i diskretnom Laplasijanu te diskretnim procesima
obnavljanja. Nakon toga posvetit c´emo se osnovama teorije sparivanja kako bismo izveli
i dokazali glavne rezultate koje c´emo kasnije koristiti. Zadnje poglavlje bavi se primje-
nom metode sparivanja. Posebno c´emo obraditi Markovljeve lance (pozitivno povratne,
nul-povratne i prolazne), slucˇajne sˇetnje i na kraju Poissonove aproksimacije.
1
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Preliminarije
Za temeljito proucˇavanje metode sparivanja potrebna su nam neka predznanja koja c´emo u
ovom poglavlju ponoviti.
1.1 Osnovno o mjerama
Za proucˇavanje metode sparivanja od velike vazˇnosti c´e nam biti neke cˇinjenice iz teorije
mjere, pa c´emo se zato prvo prisjetiti nekih osnovnih definicija.
Definicija 1.1.1. Neka je X skup. Neprazna familija F podskupova od X je σ−prsten ako
vrijedi
(i) A, B ∈ F =⇒ A\B ∈ F
(ii) (An)n∈N ⊆ F =⇒ ⋃∞n=1 An ∈ F .
Ako F sadrzˇi cijeli X onda se F zove σ−algebra.
Jedan on najvazˇnijih primjera σ−algebre je Borelova σ−algebra na Rn u oznaci B(Rn)
koja se definira kao σ−algebra generirana famlilijom svih otvorenih skupova na Rn.
Definicija 1.1.2. Neka je X skup i P(X) partitivni skup od X, te neka je ∅ ∈ E ⊆ P(X) i
µ : E → [0,∞] takva da je µ(∅) = 0. Funkcija µ je σ−aditivna na E ako vrijedi
E1, E2, ... ∈ E medusobno disjunktni i E =
∞⋃
i=1
Ei ∈ E =⇒ µ(E) =
∞∑
i∗1
µ(Ei).
Definicija 1.1.3. Funkcija µ koja je σ−aditivna na σ−prstenu F zove se mjera na F .
Izmjeriv prostor je ureden par (X,F ), gdje je X skup, a F ⊆ P(X) σ−algebra. Elemente
od F nazivamo izmjerivim skupovima. Prostor mjere je uredena trojka (X,F , µ), pri cˇemu
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je (X,F ) izmjeriv prostor, a µ mjera na F . Ako su (X,X) i (Y,Y) izmjerivi prostori onda
za funkciju f kazˇemo da je (X,Y)−izmjeriva (izmjeriva u paru σ−algebri X i Y, samo
izmjeriva ako su σ−algebre jasne) ako vrijedi f −1(Y) ⊆ X.
Definicija 1.1.4. Neka je {(Xk,Xk) : k ∈ K} neprazna familija izmjerivih prostora. Pro-
matramo Kartezijev produkt skupova
∏
k∈K Xk i za svaki k0 ∈ K promatramo projekcije
pik0 :
∏
k∈K Xk → Xk0 ,
pik0(xk)k∈K = xk0 .
Najmanjuσ−algebru u odnosu na koju su sve pik izmjerive nazivamo produktnomσ−algebrom
u oznaci ⊗k∈KXk.
Posebno c´emo u slucˇaju da imamo Kartezijev produkt samo dva skupa imati sljedec´e
oznake.
Za (x, x′) ∈ X1 × X2 definiramo lijevu projekciju pi i desnu projekciju pi′ sa
pi(x, x′) = x, pi′(x, x′) = x′.
Nadalje, ako postoji niz (En)n∈N ⊆ F takav da je X = ⋃n∈N En i za svaki n iz N je
µ(En) < ∞ onda kazˇemo da je µ σ−konacˇna. Posebno ona je konacˇna ako je µ(X) < ∞, a
ako je josˇ i µ(X) = 1 onda je vjerojatnosna.
Kao jedan jednostavan primjer mjere pogledajmo mjeru koncentriranu u tocˇki.
Definiramo δx : F → [0,∞] kao
δx(A) =
1, x ∈ A0, x < A
Neka su (X,A, µ) i (Y,B, υ) σ−konacˇni prostori mjere. Tada postoji jedinstvena mjera
µ ⊗ υ na (X × Y,A⊗ B) takva da je
(µ ⊗ υ)(A × B) = µ(A)υ(B) za A × B ∈ A × B.
Definicija 1.1.5. Realna mjera na izmjerivom prostoru (X,F ) je realna funkcija µ : F →
R sa svojstvima
(i) µ(∅) = 0 i
(ii) za (En)n∈N ⊆ F medusobno disjunktne vrijedi
µ(∪n∈NEn) =
∑
n∈N
µ(En)
Neka je µ realna mjera na (X,F ). Za skup P ∈ F kazˇemo da je pozitivan (za mjeru µ)
ako vrijedi µ(P∩E) ≥ 0 za sve E ∈ F , te za skup N ∈ F kazˇemo da je negativan (za mjeru
µ) ako vrijedi µ(N ∩ E) ≤ 0 za sve E ∈ F .
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Teorem 1.1.6. Neka je µ realna mjera na izmjerivom prostoru (X,F ). Tada postoje poziti-
van skup P ∈ F i negativan skup N ∈ F takvi da je P ∪ N = X i P ∩ N = ∅. Par (P,N) s
ovim svojstvima nazivamo Hahnova dekompozicija funkcije µ.
Uocˇimo da Hahnova dekompozicija ne mora biti jedinstvena.
Neka je (P,N) Hahnova dekompozicija od µ. Definiramo µ+, µ− : F → [0,∞〉 sa
µ+(A) = µ(A ∩ P) µ−(A) = −µ(A ∩ N).
Vidimo da su µ+ i µ− mjere.
Uzmimo da je A ∈ F i B ∈ F , B ⊆ A. Sada iz cˇinjenica da je
µ(B) = µ+(B) − µ−(B) ≤ µ+(B) ≤ µ+(A)
dobivamo
µ+(A) = sup{µ(B) : B ∈ F , B ⊆ A}.
Analogno za µ− dobivamo
µ−(A) = sup{−µ(B) : B ∈ F , B ⊆ A}.
Te dvije cˇinjenice nam pokazuju da µ+ i µ− ne ovise o izbori Hahnove dekompozicije. Sada
mozˇemo pisati
µ = µ+ − µ−.
Takav rastav od µ nazivamo Jordanova dekompozicija za µ, a µ+, µ− nazivamo pozitivni,tj.
negativni dio od µ. Buduc´i da µ+ i µ− ne ovise o izboru Hahnove dekompozicije Jordanova
dekompozicija je jedinstvena.
Nadalje, funkciju |µ| = µ+ + µ− nazivamo varijacija od µ. Za |µ|(X) imamo posebnu oznaku
||µ||tv i zovemo ju potpuna varijacija od µ.
Neka je µ realna mjera na izmjerivom prostoru (X,F ) takva da vrijedi µ(X) = 0. Imamo
0 = µ(X) = µ+(X) − µ−(X)⇒ µ+(X) = µ−(X).
Nadalje,
||µ||tv = |µ|(X) = µ+(X) + µ−(X) = 2µ+(X) = 2 sup
A∈F
µ(A).
1.1. OSNOVNO O MJERAMA 5
Dakle dobili smo jednakost
||µ||tv = 2 sup
A∈F
µ(A), za µ takvu da je µ(X) = 0, (1.1)
koju c´emo cˇesto koristiti.
Jedan od vazˇnih teorema teorije mjere je Radon-Nikodymov teorem, pa c´emo ponoviti josˇ
neke pojmove kako bismo ga mogli izrec´i.
Neka je (X,F , µ) prostor mjere. Funkcija f : X → R je jednostavna i izmjeriva ako i samo
ako postoje n ∈ N , A1, A2, ..., An ∈ F medusobno disjunktni i a1, a2, ..., an ∈ R takvi da je
f =
n∑
k=1
ak1Ak .
Oznacˇimo sa S = S (X,F , µ) skup svih jednostavnih izmjerivih funkcija. Definiramo S + =
{ f ∈ S , f ≥ 0}. Za f iz S + definiramo integral od f kao∫
X
f dµ =
n∑
k=1
akµ(Ak).
Sada mozˇemo definirati integral opc´enite izmjerive funkcije f : X → [0,∞] kao∫
X
f dµ = sup
{∫
X
gdµ, g ∈ S +, g ≤ f
}
Konacˇno neka je f : X → R ∪ {+∞} ∪ {−∞} (F,B(R ∪ {+∞} ∪ {−∞}))−izmjeriva funkcija.
Definiramo ∫
X
f dµ =
∫
X
f +dµ −
∫
X
f −dµ.
Taj integral postoji ako je barem jedan od integrala
∫
X
f +dµ i
∫
X
f −dµ konacˇan. Kazˇemo da
je f integrabilna nad A ∈ F (ili µ−integrabilna nad A ∈ F ) ako postoji integral od f · 1A i
konacˇan je. Tada za taj prostor mjere definiramo vektorski prostor
L1(X,F , µ,R) = { f : X → R : f je µ − integrabilna na X}.
Nadalje za funkciju υ : F → R ∪ {+∞} ∪ {−∞} kazˇemo da je potpuno aditivna ako je
υ(∅) = 0 i ako za (An)n∈N medusobno disjunktni vrijedi
υ (∪n∈NAn) =
∑
n∈N
υ(An).
Ako josˇ vrijedi da je υ : F → R onda kazˇemo da je konacˇna potpuno aditivna funkcija.
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Definicija 1.1.7. Neka je (X,F ) izmjeriv prostor i µ mjera na (X,F ) te neka je υ potpuno
aditivna funkcija na (X,F ). Rec´i c´emo da je υ apsolutno neprekidna u odnosu na µ, u
oznaci υ  µ, ako vrijedi
A ∈ F , µ(A) = 0 =⇒ |υ|(A) = 0.
Uocˇimo da |υ|(A) = 0 =⇒ υ(A) = 0 dok obrat ne mora opc´enito vrijediti. Ako je υ
mjera onda je |υ| = υ.
Teorem 1.1.8 (Radon-Nikodym). Neka je µ σ−konacˇna mjera na izmjerivom prostoru
(X,F ). Ako je υ konacˇna potpuno aditivna funkcija za koju vrijedi υ  µ, tada postoji
g ∈ L1(X,F , µ,R) takva da je
υ(A) =
∫
A
gdµ, ∀A ∈ F .
Funkcija g je µ−g.s. jedinstvena.
Napomena 1.1.9. Funkcija g oznacˇava se sa dυdµ i naziva Radon-Nikodymova derivacija od
υ u odnosu na µ.
1.2 Markovljevi lanci i slucˇajne sˇetnje
Kako bismo mogli izucˇavati teoriju sparivanja i primjenjivati ju na Markovljeve lance i
slucˇajne sˇetnje moramo prvo ponoviti svoje znanje o istima.
Definicija 1.2.1. Neka je S neprazan skup. Slucˇajni proces s diskretnim vremenom i prosto-
rom stanja S je familija X = (Xn)n≥0 slucˇajnih varijabli (ili elemenata) definiranih na nekom
vjerojatnosnom prostoru (Ω,F ,P) s vrijednostima u S. Dakle, za svaki n ≥ 0, Xn : Ω → S
je slucˇajna varijabla.
Definicija 1.2.2. Neka je S prebrojiv skup. Slucˇajni proces X = (Xn)n≥0 definiran na vjero-
jatnosnom prostoru (Ω,F ,P) s vrijednostima u skupu S je Markovljev lanac ako vrijedi:
P(Xn+1 = j|Xn = i, Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j|Xn = i)
za svaki n ≥ 0 i za sve i0, ..., in−1, i, j ∈ S za koje su obje uvjetne vjerojatnosti dobro
definirane.
Cˇinjenicu da je
P(Xn+1 = j|Xn = i, Xn−1 = in−1, ..., X0 = i0) = P(Xn+1 = j|Xn = i)
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nazivamo Markovljevim svojstvom. Sˇto to zapravo znacˇi? Ako postavimo da je sadasˇnost
vremenski trenutak n Markovljevo svojstvo nam govori da je ponasˇanje Markovljevog
lanca u neposrednoj buduc´nosti, uvjetno na sadasˇnjost i prosˇlost, jednako ponasˇanju Mar-
kovljevog lanca u neposrednoj buduc´nosti, uvjetno samo na sadasˇnjost.
Lako se izvodi relacija
P(Xn+1 = j, Xn = i, Xn−1 = in−1, ..., X0 = i0|Xn = i) =
P(Xn+1 = j|Xn = i)P(Xn−1 = in−1, ..., X0 = i0|Xn = i).
koja nam zapravo daje drugi nacˇin izricanja Markovljevog svojstva. Neposredna buduc´nost
i prosˇlost uvjetno su nezavisne uz danu sadasˇnjost. Mi se cˇesto bavimo samo homogenim
Markovljevim lancima. Kazˇemo da je Markovljev lanac homogen ako desna strana u gor-
njoj relaciji ne ovisi o vremenu n ≥ 1.
Definirajmo sada (λ, P)−Markovljev lanac. Kako bismo to napravili treba nam definicija
stohasticˇke matrice.
Definicija 1.2.3. Matrica P = (pi j)i, j∈S naziva se stohasticˇkom matricom ako je
pi j ≥ 0 ∀i, j ∈ S i ako je
∑
j∈S
pi j = 1, ∀i ∈ S .
Definicija 1.2.4. Neka je λ = (λi)i∈S vjerojatnosna distribucija na S , te neka je P =
(pi j)i, j∈S stohasticˇka matrica. Slucˇajni proces X = (Xn)n≥0 definiran na vjerojatnosnom
prostoru (Ω,F ,P), s prostorom stanja S je homogen Markovljev lanac s pocˇetnom distri-
bucijom λ i prijelaznom matricom P ako vrijedi
(i) P(X0 = i) = λi ∀i ∈ S i
(ii) P(Xn+1 = j|Xn = i, Xn−1 = in−1, ...., X0 = i0) = pi j ∀n ≥ 0, i0, ...., in−1, i, j ∈ S .
Primijetimo da nije odmah jasno da svaki (λ, P)−Markovljev lanac ima Markovljevo
svojstvo, medutim ta se cˇinjenica vrlo lako pokazuje.
Uvedimo josˇ uvjetnu vjerojatnost Pi formulom Pi(A) = P(A|X0 = i) za A ∈ F .
Takoder, uvest c´emo i pojam n−koracˇne prijelazne vjerojatnosti p(n)i j = Pi(Xn = j). Ova for-
mula nam govori da ako Markovljev lanac krec´e iz stanja i, tada je vjerojatnost da nakon n
koraka bude u stanju j jednaka i j−tom elementu n−te potencije prijelazne matrice P.
Posvetimo se sada nekim svojstvima Markovljevih lanaca.
Definicija 1.2.5. Neka je X = (Xn)n≥0 Markovljev lanac s prostorom stanja S i prijeznom
matricom P. Za B ⊂ S definiramo prvo vrijeme pogadanja tog skupa sa
TB = min{k ≥ 0 : Xk ∈ B},
uz konvenciju min ∅ = +∞. U slucˇaju B = { j} zbog jednostavnosti pisˇemo T j umjesto T{ j}.
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Josˇ mozˇemo definirati i n−to vrijeme posjeta stanju i ∈ S .
T (1)i = min{k > 0 : Xn = i}.
T (1)i zovemo prvim vremenom povratka u stanje i ∈ S . Induktivno definiramo
T (n)i =
min{k > T (n−1)i : Xk = i}, T (n−1)i < ∞, n ≥ 2∞, inacˇe.
Definicija 1.2.6. Za stanja i, j ∈ S kazˇemo da je j dostizˇno iz i, u oznaci i −→ j, ako
vrijedi
Pi(T j < ∞) > 0.
Nadalje stanja i, j ∈ S komuniciraju, u oznaci i←→ j, ako vrijedi i −→ j i j −→ i.
Relacija komuniciranja je relacije ekvivalencije na S × S , te stoga inducira particiju
prostora S na klase. Oznacˇimo te klase sa C1,C2, ... (mozˇe ih biti konacˇno ili beskonacˇno).
Dakle Ck∩Cl = ∅ za k , l, te ∪lCl = S . Sva stanja iz jedne klase medusobno komuniciraju.
Sada mozˇemo uvesti pojam ireducubilnog Markovljevog lanca.
Definicija 1.2.7. Markovljev lanac X je ireducubilan ako se prostor stanja S sastoji samo
od jedne klase komuniciranja, tj. ako sva stanja u S komuniciraju.
Za C ⊂ S kazˇemo da je zatvoren ako za svaki i ∈ C vrijedi Pi(TSC = ∞) = 1. Zapravo
skup je zatvoren ako lanac ne mozˇe izac´i iz njega. S druge strane, u zatvoren skup se mozˇe
uc´i. Za stanje j ∈ S kazˇemo da je apsorbirajuc´e ako je { j} zatvoren skup. To znacˇi da kada
lanac dode u stanje j tamo ostaje zauvijek.
Definicija 1.2.8. Stanje i ∈ S je povratno ako vrijedi Pi(T (1)i < ∞) = 1, a prolazno ako
vrijedi Pi(T
(1)
i < ∞) < 1.
Navedimo nekoliko cˇinjenica vezanih uz povratnost i prolaznost. Ako je i ∈ S povratno
i i ←→ j tada je i j ∈ S povratno stanje. Iz ovog lako slijedi da su povratnost i prolaznost
stanje klasa. Nadalje svaka povratna klasa je zatvorena i ako je S konacˇan skup stanja on
sadrzˇi barem jedno povratno stanje.
Teorem 1.2.9. Neka je X ireducibilan i povratan Markovljev lanac. Tada za svaki i ∈ S
vrijedi P(T (1)i < ∞) = 1.
Definirajmo Ni kao broj posjeta stanju i ∈ S , tj. preciznije
Ni =
∞∑
n=0
1{Xn=i}.
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Teorem 1.2.10. Sljedec´e tvrdnje su ekvivalentne:
(i) i ∈ S je povratno;
(ii)
∑∞
n=0 p
(n)
ii = ∞;
(iii) EiNi = ∞;
(iv) Pi(Ni = ∞) = 1.
Pogledajmo sada specijalne slucˇajeve Markovljevih lanaca-slucˇajne sˇetnje.
Slucˇajne sˇetnje na Z
Neka je (Yn)n≥1 niz nezavisnih, jednakodistribuiranih slucˇajnih varijabli s vrijednostima u
Z s distribucijom P(Yi = k) = pk, k ∈ Z. Definiramo slucˇajnu sˇetnju X = (Xn)n≥0 sa:
X0 = 0, Xn =
n∑
i=1
Yi, n ≥ 1.
Za slucˇajnu sˇetnju kazˇemo da je jednostavna ako (Yn)n≥1 imaju distribuciju
P(Yn = 1) = p, P(Yn = −1) = 1 − p za neki p ∈ [0, 1].
Za jednostavnu slucˇajnu sˇetnju kazˇemo da je simetricˇna ako je p =
1
2
. Pokazuje se da je
jednostavna simetricˇna slucˇajna sˇetnja na Z povratna.
Kao kriterij povratnosti za jednodimenzionale slucˇajne sˇetnje navest c´emo Chung-Fuchsov
teorem. Kako bismo ga dokazali trebat c´e nam sljedec´e leme. Prije nego sˇto ih navedemo
ponovimo Borel-Cantelli lemu i Kroneckerovu lemu.
Neka je {An : n ≥ 1} niz dogadaja na vjerojatnosonom prostoru (Ω,F ,P). Poznato je iz
teorije vjerojatnosti da je dogadaj {An b.m.p.} = {An se dogodi za beskonacˇno mnogo n }
dan sa
{An b.m.p.} = ∩∞k=1 ∪∞n=k An.
Lema 1.2.11 (Borel-Cantelli). Ako je
∑∞
n=1 P(An) < ∞ tada P(An b.m.p.) = 0.
Lema 1.2.12 (Kroneckerova lema). Ako je (xn)n∈N beskonacˇan niz realnih brojeva takav
da vrijedi
∞∑
n=1
xn = s, s ∈ R
onda za 0 < b1 ≤ b2 ≤ ... i bn → ∞ vrijedi
lim
n→∞
1
bn
n∑
k=1
bkxk = 0.
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Lema 1.2.13. Vrijedi da ako je
∑∞
n=1 P(||S n|| < ε) < ∞ tada P(||S n|| < ε b.m.p.) = 0. Ako∑∞
n=1 P(||S n|| < ε) = ∞ onda P(||S n|| < 2ε b.m.p.) = 1.
Dokaz. Prvi zakljucˇak slijedi iz Borel-Cantelli leme. Kako bismo dokazali drugi oznacˇimo
s F = {||S n|| < ε b.m.p.}c. Rastavom po tome kada je zadnji put bilo ||S n|| < ε dobivamo
P(F) =
∞∑
m=0
P(||S m|| < ε, ||S n|| ≥ ε za sve n ≥ m + 1)
≥
∞∑
m=0
P(||S m|| < ε, ||S n − S m|| ≥ 2ε za sve n ≥ m + 1)
=
∞∑
m=0
P(||S m|| < ε)ρ2ε,1
gdje je ρδ,k = P(||S n|| ≥ δ za sve n ≥ k). Buduc´i da je P(F) ≤ 1 i
∞∑
m=1
P(||S m|| < ε) = ∞
slijedi da je ρ2ε,1 = 0. Za poopc´enje ovog zakljucˇka na ρ2,k za k ≥ 2 oznacˇimo s
Am = {||S m|| < ε, ||S n|| ≥ ε za sve n ≥ m + k}.
Buduc´i da bilo koji ω mozˇe biti u vec´ini k za Am ponavljajuc´i isti argument kao gore
dobivamo
k ≥
∞∑
m=0
P(Am) ≥
∞∑
m=0
P(||S m|| < ε)ρ2ε,k.
Dakle ρ2ε,k = P(||S n|| ≥ 2ε za sve j ≥ k) = 0, pa iz proizvoljnosti od k slijedi zˇeljeni
zakljucˇak. 
Napomena 1.2.14. Prethodni dokaz vrijedi za sve norme. Za sljedec´i dokaz pretpostavit
c´emo da je za x ∈ Rn, ||x|| = supi=1,2...,n |xi|.
Lema 1.2.15. Neka je m ≥ 2 prirodni broj i  > 0. Tada je
∞∑
n=0
P(||S n|| < m) ≤ (2m)d
∞∑
n=0
P(||S n|| < ).
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Dokaz.
∞∑
n=0
P(||S n|| < mε) ≤
∞∑
n=0
∑
k
P(S n ∈ kε + [0, ε〉d)
gdje unutarnja suma ide po k ∈ {−m, ...,m − 1}d. Oznacˇimo s
Tk = inf{l ≥ 0 : S l ∈ kε + [0, ε〉d}
i tada rastavom prema vrijednosti od Tk i upotrebom Fubinijevog teorema imamo
∞∑
n=0
P(S n ∈ kε + [0, ε〉d) =
∞∑
n=0
∞∑
l=0
P(S n ∈ kε + [0, ε〉d,Tk = l)
≤
∞∑
l=0
∞∑
n=l
P(||S n − S l|| < ε,Tk = l).
Buduc´i da su {Tk = l} i {||S n − S l|| < ε} nezavisni dobivamo nadalje
∞∑
l=0
∞∑
n=l
P(||S n − S l|| < ε,Tk = l) =
∞∑
m=0
P(Tk = m)
∞∑
j=0
P(||S j|| < ε) ≤
∞∑
j=0
P(||S j|| < ε).
Koristec´i cˇinjenicu da ima (2m)d vrijednosti od k u {−m, ...,m − 1}d dokaz je gotov. 
Kombiniranjem prethodne dvije leme dobivamo sljedec´i korolar.
Korolar 1.2.16. Konvergencija (divergencija) izraza
∑∞
n=0 P(||S n|| < ) za bilo koju vrijed-
nost od  > 0 je dovoljna za prolaznost (povratnost).
Teorem 1.2.17 (Chung-Fuchs). Ako vrijedi slabi zakon velikih brojeva i
S n
n
→ 0 po vjero-
jatnosti, tada je S n povratna.
Dokaz. Oznacˇimo sa un(x) = P(|S n| < x) za x > 0. Prema Lemi 1.2.15 slijedi
∞∑
n=0
un(1) ≥ 12m
∞∑
n=0
un(m) ≥ 12m
Am∑
n=0
un
( n
A
)
za bilo koji A > 0 jer je un(x) ≥ 0 i rastuc´a po x. Po pretpostavci un
(
n
A
)
→ 1 pa kada
pustimo m→ ∞ i primijetimo da je
1
2m
Am∑
n=0
un
( n
A
)
=
A
2
Am∑
n=0
un
(
n
A
)
Am
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dobivamo, koristec´i Kroneckerovu lemu
∞∑
n=0
un(1) ≥ A2 .
Buduc´i da je A proizvoljan, suma mora biti jednaka∞ pa zˇeljeni zakljucˇak sljedi iz Koro-
lara 1.2.16. 
Slucˇajne sˇetnje na Z2
Neka je e1 = (1, 0) i e2 = (0, 1). (Yn)n≥1 je niz nezavisnih jednakodistribuiranih slucˇajnih
vektora sa distribucijom P(Yn = e1) = P(Yn = −e1) = P(Yn = e2) = P(Yn = −e2) = 14 .
Jednostavnu simetricˇnu slucˇajnu sˇetnju na Z2 definiramo kao
X0 = 0, Xn =
n∑
i=1
Yi, n ≥ 1.
Pokazuje se da je takva slucˇajna sˇetnja povratna.
Slucˇajne sˇetnje na Z3
Neka je e1 = (1, 0, 0), e2 = (0, 1, 0) i e3 = (0, 0, 1). (Yn)n≥1 je niz nezavisnih jednakodis-
tribuiranih slucˇajnih vektora sa distribucijom P(Yn = ei) = P(Yn = −ei) = 16 , i = 1, 2, 3.
Jednostavnu simetricˇnu slucˇajnu sˇetnju definiramo analogno kao u Z2. Pokazuje se da je
takva slucˇajna sˇetnja prolazna.
Za kraj prisjetimo se pojmova stacionarne i granicˇne distribucije Markovljevih lanaca, inva-
rijantne mjere te nekih njihovih svojstava.
Definicija 1.2.18. Slucˇajni proces X = (Xn)n≥0 definiran na vjerojatnosonom prostoru
(Ω,F ,P) zove se stacionaran ako za sve k ≥ 0 i sve n ≥ 0 slucˇajni vektori (X0, X1, ...., Xk) i
(Xn, Xn+1, ...., Xn+k) imaju istu distribuciju (u odnosu na vjerojatnost P).
Definicija 1.2.19. Neka je X = (Xn)n≥0 Markovljev lanac s prebrojivim skupom stanja S i
prijelaznom matricom P. Vjerojatnosna distribucija pi = (pii)i∈S na S je stacionarna distri-
bucija (ili invarijantna distribucija) Markovljevog lanca X (odnosno prijelazne matrice P)
ako vrijedi
pi = piP,
odnosno po komponentama
pi j =
∑
k∈S
pik pk j, za sve j ∈ S .
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Propozicija 1.2.20. Neka je S konacˇan skup stanja, te pretpostavimo da za neki i ∈ S ,
lim
n→∞ p
(n)
i j = pi j ∀ j ∈ S .
Tada je pi = (pi j) j∈S stacionarna distribucija.
Definicija 1.2.21. Niz λ = (λi)i∈S naziva se mjera ako je λi ∈ [0,∞〉 za sve i ∈ S . Mjera λ
je netrivijalna ako postoji i ∈ S takav da je λi > 0. Neka je X = (Xn)n≥0 Markovljev lanac
s prijelaznom matricom P. Netrivijalna mjera λ na S je invarijantna mjera Markovljevog
lanca X (tj. prijelazne matrice P) ako vrijedi
λ = λP,
odnosno po komponentama
λ j =
∑
k∈S
λk pk j ∀i, j ∈ S .
Rec´i c´emo da je stanje i ∈ S pozitivno povratno ako je Ei(T (1)i ) < ∞. Inacˇe kazˇemo
da je stanje i ∈ S nul-povratno. Pozitivna potvratnost, tj. nul-povratnost su svojstva klasa
komuniciranja.
Teorem 1.2.22. Neka je i ∈ S povratno stanje. Za j ∈ S definiramo
υi = Ei
T (1)i −1∑
n=0
1{Xn= j}.
Tada je υ inavrijatna mjera. Posebno ako je stanje i pozitivo povratno, tada je
pi j =
υ j
Ei(T
(1)
i )
, j ∈ S ,
stacionarna distribucija.
Nadalje mozˇe se pokazati da ako je X ireducibilan Markovljev lanac s prijelaznom
matricom P i stacionanom distribucijom pi da je E j(T
(1)
j ) =
1
pi j
za sve j ∈ S .
Definicija 1.2.23. Neka je X = (Xn)n≥0 Markovljev lanac na skupu stanja S s prijelaz-
nom matricom P. Vjerojatnosna distribucija pi = (pii)i∈S naziva se granicˇnom distribucijom
Markovljevog lanca X (odnosno prijelazne matrice P) ako za sve i, j ∈ S vrijedi
lim
n→∞ p
(n)
i j = pi j.
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Lako se pokazuje da ako je pi granicˇna distribucija Markovljevog lanca X da je pi tada
i stacionarna distribucija. Obrat ove tvrdnje ne vrijedi uvijek. Da bismo pokazali kada
vrijedi moramo definirati period stanja i ∈ S .
Definicija 1.2.24. Neka je X = (Xn)n≥0 Markovljev lanac s prijelaznom matricom P. Za
stanje i ∈ S oznacˇimo sa d(i) najvec´i zajednicˇki djelitelj skupa {n ≥ 1 : p(n)ii > 0}, gdje
je d(i) = 1 ako je taj skup prazan. Kazˇemo da je stanje i aperiodicˇno, ako je d(i) = 1. U
suprotnom je i periodicˇko stanje, a d(i) se zove period od i.
Pokazuje se da je periodicˇnost svojstvo klase komuniciranja tj. ako za i, j ∈ S vrijedi
i←→ j tada d(i) = d( j).
Lema 1.2.25. Neka je X = (Xn)n≥0 ireducibilan i aperiodicˇan Markovljev lanac. Tada za
sve i, j ∈ S postoji n0 = n0(i, j) ∈ N takav da je p(n)i j > 0 za sve n ≥ n0.
Teorem 1.2.26 (Teorem o konvergenciji Markovljevih lanaca). Neka je λ proizvoljna vjero-
jatnosna distribucija na skupu stanja S . Pretpostavimo da je X = (Xn)n≥0 (λ, P)−Markovljev
lanac koji je ireducibilan i aperiodicˇan, te ima stacionarnu ditribuciju pi. Tada je
lim
n→∞P(Xn = j) = pi j, ∀ j ∈ S .
Specijalno
lim
n→∞ p
(n)
i j = pi j, i, j ∈ S ,
tj., stacionarna distribucija ujedno je i granicˇna.
Teorem 1.2.27. Neka je X = (Xn)n≥0 ireducubilan, nul-povratan Markovljev lanac sa sku-
pom stanja S i prijelaznom matricom P. Tada za sve i, j ∈ S vrijedi
lim
n→∞ p
(n)
i j = 0.
1.3 Harmonijske funkcije i diskretni Laplasijan
Neka je f : Zd → R funkcija. Oznacˇimo sa ∆ diskretni Laplacian koji djeluje na funkciju
f kao
(∆ f )(x) =
1
2d
∑
y∈Zd , ||y−x||=1
[ f (y) − f (x)], x ∈ Zd,
gdje je ||x|| = ||x||∞ = max{|x1|, |x2|, ..., |xd|}. Za funkciju f kazˇemo da je harmonijska ako je
∆ f ≡ 0.
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1.4 Diskretni procesi obnavljanja
Definicija 1.4.1. Neka je (Ω,F ,P) vjerojatnosni prostor i neka su Z0,Z1,Z2... nezavisne
slucˇajne varijable koje poprimaju vrijednosti u skupu N0 ∪ {∞} i neka su Z1,Z2... jednako
distribuirane i strogo pozitivne. Diskretni proces obnavljanja je proces S = (S n)n≥0 defini-
ran sa
S n =
n∑
i=0
Zi, za n ≥ 0.
U slucˇaju da je Z0 = 0 kazˇemo da je S cˇisti (diskretni) proces obnavljanja, a inacˇe
kazˇemo da je odgodeni.
Neka je (pk)k≥1 razdioba slucˇajne varijable Z1, tj.
P(Z1 = k) = pk, za k ∈ N ∪ {∞}
i neka je (ak)k≥0 razdioba slucˇajne varijable Z0, tj.
P(Z0 = k) = ak, za k ≥ 0.
Definicija 1.4.2. Neka je (S n)n≥0 diskretni proces obnavljanja. Definiramo proces vremena
obnavljanja V = (Vn)n≥0 sa
Vn =
1, n = S k, za neki k0, inacˇe =
n∑
k=0
1{S k=n}.
Lema 1.4.3. Neka je S cˇisti proces obnavljanja i pretpostavimo da je p =
∑∞
k=1 pk < 1 (tj.
razdioba od Z1 je degenerirana). Tada za ukupan broj obnavljanja R =
∑∞
n=1 Vn vrijedi
P(R = m) = pm(1 − p), m ≥ 1,
tj. R ima geometrijsku razdiobu.
Dokaz. Za m ≥ 1 vrijedi
P(R = m) = P(Z1 < ∞,Z2 < ∞, ...,Zm < ∞,Zm+1 = ∞)
= P(Z1 < ∞)P(Z2 < ∞)...P(Zm < ∞)P(Zm+1 = ∞)
= pm(1 − p).

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Napomena 1.4.4. Zbog {Vn = 1} ⊆ {R ≥ n} iz Leme 1.4.3 zakljucˇujemo da u slucˇaju
p =
∑∞
k=1 pk < ∞ vrijedi
ER < ∞,
jer R ima geometrijsku razdiobu.
S druge strane pomoc´u Beppo-Levijevog teorema dobijemo
ER =
∞∑
n=1
EVn =
∞∑
n=1
P(Vn = 1)
gde iz nuzˇnog uvjeta konvergencije reda slijedi limn→∞ P(Vn = 1) = 0.
Dakle ako je limn→∞(Vn = 1) , 0 onda razdioba od Z1 mora nuzˇno biti nedegenerirana, tj.
p =
∑∞
k=1 pk = 1.
Ako je Z1 nedegenerirana, onda je u slucˇaju Z0 = 0
P(R = ∞) = P(∩∞n=1{Zn < ∞}) = limn→∞P(Zn < ∞) = 1.
Primjer 1.4.5. Neka je X = (Xn)n≥0 Markovljev lanac sa skupom stanja S i neka je i ∈ S .
Definiramo:
τ0 = min{k ≥ 0 : Xk = i}
i
τn+1 = min{k > τn : Xk = i} n ≥ 1.
Sada iz jakog Markovljevog svojstva slijedi da je τ = (τn)n≥0 proces obnavljanja jer su
duljine ”izleta iz stanja”
Z0 = τ0,Z1 = τ1 − τ0,Z2 = τ2 − τ1, ...,Zn = τn − τn−1, ...
nezavisne slucˇajne varijable, a Z1,Z2, ... su jednako distribuirane.
Uz vjerojatnost Pi je τ cˇisti proces obnavljanja, jer je Pi(Z0 = 0) = 1, dok se za P j, j , i
radi o odgodenom procesu obnavljanja.
Primijetimo da u ovom slucˇaju za pripadni proces vremena obnavljanja V = (Vn)n≥0 vrijedi
Vn = 1{Xn=i}, n ∈ N.
Poglavlje 2
Osnove teorije sparivanja
U ovom poglavlju c´emo definirati sparivanje, rec´i nesˇto o osnovnim nejednakostima me-
tode sparivanja i maksimalnom sparivanju.
2.1 Definicija sparivanja
Definicija 2.1.1. Sparivanje dvije vjerojatnosne mjere P i P′ na istom izmjerivom prostoru
(E,E) je svaka vjerojatnosna mjera Pˆ na produktnom izmjerivom prostoru (ExE,E⊗E) sa
svojstvom da
P = Pˆpi−1, P′ = Pˆpi′−1,
gdje su pi i pi′ desna i lijeva projekcija.
Ipak, ova definicija nam nec´e biti dovoljna za upotrebu, pa uvodimo i sljedec´u definiciju
za slucˇajne elemente.
Definicija 2.1.2. Neka su X i X′ slucˇajni elementi definirani na vjerojatnosnim prostorima
(Ω,F ,P) i (Ω′,F ′,P′) s vrijednostima u (E,E). Sparivanje od X i X′ je slucˇajni element
(Xˆ, Xˆ′) definiran na vjerojatnosnom prostoru (Ωˆ, ˆF , Pˆ) koji poprima vrijednosti u (E ×
E,E ⊗ E) takav da vrijedi
Xˆ d= X, Xˆ′ d= X
′
gdje d= oznacˇava jednakost po distribuciji.
Napomena 2.1.3. Veza izmedu Definicija 2.1.1. i 2.1.2. je sljedec´a:
Pˆ(Xˆ,Xˆ′) je sparivanje mjera PX i P′X′ pri cˇemu je PX(A) = P(X ∈ A) i P′X′(A) = P′(X′ ∈ A).
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Pogledajmo jedan jednostavan primjer.
Primjer 2.1.4. Neka su X i X′ dvije Bernoullijeve slucˇajne varijable, tj.
X ∼
(
0 1
1 − p p
)
X′ ∼
(
0 1
1 − p′ p′
)
te neka je U ∼ U(0, 1) uniformna slucˇajna varijabla na intervalu [0, 1] definirane na
vjerojatnosnom prostoru (Ω,F ,P).
Definiramo sparivanje na sljedec´i nacˇin
(Xˆ, Xˆ′)(ω) = (1{0<U≤p}(ω), 1{0<U≤p′}(ω)).
Uz pomoc´ cˇinjenice da za uniformnu razdiobu na intervalu [a, b] vrijedi P(U ≤ c) = c−ab−a
pokazujemo da je
Xˆ d= X, Xˆ′ d= X
′
.
Racˇunamo
P(Xˆ = 1) = P(0 < U ≤ p) = p = P(X = 1).
P(Xˆ = 0) = P(p < U < 1) = 1 − P(U ≤ p) = 1 − p = P(X = 0).
P(Xˆ′ = 1) = P(0 < U < p′) = p′ = P(X′ = 1).
P(Xˆ′ = 0) = P(p′ < U < 1) = 1 − P(U ≤ p′) = 1 − p′ = P(X′ = 0).
Primjetimo josˇ da sparivanje ne mora biti jedinstveno. U primjenama se pokusˇava nac´i
sparivanje takvo da je ||P − P′ ||tv najmanja moguc´a.
2.2 Nejednakosti
Teorem 2.2.1. Neka su X i X′ dvije slucˇajne varijable, sa vjerojatnosnim distribucijama
PX i P′X′ i neka je (Xˆ, Xˆ
′) njihovo sparivanje na vjerojatnosnom prostoru (Ωˆ, Fˆ , Pˆ). Tada
vrijedi
||PX − P′X′ ||tv ≤ 2Pˆ(Xˆ , Xˆ′)
.
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Dokaz. Uzmimo A ∈ E i racˇunajmo:
P(X ∈ A) − P′(X′ ∈ A) = Pˆ(Xˆ ∈ A) − Pˆ(Xˆ′ ∈ A)
= Pˆ(Xˆ ∈ A, Xˆ = Xˆ′) + Pˆ(Xˆ ∈ A, Xˆ , Xˆ′)
−Pˆ(Xˆ′ ∈ A, Xˆ = Xˆ′) − Pˆ(Xˆ′ ∈ A, Xˆ , Xˆ′)
= Pˆ(Xˆ ∈ A, Xˆ , Xˆ′) − Pˆ(Xˆ′ ∈ A, Xˆ , Xˆ′)
≤ Pˆ(Xˆ ∈ A, Xˆ , Xˆ′).
Nadalje, prema (1.1)
||PX − P′X′ ||tv = 2 sup
A∈E
[PX(A) − P′X′(A)]
= 2 sup
A∈E
[P(X ∈ A) − P′(X′ ∈ A)]
≤ 2 sup
A∈E
Pˆ(Xˆ ∈ A, Xˆ , Xˆ′)
= 2Pˆ(Xˆ , Xˆ
′
).

Definicija 2.2.2. Neka su X = (Xn)n∈N0 i X′ = (X′n)n∈N0 dva niza slucˇajnih varijabli koji
poprimaju vrijednosti u (EN0 ,E⊗N0) i neka je (Xˆ, Xˆ′) sparivanje od X i X′. Definiramo
vrijeme sparivanja od Xˆ i Xˆ′ s
T = inf{n ∈ N0 : Xˆm = Xˆ′m za sve m ≥ n}.
To je zapravo prvo vrijeme od kojeg se dva niza podudaraju.
Teorem 2.2.3. Za dva niza slucˇajnih varijabli X = (Xn)n∈N0 i X′ = (X′n)n∈N0 koja poprimaju
vrijednosti u (EN0 ,E⊗N0) , neka je (Xˆ, Xˆ′) njihovo sparivanje i neka je T vrijeme sparivanja.
Tada vrijedi:
||P(Xn ∈ ·) − P′(X′n ∈ ·)||tv ≤ 2Pˆ(T > n).
Dokaz. Dokaz slijedi iz Teorema 2.2.1, jer je {Xˆn , Xˆ′n} ⊆ {T > n}. 
Definicija 2.2.4. Za n ∈ N definiramo operator lijevog pomaka θn : EN0 → EN0 kao
θn(x0, x1, ...) = (xn, xn+1, ...).
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Teorem 2.2.5. Za dva niza slucˇajnih varijabli X = (Xn)n∈N0 i X′ = (X′n)n∈N0 koja poprimaju
vrijednosti u (EN0 ,E⊗N0) , neka je (Xˆ, Xˆ′) njihovo sparivanje i neka je T vrijeme sparivanja.
Tada vrijedi
||P(θnX ∈ ·) − P′(θnX′ ∈ ·)||tv ≤ 2Pˆ(T > n).
Dokaz. Dokaz slijedi iz Teorema 2.2.1, jer je {Xˆm , Xˆ′m za neke m ≥ n} ⊆ {T > n}. 
Buduc´i da se varijacijska norma nikad ne povec´ava za neko preslikavanje vrijedi sljedec´a
propozicija.
Propozicija 2.2.6. Neka je ψ izmjerivo preslikavanje s (E,E) na (E∗,E∗) i neka je QX =
PX ◦ ψ−1 i Q′X′ = P′X′ ◦ ψ−1. Tada vrijedi
||QX − Q′X′ ||tv ≤ ||PX − P′X′ ||tv ≤ 2Pˆ(Xˆ , Xˆ′).
Dokaz.
||QX − Q′X′ ||tv = 2 sup
B∈E∗
[Q(B) − Q′(B)]
= 2 sup
B∈E∗
[P(ψ(X) ∈ B) − P′(ψ(X′) ∈ B)]
= 2 sup
B∈E∗
[P(X ∈ ψ−1(B)) − P′(X′ ∈ ψ−1(B)]
Oznacˇimo sad sa A = ψ−1(B). Imamo
||QX − Q′X′ ||tv = 2 sup
B∈E∗
[P(X ∈ ψ−1(B)) − P′(X′ ∈ ψ−1(B)]
≤ 2 sup
A∈E
[P(X ∈ A) − P′(X′ ∈ A)] = ||PX − P′X′ ||tv
Nejednakost dolazi iz cˇinjenice da je ψ izmjeriva pa je ψ−1(E∗) ⊆ E. 
2.3 Brzina konvergencije
Pretpostavimo da imamo neku kontrolu nad vremenom sparivanja T , tj. da postoji neopa-
dajuc´a funkcija φ : N0 → [0,∞〉 takva da je
lim
n→∞ φ(n) = ∞ i Eˆ(φ(T )) < ∞. (2.1)
Tada vrijedi sljedec´i teorem.
2.4. SPARIVANJE PO DISTRIBUCIJI 21
Teorem 2.3.1. Neka su X i X′ dvije slucˇajne varijable i φ funkcija koja zadovoljava (2.1).
Tada vrijedi
||P(θnX ∈ ·) − P′(θnX′ ∈ ·)||tv = o( 1φ(n) ) kada n→ ∞.
Dokaz. Vidimo da je
φ(n)Pˆ(T > n) ≤ Eˆ(φ(T )1{T>n}).
Primijetimo da desna strana tezˇi k nuli kad n→ ∞ po teoremu o dominiranoj konvergenciji
zbog Eˆ(φ(T )) < ∞. 
2.4 Sparivanje po distribuciji
Pretpostavimo da sparivanje (Xˆ, Xˆ′) dva slucˇajna niza X = (Xn)n∈N0 i X
′ = (X′n)n∈N0 dolaze
sa dva slucˇajna vremena T i T ′ takvima da ne vrijedi samo
Xˆ d= X, Xˆ′ d= X′
vec´ i
(θT Xˆ,T ) d= (θT
′
Xˆ′,T ′).
Ovdje promatramo dva niza pomaknuta za razlicˇita slucˇajna vremena, a ne za isto slucˇajno
vrijeme.
Teorem 2.4.1. Vrijedi
||P(θnX ∈ ·) − P′(θnX′ ∈ ·)||tv ≤ 2Pˆ(T > n) = 2Pˆ(T ′ > n)
Dokaz. Za svaki A ∈ E⊗N0 promatramo
Pˆ(θnXˆ ∈ A,T ≤ n) =
n∑
m=0
Pˆ(θn−m(θmXˆ) ∈ A,T = m)
=
n∑
m=0
Pˆ(θn−m(θmXˆ′) ∈ A,T ′ = m)
= Pˆ(θnXˆ′ ∈ A,T ′ ≤ n).
Slijedi da je
Pˆ(θnXˆ ∈ A) − Pˆ(θnXˆ′ ∈ A) = Pˆ(θnXˆ ∈ A,T > n) − Pˆ(θnXˆ′ ∈ A,T ′ > n)
≤ Pˆ(T > n) + Pˆ(T ′ > n) = 2Pˆ(T > n)
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i konacˇno
||P(θnX ∈ ·) − P′(θnX′ ∈ ·)||tv = 2 sup
A∈E⊗N0
[P(θnX ∈ A) − P′(θnX′ ∈ A)]
= 2 sup
A∈E⊗N0
[Pˆ(θnXˆ ∈ A) − Pˆ(θnXˆ′ ∈ A)]
≤ 2Pˆ(T > n).

2.5 Maksimalno sparivanje
Teorem 2.5.1. Za svake dvije vjerojatnosne mjere P i P′ na izmjerivom prostoru (E,E)
postoji sparivanje Pˆ takvo da vrijedi:
(i) ||P − P′||tv = 2Pˆ(Xˆ , Xˆ′)
(ii) Xˆ i Xˆ′ su nezavisne uvjetno na dogadaj {Xˆ , Xˆ′} ako taj dogadaj dolazi s pozitivnom
vjerojatnosˇc´u.
Dokaz. Neka je ∆ = {(x, x) : x ∈ E} dijagonala od E × E i neka je ψ : E → E × E
preslikavanje definirano sa ψ(x) = (x, x). Oznacˇimo sa
λ = P + P′, g =
dP
dλ
, g′ =
dP′
dλ
.
Primijetimo da su g i g′ dobro definirane jer su P i P′ apsolutno neprekidne. Nadalje
definiramo Q i Q′ sa
dQ
dλ
= min{g, g′}, Qˆ = Q ◦ ψ−1.
Sada je ∆ nosacˇ od Qˆ. Oznacˇimo γ = Qˆ(∆) te
υ = P − Q, υ′ = P′ − Q, Pˆ = υ ⊗ υ
′
1 − γ + Qˆ.
Tada vrijedi
Pˆ(A × E) = υ(A)υ
′(E)
1 − γ + Qˆ(A × E) = P(A)
jer je υ(A) = P(A) − Q(A), υ′(E) = P′(E) − Q(E) = 1 − γ i Qˆ(A × E) = Q(A). Slicˇno
Pˆ(E × A) = P′(A). Vidimo da imamo valjano sparivanje. Kako bismo dobili (i) racˇunamo,
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uz pomoc´ Radon-Nikodym teorema
||P − P′||tv =
∫
E
|g − g′|dλ =
∫
E
(g + g′ − 2 min{g, g′})dλ
= P(E) + P′(E) − 2
∫
E
min}g, g′}dλ
= 2[1 −
∫
E
min{g, g′}dλ] = 2[1 − Q(E)]
= 2(1 − γ) = 2Pˆ(∆c) = 2Pˆ(Xˆ , Xˆ′)
gdje druga jednakost slijedi iz cˇinjenice da je min{g, g′} = g+g′2 − |g−g
′ |
2 .
(ii) izvodimo iz
Pˆ(·|Xˆ , Xˆ′) = Pˆ(·|∆c) = ( υ
1 − γ ⊗
υ′
1 − γ )(·).

Ono sˇto ovaj teorem zapravo govori je da ako smo dovoljno kreativni, mozˇemo nac´i
sparivanje koje daje tocˇnu vrijednost norme totalne varijacije. Ipak, u praksi je to tesˇko
egzaktno nac´i pa se moramo zadovoljiti nekim dobrim procjenama.
Poglavlje 3
Primjene metode sparivanja
3.1 Markovljevi lanci
U ovom poglavlju pretpostavit c´emo da je (Xn)n∈N0 ireducubilan i aperiodicˇan Markovljev
lanac na prebrojivom skupu stanja S s pocˇetnom distribucijom λ = (λi)i∈S i prijelaznom
matricom P = (pi j)i, j∈S .
Razvit c´emo posebnu teoriju za pozitivno povratne, nul povratne i prolazne Markovljeve
lance.
3.1.1 Pozitivno povratni Markovljevi lanci
U ovom slucˇaju postoji jedinstvena stacionarna distribucija pi, koja je rjesˇenje jednadzˇbe
pi = piP te zadovoljava pi > 0 i limn→∞ λPn = pi. Sada istrazˇujemo brzinu konvergencije.
Za i ∈ S neka su:
Ti = min{n ∈ N : Xn = i},
mi = Ei(Ti) = E(Ti|X0 = i)
Uocˇimo da si i Ti i mi konacˇni jer je (Xn)n∈N0 po pretpostavci pozitivno povratan. Jedan od
rezultata teorije Markovljevih lanaca je da vrijedi pii =
1
mi
.
Mi zˇelimo usporediti dvije kopije Markovljevih lanca koje pocˇinju s razlicˇitim pocˇetnim
distribucijama λ = (λi)i∈S i µ = (µi)i∈S . Oznacˇit c´emo ih sa X = (Xn)n∈N0 i X
′ = (X′n)n∈N0 .
Neka je
T ∗ = min{n ∈ N0 : Xn = X′n}
vrijeme prvog njihovog susreta. Tada Teorem 2.2.3 daje
||λPn − µPn||tv ≤ 2Pˆλ,µ(T ∗ > n),
24
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gdje Pˆλ,µ oznacˇava bilo koju vjerojatnosnu mjeru koja je sparivanje od X i X′. Mi c´emo
uzeti nezavisno sparivanje Pˆλ,µ = Pλ ⊗ Pµ i umjesto na T ∗ koncentrirat c´emo se na
T = min{n ∈ N0 : Xn = X′n = 0},
njihovo prvo vrijeme susreta u nuli (gdje nula mozˇe predstavljati bilo koje odabrano stanje
iz S ). Buduc´i da je T ≥ T ∗ imamo
||λPn − µPn||tv ≤ 2Pˆλ,µ(T > n). (3.1)
Kljucˇna cˇinjenica koju c´emo koristiti je sljedec´a:
Teorem 3.1.1. Ako je Markovljev lanac X pozitivno povratan, tada za sve pocˇetne distri-
bucije λ i µ vrijedi
Pˆλ,µ(T < ∞) = 1.
Dokaz. Promotrimo procese obnavljanja pridruzˇene Markovljevim lancima X i X′ kao u
Primjeru 1.4.5 i neka su V i V ′ pripadni procesi vremena obnavljanja. Definirajmo
Vˆ = (Vˆn)n≥0 sa Vˆn = VnV ′n, n ≥ 0.
Uocˇimo da je Xˆ = (X, X′) Markovljev lanac u odnosu na Pˆλ,µ pa je Vˆ proces vremena
obnavljanja pridruzˇen Markovljevom lancu Xˆ kao u Primjeru 1.4.5.
Neka je
I = {Vˆn = 1 za beskonacˇno mnogo n ∈ N}.
Sada po Teoremu 1.2.10 dovoljno je pokazati da vrijedi
Pˆλ,µ(I) = 1.
Uzmimo prvo da je λ = µ = pi. Tada zbog stacionarnosti imamo
Pˆpi,pi(Vˆn = 1) = Ppi(Vn = 1)Ppi(V ′n = 1)
= Ppi(Xn = 0)Ppi(X′n = 0)
= Ppi(X0 = 0)Ppi(X′0 = 0)
= pi20 > 0
pa iz Napomene 1.4.4 slijedi da razdioba pripadnog procesa obnavljanja nije degenerirana
i vrijedi
Pˆ00(I) = 1.
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Sada koristec´i aperiodicˇnost iz Leme 1.2.21 slijedi da postoji n0 ∈ N takav da za m ≥ 0
vrijedi
Pˆ00((Vn0 ,V
′
n0+m) = (1, 1)) = Pˆ00(Xn0 = 0, X
′
n0+m = 0) > 0.
Imamo, iz formule potpune vjerojatnosti
1 = Pˆ00(I) = Pˆ00(I|(Vn0 ,V ′n0+m = (1, 1))Pˆ(Vn0 ,V ′n0+m = (1, 1))
+Pˆ00(I|(Vn0 ,V ′n0+m , (1, 1))Pˆ(Vn0 ,V ′n0+m , (1, 1)).
Buduc´i da ako vrijedi 1 = xz + y(1 − z) za x, y, z ∈ 〈0, 1] znamo da je x = 1 slijedi
Pˆ00(I|(Vn0 ,V ′n0+m) = (1, 1)) = 1,
tj., zbog Markovljevog svojstva
Pˆ0,m(I) = 1.
Dakle, zbog Markovljevog svojstva imamo
Pˆi, j(I) = Pˆ0,| j−i|(i)
pa je
Pˆλ,µ(I) =
∑
i, j≥0
Pˆi, j(I)λiµ j =
∑
i, j≥0
λiµ j = 1.

Teorem 3.1.1 zajedno sa (3.1) daje
lim
n→∞||λP
n − µPn||tv = 0,
gdje stavljanjem µ = pi dobivamo Teorem o konvergenciji Markovljevih lanaca.
Pogledajmo sada kako brzina konvergencije ovisi o kardinalnom broju skupa S.
Ako je |S | < ∞ tada je brzina konvergencije eksponencijalna. Zaista uzmimo k dovoljno
velik da vrijedi
min
i, j∈S (P
k)i j
de f
= ρ > 0,
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sˇto je moguc´e zbog aperiodicˇnosti i ireducibilnosti.
Pokazˇimo sada indukcijom po n da vrijedi
Pˆλ,µ(T ∗ > nk) ≤ (1 − ρ)n ∀λ, µ, n
Baza indukcije
n = 1
Pˆλ,µ(T ∗ > k) ≤ 1 − ρ ∀λ, µ
Pretpostavka indukcije
Pretpostavimo da
Pˆλ,µ(T ∗ > nk) ≤ (1 − ρ)n ∀λ, µ
vrijedi za neki n ∈ N.
Korak indukcije
Pˆλ,µ(T ∗ > (n + 1)k) = Pˆλ,µ(Xm , X′m,m = 0, 1, 2..., (n + 1)k)
=
∑
i, j∈S ,i, j
Pˆλ,µ(Xm , X′m,m = nk + 1, ..., (n + 1)k|Xnk = i, X′nk = j, Xm , X′m,m = 0, 1, ..., nk − 1)
Pˆλ,µ(Xnk = i, X′nk = j, Xm , X
′
m,m = 0, 1, ..., nk − 1)
=
∑
i, j∈S i, j
Pˆi j(Xm , X′m,m = 1, ..., k)Pˆλ,µ(Xm , X
′
m,m = 0, ..., nk)
=
∑
i, j∈S ,i, j
Pˆi j(Xm , X′m,m = 1, ..., k)Pˆ(T
∗ > nk)
≤ (1 − ρ)(1 − ρ)n = (1 − ρ)n+1
Po principu matematicˇke indukcije tvrdnja vrijedi za svaki n ∈ N.
Odavde slijedi
Pˆλ,µ(T ∗ > n) ≤ Pˆ(T ∗ > b nk ck) ≤ (1 − ρ)b
n
k c
Sada koristec´i Teorem 2.2.3 dobivamo
||λPn − µPn||tv ≤ 2(1 − ρ)b nk c = e−cn+O(n),
gdje c =
1
k
ln
[
1
1 − ρ
]
> 0
Moguc´e je proucˇavati i slucˇaj kada |S | = ∞. Tada je brzina konvergencije nekad ekso-
nencijalna, nekad polimonijalna. Uz pomoc´ Teorema 2.3.1 moguc´e je procijeniti brzinu
kada na neki nacˇin kontroliramo T ili T ∗. To najcˇesˇc´e zahtjeva neke dodatne strukture.
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3.1.2 Nul-povratni Markovljevi lanci
Nul povratni Markovljevi lanci nemaju stacionarnu distribuciju, tj.
lim
n→∞ λP
n = 0.
Zanima nas da li je josˇ uvijek
lim
n→∞ ||λP
n − µPn||tv = 0 za svaki λ i µ? (3.2)
Dovoljno je pokazati da postoji sparivanje Pˆλ,µ takvo da Pˆλ,µ(T < ∞) = 1. Uocˇimo da ne
mozˇemo samo preslikati dokaz Torema 3.1.1. jer se on oslanja na cˇinjenicu da je pi0 > 0.
Zapravo dovoljno je pokazati da postoji sparivanje Pˆλ,µ takvo da je Pˆλ,µ(T ∗ < ∞) = 1, sˇto
se cˇini laksˇim jer se dvije kopije Markovljevog lanca samo moraju sresti negdje, ne nuzˇno
u nuli.
Teorem 3.1.2. Ako je Markovljev lanac nul-povratan tada za svaki λ i µ vrijedi
Pˆλ,µ(T ∗ < ∞) = 1.
Dokaz ovog teorema nec´emo provoditi, ali c´emo kao zamjenu dokazati (3.2) ali u Ce-
sarovom smislu, tj. cˇinjenicu da ako je X povratan onda je
lim
N→∞
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣ 1N
N−1∑
n=0
λPn − 1
N
N−1∑
n=0
µPn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
tv
= 0 za sve λ, µ.
Dokaz koristi pomicˇno sparivanje, tj. sparivanje sa slucˇajnim vremenom pomaka.
Dokaz. Neka su X i X′ dvije nezavisne kopije Markovljevog lanca sa pocˇetnim distribuci-
jama λ i µ i neka su τ0 i τ′0 prva vremena pogadanja stanja 0. Sparujemo X i X
′ na nacˇin da
pustimo puteve da im podudaraju nakon τ0, tj. τ′0. Imamo
Xk+τ0 = X
′
k+τ′0
∀k ∈ N0.
Fiksirajmo bilo koji dogadaj A i m,m′ ∈ N0. Promatramo dogadaj K = {(τ0, τ′0) = (m,m′)}.
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Uvjetovanjem na njega imamo∣∣∣∣∣∣∣ 1N
N−1∑
n=0
(λPn)(A) − 1
N
N−1∑
n=0
(µPn)(A)
∣∣∣∣∣∣∣
=
1
N
∣∣∣∣∣∣∣
N−1∑
n=0
Pˆλ,µ(Xn ∈ A) −
N−1∑
n=0
Pˆλ,µ(X′n ∈ A)
∣∣∣∣∣∣∣
=
1
N
∑
m,m′∈N0
Pˆλ,µ(K) ×
∣∣∣∣∣∣∣
N−1∑
n=0
Pˆλ,µ(Xn ∈ A|K) −
N−1∑
n=0
Pˆλ,µ(X′n ∈ A|K)
∣∣∣∣∣∣∣
≤ Pˆλ,µ(max{τ0, τ′0} ≥ M) +
1
N
∑
m,m′∈N0,max{m,m′}<M
Pˆλ,µ(K)
×
(m + m′) + |m − m′| +
∣∣∣∣∣∣∣
min{N−m−1,N−m′−1}∑
k=0
(
Pˆλ,µ(Xm+k ∈ A|K) − Pˆλ,µ(X′m′+k ∈ A|K)
)∣∣∣∣∣∣∣

≤ Pˆλ,µ(max{τ0, τ′0} ≥ M) +
2
N
E(max{τ0, τ′0}1{max{τ0,τ′0}<M})
gdje u prvoj nejednakosti uzimamo M ≤ N i primjec´ujemo da je m + m′ + |m + m′| =
2 max{m,m′} broj sumanada koje gubimo kada pustimo da suma pocˇne u n = m tj. n = m′,
pomicˇuc´i ih za m, tj. m′ i na kraju rezˇuc´i ih u min{N −m− 1,N −m′ − 1}. Posljednja suma
poslije prve nejednakosti je nula po sparivanju i tako dobivamo drugu nejednakost.
Buduc´i da je veza uniformna na A, tvrdnju dobivamo uzimajuc´i supremum po A i pusˇtanjem
N → ∞ i zatim M → ∞. 
3.1.3 Prolazni Markovljevi lanci
Za prolazne Markovljeve lance nema opc´enitog rezultata. Za njih uvijek vrijedi
lim
n→∞ λP
n = 0,
ali
lim
n→∞ ||λP
n − µPn||tv = 0 za svaki λ i µ
nekada mozˇe vrijediti, nekada ne mora. Kao primjere uzmimo prvo slucˇajnu sˇetnju na
Zd, d ≥ 1. Za nju navedena jednakost vrijedi (detalji u Poglavlju 3.2). Nadalje za sljedec´i
Markovljev lanac ona ne vrijedi. Uzmimo da je S = Z i da su vjerojatnosti prelaska zadane
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ovako
P(Xi+1 = 1|Xi = 0) = P(Xi+1 = 0|Xi = 0) = P(Xi+1 = −1|Xi = 0) = 13
P(Xi+1 = j + 1|Xi = j) = 23 za j ∈ S , j > 0
P(Xi+1 = j − 1|Xi = j) = 13 za j ∈ S , j > 0
P(Xi+1 = j + 1|Xi = j) = 13 za j ∈ S , j < 0
P(Xi+1 = j − 1|Xi = j) = 23 za j ∈ S , j < 0
Ovaj Markovljev lanac je ireducibilan i aperiodicˇan s limx→+∞ Px(τ0 = ∞) = limx→−∞ Px(τ0 =
∞) = 1. Slijedi da je
lim
x→∞ lim infn→∞ ||δxP
n − δ−xPn||tv = lim
x→∞ lim infn→∞ 2 supA∈Z
(δx(A)Pn(A) − δ−x(A)Pn(A)) = 2
jer se taj supremum postizˇe za skup A = N.
3.2 Slucˇajne sˇetnje
Slucˇajne sˇetnje su samo specijalni slucˇajevi Markovljevih lanaca, ali njih mozˇemo veoma
detaljno analizirati.
3.2.1 Jednodimenzionalne slucˇajne sˇetnje
Neka je S = (S n)n∈N0 jednostavna simetricˇna slucˇajna sˇetnja na Z koja krec´e iz 0.
Teorem 3.2.1. Za svaki paran k ∈ Z vrijedi
lim
n→∞ ||P(S n ∈ ·) − P(S n + k ∈ ·)||tv = 0.
Dokaz. Oznacˇimo sa S ′ nezavisnu kopiju od S koja pocˇinje u S ′0 = k. Stavimo da je Pˆ
zajednicˇka vjerojatnosna distribucija od (S , S ′) i
T = min{n ∈ N0 : S n = S ′n}.
Tada
||P(S n ∈ ·) − P(S n + k ∈ ·)||tv = ||P(S n ∈ ·) − P(S ′n ∈ ·)||tv ≤ 2Pˆ(T > n).
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Sada, S˜ definirana sa S˜ n = S ′n − S n je slucˇajna sˇetnja na Z koja pocˇinje u S˜ 0 = k i sa
nezavisnim jednako distribuiranim koracima Y˜ = (Y˜i)i∈N takvima da
P(Y˜i = −2) = P(Y˜i = 2) = 14 , P(Y˜i = 0) =
1
2
.
Ovo je jednostavna slucˇajna sˇetnja na 2Z i ”skacˇe” samo pola vremena. Iz Chung-Fuchsovog
teorema slijedi da je povratna. Iz cˇinjenice da
T = τ˜0 = {n ∈ N0 : S˜ n = 0}
i povratnosti od S˜ slijedi Pˆ(T < ∞) = 1. Tvrdnju dobivamo pusˇtanjem n→ ∞. 
Rezultat teorema se ne mozˇe poopc´iti na neparne k−ove. Zapravo, jer jednostavna
slucˇajna sˇetnja ima period 2 slijedi
||P(S n ∈ ·) − P(S n + k ∈ ·)||tv = sup
A∈Z
(P(S n ∈ A) − P(S n + k ∈ A)) = 2 ∀n ∈ N0, k ∈ Z neparan.
jer se taj supremum postizˇe za A = {2n − 1 : n ∈ N}.
Sada je pitanje da li rezultat Teorema 3.2.1 vrijedi za slucˇajne sˇetnje koje nisu jednostave?
Odgovor je da, sˇto nam pokazuje sljedec´i teorem.
Teorem 3.2.2. Neka je S = (S n)n∈N0 slucˇajna sˇetnja na Z sa nezavisnim jednako distribu-
iranim koracima Y = (Yi)i∈N koji zadovoljavaju sljedec´i uvjet
nzd{z′ − z : z, z′ ∈ Z,P(Y1 = z)P(Y1 = z′) > 0} = 1. (3.3)
Tada za svaki k ∈ Z vrijedi
lim
n→∞ ||P(S n ∈ ·) − P(S n + k ∈ ·)||tv = 0.
Dokaz. Pokusˇat c´emo napraviti isto sparivanje kao u dokazu Teorema 3.2.1. Neka je Pˆ
zajednicˇka vjerojatnosna distribucija od (S , S ′). Stavljamo S˜ n = S ′n − S n, n ∈ N0. Sada je
S˜ = (S˜ n)n∈N0 slucˇajna sˇetnja koja pocˇinje u S˜ 0 = k cˇiji su nezavisni jednako distribuirani
koraci dani sa
P(Y˜1 = z˜) =
∑
z,z′∈Z,z′−z=z˜
P(Y1 = z)P(Y1 = z′), z˜ ∈ Z.
Uocˇimo da uvjet (3.2) napisan pomoc´u Y˜ glasi
nzd{z˜ ∈ Z : P(Y˜1 = z˜) > 0} = 1,
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tako da je S˜ aperiodicˇna i po Chung-Fuchsovom teoremu povratna slucˇajna sˇetnja tj.
Pˆ(τ˜ < ∞) = 1.
Ipak povratnost mozˇe nekada ne vrijediti. Iako je S˜ simetricˇna slucˇajna sˇetnja (jer je
P(Y˜1 = z˜) = P(Y˜1 = −z˜), z˜ ∈ Z), distribucija od Y˜1 mozˇe imati tezˇak rep sˇto mozˇe re-
zultirati sa E(|Y˜1|) = ∞, u kojem slucˇaju S˜ nije nuzˇno povratna.
Nedostatak povratnosti mozˇe se prevladati malom prilagodbom sparivanja. Naime, umjesto
da pustimo kopije slucˇajnih sˇetnji S i S ′ da rade nezavisne korake, pustimo ih da rade ne-
zavisno male korake, ali zavisno velike korake. Formalno, pustimo Y ′′i da bude nezavisna
kopija od Yi, i definiramo Y ′ na nacˇin
Y ′i =
Y ′′i , |Yi − Y ′′i | ≤ N,Yi, |Yi − Y ′′i | > N. (3.4)
Zapravo S ′ kopira korake od S ′′ kada se oni razlikuju od koraka od S za najvisˇe N, inacˇe
kopira korake od S . N c´emo kasnije uzeti da bude dovoljno velik.
Sada prvo provjerimo da je S ′ kopija od S . Tome je tako, jer za svaki k ∈ Z,
P(Y ′1 = z) = Pˆ(Y
′
1 = z, |Y1 − Y ′′1 | ≤ N) + Pˆ(Y ′1 = z, |Y1 − Y ′′1 | > N)
= Pˆ(Y ′′1 = z, |Y1 − Y ′′1 | ≤ N) + Pˆ(Y1 = z, |Y1 − Y ′′1 | > N)
gdje je prvi izraz na desnoj stani jednak Pˆ(Y1 = z, |Y1−Y ′′1 | ≤ N) po simetricˇnosti (koristimo
da su Y i Y ′′ nezavisne) i dobivamo P(Y ′1 = z) = P(Y1 = z).
Nadalje, slucˇajna sˇetnja S˜ = S − S ′ ima korake
Y˜i = Y ′i − Yi =
Y ′′i − Yi, |Yi − Y ′′i | ≤ N,0, |Yi − Y ′′i | > N.
tj. koraci vec´i od N ne mogu se dogoditi. Imamo P(Y˜1 , 0) = P(|Yi − Y ′′i | ≤ N) > 0 za
dovoljno veliki N.
Znacˇi, S˜ je aperiodicˇna simetricˇna slucˇajna sˇetnja na Z sa ogranicˇenom velicˇinom koraka.
Posljedica toga je da je S˜ povratna i zato imamo Pˆ(τ˜0 < ∞) = 1 pa dokaz teorema mozˇemo
dovrsˇiti kao i dokaz Teorema 3.2.1. 
Napomena 3.2.3. Sparivanje u (3.3) zove se Ornsteinovo sparivanje.
3.2.2 Slucˇajne sˇetnje na Zd
U slucˇaju kada imamo slucˇajnu sˇetnju na Zd radimo Ornsteinovo sparivanje po kompo-
nentama. Prvo promatramo jednostavnu slucˇajnu sˇetnju na Zd, d ≥ 2. Odabiremo smjer 1,
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naprimjer gledamo x1 koordinatu slucˇajnih sˇetnji S i S
′
i radimo sparivanje na nacˇin da
Yi ∈ {−e1, e1} =⇒ Y ′i ∈ {−e1, e1}, nezavisno sa P(Y ′i = −e1) = P(Y ′i = e1) =
1
2
Yi < {−e1, e1} =⇒ Y ′i = Yi.
Tada slucˇajna sˇetnja S˜ = S
′ − S ima korake Y˜ dane sa
P(Y˜i = −2ei) = P(Y˜i = 2ei) =
(
1
2d
)2
, P(Y˜i = 0) = 1 − 2
(
1
2d
)2
.
Pocˇinjemo u S˜ 0 = z˜ ∈ Zd kojem su sve komponente z˜1, z˜2, ..., z˜d parne, i koristec´i da je S˜
povratna u smjeru 1 dobivamo da
τ1 = inf{n ∈ N0 : S˜ 1n = 0}
zadovoljava Pˆ(τ1 < ∞) = 1. U trenutku τ1 prelazimo na sparivanje u smjeru 2, tj. radimo
isto kao u smjeru 1 samo sˇto sada izjednacˇavamo korake u svim smjerovima razlicˇitim od
2 i dopusˇtamo nezavisne korake samo u smjeru 2. Stavljamo da je
τ2 = inf{n ≥ τ1 : S˜ 2n = 0}
i primjec´ujemo da je Pˆ(τ2 − τ1 < ∞) = 1. Nastavljamo dok postupak ne ponovimo za svih
d smjerova. U trenutku
τd = inf{n ≥ τd−1 : S˜ dn = 0}
za koji vrijedi Pˆ(τd − τd−1 < ∞) = 1 dvije slucˇajne sˇetnje se susrec´u i sparivanje je gotovo.
Kako bimo dobili isti rezultat kada je z˜1 + z˜2 + ... + z˜d paran radimo sljedec´e. Postoji
paran broj smjerova i za koje je z˜i neparan. Sparimo te smjerove na prozvoljan nacˇin, re-
cimo (i1, j1), (i2, j2), ..., (il, jl) za neke 1 ≤ l ≤ d. Radimo sparivanje po komponentama u
smjerovima (i1, j1) na nacˇin da su skokovi od S u smjeru i1 nezavisni od skokova od S ′
u smjeru j1, dok su skokovi u svim drugim smjerovima jednaki. Cˇekamo dok S ′ − S ne
postane parna u smjerovima i1 i j1 te tada krec´emo na smjerove (i2, j2). Nastavljamo sve
dok sve komponente od S ′ − S nisu parne. Nakon toga radimo sparivanje kao u prijasˇnjem
slucˇaju.
Opc´enita tvrdnja, koju nec´emo dokazivati nalazi se u sljedec´em teoremu.
Teorem 3.2.4. Pretpostavimo da nijedna podresˇetka od Zd ne sadrzˇi {z′ − z : z, z′ ∈
Zd,P(Y1 = z)P(Y1 = z′) > 0}. Tada za svaki z ∈ Zd vrijedi
lim
n→∞ ||P(S n ∈ ·) − P(S n + z ∈ ·)||tv = 0.
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3.2.3 Slucˇajne sˇetnje i diskretni Laplasijan
Teorem 3.2.4 ima jako zanimljiv korolar. On nam pokazuje kako nam sparivanje uvelike
olaksˇava razne dokaze iz raznih podrucˇja matematike.
Korolar 3.2.5. Svaka ogranicˇena harmonijska funkcija na Zd je konstanta.
Dokaz. Neka je S jednostavna slucˇajna sˇetnja koja pocˇinje u nuli. Tada zbog harmonicˇnosti
od f imamo
E( f (S n)) = E(E( f (S n)|S n−1)) = E( f (S n−1)),
gdje koristimo E( f (S n)|S n−1 = x) = f (x)+(∆ f )(x) = f (x). Iteriranjem dobivamo E( f (S n)) =
f (0). Sada izaberimo bilokoji x, y ∈ Zd tako da su sve komponente od x − y parne i
racˇunajmo
| f (x) − f (y)| = |E( f (S n + x)) − E( f (S n + y))|
=
∣∣∣∣∣∣∣∑
z∈Zd
[ f (z + x) − f (z + y)]P(S n = z)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∑
z∈Zd
f (z)
[
P(S n = z − x) − P(S n = z − y)]
∣∣∣∣∣∣∣
≤ M
∑
z∈Zd
|P(S n + x = z) − P(S n + y = z)|
= M||P(S n + x ∈ ·) − P(S n + y ∈ ·)||tv
Gdje je M = supz∈Zd | f (z)| < ∞. Pustimo n→ ∞ i z pomoc´ Teorema 3.2.4 dobivamo f (x) =
f (y). Prosˇirimo ovu nejednakost na x, y ∈ Zd sa ||x−y|| je parna radec´i sparivanje u sparenim
smjerovima, kao u odjeljku 3.2.2-Slucˇajne sˇetnje na Zd. Na taj nacˇin zakljucˇujemo da je f
konstanta na parnim i neparnim podresˇetkama od Zd, tj. f ≡ cparan i f ≡ cneparan. Sada iz
cˇinjenice cneparan = E( f (S 1)) = f (0) = cparan zakljucˇujemo da je f konstanta. 
3.3 Poissonova aproksimacija
U ovom poglavlju B(n, p) c´e nam oznacˇavati binomnu slucˇajnu varijablu. Podsjetimo se
da za X ∼ B(n, p) vrijedi P(X = k) =
(
n
k
)
pk(1 − p)n−k, k = 0, 1...n. Takoder nam je poznato
da vrijedi E(X) = np i Var(X) = np(1 − p). Nadalje c´emo oznacˇavati q = 1 − p. Takoder
za n = 1 imamo Bernoullijevu slucˇajnu varijablu i za to c´emo koristiti oznaku Ber(p).
Sada jedan od rezultata teorije vjerojatnosti nam kazˇe da je za svaki λ ∈ 〈0,∞〉 B(n, λn )
blizu Poissonovoj slucˇajnoj varijabli P(λ), kada je n velik. Ako je X ∼ P(λ) vrijedi
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P(X = k) = λ
k
k! e
−λ, k = 0, 1, 2... , E(X) = λ i Var(X) = λ.Uvedimo josˇ oznaku pλ(k) = e−λ λ
k
k! ,
za λ > 0 i k ∈ N0. U ovom poglavlju mi zapravo zˇelimo vidjeti koliko su binomna i Poisso-
nova slucˇajna varijabla blizu. U tu svrhu razvit c´emo tzv. Stein-Chenovu metodu.
Pogledajmo prvo jedan primjer.
Primjer 3.3.1. Neka su Yi nezavisne jednako distribuirane Bernulijeve slucˇajne varijable,
tj. Yi ∼ Ber(pi), i = 1, 2..., n i neka je X = ∑ni=1 Yi. Nadalje neka X′ ima Poissonovu
distribuciju sa parametrom λ =
∑n
i=1 pi. Za k ∈ N0 imamo
P(X = k) − pλ(k) = P(X = k) − P(X′ = k)
= P(X = k, X = X′) + P(X = k, X , X′)
−P(X′ = k, X = X′) − P(X′ = k, X , X′)
= P(X = k, X , X′) − P(X′ = k, X , X′)
i stoga
||P(X ∈ ·) − pλ(·)||tv ≤ 2P(X , X′).
Dakle dovoljno je nac´i sparivanje od X i X′ koje ih cˇini jednakima sa velikom vjero-
jatnosˇc´u. Ako ih izaberemo nezavisno, to nec´e ic´i.
Neka su (Yi,Y ′i ), i = 1, ..., n nezavisni slucˇajni vektori s vrijednostima u {0, 1} × N0 i distri-
bucijom:
P((Yi,Y ′i ) = (k, k
′)) =

1 − pi, k = 0, k′ = 0
e−pi − (1 − pi), k = 1, k′ = 0
0, k = 0, k′ ∈ N
e−pi p
k′
i
k′! , k = 1, k
′ ∈ N
Sumiranjem po k′ i k vidimo da je
P(Yi = k) =
1 − pi, k = 0pi, k = 1, P(Y ′i = k′) = e−pi p
k′
i
k′!
, k′ ∈ N0.
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Sada racˇunamo
P
(
X , X′
)
= P
 n∑
i=1
Yi ,
n∑
i=1
Y ′i

≤ P(∃i = 1, ..., n t.d. Yi , Y ′i )
≤
n∑
i=1
P(Yi , Y ′i )
=
n∑
i=1
[
P(Yi = 0,Y ′i , 0) + P(Yi = 1,Y
′
i , 1)
]
=
n∑
i=1
e−pi − (1 − pi) + ∞∑
k′=2
e−pi
pk
′
i
k′!

=
n∑
i=1
e−pi − 1 + pi + ∞∑
k′=0
e−pi
pk
′
i
k′!
− e−pi − pie−pi

=
n∑
i=1
−1 + pi + e−pi ∞∑
k′=0
pk
′
i
k′!
− pie−pi

=
n∑
i=1
[−1 + pi + e−piepi − pie−pi]
=
n∑
i=1
[−1 + pi + e0 − pie−pi]
=
n∑
i=1
pi(1 − e−pi)
≤
n∑
i=1
p2i .
Dakle za λ =
∑n
i=1 pi dokazali smo da vrijedi
||P(X ∈ ·) − pλ(·)||tv ≤ 2λM pri cˇemu je M = max
i=1,...,n
pi.
Vidimo da je aproksimacija dobra kada je M malen. Opc´enito i M i λ ovise o n.
Pokazuje se da je sparivanje konstruirano u ovom primjeru najbolje moguc´e,tj. da je to
maksimalno sparivanje.
Sada c´emo izvesti slicˇnu ocjenu nesˇto opc´enitije. Fiksirajmo n ∈ N i p1, p2, ..., pn ∈
[0, 1〉.
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Teorem 3.3.2. Neka su Yi nezavisne jednako distribuirane Bernulijeve slucˇajne varijable,
tj. Yi ∼ Ber(pi), i = 1, ...n i neka je X = ∑ni=1 Yi. Tada vrijedi
||P(X ∈ ·) − pλ(·)||tv ≤
n∑
i=1
λ2i
pri cˇemu je λi = − ln qi i λ = ∑ni=1 λi.
Dokaz. Stavimo Y ′i ∼ P(λi) nezavisne od Yi i X′ =
∑n
i=1 Y
′
i . Tada
Yi ∼ min{Y ′i , 1} (3.5)
X′ ∼ P(λ), (3.6)
gdje (3.4) slijedi iz cˇinjenice da je suma nezavisnih Poissonovih slucˇanih varijabli s para-
metrima λi opet Poissonova sa parametrom λ =
∑n
i=1 λi. Dokazˇimo sada (3.3).
P(min{1,Y ′i } = 1) = P(Y ′i ≥ 1)
= 1 − P(Y ′i < 1)
= 1 − P(Y ′i = 0)
= 1 − e−λi λ
0
i
0!
= 1 − e−λi
= 1 − (1 − pi)
= pi = P(Yi = 1)
i
P(min{1,Y ′i } = 0) = P(Y ′i = 0)
= e−λi
λ0i
0!
= e−λi
= 1 − pi = qi = P(Yi = 0).
Slijedi
P(X , X′) = P
 n∑
i=1
Yi ,
n∑
i=1
Y ′i
 ≤ P(∃i = 1, ..., n t.d. Yi , Y ′i )
≤
n∑
i=1
P(Yi , Y ′i ) =
n∑
i=1
P(Y ′i ≥ 2).
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Sada pak imamo
P(Y ′i ≥ 2) =
∞∑
k=2
e−λi
λki
k!
≤ 1
2
λ2i
∞∑
l=0
e−λi
λli
l!
=
1
2
λ2i ,
gdje nejdnakost slijedi iz cˇinjenice da je k! ≥ 2(k − 2)! za k ≥ 2. Dakle,buduc´i da je
||P(X ∈ ·) − pλ(·)||tv = ||P(X ∈ ·) − P(X′ ∈ ·)||tv ≤ 2P(X , X′)
tvrdnja teorema slijedi. 
Napomena 3.3.3. Vidimo da je
∑n
i=1 λ
2
i ≤ Mλ gdje je M = max{λ1, λ2, ..., λn}. Ovaj teorem
se najcˇesˇc´e koristi kada je n velik, p1, p2, ..., pn mali i λ reda 1. U tipicˇnom primjeru je
pi = cn , te onda imamo
n∑
i=1
λ2i = n
[
− log
(
1 − c
n
)]2
∼ c
2
n
kada n→ ∞.
Napomena 3.3.4. Primjer 3.3.1 i Teorem 3.3.2 pokazuju slicˇne ocjene za λi = pi. Kada su
pi dovoljno mali imamo λi ∼ pi.
Sada c´emo se posvetiti sofisticiranijem nacˇinu postizanja Poissonove aproksimacije
koja se zove Stein-Chen metoda. Ona nam omoguc´ava bolju ocjenu, te je moguc´a i sa
zavisnim slucˇajnim varijablama.
Opet fiksiramo n ∈ N i p1, p2, ..., pn ∈ [0, 1〉. Nadalje neka su Yi ∼ Ber(pi), i = 1, ..., n. Ipak
ne mora vrijediti da su Yi nezavisne. Neka je
W =
n∑
i=1
Yi, λ =
n∑
i=1
pi,
i, za j = 1, ..., n definiramo slucˇajne varijable U j i V j kao
U j ∼ W, V j ∼ W − 1|Y j = 1
gdje je W − 1 = ∑ni=1,i, j Yi kada Y j = 1 i V j = 0 kada P(Y j = 1) = 0. Jasno je da ako je sa
velikom vjerojatnosˇc´u U j = V j, j = 1, ..., n tada ocˇekujemo da su Y ′i slabo zavisne. U tom
slucˇaju, ako su p′i mali, tada ocˇekujemo da je moguc´a dobra aproksimacija Poissonovom
slucˇajnom varijablom.
Kako bismo nastavili bit c´e nam potrebne sljedec´e dvije leme.
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Lema 3.3.5. Ako je Z ∼ P(λ) za neki λ ∈ 〈0,∞〉 tada za svaku ogranicˇenu funkciju f :
N→ R vrijedi
E(λ f (Z + 1) − Z f (Z)) = 0.
Dokaz. Stavimo pλ(k) = λ
k
k! e
−λ za k ∈ N0. Tada
λpλ(k) = (k + 1)pλ(k + 1),
odakle slijedi
E(λ f (Z + 1)) =
∑
k∈N0
λpλ(k) f (k + 1)
=
∑
k∈N0
(k + 1)pλ(k + 1) f (k + 1)
=
∑
l∈N
pλ(l)l f (l)
= E(Z f (Z)).

Lema 3.3.6. Neka su λ ∈ 〈0,∞〉 i A ⊂ N0, i neka je gλ,A : N0 → R rjesˇenje rekurzivne
relacije
λgλ,A(k + 1) − kgλ,A(k) = 1A(k) − pλ(A), k ∈ N0,
gλ,A(0) = 0. (3.7)
Tada, uniformno na A, vrijedi
||∆gλ,A||∞ = sup
k∈N0
|gλ,A(k + 1) − gλ,A(k)| ≤ min{1, 1λ }.
Dokaz. Neka je za k ∈ N0 Uk = {0, 1, ...k}. Tada je rjesˇenje jednadzˇbe (3.6) dano sa
gλ,A(0) = 0
gλ,A(k + 1) =
1
λpλ(k)
[pλ(A ∩ Uk) − pλ(A)pλ(Uk)], k ∈ N0.
Provjerimo to indukcijom.
Baza indukcije
k = 0
gλ,A(1) =
1
λpλ(0)
[pλ(A ∩ {0}) − pλ(A)pλ(0)]
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1. slucˇaj: 0 < A
gλ,A(1) =
1
λe−λ
[−pλ(A)e−λ]
Uvrsˇtavanjem u jednadzˇbu dobivamo
λgλ,A(1) = −pλ(A)
λ
1
λ
[−pλ(A)] = −pλ(A)
2. slucˇaj: 0 ∈ A
gλ,A(1) =
1
λe−λ
[e−λ(1 − pλ(A))]
Uvrsˇtavanjem u jednadzˇbu dobivamo
λ
1
λ
[(1 − pλ(A))] = 1 − pλ(A)
Pretpostavka indukcije
Pretpostavimo da tvrdnja vrijedi za neki k ∈ N0.
gλ,A(0) = 0
gλ,A(k + 1) =
1
λpλ(k)
[pλ(A ∩ Uk) − pλ(A)pλ(Uk)]
Korak indukcije
Provjeravamo tvrdnju za k + 1.
gλ,A(k + 2) =
1
λpλ(k + 1)
[pλ(A ∩ Uk+1) − pλ(A)pλ(Uk+1)]
Uvrsˇtavanjem u jednadzˇbu dobivamo
1. slucˇaj: k + 1 < A
1
pλ(k+1)
[pλ(A ∩ Uk+1) − pλ(A)pλ(Uk+1)] − k+1λpλ(k) [pλ(A ∩ Uk) − pλ(A)pλ(Uk)] = −pλ(A)
1
pλ(k+1)
[pλ(A ∩ Uk) − pλ(A)pλ(Uk+1)] − 1pλ(k+1) [pλ(A ∩ Uk) − pλ(A)pλ(Uk)] = −pλ(A)
−pλ(A)
pλ(k+1)
[pλ(Uk+1) − pλ(Uk)] = −pλ(A)
−pλ(A)
pλ(k+1)
pλ(k + 1) = −pλ(A)
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2. slucˇaj: k + 1 ∈ A
1
pλ(k+1)
[pλ(A ∩ Uk+1) − pλ(A)pλ(Uk+1)] − k+1λpλ(k) [pλ(A ∩ Uk) − pλ(A)pλ(Uk)] = 1 − pλ(A)
1
pλ(k+1)
[pλ(k + 1) − pλ(A)pλ(Uk+1)] − 1pλ(k+1) [−pλ(A)pλ(Uk)] = 1 − pλ(A)
1 − pλ(A)pλ(k+1) [pλ(Uk+1) − pλ(Uk)] = 1 − pλ(A)
1 − pλ(A)pλ(k+1) pλ(k + 1) = 1 − pλ(A)
Tvrdnja vrijedi za k + 1. Po principu matematicˇke indukcije tvrdnja vrijedi za svaki k ∈ N0.
Sada mozˇemo zakljucˇiti sljedec´e dvije cˇinjenice:
gλ,A =
∑
j∈A
gλ,{ j}, (3.8)
gλ,A = −gλ,Ac (3.9)
gdje je Ac = N0 \ A. Za A = { j} imamo
gλ,{ j}(k + 1) =
− pλ( j)λpλ(k)
∑k
l=0 pλ(l), k < j
pλ( j)
λpλ(k)
∑∞
l=k+1 pλ(l), k ≥ j,
(3.10)
iz cˇega vidimo da je funkija koja k 7→ gλ,{ j}(k +1) negativna i padajuc´a za k < j te pozitivna
i padajuc´a za k ≥ j.
Sada imamo gλ,{ j}(k + 1) − gλ,{ j}(k) ≤ 0 za k , j, dok za k = j vrijedi
gλ,{ j}( j + 1) − gλ,{ j}( j) = 1
λ
( pλ( j)
pλ( j)
∞∑
l= j+1
pλ(l) +
pλ( j)
pλ( j − 1)
j−1∑
l=0
pλ(l)
)
=
1
λ
( ∞∑
l= j+1
pλ(l) +
λ
j
j−1∑
l=0
pλ(l)
)
=
1
λ
( ∞∑
l= j+1
pλ(l) +
j∑
l=1
pλ(l)
l
j
)
≤ 1
λ
∞∑
l=1
pλ(l) =
1
λ
(1 − e−λ)
≤ min{1, 1
λ
},
gdje trec´a jednakost sljedi iz Leme 3.3.6. Sada iz (3.7) slijedi
gλ,A(k + 1) − gλ,A(k) ≤ min{1, 1λ }.
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To u kombinaciji sa (3.9) daje
gλ,A(k + 1) − gλ,A(k) ≥ −min{1, 1λ },
iz cˇega konacˇno imamo
||∆gλ,A||∞ ≤ min{1, 1λ }.

Sada smo spremni iskazati teorem o ocjeni koja nas zanima.
Teorem 3.3.7. Neka je n ∈ N, p1, p2, ..., pn ∈ [0, 1〉 i W,U i V definirane kao gore. Tada
vrijedi
||P(W ∈ ·) − pλ(·)||tv ≤ 2 min{1, 1λ }
n∑
j=1
p jE(|U j − V j|).
Dokaz. Neka je A ⊂ N0. Tada je
|P(W ∈ A) − pλ(A)| = |E(1A(W) − pλ(A))|
= |E(λgλ,A(W + 1) −Wgλ,A(W))|
=
∣∣∣∣∣∣∣
n∑
j=1
[p jE(gλ,A(W + 1)) − E(Y jgλ,A(W))]
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
n∑
j=1
p j[E(gλ,A(W + 1)) − E(gλ,A(W)|Y j = 1)]
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
n∑
j=1
p jE(gλ,A(U j + 1) − gλ,A(V j + 1))
∣∣∣∣∣∣∣
Sada iz cˇinjenice da je |gλ,A(i) − gλ,A( j)| ≤ ||∆gλ,A||∞|i − j| i Leme 3.3.6 zakljucˇujemo da je
|P(W ∈ A) − pλ(A)| =
∣∣∣∣∣∣∣
n∑
j=1
p jE(gλ,A(U j + 1) − gλ,A(V j + 1))
∣∣∣∣∣∣∣
≤ ||∆gλ,A||∞
n∑
j=1
p jE(|U j − V j|)
≤ min{1, 1
λ
}
n∑
j=1
p jE(|U j − V j|).
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Prisjetimo se da vrijedi
||P(W ∈ ·) − pλ(·)||tv = 2 sup
A∈N0
|P(W ∈ A) − pλ(A)|
pa tvrdnja teorema slijedi uzimanjem supremuma po A. 
Kako bismo primjenili ovaj teorem gledamo klasu zavisnih slucˇajnih varijabli Y1, ...Yn.
Definicija 3.3.8. Kazˇemo da su slucˇajne varijable Y1, ...Yn negativno korelirane ako postoje
nizovi slucˇajnih varijabli Y j1, ...,Y jn i Y ′j1, ...,Y
′
jn, j = 1, ..., n, takvi da za svaki j sa P(Y j =
1) > 0 vrijedi
(Y j1, ...,Y jn)
d
= (Y1, ...,Yn),
(Y ′j1, ...,Y
′
jn)
d
= (Y1, ...,Yn)|Y j = 1,
Y ′ji ≤ Y ji ∀i , j,
dok za j takav da P(Y j = 1) = 0 vrijedi
Y ′ji = 0 za j , i
Y ′j j = 1.
Vazˇna posljedica negativne korelacije je da postoji sparivanje takvo da je U j ≥ V j za
sve j. Zaista mozˇemo izabrati
U j =
n∑
i=1
Y ji, V j = −1 +
n∑
i=1
Y ′ji.
Sada
U j − V j =
∑
i=1,..n,i, j
(Y ji − Y ′ji) + (1 − Y ′j j) + Y j j ≥ 0.
Teorem 3.3.9. Ako su Y1, ...Yn negativno korelirane tada
||P(W ∈ ·) − pλ(·)||tv ≤ 2 min{1, 1λ }[λ − Var(W)]
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Dokaz. Uz pomoc´ sume iz Teorema 3.3.7 i cˇinjenice da je U j ≥ V j imamo
n∑
j=1
p jE(|U j − V j|) =
n∑
j=1
p jE(U j − V j)
=
n∑
j=1
p jE(W) −
n∑
j=1
p jE(W |Y j = 1) +
n∑
j=1
p j
= E(W)2 −
n∑
j=1
E(Y jW) + λ
= E(W)2 − E(W2) + λ
= −Var(W) + λ.

Sada c´emo dati primjer.
Primjer 3.3.10. Pretpostavimo da imamo N ≥ 2 urni i m < N kuglica. U svaku urnu stane
najvisˇe jedna kuglica. Stavimo kuglice slucˇajno u urne. Neka je Yi = 1{urna i sadrzˇi kuglicu} za
i = 1, ...,N.
Izaberimo n < N i neka je W =
∑n
i=1 Yi. Tada W ima hipergeometrijsku razdiobu tj.,
P(W = k) =
(
n
k
)(
N−n
m−k
)(
N
m
) , k = max{0,m + n − N}, ...min{m, n}},
gdje je
(
n
k
)
broj nacˇina za smjestiti k kuglica u urne 1, ..., n, a
(
N−n
m−k
)
broj nacˇina za smjestiti
m − k kuglica u urne n + 1, ...,N.
Znamo da vrijedi
E(W) = n
m
N
= λ, Var(W) = n
m
N
(
1 − m
N
) N − n
N − 1 .
Intuitivno je jasno da su Y1,Y2, ...,Yn negativno korelirane jer ako uvjetujemo da urna j
sadrzˇava kuglicu, tada urna i, i , j ima manju vjerojatnost da sadrzˇava kuglicu. For-
malno, za j = 1, ..., n, definiramo Y j1,Y j2, ...,Y jn i Y ′j1,Y
′
j2, ...,Y
′
jn na sljedec´i nacˇin:
• stavimo kuglicu u urnu j
• razmjestimo preostalih m − 1 kuglica slucˇajno u ostalih N − 1 urni
• stavimo Y ′ji = 1{urna i sadrzˇava kuglicu}
• bacamo novcˇic´ na kojem je vjerojatnost da padne glava jednaka mN• ako padne glava stavljamo (Y j1,Y j2, ...,Y jn) = (Y ′j1,Y ′j2, ...,Y ′jn)• ako padne pismo, izaberemo kuglicu u urni j, stavimo ju slucˇajno u jednu od N −m urni
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koje su prazne i stavimo Y ji = 1{urna i sadrzˇava kuglicu}
Ocˇekujemo da ako je
m
N
,
n
N
 1, tada W ima priblizˇno Poissonovu distibuciju. For-
malno,koristec´i Teorem 3.3.9 dobivamo
||P(W ∈ ·) − pλ(·)||tv ≤ 2 min{1, 1λ }[λ − Var(W)]
= 2 min{1, 1
λ
}λ
[
1 −
(
1 − m
N
) N − n
N − 1
]
= 2 min{1, 1
λ
}λ (m + n − 1)N − mn
N(N − 1)
≤ 2m + n − 1
N − 1 .
Zaista ovo je maleno kada je mN ,
n
N  1 jer ako uzmemo ε > 0 i mN < ε8 , nN < ε8 onda je
2
m + n − 1
N − 1 < 2
N ε4 − 1
N − 1 =
N ε2 − 2
N − 1 <
ε
2
N
N − 1 ≤ 2
ε
2
= ε
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Sazˇetak
U ovom diplomskom radu smo, nakon ponavljanja osnovnih cˇinjenica iz nekoliko podrucˇja
matematike, definirali sparivanje i izveli kljucˇne teoreme koji opisuju sparivanje. Ono sˇto
smo naucˇili o metodi sparivanja primjenili smo na Markovljeve lance i slucˇajne sˇetnje gdje
smo izmedu ostaloga razvili Ornsteinovo sparivanje, te na Poissonove aproksimacije gdje
smo razvili Stein-Chen metodu.
Summary
In this work, after recalling some elementary facts from masure and probability theory,
we have defined coupling and presented basic theorems of coupling. Developed theory
of coupling has been applied to Markov chains and random walks, in particular Ornstein
coupling and Poisson approximation by using Stein-Chen method.
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