Introduction
The use of unmanned combat air vehicles (ucavs) in the context of counterterrorism operations challenges the traditional conception of security, it is part of a change in the perception of nature and sources of threats. For states with access to it, modern technology allows increasing distance to be put between weapons operators and their targets. In addition, we are heading into a major military technology transformation, as manned platforms will largely be replaced by unmanned autonomous systems. The United States is increasingly relying upon ucavs, also known as combat drones or drones to target and kill enemies. The us is, however, not the only player in the field -at least 40 nations are active. For example, in 2010 Iran revealed an unmanned bomber and China has a very ambitious programme.2 This text will focus on some of the most contentious issues. First, will the use of ucavs affect how we perceive state intervention in the territory of other states? Second, the us use ucavs to target enemies as a part of its counterterrorism operations. This has raised several concerns, including a discussion on the relevant legal framework. Should counterterrorism operate under the armed-conflict or law enforcement model? Under what circumstances are targeted killings allowed under international law? This discussion is influenced by the fact that almost all targeted killings are directed against non-State actors and generally carried out while the targeted person is not visibly engaged in active combat.3 Finally, the use of lethal autonomous robotics (lars) would increase the distance even more between the person who controls the use of force and the target, in that targeting decisions could be taken by the robots themselves. There are reasons to discuss whether such technology should be added to the arsenals of states. Since robots lack moral agency they cannot be held legally responsible in any accustomed way. How is it possible to address this potential accountability gap?
Unmanned Combat Air Vehicles and the Use of Force
The use of unmanned weapons platforms raises the question whether states to a larger extent will resort to the use of force and intervene in other states. This involves several potential issues, including (1) the cost of using ucavs, (2) whether the use of ucavs may constitute an act of aggression or an armed attack and (3) the relationship between jus in bello and jus ad bellum. The use of traditional military force is costly both in terms of money and putting people in risk. Unmanned weapons platforms are much less costly than their manned counterparts and remove the risks for the personnel. This may make the use of force more easy.4 However, there is not yet any examples where an armed conflict has started with the use of unmanned weapons platforms. On the other hand, even if you cannot start an armed conflict with ucavs, they may potentially be used to stay in a conflict and prolong it where a state in the absence of such weapons might have left, all other things being equal.
Some states might perceive the use of unmanned weapons platforms on the territory of other states falling short of aggression or an armed attack. Is this a tenable argument? Even if the assertion is true, does it matter? With this perception it may become easier to justify targeted killings of persons at least against those belonging to non-state actors, for example a terrorist group.5 In order to assess whether such policies are appropriate we first need to address the concepts use of force and aggression in general.
It is appropriate to distinguish between use of force, and the more narrow concepts armed attack and aggression. The occurrence of an armed attack give rise to the right to self-defence while aggression is one of the three alternative conditions for a decision of the un Security Council (see article 39 of A definition of aggression is contained in the annex of General Assembly Resolution 3314 (XXIX) of 14 December 1974.8 This is appropriate as the resolution is a consensual and time-tested document adopted by the General Assembly.9 Article 1 of the annex defines an act of aggression in general terms based almost word by word on article 2(4) of the un Charter: 'the use of force by a State against the sovereignty, territorial integrity or political independence of another State, or in any other manner inconsistent with the Charter of the United Nations.' Article 2 provides that gravity of the act and its consequences should be taken into consideration. This would suggest that minor border incidents does not constitute aggression.10 The systematic use of force by operating unmanned weapons platforms on a foreign state's territory is arguably more than border incidents. There is a list in article 3 which includes several acts which qualify as an act of aggression, where sub-paragraph (b) might cover the use of unmanned weapons platforms. It concerns bombardment by the armed forces of a State against the territory of another State or the use of any weapons by a State against the territory of another State. A narrow interpretation would be that use of force against non-state actors which are on the soil of a foreign state is not directed against the territory of that state. This is not crucial because the list is non-exhaustive,11 which means that other acts not specifically listed in the document may equally qualify as aggression, for example military action taken with the use of ucavs. The gravity of the act is also relevant in order to determine whether an attack by the use of unmanned weapons amounts to an armed conflict, an issue revisited in section 3.2 of the present text. Article 6 of resolution 3314 clarifies that the resolution does not enlarge or diminish the scope of the un Charter, which means that grounds that preclude the wrongfulness of a use of force should be taken into account, including Security Council authorisation, the right to self-defence and consent of the territorial state.12 Thus the scope of the right to self-defence needs to be defined, especially in relation to the use of force as a means of self-defence against terrorism. There is no requirement in article 51 on self-defence that armed attack is caused by a state which raises the question against whom may a state use self-defence. Before the events of 11 September 2001 the assumption was that for the purposes of article 51 an armed attack meant the attack by a state against another state. The requirement that the attacker has to be a state was (and maybe still is) a part of international customary law which complements article 51. The us response to the September 11 attacks can be justified in two different ways.
First, it could be argued that the widespread acceptance of other states towards us actions reflected a change in customary international law meaning that international law now accepts the use of force against a non-state actor as a response to large-scale terrorist acts. The us claims that it has the right to use military force, including targeting killings against al-Qaeda across the globe, provided that the territorial state concerned either is unwilling or unable to suppress the threat the target poses.13 This position may have some support in the law on neutrality which provides that a neutral state has the obligation to intervene against belligerent parties that uses the neutral state's territory. If the neutral state abstains from action, the belligerent parties may 14 Hague Convention V -Rights resort to counter-measures, including the use of force.14 On the other hand, it is questionable whether this right to self-defense may be extended for years and with no geographic limitations.15 A second, less radical, approach supported by us statements is that the de facto government of Afghanistan at the time of the September 11 attacks were complicit and responsible for the attacks. This would mean that the traditional interpretation of article 51 to a large extent is intact. At the same time such an interpretation would arguably exclude the use of force outside the territory of Afghanistan under the parole of 'war against terrorism' .16 There is also a third position, namely that the us should have sought prior authorization for the use of force by the un Security council and in absence of such authorization, us actions against Afghanistan does not meet the requirement of self-defense.17
To summarize, the use of ucavs may in the absence of any ground for legitimate use of force (Security Council authorisation, self-defence, consent) constitute aggression.
3
Targeted Killings
3.1
Disentangling Targeted Killings and Drone Warfare One has to disentangle targeted killings and the technology of drone warfare, the two are not always linked.
Targeted killing may be defined as the intentional killing by a state of an individual identified in advance and not in the state's custody.18 Targeted killing may take place in conventional warfare through special operations that 19 Anderson (n 4) 379. 20 Gunneflo (n 16) 9-10, 188. 21
Additional protocol I to the 1949 Geneva Conventions (ap I) arts 57, 58. 22
Melzer (n 2) 27.
narrowly focus operations through intelligence. It might also take place outside a conventional conflict belonging to a separate category with the following elements: intelligence-driven, often covert, sometimes operated by a non-military agency such as the cia, aimed at 'high value' targets in global counterterrorism operations. Targeted killing can be carried with different techniques, either through the use of special forces with humans carrying out the attack or a drone aircraft operated from a distance. The bin Laden operation may exemplify a human-team conducted targeted killing.19 The rationale behind introducing the concept of targeting killing appears to have been to distinguish it from assassination. While assassination carries the connotation of illegality, the legality of target killing is determined by the applicable legal framework,20 as elaborated upon in section 3.2.
From the perspective of conventional military operations a drone may be seen simply as an alternative air weapons platform. A missile may be launched from a drone in the same way as a weapon from a manned helicopter on a safe distance from the fighter or as a cruise missile from a Navy vessel. A missile launched by a drone arguably present the same legal issues as any other weapon system, the principles of necessity, distinction and proportionality still applies. One could also add the principle of precaution.21
Are drones per se prohibited under the rules of armed conflict (international humanitarian law -ihl)? There are no existing treaties that prohibit or restrict the development or use of drones. The question is rather whether a weapon in the normal operational circumstances for which it has been designed, that system is capable of being used in compliance with humanitarian law. From a technological point of view, attacks by human-controlled drones can be directed at specific military objectives and, in principle, the effects of such attacks on the target and the civilian population can be limited as required by humanitarian law. Therefore, currently operational armed drones do not, as such, constitute an indiscriminate means of warfare prohibited under humanitarian law. As argued in section 4 of this text, a different conclusion would have to be reached for the use of lars in a fully autonomous mode, in which armed drones would make targeting decisions without human intervention.22 
Armed-Conflict or Law Enforcement Model
Two main legal models are conceivable in the context of counterterrorism operations, either such operations are governed by the rules of armed conflict (ihl) or law enforcement (international human rights law -ihrl). An inquiry into the international lawfulness of targeted killings arguably begin by questioning whether these operations are governed by ihl or ihrl. In order for ihl to be applicable there must exist a situation of armed conflict.23
The law-enforcement model which operates under ihrl suggests that terrorism should be dealt with by personnel, procedures and standards used in responding to any serious crimes: police, prosecution, judicial authorization of warrants, public trials, right to legal counsel, right for a suspect/defendant to examine the witnesses against him/her and to obtain attendance and examination of witnesses on his/her behalf and other elements of due process. Some deviations from standard procedure may be legitimate, for example to protect informers and state secrets, but the aim is to stick to as close as possible to standard procedures. This model rejects the idea of targeted killing of suspected or known terrorists apart from situations where an individual poses an imminent threat to the lives of civilians and lethal force is the only way to stop the threat. The use of lethal force is a measure of last resort.24 In addition to vengeance and retribution, social defence may also justify punishment under the law enforcement model.25 To rephrase and restate the argument, capture followed by trial is preferable to targeted killings: a dead terrorist can provide no information, the target may be misidentified and innocent are killed, killing somebody who has previously engaged in terrorism in the past will not serve any defensive purpose, innocent bystanders may be killed, risk of abuse where side-effects are ignored and the risk that unscrupulous regimes will exploit the legal permission when it kills political opponents who are not terrorists at all.26
The armed-conflict model which operates under ihl is based on the idea that the traditional model of war between two or several states may also be applied to the asymmetrical relationship between a state and terrorist organizations that seek to attack it. The model suggests that suspected and known terrorists should be treated as enemy combatants who should be met with military means. A military response to terrorism is legitimate as an act of selfdefence. Terrorists are unprivileged combatants because of their tactics, 27 Altman (n 18) 6-7; Melzer (n 2) 26. How do we determine whether a situation should be characterized as an armed conflict and thus the applicable legal framework? Before the establishment of the un, 'war' was understood as a formally declared, and mutually recognized, state of hostility between sovereign states. Peace and war concerned less the factual situation but more the formalized condition whether the entire law of peace (jus pacis) or the full law of war (jus in bello) applied. Under this state of war doctrine states employed in the absence of formal declaration or recognition of war, massive military force against each other without considering themselves in a state of war, which would have obliged them to respect the law of war. A turning point in this respect was the adoption of the Geneva Conventions of 1949.37 The applicable model was made dependent on the term 'armed conflict' which is used in the Conventions instead of the term 'war' . Pictet's commentary to the Geneva Conventions explains that the choice to use the term 'armed conflict' was intended to ensure that states could not avoid their responsibilities under the Conventions by simply labelling the conflict something other than war. The commentary states that '[a]ny difference arising between two States and leading to the intervention of armed forces is an armed conflict within the meaning of article 2, even if one of the Parties denies the existence of a state of war' .38 In other words, the existence of an armed conflict within the meaning of ihl depends on factual criteria and are not dependant on formal declarations.39 This expansion of the scope of ihl is commendable but ambiguity in the term 'armed conflict' may allow states to selectively claim the right to engage with military force in foreign territory against terrorists. Pictet viewed a perceived a risk that states wanted to avoid the application of the Conventions because of the abundance of obligations they entail. However, without forces on the ground, many of these obligations are irrelevant. States that are using drones operated remotely from the target only have incentives to invoke ihl. More specifically, ihl allows combatants to kill without warning.40 Similarly, terrorists often conceive of themselves as combatants but it may actually be against their interest to be recognized as such because it allows a greater use of lethal force against them.41 Thus it is important to define under what circumstances an armed conflict exist and in turn whether military force may be used. The Tadić Appeals Chamber has stated that 'an armed conflict exists whenever there is a resort to armed force between States or protracted armed violence between governmental authorities and organized armed groups or between such groups within a State' . In other words, certain 'intensity requirements applicable to both international and internal armed conflicts' has to be exceeded for ihl to be applicable.42 Indicative factors of the 'intensity' criterion include the number, duration and intensity of individual confrontations; the type of weapons and other military equipment used; the number and calibre of munitions fired; the number of persons and type of forces partaking in the fighting; the number of casualties; the extent of material destruction; and the number of civilians fleeing combat zones. The involvement of the un Security Council may also be a reflection of the intensity of a conflict.'43 Thus, isolated drone attacks (compare with border incidents in section 2) does arguably not meet the requirement of protracted violence and does not constitute an armed conflict. This means that ihrl should be applicable in such situations.
One could argue that a mixed model is possible where a state pursues the law-enforcement model in relation to suspected and known terrorists within its territory and in states that are cooperative. When the suspected or known terrorist is outside the scope of the jurisdiction of the state, for example residing in a failed state, non-cooperative or a hostile state, the armed-conflict model may be applicable. It appears as the us acts under a mixed model. Following the killing of Usama Bin Laden, legal adviser at the us Department of State Harold Hongju Koh wrote that 'whether a particular individual will be targeted in a particular location will depend upon considerations specific to each case, including those related to the imminence of the threat, the sovereignty of the other states involved, and the willingness and ability of those states to suppress the threat the target poses.'44 This position may only be upheld when there is an on-going armed conflict and the targeted individual is directly participating in that conflict as argued in section 2 above and the next section. 
Direct Participation in the Hostilities
Even if an armed conflict exists, persons may only be targeted with military force if they are combatants.45 Does a terrorist qualify as a combatant? The principle of distinction requires that the parties to a conflict at all times distinguish between civilians and combatants.46 This is a principle of customary international law.47 Given the importance of the principle and its requirement to distinguish civilians and combatants, the two categories need to be defined. Even though the Fourth Geneva Convention (gc IV) concerns the protection of civilians, it still lacks a definition of what is a civilian. Article 50 of the additional protocol I to the 1949 Geneva Conventions (ap I) may serve as a starting point as it states that a 'civilian is any person who does not belong to one of the categories of persons referred to in' articles 4 A, (1), (2), (3) and (6) of the Third Geneva Convention (gc III) article 43 of ap I. Civilians are thus not (1) members of the armed forces of a party to the conflict or (2) members of militias or volunteers groups.48 In order to enjoy the specially protected status as a civilian they are strictly prohibited from participating in the hostilities, except in the exceptional case where they are participating in a levee en masse, in which case they shall be regarded as belligerents provided that they carry their arms openly and respect the laws and customs of war.49 If civilians participate in the hostilities, they may be directly attacked as if they were combatants. The interpretive guidance of the International Committee of the Red Cross (icrc) provides that in order to qualify as direct participation in hostilities, a specific act must meet the following cumulative criteria:
1.
the act must be likely to adversely affect the military operations or military capacity of a party to an armed conflict or, alternatively, to inflict death, injury, or destruction on persons or objects protected against direct attack (threshold of harm); 2. there must be a direct causal link between the act and the harm likely to result either from that act, or from a coordinated military operation of which that act constitutes an integral part (direct causation); 3. the act must be specifically designed to directly cause the required threshold of harm in support of a party to the conflict and to the detriment of another (belligerent nexus).50
However, unlike combatants, civilians regain protection against direct attack as soon as their individual conduct no longer amounts to direct participation in hostilities.51 This poses a potential problem in asymmetrical conflicts if the non-state actor uses a hit-and-run operation which would oblige the armed forces of the state to act purely reactively. To summarize, civilians that directly participate in hostilities, namely by committing acts that meet the threshold of harm, requirements on direct causation and belligerent nexus may be targeted under ihl. An alleged terrorist who resides in an area where there is an armed conflict but who is not directly participating in the hostilities is thus not a legitimate target under ihl.
3.4
Personality and Signature Strikes Drone attacks are frequently distinguished either into personality or signature strikes. A personality strike' may be defined as those in which the attacker has a 'high degree of confidence' that it knows the precise identity of the target. A 'signature strike' is a drone attack that targets 'groups of men who bear certain signatures, or defining characteristics associated with terrorist activity, but whose identities aren't known' .52 Both types of strikes can take place either within armed conflict or outside of it. Regardless of the type of strike, it has to either adhere to ihl or ihrl, as argued in section 3.2 above.
Personality strikes during an armed conflict are less problematic in relation to the principle of distinction. If the attacker has reliable information on the precise identity of the target and that target is either a combatant or a civilian participating in the hostilities, lethal force is permitted.
Signature strikes are more problematic. Heller argues that signature strikes are only legal if the following two questions both can be answered affirmatively: First, is the particular signature legally sufficient to establish that the victim of the strike is targetable? Secondly, is the evidence sufficient to 53 Ibid There are concerns in relation to some of the second and third categories, for example the abovementioned signature 'military-age male in area of known terrorist activity' . It has been reported that when us counts civilian casualties, it 'counts all military-age males in a strike zone as combatants, according to several administration officials, unless there is explicit intelligence posthumously proving them innocent.'54 This is arguably a flawed criteria for distinguishing between civilians and combatants, it also circumvents the precautions and presumptions to be applied in situations of doubt and, thereby, effectively removes all meaningful safeguards provided by humanitarian law against the infliction of excessive incidental harm on the civilian population.55
Lethal Autonomous Robotics
Robotic weapons can be divided into the following three categories, depending on the degree of direct control exercised by a human operator.
(1) Human-controlled (human-in-the-loop) systems: Robotic weapons which are remotely controlled by a human operator. (2) Human-supervised (humanon-the-loop) systems: Robotic weapons which can carry out a targeting process independently from human command, but which remain under the real-time supervision of a human operator who can override any decision to attack. (3) Autonomous (human-out-of-the-loop) systems: Robotic weapons which can search, identify, select, and attack targets without the real-time control by a human operator.56
The use of lars where targeting decisions could be taken by the robots themselves would be more than an upgrade of the kinds of weapons used, it would also entail but also a change in the identity of those who use them. Official statements from Governments with the ability to produce lars indicate that their use during armed conflict or elsewhere is not currently envisioned.57 More specifically, the us Department of Defence has in its unmanned systems roadmap stated that 'For the foreseeable future, decisions over the use of force and the choice of which individual targets to engage with lethal force will be retained under human control in unmanned systems.'58 The uk Ministry of Defence has made similar statements.59 However, Sparrow argues that it appears increasingly likely that robots will eventually be entrusted with decisions about target identification and destruction.60 Similarly, special rapporteur Heyns has expressed fear that initial intentions could in the future be cast aside. Under the currently envisaged scenario, humans will at least remain part of what may be called the 'wider loop': they will programme the ultimate goals into the robotic systems and decide to activate and, if necessary, deactivate them, while autonomous weapons will translate those goals into tasks and execute them without requiring further human intervention.61
The United States, Israel, United Kingdom and South Korea do operate defensive systems for manned ships and installations that have humansupervised automatic modes, some of these systems have been operating for decades. They have various degrees of autonomy and lethality. These include us Phalanx anti-air warfare systems against anti-ship missiles and aircraft; us c-ram system against incoming artillery, rockets and mortar rounds; Israel's Harpy system designed to detect, attack and destroy radar emitters, uk Taranis combat drone prototype can autonomously search, identify and locate enemies but can only engage with a target when authorized by mission command. It can also defend itself against enemy aircraft; Samsung Techwin surveillance and security guard robots (sgr), deployed in the demilitarized zone between North and South Korea, detect targets through infrared sensors. They are currently operated by humans but have an 'automatic mode' .62 Most of these may be described as automatic systems and should be distinguished from autonomous systems, where the latter is capable of understanding higher level intent and direction.63
Potential reasons why lars are developed is that such systems offer higher force projection (preserving the lives of one's own soldiers) and force multiplication (allowing fewer personnel to do more). Humans have in some respects become the weakest link in the military arsenal and are thus being taken out of the decision-making loop. The reaction time of autonomous systems far exceeds that of human beings. Special rapporteur Heyns lists some advantages with lars from a humanitarian perspective. lars will not be susceptible to some of the human shortcomings that may undermine the protection of life. Typically they would not act out of revenge, panic, anger, spite, prejudice or fear. Moreover, unless specifically programmed to do so, robots would not cause intentional suffering on civilian populations, for example through torture. Robots also do not rape. However robots lack qualities such as common sense, appreciation of the larger picture, understanding of the intentions behind people's actions, understanding of values, anticipation of the direction in which events are unfolding, compassion and intuition all relevant for armed conflicts. There are also built-in constraints that humans have against going to war or otherwise using force, including the aversion to getting killed, losing loved ones, or having to kill other people. 64 The use of lars might does decrease the threshold against using military force.
Does this mean that States should not attempt to develop any military technology that reduces the brutality of armed conflict or lowers overall deaths through greater accuracy? Special rapporteur Heyns argues that there is a difference between reducing the risk that armed conflict poses to those who participate in it, and the situation where one side is no longer a 'participant' in armed conflict inasmuch as its combatants are not exposed to any danger.65 The next question is whether lars are capable of complying with the requirements of ihl.
There are several potential factors that may impede the ability of lars to operate according to the rule of distinction, including the technological inadequacy of existing sensors, a robot's inability to understand context, and the difficulty of applying of ihl language in defining non-combatant status in practice, which must be translated into a computer programme. With the proliferation of asymmetric warfare and non-international armed conflicts, often in an urban environment, lars will have difficulties to distinguish civilians from otherwise lawful targets. This is especially so where complicated assessments such as 'direct participation in hostilities' discussed in section 3.3 above. However, humans are not necessarily superior to lars in their ability to distinguish. In some contexts technology can offer increased precision.66
Further, the open-endedness of the rule of proportionality combined with the complexity of circumstances may result in undesired and unexpected behaviour by lars, with deadly consequences. Humans may be superior in the ability to 'frame' and contextualize the environment. 67 The assumption is that robots have no moral agency and as a result cannot be held responsible in any recognizable way if they causing injuries or death in violation of ihl or ihrl. Who is to be held responsible? Candidates for legal responsibility include the software programmers, those who build or sell hardware, military commanders, subordinates who deploy these systems and political leaders. Traditional command responsibility may in certain cases be inapplicable because of the requirement that the commander have knowledge that a subordinate is or is about to commit a crime and the commander fails to act.68 Military commanders will not always be able to understand the programming of lars in a sufficient manner. The use of autonomous weapons therefore involves a risk that military personnel will be held responsible for the actions of machines whose decisions they did not control. The more autonomous the systems are, the larger this risk looms. If the machines are really choosing their own targets then we cannot hold the military commander responsible for the deaths that ensue. This fear is arguably unwarranted. Unless humanity has totally surrendered to the rule of robots, some person still has to take the decision to deploy the robot and that person could be held accountable. It will also be problematic to assign strict liability on the manufacturer or programmers because the manufacturing of a lar will typically involve a vast number of people and companies, and no single person will be likely to understand the complex interactions between the constituent components of lars. It will only be to assign responsibility for violations of ihl and ihrl in such cases if it was a result of negligence on the part of the design/programming team. A reasonable option is to assign responsibility in advance and/or share the responsibility.69 It is conceivable that the use of fully autonomous robots due to flaws in software may result in unintended violations of international law. Melzer argues that while it may not always be possible in such cases to assign individual criminal responsibility for the resulting damage, this observation is not robot-specific but applies to any other malfunctioning weapon or machine. In such cases, the lack of criminal culpability on the level of individual State agents has no bearing on the continued legal responsibility of States both for the use of these weapons and for any internationally wrongful damage they may cause. 70 The present rules may be inadequate to address autonomous weapons systems. In cases of injuries or death caused by lars, the first candidate for attribution of accountability is arguably the person who took the decision to deploy the robot.
5

Conclusions and Recommendations
The use of drones and other robotic weapons concerns ihl, ihrl and the law on the use of force. All three bodies of law may be applicable to a situation, each of them regulates different aspects of the use of force. In order to use drones or other robotic weapons on an extraterritorial basis, such use must be lawful both in relation to the territorial state and the killed/injured individuals. Unlawful violations of a foreign State's territory cannot be justified even if the targeted individual is a legitimate military target. Equally, the existence of a situation of self-defence or consent of the territorial state cannot justify direct attacks against individuals who do not constitute legitimate military targets
