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Abstract
We analyze a decentralized random walk-based algorithm for data collection at the sink in a
multi-hop sensor network. Our algorithm, Random-Collect, which involves data packets being
passed to random neighbors in the network according to a random walk mechanism, requires
no configuration and incurs no routing overhead. To analyze this method, we model the data
generation process as independent Bernoulli arrivals at the source nodes. We analyze both
latency and throughput in this setting, providing a theoretical lower bound for the throughput
and a theoretical upper bound for the latency. The main contribution of our paper, however,
is the throughput result: we present a general lower bound on the throughput achieved by our
data collection method in terms of the underlying network parameters. In particular, we show
that the rate at which our algorithm can collect data depends on the spectral gap of the given
random walk’s transition matrix and if the random walk is simple then it also depends on the
maximum and minimum degrees of the graph modeling the network. For latency, we show that
the time taken to collect data not only depends on the worst-case hitting time of the given
random walk but also depends on the data arrival rate. In fact, our latency bound reflects the
data rate-latency trade-off i.e., in order to achieve a higher data rate we need to compromise on
latency and vice-versa. We also discuss some examples that demonstrate that our lower bound
on the data rate is optimal up to constant factors, i.e., there exists a network topology and sink
placement for which the maximum stable data rate is just a constant factor above our lower
bound.
Keywords: data collection, stable rate, throughput, random walk, sensor networks
1 Introduction
Sensor networks are useful in applications, for the environment and habitat monitoring, disaster
recovery, agricultural monitoring, health administration, and target-tracking [3], where human in-
tervention is not possible. Being unattended these networks are more prone to frequent topology
changes due to a random node or link failures. Such scenarios demand low overhead, more ro-
bustness and fault-tolerant algorithms. Thus topology-based algorithms are not useful for these
networks as they involve high overhead for maintenance of topology information and recovery mech-
anisms for critical points of failure [34]. On the other hand, stateless algorithms like the random
walk-based algorithm we present in this paper, are reliant only on the local information, have low
overhead and do not suffer from the problem of critical point failure (e.g., cluster heads [19] or
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nodes close to root of data gathering tree [13]) as all nodes of the network play similar role in
the algorithm (see e.g., [6]). These algorithms are simple, fault tolerant and scalable, thus more
suitable for unattended sensor networks. Despite all these advantages, random walk-based algo-
rithms are not often preferred for data collection since they tend to have higher latency compared
to routing-based methods which rely on the global topology information and are vulnerable to the
changes in the topology but are optimized for low latency.
However, some sensor network applications particularly those involving monitoring of habitat,
environment or agriculture like Intel’s Wireless Vineyard, Great Duck Island project, Zebranet
project, and many others (see [41] and references therein) can compromise on latency but require
uninterrupted continuous data collection. Motivated by these examples, we propose a simple de-
centralised random walk based algorithm Random-Collect, for data collection which requires no
configuration and thus has zero setup cost.
Our approach We consider a multi-hop sensor network where each node is equipped with a
queue which helps in store and forward process of data. There are k source nodes in an n-node
network, k ≤ n − 1, and each source node gathers data at a fixed rate from its surroundings
and stores it in its queue along with other data packets that may be generated earlier or received
from the neighbouring nodes. Specifically, each of the k source nodes sense data as independent
Bernoulli process with some stable rate and relay it to a designated passive node called sink which
does not participate in data generation or relay. Stable rate ensures that all data is successfully
collected at the sink (we will define it more formally in section 3.3.1). In our model, we assume
that the network is connected, but we do not expect any node to know anything about the network
except the identity of its neighbours (the nodes with which it can directly communicate). We also
assume that time is slotted and nodes communicate with each other at the start of every time slot.
However, this assumption can be easily removed and does not affect our results.
In Random-Collect algorithm at the start of any time slot, a node picks up a data packet from
its queue uniformly at random and forwards it to a neighbour who is also chosen uniformly at
random. We allow a node to transmit only one packet to one of its neighbours, but, it can receive
multiple packets from its neighbours. This is known as transmitter gossip constraint [9,37] and has
been used in literature [9,26,27,37] for energy conservation and to prevent data implosion [20]. The
movement of any data packet in such setting can be seen as the random walk of the data packet on
the graph. The particular type of random walk would depend on the actual transition probability
of the nodes as defined in Section 3.2.
We define a parameter, throughput of the network which is the rate at which data is received
at the sink. We also define the data collection time, which is the time taken for the sink to
receive data packets from all the nodes and hence, represents the latency in collecting all data.
We analyse these parameters by studying the movement of data packets as a random walk on the
graph representing the underlying network. We provide theoretical bounds on the throughput and
latency for Random-Collect under the Bernoulli data generation model. An important thing to
note is that our throughput lower bound is the best possible bound that can be proved in general
up to constant factors. We demonstrate this by showing the bound to be tight for the complete
graph.
The major drawback of our work is that our transmission model allows simultaneous transmis-
sion and reception and also allows for a node to receive more than one packet at a time, thereby
bypassing the question of interference which is critical to sensor networks built on wireless nodes.
This effectively means that at first sight, it appears that our results are valid only for wired sensor
networks. However, this is not so. We discuss it further in Section 7.
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Our contributions We propose a simple, low overhead, fault-tolerant decentralised random
walk-based algorithm, Random-Collect, to collect data packets from k source nodes in an n-node
network (k < n) at a designated node called sink. We observe that the Markov chain defined on the
queues present at the nodes of the network by Random-Collect’s data collection process achieves
steady-state when these queues are stable. We also give a necessary and sufficient condition for the
stability of the queueing system and the stationarity of the resulting Markov chain.
Having discussed our data collection process at the steady-state, we analyse two important
performance metrics of Random-Collect algorithm for k source nodes: throughput and latency.
We show that the data rate which determines the network throughput is lower bounded by the
spectral gap of the random walk’s transition matrix. In particular, we show if the random walk is
simple then the rate also depends on the maximum and minimum degree of the graph modelling
the network. This lower bound guarantees that our stable rate is greater than the given value. Note
that this is a generalised throughput lower bound for any data collection method and in this way our
algorithm serves as a benchmark with zero-configuration requirement. Other complex algorithms
using extra information like global network topology, sink location, etc., need to outperform our
simple algorithm. We also discuss examples for which our lower bound and upper bound on the
data rate are optimal up to constant factors and then present an upper bound on the latency in
terms of the underlying network parameters. The given bound reflects the trade-off between the
data rate and the latency in data collection i.e., we can’t achieve a high data rate and low latency
at the same time.
Organisation Following a survey of the literature in Section 2, we formalise our network setting
and data collection model in Section 3.1. We also present a generalised data collection algorithm
Random-Collect in Section 3.2. Then, we discuss the stability criteria in data collection scenario
in Section 3.3 followed by a discussion about two important performance metrics: throughput and
latency. In Section 4, we present our main results and discuss their consequences. First, we discuss
the Random-Collect process at steady-state in Section 4.1 wherein we mention the necessary and
sufficient condition for stationarity of the resulting Markov chain. We also present the steady-state
equations for our Random-Collect algorithm. Then, we state our main theorems about throughput
and latency in Section 4.2 and Section 4.3 respectively. In particular, we prove that the stable
data rate guaranteed by our algorithm Random-Collect and the corresponding throughput are
lower bounded by the spectral gap of the transition matrix of given random walk and we also
prove a generalised upper bound on the network throughput for any data collection algorithm for
Vs = V \ {us}. For latency, we prove an upper bound which depends on the number of source
nodes, the data rate and the worst-case hitting time of the random walk. In Section 5, we discuss
some interesting rate examples for various graphs with packets performing simple random walk. In
Section 6 we prove our main theorems. We conclude the work in Section 7 with a discussion for
possible future work.
2 Related Work
Data collection algorithms Data collection in a sensor network is a well-studied field, and
several algorithms have been proposed for it in the literature. We briefly discuss some of them and
compare with Random-Collect algorithm.
One category of such algorithms is location-based like GPSR [25] which uses some routing
information at every node generated either using global or geographical information of the network.
In a typical sensor network, routing information at any node becomes invalid frequently (due to
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movement or failure of nodes), hence these algorithms are not very efficient in practice. On the
other hand, in Random-Collect every node needs only to know about its neighbourhood, thus is
more robust and less vulnerable to node failures and network changes.
Another class of algorithms is based on hierarchical structures like clusters in LEACH [19] or
chain in PEGASIS [32]. These algorithms also require time to learn some global information of
the network and set up the cluster heads or chain of sensor nodes. Also, in clustering protocols
[1], over a period of time cluster heads become the bottleneck for the propagation of data packets
in the network and such solutions are not scalable. Random-Collect algorithm is decentralised in
the sense that each node transmits data only to its neighbours and there is no centralised node to
govern these transmissions. Thus, Random-Collect is truly distributed and scalable.
Data correlation [13] and coding techniques [24] have also been used for data collection. We do
not use any coding technique in our algorithm and so we need low configured nodes which are just
capable of storing and forwarding data. However, our network model is similar to Kamra et al. [24]
as they use only local information in their algorithms and have a single sink for data collection.
Closest to the Random-Collect algorithm is the gossip model for data dissemination and rumour
spreading [9, 26, 37]. This model has been popular in the literature [14, 16, 28, 30] and is still one
of the first choices for analysis of currently trending networks like that of Smartphones [39] or
Micro-sensors [35]. In this model, at any time step, a node selects one of its neighbour uniformly
at random and communicates some data to it. Every node performs certain computation on the
received data (along with its data) and transmits the output to a randomly chosen neighbour in
the next time slot. We use a similar approach to communication in our setting, but unlike gossip
algorithms, our aim is to collect all the data packets at the sink node. In Random-Collect algorithm
the nodes do not perform any computation on the data and just forward the data packets which
they receive. Most of the literature in gossip algorithm setting compute functions like the average,
sum or separable functions [37]. We are interested in collecting all the data packets which can be
seen as identity function on the data. Moreover, we use push mechanism for spreading information
rather than other variants like pull, push-pull as done by Demers et al. [14] and Karp et al. [26].
Random walk-based algorithms Models based on simple random walks have been used in
literature for query processing [6], to model routing for data gathering [34] and for opportunistic
forwarding [11], but no analysis has been done for finding the average data collection time or
resulting throughput explicitly. In a different context than ours, Neely [38] showed that when
independent Markov processes modulated arrival processes, the average network delay grows at
most logarithmically in the number of nodes in the network. Our latency (or data collection time)
bounds are similar to these results.
Biased random walks have also been explored to improvise various results. One such biased
random walk wherein priority is given to unvisited neighbours has been used by Avin et al. [6]
to improve their query processing results and partial cover time bounds. Regarding the inherent
problem of latency in random walks, they suggest performing parallel random walks as part of their
future work [5]. In Random-Collect algorithm, we also consider that data packets are performing
parallel random walks which reduces the latency considerably.
Network throughput and data rate Data arrival rate determines the frequency at which
nodes in the network are collecting data from their surroundings, hence the network throughput. It
is a critical performance parameter of the sensor network. The throughput capacity of the network
in different contexts has been thoroughly studied [8, 15, 17, 36] following the pioneering work by
Gupta and Kumar [18]. Many protocols have been proposed which offer high data rates, most
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popular among them are Directed Diffusion [22] and its variants like Rumor routing [10], Energy-
aware routing and others (see [2] and references therein). All these offer high data rates along a
reinforced path but suffer from overhead in setting up and maintaining such path. Also, these are
only suitable for query-driven models and not useful for applications which require continuous data
gathering [2].
The stable data rate in terms of different underlying graph primitives has been found under
varying contexts in literature. Banerjee et al. [7] determine the maximum data or refresh rate for a
network computing Fully-Multiplexible functions in terms of min-mincut of the graph. Their result
is a natural upper bound on our rate results as we simply collect data without any aggregation.
Dependence of rate on the maximum degree of sensor network organized as a tree has been found
by Incel et al. [21] in their setting.
3 The Random-Collect Algorithm
After the brief survey of existent literature in data collection domain, we now discuss our model and
proposed algorithm. In particular, we first discuss our network setting and modelling assumptions.
Then, we discuss the network and data collection model and present the Random-Collect algorithm
in detail. After that, a discussion about stability in data collection scenario is presented followed
by the introduction of various performance metrics.
3.1 Network Setting and Modelling Assumption
3.1.1 Network Setting
Sensor node capabilities We consider a connected multi-hop sensor network comprising a large
number of nodes deployed over a given geographical area. Each source node of the network has
a sensor which senses the environment, a transceiver which is used to send and receive data from
other network nodes, and some storage in which data sensed from the environment and received
from neighbouring nodes can be stored. Nodes other than the source nodes do not sense the
environment but help in relaying the data in the network along with the source nodes. The network
is deployed with zero configuration i.e., no node is aware of the sink position or global network
routes. Moreover, each sensor is provided with a standard pseudo-random number generator, which
is used for generating random numbers to choose among the neighbours. The ability of sensor nodes
to choose random numbers has been exploited a lot in literature, be it in Data-centric protocols
like ACQUIRE, Gradient-based routing, and Energy-aware routing or hierarchical protocols like
LEACH (see [2] and references therein).
Transceiver assumptions Each node is configured to forward data to one of its neighbour chosen
uniformly at random, but it can receive data from multiple neighbours at any time step. This is
known as transmitter gossip constraint [9,37]. It has been widely used in literature [9,26,27,37] as
it results in slow energy dissipation and also prevents data implosion by maintaining only a single
copy of data at any node [2, 20]. Multi-packet reception and simultaneous transmission-reception
are easily ensured for wired networks due to the physical connections, but, for wireless networks,
these are not possible due to interference. However, the main ideas underlying our proofs do not
change even if we consider more realistic assumptions like allowing either transmission or reception
of a single packet in a given time slot (see Section 7) and the analysis we present in this paper can
serve as a benchmark for those scenarios.
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Data generation and collection We assume that sensor nodes generate new data as required,
e.g., a temperature sensor may be configured to generate a new reading when the change over the
prior reading is at least above a certain threshold value. This data is then relayed through the
network to one of the nodes that is designated as the data sink and is responsible for collecting
data that reaches it. Depending on the application, we assume the sink can then relay the data
to some decision making or processing unit using data mules, to monitor events, perform local
computation or configure local and global actuators [10].
Network setup and routing We do not use any centralised algorithm to create connections
among the nodes. At deployment time, sensors opportunistically make connections with every
other sensor that they can directly communicate with. In wired networks, such nodes (neighbours)
are the directly connected sensor nodes, and in wireless networks, these are nodes which lie within
the transmission range of the given node. Our algorithm requires knowledge of the number of
neighbours (the degree in graph-theoretic terms), so when the initial phase of making connections
ends, each node exchanges this information with each of its neighbours. As nodes may become
unavailable frequently, due to failures or enter into sleep mode (like in wireless sensor networks),
nodes need to perform these handshakes periodically to ensure updated degree information of their
neighbours. Hence, our scheme for network creation offers a basic communication mechanism
without incurring any computational overhead. Moreover, no localization algorithm is required for
establishing the multi-hop communications.
3.1.2 Network and Data Collection Model
Network model We model the multi-hop sensor network by an undirected graph G = (V,E),
where V is the set of n sensor nodes with one sink us, Vs ⊆ V \ {us} with |Vs| = k as the
set of source nodes and E such that |E| = m as the set of edges. There is an edge e = (u, v)
between nodes u, v ∈ V , if u, v can directly communicate with each other. The neighbourhood
of a node u is the set of all nodes v ∈ V which can communicate with it, denoted by u ∼ v, i.e.,
Nbd(u) := {v ∈ V |(u, v) ∈ E}. The degree of node u is defined as deg(u) := |Nbd(u)|. We denote
the maximum and minimum degree among all nodes in the network by dmax and dmin respectively.
Time model We consider a synchronous time model wherein time is slotted across all nodes in
the network and nodes communicate with each other at the start of every time slot. Our results
do not depend on synchronisation and can be adapted to the asynchronous setting as well but in
this paper, we present the synchronous setting for the ease of presentation.
Data generation model Given a set of data sources Vs ⊆ V \{us}, we model the data generation
process at each node of Vs as a stochastic arrival process in discrete time that is Bernoulli with
parameter β and independent of the arrivals taking place at all other nodes, i.e., at each time slot
t each node generates a new data packet with probability β independent of all other nodes.
Store and forward model At any time slot t, due to the enforced transmitter gossip constraint,
each node can send only a single data packet to a chosen neighbour, but each node can receive
multiple data packets simultaneously from its neighbours. We also allow a node to send and receive
at the same time. We have discussed the implications of this assumption in Section 1 and will
further discuss how to remove this assumption in Section 7.
At every time step, each node maintains a queue of packets, either generated at the node itself
or received from neighbours, which have not been forwarded yet. For a given data generation rate
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β, we denote the number of data packets in the queue of node u, also referred to as the queue size,
at the start of slot t by Qβt (u) and let µ
β
t (u) = E
[
Qβt (u)
]
be the expected queue size. Note that
this expectation is over the random arrivals and the random choices made by our algorithm which
will be explained further in the subsequent sections.
3.2 The Algorithm
In our proposed algorithm Random-Collect, at any time slot t each node chooses a data packet from
its queue and transmits it to a randomly chosen neighbour. The movement of a data packet in the
network can be seen as a random walk on the graph G. Note that the Random-Collect algorithm is
a generalised algorithm and can be applied to any random walk φ provided Pφ[u, v] is the transition
matrix of the given random walk. In particular, for simple random walk the transition probability
from node u to v is given by
PSRW [u, v] =
{
1
deg(u)
if v ∈ Nbd(u),
0 otherwise.
(1)
Algorithm Random-Collect Algorithm run by node u at time step t given a data rate β
Require: Node u ∈ V \ {us}.
1: if Qβt (u) is non-empty then
2: u picks v ∈ Nbd(u) with probability Pφ[u, v].
3: Transmit a packet p chosen uniformly at random from Qβt (u) to v
4: end if
5: v adds packet p in Qβt+1(v)
6: u deletes packet p from Qβt+1(u)
3.3 Stability and Performance Metrics
3.3.1 Stability in Data Collection Scenario
In a data collection scenario where the data is being generated by an independent Bernoulli process
with parameter β at each node of Vs ⊆ V \{us}, the state of the network running random walk-based
data collection algorithm is described by a Markov chain (Qβt )t≥0 where each Q
β
t ∈
∏|V |−1
i=1 N∪{0},
i.e., each Qβt is a |V | − 1 dimensional vector of non-negative integers (where each coordinate is the
queue size of a vertex in V \ {us}). Now, in order for a given algorithm to be able to regularly
collect data within a finite time of its being generated, the Markov chain (Qβt )t≥0 must be stable,
i.e., as t→∞, the probability of the queues at all nodes in V \ {us} to be finite is one [33].
Following Szpankowski [44], we formally define the stable data rate of any data collection
algorithm as follows.
Definition 1 (Stable data rate). For any data collection algorithm with the data generation as
independent Bernoulli process with parameter β at all nodes in source set Vs ⊆ V \ {us} and with
|V | − 1 dimensional vector Qβt representing the state of the network at time t, for any x, the data
rate β is said to be stable if the following holds
lim
t→∞
P
[
||Qβt ||∞ < x
]
= F (x), and lim
x→∞
F (x) = 1 (2)
where ||Qβt ||∞ = max{Qβt (u) : u ∈ V \ {us}} and F (x) is the limiting distribution function.
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3.3.2 Performance Metrics
After having defined the stable data rate for any data collection algorithm, any analysis of such an
algorithm must focus on two important performance metrics: latency and throughput. We make
these notions precise in this section.
Consider our regular data generation model with rate β. To understand the notion of latency,
we partition the data generated into rounds: we number the data packets generated at any node
starting from 1, so we say that the ith data packet generated at any source node is part of round
i, thus, each round of data generated consists of |Vs| data packets that are numbered i. To define
it formally, let us consider the trace of the entire run of random walk φ i.e., ω ∈ {0, 1}V \{us}×N.
Let pv,t denote the data packet generated at node v at time t. So, we can say that pv,t is part of
round i, if for a given node v, |{t′ : ω(v, t′) = 1, 0 < t′ < t}| = i − 1 and round i comprises of
collection of packets {pv,tv : |{t′ : ω(v, t′) = 1, 0 < t′ < tv}| = i − 1 & ω(v, tv) = 1} for all v ∈ Vs.
We also define a parameter τφcol which represents the time taken to collect a single round of data
packets by random walk φ i.e., given a round i, τφcol is the time between the appearance of the last
packet of round i at any source node and the disappearance of the last packet of the given round
into the sink. So, the data collection time of the first ℓ rounds of data, τφ,ℓcol , for Random-Collect
with random walk φ is defined as,
τφ,ℓcol := min{t : Xφ,tu,j = us,∀ 1 ≤ j ≤ ℓ, u ∈ Vs} (3)
where, us denotes the sink and X
φ,t
u,j is the random variable denoting the position of j
th round data
packet of node u at the start of time slot t given that the data packets perform random walk φ.
Now, we define the average data collection time as follows.
Definition 2 (Average data collection time). The average data collection time for the network is
defined by
τ¯φ = lim
ℓ→∞
τφ,ℓ
col
ℓ
where τφ,ℓ
col
is the data collection time of the first ℓ rounds for Random-Collect with random walk φ.
Turning to the throughput we note that if the data arrival rate β is very high Random-Collect
will not be able to successfully move the data to the sink since the queues will keep growing and
become unstable. But, our stable data rate (as defined in section 3.3.1) will ensure that the queues
are finite, hence τ¯φ <∞, i.e., the average collection time is finite. We will be able to visualise this
non-trivial fact in the coming sections. Our main theorem, Theorem 1, will give a lower bound on
the stable data rate guaranteed by Random-Collect and we will also give a general upper bound
on stable data rates for any data collection algorithm. As expected, the notion of throughput is
closely related to the notion of stable data rate and we can formally define it as follows.
Definition 3 (Network throughput). Given a stable data rate β, i.e., a data rate such that the
queues of nodes in V \ {us} are stable (Szpankowski stability condition is satisfied), the network
throughput is defined as the rate at which data is received by the sink. In other words, if we have
|Vs| = k data sources (k ≤ n− 1) and a stable data rate β in a network, the network throughput is
kβ.
In the next section, we will discuss theorems analysing these two performance metrics.
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4 Results
In this section, we present our main results and discuss their consequences. First, we discuss the
data collection process at steady-state wherein we present a necessary and sufficient condition for
stability followed by the steady-state equations of the sensor nodes. Then, we analyse the network
throughput giving a lower bound on throughput guaranteed by Random-Collect algorithm and a
general upper bound. We also discuss the relation of Random-Collect’s upper bound to that of
general data collection upper bound. This discussion is followed by some examples for rate analysis
given that the data packets perform simple random walk on the graph. We conclude this section
by analysing the latency of Random-Collect algorithm by providing an upper bound on the average
data collection time and discussing some interesting examples. Detailed proof of all the theorems
and propositions discussed in this section will be presented in Section 6.
4.1 The Random-Collect Process at Steady-state
The data collection process of Random-Collect algorithm is defined by a |V |−1 dimensional vector
Qβt where each Q
β
t (u) represents the queue size at a given node u ∈ V \ {us} given a data rate
β. Szpankowski [44] shows that if the process Qβt is a Markov chain then the stability condition
described by Eq. (2) implies ergodicity and the existence of a stationary distribution for this Markov
chain. We now show that for any data collection algorithm involving random walk φ, there is a
β∗ > 0 such that Markov chain (Qβt )t≥0 that describes the state of a network is stable for all β < β
∗.
Proposition 1. For a network represented by an undirected graph G = (V,E) running data collec-
tion algorithm involving aperiodic and irreducible random walk φ of data packets on the graph with
the data generation as independent Bernoulli process with parameter β at all nodes in the source
set Vs ⊂ V and with |V | − 1 dimensional vector Qβt representing the state of the network at time t,
for all u ∈ V \ {us} where us is the sink node and any β > 0 the following condition
lim
t→∞
E
[
Qβt+1(u)−Qβt (u) | Qβt (u) > 0
]
< 0, (4)
is necessary and sufficient for the multidimensional queueing system Qβt to be stable and for Markov
chain (Qβt )t≥0 to be ergodic. This implies that the Markov chain (Q
β
t )t≥0 has a stationary distri-
bution. Moreover, there exists a β∗ > 0 such that the Markov chain is ergodic for all β < β∗ as
condition (4) holds and for all β ≥ β∗ chain is non-ergodic.
In view of Proposition 1 we say that β > 0 is a stable data rate for Random-Collect if (Qβt )t≥0 is
stable at data generation rate β. Now, given that (Qβt )t≥0 is stable and its stationary distribution
exists, let us consider the steady-state equations of nodes for our data collection process. Let At(u)
be the number of packets arriving at node u between time t and t + 1 from the environment and
E [At(u)] = β and it is independent of the queue size of u at any time. The basic one step queue
evolution equation under our data collection scenario for any source node u is as follows.
E
[
Qβt+1(u) | Qβt (u)
]
= Qβt (u)− 1{Qβt (u)>0}
∑
v:v∼u
Pφ[u, v] +
∑
v:v∼u
Pφ[v, u]1
{Qβt (v)>0}
+At(u). (5)
Now, taking expectations on both sides of one step queue evolution equation (Eq. (5)) and let
µβt (u) = E
[
Qβt (u)
]
be the expected queue size we get
µβt+1(u) = µ
β
t (u)− P
[
Qβt (u) > 0
] ∑
v:v∼u
Pφ[u, v] +
∑
v:v∼u
Pφ[v, u]P
[
Qβt (v) > 0
]
+ β (6)
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From Proposition 1, we know that if (Qβt )t≥0 is stationary at time t then µ
β
t+1(u) = µ
β
t (u). So we
have the steady-state equation for any source node u ∈ Vs as
− P
[
Qβt (u) > 0
] ∑
v:v∼u
Pφ[u, v] +
∑
v:v∼u
Pφ[v, u]P
[
Qβt (v) > 0
]
+ β = 0 (7)
For non-source nodes u ∈ V \{Vs, us}, the equation will be similar to Eq. (7), however, there will be
no β term in their steady-state equation as they do not generate any data. Similarly, for the sink
node, since it collects all data it receives i.e., kβ from the |Vs| = k source nodes each generating
data with rate β, so the steady-state equation for the sink node can be written as
− P
[
Qβt (us) > 0
] ∑
v:v∼u
Pφ[us, v] +
∑
v:v∼u
Pφ[v, us]P
[
Qβt (v) > 0
]
− kβ = 0 (8)
However, as sink has no notion of maintaining queue we have P
[
Qβt (us) > 0
]
= 0, so the above
equation gives
∑
v:v∼u Pφ[v, us]P
[
Qβt (v) > 0
]
= kβ.
We can also represent the steady-state equations of all |V | = n nodes in matrix form as follows.
For this, let us first order the nodes and number them from 1 to n in a way that the nth node
represents the sink i.e., un = us. Let η be an n element row vector representing the steady-state
queue occupancy probability of nodes in the graph i.e., for nodes u1, u2, · · · , un−1, us we have,
η = [η1 η2 · · · ηn−1 0] respectively where ηi = ηt(ui) = P
[
Qβt (ui) > 0
]
. This is defined assuming
that sink collects all data it receives and has no notion of maintaining queue (as discussed above).
Let en be another n element row vector for nodes in graph such that en = [0 0 · · · 0 1] i.e.,
en(ui) = 1 if ui = un and 0 elsewhere. Let I be the usual n × n identity matrix and let J be an n
element row vector such that Ji = 1,∀ui ∈ Vs and 0 otherwise. Also, we know for |Vs| = k source
nodes each generating data at rate β, sink node collects all data it receives i.e. kβ. So, given the
transition matrix Pφ for the random walk φ on the graph G, the steady-state queue equations at
the nodes can be written in matrix form as
ηPφ + β(J − ken) = η
η(I − Pφ) = β(J − ken) (9)
4.2 Throughput of Random-Collect Algorithm
Next we find the bounds on the stable data rate defined in Section 3.3.1 and also analyse the
resulting throughput. Our main result about throughput is as follows.
Theorem 1 (Network throughput lower bound). For a given graph G = (V,E) with |V | = n nodes,
source set Vs ⊆ V \ {us} with |Vs| = k data sources, each generating data as independent Bernoulli
arrivals with rate β, and a single sink us, consider an aperiodic irreducible random walk φ on this
graph where the sink is assumed to be non-absorbing. If the data arrival rate β is stable then it
must satisfy
β ≥ (1− λφ2 )
√
Varπ(ηi)(∑
ui∈Vs
πi + k2πs
) (10)
where λφ2 is the second largest eigenvalue of transition matrix Pφ of the random walk φ, ηi is the
queue occupancy probability of node ui and πi is its stationary distribution under random walk φ.
The corresponding network throughput is kβ.
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Moreover, if φ is the simple random walk then for dmin and dmax as the minimum and maximum
degree of nodes of the graph G respectively, stable data rate β must satisfy
β ≥ (1− λSRW2 )
√
dmin
dmax 2k(k + 1)
(11)
where, λSRW2 is the second largest eigenvalue of transition matrix PSRW . These results hold for
β < β∗, where β∗ is the critical rate below which data rates are stable and above which they are
unstable.
Note that the analysis involved in proving the above theorem for an aperiodic and irreducible
random walk φ is done assuming that the sink is non-absorbing and behaves similar to the other
nodes. This helps us to characterise the stable data rate β in terms of the underlying network
parameters as seen in Eq. (10) and Eq. (11). This lower bound on the stable data rate and the
corresponding throughput is shown to be related to the following natural upper bound on any data
collection algorithm. In order to present this generalised upper bound, we first need to define a few
terms. For any vertex subset U ⊂ V we define its edge boundary as ∂U := {(u, v) : u ∈ U, v /∈ U}.
Now, for all U ⊂ V we define a constant α(U) := |∂U ||U | and αˆ(G) := minU⊂V,us /∈U α(U). Note αˆ(G) ≤
α(G) where α(G) = min
U⊂V,|U |≤ 1
2
|V |
|∂U |
|U | is the edge expansion of graph G [12].
Proposition 2 (Generalised network throughput upper bound). Given a graph G = (V,E) with
|V | = n nodes and each node in set Vs = V \ {us} having independent Bernoulli data arrivals with
rate β, no data collection algorithm is able to achieve stable queues for β such that
β > min
{
αˆ(G),
dus
n− 1
}
(12)
where dus is the degree of the sink, αˆ(G) = min
U⊂V,us /∈U
|∂U |
|U | is a constant and αˆ(G) is at most α(G),
the edge expansion of graph G.
Discussion about network throughput upper bound for Random-Collect Now, for com-
paring the network throughput upper bound of Random-Collect with that of general data collection
upper bound consider the worst-case scenario having Vs = V \{us} as the source set with each node
in Vs receiving data as independent Bernoulli arrivals with rate β. In Random-Collect algorithm,
instead of deterministically sending a data packet along any edge we send it with some probability
given by Pφ[·, ·] where Pφ is its transition matrix. Now, for any vertex u ∈ V , we define its measure
as, ρ(u) :=
∑
v∈V
Pφ[u, v]. Similarly, for any U ⊂ V we define the measure ρ(U) = ∑
u∈U
ρ(u) and we
define its edge boundary as ∂U := {(u, v) : u ∈ U, v /∈ U}. Thus, ρ(∂U) = ∑
u∈U,v/∈U
Pφ[u, v]. Now,
we define constants h(U) := ρ(∂U)ρ(U) and hˆ(G) := minU⊂V,us /∈U
h(U) ≤ h(G) where h(G) is the Cheeger’s
constant for the random walk on the graph G.
We know, for any given set U ⊂ V , where us /∈ U the maximum data flow that can move out
of this set is the flow across the boundary ∂U , so
βρ(U) ≤ ρ(∂U) (13)
β ≤ min
U
h(U) = hˆ(G) ≤ h(G) (14)
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Table 1: Rate bounds using Random-Collect with φ as simple random walk for various graphs with
Vs = V \ {us}
Graph Lower bound Exact rate General
upper bound
Cycle
1
n2
√
2n(n− 1)
4
n2
2
n− 1
Star Graph with sink at centre
and ǫ as self loop probability at each node
1√
2n(n− 1)2 1− ǫ 1
Star Graph with sink at outer node
1√
2n(n− 1)2
1
(n− 1)2
1
n− 1
Complete graph
n√
2n(n− 1)3
1
n− 1 1
x-dimension Hypercube with n = 2x
1
log n
√
2n(n− 1)
5
log n1.5log n
log n
n− 1
Random Geometric Graph
log n
n
√
2n(n− 1) -
log n
n− 1
Now, for set U = Vs = V \ {us}, we have hˆ(G)) ≤
∑
u:u∼us
Pφ[u,us]
n−1 . So, from eq. (13) β ≤∑
u:u∼us
Pφ[u,us]
n−1 . Hence, the maximum value of stable data rate for Random-Collect is given by,
β ≤ min
{
hˆ(G),
∑
u:u∼us
Pφ[u, us]
n− 1
}
(15)
Now, let us compare the general upper bound for any data collection algorithm (Eq. (12)) with
Random-Collect’s upper bound (Eq. (15)). For regular graphs
∑
u:u∼us
Pφ[u, us] =
∑
u:u∼us
Pφ[us, u] = 1
and hˆ(G) = αˆ(G)d , so we always achieve a rate which is at least a factor d less than any other data
collection algorithm. Similarly, for non-regular graphs
∑
u:u∼us
Pφ[u, us] ≤ dus and αˆ(G)dmax ≤ hˆ(G) ≤
αˆ(G)
dmin
where dmin and dmax are the minimum and maximum degree of the graph G, so we are at least
a factor dmin and at most dmax less than other algorithms. So, in order to achieve data collection
in low configured networks using Random-Collect we need to compromise on rate by certain factor.
We will illustrate this with the help of an example in the next discussion.
Discussion about rate results In Table 1 we present lower bound on the data rate for Random-Collect
algorithm given that the data packets perform simple random walk on the graph and a general up-
per bound on the data rate for any data collection algorithm for various network topologies. We
also present the exact values of data rate β which are easy to calculate using elementary algebra
for these topologies. In all these cases we assume that Vs = V \ {us}.
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If we consider the complete graph topology it is easy to see that the exact rate is O(1/n − 1)
(see Section 5). As, the spectral gap of the simple random walk on the complete graph of n nodes
is n/n − 1 we note that for this case our lower bound is tight up to constant factors i.e., both the
exact value and the lower bound have order Θ(1/n). Hence it is clear that our lower bound cannot
admit any asymptotic improvement in general. On the other hand, consider cycle topology which
shows that for specific cases a better lower bound may be possible. We note that our spectral
gap-based lower bound is a Θ(1/n) lower than the exact value for this case. In view of our upper
bound result, Proposition 2, that relates the throughput to the edge expansion, we conjecture that
the reason the bound is weak is because although the cycle topology has spectral gap Θ(1/n2), its
edge expansion is Θ(1/n). To contextualise this, let us recall that Cheeger’s inequality says that
the square of the “bottleneck ratio” or the “conductance” (both quantities that are closely related
to the edge expansion) is a lower bound on the spectral gap of a Markov chain (see, e.g., Theorem
13.10 of [31]). In fact, the cycle graph or the path graph are examples that show that the lower
bound in Cheeger’s inequality is tight for this very reason (see Example 13.12 of [31] for a fuller
discussion).
Regarding the upper bound on data rate, star graph topology with sink at centre achieves
an exact data rate of 1 (see Section 5) i.e., all nodes can send all data to the sink without any
delays. This rate result is also clear from the topology itself as all nodes are connected only to
the sink, thus, can send uninterrupted data. Hence, for this case both general data collection and
Random-Collect algorithm’s upper bound is tight and of the order Θ(1). Note that the upper
bound on data rate for Random-Collect algorithm is tight for complete graph as well. Now as
pointed out in the throughput upper bound discussion earlier, the maximum rate at which the sink
can ingest data is upper bounded by the sum of the probabilities of edges incoming to it which
means the maximum rate Random-Collect can achieve is lower than the upper bound presented in
Proposition 2 by a factor of at least the minimum degree of the graph and at most the maximum
degree of the graph. This loss of factor equal to the maximum degree of graph shows up in the
case of the star graph with sink at one of the outer vertices where Random-Collect achieves the
best possible rate of O(1/(n − 1)2) which is still a factor of n − 1 less than the best possible rate
achieved by any data collection algorithm.
4.3 Latency Analysis of Random-Collect Algorithm
Now after defining the steady-state of our Markov chain (Qβt )t≥0 and the throughput results, we
next discuss the latency of our algorithm at stationarity for |Vs| = k source nodes.
Theorem 2 (Average data collection time). Given a graph G = (V,E) representing the underlying
network with source set Vs ⊆ V \{us} having k nodes each receiving independent Bernoulli arrivals
with stable rate β, for β ≤ 1/2 the average data collection time for Random-Collect is
τ¯φ ≤ α log k
(
1
β
+
tφ
hit
1− c(β)
)
(16)
where α > 1 is a constant, c(β) ∈ [0, 1] is a continuous and increasing function of β with c(0) = 0
and c(β) → 1 as β → β∗ where β∗ is the critical rate below which data rates are stable and above
which they are unstable and tφ
hit
is the worst-case hitting time of random walk φ on G.
Discussion about latency result Given that β∗ is the critical rate below which data rates are
stable and above which they are unstable, let us analyse our latency results at stationarity. We know
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from the basic queueing theorem (Theorem 4) that the stability condition implies that for all u ∈
V \{us} we have, limt→∞ P
[
Qβt (u) = 0
]
> 0, so P
[
Qβ
∗
t (u) = 0
]
= 0. Now, if the system is unstable
i.e., as the data rate β → β∗, we will have c(β)→ 1 as, c(β) = limt→∞maxu∈V \{us} P
[
Qβt (u) ≥ 2
]
,
so the second term involving delay probability in Eq. (16) starts determining the average data
collection time and τ¯φ → ∞. So, as long as our system is stable i.e., β < β∗, our average data
collection time τ¯φ is finite.
Now let us consider φ to be the simple random walk and tSRWcov be the time required by the
random walk to cover all the states (see Chapter 11 [31]). Recall the definition of tSRWhit . Let x, y ∈ V
be states for which tSRWhit = maxx,y∈V
Ex[τ
SRW
y ], thus any walk starting at x must have visited y by
the time all states are covered, so we have tSRWhit ≤ tSRWcov . For a connected graph like the given
graph G it is not possible for the simple random walk to assign non-zero probability to a vertex
it has not yet visited, so we can conclude that tSRWcov ≤ tSRWmix , where tSRWmix is the mixing time of
the graph (see Section 4.5 [31]). We know for simple random walk with source set Vs = V \ {us},
β ≥ (1− λ2)
√
dmin
dmax 2n(n−1)
(by Theorem 1) and tφhit ≤ tSRWmix ≤ logn1−λ2 (Theorem 12.3 [31]). So, if the
system is stable at stationarity i.e., for data rates β < β∗ using above results in Eq. (16) we have
τ¯φ is O
(
log k
β
)
. This result is not surprising in the sense that for the stable rate since the queues
are finite, hence stable, we expect that the data being generated is cleared in a time inversely
proportional to the rate in which it is generated and factor of log k comes from the k independent
random walks performed by the data packets.
So, there is a visible trade-off between the data rate at which sources generate data and the
latency in data collection by the sink i.e., we cannot achieve a high data rate and low latency at
the same time. Since our latency depends on parameter c(β) which in turn depends on the data
rate β, we can choose a particular value of β to adjust to our latency requirements. Moreover, this
latency-data rate trade-off can help the network designer to give preference to one of the metrics
i.e., either latency or data rate.
Now, having discussed the impact of various parameters on the latency let us look at some
examples which will give us an insight about latency results for various common topologies. For
this we consider working with source set Vs = V \ {us} and data rate β < β∗ i.e., c(β) < 1, as
discussed before this ensures that latency is within control and queues at the nodes are finite.
For cycle topology tSRWhit = Θ(n
2)[4] and our lower bound on rate for Random-Collect given data
packets perform simple random walk is Ω(1/n3) (see Table 1), so from Eq. (16) the average data
collection time is O(n3 log n). For hypercube topology tSRWhit = Θ(n)[4] and Random-Collect lower
bound for simple random walk is Ω(1/n log n) (see Table 1), so average data collection time is
O(n log2 n). Similarly if we consider star topology with sink at the centre tSRWhit = Θ(n)[4] and
Random-Collect lower bound for simple random walk is Ω(1/n
√
n) (see Table 1), so average data
collection time is O(n
√
n log n). Our conjecture, that for a simple random walk on a network with
k source nodes as long as β < β∗ the average data collection time is O
(
log k
β
)
holds true for all
these examples.
5 Examples
In this section, we discuss rate analysis of various graphs given that the data packets perform
simple random walk on the graph and with the source set Vs = V \ {us}. First, we compute the
exact rate for various topologies using first principles and a simple method involving partitions.
Then, we compute the exact rate using same principles for an extreme scenario with just two data
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sources out of n sensor nodes. Finally, we end the section by presenting the rate lower and upper
bound guaranteed by Random-Collect algorithm and a general upper bound of any data collection
algorithm for the same topologies as discussed before. We have already summarised our results in
Table 1.
5.1 Exact Rate of Data Collection for n− 1 Sources
In this section, we will obtain the exact rate for various graphs for Vs = V \ {us} using two simple
methods: first principles method and method involving partitions. We will discuss each of the
methods in the remaining section.
First principles method
This method is based on elementary algebra. We know from Proposition 1, the steady-state equa-
tion for any source node u ∈ Vs is
−
∑
v:v∼u
Pφ[u, v] · ηu +
∑
v:v∼u
Pφ[v, u] · ηv + β = 0 (17)
where ηu = ηt(u) = P
[
Qβt (u) > 0
]
(we drop the subscript at steady-state and superscript where
rate is understood). In this method, we will use this equation iteratively for various nodes to
compute the exact rate for φ as simple random walk. Let us see some examples solved using this
method.
Cycle graph Let G be an n node even cycle or ring graph with Vs = V \ {us} as the set of
data sources. Let us start numbering the nodes after the sink in clockwise direction. So, we have
the immediate neighbours of sink us as nodes u1 and un−1, as sink itself is us = un. Now, using
steady-state equation Eq. (17) for the neighbours of sink we have, for node u1: −η1+ η22 +β = 0⇒
η2− η1 = η1− 2β and for node un−1: −ηn−1+ ηn−22 +β = 0⇒ ηn−2− ηn−1 = ηn−1− 2β. Similarly,
for any general node ui which is not a neighbour of sink Eq.(17) gives
(ηi+1 − ηi) = (ηi − ηi−1)− 2β. (18)
Using steady-state equations (Eq. (17)) of node u1, un−1 and general node ui ∈ V \ {u1, un−1, us},
we get
η1 = 2(n − 1)β − ηn−1 (19)
Now, using Eq. (18) for nodes u2 to un
2
−1 and results from the successor nodes we will obtain
steady-state equations in terms of β and η1 like for node u2 we will have η3 − η2 = η2 − η1 −
2β = −2β(2) + η1. Now, adding all such steady-state equations of node u1 to un
2
−1, we have:
ηn
2
− η1 = −2β
(
1 + 2 + 3 + · · ·+
(
n
2 − 1
))
+
(
n
2 − 1
)
η1, so
ηn
2
= −βn
2
(n
2
− 1
)
+
n
2
η1 (20)
Similarly, repeating the above procedure for nodes un−1 to un
2
+1, we have: ηn
2
−ηn−1 = −2β
(
1+
2 + 3 + · · ·+
(
n
2 − 1
))
+
(
n
2 − 1
)
ηn−1, so
ηn
2
= −βn
2
(n
2
− 1
)
+
n
2
ηn−1 (21)
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Now, adding Eq.’s (20) and (21), we have: 2ηn
2
= −βn
(
n
2 − 1
)
+ n2 (η1+ ηn−1). Using Eq. (19) and
the fact that ηn
2
≤ 1 in above equation we get, β ≤ 4
n2
= O
(
1
n2
)
.
Star graph with the sink at the centre Now, let G be an n node star graph with sink us at
centre and Vs = V \{us} as the set of data sources. So, this means all nodes in set Vs are symmetric
and are only connected to the sink, which means that they can only send data and receive no arrival
as sink doesn’t transmit any data. Now, to make Markov chain on set V aperiodic and irreducible
we put very small self loop probability ǫ > 0 at every node. So, steady-state equation (Eq. (17))
for node ui ∈ V \ {us} with PSRW [ui, us] = 1− ǫ is: −ηi(1− ǫ) + β = 0. As, ηi ≤ 1 so β ≤ 1− ǫ.
Star graph with the sink at the outer node Now, let G be an n node star graph with sink
us at the outer node and Vs = V \ {us} as the set of data sources. Now, let ηc and ηi be the
probability of queue occupancy of the centre node and all other symmetric outer nodes (except the
sink) respectively. The node at the centre receives data from all symmetric outer nodes except the
sink, so we can write its steady-state equation (Eq. (17)) as:
− ηc + (n − 2)ηi + β = 0 (22)
Now, for all outer nodes except the sink we have
− ηi + 1
n− 1ηc + β = 0 (23)
Multiplying Eq. (23) by (n − 2) and adding with Eq. (22), we get β = ηc(n−1)2 . As, ηc ≤ 1 so
β ≤ 1
(n−1)2
.
Complete graph Let G be a complete graph with Vs = V \ {us} as the set of data sources. We
know, every node ui in the graph except the sink is symmetric, so steady-state equation (Eq. (17))
for node ui ∈ V \ {us} with PSRW [ui, uj ] = 1/n − 1 for uj ∈ V is: −ηi + (n − 2) ηin−1 + β = 0. So,
β = ηin−1 . As, ηi ≤ 1 so β ≤ 1n−1 .
Partition method
For simple graph topologies like cycle, star or complete graph elementary algebra easily helps to
compute the exact rate. However, for other regular topologies like Hypercube getting the exact rate
only using elementary algebra is not straight forward so we develop other simple method which is
described as follows. Consider a partition of set V into U and V \ U such that us ∈ V \ U . Given
the source set Vs we know that the set of sources in U is Vs ∩ U . For regular graphs we know,
PSRW [u, v] = PSRW [v, u] so for a source node u ∈ U we can rewrite the steady-state equation
(Eq. (17)) for φ as simple random walk as∑
v:v∼u
PSRW [u, v] · (ηu − ηv) = β (24)
Now, summing the steady-state equation for all nodes u ∈ U , we have∑
u∈U,v∈V \U
PSRW [u, v](ηu − ηv) = |Vs ∩ U |β (25)
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We obtain Eq.(25) as nodes in U other than the source nodes do not generate any data, hence
have no contribution in the β term. Note that the exact rate for the regular graphs like cycle
and complete graph discussed before in first principles method can also be obtained using method
involving partitions, however we skip them here. Let us consider some other examples solved using
this method.
x−dimension Hypercube Now, let G be an n node x-dimension hypercube i.e., each of the
vertices have x bit labels, so n = |V | = 2x. Consider sink to be the node that is labelled all 0s i.e.,
us = (0, 0, . . . , 0) and Vs = V \ {us} as the set of data sources. By symmetry we can assume that
the probability of queue occupancy at all nodes that are at the same distance from the sink are the
same. Let the probability of queue occupancy for nodes at distance r from the sink be ηr. These
nodes have r bits set to 1 in their label and so can easily be seen to be
(x
r
)
in number. Let Sr be
the nodes with r 1s in their label and Ur = ∪xi=rSi be the set of nodes at distance r or more from
the sink. Now, applying Eq. (25) to the partition (Ur, V \Ur), we note that the only edges crossing
the partition go from the nodes of Sr to nodes of Sr−1 and there are exactly r such edges. So we
get, β ·∑xi=r (xi) = (ηr − ηr−1) · rx · (xr), i.e.,
ηr − ηr−1
β
=
x
r
·
x∑
i=r
(
x
i
)(x
r
) , (26)
for r = 1 to x. It is easy to see that
( xr+j)
(xr)
=
(x−rj )
(r+jj )
. Replacing this value and summing up the x
equations of the form (26), we get ηx−η0β =
∑x
r=1
∑x−r
j=0
x
r ·
(x−rj )
(j+rj )
. Since,
(
r+j
j
) ≤ 2r+j , ηx ≤ 1 and
η0 = 0, we get
1
β
≥
x∑
r=1
x
r2r
·
x−r∑
j=0
(x−r
j
)
2j
(27)
Since we know that
∑n
j=0
(n
j
)
yj = (1 + y)n, putting y = 1/2 and n = x − r and then using in
Eq. (27) we get 1β ≥
∑x
r=1
x
r2r ·
(
3
2
)x−r
. So, 1β ≥ x ·
(
3
2
)x∑x
r=1
1
r ·
(
1
3
)r
. As, r ≤ 2r for r ≥ 1, we have
1
β ≥ x ·
(
3
2
)x∑x
r=1
1
2r · 13r . So, 1β ≥ x ·
(
3
2
)x · 15(1− 6−x). This gives us β ≤ 5x1.5x = 5log n1.5log n .
5.2 Exact Rate of Data Collection for Two Sources
In this section, we consider the extreme scenario of just two source nodes out of n sensor nodes in
graph i.e., (|Vs| = 2). We will again be using the first principles and partition based methods as
discussed before to compute the exact rate for various topologies under this scenario.
Cycle graph For an n node even cycle graph, we want to find the minimum possible rate for
(|Vs| = 2) two sources. Now, let us number the nodes from 0 to n−1 in clockwise direction such that
the sink us = un with u0 and un−1 as its immediate neighbours. Consider a partition (Ui, V \ Ui)
at a distance i from the sink such that it cuts the cycle at two symmetric points and the two source
nodes are present after this partition, so from Eq. (25) we have
2β =
1
2
(
(ηi − ηi−1) + (ηn−i − ηn−i+1)
)
(28)
To minimize β we need to minimize the difference between queue occupancy probability (ηi’s),
which is possible only if we maximize the distance from sink i.e., sources are present farthest from
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sink. So, we consider one source at distance i = n2 , since it is an even cycle we can only have one
node at this distance, so we consider the other source node at the next farthest level i.e. at distance
i = n2 − 1. So, for the partition (Ui, V \ Ui) at distance i = n2 , from Eq. (25) we have
β =
1
2
(
(ηn
2
− ηn
2
− 1) + (ηn
2
− ηn
2
+ 1)
)
(29)
Now, summing the equation (28) for i = 1 to n2−1 with equation (29), we get 2
(
n
2 − 1
)
β+β = 122ηn2
which means β =
ηn
2
n−1 . Now, as ηn2 ≤ 1 so β ≤
1
n−1 .
Star with sink at centre Let us consider an n node star graph with sink at centre and |Vs| = 2
data sources, we know the probability of queue occupancy of the sink ηs = 0, so let ηds be the
probability of queue occupancy of source nodes. Now, we know in this topology all nodes are directly
connected to the sink so non-data source nodes have no role to play. Also, any node u ∈ Vs sends
data to the sink and has no arrival as sink doesn’t transmit any data, so again we put very small
self loop probability ǫ > 0 at every node to make Markov chain on set V aperiodic and irreducible.
So, steady-state equation (Eq. (17)) for any source node u ∈ Vs with PSRW [u, us] = 1 − ǫ is:
−ηds(1− ǫ) + β = 0. As, ηds ≤ 1 so β ≤ 1− ǫ.
Star with sink at outer edge Let us consider an n node star graph with sink at outer edge
and |Vs| = 2 data sources, we know the probability of queue occupancy of the sink ηs = 0, so let ηc
be the probability of queue occupancy of the centre node (let it be c), ηds of data sources and ηnds
of all non-data sources. Now, consider the case when centre node is not a data source, so source
nodes are the edge nodes. So, steady-state equation (Eq. (17)) for any data source node u ∈ Vs is:
− ηds + ηc
n− 1 + β = 0 (30)
Similarly, for non-data source node we have: −ηnds + ηcn−1 = 0 which gives ηnds = ηcn−1 . Now,
writing steady-state equation for centre node: −ηc +2ηds + (n− 4)ηnds = 0. Using value of ηnds in
the given equation, we have
2ηds − ηc 3
n− 1 = 0 (31)
Multiplying Eq. (30) by 2 and adding with Eq. (31), we get: β = ηc2(n−1) . As, ηc ≤ 1, we have
β = 12(n−1) . Similar results are obtained if the centre node is considered as a data source.
Complete graph Now, let us consider an n node complete graph with one of the nodes as sink
and a set of |Vs| = k data sources. We know the probability of queue occupancy of the sink ηs = 0,
so let ηds be the probability of queue occupancy of all data sources and ηnds of all non-data sources.
Now, let U be the set of all non-data sources. So, for this partition (U, V \U) from Eq. (25) we have
0 = k(n−1−k)n−1 (ηnds − ηds) + (n−1−k)n−1 (ηnds − ηs). Now, as ηds ≤ 1 and ηs = 0, we have ηnds = kk+1 .
Now, consider set U = V \ {us}, from Eq. (25) for partition (U, V \ U) we have
kβ =
k
n− 1(ηds − ηs) +
n− 1− k
n− 1 (ηnds − ηs)
Using the value of ηnds and the facts that ηs = 0 and ηds ≤ 1 in above equation we get β ≤
n
(n−1)(k+1) . So, for k = 2 also we have, β ≤ n3(n−1) .
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x−dimension Hypercube For x−dimension Hypercube with n = 2x nodes, we want to find the
minimum possible rate for (|Vs| = 2) two sources. Now, by symmetry we know that the probability
of queue occupancy of all nodes that are at the same distance from the sink is the same. Let the
probability of queue occupancy for nodes at distance r from the sink be ηr and we have
(
x
r
)
such
nodes. Let Sr be the nodes with r 1s in their label and Ur = ∪xi=rSr be the set of nodes at distance
r or more from the sink. Now, for two sources applying Eq. (25) to the partition (Ur, V \ Ur),
we have 2β = (ηr − ηr−1) rx
(x
r
)
. To minimize β we need to minimize the difference between the
probability of queue occupancy, which is possible only if we maximize the distance from sink i.e.,
sources are present farthest from sink. So, in the worst-case for two sources, we will consider one
source at distance x (node of all 1’s) from the sink and other one at distance x−1, since at distance
x we can have only one node (
(x
x
)
= 1). So, for r = 1 to x − 1 we can rewrite the steady-state
equation as
(ηr − ηr−1)
β
=
2x
r
(x
r
) (32)
Summing Eq. (32) from r = 1 to x − 1, we have (ηx−1−η0)β =
∑x−1
r=1
2x
r(xr)
. For r = x, we have
β = (ηx − ηx−1)xx
(
x
x
)
which gives (ηx−ηx−1)β = 1. Now, adding equations for r = 1 to x, we get
(ηx−η0)
β = 1 +
∑x−1
r=1
2x
r(xr)
. As, ηx ≤ 1 and η0 = 0. Also, r ≤ 2r and
(
x
n
) ≤ 2x, using these we get
(ηx−η0)
β = 1+
∑x−1
r=1
2x
r(xr)
. So, 1β ≥ 1+ 2x2x
∑x−1
r=1
1
2r ≥ 1+ 2x2x (1− 2x−1). This gives us β ≤ 2
x
2x+2x . So,
for two sources the minimum possible rate is β ≤ nn+2 logn .
5.3 Rate Bounds
In this section, we compute the rate bounds for various topologies. First, we present the spectral
gap based lower bound of Random-Collect algorithm with φ as simple random walk. Then, we
present the general upper bound for any data collection algorithm and also the upper bound for
Random-Collect algorithm for simple random walk. Finally, we compare these bounds with the
exact rate computed in earlier section (Section 5.1) to conclude whether the bounds are tight or
not. Let us look at some of the topologies.
Cycle graph Let G be an n node even cycle or ring graph with Vs = V \ {us} as the set of
data sources. So we know, for the given graph second largest eigenvalue of transition matrix for
Random-Collect for φ as simple random walk is λSRW2 = 1 − O(1/n2) (see Section 12.3 [31],[42])
and as it is a regular graph so dmin = dmax. So, the lower bound on stable rate given by Theorem 1
is β ≥ 1−λ2√
2n(n−1)
= 1
n2
√
2n(n−1)
.
Now, for cycle graph we have, dus = 2, so the general upper bound from Proposition 2 is
β ≤ 2n−1 . In particular for Random-Collect, we know for all nodes u ∈ Vs, PSRW [u, us] = 1/2, so∑
u:u∼us
PSRW [u, us] = 1. So, from Eq. (15) (see Discussion in Section 4.2) upper bound on stable
rate for Random-Collect is β ≤ ∑
u:u∼us
PSRW [u,us]
n−1 =
1
n−1 . From section 5.1, we have the exact rate
for cycle graph as β ≤ 4
n2
= O
(
1
n2
)
, hence, for cycle graph exact rate falls within our proposed
bounds, i.e., neither of the bounds are tight. The situation is similar for the path graph.
Star graph with the sink at the centre Now, let G be an n node star graph with sink us at
centre and Vs = V \ {us} as the set of data sources. Now, for Random-Collect algorithm with φ
19
as simple random walk having transition matrix PSRW , it is easy to check that second eigenvalue
of given graph λSRW2 is zero. Also, for star graph dmax = n− 1 and dmin = 1, so from Theorem 1
lower bound on stable data rate is β ≥ 1√
2n(n−1)2
.
Also, we know for the given configuration of star graph dus = n−1, so the general upper bound
from Proposition 2 is β ≤ 1. In particular for Random-Collect we have, transition probability
PSRW [u, us] = 1− ǫ for all u ∈ V \{us}, where ǫ > 0 is the self loop probability. Recall we add this
probability at every node to make Markov chain on set V of this graph aperiodic and irreducible. So,∑
u:u∼us
PSRW [u, us] = n−1(1−ǫ). Using this result in Eq. (15) (see Discussion in Section 4.2) we get
the upper bound for data arrival rate at nodes for Random-Collect as, β ≤ ∑
u:u∼us
PSRW [u,us]
n−1 = 1−ǫ.
From section 5.1, we have the exact rate for the star graph with sink at centre as β ≤ 1− ǫ. As, the
value of self-loop probability ǫ is very small, hence, for star graph with sink at centre both general
and Random-Collect’s upper bound on the rate are tight.
Star graph with the sink at the outer node Now, let G be an n node star graph with sink
us at the outer node and Vs = V \ {us} as the set of data sources. Now, for Random-Collect
algorithm with φ as simple random walk having transition matrix PSRW , it is easy to check that
second eigenvalue of given graph λSRW2 is zero, dmax = n − 1 and dmin = 1. So, from Theorem 1
lower bound on the stable data rate as β ≥ 1√
2n(n−1)2
.
Also, we know for the given configuration of star graph dus = 1, so the general upper bound
from Proposition 2 is β ≤ 1n−1 . In particular for Random-Collect we have, transition probability
PSRW [u, us] = 1/n − 1 as us is connected only to the centre node which has degree n − 1, so∑
u:u∼us
PSRW [u, us] = 1/n−1. Using this result in Eq. (15) (see Discussion in Section 4.2) we get the
upper bound for data arrival rate at nodes for Random-Collect as, β ≤ ∑
u:u∼us
PSRW [u,us]
n−1 =
1
(n−1)2
.
From section 5.1, we have the exact rate for star graph with sink at outer edge as β ≤ 1n . Hence,
for star graph with sink at the outer node general upper bound on the rate is tight up to constant
factors whereas Random-Collect’s upper bound is lower than the general upper bound by a factor
of n− 1.
Complete graph Let G be a complete graph with Vs = V \ {us} as the set of data sources.
For the given graph, we can easily check that the second largest eigenvalue of transition matrix for
Random-Collect with φ as simple random walk is − 1n−1 and as it is a regular graph so dmin = dmax.
So, the lower bound on stable rate given by Theorem 1 is β ≥ n√
2n(n−1)3
.
Now, for complete graph we have, dus = n− 1, so the general upper bound from Proposition 2
is β ≤ 1. In particular for Random-Collect we have, transition probability PSRW [u, us] = 1/n − 1
and dus = n − 1, so
∑
u:u∼us
PSRW [u, us] = 1. Using this result in Eq. (15) (see Discussion in
Section 4.2) we get the upper bound for data arrival rate at nodes for Random-Collect is, β ≤∑
u:u∼us
PSRW [u,us]
n−1 =
1
n−1 . From section 5.1, we have the exact rate for complete graph as β ≤ 1n−1 .
Hence, for the complete graph both upper and lower bound on the rate for Random-Collect are
tight up to constant factors.
x−dimension Hypercube Now, let G be an n node x-dimension hypercube i.e., each of the
vertices have x bit labels, so n = |V | = 2x. Consider sink to be the node that is labelled all 0s
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i.e., us = (0, 0, . . . , 0) and Vs = V \ {us} as the set of data sources. Now, the second eigenvalue of
given graph for φ as simple random walk λSRW2 is 1− 1x (see Section 12.4 [31] and as it is a regular
graph so dmin = dmax. So, from Theorem 1 lower bound on stable data rate is β ≥ 1
x
√
22x(2x−1)
=
1
logn
√
2n(n−1)
.
Also, we know for the given configuration of star graph dus = x, so the general upper bound from
Proposition 2 is β ≤ xn−1 = lognn−1 . In particular for Random-Collect we have, transition probability
PSRW [u, us] = 1/x and dus = x, so
∑
u:u∼us
P[u, us] = 1. Using this result in Eq. (15) (see Discussion
in Section 4.2) we get the upper bound for data arrival rate at nodes for Random-Collect as,
β ≤ ∑
u:u∼us
PSRW [u,us]
n−1 =
1
n−1 . From section 5.1, we have the exact rate for x−dimension hypercube
as β ≤ 5
log n1.5log n
. Hence, for x- dimension hypercube our rate falls within the proposed bounds.
Random geometric graph Now let G be a random geometric graph of n nodes with Vs =
V \ {us} as the set of data sources where nodes are thrown uniformly at random into a unit disc,
we choose transmission radius r such that r > (1 + ǫ)rc where rc = Θ
(√
logn
n
)
is the critical
radius. This ensures that the graph remains connected with high probability [40][18][42]. The
second eigenvalue corresponding to such graph for Random-Collect (gossip setting) with φ as simple
random walk is 1 − Θ(r2)[42], dmax = O(log n) and dmin = Ω(log n) (see Theorem 1.4 [23]). So,
from Theorem 1 lower bound on the stable data arrival rate β ≥ logn
n
√
2n(n−1)
.
Now, we know dus = O(log n), so the general upper bound from Proposition 2 is β ≤ O
(
logn
n−1
)
.
In particular for Random-Collect with φ as simple random walk, we have
∑
u:u∼us
PSRW [u, us] ≤ 1,
so from Eq. (15) (see Discussion in Section 4.2) upper bound for data arrival rate at nodes for
Random-Collect is β ≤ ∑
u:u∼us
PSRW [u,us]
n−1 ≤ 1n−1 = O
(
1
n−1
)
. Finding the exact rate for RGG from
first principles like we did for other examples is difficult, so we skip it here.
6 Proofs
In this section, we present the detailed proofs of all the theorems and propositions. First, we prove
the existence of stationary distribution and give a necessary and sufficient condition for the stability
of our Markov chain (Qβt )t≥0. Then, we present the proofs involved in throughput analysis and
finally conclude with the proof of latency analysis theorem.
6.1 Stability, Stationarity and Steady-state
Our algorithm, Random-Collect’s data collection process is defined by a |V |− 1 dimensional vector
Qβt where each Q
β
t (u) represents the queue size at a given node u ∈ V \{us} given a data rate β. The
Markov chain (Qβt )t≥0 defined by this process achieves steady-state when the resulting queuesQ
β
t (u)
of the nodes u ∈ V \ {us} in the graph are stable as defined by Szpankowski [44] (see Section 3.3).
Now, we will present the necessary and sufficient condition for the stability of the given queueing
system and the stationarity of the resulting Markov chain. But, to prove this stability proposition
we first need a lemma that shows that the conditional drift E
[
Qβt+1(u)−Qβt (u) | Qβt (u) > 0
]
is
monotonic in β in the limit as t→∞.
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Lemma 1. Given an undirected graph G = (V,E) with a |V |−1 dimensional vector Qβt representing
the state of the network for data rate β at time t, for an infinitesimal dβ and u ∈ V \ {us}, let
f(β) = limt→∞ E
[
Qβt+1(u)−Qβt (u) | Qβt (u) > 0
]
then the derivative of f(β) is non-negative in
[0, 1].
Proof. To prove this consider two Markov chains Qβt (MC(β)) and Q
β+dβ
t (MC(β + dβ)) with
infinitesimal dβ on the given graph G = (V,E). For the data generation process in the two
chains, let us generate a random variable φt(u) ∈ [0, 1] with uniform distribution such that for
all u ∈ V \ {us}, if φt(u) ≤ β then, new data packet is generated at node u in both the chains
Qβ+dβt and Q
β
t i.e., Q
β
t+1(u) = Q
β
t (u) + 1 and Q
β+dβ
t+1 (u) = Q
β+dβ
t (u) + 1; if β < φt(u) ≤ β + dβ
then, new data packet is generated at node u in Qβ+dβt but not in Q
β
t i.e., Q
β
t+1(u) = Q
β
t (u)
and Qβ+dβt+1 (u) = Q
β+dβ
t (u) + 1 and if φt(u) > β + dβ then, there is no new data generation at
node u in either of the chains i.e., Qβt+1(u) = Q
β
t (u) and Q
β+dβ
t+1 (u) = Q
β+dβ
t (u). This means that
whenever new data is generated at any node in Qβt chain then, it is definitely generated at the
corresponding node in Qβ+dβt chain but not vice-versa. Now, consider the coupling over space
{0, 1}V ×N×{0, 1}E×N. In this coupling, irrespective of the queue size i.e., whether queue is empty
or non-empty, if one chain makes a transmission decision then the same decision is followed in the
other chain, so that the trajectories of the two chains are coupled.
Now, for the source set Vs ⊆ V \ {us} with |Vs| = k, let Nβ+dβt and Nβt be the total number
of packets generated in MC(β + dβ) and MC(β) respectively till time t and Λβt = N
β+dβ
t − Nβt .
Now, consider g : [0, 1]→ R to be a function of random variables dependent on β such that g(β) is
bounded. So, we have
lim
dβ→0
g(β + dβ)− g(β)
dβ
= E
[(
lim
dβ→0
g(β + dβ)− g(β)
dβ
| Λt
)]
=
∞∑
i=0
(
lim
dβ→0
g(β + dβ)− g(β)
dβ
| Λβt = i
)
· P [Λt = i]
= lim
dβ→0
(
g(β + dβ)− g(β) | Λβt = 0
)
dβ
· P [Λt = 0]
+ lim
dβ→0
(
g(β + dβ)− g(β) | Λβt = 1
)(
kt(1− dβ)kt−1
)
+
∞∑
i=2
lim
dβ→0
(
g(β + dβ)− g(β) | Λβt = i
)
dβ
((
kt
i
)
dβi(1− dβ)kt−i
)
. (33)
Now, given that f(β) = limt→∞ E
[
Qβt+1(u)−Qβt (u) | Qβt (u) > 0
]
, let g(β) = f(β) then by the
definition of the coupling (as described above) the first term in Eq. (33) will become zero. For
the third term in this equation, we know that the function f(β) is also bounded because at any
time step any node can receive data packets at most equal to its degree which is bounded for finite
graphs and it can send at most one data packet, thus, f(β + dβ) − f(β) is also bounded, so as
dβ → 0 this term with higher powers of dβ will become zero. Hence, the derivative f ′(β) only
depends on Λβt = 1 term i.e., f
′(β) = limdβ→0
(
f(β + dβ)− f(β) | Λβt = 1
) (
kt(1− dβ)kt−1). So,
the total number of data packets generated in the two Markov chains upto time t differ by one and
hence, the queues at nodes in the two chains differ by at most one data packet at any time step.
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Although, we can clearly distinguish the packets in the queues by the identifier associated with
their round number (the round in which they were generated), but for the purpose of this proof we
consider all packets belonging to different data rounds as indistinguishable, as in this case we are
not interested in tracking these data rounds.
Now, let us define the one-step queue size difference at a given node for data rate β as ∆βt+1(u) ,
Qβt+1(u) −Qβt (u) and event At(i, j) = {Qβt (u) = i} ∩ {Qβ+dβt (u) = j}. From the definition of our
Markov chains and the associated coupling we have P [At(i, j)] = 0 for all j < i, and also for all
j > i+ 1. Also we denote the events At(·, j) = {Qβ+dβt (u) = j}, and At(i, ·) = {Qβt (u) = i}. Now,
note that
E
[
∆β+dβt+1 (u) | At(i, i)
]
≥ E
[
∆βt+1(u) | At(i, i)
]
, i ≥ 0, (34)
because, conditioned on the fact that both models have the same queue occupancy at u at time t,
the model MC(β + dβ) will have more incoming packets by virtue of its definition. The same can
be said when the occupancy at u is higher in MC(β + dβ), but only when the occupancy at u in
MC(β) is at least 1, i.e.,
E
[
∆β+dβt+1 (u) | At(i, i + 1)
]
≥ E
[
∆βt+1(u) | At(i, i + 1)
]
, i ≥ 1. (35)
Multiplying all the inequalities in Eq. (34) and Eq. (35) by the appropriate P [At(i, j)] on both
sides and adding up all the inequalities from Eq. (34) for i ≥ 1 and all the inequalities from Eq. (35)
for i ≥ 1, we get
LHS: ∑
i≥2
E
[
∆β+dβt+1 (u) | At(i, i)
]
P [At(i, i)] + E
[
∆β+dβt+1 (u) | At(i− 1, i)
]
P [At(i− 1, i)]
+ E
[
∆β+dβt+1 (u) | At(1, 1)
]
P [At(1, 1)]
=
∑
i≥2
E
[
∆β+dβt+1 (u) | At(·, i)
]
P [At(·, i)] + E
[
∆β+dβt+1 (u) | At(1, 1)
]
P [At(1, 1)]
= E
[
∆β+dβt+1 (u) | Qβ+dβt (u) ≥ 2
]
P
[
Qβ+dβt (u) ≥ 2
]
+ E
[
∆β+dβt+1 (u) | At(1, 1)
]
P [At(1, 1)] (36)
RHS: ∑
i≥1
E
[
∆βt+1(u) | At(i, i)
]
P [At(i, i)] + E
[
∆βt+1(u) | At(i, i + 1)
]
P [At(i, i + 1)]
=
∑
i≥1
E
[
∆βt+1(u) | At(i, ·)
]
P [At(i, ·)]
= E
[
∆βt+1(u) | Qβt (u) ≥ 1
]
P
[
Qβt (u) ≥ 1
]
(37)
Now we will try to argue that the following is true in the limit.
E
[
∆β+dβt+1 (u) | At(1, 1)
]
P [At(1, 1)] ≤ E
[
∆β+dβt+1 (u) | At(·, 1)
]
P [At(·, 1)] (38)
To show this consider all traces in which exactly k packets are produced in MC(β + dβ) at k
different nodes upto time t. As discussed before, since we consider packets to be indistinguishable
we mark one of these packets uniformly at random independent of all random walk moves and queue
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transmission decisions. This marked packet represents the extra generated packet of MC(β + dβ).
Now, for a given node u by the definition of our coupling the difference between the events At(0, 1)
and At(1, 1) is only in where the marked packet resides at time t, as long as k ≥ 2 i.e., event At(0, 1)
signifies marked packet lies at node u and event At(1, 1) signifies marked packet lies at some other
node, as the two Markov chains follow same transmission decisions and differ only because of extra
generated packet in MC(β + dβ). From the definition of MC(β + dβ) event k = 1 means that the
MC(β) model has produced 0 packets. In this case, the probability of the event At(1, 1) is zero
i.e. it is an impossible event as there is only one marked packet in MC(β + dβ) and no packets in
MC(β). So, consider
E
[
∆β+dβt+1 (u) | At(·, 1)
]
P [At(·, 1)] = E
[
∆β+dβt+1 (u) | At(0, 1)
]
P [At(0, 1)]
+ E
[
∆β+dβt+1 (u) | At(1, 1)
]
P [At(1, 1)] (39)
We can further write RHS of Eq. (39) as:
= E
[
∆β+dβt+1 (u) | At(0, 1) ∩ k = 1
]
P [At(0, 1) ∩ k = 1] + E
[
∆β+dβt+1 (u) | At(0, 1) ∩ k ≥ 2
]
P [At(0, 1) ∩ k ≥ 2] + E
[
∆β+dβt+1 (u) | At(1, 1) ∩ k ≥ 2
]
P [At(1, 1) ∩ k ≥ 2] (40)
Now, from the above equation we observe that the first term will become zero in the limit as from
the law of large numbers the probability of only one packet being generated upto time t as t→∞
is zero. Also, note that in all cases of k ≥ 2, the sizes of queues in MC(β+dβ) are exactly the same
irrespective of where the marked (extra generated) packet is i.e., whether it is At(0, 1) or At(1, 1),
since both differ only in the queue sizes of MC(β). So, as t→∞ we can rewrite Eq. (40) as follows.
= E
[
∆β+dβt+1 (u) | At(1, 1) ∩ k ≥ 2
]
(P [At(0, 1) ∩ k ≥ 2] + P [At(1, 1) ∩ k ≥ 2]) (41)
Now, we know the events At(0, 1) and At(1, 1) are contained in the event k ≥ 2 and sum of the
probabilities of the two given events (P [At(0, 1)] + P [At(1, 1)]) ≥ P [At(1, 1)]. So, we establish
Eq. (38) in the limit. Combining this result with Eq. (36) we get the following result in the limit
as t→∞.
E
[
∆β+dβt+1 (u) | Qβ+dβt (u) ≥ 1
]
P
[
Qβ+dβt (u) ≥ 1
]
≥ LHS or Eq. (36) ≥ RHS or Eq. (37).
This proves that the monotonicity condition holds in the limit, i.e.,
lim
t→∞
E
[
Qβt+1(u)−Qβt (u) | Qβt (u) > 0
]
≤ lim
t→∞
E
[
Qβ+dβt+1 (u)−Qβ+dβt (u) | Qβ+dβt (u) > 0
]
,
which proves the lemma.
Now, we will prove our main proposition regarding stability.
Proof of Proposition 1. To prove our proposition we will need the following theorem.
Theorem 3 ([44], Theorem 7). Let Nt be an M -dimensional irreducible and aperiodic Markov
chain and Pn = {σi}ni=1 be a cover of the index set M = {1, 2, · · · ,M} of the chain Nt such that
σi ⊂ M for every 1 ≤ i ≤ n and ∪ni=1σi = M and Nt(σ) be the extracted process which contains
only σ coordinates of Markov chain Nt.
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1. If there exists Markov chains N¯t(σ) such that Nt(σ) ≤st N¯t(σ) for every σ ∈ Pn, and N¯t(σ)
is ergodic for every σ ∈ Pn, then the M -dimensional Markov chain Nt is ergodic too.
2. If there exists a non-ergodic Markov chain N t(σ
∗) for some σ∗ ∈ Pn such that N t(σ∗) ≤st
Nt(σ), then the M -dimensional Markov chain Nt is non-ergodic too.
We will use this theorem on our |V | − 1 dimensional Markov chain Qβt using the cover {u :
u ∈ V \ {us}}, i.e., a simple cover consisting of 1-dimensional stochastic processes Qβt (u) for all
u ∈ V \ {us}. We will now proceed as follows:
1. Ergodicity.
(a) We will show that for each u ∈ V \ {us} there is a 1-dimensional Markov Chain Q¯βt (u)
defined on N∪{0} which is irreducible and aperiodic and stochastically dominates Qβt (u)
assuming that the queues at u’s neighbours are appropriately initialized.
(b) Additionally, we will show that for each u ∈ V \ {us} there is a β¯u for which Q¯β¯ut (u)
is ergodic and then using Lemma 1 we will show that for each such u, Q¯β
′
t (u) is also
ergodic for any 0 ≤ β′ ≤ β¯u.
(c) Using Theorem 3, these two facts put together will show that Qβt is also ergodic for
β ≤ minu∈V \{us} β¯u.
2. Non-ergodicity.
(a) We will show that for each u ∈ V \ {us} there is a 1-dimensional Markov Chain Qβt (u)
defined on N∪{0} which is irreducible and aperiodic and is stochastically dominated by
Qβt (u) assuming that the queues at u’s neighbours are appropriately initialized.
(b) Next, we will show that there is some u∗ ∈ V \ {us} such that for some βu∗ , Q
β
u∗
t (u
∗)
is non-ergodic and then using Lemma 1 we will show that for such u∗, Qβ
′
t
(u∗) is also
non-ergodic for any 1 ≥ β′ ≥ β
u∗
.
(c) Using Theorem 3 and the two facts we will establish that Qβt is also non-ergodic for all
β ≥ β
u∗
.
3. Finally we will show the existence of a non-trivial β∗ such that Qβt is ergodic when β < β
∗
and non-ergodic when β ≥ β∗.
Let us discuss the proof in detail. First, let us look at the ergodicity direction.
1. Ergodicity.
(a) To show the existence of 1-dimensional stochastically dominating Markov chains Q¯βt (u) for all
u ∈ V \ {us}, let us first look at the one step changes in our Markov chain Qβt . So, given
At(u) number of packets arrive at a node u between time t and t + 1 from the environment
and E [At(u)] = β which is independent of the queue size of u at any time, the basic one step
queue evolution equation under our data collection scenario for the given node u ∈ V \ {us} is
E
[
Qβt+1(u) | Qβt (u)
]
= Qβt (u)−1{Qβt (u)>0}
∑
v:v∼u
Pφ[u, v]+
∑
v:v∼u
Pφ[v, u]1
{Qβt (v)>0}
+At(u). (42)
It is clear from the above equation that the one-step changes in the queue of node u do not
depend on the exact queue size Qβt (v) of the neighbours and rather depends on their queue
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occupancy 1
{Qβt (v)>0}
i.e. whether they are empty or non-empty (see third term of the RHS of
Eq. (42)). Now keeping this fact in mind to proceed the proof further, for each u ∈ V \ {us}
we derive a 1-dimensional Markov chain Q¯βt (u) from our given Markov chain Q
β
t . We define
Q¯βt (u) to be a 1-dimensional irreducible and aperiodic Markov chain with state space N ∪ {0}
and transition matrix p¯u such that p¯u(i, j) = P
[
Q¯βt+1(u) = j|Q¯βt (u) = i
]
for all i, j ∈ N ∪ {0},
representing the queue changes of a node u ∈ V \ {us} with neighbours of u having a limiting
distribution of their queue occupancy. To understand this distribution of u’s neighbours, let
us consider q¯v to be the limiting distribution of (Q¯
β
t (v))t≥0. In general, we cannot claim
the existence of this distribution. So, let us define π¯v to be the limiting distribution of the
random variables representing the queue occupancy of node u’s neighbours i.e. (1
{Q¯βt (v)>0}
)t≥0.
Now, if the queues have a stationary distribution i.e. q¯v is defined then π¯v(0) = q¯v(0) and
π¯v(1) = 1− q¯v(0) =
∑∞
i=1 q¯v(i) and if the queues do not have a stationary distribution, for this
case we will use the following theorem from the queueing literature [29][44].
Theorem 4. Given Qt = (Qt(1), · · · , Qt(N)) to be an N -dimensional irreducible and aperiodic
Markov chain defined on the state space (N ∪ {0})N , it is said to be stable if and only if every
Qt(i) for i = 1, · · · , N has a positive probability of being empty in the limit, i.e.,
lim
t→∞
P [Qt(i) = 0] > 0
So, from the basic queueing theorem (Theorem 4) since queues do not have a stationary dis-
tribution we know that in the limit q¯v(0) = 0, so π¯v(0) = 0 and π¯v(1) = 1. So, irrespective of
whether the neighbour nodes of queue have a stationary distribution or not, limiting distribu-
tion of their queue occupancy variables π¯v which is supported over a finite set {0, 1} exists and
we only claim to use that limiting distribution. So, for the 1-dimensional Markov chain Q¯βt (u)
where u ∈ V \ {us}, the one step queue changes can be written as follows.
E
[
Q¯βt+1(u) | Q¯βt (u)
]
= Q¯βt (u)− 1{Q¯βt (u)>0}
∑
v:v∼u
Pφ[u, v] +
∑
v:v∼u
Pφ[v, u]π¯v +At(u) (43)
Having defined the 1-dimensional Markov chain Q¯βt (u), now we need to prove that it stochas-
tically dominates Qβt (u) for all u ∈ V \ {us}. To prove this stochastic dominance note that the
evolution of 1-dimensional process Qβt (u) is a function of the queue occupancy 1{Qβt (v)>0}
of
its neighbour nodes v (see Eq. (42)). Similarly, the evolution of 1-dimensional Markov chain
Q¯βt (u) is a function of the limiting distribution π¯v of the random variables
(
1
{Q¯βt (v)>0}
)
t≥0
(see
Eq. (43)). So, if 1
{Qβt (v)>0}
≤ π¯v holds for all t, then we can claim that Qβt (u) ≤st Q¯βt (u). To
show this let us consider the following construction: We start the Markov chain Q¯βt (u) from its
limiting distribution (since we know it exists) i.e. we populate the queues at u’s neighbours in
accordance to the limiting distribution π¯v and for the process Q
β
t (u) since we do not know the
limiting distribution for all the neighbour nodes, we populate the queues of neighbour nodes
which are ergodic in accordance to their limiting distribution and for the rest we add some
N packets where N is a large constant. Initially, by our construction 1
{Qβt (v)>0}
= π¯v as for
the ergodic nodes both values are from the limiting distribution and for non-ergodic nodes we
know π¯v(1) = 1 from the basic queueing theorem (Theorem 4) since there is zero probability
of queues being empty and we ensure by our construction 1
{Qβt (v)>0}
= 1. Now, when both are
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run after starting with the given distributions 1
{Qβt (v)>0}
≤ π¯v still holds for all t as for the
ergodic nodes two terms will always be equal and for the non-ergodic ones 1
{Qβt (v)>0}
can at
most decrease to 0 only. So, for all stochastic processes Qβt (u) where u ∈ V \ {us} there exists
a 1-dimensional Markov chain Q¯βt (u) such that Q
β
t (u) ≤st Q¯βt (u).
(b) Now, we will first show that for each u ∈ V \ {us} there is a β¯u for which the 1-dimensional
Markov chains Q¯βt (u) is ergodic and then we will show that for each such u ∈ V \{us} ergodicity
holds for all 0 ≤ β′ ≤ β¯u. To prove the former statement we will use the following lemma.
Lemma 2 ([44], Lemma 2). Given a 1-dimensional Markov chain Nt(σ) defined on N ∪ {0}
which is assumed to be aperiodic and irreducible, let d(w) = E [Nt+1(σ)−Nt(σ)|Nt(σ) = w] be
its average drift. Now, if |d(w)| <∞ for all w and limw→∞ sup d(w) < 0 then Nt(σ) is ergodic.
Now to prove that for each u ∈ V \ {us} there is a β¯u for which the given Markov chain
Q¯βt (u) is ergodic we need to show that the given Markov chain satisfies the assumptions of
this lemma at β¯u. By the definition of Markov chain Q¯
β
t (u) we know it is defined on N ∪ {0}
and is aperiodic and irreducible. Now, let us consider its average conditional drift, d(w) =
E
[
Q¯βt+1(u)− Q¯βt (u) | Q¯βt (u) = w
]
. As X = E [X | X] so, we can rewrite the one-step queue
evolution equation (Eq. (43)) as follows.
E
[
Q¯βt+1(u)− Q¯βt (u) | Q¯βt (u)
]
= −1
{Q¯βt (u)>0}
∑
v:v∼u
Pφ[u, v] +
∑
v:v∼u
Pφ[v, u]π¯v +At(u) (44)
From the above equation, it is clear that for all Q¯βt (u) = w ≥ 1 the outgoing transmissions
from node u represented by the first term on the RHS of Eq. (44) are same and equal to∑
v:v∼u Pφ[u, v] = 1 whereas the incoming transmissions (second and third term on the RHS of
Eq. (44)) depend on the queue occupancy of the neighbours (in the limit) and the environment
and do not depend on w, the exact queue size of node u. Also, the second term can at most
be equal to the degree of node u as each node can send at most one data packet in any time
step and the external arrival term can also be at most one by the definition of our model (as
β ≤ 1). So, we have the absolute value of the average drift is finite i.e. |d(w)| < ∞ for all w.
Now, if the following condition (our proposed necessary and sufficient condition) is true for the
given Markov chain Q¯βt (u) for some β = β¯u that is
lim
t→∞
E
[
Q¯β¯ut+1(u)− Q¯β¯ut (u) | Q¯β¯ut (u) > 0
]
< 0 (45)
then as discussed above, from the definition of the average conditional drift and the fact that
RHS of Eq. (44) does not depend on the exact queue size w, we have
lim
w→∞
supE
[
Q¯β¯ut+1(u)− Q¯β¯ut (u) | Q¯β¯ut (u) = w
]
< 0. (46)
Hence, from Lemma 2, Markov chain Q¯β¯ut (u) is ergodic. So, for each u ∈ V \ {us} we have a
β¯u such that the 1-dimensional Markov chain Q¯
β¯u
t (u) is ergodic. Now, we need to show that
this ergodicity is maintained for all 0 ≤ β′ ≤ β¯u. Given that Q¯β¯ut (u) is ergodic, this means that
Eq. (45) holds true, so using Lemma 1 we have that condition for stability (Eq. (45)) holds
true for all 0 ≤ β′ ≤ β¯u, hence, Q¯β
′
t (u) is also ergodic for any 0 ≤ β′ ≤ β¯u.
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(c) Lastly, to complete the ergodicity direction we know from part (a) and part (b) (discussed above)
that for each u ∈ V \{us} there exists a 1-dimensional Markov chain Q¯βt (u) which stochastically
dominates our 1-dimensional process Qβt (u) and there is some β¯u for which Q¯
β¯u
t (u) is ergodic
and this ergodicity holds for all 0 ≤ β′ ≤ β¯u. So, for β ≤ minu∈V \{us} β¯u from Theorem 3, we
have Markov chain Qβt is ergodic.
Let us now consider the non-ergodicity direction.
2. Non-ergodicity.
(a) First we need to show the existence of 1-dimensional Markov chains Qβ
t
(u) which are stochas-
tically dominated by the 1-dimensional process Qβt (u) for all u ∈ V \ {us}. For this, we define
Qβ
t
(u) to be a 1-dimensional irreducible and aperiodic Markov chain with state space N ∪ {0}
and transition matrix p
u
such that p
u
(i, j) = P
[
Qβ
t+1
(u) = j|Qβ
t
(u) = i
]
for all i, j ∈ N ∪ {0},
representing the queue changes of a node u ∈ V \ {us} with neighbours of u having a limiting
distribution of their queue occupancy πv. We know this distribution exists and is well-defined
(as discussed earlier in the proof). Now, to show that this Markov chain is stochastically domi-
nated by the process Qβt (u) for all u ∈ V \{us}, recall that since Qβt (u) and Q
β
t (u) are functions
of πv and 1{Qβt (v)>0}
respectively, so if πv ≤ 1{Qβt (v)>0} holds for all t, then we can claim that
Qβ
t
(u) ≤st Qβt (u), for all u ∈ V \ {us}. To show this we use a similar construction as used
before while proving ergodicity i.e. we start Markov chain Qβ
t
(u) from its limiting distribution
and for process Qβt (u) we populate the queues of u’s ergodic neighbours using their limiting
distribution and for the rest we add some N packets where N is a large constant. Also, when-
ever the neighbours of node u become empty in the process Qβt (u) we will artificially inject
packets into these queues to make them non-empty. So again, initially by our construction
πv = 1{Qβt (v)>0}
, where πv is the limiting distribution of random variables
(
1{Qβ
t
(v)>0}
)
t≥0
.
However, when we allow both to run after starting with the given distributions, 1
{Qβt (v)>0}
can
decrease to 0 (queue becomes empty) for some t but by our construction we will artificially
inject packets into this queue, hence, πv ≤ 1{Qβt (v)>0} will hold for all t. So, we prove Q
β
t (u)
stochastically dominates Qβ
t
(u) for all u ∈ V \ {us}.
(b) Now, we need to show that there exists a u∗ ∈ V \{us} such that for some βu∗ the 1-dimensional
Markov chains Qβ
t
(u) is non-ergodic and then for such u∗ ∈ V \ {us} non-ergodicity holds for
all 1 ≥ β′ ≥ β
u∗
. To prove the former statement we will use the following lemma.
Lemma 3 ([44], Lemma 3). If 1-dimensional Markov chain Nt(σ) with average drift d(w) is
downward uniformly bounded i.e., the downward transition probabilities are bounded from the
below, p(i, j) = 0 for all j ≤ i − q for some q independent of i and limw→∞ inf d(w) > 0 then
Nt(σ) is not ergodic.
To use the above lemma we need Qβ
t
(u) to be downward uniformly bounded which it is, as we
can transmit at most one data packet at any time step from the queue, so queue size can only
decrease by at most 1. Now, if limt→∞ E
[
Qβ
t+1
(u)−Qβ
t
(u) | Qβ
t
(u) > 0
]
< 0 (Eq. (4)) is also a
necessary condition for the stability, then there exists a node u∗ ∈ V \ {us} such that for some
β = β
u∗
the necessary condition does not hold, so we have
lim
t→∞
E
[
Q
β
u∗
t+1(u
∗)−Qβu∗t (u∗) | Q
β
u∗
t (u
∗) > 0
]
> 0. (47)
28
Then, recall that the average conditional drift d(w) = E
[
Q
β
u∗
t+1(u
∗)−Qβu∗t (u∗) | Q
β
u∗
t (u
∗) = w
]
does not depend on the exact queue size of node u for all w ≥ 1, so if Eq. (47) is true then we
have,
lim
w→∞
inf E
[
Q
β
u∗
t+1(u
∗)−Qβu∗t (u∗) | Q
β
u∗
t (u
∗) = w
]
> 0. (48)
Hence, from Lemma 3, Qβ
∗
t
(u∗) is non-ergodic. So, there exists a u∗ ∈ V \ {us} such that the
1-dimensional Markov chain Q¯
β
u∗
t (u
∗) is non-ergodic for some β
u∗
. Now, we need to show that
this non-ergodicity is maintained for all 1 ≥ β′ ≥ β
u∗
. Given that Qβ
∗
t
(u∗) is non-ergodic, this
means that Eq. (47) holds true, so using Lemma 1 we have that this equation is true for all
1 ≥ β′ ≥ β
u∗
, hence, Qβ
′
t
(u∗) is also non-ergodic for any 1 ≥ β′ ≥ β
u∗
.
(c) Lastly, to complete the non-ergodicity direction we know from part (a) and part (b) (dis-
cussed above) that there exists a u∗ ∈ V \ {us} such that the 1-dimensional Markov chain
Q
β
u∗
t (u
∗) is non-ergodic for some β
u∗
and this Markov chain is stochastically dominated by the
1-dimensional process Qβt (u
∗) and this non-ergodicity holds for 1 ≥ β′ ≥ β
u∗
. So, for β ≥ β
u∗
from Theorem 3, we have Markov chain Qβt is also non-ergodic.
3. Finally, we show existence of a non-trivial critical data rate i.e., a data rate β∗ > 0 such that
for all β < β∗, Qβt is ergodic and for all β ≥ β∗ it is non-ergodic. To show this, let us first consider
the trivial case i.e., if critical data rate β∗ = 0. In this case, β < β∗ is not defined by the definition
of data rate and for β = β∗, instead of being non-ergodic Markov chain Qβt is ergodic from the basic
queuing theorem (Theorem 4) since the queues will always be empty for such data rate. So, trivial
critical data rate is not possible for our Markov chain Qβt . Now let us consider the non-trivial case,
we have already shown that for β ≤ minu∈V \{us} β¯u, our Markov chain Qβt is ergodic and there
exists a u∗ ∈ V \ {us} such that for β ≥ βu∗ it is non-ergodic. So, from the two facts we have
β
u∗
> 0 is our critical data rate, so u∗ = argminu∈V \{us} β¯u and minu∈V \{us} β¯u = β
∗− dβ. Hence,
for all β ≤ β∗−dβ < β∗, our Markov chain Qβt is ergodic and for all β ≥ β∗, Qβt is non-ergodic.
Having established the stationarity condition and the existence of steady-state of our Markov
chain (Qβt )t≥0, we now present the proofs of our main theorems on throughput and latency in the
coming subsections.
6.2 Throughput Analysis
For our setting where each source node generates data at the rate β, recall from Section 3.3.1 to
successfully collect all data we need to ensure that Szpankowski stability condition is satisfied i.e.,
queues of nodes in the set V \ {us} are finite. So, in this section, we prove bounds on such rate
and the corresponding throughput as two are closely related. In particular, we prove the lower
bound which is guaranteed by Random-Collect and a general upper bound for any data collection
algorithm.
Before presenting the proofs for obtaining the throughput bounds, we first discuss and prove two
claims regarding our Markov chain Qβt , first of which deals with a property of the queue occupancy
probabilities of nodes and the second deals with the behaviour of these probabilities at the critical
data rate, a data rate below which all rates are stable and above which they are unstable. These
claims will help us later in proving our main results about the throughput and latency. We first
prove that the queue occupancy probability of a node P
[
Qβt (u) > 0
]
is an increasing function of
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β for all u ∈ V \ {us} and it is continuous for all β < β∗ by using the same coupling argument as
discussed in Lemma 1.
Claim 1. Given a graph G = (V,E) with the data generation as independent Bernoulli process with
parameter β at all nodes in source set Vs ⊂ V and with |V | − 1 dimensional vector Qβt representing
the state of the network at time t, then, for all u ∈ V \{us}, P
[
Qβt (u) > 0
]
is an increasing function
of β and continuous for all β < β∗ where β∗ is the critical data rate such that all data rates β < β∗
are stable and β ≥ β∗ are unstable.
Proof of Claim 1. To prove this claim we will first show that the queue occupancy probability of
a node is an increasing function using the principle of mathematical induction and coupling as
defined in Lemma 1 and then using the same coupling and the properties of the critical data rate
we will show that it is continuous as well for β < β∗.
First, let us prove the increasing property. For this, again consider two Markov chains Qβt and
Qβ+dβt with infinitesimal dβ on the given graph G = (V,E) with source set Vs such that the queues
at the nodes in the two chains differ by at most one data packet. So, we generate a random variable
φt(u) ∈ [0, 1] with uniform distribution such that for all u ∈ Vs, we have if φt(u) ≤ β then, new
data packet is generated at node u in both the chains, if β < φt(u) ≤ β+ dβ then, new data packet
is generated at node u in Qβ+dβt but not in Q
β
t and if φt(u) > β + dβ then, there is no new data
generation at node u in either of the chains. This means that whenever new data is generated at
any node in Qβt chain then, it is definitely generated at the corresponding node in Q
β+dβ
t chain but
not vice-versa. Now, consider the coupling over space {0, 1}V ×N×{0, 1}E×N such that both chains
start with same queue sizes i.e., ∀u ∈ V \{us} : Qβ0 (u) = Qβ+dβ0 (u). In this coupling, irrespective of
the queue size i.e., whether queue is empty or non-empty, if one chain makes a transmission decision
then the same decision is followed in the other chain. So, if Qβt makes a transmission decision then
the same decision is taken in chain Qβ+dβt and vice-versa so that the trajectories of the two chains
are coupled.
Now under this coupling let at time t, Qβt (u) ≤ Qβ+dβt (u),∀u ∈ V \ {us} hold true. So, we have
the following cases:
1. At time t, if we have (Qβt (u) = 0, Q
β+dβ
t (u) = 0) then, at time t+ 1 we can have
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) = 0); for u ∈ Vs this is true if no new data is generated at the
node u in both the chains Qβt and Q
β+dβ
t and there are no arrivals from the neighbours;
for u ∈ V \ {Vs, us}, as these nodes do not generate any data, this is true only if there
are no arrivals from the neighbours. So, Qβt+1 = Q
β+dβ
t+1 for all u ∈ V \ {us}.
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) > 0); for u ∈ Vs this is true if new data is generated at node u
in chain Qβ+dβt but not in chain Q
β
t , we know this is possible as β < β+dβ or/and there
have been arrivals from neighbours vi with state of queues as (Q
β
t (vi) = 0, Q
β+dβ
t (vi) > 0)
as under the given coupling if node vi decides to transmit data packet to node u in Q
β+dβ
t
same needs to be followed by node vi in Q
β
t ; for u ∈ V \{Vs, us} this is true only if there
have been arrivals from neighbours vi with state of queues as (Q
β
t (vi) = 0, Q
β+dβ
t (vi) >
0). So, Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}.
• (Qβt+1(u) > 0, Qβ+dβt+1 (u) > 0); for u ∈ Vs this is true if new data is generated at node u in
both the chains or/and there have been arrivals from neighbours vi with state of queues
as (Qβt (vi) > 0, Q
β+dβ
t (vi) > 0); for u ∈ V \ {Vs, us} this is true only if there have been
arrivals from neighbours vi with state of queues as (Q
β
t (vi) > 0, Q
β+dβ
t (vi) > 0). Since,
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we know by the definition of coupling that if data is generated in chain Qβt , then data
is necessarily generated in chain Qβ+dβt but not vice-versa. Also, under our coupling
if some neighbour of node u decides to transmit data to it in one of the chains, same
decision will be taken by the corresponding neighbour node in other chain as well. So,
there is no way by which chain Qβt can receive extra data packets than chain Q
β+dβ
t ,
and by induction hypothesis we know Qβt (u) ≤ Qβ+dβt (u),∀u ∈ V \ {us} so we have,
Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}.
2. At time t, if we have (Qβt (u) = 0, Q
β+dβ
t (u) > 0), then at time t+ 1 we can have
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) = 0); for u ∈ Vs this is true if no new data is generated at
the node u in both the chains Qβt and Q
β+dβ
t , there are no arrivals from the neighbours,
Qβ+dβt (u) = 1 and there has been a transmission to a neighbour since we can transmit at
most one data packet; for the non-source nodes u ∈ V \ {Vs, us} this is true only if there
are no arrivals from the neighbours, Qβ+dβt (u) = 1 and there has been a transmission to
a neighbour. So, Qβt+1 = Q
β+dβ
t+1 for all u ∈ V \ {us}.
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) > 0); for u ∈ Vs there are number of possibilities for this to be
true, which are as follows
– There have been no transmissions and no arrivals.
– If there has been a transmission to a neighbour then if Qβ+dβt = 1 then new data
is generated at node u in chain Qβ+dβt but not in chain Q
β
t or/and there have been
arrivals from neighbours vi with state of queues as (Q
β
t (vi) = 0, Q
β+dβ
t (vi) > 0).
– If Qβ+dβt > 1 then there can be a transmission to a neighbour and no arrivals or there
are arrivals from neighbours vi with state of queues as (Q
β
t (vi) = 0, Q
β+dβ
t (vi) > 0)
and new arrivals in chain Qβ+dβt .
For non-source nodes u ∈ V \ {Vs, us} same reasons hold true except there are no new
arrivals. So, Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}.
• (Qβt+1(u) > 0, Qβ+dβt+1 (u) > 0); for u ∈ Vs again there are number of possibilities for this
to be true, either there has been no transmissions and new data is generated at node u in
both the chains or/and there have been arrivals from neighbours vi with state of queues as
(Qβt (vi) > 0, Q
β+dβ
t (vi) > 0) or there has been a transmission to a neighbour and arrivals
either new or from neighbours vi with state of queues as (Q
β
t (vi) > 0, Q
β+dβ
t (vi) > 0) or
both; for u ∈ V \ {Vs, us} this is true for same reasons as that of source nodes except
there can be no new data generation at these nodes. So from induction hypothesis we
get, Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}.
3. At time t, if we have (Qβt (u) > 0, Q
β+dβ
t (u) > 0), then at time t+ 1 we can have
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) = 0); for u ∈ Vs this is true if both Qβt (u) = 1 andQβ+dβt (u) = 1,
there has been a transmission to a neighbour and no new arrivals or arrivals from the
neighbours; for u ∈ V \{Vs, us} same reasons hold. So, Qβt+1 = Qβ+dβt+1 for all u ∈ V \{us}.
• (Qβt+1(u) = 0, Qβ+dβt+1 (u) > 0); for u ∈ Vs there are number of possibilities for this to
be true, if both Qβt (u) = 1 and Q
β+dβ
t (u) = 1 then there has been a transmission to a
neighbour and new data arrival in chain Qβ+dβt and not in Q
β
t or/and there have been
arrivals from neighbours vi with state of queues as (Q
β
t (vi) = 0, Q
β+dβ
t (vi) > 0) but
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if Qβt (u) = 1 and Q
β+dβ
t (u) > 1 and there has been a transmission to a neigbour so
either there are no arrivals (new as well as from the neighbours) or there have been
new arrivals in chain Qβ+dβt or/and arrivals from neighbours vi with state of queues as
(Qβt (vi) = 0, Q
β+dβ
t (vi) > 0); again for non-source nodes u ∈ V \ {Vs, us} same reasons
except for new data arrivals hold true. So, Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}.
• (Qβt+1(u) > 0, Qβ+dβt+1 (u) > 0; for source nodes u ∈ Vs either there have been no arrivals
and no transmission or there has been a transmission to a neighbour or/and there have
been arrivals from the neighbours as well as new arrivals; for non-source nodes u ∈
V \ {Vs, us} same reasons except for the new arrivals hold true. Now, again from our
coupling argument and from the induction hypothesis we get Qβt+1 ≤ Qβ+dβt+1 for all
u ∈ V \ {us}.
So, from all these cases we get that Qβt+1 ≤ Qβ+dβt+1 for all u ∈ V \ {us}. Hence, by induction we
have Qβt (u) ≤ Qβ+dβt (u) for all u ∈ V \ {us}, so, P
[
Qβt (u) > 0
]
is an increasing function of β.
Now, after proving the increasing property of the queue occupancy probability, we next prove
that it is a continuous function for all β < β∗. For this, we again consider two Markov chains Qβt
and Qβ−dβt with same packet generation rule as defined before except that now nodes in MC(β)
have at most one packet more than MC(β − dβ). We also use the same coupling over space
{0, 1}V ×N × {0, 1}E×N. We know,
P
[
Qβt (u) > 0|Qβ−dβt (u) = 0
]
=
P
[
Qβt (u) > 0 ∩Qβ−dβt (u) = 0
]
P
[
Qβ−dβt (u) = 0
] = t∑
t′=1
dβPt′ (49)
where Pt′ is the probability that the extra packet generated is present at node u ∈ V \ {us}. This
means
P
[
Qβt (u) > 0
]
− P
[
Qβ−dβt (u) > 0
]
≤
t∑
t′=1
dβPt′ (50)
So, if P
[
Qβt (u) > 0|Qβ−dβt (u) = 0
]
is defined, as, dβ → 0 from the above equation we have,
P
[
Qβt (u) > 0
]
−P
[
Qβ−dβt (u) > 0
]
→ 0. Similarly, for the other side if P
[
Qβ+dβt (v) > 0|Qβt (u) = 0
]
is defined, so as dβ → 0, similar to Eq.(50) we have, P
[
Qβ+dβt (u) > 0
]
−P
[
Qβt (u) > 0
]
→ 0. Now,
if both these conditions are true then the function is continuous as it has both left and right
continuity respectively.
Now, consider all data rates β < β∗ where β∗ is the critical rate below which all rates are stable
and above which i.e., β ≥ β∗ all are unstable. So, for such rates both P
[
Qβt (u) > 0|Qβ−dβt (u) = 0
]
and P
[
Qβ+dβt (v) > 0|Qβt (u) = 0
]
are defined, so as discussed above the function is continuous on
both sides for all β < β∗. Now consider the case of the critical data rate β∗, as the data rate β∗−dβ
is stable, so P
[
Qβt (u) > 0
]
−P
[
Qβ−dβt (u) > 0
]
is defined (see Eq. (49)), hence, the function is left
continuous for this rate. However, for the other side from the basic queuing theorem (Theorem 4)
we know since β∗ is not stable so, P
[
Qβ
∗
t (v) = 0
]
= 0, hence, P
[
Qβ
∗+dβ
t (v) > 0|Qβ
∗
t (u) = 0
]
will
not be defined and function is not right continuous. So, at β∗ function is left continuous but not
right continuous. However, for all u ∈ V \{us}, P
[
Qβt (u) > 0
]
is a continuous function (both limits
exist) for all β < β∗.
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Now, having established our Claim 1 we use it to prove an interesting result regarding the
critical rate i.e., a data rate such that all data rates below it are stable and all rates above are
unstable (for stability see Szpankowski’s definiton, Section 3.3). This claim will later be used for
proving the behaviour of our main theorems about the throughput and the latency at the critical
rate.
Claim 2. Given a graph G = (V,E) with data generation as independent Bernoulli process with
parameter β at all nodes in source set Vs ⊂ V and with |V | − 1 dimensional vector Qβt representing
the state of the network at time t, as β → β∗ then, ǫ(β)→ 0, where β∗ is the critical rate such that all
data rates below it are stable and all rates above are unstable and ǫ(β) = limt→∞ P
[
Qβt (umax) = 0
]
where umax = argmaxu∈V \{us} limt→∞ P
[
Qβt (u) > 0
]
.
Proof of Claim 2. Let umax = argmaxu∈V \{us} limt→∞ P
[
Qβt (u) > 0
]
be the node with maximum
occupancy probability in the limit. So, let limt→∞ P
[
Qβt (umax) > 0
]
= 1 − ǫ(β), so we have
ǫ(β) = limt→∞ P
[
Qβt (umax) = 0
]
. Now, if β = 0 which means no data is generated in the network
we know ǫ(β) = 1. Also, we know from Claim 1 that P
[
Qβt (u) > 0
]
is an increasing and continuous
function of β (for β < β∗) which means P
[
Qβt (u) = 0
]
is a decreasing and continuous function of
β. So, we know the given function is continuous and bounded, so limit of function exists and
limβ→β∗ limt→∞ P
[
Qβt (umax) = 0
]
= 0, as from the basic queuing theorem (Theorem 4) we know
that at β∗, P
[
Qβ
∗
t (u) = 0
]
= 0. So, as the data rate β → β∗, the probability of queue at node
umax being empty in the limit ǫ(β)→ 0.
Now, let us discuss our main result about the throughput wherein we prove the lower bound
which is guaranteed by Random-Collect algorithm.
Proof of Theorem 1. For a given graph G = (V,E), with the source set Vs ⊆ V \ {us} such that
|Vs| = k, data arrival rate β at each node in Vs and transition matrix Pφ for the random walk φ on
the graph G, the steady-state queue equations at nodes (Eq.(7)) can be written in matrix form as
ηPφ + β(J − ken) = η
η(I − Pφ) = β(J − ken) (51)
where η : ηi = ηt(ui) = P
[
Qβt (ui) > 0
]
is an n element row vector representing the steady-state
queue occupancy probability of nodes in graph, en is another n element row vector which has a
value 1 for sink node and 0 elsewhere, I is the usual n × n identity matrix and J is an n element
row vector which has a value 1 for nodes in source set Vs and 0 otherwise. This analysis is done
ignoring the absorbing nature of the sink and assuming that it behaves similar to other nodes in
data forwarding.
Let π be a distribution on V satisfying π = πPφ, then π is said to be a stationary distribution
for random walk φ. Let the transition matrix Pφ be reversible with respect to the stationary
distribution π i.e., π(x)Pφ(x, y) = π(y)Pφ(y, x),∀x, y ∈ V . The usual inner product on the vector
space RV is given by 〈f, g〉 = ∑x∈V f(x)g(x). We define another inner product on RV that we
will use in this proof 〈f, g〉π :=
∑
x∈V f(x)g(x)π(x). From Lemma 12.2 [31], the inner product
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space (RV , 〈·, ·〉)π has an orthonormal basis of real-valued eigenfunctions {fj}|V |j=1 corresponding to
real eigenvalues {λj}. Using this lemma and writing the vector η in terms of the eigenvectors, we
have η =
∑|V |
i=1〈η, fi〉πfi. This gives us that η(I − Pφ) =
∑|V |
i=1(1− λφi )〈η, fi〉πfi. From the Perron-
Frobenius theorem (see e.g., [43][Chap 9]) and Lemma 12.1 of [31], we know λφ1 = 1 > λ
φ
2 ≥ · · · ≥
λφn > −1. So, we have
η(I − Pφ) =
|V |∑
i=2
(1− λφi )〈η, fi〉πfi (52)
≥ (1− λφ2 )

 |V |∑
i=2
〈η, fi〉πfi

 (53)
Note, that f1, . . . , f|V | form an orthonormal basis so,
∑|V |
i=1〈η, fi〉2π = ‖η‖2π. Hence we have
n∑
i=2
〈η, fi〉2π = ‖η‖2π − 〈η, f1〉2π (54)
The eigenfunction f1 corresponding to the eigenvalue 1 can be taken to be a constant vector 1
(see Lemma 12.2 [31]), so 〈η, f1〉π =
n∑
i=1
ηiπi, where πi = π(ui) =
∑
v∈V π(v)Pφ[v, ui] . Also,
‖η‖2π =
n∑
i=1
η2i πi. So, using these results in Eq. (54) we have
n∑
i=2
〈η, fi〉2π =
n∑
i=1
η2i πi −
(
n∑
i=1
ηiπi
)2
= Varπ(ηi) =
n∑
i=1
(ηi − η¯π)2πi (55)
where, η¯π =
n∑
i=1
ηiπi is the expected queue occupancy probability of nodes under stationary distri-
bution π. Now, taking the square of norm of Eq. (53) and using Eq. (55), we have
‖η(I −Pφ)‖2π ≥ (1− λφ2 )2Varπ(ηi) (56)
Also,
‖β(J − ken)‖2π = β2

∑
ui∈Vs
πi + k
2πs

 (57)
Now, again taking the square of norm of Eq. (51) and using Eq.s (56) and (57), we have
β ≥ (1− λφ2 )
√
Varπ(ηi)(∑
ui∈Vs
πi + k2πs
) (58)
This proves the lower bound on rate β for random walk φ. Since, the network throughput is the
rate at which the sink receives the data, so for our network with |Vs| = k data sources each receiving
data at stable rate β, the corresponding network throughput is kβ.
Now, if φ is simple random walk then we know πi =
deg(ui)∑
u∈V deg(u)
=
deg(ui)
2m , where m = |E| are
the number of edges in graph G and dmin2m ≤ πi ≤ dmax2m . So, we have∑
ui∈Vs
πi + k
2πs ≤ kdmax
2m
+ k2
dmax
2m
=
dmax
2m
(k(k + 1)) (59)
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To get a bound on Varπ(ηi) we consider two nodes whose queue occupancy probability we
know precisely (1) the sink, us, which has ηs = 0, and (2) a node umax, such that ηumax ≤ 1, let
ηumax = 1−ǫ(β). We note that the contribution of us and umax with η¯π =
∑n
i=1 ηiπi as the expected
queue occupancy probability of nodes under stationary distribution π is as follows
Varπ(ηi) ≥
(
(1− ǫ(β)− η¯π)2 + (η¯π − 0)2
) dmin
2m
≥ (1− ǫ(β))2 dmin
4m
(60)
since for any x, y > 0, if x + y = a then, x2 + y2 ≥ a22 . Now, using Eq. (59) and Eq. (60) in Eq.
(58), we have the lower bound on rate for simple random walk as
β ≥ (1− λSRW2 )
√
dmin(1− ǫ(β))
dmax 2m(m+ 1)
(61)
Using Claim 2 in Eq. (61) we get the desired results, as we know from this claim that as β → β∗,
ǫ(β)→ 0, where β∗ is the critical rate below which data rates are stable and above which they are
unstable.
Now, given the lower bound which is guaranteed by Random-Collect algorithm for our graph
G = (V,E) with n nodes, consider the worst-case scenario with source set Vs = V \ {us} with each
node in Vs receiving data as independent Bernoulli arrivals with rate β, now we find the maximum
value of data arrival rate β such that any data collection algorithm can achieve stable queues.
Proof of Proposition 2. For the given graph G = (V,E) with each node in source set Vs receiving
data as independent Bernoulli arrivals with rate β, we know for any data collection algorithm, given
a set U ⊂ V where the sink us /∈ U the maximum data flow that can move out of this set is the
flow across the boundary ∂U := {(u, v) : u ∈ U, v /∈ U}. So, we have
β|U | ≤ |∂U | (62)
β ≤ min
U
α(U) = αˆ(G) ≤ α(G) (63)
where, α(U) := |∂U ||U | , αˆ(G) := minU⊂V,us /∈U
α(U) and α(G) = min
U⊂V,|U |≤ 1
2
|V |
|∂U |
|U | is edge expansion [12] of
the graph G.
Also, for set U = Vs = V \ {us} we have α(U) = dusn−1 , , where dus is the degree of the sink.
Now, from Eq. (62) β ≤ dusn−1 . So, for any data collection algorithm upper bound on stable rate β
is given by
min
{
αˆ(G),
dus
n− 1
}
(64)
6.3 Latency Analysis
Next we consider the latency in data collection for Random-Collect at stationarity. Now, given the
data collection process defined by Random-Collect is stable and the resulting Markov chain (Qβt )t≥0
has achieved steady-state we will find an upper bound on the average data collection time achieved
by Random-Collect. For each round of data arrival coming at rate β, we have |Vs| = k source node
originated random walks of data packets moving on graph G representing the underlying network,
which have their associated latency in hitting the sink. So, now we find the average data collection
time for ℓ such rounds of data arrival.
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Proof of Theorem 2. For a given graph G where each node in the source set Vs receives independent
Bernoulli arrivals with stable rate β. Recall each data round generated has a total of |Vs| = k
data packets and each round has its appearance and clearance time in the network. Instead of
finding such times individually for each round, we will proceed our analysis by finding the expected
maximum time by which ℓ rounds of data arrival have happened and then after this time, we find
the expected clearance time assuming all kℓ packets have appeared.
Let τφ,ℓapp be the appearance time of ℓ rounds of data arrival on each node using random walk
φ based Random-Collect algorithm for communication. Let f be a hypothetical node where we
assume packets reside before arriving at the network nodes, then, ∀u ∈ Vs and 1 ≤ j ≤ ℓ, we have
Xφ,0u,j = f , where X
φ,t
u,j is the random variable denoting the position of j
th round data packet of node
u at the start of time slot t given that the data packets perform random walk φ. If the jth data
item appears at node u at time t′ then Xφ,tu,j = f for all t < t
′ and Xφ,t
′
u,j = u. With this notation
we can define appearance time as: τφ,ℓapp = min{t : Xφ,tu,j ∈ V : 1 ≤ j ≤ ℓ, u ∈ Vs}. So, τφ,ℓapp is the
earliest time when ℓ packets have appeared at each node. Now, we find the expected appearance
time of ℓ rounds.
Let us define A to be the event that a source node u ∈ Vs did not receive ℓ arrivals in time tu.
Consider, tu ≥ 2ℓ and β ≤ 1/2. So, we have
P [A] =
ℓ∑
i=1
(
tu
ℓ− i
)
βℓ−i(1− β)tu−(ℓ−i) (65)
As, tu ≥ 2ℓ ,
( tu
ℓ−i
) ≤ ( tuℓ−(i−1))∀i : 1 ≤ i − 1 ≤ ℓ also, as β ≤ 1/2, so Eq. (65) can be written
as, P [A] ≤ ℓ(tuℓ )(1 − β)tu . Now, let tu = wℓ for w > 1, so using the fact that (tuℓ ) ≤ (etuℓ )ℓ
previous equation can be rewritten as, P [A] ≤ ℓ(ew(1 − β)w)ℓ. So, we can easily find w such that
ew(1 − β)w ≤ 1/e. Such value of w is only β dependent and is given as w = bβ for some constant
b > 1. So, for a node u ∈ Vs, the probability of event A can be rewritten as P [tu ≥ wℓ] ≤ ℓe−ℓ.
Since, all random walks of data packets from all k nodes are independent of each other, considering
the worst-case analysis of all nodes we have,
P [∃u : tu ≥ wℓ] ≤ kℓe−ℓ (66)
Now, we need to find the expected value of the maximum appearance time of packets at k nodes,
let it be tˆu = {tu : ∃u tu ≥ wℓ}. We have,
E
[
tˆu − log ek
] ≤ ∞∑
i=1
P
[
tˆu − log ek ≥ i
]
≤ w
∞∑
j=1
P
[
tˆu ≥ w(log ek + j)
]
≤ w
∞∑
j=1
k(log ek + j)e−(log ek+j)
≤ w log ek
So, we get
E
[
tˆu
] ≤ log ek + w log ek ≤ w log ek
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So, we have the expected maximum appearance time of data packets at k source modes as at
most w log ek where w = bβ for some constant b > 1. Now considering the worst-case analysis, the
maximum time it takes for complete ℓ rounds of data packets to appear at all k source nodes is,
τφ,ℓapp ≤ ℓ log ek
b
β
(67)
Note that after τφ,ℓapp time all nodes have ℓ arrivals. Now, let τ
φ
clr(ℓ) be the expected clearance
time of random walks when ℓ data packets have arrived at all the nodes. Now, we know because of
the appearance time of rounds, random walks across the data rounds are independent, so we can
write τφclr(ℓ) ≤ ℓτφclr(1), where τφclr(1) is the expected clearance time of one round of data. To find
the value of τφclr(1) we consider the following lemma.
Lemma 4. Given a graph G = (V,E) having source set Vs ⊆ V \ {us} with |Vs| = k source nodes,
c(β) ∈ [0, 1] as an increasing function of β and continuous for β < β∗ with c(0) = 0 and c(β) → 1
as β → β∗ where β∗ is the maximum achievable stable rate, maximum degree dmax and minimum
degree dmin and worst-case hitting time of random walk φ on G, max
x,y∈V
Ex[τ
φ
y ] denoted by t
φ
hit
, the
expected time taken to collect single round of data τφ
col
for Random-Collect i.e., time elapsed between
the appearance of the last packet of the given round at any source node in Vs and disappearance of
the last packet of given round into the sink is
τφ
col
=
log ek tφ
hit
1− c(β) . (68)
Proof of Lemma 4. For a given data rate β, we find the expected time taken to collect single round
of data i.e., time between the apperance of the last packet of given round and disapperance of last
packet into the sink for Random-Collect with random walk φ. Now for a single round of data,
given a packet of node p ∈ Vs, let Xφ,tp,1 = Xφ,tp be its position at the start of time slot t. Consider
the subset of time slots when Random-Collect chooses packet p (named after the source node at
which it is generated) for transmission out of the queue at node Xφ,tp , let us call this subset T (p).
The packet may not always be chosen because of presence of other packets in the queue. The key
observation is that the process {Xφ,tp }t∈T (p) is a time homogeneous random walk on G. We first
find the expected time taken for k such random walks to reach the sink and then, bound the delay
between successive time steps in each T (p), p ∈ Vs to reach the result i.e., bound the queueing
delay.
Let the hitting time of random walk φ of a data packet from a source node u ∈ Vs to the
sink for Random-Collect be defined as τφ,si = min{t : Xφ,tu = us}. So, for a node u ∈ Vs we’ve
E
[
τφ,si
]
≤ tφhit, where tφhit = maxx,y∈V Ex[τ
φ
y ] is the worst-case hitting time of random walk φ starting
from any node of the graph. By Markov’s inequality P
[
τφ,si ≥ etφhit
]
≤ 1e . Now, consider the
probability of a random walk not hitting sink us in w¯e times the worst-case hitting time i.e., we
consider w¯ etφhit time and divide it into w¯ slots (r = 1, 2, ···, w¯) of etφhit each. By the Markov property
of random walks, we know that the random walks in each of these slots are independent. Also, since
we have used the worst-case hitting time for bounding the probability of one slot using Markov’s
inequality, this bound will hold true for any starting vertex at the start of any slot r. So, we have
P
[
τφ,si ≥ w¯ etφhit
]
≤∏w¯r=1 1e ≤ 1ew¯ . Now, let τφ,smax = maxi τφ,si then, P [τφ,smax ≥ w¯ etφhit] ≤ ke−w¯.
Now, we have
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E
[
τφ,smax − log ek
]
≤
∞∑
i=1
P
[
τφ,smax − log ek ≥ i
]
≤ etφhit
∞∑
j=1
P
[
τφ,smax ≥ (log ek + j)etφhit
]
≤ etφhit
∞∑
j=1
ke− log eke−j
≤ t
φ
hit
e− 1
So,
E
[
τφ,smax
]
≤ log ek + t
φ
hit
e− 1 ≤ t
φ
hit log ek
as both log ek > 0 and tφhit > 0. So without any queueing delay the expected time taken by all k
random walks to hit the sink is tφhit log ek.
Now, we analyse the delay caused due to more than one packets in the queue. Consider a packet
generated at node p ∈ Vs, let us call it p after its generating node. Now consider for any node
u ∈ V \ {us},
P [Packet p is delayed at u at time t] =∑
w≥2
P
[
Packet p is not picked at u at time t ∩Qβt (u) = w | Xφ,tp = u
]
P
[
Xφ,tp = u
]
(69)
We know,
P
[
Packet p is not picked at u at time t ∩Qβt (u) = w | Xφ,tp = u
]
=
w − 1
w
P
[
Qβt (u) = w ∩Xφ,tp = u
]
P
[
Xφ,tp = u
] (70)
As, P [A ∩B] ≤ P [A], we can write P
[
Qβt (u) = w ∩Xφ,tp = u
]
≤ P
[
Qβt (u) = w
]
. Using this result
in Eq. (70) we get
P
[
Packet p is not picked at u at time t ∩Qβt (u) = w | Xφ,tp = u
]
≤
w − 1
w
P
[
Qβt (u) = w
]
P
[
Xφ,tp = u
] ≤ P
[
Qβt (u) = w
]
P
[
Xφ,tp = u
] (71)
Using Eq. (71) in Eq. (69), we get
P [Packet p is delayed at u at time t] ≤
∑
w≥2
P
[
Qβt (u) = w
]
= P
[
Qβt (u) ≥ 2
]
(72)
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Now, we have
P [Packet p is delayed at time t] = max
u∈V \{us}
P
[
Qβt (u) ≥ 2
]
(73)
Now, let ct(β) = maxu∈V \{us} P
[
Qβt (u) ≥ 2
]
be the maximum delay probability at time t over all
nodes in set V \ {us} for given data rate β. So, at stationarity the maximum delay probability
converges to c(β) i.e., c(β) = limt→∞ ct(β). From Claim 1 we know P
[
Qβt (u) > 0
]
, for all u ∈
V \ {us} is an increasing function of β and continuous for β < β∗, so c(β) is also an increasing
function of β and continuous for β < β∗ with c(0) = 0 and c(β) → 1 as β → β∗ where β∗ is
the critical rate below which data rates are stable and above which they are unstable. We know
that any packet gets delayed at time slot t, due to queue at a node u, because it is not picked for
transmission in that slot among all the packets in the queue. Thus, the probability of a packet not
being delayed by a node in a given time slot t is 1− c(β). So, combining the queueing delay with
the non-delayed hitting time event of the sink, we have the expected number of steps for which the
packets move and hit the sink is
tφ
hit
log ek
1−c(β) .
So, from Lemma 4 given a data rate β the expected clearance time of random walks for one round
i.e., assuming each node has only one data packet is τφclr(1) = τ
φ
col =
tφ
hit
log ek
1−c(β) , where c(β) ∈ [0, 1] is
an increasing function of β and continuous for β < β∗, representing the maximum delay probability
in the limit over all nodes in V \ {us} for given rate β and tφhit being the worst-case hitting time of
random walk φ on G. So,
τφclr(ℓ) ≤ ℓτφclr(1) = ℓ
(
tφhit log ek
1− c(β)
)
. (74)
Recall, τφ,ℓcol is the expected collection time of ℓ rounds of data arrival for random walk φ, so, we
can write
τφ,ℓcol = τ
φ,ℓ
app + τ
φ
clr(ℓ) (75)
i.e., the expected maximum time by which all ℓ rounds of data arrival have appeared and then given
that all kℓ packets have been generated, the expected clearance time for all such data packets. Now,
using the results from Eq.s (67) and (74), we have
τφ,ℓcol ≤ ℓ log ek
b
β
+ ℓ
(
tφhit log ek
1− c(β)
)
(76)
So, we have,
τ¯φ = lim
ℓ→∞
τφ,ℓcol
ℓ
≤ log ek
(
b
β
+
tφhit
1− c(β)
)
(77)
where b > 1 is a constant and tφhit is the worst-case hitting time of random walk φ on G.
7 Conclusion and Future Work
In this paper, we propose a simple decentralised and fault-tolerant random walk-based algorithm,
Random-Collect, for data collection in a multi-hop sensor network. This algorithm is low con-
figuration based and incurs no routing overhead. We analyse its throughput and latency under
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the assumption that each source node generates data as independent Bernoulli arrivals. We find
bounds on the network throughput given a stable data arrival rate. In particular, we find that
the rate is lower bounded by the spectral gap of transition matrix at the heart of our algorithm.
For the simple random walk, we find that the rate also depends on the minimum and maximum
degree of nodes in the graph representing our network. This bound serves as a general throughput
lower bound for any data collection algorithm, thereby representing a benchmark performance that
other complex algorithms need to outperform. We also compare the simple random walk’s spectral
gap based lower bound on the rate for our algorithm with the exact stable rate obtained using
elementary algebra in specific network topologies like cycle, star and complete graph. We observe
that the lower bound on the stable rate obtained by our analysis is tight for the complete graph.
This validates our analysis demonstrating that in general our lower bound is the best possible, up
to constant factors. For the complete graph and star graph with sink at the centre, the upper
bound on the rate for our algorithm is also tight up to constant factors. We also find an upper
bound on the average data collection time. The trade-off between the data rate and the latency
shows up in this bound.
Incorporating interference and the full-duplex question As mentioned in Section 1, our
model of the sensor network assumes simultaneous transmission-reception and multi-packet recep-
tion for each node in a given time slot. While these assumptions may be valid for full-duplex wired
networks, they are not reasonable for wireless networks. However, it is important to note that if
we were to move into an ALOHA-like situation where we allow for transmissions to fail due to the
collision, both these assumptions are no longer required. Modelling this in a probabilistic setting
is not difficult, and it is easy to see it will lead to an increase in latency which will grow with the
degree of the network. There will be a small drop in the throughput as well since the probability
of reducing the queue size (through successful transmission) will decrease. Both these changes can
be incorporated into our model without changing the essential ideas underlying the proofs of our
main theorems, so we omit them here.
As part of future work, analysing Random-Collect by considering branching random walks (cur-
rently we have a branching factor of 1) for data collection is an interesting line of work. We can
also perform a similar analysis and mathematical abstractions for more sophisticated methods that
use network coding like Growth Codes [24] to provide robust data collection in failure-prone sensor
networks. We believe that our results form a baseline analytical framework that can be used to
analyse data collection in various settings.
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