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1. INTRODUCTION AND SUMMARY 
We consider a discrete time finite horizon stochastic ontrol problem whose 
dynamic equations and loss function are linear in the state vector with random 
coefficients, but which may vary in a nonlinear, random manner with the 
control variables. The controls are constrained to lie in a given set. For this 
system we have the rather surprising result hat the optimal control or policy is 
independent of the value of the state. This fact follows from a simple dynamic 
programming argument concerning the form of the optimal return function. 
Under suitable restrictions on the functions the dynamic programming 
approach leads to efficient computational methods for obtaining the controls 
via a sequence of mathematical programming problems in fewer variables 
than the number of controls in the entire process. 
The result extends the notion of certainty equivalence [4] for a sequential 
stochastic decision problem. The expectations of the random functions play 
the role of certainty equivalents in the sense that the optimal control can be 
found by solving a deterministic problem in which expectations replace 
random quantities. 
In the proof no restrictions are placed on the random variables other than 
independence over time and the existence of certain expectations. Later we 
relax the first condition and show that the general properties of the control 
remain valid even when random parameters influencing the controls are 
stochastically dependent over time. In this case the optimal controls must be 
chosen sequentially using certain information about the past. 
In addition to engineering problems with random parameters, the results 
should prove useful in stochastic investment problems. For the latter prob- 
lems the states represent financial quantities uch as accumulated profits; 
* Any views expressed in this paper are those of the author. They should not be 
interpreted as reflecting the views of The RAND Corporation or the official opinion 
or policy of any of its governmental or private research sponsors. 
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the controls the amount to invest in each project; and the random parameters 
the yields, prices and costs of various assets, liabilities and new investment. 
2. THE MODEL 
The stochastic control problem under consideration has equations of 
evolution (dynamics) which are represented by the following set of difference 
equations 
x(t + 1) = 4-40, t) ~(0 + G(u(t), w(t), t) + 4-4, 0, (1) 
t = 0, l,..., T - 1 
x(O) = 5, 
where x(t) is the n-dimensional state vector, u(t) is the m-dimensional control, 
and e the initial conditions which need not be known. A(*, t) and q(-, t) 
are a random n x n matrix and random vector, respectively, which depend 
upon a vector random variable w(t) defined upon an appropriate probability 
space. The control functions are assumed to lie in a subset U(t) of Em. 
G(u(t), *, t) is a random mapping from U(t) to En. Thus the dynamics are 
assumed linear in the state vector with random coefficients but may depend 
nonlinearly and randomly on the controls and are perturbed by random 
disturbances. 
The loss function for the process is assumed to have the same form as the 
dynamics. In fact it may be treated as an additional difference quation if 
desired, and is given by 
@w), 4 40 + du(t - lh 4 - l>, t - lb (2) 
where q(*, t) is a random n-vector and p)(u(t - l), *, t - 1) a random function 
from U(t) into El. 
The goal is to choose T admissible functions of the state, $x(t), t): 
En -+ U(t), t = 0, l,..., T - 1, to minimize 
where E is the expectation operator with respect to the joint distribution of 
w(t) over [0, T - 11. 
The following assumptions are made concerning the model: 
(i) The random functions qo((t), w(t), t), G(u(t), w(t), t), A(w(t), t), 
and q(w(t), t) possess known finite expectations for all t and u(t) E U(t). 
They will be denoted by bars, e.g., E{G(u(t), w(t), t> = e(u(t), t). 
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(ii) The functions e(*, t) and 9)(*, t) are continuous functions of u(t) 
in a topology for which U(t) is compact. 
(iii) The random variables w(t) are independent from period to period.’ 
3. THE MAIN RESULT 
We state our main result in the form of a theorem: 
For a stochastic ontrol system whose dynamics are given by Eq. (1) and whose 
loss function is given by Eq. (2), su pp ose conditions (i)-(iii) obtain. Then the 
optimal control policy u(*, 0), a(*, 1) ,..., u(*, T - 1) is independent of the value 
of the state vector x(t). 
PROOF. The proof rests upon a dynamic programming argument regarding 
the form of the optimal return function associated with the control process. 
Let r = T - t, the number of periods remaining in the process. By induction 
on the remaining number of periods, we will show that the optimal return 
function denoted by FT(x(t)) is given by 
FrW)) = p(r) 44 + W), Y = 1, 2 ,..., T, (4) 
where p(r) and K( r are known (finite) vectors and scalars independent of the ) 
state which are given by expressions to be described below. The character- 
istic of the control emerges in the course of establishing this form for the 
return function. 
The result holds for r = 1. Since F0 = 0, we have 
UC - 1)) = r(.&J(U(T-l) EM., T)x(T) + du(T - 11, 3) T - 1)) 
= u~,,T-~&T-l~ MT) W-, T - 1) + &4*, T - 11, T - 1)l 
+q(T)A(T-l)x(T-l)+q(T)+j(T-1) 
= p(l) x(T - 1) + h(l), 
1 This assumption does not rule out non-independence of a linear Markovian 
type for the additive disturbances v(., t). For example, if ~(1) = R(w(t), t)~(t - 1) + 
[(w(t), t), where R(-, t) and f(., t) are random matrices and vectors satisfying (i) 
and (iii), 7(t) may be treated as an additional component of the state vector. The 
relations describing the generation of 7(t) may be adjoined to the dynamics and still 
retain the form given in (1). It will turn out that v(t) (and the other components of 
the state vector) need not be observable. 
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where, by assumption (iii), 
k(1) = q(T) &*(T - l), T - 1) + q(u*(T - l), T - 1) + q(T)fj(T - l), 
and u*(T - 1) denotes the value of ~(a, T - 1) which by assumptions (i) 
and (ii) attains the infimum. Since the function to be minimized is independ- 
ent of the state, u*(T - 1) is also. 
Assuming now that the result holds for r - 1, we show it holds for r. 
By the principle of optimality, 
By hypothesis this may be written as 
~Mt)) = u~.,igfu~t~ CM - 1) + q(t + 1)) GM-, t>, t) + a(4., 4, 01 
+ [W - 1) + iat + 1)) ml 4t) 
+ w - 1) + BP + l))ijP) + e - 1) 
= p(r) 44 + 44, (5) 
where 
and 
I@) = w - 1) + at + 1)) m (6) 
My) =Yr - 1) + w - 1) + at + 1)) (ij(t) + m*(t), 4)+ au*(t),  
and u*(t) is the point in U(t) which again attains the infinum. This confirms 
the induction hypothesis and completes the proof. 
The recursion relation (6) governing linear form in the optimal return 
function corresponds to the adjoint equations associated with a stochastic 
version of the Maximum Principle [2].2 This principle states that if a control 
is optimal it minimizes at each stage the conditional expectation of the 
Hamiltonian 
where 
ww), 4’9 4 A(-, 4 I x(t - 1% 
Ht., -7 -1 = 4&(t), t) @(t), u(t)> + w4t), t>f(W, u(t), 4)l t), 
a In the event the Stochastic Maximum Principle were sufficient as well as necessary 
for optimality in discrete stochastic problems, it would furnish an alternate proof 
of our main result. No proof of sufficiency in this case is known to the author. 
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where f(q) represents the dynamics, ~‘(a) the loss function, and 
A(*, t) = (A,(*, t), A,(*, t)) is a random (n + I)-dimensional vector of adjoint 
variables (multipliers). From the results in [2] we know 
v,(,,~&(~)) = p(r) = Jww, t = 0, 1 ,..., T - 1, 
that is, the gradient of the optimal return function with respect to the state 
vector equals the conditional expectation of the adjoint variables in each 
period. 
Note that the proof shows that we would obtain the same optimization 
problem at each stage had we initially replaced all random quantities by 
their expected values. Thus the expectations are certainty equivalents and the 
result previously established by Simon and Theil [4] for systems with 
quadratic loss, linear dynamics with only the disturbances random and no 
constraints on the values of the controls, is valid for a wider class of systems. 
4. COMPUTATIONAL ALGORITHMS 
When the functions in the dynamics and the admissibility conditions are 
appropriately specialized, the optimal control can be found by methods of 
mathematical programming. For example, when U(t) is a convex polyhedral 
given by 
u(t) = @(t) I C(t) u(t) 6 W), u(t) 3 01, 
where C(t) and b(t) are nonstochastic matrices of appropriate order; 
p)(u(t), - t) = A(., t) u(t), and G(u, *, t) = B(*, t) u(t) where h(-, t) and 
B(*, t) are stochastic matrices, the optimal control is obtained by solving 
the following sequence of linear programming problems: 
More generally, the following assumptions suffice to obtain a sequence 
of convex programming problems: v(u(t), ., t) is convex in u(t); for each i 
and t, G,(u(t), *, t) = z.i &(w(t), t)gii(u(t), t) (B,(e) is a scalar and gij(*, .) 
a real-valued function) and gi(*, t) is convex in u(t), &(t) > 0, x((t) 3 0, 
q(t) 3 0; and U(t) = {u(t) 1 #(u(t)) 6 0, u(t) > 0) where each &(*) is 
convex. In this case, each member of the sequence may be written 
min p@(t), t> + Cpdr - 1) C Wt>gii(4t), 9 I #(u(t)) < 0,44 b 0 - 
I i i I 
(8) 
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These problems may be solved by various existing nonlinear programming 
algorithms when addition restrictions such as continuous differentiability 
are placed on the functions in the loss and dynamics and the &(~(t)) obey 
the Kuhn-Tucker constraint qualification [I]. 
Note that in both cases we have a reduced problem in mT controls to a 
sequence of problems in only m variables. This approach should prove more 
efficient than alternative nonlinear programming solutions of deterministic 
discrete-time control problems, e.g., [3], for problems linear in the state 
without constraints on the state variables. 
5. EXTENSION TO NONINDEPENDENT RANDOM PARAMETERS 
The method of proof indicates that the result may be extended to the case 
in which the random variables influencing the controls are not statistically 
independent over time. Here we assume w(t) is partitioned into two disjoint 
subvectors wr(t) and w%(t), where wr(t) is independent over time and wa(t), 
which enters only y(*, *, t) and G(*, ., t), exhibits dependence. In addition 
we assume the realizations of wa(t) are directly observable.3 We retain 
assumptions (i) and (ii) where the expectations with respect to wa(t) are con- 
ditional expectations based upon all relevant past realizations which we 
denote by EC{*}. 
The steps in the proof are unchanged provided the expectations with 
respect to p, and G are interpreted as conditional expectations. Once again 
by induction we find the return function has the same form and that the 
optimal control is independent of the natural state vector x(t). The optimal 
value of the control at each stage minimizes the following expression 
where c(t) is a constant independent of u. However, the optimal control 
depends implicitly upon the previous sequence of realizations ofwr through 
the value of the conditional expectations and thus upon an extended notion 
of the state. Consequently in this case the optimal controls must be chosen 
sequentially as the process unfolds, not a priori as before. Mathematical 
programming may under appropriate conditions once again be employed to 
compute the controls. 
Finally we note that the optimal control is still independent of x(t) when 
q(t) is governed by a Markov chain whose states are observable. Here the 
8 This assumption is appropriate, for example, in investment problems where m*(t) 
represents the price or cost of new investments. 
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optimal return function is still inear in the state but its coefficients depend 
upon the realization in the previous period. Unlike the case where only wa(t) 
is dependent, a separate value of the control must be computed corresponding 
to each possible previous realization of wr . When the state space of the chain 
is finite, these calculations may effectively be carried subject to the provisions 
of Section 4 by solving a sequence of mathematical programming problems 
whose objective functions vary parametrically. 
ACKNOWLEDGMENT 
The author is indebted to Bruce L. Miller for a number of helpful suggestions. 
REFEFXENCFS 
1. H. W. KUHN AND A. W. TUCKER. “Nonlinear Programming.” (J. Neyman, ed.). 
In “Proceedings of the Second Berkeley Symposium on Mathematical Statistics 
and Probability.” pp. 481-492. University of California Press, Berkeley and Los 
Angeles, 1951. 
2. H. J. KUSHNER AND F. C. SCHWEPPE. A maximum principle for stochastic control 
systems. J. Math. Anal. Appl. 8 (1964), 287-302. 
3. J. B. ROSEN. Iterative solution of nonlinear optimal control problems. 1. SIAM 
Control. 4 (1966), 223-244. 
4. H. THEIL. “Optimal Decision Rules for Industry and Government.” Rand- 
McNally, Chicago, 1964. 
