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Abstract
In this paper we give a generalization of a theorem due to Hardy with a different proof, based on matrix
transformations.
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1. Introduction and preliminary results
In this paper we study an extension of the well known summability (C, 1). This problem is
formulated as follows. Consider a series
∞∑
m=1
xm (1)
and put sn = ∑nm=1 xm. The series (1) is said to be summable (C, 1) if the sequence
σn = 1
n
n∑
m=1
sm
converges to a limit. Hardy [1] introduced the sequence (yn)n1 defined by yn = ∑∞m=n xm/m
and proved that if the series (1) is summable (C, 1), then the series ∑∞n=1 yn is convergent.
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It was shown by Móricz and Rhoades in [8] another generalization of the Hardy theorem
using the weighted mean matrix N . Let U+ be the set of all sequences x such that xn > 0 for
all n. Recall that a weighted mean matrix N is an infinite lower triangular matrix with entries
[N ]nm = pm/Pn where p ∈ U+ and Pn = ∑nm=1 pm. Note that for p = e = (1, . . . , 1, . . .) the
operator N reduces to the well-known Cesàro operator C1. The series (1) is summable N if the
sequence (χn)n1 defined by
χn = 1
Pn
n∑
m=1
pmsm
converges to a finite limit. It can easily be seen that summability N is a natural generalization
of (C, 1) summability. Cite the following result, (cf. [8, Theorem 1, p. 174]), where (xn)n1 is a
given sequence.
Theorem 1.1. Assume Pn → ∞ and pn/Pn → 0 (n → ∞),
sup
n
{
pn+1pn−1
pnPn+1
+ Pn
∞∑
m=n
1
Pm+1
∣∣∣∣pm+1pm − pm+2Pmpm+1Pm+2
∣∣∣∣
}
< ∞
and
sup
n
{
pn
pn+1
+ 1
Pn
n∑
m=1
1
Pm+1
∣∣∣∣pmPm+1pm+1 − pm−1Pm−1pm
∣∣∣∣
}
< ∞
with the agreement p−1 = P−1 = 0.
Then in fact the series∑n∑∞m=n(pn/Pm)xm converges to the limit L implies the series∑n xn
is summable N to the same limit L.
Conversely in [cf. [9, Theorem 1, p. 189]] is stated the following.
Theorem 1.2. Let N be the weighted mean matrix determined by a sequence p ∈ U+ satisfying
the following conditions:
(i) pn  a > 0 for all n,
(ii) pn+1/pn = O(1) (n → ∞),
(iii) (pn+1/(pnPn))n1 is nonincreasing,
(iv) Pn → ∞ (n → ∞).
If the series∑n xn is summable N to a finite number L, then the series∑n∑∞m=n(pn/Pm)xm
converges to the same limit L.
In this paper we will give another extension of summability (C, 1). We will say that the series
(1) is summable (C, λ, μ) for λ, μ ∈ U+ if
1
λn
n∑
m=1
sm
μm
→ χ for some χ ∈ C.
For λn = n and μn = 1 for all n, summability (C, λ, μ) reduces to summability (C, 1). Here we
will establish a relation between the convergence of the series
∑∞
m=n xm/τm for given τ ∈ U+
and summability (C, λ, μ). The next results generalize the well known Hardy’s theorem.
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In the following we will consider an infinite matrix A = (anm)n,m1 of complex numbers. For
given sequence x = (xn)n1 of complex numbers we will writeAn(x) = ∑∞m=1 anmxm, (provided
the series An(x) converge) and Ax =
(∑∞
m=1 anmxm
)
n1. We will write s, l∞ and c for the sets of
all complex, bounded and convergent sequences, respectively, furthermore cs and l1 for the sets
of all convergent and absolutely convergent series. For E,F ⊂ s, we will write (E, F ) for the set
of all matrix transformations that map E to F . For given τ ∈ s we will put Dτ = (τnδnm)n,m1
(where δnn = 1 for all n and δnn = 0 otherwise). We then consider the Banach spaces sτ = Dτ l∞
and s(c)τ = Dτc for τ ∈ U+, see [3–6]. It can easily be seen that for τ, ν ∈ U+ and E,F ⊂ s we
have A ∈ (DτE,DνF) if and only if D1/νADτ ∈ (E, F ), particularly we will use the fact that
A ∈ (s(c)τ , s(c)ν ) if and only if D1/νADτ ∈ (c, c).
In this paper we will use some definitions and properties of the operators represented by infinite
matrices C(λ) and(λ), see [4]. Let U = {(un)n1 ∈ s : un /= 0 for all n}. For λ = (λn)n1 ∈ U ,
we define C(λ) by [C(λ)]n,m = 1/λn for m  n and 0 otherwise. It can be proved that the matrix
(λ) defined by [(λ)]nn = λn, [(λ)]n,n−1 = −λn−1 and [(λ)]n,m = 0 for m /= n − 1, n, n 
1, is the inverse of C(λ). If λ = e we get the well-known operator of first-difference represented
by (e) =  and it is usually written  = C(e). Note that  = −1 and  and  belong to any
given space SR = (s(Rn)n , s(Rn)n) with R > 1. We will also use the transpose of C(λ) denoted by
C+(λ). We easily see that C+(λ) = +D1/λ where + is the transpose of .
2. Generalization of summability (C, 1)
Recall the characterization of (c, c).
Lemma 2.1. A = (anm)n,m1 ∈ (c, c) if and only if
(i) supn1
∑∞
m=1 |anm| < ∞,
(ii) limn→∞
∑∞
m=1 anm = l for some l ∈ C,
(iii) limn→∞ anm = lm for some lm ∈ C and for all m  1.
A matrix transformation A = (anm)n,m1 ∈ (c, c) is said to be regular if A = (anm)n,m1 ∈
(c, c) and xn → l (n → ∞) implies An(x) = ∑∞m=1 anmxm is convergent for all n and converges
to the same limit, see for instance [10]. We will write xn → l implies An(x) → l (n → ∞).
Recall that A is regular if and only if A satisfies Lemma 2.1(i), limn→∞
∑∞
m=1 anm = 1 and
limn→∞ anm = 0 for all m  1.
2.1. First generalization of the Hardy’s theorem
We will put +xn = xn − xn+1 and for λ,μ, τ ∈ U+, ξn = λn+
[
μn
(
+ n
τn
)]
, ξ ′n =
λn+
[
μn
(
+ 1
τn
)]
for all n and consider the following conditions:
lim
n→∞
{
λn−1
[
μn−1+
(
n − 1
τn−1
)
− nμn+
(
1
τn+1
)]
+
n−2∑
m=1
ξm + n
∞∑
m=n
ξ ′m
}
= l, (2)
sup
n
{
λn−1
∣∣∣∣μn−1+ (n − 1τn−1
)
− nμn+
(
1
τn+1
)∣∣∣∣+ n−2∑
m=1
|ξm| + n
∞∑
m=n
|ξ ′m|
}
< ∞. (3)
So we can state the following result.
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Theorem 2.2. Let λ,μ, τ ∈ U+ be sequences satisfying the following conditions:
sup
n3
{∣∣∣∣ξ ′n−1 − λnμnτn+1
∣∣∣∣+ λn−1μnτn +
n−2∑
m=1
∣∣ξ ′m∣∣
}
< ∞, (4)
lim
n→∞
{
μn
(
λn
τn
− λn−1
τn−1
)
+
n−1∑
m=1
ξ ′m
}
= l for some l ∈ C (5)
and let X = (xn)n1 ∈ s. If the series ∑n xn is summable (C, λ, μ) to a finite limit L then the
series
∞∑
n=1
∞∑
m=n
xm
τm
is convergent if and only if (2) and (3) hold.
Proof. We need to show that ifY = C(λ)(C(μ)X) tends to a limit, then(C+(τ )X) is convergent.
Since C(λ) and C(μ) are triangles we get C(λ)(C(μ)X) = (C(λ)C(μ))X and X = (μ)(λ)Y .
We need to show
(C+(τ )X) = (C+(τ ))X = (C+(τ ))((μ)(λ)Y ) = (C+(τ )(μ)(λ))Y
for all Y ∈ c. Then putting M = C+(τ )(μ)(λ) we will show that
(MY) = (M)Y for all Y ∈ c. (6)
Using [7] and since  is row finite and C+(τ ) = +D1/τ we must verify
D1/τ(μ)(λ) ∈ (c, cs). (7)
The explicit calculation of D̂τ = D1/τ(μ)(λ) gives
D̂τ =
⎛⎜⎜⎜⎜⎜⎜⎜⎝
λ1μ1
τ1
−λ1(μ2+μ1)
τ2
λ2μ2
τ2
0
λ1μ2
τ3
−λ2(μ3+μ2)
τ3
λ3μ3
τ3
0 · · ·
λn−2μn−1
τn
−λn−1(μn+μn−1)
τn
λnμn
τn
0 · · ·
⎞⎟⎟⎟⎟⎟⎟⎟⎠
.
Since cs = c(), condition (7) holds if and only if D̂τ ∈ (c, c). By Lemma 2.1 we conclude
that, under (4) and (5), identity (6) holds.
Now we need to prove that M ∈ (c, c). Since C+(τ ) = +D1/τ we are led to explicitly
calculate χ ′ = χ1χ2 with χ1 = +D1/τ(μ) and χ2 = (λ). By elementary calculations for
any given integer n we successively get
[+D1/τX]n =
∞∑
k=n
xk
τk
, [(+D1/τX)]n =
n∑
m=1
( ∞∑
k=m
xk
τk
)
for all X ∈ Dτcs
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and
[(+D1/τX)]n=
n∑
m=1
⎛⎝ n∑
k=m
xk
τk
+
∞∑
k=n+1
xk
τk
⎞⎠
=
n∑
m=1
n∑
k=m
xk
τk
+
n∑
m=1
∞∑
k=n+1
xk
τk
=
n∑
k=1
k
xk
τk
+ n
∞∑
k=n+1
xk
τk
.
Since (+D1/τ )X = (+D1/τX) for all X ∈ Dτcs, we deduce
[+D1/τ ]nm =
{
m
τm
for m  n,
n
τm
for m > n.
Noticing that (μ) = Dμ we then easily get
[χ1]nm =
{
μm+ mτm for m  n − 1,
nμm+ 1τm for m  n.
(8)
Now
[χ ′]nm =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
λm
(
μm+ mτm − μm+1+ m+1τm+1
)
for m  n − 2,
λn−1
(
μn−1+ n−1τn−1 − nμn+ 1τn
)
for m = n − 1,
nλm
(
μm+ 1τm − μm+1+ 1τm+1
)
for m  n.
So the condition σn tends to a limit L implies the series
∑∞
n=1
∑∞
m=n xm/τm is convergent if and
only if χ ′ ∈ (c, c), and we get (2) and (3) using the characterization of (c, c). 
As a consequence of Theorem 2.2 we get another proof of the sufficiency of Hardy’s theorem
[1].
Corollary 2.3. Let X = (xn)n1 ∈ s. If the series∑∞n=1 xn is summable (C, 1) to the limit L then
the series
∑∞
n=1
∑∞
m=n xm/m converges to the same limit.
Proof. We have λn = τn = n for all n and μ = e in Theorem 2.2. Then (4) and (5) hold since
ξ ′m = m
[
1
m
− 1
m + 1 −
(
1
m + 1 −
1
m + 2
)]
= 2
(m + 1)(m + 2) for all m.
On the other hand +(n/τn) = 0 so χ ′ = C+((n)n)((n)n)
[χ ′]nm =
⎧⎪⎪⎨⎪⎪⎩
0 for m  n − 2,
(n − 1)(−n)
(
1
n
− 1
n+1
)
for m = n − 1,
nm
(
1
m
− 2
m+1 + 1m+2
)
for m  n.
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We easily see that for m  n, [χ ′]nm = 2n/(m + 1)(m + 2), so we immediately get
∞∑
m=1
[χ ′]nm=[χ ′]n,n−1 +
∞∑
m=n
[χ ′]nm
=−n − 1
n + 1 + 2n
∞∑
m=n
1
(m + 1)(m + 2)
=−n − 1
n + 1 + 2n
1
n + 1 for all n.
We then have limn→∞
∑∞
m=1[χ ′]nm = 1. On the other hand supn
∑∞
m=1 |[χ ′]nm| < ∞ and we
conclude that χ ′ is regular and the condition
1
n
n∑
m=1
sm
tends to a limit L implies sn tends to the same limit. This completes the proof. 
We immediately deduce the next result.
Corollary 2.4. If λ ∈ l1 then the series ∑n xn is summable (C, λ, e) to a finite limit L then the
series
∑∞
n=1
∑∞
m=n xm is convergent.
We deduce the following result where we use the set ̂ of all sequences X ∈ U+ such that
limn→∞(xn−1/xn) < 1.
Corollary 2.5. Assume λ ∈ ̂, (4) and (5) hold and
∞∑
m=n
λmμm
m(m + 1) ∼
1
n
(n → ∞). (9)
If the series∑∞n=1 xn is summable (C, λ, μ) then the series∑∞n=1∑∞m=n xm/m converges to the
same limit.
Proof. We need to show that if [C(λ)(C(μ)X)]n tends to a limit L, then [(C+(τ )X)]n tends to
the same limit. As we have seen in the proof of Theorem 2.2, under conditions (4) and (5), putting
 = C+(τ )(μ)(λ) we must have  ∈ (c, c) and  regular. Now since λ ∈ ̂ the operator
 is bijective from s(c)λ to itself, (cf. [4, Theorem 2.6, p. 1789] and [6, Proposition 2.2, p. 88]).
Therefore (λ)c = s(c)λ and Dμ(λ)c = s(c)λμ . Then
C+(τ )(μ)(λ)c = C+(τ )	Dμ(λ)c = C+(τ )	s(c)λμ
and ∈ (c, c) if and only if′ = C+(τ )	Dλμ ∈ (c, c). From the expression of χ1 in Theorem
2.2 we deduce
[′]nm =
{ λmμm
m(m+1) for m  n,
0 otherwise.
We conclude that under (4) and (5) the matrices ′ and then  are regular if and only if (9)
holds. 
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2.2. Conditions for a series to be summable (C, λ,μ)
We are interested in the reciprocal of the previous theorem. We need some additional conditions
on A. For λ,μ ∈ U+ put
σnm = 1
λn
(
n∑
i=m
1
μi
)
τm for m  n,
and
lim
n→∞
{
2σn1 − σn2 −
n−1∑
m=2
(σn,m−1 − 2σnm + σn,m+1) − σn,n−1 + τn
λnμn
}
= l (10)
for some l ∈ C,
sup
n
{
|2σn1 − σn2| +
n−1∑
m=2
|σn,m−1 − 2σnm + σn,m+1|
+
∣∣∣∣2 τnλnμn − σn,n−1
∣∣∣∣+ τnλnμn
}
< ∞, (11)
lim
n→∞(σn,m−1 − 2σnm + σn,m+1) = lm for some lm ∈ C and m = 1, 2, . . . (12)
We can state the following result.
Theorem 2.6. LetX ∈ s and assume (10)–(12) hold. If the series∑n∑∞m=n xm/τm is convergent
to a limit L then the series
∑∞
n=1 xn is summable (C, λ, μ).
Proof. We must show that if (C+(τ )X) is convergent then C(λ)(C(μ)X) is convergent. We
need to prove that C+(τ ) is bijective from Dτcs to cs. For this let B ∈ cs and study the equation
C+(τ )X = B. (13)
We see that (13) is equivalent to +Y = B with Y = D1/τX = (yn)n1 and Y ∈ cs. So we are
led to the following system of linear equations:
∞∑
m=n
ym = bn for n = 1, 2, . . . (14)
Since
∑
n
∑∞
m=n ym is convergent then B ∈ cs and+ ∈ (cs, cs). Now from (14) we immediatly
get
yn = bn − bn+1 for all n. (15)
This shows that the system (14) has a unique solution in cs and then (13) has a unique solution in
Dτcs. Moreover by (15) we easily see that (C+(τ ))−1 = +(τ ). Now since the operator is bijec-
tive from cs to c, we conclude that C+(τ ) is bijective from Dτcs to c, (C+(τ ))−1 ∈ (c,Dτ cs)
and
(C+(τ ))−1 = (C+(τ ))−1 = +(τ ).
Since the matrices intervening are triangles we have
C(λ)(C(μ)X) = (C(λ)C(μ)+(τ ))Y.
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So we need to show that C′ = C(λ)C(μ)+(τ ) is regular. For this we will explicitly calculate
χ ′ = C(λ)C(μ)Dτ and C′ = χ ′+. Since
[C(λ)(C(μ)x)]n = 1
λn
n∑
m=1
1
μm
(
m∑
k=1
xk
)
= 1
λn
n∑
k=1
(
n∑
m=k
1
μm
)
xk
we easily deduce [χ ′]nm = σnm for m  n and [χ ′]nm = 0 otherwise. Then
[C′]nm =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
2 τ1
λ1μ1
for m = n = 1,
2σn1 − σn2 for m = 1, n  2,
2σnm − σn,m−1 − σn,m+1 for 2  m  n − 1,
2 τn
λnμn
− σn,n−1 for m = n  2,
− τn
λnμn
for m = n + 1.
(16)
The conclusion follows from the characterization of (c, c). 
In the next corollary we deduce another proof for the Hardy’s theorem.
Corollary 2.7. For given X ∈ s. The series ∑n∑∞m=n xm/m is convergent to a limit L if and
only if ∑n xn is summable (C, 1) to the same limit L.
Proof. The sufficiency was shown in Corollary 2.3. Necessity. In Theorem 2.6, we have λn =
τn = n for all n and μ = e. By (16) for 2  m  n − 1 elementary calculations give σnm =
(m − n + 1)/n and
[C′]nm = 2σnm − σn,m−1 − σn,m+1
= (n − m + 1)
[
2
m
n
− m − 1
n
− m + 1
n
]
− 2
n
(m − 1) + 2m
n
= −2
n
(m − 1) + 2m
n
= 2
n
.
Thus [C′]nm → 0(n → ∞) for all m  2. We also have
[C′]n1 = 2σn1 − σn2 = 2 − 2(n − 2)
n
→ 0 (n → ∞)
We now need to show that limn→∞
∑∞
m=1[C′]nm = 1. Indeed we have
∞∑
m=1
[C′]nm=[C′]n1 +
n−1∑
m=2
[C′]nm + [C′]nn + [C′]n,n+1
=
(
2 − 2(n − 2)
n
)
+
n−1∑
m=2
2
n
+ 2 − 2n − 1
n
− 1
and so
∑∞
m=1[C′]nm → 1 (n → ∞). 
We easily see that
Theorem 2.8. Under (2), (3), and (10)–(12), the series
∑
n
∑∞
m=n xm/τm is convergent to a
limit L if and only if the series ∑∞n=1 xn is summable (C, λ, μ).
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