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Vorwort
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Zusammenfassung
In prospektiven randomisierten Studien ko¨nnen Unterschiede populationsbasierter
Erwartungswertscha¨tzungen unter Gu¨ltigkeit gewisser Regularita¨tsvoraussetzungen
als Abbildungen mittlerer kausaler Expositions- bzw. Behandlungseffekte betrachtet
werden. Allerdings ko¨nnen durch im Studienverlauf eintretende (Zwischen-) Ereignisse
Situationen entstehen, welche zu verzerrten Scha¨tzungen von Behandlungseffekten
und damit zu falschen Schlu¨ssen, z.B. hinsichtlich der Wirksamkeit einer innovativen
Therapie, fu¨hren. Dies ist genau dann der Fall, wenn diese Zwischenereignisse zum
einen nicht unabha¨ngig von der Initialbehandlung sind, des Weiteren selbst einen
Einfluss auf den prima¨r interessierenden Studienendpunkt (z.B. U¨berleben) haben
und zusa¨tzlich noch A¨nderungen des weiteren Behandlungsverlaufes nach sich ziehen.
Robins (1992) beschreibt dieses Pha¨nomen, welches ha¨ufig in Beobachtungsstudien
auftritt, als indikationsbedingte Behandlung (”treatment by indication”) und zeigt,
dass herko¨mmliche ereignisanalytische Verfahren wie das Cox-Regressionsmodell
mit Beru¨cksichtigung zeitabha¨ngiger Confoundervariablen in diesen Situationen zu
fehlerhaften Scha¨tzungen fu¨hren.
In der vorliegenden Arbeit wird ein neuer Inferenzansatz fu¨r randomisierte Studien
vorgestellt, welcher sich an dem fu¨r Beobachtungsstudien entwickelten ”G-Estimation-
Prinzip” von Robins orientiert, sich jedoch maßgeblich die Besonderheiten prospektiver
randomisierter Studien zu Nutze macht. Mittels dieses Ansatzes wird die erwartungs-
treue, konsistente Scha¨tzung eines Effektparameters (bzw. Parametervektors)
ermo¨glicht, welcher u¨ber eine reellwertige Funktion direkt auf den (bzw. die) Para-
meter der zugrundeliegenden U¨berlebenszeitverteilung wirkt. Die fu¨r einen kausalen
Inferenzansatz notwendige modellbasierte Verknu¨pfung der individuellen beobachteten
Ereigniszeiten mit latenten zugrundeliegenden Ereigniszeiten erfolgt dabei vollsta¨ndig
verteilungsbasiert u¨ber die parametrisierbare inverse Verteilungsfunktion der Ereig-
niszeiten im Referenzbehandlungsarm. Kausale Inferenz fu¨r den Behandlungseffekt
kann somit, auch unter ada¨quater Beru¨cksichtigung zeitabha¨ngiger Confounder,
u¨ber die Likelihoodfunktion des Verteilungsmodells mit den korrespondierenden
likelihood-basierten Teststatistiken vorgenommen werden.
ii
Summary
In prospective randomized trials differences in population based means can be
considered as estimates of mean causal exposure or treatment effects. Neverthe-
less, occurence of intermediate events in the course of a trial may lead to biased
estimates of treatment effects. Particularly this will be the case, if the probability
of such an event is not independent of initial treatment allocation and the inter-
mediate event is both a risk factor for the main outcome parameter (e.g. survival)
and a predictor of subsequent treatment. This situation was referred as ’treatment
by indication problem’ by Robins (1992) and is common in epidemiological trials.
Robins demonstrated that the usual approach of an adjusted estimation of treat-
ment effect using a time-dependent proportional hazards model may be biased
in this situation, whether or not one further adjusts for past confounder history
in the analysis. In this thesis a novel inference procedure for randomized trials
is introduced which is based on the idea of Robin’s G-Estimation principle but
particularly consideres specifics of randomized trials. The suggested procedure al-
lows for an unbiased and consistent estimation of a treatment effect parameter (or
paremeter vector) which is connected by a real-valued function to the parameters
of an underlying distribution of survival times. In fulfilment of the requirements
of a causal individual-level based model, a link of a subject’s observed and coun-
terfactual survival time is directly achieved by the inverse distribution function
of survival times in a reference treatment arm. In this term, causal inference is
feasible based on the likelihood function and its corresponding test statistics, even
under appropriate consideration of time-dependent confounders.
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Einleitung
In epidemiologischen Beobachtungsstudien sowie in kontrollierten klinischen Stu-
dien ist man ha¨ufig daran interessiert, den Effekt einer Exposition bzw. Behand-
lung auf das Eintreten eines bestimmten Zielereignisses, wie z.B. Erkrankung oder
Tod, zu untersuchen. Im prospektiven Studiendesign, speziell im Rahmen von Ko-
hortenstudien, werden dazu Risikoverha¨ltnisse (engl.: Hazard Ratios) gescha¨tzt
und Modellierungen der Eintrittswahrscheinlichkeiten bzw. Risikoraten u¨ber er-
eignisanalytische Ansa¨tze wie z.B. dem Cox-Modell fu¨r proportionale Risiken vor-
genommen. Bei retrospektiven Analysen, im Kontext von Fall-Kontrollstudien,
ko¨nnen lediglich Chancenverha¨ltnisse (engl.: Odds Ratios) als Na¨herung fu¨r rela-
tive Risiken bestimmt werden. Fu¨r die simultane Modellierung multipler Kovaria-
bleneinflu¨sse kommen unter anderem ha¨ufig logistische Regressionsmodelle zum
Einsatz. Die mittels dieser Verfahren gescha¨tzten Risiko- bzw. Chancenverha¨lt-
nisse beschreiben dabei bedingte mittlere Populationsunterschiede hinsichtlich
der Auftretenswahrscheinlichkeiten von interessierenden Ereignissen. Die Inter-
pretation der resultierenden Expositions-/Behandlungseffekte ist jedoch insofern
schwierig, da diese zumindest keine direkte Aussage u¨ber die zu erwartenden
Unterschiede in den Ereigniszeiten in Abha¨ngigkeit des individuellen Exposi-
tionsstatus zulassen. So genannte AFT -Modelle (accelerated failure time models)
stellen diesbezu¨glich eine Alternative dar, da bei diesen der Effekt potentiell ein-
flussnehmender Zufallsvariablen direkt auf die Ereigniszeit modelliert wird.
Kausale Interpretationen der Ergebnisse, d.h. direkte Ru¨ckschlu¨sse auf
Expositions-Wirkungsbeziehungen sind, insbesondere im Rahmen von Beobach-
tungsstudien, nicht bzw. nur bedingt mo¨glich. In prospektiven randomisierten
Studien ko¨nnen mittlere Populationsunterschiede unter Gu¨ltigkeit gewisser Regu-
larita¨tsvoraussetzungen als Scha¨tzung des mittleren kausalen Expositionseffektes
betrachtet werden (Rubin 1974 [70], 1978 [71], Holland 1986 [23]). So wird durch
die zufa¨llige Zuteilung von Patienten in die Behandlungsarme gewa¨hrleistet, dass
die Verteilung bekannter und unbekannter Sto¨rgro¨ßen (engl.: Confounder) in
den Therapiegruppen vergleichbar ist, so dass beobachtete Effekte, mit vorge-
gebener Irrtumswahrscheinlichkeit, alleinig auf die Unterschiede in der Behand-
lung zuru¨ckfu¨hrbar sind. Randomisierte Studien stellen daher eine der ho¨chsten
Evidenzstufen statistischer Inferenz in der empirischen Forschung dar. Dennoch
ko¨nnen auch in randomisierten Studien Situationen eintreten, die zu verzerrten
Scha¨tzungen von Behandlungseffekten und damit zu falschen Schlu¨ssen, z.B. hin-
sichtlich der Wirksamkeit eines neuen Medikamentes, fu¨hren ko¨nnen. So treten
beispielsweise in randomisierten klinischen Krebsstudien mit Tumorprogressionen
(fortschreitendes Tumorwachstum) unvermeidbare Ereignisse auf, welche unmit-
telbaren Einfluss auf den weiteren Therapieverlauf und damit auch auf den in der
Regel prima¨r interessierenden Endpunkt U¨berleben nehmen. Das kritische Ereig-
nis einer Tumorprogression entspricht dabei einer zeitabha¨ngigen Sto¨rvariable,
da dieses sowohl mit der Initialbehandlung (unterschiedlich zu erwartende Pro-
gressraten in den Therapiearmen) als auch mit dem Endpunkt U¨berleben (anzu-
nehmende schlechtere Prognose fu¨r progrediente Patienten) assoziiert ist. Ferner
kann der weitere Behandlungsverlauf, d.h. die durch die Progression veranlasste
Adaption der Initialtherapie (z.B. Therapiestopp, Dosismodifikation, zusa¨tzliche
Folgetherapie, Therapiewechsel), unterschiedlich in den Behandlungsarmen aus-
fallen, so dass auch der weitere Therapieverlauf durch dieses Zwischenereignis
bedingt wird. Robins (1992 [58]) beschreibt dieses Pha¨nomen, welches ha¨ufig in
Beobachtungsstudien auftritt, als indikationsbedingte Behandlung (
”
treatment
by indication”) und zeigt, dass herko¨mmliche ereignisanalytische Verfahren wie
das Cox-Regressionsmodell mit Beru¨cksichtigung zeitabha¨ngiger Confounderva-
riablen zu fehlerhaften Scha¨tzungen fu¨hren, wenn
(i) ein zeitabha¨ngiger Einflussfaktor fu¨r das Zielereignis existiert, der gleichzeitig
Pra¨diktor fu¨r die Exposition bzw. die Behandlung ist und
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(ii) die Expositions- bzw. Behandlungsgeschichte subsequent das Risiko fu¨r die-
sen Einflussfaktor bestimmt.
Sind beide Bedingungen erfu¨llt, mu¨ssen alternative Scha¨tzmodelle verwendet wer-
den, um unverzerrte Scha¨tzungen von Expositions- bzw. Therapieeffekten in Be-
zug auf das Sterberisiko zu erhalten. Eine Mo¨glichkeit hierfu¨r stellen so genannte
kausale Inferenzmodelle dar, welche die Einfu¨hrung einer kontrafaktischen Sicht-
weise notwendig machen. So bezieht sich Kausalita¨t zuna¨chst immer direkt auf
die Beobachtungseinheit und unterstellt Multiversalita¨t, welche fordert, dass ein
Individuum (zumindest theoretisch) unter verschiedenen Bedingungen beobachtet
werden kann. Da dies jedoch niemals praktisch sondern lediglich hypothetisch im
Modellkontext mo¨glich ist, impliziert das kausale Inferenzmodell die Betrachtung
kontrafaktischer (nicht beobachteter bzw. nicht beobachtbarer) Situationen. Dies
wiederum macht die Einfu¨hrung kontrafaktischer Zufallsvariablen notwendig, ein
Ansatz, welcher erstmals in den 1920er Jahren von Jerzy Neyman (1923 [44])
beschrieben wurde. Spa¨ter wurde dieses, zuna¨chst als Randomisationsmodell [7]
bezeichnete, Konzept von Rubin (1974 [70]) aufgegriffen und nachfolgend unter
dem Begriff potential outcomes model (Rubin 1978 [71]) fu¨r Beobachtungsstu-
dien verallgemeinert. In der ju¨ngeren Vergangenheit lieferten, neben vielen wei-
teren engagierten Wissenschaftlern, vor allem James M. Robins und Kollegen
wesentliche Beitra¨ge zur Entwicklung kausaler Inferenzmodelle mit zahlreichen
Originalarbeiten und Vero¨ffentlichungen zur theoretischen Grundlage und prak-
tischen Anwendung, insbesondere im Kontext epidemiologischer Beobachtungs-
studien [51, 52, 54, 55, 57, 58, 40, 66, 67].
Die Anwendung kausaler Inferenzmodelle in randomisierten klinischen Studien
hat in der Vergangenheit vor allem in Bezug auf die Problematik so genann-
ter non-compliance (nicht-protokollkonforme Behandlung bzw. Teilnahme von
Studienteilnehmern) stattgefunden [41, 63, 62, 26, 31, 17]. Auch wenn es au-
genscheinlich Parallelen zwischen non-compliance und zwischenereignisbedingten
Abweichungen vom Behandlungsprotokoll gibt, so bedu¨rfen beide Pha¨nomene
doch einer gesonderten Betrachtung und letztendlich spezifischer Herangehens-
weisen bei der Problemlo¨sung. Wa¨hrend non-compliance eine mehr oder weniger
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bewusste Entscheidung des Studiensubjektes impliziert, die ha¨ufig a priori, als la-
tente Individueneigenschaft bereits vor Studienbeginn feststehend, angenommen
werden kann [26], ist dies fu¨r im Studienverlauf eintretende Zwischenereignisse
nicht der Fall. Des Weiteren kann beispielsweise die fu¨r eine einfache Modellierung
ha¨ufig getroffene Annahme so genannter all- or non-compliance [3, 4] aufgrund
der Zeitabha¨ngigkeit des therapiebedingenden Zwischenereignisses nicht verwen-
det werden.
Ziel der vorliegenden Arbeit ist es, zuna¨chst die Problematik von therapie- und
zielgro¨ßenbedingenden Zwischenereignissen in randomisierten klinischen Studi-
en darzulegen. Dabei wird gezeigt, dass auch nach Adjustierung fu¨r diese Zwi-
schenereignisse (und mo¨gliche Folgebehandlungen) mit herko¨mmlichen Metho-
den wie dem Cox-Regressionsansatz fu¨r zeitvariierende Kovariablen verzerrte Ef-
fektscha¨tzungen resultieren, wenn i) die Eintrittswahrscheinlichkeit fu¨r das Zwi-
schenereignis durch die Initialtherapie bedingt wird, wobei das Zwischenereignis
selbst einen Pra¨diktor fu¨r den prima¨r zu beurteilenden Studienendpunkt U¨berle-
ben darstellt, und ii) der weitere individuelle Therapieverlauf nicht unabha¨ngig
vom Eintritt des Zwischenereignisses und der initialen Prognose des Individuums
ist. Als alternativer Inferenzansatz wird ein neues kausales Scha¨tzmodell fu¨r ran-
domisierte klinische Studien vorgestellt, welches sich an dem fu¨r Beobachtungs-
studien entwickelten G-Estimation-Ansatz nach Robins (Robins [51] [53] [58])
orientiert, sich jedoch maßgeblich die Besonderheiten prospektiver randomisier-
ter Studien zu Nutze macht. Mit diesem Modell wird auch unter Vorliegen
zeitabha¨ngiger Sto¨rvariablen (Zwischenereignisse im Studienverlauf) die erwar-
tungstreue, konsistente Scha¨tzung eines Kausalparameters ξ0 (bzw. Parameter-
vektors ξ0) ermo¨glicht, welcher u¨ber eine reellwertige positive Funktion h direkt
auf den (bzw. im mehrdimensionalen Fall auf die) Parameter der zugrundeliegen-
den U¨berlebenszeitverteilung wirkt.
Die fu¨r einen kausalen Inferenzansatz notwendige modellbasierte Verknu¨pfung der
individuellen beobachteten Ereigniszeiten mit latenten zugrundeliegenden U¨ber-
lebenszeiten erfolgt dabei vollsta¨ndig verteilungsbasiert. Mittels eines auf der Ver-
teilungsfunktion beruhenden Inversionsverfahren wird somit eine direkte U¨ber-
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setzung der gescha¨tzten individuenspezifischen Behandlungswirkung in u¨bliche
populationsbezogene Effektparameter, wie z.B. dem Hazard Ratio, ermo¨glicht.
In Kapitel 1 werden die notwendigen begriﬄichen und formalen Grundlagen kau-
saler Inferenzmodelle eingefu¨hrt und das Prinzip des G-Estimation-Algorithmus
nach Robins vorgestellt. Kapitel 2 zeigt die Problematik zeitabha¨ngiger Con-
founder in randomisierten klinischen Studien auf und verweist auf Parallelen
zum treatment by indication-Problem in Beobachtungsstudien, fu¨r welches der
G-Estimation-Ansatz von Robins konzipiert wurde. In Kapitel 3 wird das neue
verteilungsbasierte kausale Ereignismodell zur Scha¨tzung von Therapieeffekten
unter Beru¨cksichtigung zeitabha¨ngiger Sto¨rvariablen in randomisierten klinischen
Studien vorgestellt und formal begru¨ndet. Die Eigenschaften des zu scha¨tzenden
Kausalparameters ξ0 werden in Kapitel 4 anhand von Simulationsstudien un-
tersucht. In Kapitel 5 wird die Anwendung des neuen Kausalmodells an realen
Studiendaten von Patienten mit einem nicht-kleinzelligem Bronchialkarzinom de-
monstriert. Die Arbeit schließt mit einer Zusammenfassung und Diskussion der
Ergebnisse in Kapitel 6.
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Einleitung 1
Zusammenfassung
In prospektiven randomisierten Studien ko¨nnen Unterschiede populationsbasierter
Erwartungswertscha¨tzungen unter Gu¨ltigkeit gewisser Regularita¨tsvoraussetzungen
als Abbildungen mittlerer kausaler Expositions- bzw. Behandlungseffekte betrachtet
werden. Allerdings ko¨nnen durch im Studienverlauf eintretende (Zwischen-) Ereignisse
Situationen entstehen, welche zu verzerrten Scha¨tzungen von Behandlungseffekten
und damit zu falschen Schlu¨ssen, z.B. hinsichtlich der Wirksamkeit einer innovativen
Therapie, fu¨hren. Dies ist genau dann der Fall, wenn diese Zwischenereignisse zum
einen nicht unabha¨ngig von der Initialbehandlung sind, des Weiteren selbst einen
Einfluss auf den prima¨r interessierenden Studienendpunkt (z.B. U¨berleben) haben
und zusa¨tzlich noch A¨nderungen des weiteren Behandlungsverlaufes nach sich ziehen.
Robins (1992) beschreibt dieses Pha¨nomen, welches ha¨ufig in Beobachtungsstudien
auftritt, als indikationsbedingte Behandlung (”treatment by indication”) und zeigt,
dass herko¨mmliche ereignisanalytische Verfahren wie das Cox-Regressionsmodell
mit Beru¨cksichtigung zeitabha¨ngiger Confoundervariablen in diesen Situationen zu
fehlerhaften Scha¨tzungen fu¨hren.
In der vorliegenden Arbeit wird ein neuer Inferenzansatz fu¨r randomisierte Studien
vorgestellt, welcher sich an dem fu¨r Beobachtungsstudien entwickelten ”G-Estimation-
Prinzip” von Robins orientiert, sich jedoch maßgeblich die Besonderheiten prospektiver
randomisierter Studien zu Nutze macht. Mittels dieses Ansatzes wird die erwartungs-
treue, konsistente Scha¨tzung eines Effektparameters (bzw. Parametervektors)
ermo¨glicht, welcher u¨ber eine reellwertige Funktion direkt auf den (bzw. die) Para-
meter der zugrundeliegenden U¨berlebenszeitverteilung wirkt. Die fu¨r einen kausalen
Inferenzansatz notwendige modellbasierte Verknu¨pfung der individuellen beobachteten
Ereigniszeiten mit latenten zugrundeliegenden Ereigniszeiten erfolgt dabei vollsta¨ndig
verteilungsbasiert u¨ber die parametrisierbare inverse Verteilungsfunktion der Ereig-
niszeiten im Referenzbehandlungsarm. Kausale Inferenz fu¨r den Behandlungseffekt
kann somit, auch unter ada¨quater Beru¨cksichtigung zeitabha¨ngiger Confounder,
u¨ber die Likelihoodfunktion des Verteilungsmodells mit den korrespondierenden
likelihood-basierten Teststatistiken vorgenommen werden.
Einleitung 2
Summary
In prospective randomized trials differences in population based means can be
considered as estimates of mean causal exposure or treatment effects. Neverthe-
less, occurence of intermediate events in the course of a trial may lead to biased
estimates of treatment effects. Particularly this will be the case, if the probability
of such an event is not independent of initial treatment allocation and the inter-
mediate event is both a risk factor for the main outcome parameter (e.g. survival)
and a predictor of subsequent treatment. This situation was referred as ’treatment
by indication problem’ by Robins (1992) and is common in epidemiological trials.
Robins demonstrated that the usual approach of an adjusted estimation of treat-
ment effect using a time-dependent proportional hazards model may be biased
in this situation, whether or not one further adjusts for past confounder history
in the analysis. In this thesis a novel inference procedure for randomized trials
is introduced which is based on the idea of Robin’s G-Estimation principle but
particularly consideres specifics of randomized trials. The suggested procedure al-
lows for an unbiased and consistent estimation of a treatment effect parameter (or
paremeter vector) which is connected by a real-valued function to the parameters
of an underlying distribution of survival times. In fulfilment of the requirements
of a causal individual-level based model, a link of a subject’s observed and coun-
terfactual survival time is directly achieved by the inverse distribution function
of survival times in a reference treatment arm. In this term, causal inference is
feasible based on the likelihood function and its corresponding test statistics, even
under appropriate consideration of time-dependent confounders.
Einleitung 3
Kapitel 1
Kausale Inferenz und
kontrafaktische Sichtweise
In der Enzyklopa¨die statistischer Wissenschaften (Barnad 1982 [5], S. 387) la¨sst
sich unter dem Begriff Kausalita¨t (engl.: Causation) allem voran der Grundsatz
”
..correlation is not causation..”
finden. Hierbei kann, bzw. streng genommen sogar muss, das Wort correlation als
allgemein stellvertretend fu¨r jegliche Form statistischer Induktion betrachtet wer-
den, welche sich, alleinig auf empirische Assoziations- bzw. Distanzmaße stu¨tzend,
Schlu¨sse von Beobachtungen auf zugrundeliegende Zusammenha¨nge zu erlauben
vermag. Holland (1986 [23], S.947) geht sogar einen Schritt weiter und trifft eine
noch scha¨rfere Aussage hinsichtlich der Interpretierbarkeit nicht-kausaler 1 Statis-
tiken:
”
..associational inference is simply descriptive statistics.” So stellen nach
Holland beispielsweise (bedingte) Wahrscheinlichkeiten letztendlich nichts ande-
res als (bedingte) Anteilswerte dar, und Erwartungswerte von Zufallsvariablen
entsprechen mehr oder weniger den Mittelwerten dieser Vera¨nderlichen in der
1Der Begriff associational, wie er von Holland verwendet wird, la¨sst sich nicht angemessen
ins Deutsche u¨bersetzen. Allerdings kann nach Pearl (2002 [48]) kausale Inferenz nie alleinig auf
Assoziationsstatistiken beruhen, so dass mit dem Begriff nicht-kausal an dieser Stelle Hollands
begriﬄiche Bedeutung von associational impliziert ist.
Grundgesamtheit. In diesem Sinne ko¨nnen nach Holland somit die klassischen
frequentistischen (und auch bayesianischen) Modellansa¨tze als Populationsmo-
delle betrachtet werden. Die Wahrscheinlichkeitstheorie stellt dabei, vor allem
mit den Sa¨tzen zur bedingten Unabha¨ngigkeit, ein ma¨chtiges und u¨bergreifendes
Instrument fu¨r assoziationsbasierte statistische Inferenz dar (Dawid 1979 [11]).
Im allgemein kausalen Modellansatz stehen prima¨r nicht populationsbezogene,
sondern konkret individuenspezifische Effekte im Interesse der Untersuchung. So
bezieht sich Kausalita¨t direkt auf die Beobachtungseinheit und unterstellt, dass
ein Individuum, je nach Bedingung, unterschiedliche potentielle Realisationen (ei-
ner bzw. mehrerer Zufallsvariablen) aufweist. Dieser als potential outcomes frame-
work und spa¨ter auch oft als Rubin’s model bezeichnete Ansatz wurde, in Anleh-
nung an das bereits in den 1920er Jahren von Neyman (1923 [44]) vorgeschlagene
Randomisationsmodell, erstmals von Rubin (1974 [72]) benutzt, um Kausalita¨t
zu untersuchen. Unterschiede zwischen den bedingungsabha¨ngigen Fallausga¨ngen
(potential outcomes) ko¨nnen dabei unmittelbar als kausale Effekte interpretiert
werden. Die Tatsache, dass jedoch jedes Individuum letztendlich nur unter exakt
einer Bedingung beobachtet werden kann, wird als Fundamentalproblem kausaler
Inferenz bezeichnet (Holland 1986 [23]), so dass kausale Inferenzmodelle stets die
Betrachtung kontrafaktischer (nicht beobachtbarer) Situationen mit sich brin-
gen. Im Rahmen der kausalen Ereignisanalyse macht dies z.B. die Einfu¨hrung
kontrafaktischer Ereigniszeiten notwendig.
Neben formalen Definitionen kausaler Effekte, wie sie z.B. das potential outco-
mes model nach Rubin impliziert, lassen sich in der Literatur auch allgemei-
nere, mitunter subjektive Kausalita¨tsbegriffe finden. So werden beispielsweise
in der Epidemiologie die Bradford Hill’s Kriterien (Graham 2000 [19]) ha¨ufig
angewandt, um die Kausalita¨t beobachteter Effekte einzuscha¨tzen. Diese neun
Kriterien sind: Sta¨rke der Assoziation (strength of association), Konsistenz (con-
sistency), Spezifita¨t (specificity of association), zeitliche Folge (temporality), bio-
logische Erkla¨rbarkeit (biological gradient), Plausibilita¨t (plausibility), Koherenz
(coherence), experimenteller Hintergrund (experiment) und Vergleich- bzw. Wie-
derholbarkeit (analogy).
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Trotz jahrzehntelanger Forschung auf dem Gebiet der kausalen Inferenz und ei-
ner daraus resultierenden Vielzahl wissenschaftlicher Beitra¨ge, erkenntnisgewin-
nender Anwendungen und teilweise enthusiastischer Diskussionen2 scheint dem
Thema kausale Inferenz in der breiten Facho¨ffentlichkeit, insbesondere aber auch
in der akademischen Ausbildung, bislang nur verha¨ltnisma¨ßig wenig Beachtung
zuzukommen. Mo¨gliche Gru¨nde fu¨r dieses offensichtliche Defizit mo¨gen zum einen
die Abstraktheit des kausalen Modells an sich und zum anderen die schwierige
formale U¨bereinkunft mit der klassischen Notation der konventionellen Methodik
statistischer Inferenz sein. Diese und weitere mo¨gliche Ursachen werden in der
Diskussion ero¨rtert.
Um die in dieser Arbeit angewandten Instrumente und konzeptionellen Begrif-
fe allgemeiner kausaler Inferenz in ihrer Anwendung zu verstehen und bzgl. ih-
rer Aussage richtig deuten zu ko¨nnen, wird in den nachfolgenden Unterkapiteln
zuna¨chst eine Einfu¨hrung in die allgemeine Theorie und Begriﬄichkeiten kausaler
Inferenz gegeben. Dabei sollen vor allem die grundlegenden methodischen und in-
haltlichen Aspekte verschiedener Konzepte kausaler Inferenz vorgestellt werden.
Diese beinhalten die sogenannten kontrafaktischen (counterfactual) bzw. potenti-
al outcome Modelle (Rubin [70], Rosenbaum & Rubin 1983 [68], Robins 1986 [51],
1992 [58], Robins & Tsiatis 1992 [57], Angrist et al. 1996 [2] und Greenland et al.
1999 [21]), grafische (Pfad-) Modelle (Pearl 1988 [45], Lauritzen 1996 [33], Cowell
et al. 1999 [8]) sowie strukturelle Gleichungsmodelle (structural (nested) equation
models : Heckman and Smith 1998 [22], Robins 1998 [65]). Da es auch in der Litera-
tur bzgl. kausaler Inferenz eine gewisse Bandbreite an Notationen und Sicht- bzw.
Herangehensweisen gibt, wird sich nachfolgend maßgeblich auf die Ausfu¨hrungen
von Pearl (2000 [47], 2002 [48]) und Robins & Tsiatis (1992 [57, 58]) berufen.
Judea Pearl gibt in ihren Arbeiten einen konzeptionellen U¨berblick bzgl. kau-
saler Inferenz in den Gesundheitswissenschaften (Health Sciences) und zeigt die
2Als ein beeindruckendes Beispiel sei hier auf den Artikel von Maldonado und Greendland
(2002 [38]) mit anschließenden Kommentaren und Diskussionen von Dawid [12], Kaufman J.S.
& Kaufman S. [28], Elwert & Winship [13], Shafer [73] sowie Maldonado und Greendland [39]
verwiesen.
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Schwierigkeiten auf, die es zu bewa¨ltigen gilt, um eine Verbindung von der
”
tradi-
tionellen” statistischen Herangehensweise zur kausalen Inferenz zu ermo¨glichen.
Genau wie fu¨r eine ada¨quate Beurteilung von Ergebnissen aus Beobachtungsstu-
dien hinreichende Kenntnisse bzw. Annahmen u¨ber die Datengrundlage erforder-
lich sind, so sind solche Annahmen gleichfalls unabdingbar, um kausale Inferenz
zu ermo¨glichen. Nach Pearl besteht ein wesentlicher Unterschied zwischen kon-
ventioneller probabilistischer statistischer Inferenz und kausaler Inferenz darin,
dass nur mittels eines kausalen Analyseansatzes wirklich A¨nderungen erfasst und
modelliert werden ko¨nnen, Zitat (Pearl 2002 [48], S.190):
”
..causal analysis goes one step further, its aim is to infer aspects of the data
generation process...one can deduce not only the likelihood of events under static
conditions, but also the dynamics of events under changing conditions.”
Diese A¨nderungen ko¨nnen z.B. Effekte von Expositionen bzw. Medikationen auf
den Gesundheitsstatus sein oder, ganz allgemein formuliert, jedwedes beobach-
tete Ereignis y, fu¨r welches sich die Frage formulieren ließe:
”
Wa¨re y auch ohne
das (vorherige) Ereignis x eingetreten?” (Notwendigkeitsbedingung) bzw.:
”
War
das (vorherige) Ereignis x hinreichende Ursache fu¨r das Eintreten von Ereig-
nis y?”(hinreichende Bedingung). Nach David Hume (1748 [24]) entspricht dies
genau der Definition von Kausalita¨t. Pearl verdeutlicht, dass klassische Assoziati-
onsanalysen stets feste gegebene Bedingungen implizieren. So sage beispielsweise
die gemeinsame Verteilung von Symptomen und Krankheiten nichts daru¨ber aus,
ob die Linderung des einen die Besserung des anderen nach sich zieht. Konkreter
ko¨nne, aufgrund der wahrscheinlichkeitstheoretischen Eigenschaften von Vertei-
lungen, keine Aussage daru¨ber getroffen werden, wie sich eine Verteilungsfunkti-
on a¨ndern wu¨rde, wenn sich externe Bedingungen a¨ndern. Eine Schlussfolgerung
der Autorin ist, dass einer konzeptionellen Assoziation all jene Zusammenha¨nge
entsprechen, die u¨ber eine gemeinsame Verteilung von beobachtbaren Variablen
ausgedru¨ckt werden ko¨nnen, wa¨hrend ein kausales Konzept jene Zusammenha¨nge
einschließt, die nicht allein durch eine gemeinsame Verteilung beschrieben werden
ko¨nnen. Kausale Zusammenha¨nge ko¨nnen also nicht (niemals) allein von statisti-
schen Assoziationen abgeleitet bzw. gefolgert werden. Ein Prinzip, welches von
Nancy Cartwright in ihrem Grundlagenbuch
”
Natures Capacities and their Mea-
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surement” (1989 [6]) u¨ber die einfache Formulierung:
”
..no causes in, no causes
out..” zum Ausdruck gebracht wurde.
1.0.1 Experimentelle Studien und Confounding - kausale
Konzepte
Nach Pearl muss so genanntes Confounding (Diskrepanz3 zwischen einer beobach-
teten Assoziation im Rahmen einer Beobachtungsstudie und einer entsprechenden
Beobachtung unter idealen experimentellen Bedingungen) als kausales Konzept
aufgefasst werden, Zitat (Pearl 2002 [48], S.192):
”
Associations prevailing under experimental conditions are causal quantities be-
cause they cannot be inferred from joint distribution alone. Therefore, confoun-
ding is a causal concept; its definition cannot be based on statistical associationes
alone, since these can be derived from the joint distribution.” .
Die in der frequentistischen Statistik verwendete assoziationsbasierte Definiti-
on eines Confounders (Sto¨rgro¨ße) lautet dabei gema¨ß den Ausfu¨hrungen Pearls
(Pearl 2002 [48], S.192):
”
C ist dann ein potentieller Confounder fu¨r die Beurteilung des Effektes der Ein-
flussgro¨ße X auf die Zielgro¨ße Y, wenn sowohl C und X als auch C und Y nicht
unabha¨ngig sind.”
In einer fru¨heren Arbeit zeigt die Autorin jedoch, dass beobachtete Assoziationen
weder hinreichend noch notwendig fu¨r Confounding sind, da manche Confounder
weder mit X noch mit Y assoziiert sind bzw. manche Nicht-Confounder sowohl mit
X als auch mit Y assoziiert sind (Pearl, 2000 [47] S. 185-186). Dieselbe Argumen-
tation kann fu¨r experimentelle Studien angefu¨hrt werden, welche im Allgemeinen
nicht als kausale Konzepte aufgefasst werden. So wird insbesondere in rando-
misierten Studien implizit die Annahme getroffen, dass der
”
Quasi-Mu¨nzwurf”
(zufa¨llige Patientenzuteilung) durch keine externe (messbare) Variable kausal be-
3Diese kommt durch die Vermengung von Einflu¨ssen beteiligter (Sto¨r-) Faktoren (engl.:
Confounder) zu Stande, welche ausschließlich im experimentellen Studiendesign kontrolliert
werden kann.
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einflusst wird.
1.0.2 Lineare strukturelle Gleichungsmodelle (Linear
Structural Equation Models)
Bereits im Jahre 1921 versuchte der Genetiker Sewall Wright den gerichteten Zu-
sammenhang zwischen dem Vorliegen einer Erkrankung und einer entsprechend
beobachteten Symptomatik mathematisch mit Hilfe von Formeln und bezugneh-
menden Pfaddiagrammen zu beschreiben (Wright 1921 [83]). In einem einfachen
Beispiel ko¨nnte nach Wright z.B. der Zusammenhang zwischen der Schwere ei-
nes lokalen Sonnenbrandes Y und der vorherigen Dauer der Sonnenaussetzung X
durch eine einfache lineare Gleichung der Form
Y = Xβ + E (1.1)
beschrieben werden. Die Variable E stehe dabei fu¨r alle weiteren a¨ußeren und
individuenspezifischen Faktoren, die neben der Dauer des
”
Sonnenbades” einen
Einfluss auf die Schwere des Sonnenbrandes haben (z.B. die genetische Kompo-
nente Hauttyp, die saisonalen und ra¨umlichen Komponenten Tages-/Jahreszeit
und Breitengrad, vorliegender Sonnenschutz usw.). Da Gleichungen symmetri-
sche Objekte sind, folgt aus dieser funktionellen Abbildung jedoch nicht die vom
Sachverhalt geforderte Richtungseindeutigkeit, so dass Gleichung (1.1) z.B. auch
zu
X = (Y − E)/β
umgestellt werden kann, was hieße, dass die Dauer der Sonnenexposition unter
anderem durch die Sta¨rke des Sonnenbrandes bestimmt ist. Um solchen Mis-
sinterpretationen entgegenzutreten, stellte Wright diese Art von Gleichungen in
Verbindung so genannter Pfaddiagramme dar. In diesen kennzeichnen Pfeile die
Richtung des zugrundeliegenden (vermuteten) kausalen Effektes, das heißt von
Ursache (Dauer der Sonneneinstrahlung) in Pfeilrichtung Wirkung (Sta¨rke des
Sonnenbrandes). In der Gleichung enthaltene Faktoren, denen ein direkter Ein-
fluss auf die Zielgro¨ße unterstellt wird, von denen also im Pfaddiagramm Pfeile
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Abbildung 1.1: Beispiel eines einfachen strukturellen Gleichungsmodells mit Pfad-
diagramm
in Richtung Y ausgehen, werden als endogene Variablen bezeichnet. Das zu Glei-
chung (1.1) korrespondierende Pfaddiagramm ist in Abbildung (1.1) dargestellt.
Unterbrochene Pfeillinien kennzeichnen den Einfluss so genannter exogener Va-
riablen. Diese Variablen ko¨nnen beobachtbare aber auch unbeobachtbare Fakto-
ren repra¨sentieren, welche gleichfalls Einfluss auf die Zielgro¨ße Y u¨ben, aber im
Modell nicht enthalten sind. Diese werden auch oft als Sto¨r- oder Fehlerterme be-
zeichnet, da sie Relevanz fu¨r die Erkla¨rung der Zielgro¨ße haben, im Modell aber
nicht beru¨cksichtigt werden (ko¨nnen). Wichtig ist zu bemerken, und das ist eine
grundlegende Besonderheit kausaler Modellierung, dass das Fehlen von Pfeilen
bzw. formellen Verknu¨pfungen im Modell eine explizite Aussage u¨ber das Nicht-
vorhandensein etwaiger weiterer kausaler Beziehungen trifft. Ein kausales Modell
stellt also stets die Anforderung an Vollsta¨ndigkeit der erkla¨renden Komponen-
ten und deren Beziehungen untereinander. Dieser Grundvoraussetzung, welche
kausale Inferenz u¨berhaupt erst mo¨glich macht, kann letztendlich nur durch die
Formulierung nicht verifizierbarer Annahmen (wie z.B. der Annahme vollsta¨ndig
beobachteter Confounder, Robins 1992 [58]) entsprochen werden. Gewisse Paral-
lelen lassen sich daher auch zum bayesianischen Inferenzansatz erkennen, in wel-
chem nicht pru¨fbare a priori Informationen (z.B. subjektive Expertenmeinungen)
Eingang in die Scha¨tzmodelle finden.
In Modell (1.1) ist mit β der so genannte Pfadkoeffizient angegeben, welcher ent-
sprechend der linearen Funktionsgleichung den direkten (kausalen) Effekt von X
auf Y quantifiziert. Im Zuge der Entwicklung kausaler struktureller Gleichungs-
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modelle wurde der urspru¨nglich konzeptionelle lineare Gleichungsansatz auf nicht-
lineare und auch nicht-parametrische Modellvarianten erweitert (Pearl 1995 [46],
2000 [47]). Die funktionelle Beziehung zwischen einer Zielvariable Y und beliebig
verteilter unabha¨ngiger Einflussvariablen X und E kann damit allgemein zu
Y = fY (X,E) (1.2)
formuliert werden. Die Erkla¨rungsvariablen ko¨nnen dabei wiederum selbst mit
anderen Gro¨ßen in Beziehung stehen. So bedeutet beispielsweise
X = fX(V, Z), (1.3)
dass die Variable X durch (und nur durch) V und Z direkt beeinflusst wird. Fu¨r
die algebraischen Variablennotationen im Argument der Funktion gilt also das
Gleiche wie fu¨r die Verwendung von Pfeilen im Pfaddiagramm: Das Nichtvor-
handensein einer potentiellen Erkla¨rungsvariable schließt einen direkten kausalen
Zusammenhang zur Zielvariable aus. Nach Simon (1953 [75]) und Koopmans
(1953 [30]) gilt genau dann die Definition des Pra¨dikates strukturell (structu-
ral) als erfu¨llt, wenn fu¨r ein System solcher Gleichungen angenommen werden
kann, dass jede Gleichung fu¨r sich autonom ist, d.h. invariant gegenu¨ber allen
A¨nderungen jedweder anderen im Gleichungssystem enthaltenen Funktion.
1.0.3 Kontrafaktische (counterfactual) oder potential
outcomes Analysen
Wie bereits zu Beginn dieses Kapitels angefu¨hrt, wurde erstmals im Jahre 1923
von Jerzy Neyman (1923 [44]) ein formales Konzept zur Analyse kausaler Effek-
te vorgestellt, welches zuna¨chst als Randomisationsmodell (randomization model)
bezeichnet wurde [7]. Spa¨ter wurde dieser Modellansatz von Rubin (1974 [70]) auf-
gegriffen, um unter dem Begriff potential outcomes model4 nachfolgend auch fu¨r
die Anwendung in Beobachtungsstudien verallgemeinert zu werden (1978 [71]).
4In der Literatur wird dieses auch oft als Rubin’s model bezeichnet, obwohl die Grundidee
auf Neyman zuru¨ckzufu¨hren ist.
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Der potential outcomes Ansatz beinhaltet eine individuenbasierte Modellierung
verschiedener mo¨glicher, aber in der Realita¨t letztendlich niemals gleichzeitig be-
obachtbarer Ergebnisse (outcomes) unter differenten (Ausgangs-) Bedingungen.
Demnach bezeichne yx(i) den Wert einer interessierenden Zielgro¨ße Y , den die
Beobachungseinheit i angenommen ha¨tte, wenn die Einflussvariable X gleich der
Auspra¨gung x gewesen wa¨re. Mit Yx(i) wird also eine kontrafaktische
5 Zielvariable
betrachtet. Da die Beobachtungseinheit i selbst einer Zufallsvariable entspricht,
muss wiederum Yx als eine solche aufgefasst werden, so dass im Rahmen der po-
tential outcomes Analyse die beobachtete Verteilung P (yx1 , ..., yxk) mit k > 0 als
Randverteilung einer zugrundeliegenden Wahrscheinlichkeitsverteilung P ∗ ange-
sehen werden kann, welche sowohl u¨ber die beobachtbaren als auch kontrafakti-
schen Variablen definiert ist. Aufgrund der Betrachtung von Yx als herko¨mmliche
Zufallsvariable ko¨nnen die Regeln der Wahrscheinlichkeitstheorie mit ihren Geset-
zen und Axiomen zur (bedingten) Unabha¨ngigkeit (Dawid 1979 [11]) als weiterhin
gu¨ltig angenommen werden, so dass Fragestellungen bzgl. kausaler Effekte u¨ber
die Randverteilung P ∗(Yx = y) formuliert werden ko¨nnen. Beispielsweise ergibt
sich der kausale Effekt bzgl. der Zielgro¨ße Y fu¨r die Bedingung x1 im Vergleich
zu Bedingung x2 als average causal effect (ACE) zu ACE = yx1 − yx2 bzw. als
relative causal effect (RCE) zu RCE = yx1/yx2 . Die Statistiken ACE und RCE
stellen dabei zuna¨chst so genannte populationsbezogene kausale Effekte (popula-
tion level causal effects) dar (Angrist et al. 1996 [2], Imbens & Rubin 1997 [26]).
In Tabelle 1.1 ist die Verteilung der kontrafaktischen Zielvariable Yx(i) schema-
tisch fu¨r Realisationen X = x1, ..., xk , i = 1, ..., n und der resultierenden Rand-
verteilung Yx = yx1 , ..., yxk wiedergegeben. Zu beachten ist, dass aufgrund der
unterstellten Kausalita¨t die Randverteilung Yx gewissen Konsistenzrestriktionen
unterliegt. Demnach muss gefordert werden, dass der Wert der potential outcomes
Variable Yx(i) unter einer festen Bedingung X = x fu¨r jede Beobachtungseinheit
i der gleiche ist, egal ob die Zuweisung der Bedingung (z.B. die Gabe einer The-
rapie) u¨ber das Studiendesign oder vom Individuum selbst bestimmt wurde.
5Fu¨r jedes i kann Yx(i) nur fu¨r exakt eine Realisation x von X beobachtet werden.
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1.1 Kausale Inferenz im Rahmen der Ereignisanalyse
i 1 2 · · · n
X Yx
x1 yx1(1) yx1(2) · · · yx1(n) yx1
x2 yx2(1) Yx2(2) · · · yx2(n) yx2
. . . . .
. . . . .
. . . . .
xk yxk(1) yx2(2) · · · yxk(n) yxk
Tabelle 1.1: Schematische Darstellung der Verteilung einer potential outcomes
Variable Yx(i)
1.1 Kausale Inferenz im Rahmen der Ereignis-
analyse
In vielen naturwissenschaftlichen Anwendungen, insbesondere im Bereich der Me-
dizin, steht ha¨ufig die Zeit T bis zum Eintritt eines spezifischen Zielereignisses
Y im Interesse der Untersuchungen. Modellierungsansa¨tze, in welchen die Ver-
teilung von T als direkte Abbildung auf dem Kovariablenraum aufgefasst wird,
werden dabei als so genannte AFT -Modelle (engl.: accelerated failure time mo-
dels) bezeichnet. A¨nderungen der Kovariablenwerte fu¨hren in diesen Modellen
zu einer Vera¨nderung der interessierenden Ereigniszeit, was den Begriff accele-
rated (englische U¨bersetzung fu¨r beschleunigt) begru¨ndet, da die Zeit bis zum
Ereigniseintritt je nach Kovariablenauspra¨gung ku¨rzer oder la¨nger ausfa¨llt.
Im Folgenden werden i = 1, ..., n exponierte6 Individuen und ihre beobachteten
(kontinuierlichen) Ereigniszeiten Ti betrachtet. Die zentrale Annahme kausaler
Inferenz besteht darin, dass fu¨r jedes exponierte Individuum i eine nicht beob-
achtbare, in der Literatur daher oft als kontrafaktisch bezeichnete, U¨berlebenszeit
Ui existiert, welche der U¨berlebenszeit des Individuums entsprechen wu¨rde, wenn
6Der eher in der Epidemiologie gebra¨uchliche Begriff Exposition soll nachfolgend auch kon-
trollierte Aussetzungen wie z.B. Therapiebehandlungen im Rahmen klinischer Studien einschlie-
ßen.
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dieses nicht exponiert gewesen wa¨re (Rubin 1978 [71], Cox & Oakes 1984 [10],
Robins 1986 [51]). Unter der kausalen Nullhypothese, dass eine interessierende
Exposition E keinen Einfluss auf die individuelle U¨berlebenszeit Ti hat, gilt dann:
H0 : Ti = Ui (1.4)
Im Allgemeinen ko¨nnen sowohl die individuelle Exposition Ei als auch erhobene
Kovariablen (Xi = Xi1, ..., Xip)
T von der Zeit t abha¨ngen, so dass Ei = Ei(t)
und Xi = Xi(t) gilt. Existieren Kovariablen, die gleichzeitig mit der Expositi-
on und der Zielgro¨ße Yi assoziiert sind, so werden diese als Sto¨rgro¨ßen (engl.:
Confounder) bezeichnet (Pearl 2002 [48]).
Inferenz fu¨r einen zugrundeliegenden kausalen Expositionseffekt kann, auch un-
ter simultaner Beru¨cksichtigung von (zeitabha¨ngigen) Confoundervariablen, u¨ber
Verallgemeinerungen des von Cox & Oakes (1984 [10]) vorgeschlagenen AFT -
Modells vorgenommen werden (Robins & Tsiatis 1992 [57], Robins 1992 [58]).
Dabei wird die Tatsache genutzt, dass die individuelle kontrafaktische U¨berle-
benszeit Ui bei richtiger Spezifizierung des Ereigniszeit-Expositionsmodells (be-
dingt7) unabha¨ngig von der Exposition sein muss, da zwar die beobachtete U¨ber-
lebenszeit Ti, aber nicht die unterstellte latente U¨berlebensdauer Ui, durch die
Exposition beeinflusst werden kann.
In den folgenden Abschnitten wird der grundlegende Modellansatz von Cox & Oa-
kes vorgestellt sowie dessen Verallgemeinerungen (maßgeblich nach Robins und
Kollegen) na¨her erla¨utert. Diese Ansa¨tze bilden die theoretische Grundlage fu¨r
die im Rahmen der vorliegenden Dissertation erarbeitete Novation eines vertei-
lungsbasierten kausalen Inferenzansatzes fu¨r randomisierte Studien, welcher eine
likelihood-basierte Scha¨tzung von kausalen Therapieeffekten unter Beru¨cksichti-
gung zeitabha¨ngiger Confounder ermo¨glicht.
7bei Vorliegen von (zeitabha¨ngigen) Confoundervariablen
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1.1.1 Das AFT-Modell nach Cox & Oakes
Bezeichne Ei(t) die Exposition eines Individuums i zum Zeitpunkt t und Ti die
entsprechend subjektbezogene U¨berlebenszeit. Die individuelle kontrafaktische
U¨berlebenszeit Ui kann dann nach Cox & Oakes (1984 [10] S. 67), in Bezie-
hung zur individuellen kumulativen Exposition, u¨ber folgende Modellgleichung
ausgedru¨ckt werden:
Ui(ψ0) =
∫ Ti
0
exp(ψ0 · Ei(t))dt (1.5)
Mit ψ0 geht in Ui(ψ0) = Ui der zu scha¨tzende Kausalparameter ein, welcher
fu¨r die Beurteilung von kausalen Expositions-Wirkungseffekten folgende gu¨nstige
Eigenschaften besitzt:
ψ0 = 0 ⇔ Ui = Ti (1.6)
ψ0 > 0 ⇔ Ui > Ti (1.7)
ψ0 < 0 ⇔ Ui < Ti (1.8)
Interpretation des Kausalparameters ψ0
Sei mit Ei(t) in (1.5) nun der einfache Fall einer Indikatorvariable gegeben, welche
den Wert Eins annimmt, wenn zum Zeitpunkt t die interessierende Exposition
vorliegt und Null sonst. Fu¨r ein Individuum, welches die gesamte Beobachtungs-
zeit exponiert gewesen ist, ergibt sich dann Modellgleichung (1.5) zu:
Ui · exp(−ψ0) = Ti (1.9)
Der Term exp(−ψ0) gibt also den Faktor an, um welchen sich die U¨berlebenszeit
eines nicht-exponierten Individuums i verringern oder erho¨hen wu¨rde, wenn es
u¨ber den gesamten Beobachtungszeitraum exponiert gewesen wa¨re. Die latente
individuenspezifische U¨berlebenszeit Ui ist in diesem Modell also direkt u¨ber die
beobachtbaren Variablen Ti und Ei
−(Ti) sowie den interessierenden Kausalpara-
meter ψ0 definiert. Mit Ei
−(Ti) ist dabei die individuelle Expositionshistorie bis
unmittelbar kurz vor dem Eintritt des interessierenden Ereignisses bezeichnet:
Ei
−(Ti) = {Ei(t); 0 ≤ t < Ti}
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Gleichung (1.5) kann somit als kontrafaktisches Modell aufgefasst werden, da es
eine beobachtbare Zufallsvariable (Ti) mit einer latenten, letztendlich nicht in
jedem Fall beobachtbaren Vera¨nderlichen (Ui) verknu¨pft. Die kausale Nullhypo-
these (1.4) ist dabei, unter Gu¨ltigkeit von Modell (1.5), a¨quivalent zur Nullhypo-
these
H0 : ψ0 = 0,
so dass ein Niveau-α-Test fu¨r ψ0 = 0 einem Niveau-α-Test fu¨r Ui = Ti entspricht
(Robins 1992 [58]).
Nach Cox & Oakes ko¨nnen die Realisationen Ui = ui und Ti = ti als verschiedene
Zeitskalen aufgefasst werden. Die Referenz- oder Nullzeitskala (keine Exposition
bzw. Behandlung) ist dabei mit ui und die tatsa¨chlich beobachtete Zeitskala (nach
einer gewissen Exposition bzw. Behandlung) mit ti gegeben.
Die Skalierung der individuellen kontrafaktischen U¨berlebenszeit Ui im Mo-
dell (1.5), bedingt durch die Exposition und den Paramter ψ0, impliziert fer-
ner eine Transformation der hypothetisch zugrundeliegenden Survivorfunktion
SU(u) = P (U > u). Unter Modell (1.9) ergibt sich somit folgende Beziehung zur
expositionsbedingten beobachteten U¨berlebenszeitverteilung ST |E = S(t|E):
S(t|E) = P (T > t|E) = P (U · exp(−ψ0) > t|E) (1.10)
= P (U > exp(ψ0) · t|E) (1.11)
= SU(exp(ψ0) · t) (1.12)
Die beobachtete U¨berlebenszeitverteilung jener Individuen, die zu keinem Zeit-
punkt exponiert waren bzw. keine Behandlung erfahren haben, entspricht damit
der latenten U¨berlebenszeitverteilung SU . Zu beachten ist, dass Gleichungsschritt
(1.11)→ (1.12) auf der grundlegenden Annahme beruht, dass die Exposition un-
abha¨ngig von der latenten U¨berlebenszeitverteilung erfolgte:
Ui⊥Ei (1.13)
Diese Annahme bedeutet, dass Individuen mit prognostisch schlechterem Aus-
gangsstatus (z.B. A¨ltere oder schwerer Erkrankte) die gleiche Expositionsvertei-
lung aufweisen wie Individuen mit initial besserer Prognose.
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1.1.2 Die Annahme vollsta¨ndig beobachteter Confounder
Ha¨ngt die Art bzw. auch das Ausmaß der Exposition vom Ausgangsstatus des In-
dividuums ab, z.B. falls Patienten mit vornherein schlechterer Prognose (ku¨rzere
latente U¨berlebenszeiten Ui) eine andere Exposition (z.B. dosisintensivierte The-
rapie) erhalten, ist die Annahme der Unabha¨ngigkeit zwischen Ui und Ei nicht
erfu¨llt und eine kausale Modellbildung nur unter zusa¨tzlichen Konditionierun-
gen mo¨glich. Situationen, in denen die Unabha¨ngigkeitsannahme von Ui und Ei
bereits zu Beobachtungsbeginn verletzt ist, bzw. nur durch zu Studienbeginn fest-
stehende Kovariablen bedingt ist, werden von Robins (1989 [52],S. 680) als
”
causal
confounding in point exposure studies” bezeichnet. Konzepte fu¨r die Lo¨sung die-
ser Problemstellung, insbesondere im Rahmen epidemiologischer Studien, wurden
dabei bereits in den fru¨hen 1980er Jahren diskutiert (Miettinen 1981 [43], Robins
& Morgenstern 1983 [50]). Fu¨r eine weiterfu¨hrende U¨bersicht und Zusammenfas-
sung der ersten entwickelten Ansa¨tze sei an dieser Stelle auf die Ausfu¨hrungen
von Robins (1989 [52], S. 680-681) verwiesen.
Wird vorausgesetzt, dass zumindest zum Studien- bzw. Beobachtungsbeginn die
Patienten in den Behandlungsgruppen einen vergleichbaren Ausgangsstatus be-
sitzen (gleiche Verteilung von U in den Expositionsgruppen) und dass erst ein
oder mehrere mit dem U¨berleben assoziierte Ereignisse im Beobachtungsverlauf
eintreten, welche gleichzeitig die weitere Exposition bzw. Behandlung beeinflus-
sen, so kann kausale Inferenz auch unter Beru¨cksichtigung dieser zeitabha¨ngigen
Confoundereffekte vorgenommen werden. Die wesentliche Voraussetzung fu¨r die
Scha¨tzung von kausalen Expositionseffekten unter Beru¨cksichtigung zeitabha¨ngi-
ger Confounder ist dann nach Robins (1992 [58]) die so genannte Annahme
vollsta¨ndig beobachteter Confounder, bei der gefordert wird, dass alle relevan-
ten zeitabha¨ngigen Sto¨rvariablen, die einen Einfluss auf die weitere Exposition
(bzw. Therapie) und gleichzeitig direkt auf das Zielereignis haben, im Studien-
verlauf erfasst wurden. Unter Gu¨ltigkeit dieser Annahme, welche von Robins als
Fundamentalannahme bezeichnet wird, ist die kontrafaktische U¨berlebenszeit Ui
dann bedingt unabha¨ngig von der Exposition Ei, so dass Inferenz bezu¨glich in-
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teressierender kausaler Expositionseffekte auch in Gegenwart von zeitabha¨ngigen
Sto¨rvariablen mo¨glich ist.
Sei, wie bereits in Abschnitt 1.1 eingefu¨hrt, Ti die (kontinuierliche) U¨berlebens-
zeit eines Individuums i. Weiter bezeichne Ei(t) die Exposition des betrachteten
Individuums zum Zeitpunkt t und der Vektor Xi(t) verschiedene individuenspe-
zifische zeitabha¨ngige sowie zeitunabha¨ngige Kovariablen. Fu¨r jede zeitabha¨ngige
Zufallsvariable Zi(t) sei zudem die Z-Vergangenheit, d.h. der Z-Prozess bis un-
mittelbar kurz vor den Zeitpunkt t mit
Zi
−(t) = {Zi(u); 0 ≤ u < t}
notiert. Zuna¨chst soll vom einfachen Fall nicht-zensierter Beobachtungen ausge-
gangen werden, so dass die Variablen
{
Ti,Ei
−(Ti),Xi−(Ti)
}
beobachtet werden,
welche, bezogen auf die Individuen, jeweils als unabha¨ngig und identisch verteilt
angenommen werden. Nach Robins [58] ist genau dann die Annahme vollsta¨ndig
beobachteter Confounder erfu¨llt, wenn gilt:
Ui⊥Ei(t)|Xi−(t),Ei−(t), Ti > t. (1.14)
Die kontrafaktische U¨berlebenszeit Ui ist also genau dann bedingt unabha¨ngig
von der Exposition bzw. Behandlung Ei(t), wenn die Vergangenheit (sowohl bezo-
gen auf Kovariablen Xi
−(t) als auch auf Therapie Ei−(t)) die Gabe der Therapie
bzw. die Expositionsmenge bestimmt.
Wird die Zeit als diskrete Zufallsvariable aufgefasst, dann kann die so genannte
Fundamentalannahme nach Robins [58] wie folgt umformuliert werden:
Ui⊥Ek,i|X−k,i,E−k−1,i, Ti > tk. (1.15)
Die Erhebung zeitabha¨ngiger Kovariablen erfolgt in diesem Fall an k = 0, 1, 2, ...
diskreten Zeitpunkten tk. Dabei bezeichne Xk,i den Kovariablenvektor des Indi-
viduums i zum Zeitpunkt tk, welcher alle zeitabha¨ngigen Vera¨nderlichen entha¨lt.
In X0,i sind zusa¨tzlich alle zeitunabha¨ngigen Kovariablen inbegriffen. Unter der
Annahme, dass die Expositionsmenge in jedem Intervall (tk, tk+1] konstant ist,
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kann die Expositionsvergangenheit als E−k−1,i = (E−1,i, ..., Ek,i) geschrieben wer-
den, wobei E−1,i als Zufallsvariable definiert ist, die mit Wahrscheinlichkeit Eins
den Wert Null annimmt.
1.1.3 Fehlerhafte Inferenz durch Cox-Regressionsansatz
Robins (1992 [58]) zeigt, dass herko¨mmliche ereignisanalytische Verfahren, wie
das erweiterte Cox-Regressionsmodell fu¨r zeitvariierende Kovariablen, zu verzerr-
ten Scha¨tzungen fu¨hren, wenn
(i) ein zeitabha¨ngiger Einflussfaktor fu¨r das Zielereignis existiert, der gleichzeitig
Pra¨diktor fu¨r die Exposition bzw. Behandlung ist, und
(ii) die Expositions- bzw. Behandlungsgeschichte subsequent das Risiko fu¨r diesen
Einflussfaktor bestimmt.
Eine Adjustierung fu¨r zeitabha¨ngige Confounder la¨sst sich demnach nicht u¨ber
den ha¨ufig in der Ereignisanalyse verwendeten erweiterten Cox-Regressionsansatz
vornehmen. Nach Robins la¨sst sich die unter den Gegebenheiten (i) und (ii) re-
sultierende fehlerhafte Scha¨tzung des Therapieeffektes mittels Standardverfahren
(Cox-Modelle mit zeitabha¨ngigen Kovariablen) wie folgt beweisen:
Unter Gu¨ltigkeit der kausalen Nullhypothese:
Ti = Ui (1.16)
folgt unmittelbar aus Gleichung (1.15)
Ti⊥Ek,i|X−k,i,E−k−1,i, Ti > tk, (1.17)
so dass unter (1.14) ein Niveau-α-Test fu¨r (1.17) einem Niveau-α-Test fu¨r (1.16)
entspricht. Der herko¨mmliche Ansatz, in diesem Fall auf einen kausalen Effekt
der Expositon bzw. Therapie bzgl. des U¨berlebens zu pru¨fen, wa¨re ein Test auf
θ = 0 in einem Cox-Modell fu¨r zeitabha¨ngige Kovariablen:
λ(t|Ei−(t)) = λ0(t)exp(θf [Ei−(t)]), (1.18)
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wobei f : Ei
−(t) → <+0 eine positive reellwertige Abbildung der Expositionsver-
gangenheit des Individuums i ist. Unter Annahme m vorhandener Sto¨rvariablen
in X−i (t) muss θ = 0 in einem entsprechend korrekt spezifizierten Modell gepru¨ft
werden:
λ(t|Ei−(t),Xi−(t)) = λ0(t)exp(θf [Ei−(t)] + γg[X−i (t)]), (1.19)
mit g : X−i (t)→ <m einer reellwertigen Funktion auf dem Confoundervariablen-
raum und γ ∈ <m einem unbekannten Parametervektor.
Da die Annahme vollsta¨ndig beobachteter Confounder (1.14 bzw. 1.15) jedoch
weder
λ(t|E−i (t)) = λ(t) (1.20)
noch
λ(t|Ei−(t),Xi−(t)) = λ(t|Xi−(t)) (1.21)
impliziert, kann die kausale Nullhypothese Ui = Ti nur dann u¨ber (1.18) oder
(1.19) getestet werden, wenn entweder
λ(t|Ei−(t),Xi−(t)) = λ(t|Ei−(t)) (1.22)
oder
f(Ek,i|E−k−1,i,X−k,i, Ti ≥ tk) = f(Ek,i|E−k−1,i, Ti ≥ tk) (1.23)
gilt (Theorem (A.2) und Korollar (A.2) Robins 1989 [52] [53], Theorem (6.1) Ro-
bins 1986 [51]). Wenn (1.22) gilt, dann stellt die Kovariablenvergangenheit X−
keinen unabha¨ngigen Risikofaktor fu¨r das Ereignis Tod dar. Die Gu¨ltigkeit von
(1.23) wiederum impliziert, dass X− keinen Vorhersagegehalt bezu¨glich der Ex-
position bzw. Behandlung besitzt. Wenn also keine der beiden Bedingungen (1.22
und 1.23) erfu¨llt ist, dann ist die X-Vergangenheit ein (zeitabha¨ngiger) Confoun-
der fu¨r den kausalen Effekt der Behandlungsgeschichte auf das U¨berleben (Ro-
bins, 1986 [51],1989 [52]). Weiter gilt (Robins 1992 [51]), falls die Behandlungs-
vergangenheit E− keinen Vorhersagegehalt bzgl. der Kovariablenauspra¨gungen
besitzt, na¨mlich wenn
f(Xk,i|E−k−1,i,X−k−1,i, Ti ≥ tk) = f(Xk,i|X−k−1,i, Ti ≥ tk) (1.24)
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gilt, Kondition (1.21) zwar Gleichung (1.17) impliziert, jedoch nicht umgekehrt.
Dies hat zur Folge, dass sogar wenn (1.24) wahr ist, (1.21) kein Niveau-α-Test fu¨r
(1.17) ist. Zuammenfassend kann damit postuliert werden (Robins 1992 [58]), dass
Inferenz bezu¨glich der kausalen Nullhypothese Ui = Ti (1.16), unter Gu¨ltigkeit
der Annahme vollsta¨ndig beobachteter Confounder (1.14), nicht u¨ber die Risiko-
modelle (1.18) und (1.19) vorgenommen werden kann. Inferenz fu¨r den zugrunde-
liegenden Effektparameter θ kann dann, wie nachfolgend gezeigt wird, u¨ber einen
kausalen Modellansatz basierend auf dem AFT-Modell von Cox & Oakes [9] erfol-
gen. Dieses Modell bildet die Grundlage fu¨r Robins G-Estimation-Ansatz, welcher
fu¨r die Scha¨tzung von Expositionseffekten im Rahmen nicht-randomisierter Beob-
achtungsstudien entwickelt wurde. Die nachfolgend vorgestellten Inferenzsansa¨tze
dienen als Ausgangspunkt fu¨r ein neues, im Rahmen dieser Arbeit entwickeltes
verteilungsbasiertes kausales Scha¨tzmodell fu¨r den Spezialfall randomisierter Stu-
dien, in denen zeitabha¨ngige Confounder ebenso bei der Scha¨tzung von Behand-
lungseffekten Beru¨cksichtigung finden mu¨ssen.
1.2 Statistische Inferenz fu¨r den Kausalparame-
ter ψ0
Basierend auf dem AFT-Modell von Cox & Oakes (Abschnitt 1.1.1) wurden in der
Vergangenheit verschiedene Ansa¨tze entwickelt, um erwartungstreue, kon- sisten-
te Scha¨tzungen fu¨r den Kausalparameter ψ0 zu erreichen [58, 57, 65, 31]. Im fol-
genden Kapitel soll zuna¨chst auf Grundlage der Arbeiten von Robins (1992 [58])
und Robins & Tsiatis (1992 [57]) das Prinzip des so genannten G-Estimation-
Algorithmus (bzw. G-Tests) vorgestellt werden. Hierbei werden insbesondere
die notwendigen formalen Grundlagen sowie die methodische Herangehensweise
erla¨utert, welche kausale Inferenz beruhend auf kontrafaktischen Ereigniszeitmo-
dellen ermo¨glichen. Die Grundidee der nachfolgend vorgestellten kausalen Infe-
renzansa¨tze dient dabei als Basis fu¨r ein neues verteilungsbasiertes kausales Infe-
renzmodell (Kapitel 3), dessen methodische Entwicklung die prima¨re Zielstellung
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der vorliegenden Arbeit war.
1.2.1 Likelihood-basierte kausale Inferenz ohne Beru¨ck-
sichtigung zeitabha¨ngiger Confounder
Ein kausaler Inferenzansatz zur Scha¨tzung kausaler Kovariableneffekte auf
Grundlage des AFT-Modells von Cox & Oakes (Abschnitt 1.1.1) wurde von Ro-
bins und Tsiatis (1992 [57]) vorgeschlagen. In ihrem Modell wird zuna¨chst der
Einfluss verschiedener zeitunabha¨ngiger Kovariablen8 Ei = (Ei1, ..., Eip)
T auf die
U¨berlebenszeitverteilung P (U > u) = SU(u) allgemein u¨ber eine positive reell-
wertige Funktion h(Ei,ψ0) formuliert:
S(t|Ei) = SU(h(Ei,ψ0)t) (1.25)
Hierbei entspricht ψ0 den zu scha¨tzenden Einflussparametern ψ0=(β1, ..., βp)
T .
Die in Abschnitt (1.1.1) hergeleitete Beziehung (1.12) kann demnach als ein
Spezialfall9 von (1.25) angesehen werden, fu¨r welchen h(Ei, ψ0) = exp(ψ0Ei)
ist und Ei eine Indikatorvariable fu¨r die individuelle Exposition oder Behand-
lung darstellt. Werden statt zeitunabha¨ngigen Kovariablen auch zeitabha¨ngige
Einflussgro¨ßen, wie z.B. die Expositionsgeschichte, betrachtet, resultiert mit
Ui =
∫ Ti
0
h(Ei
−(s),ψ0)ds = H
{
Ei
−(s),ψ0
}
(1.26)
eine Verallgemeinerung des von Cox & Oakes vorgeschlagenen AFT-Modells
(1.5). Die Linkfunktion (1.26), welche die individuelle beobachtete Ereigniszeit
Ti u¨ber die Kovariableninformation mit der kontrafaktischen U¨berlebenszeit Ui
8Robins und Tsiatis verzichten zuna¨chst auf einen Individuenindex i bzw. wechseln zwi-
schen Notationen mit und ohne diesen. Fu¨r eine konsistente Darstellung, welche letztendlich im
Einklang mit der kausalen (individuenspezifischen) Modellierung steht, wird nachfolgend ein
solcher Index, sofern zula¨ssig, verwendet.
9konkret fu¨r den eindimensionalen Fall ψ0 ∈ <
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verknu¨pft, wird mit H notiert, so dass unter der Voraussetzung, dass die Kova-
riablengeschichte E−i unabha¨ngig von Ui ist, die Beziehung zur Grundsurvivor-
funktion SU(u) wie folgt beschrieben werden kann:
P (H
{
Ei
−(Ti),ψ0
}
> u|Ei−) = SU(u). (1.27)
Mit ψ0 wird dabei die Existenz eines zugrundeliegenden Parametervektors aus
dem Parameterraum Ψ = {ψ;ψ ∈ <p} unterstellt, mit welchem Modell (1.26)
richtig spezifiziert ist. Ferner kann mit Ui(ψ) die Transformation von Ti bei gege-
benem H
{
Ei
−(Ti),ψ
}
notiert werden, so dass fu¨r Ui(ψ0) die wahre zugrundelie-
gende10 U¨berlebenszeit Ui, na¨mlich fu¨r die kontrafaktische Kovariablenrealisation
Ei
−(Ti) = 0, resultiert. Da Beziehung (1.27) die Existenz von Werten E−i (u) auch
fu¨r u > Ti impliziert, diese aber im Allgemeinen nicht mehr gemessen werden
ko¨nnen, da das Individuum nicht la¨nger unter Beobachtung steht, empfehlen Ro-
bins und Tsiatis alternativ die Risiko- bzw. Intensita¨tsrate (engl.: hazard rate) zu
betrachten. Diese entspricht dem Grenzwert der bedingten Ereigniswahrschein-
lichkeit, bei gegebenem Kovariablenprozess im Intervall [u;u+ h) zu versterben,
wenn u erreicht wurde und h gegen 0 konvergiert:
λ(u,ψ0) =
P (u ≤ Ui < u+ h|Ui ≥ u,E−i (H−1
{
Ei
−(u),ψ0
}
))
h
(1.28)
Mit H−1
{
Ei
−(u),ψ0
}
ist dabei die fu¨r ψ0 resultierende Inverstransformation von
u nach t bezeichnet. Da Ui ≥ u auch H−1
{
Ei
−(u),ψ0
}
< Ti impliziert und ψ0
lediglich die beobachtete Zeitskala hinsichtlich einer Referenzzeitskala transfor-
miert, folgt, dass Modell (1.28) u¨ber die gemeinsame Verteilung der beobachtba-
ren Zufallsvariablen
{
Ti,Ei
−(Ti)
}
formuliert werden kann. Dies ist entscheidend,
um u¨berhaupt Inferenz hinsichtlich der interessierenden Kovariableneffekte auf
die nicht-beobachtbare kontrafaktische U¨berlebenszeitverteilung zu ermo¨glichen.
Um Modell (1.28) auch fu¨r die in der Ereignisanalyse ha¨ufig auftretenden zensier-
ten Beobachtungen zu verallgemeinern, muss zusa¨tzlich ein Zensierungsindikator
10im englischen Terminus auch oft als baseline survival time bezeichnet
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δi = I(Ti < Ci) als Zufallsvariable beru¨cksichtigt werden. Dieser nimmt den Wert
1 an, wenn die Ereigniszeit eines Individuums ku¨rzer ist als die Realisierung der
gleichfalls als Zufallsvariable aufzufassenden (potentiellen) Zensierungszeit Ci.
Kann ein Individuum nicht bis zum interessierenden Ereignis beobachtet werden,
nimmt der Zensierungsindikator den Wert 0 an. Weiter wird jedem Individuum
die Zufallsvariable T ci = min {Ti, Ci} zugeordnet, so dass je nach Zensierungssta-
tus entweder die Ereigniszeit oder die Dauer bis zur letzten Beobachtung ohne
Ereignis beru¨cksichtigt wird. Es wird also zur Verallgemeinerung fu¨r zensierte
Beobachtungsdauern statt dem Tupel
{
Ti,Ei
−(Ti)
}
das Tripel
{
T ci , δi,Ei
−(T ci )
}
betrachtet. Robins und Tsiastis unterstellen weiter nicht-informative Zensierung
(Cox & Oakes 1984 [9], Tsiatis 1990 [76]), so dass Modell (1.28) zu
λ(u,ψ0) =
P (u ≤ U ci < u+ h, δ = 1|U c ≥ u,Ei−(H−1
{
Ei
−(u),ψ0
}
))
h
(1.29)
erweitert werden kann. Mit U c ist, genau wie im unzensierten Fall, die kontrafak-
tische U¨berlebenszeit notiert. Die gesonderte Auszeichnung (c) soll dabei nach-
folgend lediglich die Unterscheidung zwischen dem Risikomodell mit und ohne
Beru¨cksichtigung zensierter Beobachtungen gewa¨hrleisten. Im Za¨hler geht zusa¨tz-
lich nun noch der Zensierungsindikator ein, so dass auch dieses Modell auf Basis
ausschließlich beobachtbarer Zufallsvariablen formuliert ist.
Robins und Tsiatis schlagen eine Scha¨tzung von ψ0 fu¨r Modell (1.29) vor, wel-
che als semiparametrisch bezeichnet werden kann, da diese unabha¨ngig von der
zugrundeliegenden kontrafaktischen U¨berlebenszeitverteilung SU(u) konsistente
und asymptotisch normalverteilte Scha¨tzwerte liefert. Die Scha¨tzungen ψˆ fu¨r ψ0
entsprechen dabei Lo¨sungen von Scha¨tzgleichungen der Gestalt s(ψ) = 0, welche
die Form eines gewichteteten log-Rang Tests annehmen (Robins 1989 [53], Tsiatis
1990 [76]), so dass s(ψ0) einem nicht-parametrischen Test fu¨r ψ = ψ0 entspricht.
Im Folgenden soll auf den einfachen Fall eines zu scha¨tzenden eindimensionalen
Parameters ψ0 ∈ < eingegangen werden, um das Scha¨tzprinzip zu erla¨utern. Die
Verallgemeinerung auf den mehrdimensionalen Fall kann unmittelbar erfolgen,
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soll jedoch an dieser Stelle nicht na¨her erla¨utert werden. Fu¨r eine ausfu¨hrliche
Beschreibung der Verallgemeinerbarkeit auf den Fall ψ0 ∈ <p sei auf die Literatur
verwiesen (Robins & Tsiatis 1992 [57]).
Wird der richtige Scha¨tzwert ψ∗ = ψ0, ψ∗ ∈ {ψ;ψ ∈ <} in U ci (ψ) =
H
{
Ei
−(T ci ), ψ
}
eingesetzt, so dass U ci = U
c
i (ψ0), dann ist die Risikofunktion
(1.29) fu¨r jedes u unabha¨ngig von der korrespondierenden Kovariablen- bzw. Ex-
positionsvergangenheit Ei
−(u). Robins und Tsiatis schlagen daher die Einfu¨hrung
einer reellwertigen Bewertungsfunktion11
Bi(u, ψ) = b[Ei
−(H−1
{
Ei
−(u), ψ
}
)] (1.30)
vor.
Fu¨r jedes Individuum wird nun der Wert der Variablentransformation (1.26) fu¨r
ψ0, U
c
i (ψ0) = H
{
Ei
−(T ci ), ψ0
}
bestimmt. Dieser Wert wird dann in die Bewer-
tungsfunktion eingesetzt und die Teststatistik
s(ψ0) =
n∑
i=1
δi[Bi(U
c
i (ψ0), ψ0)− B¯(U ci (ψ0), ψ0)] (1.31)
berechnet, welche einem gewichteten Log-Rang Test entspricht. Mit B¯(U ci (ψ0), ψ0)
geht der Wert der mittleren Bewertungsfunktion aller Individuen zum jeweiligen
Zeitpunkt U ci (ψ0) ein, welche zu diesem Zeitpunkt (und damit bezogen auf die
Referenzzeitskala u) noch unter Risiko stehen. Die Testgro¨ße s(ψ0) entspricht
somit der Summe der Differenzen aus den beobachteten und erwarteten Bewer-
tungsfunktionen u¨ber alle Ereigniszeitpunkte.
Da die Summanden ςi(ψ0) = [Bi(U
c
i (ψ0), ψ0) − B¯(U ci (ψ0), ψ0)] der Teststatistik
(1.31) ausschließlich Funktionen der Kovariablenvergangenheit sind und die Ri-
sikorate aus Modell (1.29) fu¨r U ci (ψ0) nicht von dieser Vergangenheit abha¨ngt,
folgt, dass die Statistik ςi(ψ0) den Erwartungswert 0 besitzt. So haben unter Mo-
dell (1.29) alle Individuen die gleiche Wahrscheinlichkeit zum Zeitpunkt U ci (ψ0)
zu versterben, wenn gewa¨hrleistet ist, dass a) nur auf die Kovariablenvergangen-
11von Robins und Tsiatis als scoring function bezeichnet
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heit bis zum Zeitpunkt U ci (ψ0) bedingt wird und b) ein Individuum zu diesem
Zeitpunkt verstirbt.
Nach Robins und Tsiatis kann ferner die Varianz von s(ψ0) konsistent durch
V (ψ0)/n gescha¨tzt werden, mit
V (ψ0) =
n∑
i=1
δi
[∑n
j=1[Bj(U
c
i (ψ0), ψ0)− B¯(U ci (ψ0), ψ0)]2 · Yj(U ci (ψ0), ψ0)
]
∑n
j=1 Yj(U
c
i (ψ0), ψ0)
.
(1.32)
Hierbei wird mit Yi(u, ψ0) eine Indikatorvariable bezeichnet, welche angibt, ob
das Individuum i zum Zeitpunkt u noch unter Risiko steht oder nicht, so dass
Yi(u, ψ0)=1 wenn U
c
i (ψ0) ≥ u und 0 sonst. Die Teststatistik s(ψ0)/
√
V (ψ0) kon-
vergiert damit gegen die Standardnormalverteilung (Tsiatis 1990 [76]), und unter
(1.29) ist s(ψ0) ein Martingal-Prozess, fu¨r welchen wiederum, nach dem zentralen
Grenzwertsatz, asymptotische Normalverteilung folgt (Gill 1980 [15], Andersen et
al. 1982 [1]). Ein asymptotischer 95%-Vertrauensbereich fu¨r ψ0 entspricht damit
der Menge aller ψ, fu¨r welche |s(ψ)/√V (ψ)| < 1, 96 gilt. Die Punktscha¨tzung
ψ∗ fu¨r ψ0 ist dann durch den Wert ψ gegeben, fu¨r welchen s(ψ) = 0 ist, da
s(ψ0) den Erwartungswert 0 hat. Da allerdings s(ψ) eine Treppenfunktion ist,
schlagen Robins und Tsiatis ψ∗ ∈ {ψ} als Scha¨tzwert fu¨r ψ0 vor, fu¨r welchen die
Funktion s(ψ) das Vorzeichen wechselt. Tsiatis (1990 [76]) zeigt weiter, dass auch
bei nicht Differenzierbarkeit von s(ψ) asymptotisch normalverteilte Scha¨tzungen
mit konsistenten Ableitungen der Varianz erreicht werden ko¨nnen und auch diese
Scha¨tzwerte als semiparametrisch klassifiziert werden ko¨nnen, da sie nicht von
der zugrundeliegenden Referenzrisikorate (1.29) abha¨ngen.
1.2.2 Likelihood-basierte Inferenz unter Beru¨cksichtigung
zeitabha¨ngiger Confounder
Zeitabha¨ngiges AFT-Modell nach Robins
Der im vorhergehenden Abschnitt vorgestellte semi-parametrische Inferenzansatz
zur Scha¨tzung des Kausalparameters ψ0 fu¨r das kontrafaktische Expositions-U¨ber-
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lebenszeitmodell (1.5) bzw. (1.26) sieht keine Beru¨cksichtigung zeitabha¨ngiger
Sto¨rvariablen (Confounder) vor. Unter Gu¨ltigkeit der kausalen Nullhypothese
(1.4) konnte daher die Unabha¨ngigkeit der kontrafaktischen U¨berlebenszeit Ui
von der Exposition/Behandlung Ei(t) bzw. einem beliebigen Kovariablenvek-
tor Ei
−(t) postuliert werden. Existieren zeitabha¨ngige Confoundervariablen, so
mu¨ssen diese nach Robins (1992 [58]) vollsta¨ndig erhoben worden sein (Annahme
vollsta¨ndig beoabachteter Confounder, Abschnitt 1.1.2), um Inferenz hinsichtlich
des interessierenden Parameters ψ0 u¨ber das Kausalmodell (1.5) vornehmen zu
ko¨nnen. Der likelihood-basierte Scha¨tzansatz fu¨r ψ0 muss dann entsprechend die-
se Confoundervariablen beru¨cksichtigen. Nachfolgend bezeichne weiterhin E(t)
die zeitabha¨ngige Exposition und X(t) eine zuna¨chst eindimensionale Confoun-
dervariable, also eine Vera¨nderliche, die sowohl mit der Exposition als auch mit
der U¨berlebenszeit assoziiert ist.
Parametrischer Inferenzansatz nach Robins
Robins (1992 [58]) schla¨gt zuna¨chst einen parametrischen Ansatz zur Scha¨tzung
des Kausalparameters ψ0 aus Modell (1.5), unter Beru¨cksichtigung zeitabha¨ngi-
ger Confounder, vor. Gema¨ß des verallgemeinerten kausalen Modells (1.26) la¨sst
sich fu¨r den einfachen Fall einer zeitabha¨ngigen Expositionsvariable E(t) mit
H
{
Ei
−(t), ψ
}
= Hi(ψ) eine Abbildung auf dem Raum der beobachtbaren Va-
riablen
{
Ti,Ei
−(Ti)
}
definieren, fu¨r welche Ui = Hi(ψ0) gilt. Dieser Raum
kann auf
{
Ti,Ei
−(Ti),Xi−(Ti)
}
erweitert werden, so dass u¨ber das Differential
∂Hi(ψ)
∂Ti
= exp(ψ ·Ei(t)), nach Robins, folgende Verknu¨pfung der Dichtefunktionen
f von T und H(ψ) resultiert:
f{T,E−(T ),X−(T )} =
∂Hi(ψ)
∂Ti
f{H(ψ),E−(T ),X−(T )}. (1.33)
Fu¨r ψ = ψ0 folgt somit unmittelbar
f{T,E−(T ),X−(T )} =
∂Hi(ψ0)
∂Ti
f{U,E−(T ),X−(T )}, (1.34)
so dass die Verteilung von U u¨ber die Verteilung der beobachtbaren U¨berlebens-
zeiten T abgebildet wird.
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Der u¨ber ψ parametrisierte Teil von Gleichung (1.33) la¨sst sich dann wie folgt in
ein Produkt von bedingten Wahrscheinlichkeiten zerlegen:
∂Hi(ψ)
∂Ti
f(Hi(ψ))
int(Ti)∏
m=0
f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ))
int(Ti)∏
m=0
f(Em,i|X−m−1,i,E−m−1,i, Hi(ψ))
(1.35)
Mit int(t) geht dabei die gro¨ßte ganze Zahl kleiner t ein. Da unter der richtigen
Spezifizierung ψ = ψ0 nur noch die Verteilung der Confoundervariable von Hi(ψ0)
abha¨ngt und bei Gu¨ltigkeit der Fundamentalannahme (1.15) fu¨r Modell (1.5) die
Expositions- und Kovariablenvergangenheit den Momentanwert der Exposition
bestimmt, so dass
f(Em,i|X−m,i,E−m−1,i, Hi(ψ0)) = f(Em,i|X−m,i,E−m−1,i) (1.36)
gilt, ergibt sich aus Gleichung (1.35) fu¨r ψ = ψ0
∂Hi(ψ0)
∂Ti
f(Hi(ψ0))
int(Ti)∏
m=0
f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ0))
int(Ti)∏
m=0
f(Em,i|X−m−1,i,E−m−1,i).
(1.37)
Gleichung (1.36) entspricht dabei der einzigen Restriktion fu¨r die gemeinsame
Verteilung der beobachtbaren Variablen, welche durch (1.5) und (1.15) impliziert
wird.
Die in (1.37) enthaltenen Dichtekomponenten ko¨nnen, unter der An-
nahme parametrisierbarer Verteilungen, auf einem Parameterraum
Θ = {θ0,φ0,ϑ0} mit f(Hi(ψ0);θ0), f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ0);φ0)
und f(Em,i|X−m−1,i,E−m−1,i;ϑ0) spezifiziert werden. Da der interessierende
Kausalparameter ψ0 nur in den ersten beiden Produkttermen in (1.37) enthalten
ist, kann die Likelihood-Funktion zu
L(ψ,θ,φ) =
n∏
i=1
∂Hi(ψ)
∂Ti
f(Hi(ψ),θ)
int(Ti)∏
m=0
f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ);φ)
(1.38)
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reduziert werden. Die Parameter(-vektoren) ψ∗, θ∗ und φ∗, welche den Wert von
L maximieren, entsprechen somit den Maximum-Likelihood-Scha¨tzwerten fu¨r ψ0,
θ0 und φ0.
Wa¨hrend die likelihood-basierte Inferenz fu¨r ψ0 vollkommen un-
abha¨ngig von Fehlspezifizierungen fu¨r die bedingte Expositionsverteilung
f(Em,i|X−m−1,i,E−m−1,i) ist, haben Fehlspezifikationen von f(Hi(ψ0)) und
f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ0)) unmittelbaren Einfluss auf die Scha¨tzung von
ψ0. Da in Beobachtungsstudien die tatsa¨chliche Verteilung von Hi(ψ0) letztend-
lich nicht beobachtet werden kann, ist es nahezu unmo¨glich, die Verteilungen
f(Hi(ψ0)) und f(Xm,i|X−m−1,i,E−m−1,i, Hi(ψ0)) richtig zu spezifizieren. Robins
schla¨gt daher weiter einen semiparametrischen Inferenzansatz vor, in dem
diese Dichten vo¨llig unspezifiziert bleiben ko¨nnen, solange das Modell fu¨r die
Dichtefunktion f(Em,i|X−m−1,i,E−m−1,i) richtig spezifiziert wurde. Fu¨r diese
Herangehensweise spricht, dass im Allgemeinen ein besseres Versta¨ndnis fu¨r
die momentane Expositions- bzw. Behandlungssituation in Abha¨ngigkeit der
Expositions- und Patientengeschichte erwartet werden kann, als fu¨r die Verteilung
der zugrundeliegenden nicht-beobachtbaren (kontrafaktischen) U¨berlebenszeiten.
G-Estimation-Ansatz nach Robins
Unter den Stichworten G-(Null)Test, G-Computation- bzw. G-Estimation-
Algorithmus wurde Ende der 1980er Anfang der 1990er Jahre von James Ro-
bins (1986-1992 [52, 53, 59, 60, 51]) und Robins & Greenland (1992 [56]) ein
neues Prinzip zur Scha¨tzung kausaler Effekte von zeitabha¨ngigen Behandlungs-
bzw. Expositionsvariablen auf das U¨berleben12 begru¨ndet. Dieser maßgeblich fu¨r
Beobachtungsstudien konzepierte Scha¨tzansatz ermo¨glicht dabei die Beru¨cksich-
tigung von zeitabha¨ngigen Vera¨nderlichen, welche gleichzeitig Zwischenereignisse
und Confoundervariablen darstellen. Da herko¨mmliche ereignisanalytische Ver-
fahren in diesen Situationen zu verzerrten Effektscha¨tzungen fu¨hren ko¨nnen (Ro-
bins 1992 [58], Robins et. al 1992 [61]; vgl. Abschnitt 1.1 dieser Arbeit), stellt
der G-Estimation-Ansatz eine echte Alternative dar. Fu¨r eine u¨bergreifende Zu-
12bzw. allgemein fu¨r Ereignisdaten
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sammenfassung der auf dem G-Estimation-Prinzip beruhenden Scha¨tzverfahren
mit ihren theoretischen Erwa¨gungen und formalen Begru¨ndbarkeiten sei an dieser
Stelle auf den Appendix 2 der Arbeit von Robins et al. (1992 [61]) verwiesen. Im
Folgenden wird die Grundidee des G-Estimation-Ansatzes am Beispiel eines semi-
parametrischen Inferenzmodells nach Robins (1992 [58]) dargelegt. Dieses Prinzip
wird dann in Kapitel 3, im Rahmen der methodischen Weiterentwicklung dieser
Arbeit, als Ausgangspunkt fu¨r ein neues verteilungsbasiertes Inferenzmodell fu¨r
randomisierte Studien verwendet.
Nach Robins (1992 [58]) kann ein Niveau-α-Test fu¨r Scha¨tzwerte von ψ0 aus
Modell (1.5) u¨ber ein korrekt spezifiziertes logistisches Regressionsmodell
f(Em,i = 1|X−m−1,i,E−m−1,i) = exp(ϑ0
′Wm,i)
1 + exp(ϑ0
′Wm,i)
; m = 1, 2, ... (1.39)
konstruiert werden. Mit Wm,i geht hierbei eine zwei-dimensionale
13 reellwertige
Funktion der Confounder- und Expositionsvergangenheit (X−m−1,i,E−m−1,i), ein
und ϑ0 ∈ <2 entspricht einem unbekannten Parametervektor, welcher den Zusam-
menhang zwischen Expositions- bzw. Behandlungsstatus und der Abbildung der
Individuenvergangenheit parametrisiert. Da unter Gu¨ltigkeit der Voraussetzung
(1.36) und fu¨r den wahren Wert des Kausalparameters ψ∗ = ψ0 der Expositions-
status unabha¨ngig von Hi(ψ
∗) ist, kann fu¨r Individuen mit Ti > m Gleichung
(1.39) als Wahrscheinlichkeitsmodell
Pm,i(ϑ, θ) =
exp(ϑ′Wm,i + θHi(ψ∗))
1 + exp(ϑ′Wm,i + θHi(ψ∗))
(1.40)
formuliert werden. Dieses entspricht dann dem korrekt spezifizierten logistischen
Regressionsmodell fu¨r f(Em,i = 1|X−m−1,i,E−m−1,i, Hi(ψ∗)), wenn ϑ dem Wert
ϑ0 aus (1.39) entspricht und der wahre Wert θ0 fu¨r θ gleich 0 ist, da Gleichung
(1.36) θ0 = 0 impliziert. Robins zeigt so, da ψ
∗ = ψ0 unmittelbar θ0 = 0 impli-
ziert, dass fu¨r jeden Zeitpunkt m ein asymptotischer Niveau-α-Test fu¨r ψ∗ = ψ0
13Zu Beginn des Abschnitts wurde zur Vereinfachung festgelegt, dass lediglich eine Confoun-
dervariable X(t) und eine Expositionsvariable E(t) betrachtet werden. Im allgemeinen Fall von
p Expositions- und/oder Confoundervariablen stellt Wm,i eine p-dimensionale Abbildung mit
ϑ0 ∈ <p dar.
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einem α-Score-Test auf θ0 = 0 fu¨r die feste Einflussgro¨ße Hi(ψ
∗) im logit-Modell
(1.40) entspricht. Somit kann insbesondere die kausale Nullhypothese Ui = Ti
durch Einsetzen von Hi(ψ
∗ = 0) = Ti in (1.40) gepru¨ft werden. Die korrespondie-
rende Likelihood-Funktion fu¨r das auf alle im longitudinalen Beobachtungsverlauf
relevanten14 Zeitpunkte m erweiterte logistische Regressionsmodell lautet
L(ϑ, θ) =
n∏
i=1
int(Ti)∏
m=0
Lm,i(ϑ, θ) (1.41)
mit
Lm,i(ϑ, θ) = [Pm,i(ϑ, θ)]
Em,i [1− Pm,i(ϑ, θ)]1−Em,i , (1.42)
so dass entsprechend der Likelihood-Quotiententest
−2ln[L(ϑ˜, 0)/L(ϑˆ, θˆ)] (1.43)
und der Scoretest
Γ2 = s2θ(ϑ˜, 0)Iˆ
θ,θ (1.44)
fu¨r die Hypothese θ0 = 0 resultieren. Mit ϑ˜ ist hierbei der Wert fu¨r ϑ gege-
ben, welcher die Likelihood-Funktion (1.41) maximiert, wenn θ auf 0 gesetzt
wird und ϑˆ, θˆ den Maximum-Likelihood Scha¨tzwerten entsprechen. Die Score-
funktion sθ ist durch die partielle Ableitung der log-Likelihood ∂lnL(ϑ, θ)/∂θ
und die Fisher-Informationsmatrix Iˆθ,θ durch (Iˆθ,θ − Iˆϑ,θIˆ−1ϑ,ϑIˆθ,ϑ)−1 mit Iˆa,b =
−∂2ln(L(ϑ˜, 0))/∂a∂b gegeben. Beide Teststatistiken (1.43) und (1.44) sind dann
unter ψ∗ = ψ0 χ2-verteilt mit einem Freiheitsgrad. Damit entspricht jener
Parameterwert ψ∗ aus {ψ;ψ ∈ <} einer Punktscha¨tzung fu¨r ψ0, fu¨r welchen
Γ2(ψ∗) = 0 gilt. In Analogie ist ein asymptotisches (1−α)-Vertrauensintervall fu¨r
ψ0 durch die Menge der Parameter ψ
c gegeben, fu¨r welche Γ2(ψc) kleiner als das
(1 − α)-Quantil der χ2-Verteilung mit einem Freiheitsgrad ist. Die Eigenschaf-
ten von ψ∗, Verallgemeinerungen fu¨r den Fall einer kontinuierlichen, ordinalen
oder diskreten Expositionsvariable Em,i sowie Erweiterungen auf mehrdimensio-
nale Effektparameter ψ0 ∈ <q; q > 1 werden eingehend von Robins(1992 [58])
14Zeitpunkte, an denen sich beru¨cksichtigte Kovariablen a¨ndern.
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diskutiert. Des Weiteren ist eine Verallgemeinerung dieses Scha¨tzprinzips auch
auf den ha¨ufig vorliegenden Fall zensierter Beobachtungen mo¨glich, auf welchen
ausfu¨hrlich in Kapitel 3 eingegangen wird.
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Kapitel 2
Kausale Inferenz in
randomisierten klinischen
Studien
Im Kontext randomisierter Studien wurden kausale Inferenzmodelle bisher vor al-
lem zur Beru¨cksichtigung mangelnder Therapieakzeptanz (engl.: non-compliance)
entwickelt. Neben strukturellen Gleichungsmodellen (Robins &Tsiatis 1991 [55],
Robins 1994 [62]) kamen hierbei in der ju¨ngeren Vergangenheit auch vermehrt
AFT-Modelle zur Anwendung. Einer der ersten Ansa¨tze basierend auf einem
AFT-Modell stammt dabei von Mark und Robins (1993 [40, 41]), welche den Ef-
fekt von Raucherentwo¨hnung auf das U¨berleben im Rahmen einer randomisierten
Studie zur Analyse multipler Risikofaktoren untersuchten. Robins und Greenland
(1994 [63]) schlugen erstmals ein zwei-parametrisches AFT-Modell vor, um den
zusa¨tzlichen Einfluss einer postinterventionellen Prophylaxebehandlung auf das
U¨berleben AIDS-erkrankter Patienten zu untersuchen, welche initial (via Rando-
misation) einer AZT-Behandlung zugewiesen wurden. Dieser Ansatz wurde spa¨ter
von White und Goetghebeur (1998 [80], 1999 [81]) aufgegriffen, um den Einfluss
von Therapiea¨nderungen bei der Scha¨tzung interessierender Behandlungseffekte
zu beru¨cksichtigen. Schließlich schla¨gt Korhonen (2000 [31]) einen Score-Test ba-
sierend auf einem AFT-Modell unter der Annahme (working assumption) propor-
2.1 Notwendigkeit kausaler Inferenz in randomisierten Studien
tionaler Hazardraten vor, um eine Scha¨tzung des kausalen Behandlungseffektes
unter Beru¨cksichtigung unterschiedlicher Therapieakzeptanz (non-compliance) in
den Behandlungsarmen zu ermo¨glichen.
In den folgenden Abschnitten dieses Kapitels soll die Problematik von therapie-
und zielgro¨ßenrelevanten Zwischenereignissen in randomisierten Studien darge-
legt werden. Eine zwischenereignisbedingte A¨nderung der Behandlung, wie sie
ha¨ufig z.B. in Tumortherapiestudien nach Eintritt erneuter Tumorprogression
der Fall ist, kann dabei im weiteren Sinne als non-compliance-Problem aufge-
fasst werden. Diese Parallelita¨t soll zuna¨chst die Notwendigkeit alternativer Ana-
lysemethoden zur Beru¨cksichtigung von Zwischenereignissen in randomisierten
Studien motivieren und die Grundlage fu¨r die (Weiter-)Entwicklung eines neuen
verteilungsbasierten Inferenzkonzeptes zur Scha¨tzung von kausalen Therapieef-
fekten auf das U¨berleben bilden.
2.1 Notwendigkeit kausaler Inferenz in ran-
domisierten Studien
In randomisierten Studien ist die zentrale Annahme der vollsta¨ndig beobachteten
Sto¨rgro¨ßen (vgl. Abschnitt 1.1.2) bereits durch das Studiendesign, der zufa¨lligen
Zuteilung der Patienten in die Expositions- bzw. Therapiegruppen, gewa¨hrleistet
(Rubin (1978) [72], Holland (1986) [23], Robins (1986) [51]). Ziel der Randomisa-
tion ist es eben, eine
”
Vorhersagbarkeit” der Therapie durch zufa¨llige Gruppen-
zuteilung nicht zu ermo¨glichen, so dass die Verteilung der latenten U¨berlebens-
zeitvariable U als vergleichbar zwischen den Behandlungsgruppen angenommen
werden kann1, bzw. sich in diesen nur zufa¨llig unterscheidet. Wa¨hrend eine Ver-
gleichbarkeit der Therapiearme hinsichtlich der Verteilung potentieller Sto¨rgro¨ßen
(engl.: Confounder) zu Beginn der Studie durch die Randomisation gewa¨hrlei-
1Im weitesten Sinne kann U als eine Abbildung auf dem gesamten beobachtbaren und nicht
beobachtbaren Kovariablenraum aufgefasst werden, so dass durch Randomisation Unabha¨ngig-
keit von U und der Behandlung folgen muss.
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stet ist, ko¨nnen dennoch Ereignisse im Studienverlauf eintreten, welche zur Folge
haben, dass der randomisierte Charakter der Studie verloren geht. Dies ist genau
dann der Fall, wenn diese Zwischenereignisse zum einen nicht unabha¨ngig von der
Initialbehandlung sind, des Weiteren selbst einen Einfluss auf den prima¨r inter-
essierenden Studienendpunkt (z.B. U¨berleben) haben und dabei zusa¨tzlich noch
A¨nderungen des weiteren Therapieverlaufs (Behandlungsplan) nach sich ziehen.
In randomisierten onkologischen Studien stellt z.B. das Auftreten einer Tumor-
progression ein solches Zwischenereignis dar. So muss das Ereignis einer Tumor-
progression im Allgemeinen als Therapieversagen gewertet werden2. Das Auf-
treten eines Tumorrezidives fu¨hrt in solchen Studien daher ha¨ufig dazu, dass
A¨nderungen der Therapie wie z.B. Dosismodifikationen oder die Anwendung
einer Folgetherapie vorgenommen werden, um den weiteren Tumorprogress ir-
gendmo¨glich zu stoppen. Robins (1992 [58], S. 321) beschreibt dieses Pha¨nomen,
welches ha¨ufig auch in Beobachtungsstudien auftritt, als
”
treatment by indicati-
on”. Treten bedingt durch die Behandlung in einem Arm ha¨ufiger (bzw. fru¨her)
Progressereignisse auf, so werden entsprechende Folgeinterventionen im betroffe-
nen Behandlungsregime auch ha¨ufiger angewandt. Unterschiede hinsichtlich des
U¨berlebens zwischen den Therapien ko¨nnen damit nicht mehr eindeutig auf die
Initialtherapie zuru¨ckgefu¨hrt werden. Zudem kann von einem starken Zusam-
menhang zwischen fortschreitendem Tumorwachstum und dem Mortalita¨tsrisiko
ausgegangen werden. Das Progressereignis stellt somit einen zeitabha¨ngigen Con-
founder fu¨r den Therapieeffekt bzgl. des Sterberisikos dar, da jeder Therapiearm
(sofern dieser indikationsbezogene Wirksamkeit besitzt) spezifischen Einfluss auf
die Progresswahrscheinlichkeit hat und die Progression wiederum mit dem Pati-
entenu¨berleben und der Form der Weiterbehandlung assoziiert ist.
2Fu¨r die Therapiebewertung sind neben der Progressha¨ufigkeit auch die Zeit bis zum Er-
eigniseintritt sowie die Intensita¨t (Ausmaß und Schnelligkeit des erneuten Tumorwachstums)
wichtige Beurteilungskriterien, auf welche in dieser Arbeit nicht na¨her eingegangen werden soll.
Gleichfalls bleiben weitere wesentliche Faktoren wie Therapievertra¨glichkeit, behandlungsbe-
dingte Toxizita¨ten, unerwu¨nschte Ereignisse und Beeintra¨chtigungen der Lebensqualita¨t so-
wie gesundheitso¨konomische Aspekte in diesen und nachfolgenden Ausfu¨hrungen ohne Be-
schra¨nkung der Allgemeinheit unberu¨cksichtigt.
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In Abbildung 2.1 ist schematisch der Verlauf einer zweiarmigen randomisierten
Studie in der Onkologie mit dem Zwischenereignis Progress dargestellt. Wie in der
Abbildung 2.1: Zwischenereignisbedingte Therapiea¨nderung am Beispiel einer
onkologischen Studie: Behandlungsschema vor und nach erneutem Tumorwachs-
tum (Progress).
Abbildung skizziert, kann also nach Auftreten von Tumorprogression eine A¨nder-
ung der Therapie erfolgen. Im einfachsten Fall kann angenommen werden, dass
alle progredienten Patienten (egal welcher Ausgangstherapie: A oder B) dieselbe
Folgebehandlung (A˜ = B˜) erhalten. Jedoch geht bereits hier der randomisierte
Charakter der Studie verloren. Sobald sich die Progressraten in den Therapiear-
men unterscheiden, werden entsprechend ungleich verteilt Folgebehandlungen in
den Gruppen angewandt. Der naive Therapievergleich der nA vs. nB Patienten
hinsichtlich der prima¨r interessierenden Sterberisiken zu einem festen Zeitpunkt
t entspricht dann einem Vergleich von
nA · (1− progA(t)) + nA˜(t) vs. nB · (1− progB(t)) + nB˜(t) Patienten,
wobei progk(t) der relativen Ha¨ufigkeit an Progressereignissen bis zum Zeitpunkt
t im Behandlungsarm k entspricht und nk˜(t) = nk · progk(t) der Anzahl pro-
gredienter Patienten, welche eine Folgetherapie erhalten. Es resultiert also ei-
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ne Vermischung von Behandlungseffekten, ein Problem welches potentiell jede
intention-to-treat-Analyse birgt [35, 14].
Im Allgemeinen kann die Art der Folgebehandlung von der Prima¨rtherapie
abha¨ngen, so dass A˜ 6= B˜ gilt und Heterogenita¨ten der Initialbehandlungsarme
nicht nur auf die unterschiedliche Menge an Folgeinterventionen (bedingt durch
unterschiedliche Progressraten), sondern gleichfalls auf die Verschiedenheit der
reaktiven Behandlungen zuru¨ckzufu¨hren sind. Des Weiteren kann die Entschei-
dung der Weiterbehandlung von weiteren individuenspezifischen Faktoren, die
mit dem U¨berleben assoziiert sind, abha¨ngen.
Um den Effekt der Initialtherapie auf den kritischen Endpunkt U¨berleben zu un-
tersuchen, muss daher eine Adjustierung fu¨r im Behandlungsverlauf eintretende
Zwischenereignisse und entsprechende Folgetherapien vorgenommen werden.
Wie in Abschnitt 1.1.1 gezeigt wurde, ko¨nnen jedoch herko¨mmliche ereignisana-
lytische Verfahren wie das Cox-Regressionsmodell unter Beru¨cksichtigung zeit-
variierender Confoundervariablen zu verzerrten Scha¨tzungen der Therapieeffekte
fu¨hren. Dies ist dann der Fall, wenn das Zwischenereignis einem zeitabha¨ngigen
Einflussfaktor fu¨r das Zielereignis entspricht, das Risiko fu¨r dieses Zwischener-
eignis nicht unabha¨ngig von der Behandlungsgeschichte (bzw. Initialbehandlung)
ist und das Zwischenereignis selbst ein Pra¨diktor fu¨r die weitere Behandlung
darstellt.
2.2 Fallbeispiel zwischenereignisbedingter Con-
foundereffekte
Nachfolgend soll das beschriebene Problem zeitabha¨ngiger Confoundervariablen
an einem einfachen Beispiel einer randomisierten Studie illustriert und genauer
erla¨utert werden: Ausgegangen wird von einem parallelarmigen Studiendesign,
in dem zwei Behandlungsgruppen A ∈ {0, 1} hinsichtlich ihrer (therapiebeding-
ten) U¨berlebenszeiten untersucht werden sollen. Die Behandlungszuteilung er-
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folgt via Randomisation, so dass Unabha¨ngigkeit der unterstellten zugrundelie-
genden latenten U¨berlebenszeiten Ui vom Behandlungsschema gewa¨hrleistet ist.
Der Einfachheit halber wird angenommen, dass Patienten bis zum Ende ihrer
Beobachtung, d.h. bis zum Eintritt des Zielereignisses (Tod) behandelt werden,
sofern kein spezifisches Zwischenereignis Z eintritt. Tritt ein solches Zwischener-
eignis ein, wird die Initialbehandlung gestoppt und bei einem bestimmten An-
teil3 von Patienten mit einer Alternativbehandlung A˜ die Therapie fortgesetzt.
Es wird ferner unterstellt, dass das Zwischenereignis selbst einen zusa¨tzlichen
Risikofaktor fu¨r den Eintritt des Ereignisses Tod darstellt. Das Zwischenereignis
entspricht somit per Definition einer zeitabha¨ngigen Confoundervariable, fu¨r wel-
che keine der beiden kritischen Bedingungen (1.22) und (1.23) erfu¨llt ist, so dass
statistische Inferenz fu¨r den interessierenden Behandlungseffekt u¨ber den konven-
tionellen Regressionsansatz von Cox (Cox-Hazard-Modell mit Beru¨cksichtigung
zeitabha¨ngiger Kovariablen) potentiell zu verzerrten Scha¨tzungen fu¨hrt (Robins
1992 [58], siehe Abschnitt 1.1.2). Zur Vereinfachung wird weiter in diesem Beispiel
davon ausgegangen, dass alle Individuen bis zu ihrem Ereigniseintritt beobachtet
werden ko¨nnen, so dass also zuna¨chst zensierte Beobachtungen keine besondere
Beru¨cksichtigung finden mu¨ssen.
In Anlehnung an das AFT-Modell von Cox & Oakes (1984 [9], siehe Abschnitt
1.1.1) wird fu¨r den beschriebenen Sachverhalt das kontrafaktische U¨berlebens-
zeitmodell
Ui =
∫ Ti
0
exp(Ai(t)ξ0 + Zi(t)ξ1 + A˜i(t)ξ2)dt (2.1)
zugrundegelegt, welches unter den getroffenen Annahmen bzgl. Behandlungsdau-
er, Zwischenereignis und Folgetherapie wie folgt vereinfacht werden kann:
Ui =
∫ TZi
0
exp(Aiξ0) +
∫ Ti
TZi
exp(ξ1 + A˜iξ2)dt (2.2)
Ui = TZiexp(Aiξ0) + (Ti − TZi)exp(ξ1 + A˜iξ2) (2.3)
3Zum Beispiel bekommen mo¨glicherweise ju¨ngere Patienten mit ho¨herer Belastungstoleranz
eher eine aggressivere Folgetherapie angeboten als alte schwa¨chere Patienten. Die Folgebehand-
lung kann also neben der Initialbehandlung von festen Kovariablen abha¨ngen, welche mit der
latenten U¨berlebenszeit Ui assoziiert sind.
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Mit TZi geht hierbei die individuelle Zeit bis zum Zwischenereignis ein, welche
aus Gru¨nden formaler Vereinfachung dann mit Ti gleichgesetzt wird, wenn bis
zum Zeitpunkt Ti noch kein Zwischenereignis eingetreten ist: TZi > Ti ⇒ TZi :=
Ti. Wa¨hrend im vorliegenden Modell u¨ber ξ0 der Effekt der Initialtherapie auf
Ui bis zum Zwischenereigniszeitpunkt TZi beschrieben wird, liefert der Faktor
exp(ξ1 + A˜iξ2) den A¨nderungsbeitrag bzgl. der urspru¨nglich zugrundeliegenden
U¨berlebenszeit Ui bedingt durch das Zwischenereignis Zi, je nachdem ob eine
Folgetherapie vorliegt (A˜i = 1) oder nicht (A˜i = 0). Somit wird mit ξ1 und ξ2 die
Existenz je eines latenten Kausalparameters angenommen, welcher den Effekt
des Zwischenereignisses bzw. der sich anschließenden Folgebehandlung auf das
Sterberisiko abbildet. Falls alle progredienten Individuen eine Folgebehandlung
erfahren, vereinfacht sich Modell (2.3) zu
Ui = TZiexp(Aiξ0) + (Ti − TZi)exp(ξ1 + ξ2) (2.4)
Ui = TZiexp(Aiξ0) + (Ti − TZi)exp(ξZ,A˜). (2.5)
2.2.1 Simulation eines Beispieldatensatzes
Zur Simulation der beschriebenen Datensituation wird nun wie folgt vorgegan-
gen: Es werden zuna¨chst n = 200 exponentialverteilte U¨berlebensdauern Ui mit
Parameter λU = 0, 2 erzeugt
4. Anschließend erfolgt eine zufa¨llige Aufteilung
der generierten U¨berlebenszeiten in die zwei Behandlungsgruppen A ∈ {0, 1}
je 100 Beobachtungen (Randomisation), so dass eine 200 × 2 Datenmatrix mit
den Spaltenvariablen U und A resultiert. Nun wird, um einen kausalen d.h. in-
dividuenspezifischen Therapieeffekt zu simulieren, eine weitere Variable T mit
Ti = Ui · exp(−ξ0Ai) erzeugt, wobei ξ0 = −ln(2) angenommen wird. Es wird also
simuliert, dass die Behandlung A = 1 die zugrundeliegende individuenspezifische
Lebensdauer Ui verdoppelt, sofern kein Zwischenereignis bis zum Beobachtungs-
ende Ti eintritt. Weiterhin wird nun angenommen, dass in den Behandlungsar-
4Fu¨r die Simulation der Ereigniszeiten und die statistische Analyse wird das Programm R
(Version 2.7.1 [77]) unter Zuhilfenahme der Funktion rexp() bzw. dem R-Paket survival [78]
verwendet.
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men unterschiedliche Zwischenereignisraten zu verzeichnen sind. Bezeichne TZ,A
dabei die Zufallsvariable, welche die Zeit bis zum Eintritt eines Zwischenereignis-
ses Z im Behandlungsarm A indiziert. Im vorliegenden Beispiel seien dann mit
TZ,0 ∼ Exp(0,8) und TZ,1 ∼ Exp(0,4) exponentialverteilte Zwischenereignisvaria-
blen gewa¨hlt. Gilt TZi < Ti, d.h. erfolgt ein Zwischenereignis, wird die Behandlung
nicht fortgefu¨hrt, so dass die verbleibende Zeit bis zum Ereigniseintritt nur noch
durch das Zwischenereignis Z bzw. einer darauf bedingten Folgetherapie A˜i be-
einflusst wird. Fu¨r diese wird ein Kausalparamter von ξ2 = −ln(1, 5) unterstellt,
so dass die zwischenereignisbedingte
”
Restu¨berlebenszeit” durch die Folgethe-
rapie noch etwas verla¨ngert wird. Um die Definition einer Confoundervariable
zu erfu¨llen, habe der Eintritt eines Zwischenereignisses eine Skalierung der (je
nach Therapie noch verbleibenden) individuellen Grundu¨berlebenszeit um den
Faktor exp(ξ1) = 4 zur Folge, so dass nach (2.3) folgende Beziehung zwischen
der letztendlich beobachteten individuellen U¨berlebenszeit Ti und der latenten
Grundu¨berlebenszeit Ui resultiert:
Ti =
{[
Ui − TZie(ξ0Ai)
]
e(−ξ1+ξ2A˜i) + TZi , falls TZi ≤ e(−ξ0Ai)Ui
e(−ξ0Ai)Ui, falls TZi > e
(−ξ0Ai)Ui
(2.6)
mit ξ0 = −ln(2), ξ1 = ln(4) und ξ2 = −ln(1, 5).
In Abbildung 2.2 ist fu¨r einen erzeugten Beispieldatensatz die Verteilung der kon-
trafaktischen U¨berlebenszeiten Ui nach den Initialbehandlungsgruppen und dem
Zwischenereignisstatus wiedergegeben. Da zuna¨chst vom einfachen Fall nicht-
zensierter Beobachtungen ausgegangen wird, werden zur besseren U¨bersichtlich-
keit Quartil-Darstellungen (Boxplots) statt Kaplan-Meier-Kurven fu¨r die Illustra-
tion verwendet.
Wie aus der Abbildung hervorgeht, resultieren aufgrund der zufa¨lligen Behand-
lungszuteilung a¨hnlich verteilte latente U¨berlebenszeiten Ui fu¨r beide Therapie-
gruppen (Abbildung 2.2 links). Gleichfalls wird aus dieser Abbildung das Pro-
blem zeitabha¨ngiger Confoundervariablen ersichtlich, welches als so genannter
healthy worker effect insbesondere aus epidemiologischen Beobachtungsstudien
bekannt ist (Robins 1986 [51]). So weisen Individuen, welche ein fu¨r das U¨berle-
ben prinzipiell ungu¨nstiges Zwischenereignis zu verzeichnen haben, im Vergleich
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Abbildung 2.2: Verteilungsboxplots Beispieldatensatz: Exponentialverteilte (λU =
0, 2) Grundu¨berlebenszeiten Ui nach Behandlungsgruppe und Zwischenereignis-
status
zu Individuen ohne Zwischenereignis die la¨ngeren latenten U¨berlebenszeiten auf
(Abbildung 2.2 rechts). Dies ist unmittelbar dadurch zu erkla¨ren, dass fru¨h ver-
storbene Individuuen im Prinzip gar nicht lange genug gelebt haben, um ein
Zwischenereignis zu erfahren. Erfolgt nun aufgrund des Zwischenereignisses ei-
ne A¨nderung der Therapie, wie z.B. ein Therapiewechsel oder die Gabe einer
zusa¨tzlichen Therapie, so ist die anfa¨ngliche Unabha¨ngigkeit von Behandlung
und latenter U¨berlebenszeit nicht mehr gewa¨hrleistet, da sich die zwischenereig-
nisbedingte Verteilungsheterogenita¨t auf die Therapiegruppen u¨bertra¨gt. In der
Praxis wird die Wahl der Folgetherapie ha¨ufig nicht vollkommen unabha¨ngig vom
initialen Patientenstatus erfolgen. So ist es mo¨glich, dass beispielsweise nur Pa-
tienten mit besserem Ausgangsstatus (z.B. ju¨ngere Patienten) eine Folgetherapie
erhalten, so dass fu¨r gegebenes u die Ungleichung
P (U > u|A˜ = 1) > P (U > u|A˜ = 0) (2.7)
gilt. Diese Datensituation kann dadurch erreicht werden, dass die Folgetherapie A˜
nur jenen Individuen zugeordnet wird, welche ein Zwischenereignis zu verzeichnen
Kausale Inferenz in randomisierten klinischen Studien 41
2.2 Fallbeispiel zwischenereignisbedingter Confoundereffekte
haben und fu¨r welche gleichzeitig Ui gro¨ßer als ein vorgegebener Wert uc ist. In
den Simulationsstudien (Kapitel 4) werden die Konsequenzen solcher Confoun-
dereffekte auf die Scha¨tzungen der Therapieeffekte mittels konventioneller und
innovativer Inferenzmodelle untersucht.
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Kapitel 3
Verteilungsbasierte kausale
Inferenzmodelle
Ein neuer Inferenzansatz zur Scha¨tzung von Therapieeffek-
ten in randomisierten Studien
Die im vorangegangenen Kapitel 1 vorgestellten kausalen Inferenzmodelle von Ro-
bins und Tsiatis basieren maßgeblich auf dem Grundmodell von Cox & Oakes, in
welchem die kontrafaktische U¨berlebenszeit Ui eines Individuums u¨ber eine Funk-
tion H(ψ0) = H(ψ0, Ai, Ti) mit dessen beobachtbarer Ereigniszeit Ti und einer
(zeitabha¨ngigen) Exposition Ai(t) verknu¨pft ist. U¨ber den Parameter ψ0 erfolgt
eine Skalierung der individuellen (kontrafaktischen) Ereigniszeit Ui, welche cha-
rakteristisch fu¨r so genannte AFT-Modelle (accelerated failure time models) ist.
Es wurde gezeigt, dass sowohl nicht-parametrische als auch likelihood-basierte
Modelle fu¨r die Scha¨tzung von ψ0 u¨ber den G-Estimation-Ansatz herangezo-
gen werden ko¨nnen. Voraussetzung fu¨r erwartungstreue, konsistente Scha¨tzun-
gen dieses so genannten Kausalparameters ist dabei die Gu¨ltigkeit der Annahme
vollsta¨ndig beobachteter Confounder, welche besagt, dass die Expositions- bzw.
Therapiezuteilung (bedingt) unabha¨ngig von der zugrundeliegenden (latenten)
Ereigniszeitverteilung fU sein muss. Nach Robins ist diese Annahme genau dann
erfu¨llt, wenn alle zu Beginn der Studie vorhandenen und im Beobachtungsverlauf
eintretenden Pra¨diktorvariablen von Ui, die gleichzeitig den Behandlungsverlauf
bestimmen, erfasst sind. Ferner zeigt Robins, dass unter Gu¨ltigkeit dieser Funda-
mentalannahme statistische Inferenz fu¨r den Behandlungseffekt mittels konven-
tioneller Regressionsansa¨tze potentiell zu verzerrten Scha¨tzungen fu¨hrt.
In Kapitel 2 wurde gezeigt, dass in randomisierten Studien die prinzipiell durch
das Studiendesign als erfu¨llt anzusehende Unabha¨ngigkeit von Behandlung und
Ui aufgrund von (Zwischen-)Ereignissen im Therapieverlauf verloren gehen kann.
Dieser Sachverhalt, welcher von Robins als treatment by indication-Problem be-
zeichnet wird, kann im weiteren Sinne als Problem so genannter non-ignorable
non-compliance aufgefasst werden, fu¨r welches Korhonen (2000 [31]) bereits einen
Inferenzansatz fu¨r randomisierte Studien vorgeschlagen hat. Die Gu¨ltigkeit der
Annahme vollsta¨ndig beobachteter Confounder ist in randomisierten Studien
durch das Studiendesign begu¨nstigt, da aufgrund der initialen Randomisation
letztendlich nur das Zwischenereignis (und damit verbundene Interventionen) als
Confounder in Betracht kommen ko¨nnen.
Ein wesentliches Defizit aller vorgestellten AFT-Modellansa¨tze betrifft zum einen
die richtige Spezifizierung des Kausalmodells H(ψ0) und zum anderen die In-
terpretation des Kausalparameters ψ0 oder vielmehr dessen U¨bersetzung in die
konventionelle Parametrik der klassischen Ereignisanalyse. So kann das Modell
H(ψ0) zwar so definiert werden, dass dieses konsistente Eigenschaften besitzt, um
Aussagen u¨ber Richtung und Sta¨rke zugrundeliegender Therapie- bzw. Exposi-
tionseffekte treffen zu ko¨nnen (Robins 1992 [58]), dennoch kann die Richtigkeit
der funktionellen Verknu¨pfung von Ui und Ti letztendlich nicht verifiziert wer-
den, so dass Fehlspezifikationen von H(ψ0) und damit Fehlscha¨tzungen von ψ0
resultieren ko¨nnen. Dahingegen sind die in der klassischen Theorie der Ereig-
nisanalyse ha¨ufig zu treffenden Annahmen u¨ber die Verteilung der Ereigniszeiten
und Parametrisierbarkeit von Risikoverha¨ltnissen (z.B. die Annahme proportio-
naler Hazardraten) zumindest empirisch verifizierbar, da sie populationsbezogen
und nicht kausal individuenspezifisch sind.
Auch wenn das Modell H(ψ0) richtig spezifiziert ist und konsistente Scha¨tzungen
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von ψ0 erreicht werden ko¨nnen, so bleibt die Interpretation des Therapieffektes
gema¨ß der kausalen Modellierung individuenspezifisch und kann nicht unmittel-
bar1 auf die in der Ereignisanalyse u¨blichen populationsbezogenen Vergleichs-
maße wie dem Hazard Ratio oder allgemein auf Parameterunterschiede zugrun-
deliegender Ereigniszeitverteilungen u¨bertragen werden. Dies ist jedoch insofern
notwendig, um die Ergebnisse kausaler Modellrechnungen, d.h. die gescha¨tzten
Kausalparameter, in die resultierenden Populationseffekte zu u¨bersetzen.
Nachfolgend soll ein neuer kausaler Inferenzansatz fu¨r die Scha¨tzung von The-
rapieeffekten in randomisierten Studien vorgestellt werden, in welchem H(ψ0)
unspezifiziert bleiben kann. Statistische Inferenz basiert dabei ausschließlich auf
der Verteilung fU der kontrafaktischen U¨berlebenszeiten Ui und der therapie-
bedingten Beziehung zur Verteilung fT der beobachteten Ereigniszeiten Ti. Die
Scha¨tzung eines Parameters ξ0 fu¨r den kausalen Behandlungseffekt, auch unter
Beru¨cksichtigung zeitabha¨ngiger Confounder, kann dann likelihood-basiert mit-
tels eines G-Estimation-Ansatzes vorgenommen werden. Der Scha¨tzwert ξˆ fu¨r
ξ0 wirkt dabei u¨ber eine positive reellwertige Funktion h direkt auf den (bzw.
die) Parameter θ der Verteilung fT ;θ, so dass fu¨r den wahren Wert ξ0 Gleichheit
der Verteilungen: fT ;h(θ,ξ0) = fU resultiert. Gema¨ß der zugrundeliegenden ereig-
nisanalytischen Konzeption kann der vorgestellte Inferenzansatz gleichfalls bei
Vorliegen (rechts-) zensierter Beobachtungen angewandt werden.
3.1 Datensituation und Voraussetzungen
Ausgegangen wird zuna¨chst vom einfachen Fall einer zweiarmigen, randomisierten
Studie, in der die Zeit T bis zum Eintritt eines bestimmten Ereignisses (nach-
folgend das Ereignis Tod) die prima¨r interessierende Gro¨ße darstellt. Bezeichne
Ai die dichotome Therapievariable und Ti die beobachtete U¨berlebenszeit eines
Individuums i zuna¨chst unter der Annahme, dass jedes Individuum bis zum in-
1Eine Ausnahme stellt die Exponentialverteilung dar: Das Verha¨ltnis der Ereigniszeitskalen u
und t entspricht in diesem Fall dem Verha¨ltnis der (zeitkonstanten) Risikoraten unter Referenz-
bedingungen (keine Exposition) und einer entsprechenden Alternative (Exposition vorhanden).
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teressierenden Ereigniseintritt beobachtet wird (keine Zensierungen). Wie bereits
in Abschnitt 1.1 eingefu¨hrt, wird die Existenz einer latenten U¨berlebenszeit Ui
unterstellt, welche der U¨berlebensdauer des Individuums i unter der Therapierea-
lisation Ai = 0 entspricht, so dass fu¨r alle Individuen mit Ai = 0 die Beziehung
Ti = Ui resultiert, fu¨r Individuen mit Ai = 1 jedoch Ui nicht beobachtet werden
kann und U damit eine kontrafaktische Zufallsvariable darstellt.
Unter der kausalen Nullhypothese, dass die Behandlung A keinen Einfluss auf die
U¨berlebenszeit der Individuen hat, gilt dann Gleichung (1.4):
Ti = Ui
Diese kann unmittelbar auf die Beziehung
P (Ti ≤ u) = P (Ui ≤ u) (3.1)
und, unter der Annahme unabha¨ngig und identisch verteilter Ereigniszeiten
(i.i.d.), auf
P (T ≤ u) = P (U ≤ u) (3.2)
FT (u) = FU(u) (3.3)
verallgemeinert werden. Unter Gu¨ltigkeit der Nullhypothese (1.4) mu¨ssen also
gleiche Verteilungen der Ereigniszeiten resultieren, wenn (theoretisch) alle Indi-
viduen einmal mit A = 0 und einmal unter den exakt gleichen Voraussetzungen
mit A = 1 behandelt werden wu¨rden.
Da durch die zufa¨llige Therapiezuteilung (Randomisation) gewa¨hrleistet ist, dass
sowohl bekannte als auch unbekannte Sto¨rvariablen in den Behandlungsarmen
vergleichbare Verteilungen aufweisen und sich somit auch das Risikoprofil der Pa-
tienten in den Behandlungsgruppen nur zufa¨llig unterscheidet, kann Unabha¨ngig-
keit (⊥) von Ui und Ai und damit auch
FU(u)⊥A (3.4)
gefolgert werden.
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3.2 Parametrische Inferenz in kausalen Vertei-
lungsmodellen
Sei nun die Verteilung der kontrafaktischen U¨berlebenszeiten Ui durch eine Dich-
tefunktion fU ;θ (bzw. der korrespondierenden Verteilungsfunktion FU ;θ) gegeben,
die zuna¨chst u¨ber einen eindimensionalen Parameter θ parametrisiert ist. Dann
kann mit Hilfe einer positiven reellwertigen Funktion hθ(ξ0;A) die Beziehung zwi-
schen FU ;θ und FT u¨ber die beobachtbaren Variablen T und A allgemein wie folgt
formuliert werden:
FT |A=0;hθ(ξ0;A) = FT |A=1;hθ(ξ0;A) (3.5)
FT |A=0;θ = FT |A=1;hθ(ξ0;A)
FU ;θ = FT ;hθ(ξ0;A).
Gleichung (3.5) entspricht dabei einem kontrafaktischen Modell, da es nicht-
beobachtbare Situationen impliziert, na¨mlich dass die Ereigniszeitverteilung der
Individuen einmal unter Therapie A = 0 und einmal unter Therapie A = 1
beobachtet werden kann. Da FT |A=0;θ = FU ;θ gilt, muss fu¨r A = 0 sowie unter
Gu¨ltigkeit der Nullhypothese (1.4) fu¨r A = 1 die Beziehung hθ(ξ0;A) = θ folgen.
Dies ist z.B. u¨ber die Parametrisierung
hθ(ξ0;A) = θ · exp(ξ0A) (3.6)
gewa¨hrleistet. Modell (3.5) unterstellt also, dass die therapiebedingte A¨nde-
rungen der individuellen Ereigniszeiten direkt durch die A¨nderung des Vertei-
lungsparameters θ beschrieben werden kann. Die Form dieser therapiebeding-
ten A¨nderung wird dabei durch die Funktion hθ und das Ausmaß durch den
Effektparameter ξ0 bestimmt. Fu¨r den Fall exponentialverteilter Ereigniszeiten
U ∼ Exp(θ = λ) resultiert unter der Parametrisierung (3.6) ein proportional
Hazard-Model, in welchem h = exp(ξ0) dem Verha¨ltnis der Risikoraten der bei-
den Behandlungsmo¨glichkeiten (Hazard Ratio: λA=1/λA=0) entspricht. Die Grun-
didee von Modell (3.5) beinhaltet also, dass der Verteilungstyp von U und T
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identisch ist, und dass bei Nichtzutreffen der Nullhypothese lediglich eine A¨nde-
rung (z.B. eine Skalierung wie in (3.6)) des Verteilungsparameters stattfindet.
Obwohl dieses Modell auf den populationsbezogenen Verteilungsparametern be-
ruht, liegt dennoch die Annahme einer kausalen Beziehung zwischen Behandlung
A und den beobachteten Ereigniszeiten Ti zugrunde, so dass die Bezeichnung als
kausales Verteilungsmodell gerechtfertigt ist. Diese zugrundeliegende Annahme
soll anhand der nachfolgenden Abbildung illustriert und erla¨utert werden.
Abbildung 3.1: Kausales Verteilungsmodell: Exemplarische Verteilungsfunktionen
FT |A=0 und FT |A=1 fu¨r drei Individuen
Betrachtet werden drei Individuen mit latenten Grundu¨berlebenszeiten
U1, U2, U3, fu¨r welche die resultierende Verteilungsfunktion in Abbildung 3.1
(unterbrochene Linie) abgetragen ist. Im vorgeschlagenen kausalen Verteilungs-
modell wird nun unterstellt, dass sich diese Verteilungsfunktion therapiebedingt
a¨ndert (von FU = FT |A=0 zu FT |A=1; Abbildung 3.1). Der Wert der Verteilungs-
funktion bleibt dabei jedoch fu¨r jedes Individuum derselbe, da sich aufgrund der
angenommenen Kausalita¨t zwar die individuellen Ereigniszeiten a¨ndern, aber die
Sterbereihenfolge der Individuen die gleiche bleiben muss2. Es wird also unter-
2Diese Annahme wird von Robins und Tsiatis (1991 [55]) als rank-preserving bezeichnet.
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stellt, dass der kausale Effekt der Behandlung bzgl. der A¨nderung der individu-
ellen latenten U¨berlebenszeit nicht fu¨r alle i gleich sein muss, sondern von Ui
abha¨ngen kann. Dass es sich dennoch um einen kausalen Effekt handelt, ist dar-
in begru¨ndet, dass unter weiteren Voraussetzungen fu¨r Individuen mit gleichen
latenten U¨berlebenszeiten auch dieselben kontrafaktischen Ereigniszeiten resul-
tieren. So muss gefordert werden, dass fu¨r jeden Funktionswert von FT |A=0 und
FT |A=1 nur exakt ein ensprechendes Funktionsargument F−1 existiert, d.h. dass
die Verteilungsfunktionen stetig, streng monoton und damit bijektiv sind. Fu¨r die
Verteilungsfunktionen in Abbildung 3.1 (und auch fu¨r jede andere empirische Ver-
teilungsfunktion) sind diese Voraussetzungen jedoch nicht erfu¨llt, da aufgrund der
Treppengestalt mehrere Argumente zu einem gegebenen Funktionswert existie-
ren. Kann die Verteilung der latenten U¨berlebenszeiten Ui als stetig angenommen
und zudem u¨ber einen (bzw. spa¨ter auch mehrere) Parameter suffizient parame-
trisiert werden, so kann Modell (3.5) als Basis fu¨r statistische Inferenz bzgl. eines
zugrundeliegenden kausalen Behandlungseffektes herangezogen werden. Dies ist
genau dann mo¨glich, wenn die therapiebedingte A¨nderung der Ereigniszeitver-
teilung durch die A¨nderung des (bzw. spa¨ter mehrerer) Verteilungsparameters
vollsta¨ndig abgebildet werden kann. Es wird also der gleiche Verteilungstyp fu¨r
FT |A=1 und FT |A=0 gefordert, mit der Annahme, dass sich lediglich die Verteilungs-
parameter entsprechend des zugrundeliegenden Behandlungseffektes a¨ndern.
3.2.1 Inferenz fu¨r ξ0
Die Scha¨tzung des Effektparameters ξ0 kann u¨ber das Prinzip des G-Estimation-
Algorithmus nach Robins [58, 52, 53] vergenommen werden. Unter der Modell-
annahme (3.5) muss dabei zuna¨chst die individuelle kontrafaktische Ereigniszeit
Ui u¨ber die beobachtbare Variable Ti ausgedru¨ckt werden. Hierzu kann, und das
ist Teil der neuen Grundidee, wenn Fθ als stetig und bijektiv angenommen wird,
die inverse Verteilungsfunktion von U herangezogen werden:
Hi(ξ0) = Hθ(Ti, ξ0, Ai) = Ui = F
−1
θ [Fhθ(ξ0;Ai)(Ti)] (3.7)
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Per Definition muss fu¨r die Verteilungsfunktion der Referenzbehandlungsgruppe
die Idendita¨t Fhθ(ξ0;A=0) = Fθ gelten. Da sich die Rangfolge der Funktionswerte
von Fhθ(ξˆ,A)(Ti) fu¨r keinen Scha¨tzwert ξˆ bzw. keinen Funktionswert hθ a¨ndert
und der Verteilungstyp von U und T als gleich vorausgesetzt wird, lassen sich fu¨r
ξˆ = ξ0 die beobachteten U¨berlebenszeiten Ti u¨ber (3.7) auf die latente Skala der
Ui ”
zuru¨ck transformieren”. Es muss also fu¨r den richtigen Scha¨tzwert ξˆ = ξ0 die
Idendita¨t hθ(ξ0, A) = θ folgen und damit Gleichheit der Verteilungsfunktionen
von Hθ(T, ξ0, A) in den Behandlungsgruppen resultieren, so dass
F (Hθ(T, ξ0, A)|A = 0) = F (Hθ(T, ξ0, A)|A = 1) (3.8)
und damit auch
S(Hθ(T, ξ0, A)|A = 0) = S(Hθ(T, ξ0, A)|A = 1) (3.9)
gilt. Wobei mit S(u|A) = 1− F (u|A) die therapiebedingte Survivorfunktion be-
zeichnet sei. Korrespondierend dazu ist dann die log-Rang Teststatistik zum Ver-
gleich der U¨berlebenskurven oder auch der Scha¨tzwert βˆ fu¨r den Behandlungsef-
fekt β in einem Cox-Modell fu¨r proportionale Risiken
λ(Hθ(T, ξˆ, A)|A = a) = λ(Hθ(T, ξˆ, A = 0))exp(a · βˆ) (3.10)
gleich Null. Aus (3.8) und (3.9) folgt also unmittelbar3 βˆ = 0 ⇔ ξˆ = ξ0, so dass
die χ2(FG=1)-verteilte Wald- bzw. (partielle) Likelihood-Quotienten-Statistik LQ
fu¨r βˆ in (3.10) unter ξˆ = ξ0 den Wert 0 annimmt. Ein Scha¨tzwert ξˆ fu¨r den wahren
zugrundeliegenden Effektparameter ξ0 kann damit durch eine Gittersuche, d.h.
durch sukzessives Einsetzen von Werten ξˆmin, ..., ξˆmax in (3.10), erlangt werden:
ξˆ = arg min
ξ
(LQHθ(T,ξ,A)[β])
Dieses Vorgehen bei der Scha¨tzung des kausalen Behandlungs- bzw. Expositions-
effektes entspricht dann dem urspru¨nglich von Robins et al. [58, 52, 53] initiierten
Prinzip des G-Estimation-Algorithmus.
Zu beachten ist, dass mit λ(Hθ(T, ξˆ, A = 0)) in (3.10) die Risikofunktion von U
3λ(u) = dF (u)du /S(u)
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d.h. von Patienten ohne die interessierende Exposition bzw. mit der Referenzbe-
handlung (A=0) eingeht. Wa¨hrend in dem fu¨r Beobachtungsstudien konzipierten
Modellansatz nach Robins eine Spezifizierung der kontrafaktischen Ereigniszeit-
verteilung fU bzw. fH(ψ0) (vgl. Abschnitt 1.2.2) im Allgemeinen nicht mo¨glich ist,
kann aufgrund der zufa¨lligen Zuteilung der Behandlungsgruppen in randomisier-
ten Studien die Verteilung von U als bekannt angesehen werden. Im Vergleich
zu Robins Inferenzansatz fu¨r Beobachtungsstudien stellt die Kenntnis der Ver-
teilung von U im Rahmen randomisierter Studien den wesentlichen Unterschied
dar, welcher sich fu¨r die Scha¨tzung des kausalen Therapieeffektes ξ0 zu Nutze
gemacht werden kann. Korhonen (2000 [31]) hat dies bereits fu¨r die Scha¨tzung
eines AFT-modellbasierten Kausalparameters ψ0 in randomisierten Studien aus-
genutzt. Dieses Scha¨tzprinzip wird hiermit nun auf parametrische Verteilungsmo-
delle verallgemeinert, in welchen keine expliziten Annahmen u¨ber die funktionelle
Verknu¨pfung der kontrafaktischen und tatsa¨chlich beobachtbaren individuellen
Ereigniszeiten getroffen werden mu¨ssen. Einzige Voraussetzung ist die Annah-
me gleicher zugrundeliegender Verteilungstypen sowie die Parametrisierbarkeit
der Verteilungsunterschiede u¨ber eine reellwertige positive Funktion hθ auf dem
entsprechenden Verteilungsparameter θ.
Unter der Annahme exponentialverteilter Grundu¨berlebenszeiten ist die propor-
tional hazard -Annahme fu¨r das zugrundegelegte Scha¨tzmodell (3.10) erfu¨llt. Im
Allgemeinen kann fu¨r jede getroffene Verteilungsannahme von U Inferenz u¨ber
die resultierende Likelihoodfunktion und damit insbesondere u¨ber die entspre-
chende Wald-, Score- oder Likelihood-Quotienten-Statistik eines interessierenden
Therapieeffektes vorgenommen werden.
Im folgenden Abschnitt soll das konkrete Vorgehen bei der Scha¨tzung am Bei-
spiel exponentiaverteilter Ereigniszeiten U ∼ Exp(λ) nochmals veranschaulicht
werden. Anschließend wird das beschriebene Inferenzmodell auf Verteilungen mit
mehr als einem Parameter verallgemeinert und eine Erweiterung fu¨r im Studi-
enverlauf eintretende Zwischenereignisse (zeitabha¨ngige Confounder) sowie zur
Beru¨cksichtigung zensierter Beobachtungen vorgenommen.
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Beispiel Exponentialverteilung
Im Falle, dass die Verteilung der kontrafaktischen U¨berlebenszeiten U einer Ex-
ponentialverteilung (U ∼ Exp(λ)) folgt, so dass der Verteilungsparameter θ der
konstanten Hazardrate λ entspricht, ergibt sich die Verteilungsfunktion von U zu
FU ;λ = 1− exp(−λu). (3.11)
Wird nun die modellspezifische Parametertransformation hλ gema¨ß (3.6) defi-
niert, ergibt sich Beziehung (3.5) zu
FT |A=0;λ = FT |A=1;λ·exp(ξ0A), (3.12)
so dass, wie bereits erla¨utert, ein proportionales Hazardmodell mit dem Risiko-
verha¨ltnis (Hazard Ratio) exp(ξ0) = λA=1/λA=0 resultiert. Die inverse Vertei-
lungsfunktion F−1λ ergibt sich dann nach einfacher Umformung von (3.11) zu
U = F−1λ = F
−1
λ (FU ;λ) = −
ln(1− FU ;λ)
λ
. (3.13)
Als Argument wird nun statt FU ;λ der Wert der Verteilungsfunktion
FTi;λ exp(ξ0Ai) = 1− e(−λexp(ξ0Ai)·Ti) u¨bergeben, so dass nach (3.7)
Hi(ξ0) = Hλ(Ti, ξ0, Ai) = F
−1
λ (FTi;λ·exp(ξ0Ai)) = −
ln(1− [1− e−λexp(ξ0Ai)·Ti ])
λ
(3.14)
= − ln(e
−λexp(ξ0Ai)·Ti)
λ
(3.15)
= exp(ξ0Ai) · Ti (3.16)
und damit also
Ui = exp(ξ0Ai) · Ti
resultiert. Diese Beziehung zwischen Ui und Ti entspricht dem von Cox & Oa-
kes (1984 [9], siehe Abschnitt 1.1.1) vorgeschlagenen AFT-Ansatz zur Modellie-
rung der U¨berlebenszeit in Abha¨ngigkeit zeitvariierender Einflussgro¨ßen fu¨r den
Spezialfall einer u¨ber den gesamten Beobachtungszeitraum Ti andauernden Ex-
position bzw. Behandlung Ai.
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Simulation und Analyse eines Beispieldatensatzes mit exponentialver-
teilten Grundu¨berlebenszeiten U
Um die Scha¨tzung des Effektparameters ξ0 anhand des G-Estimation-
Algorithmus zu demonstrieren, wurde ein Datensatz mit n=200 Individuen (100
je Behandlungsarm A=0 / A=1) simuliert. Fu¨r die Individuen in Arm A=0 wur-
den exponentialverteilte U¨berlebenszeiten mit λA = 0, 2 erzeugt und fu¨r Indivi-
duen in Arm A=1 gleichfalls exponentialverteilte U¨berlebensdauern, allerdings
mit einer konstanten Hazardrate von λB = 0, 4, so dass ein Hazard Ratio von 2,0
resultiert. Es wurde zuna¨chst von nicht-zensierten Beobachtungen ausgegangen,
d.h. es wurde angenommen, dass alle Individuen bis zu ihrem Ereigniseintritt
nachbeobachtet werden konnten.
Im Cox-Modell ergab sich ein gescha¨tztes Hazard Ratio von 2,06 (95% Konfi-
denzintervall: 1,54 - 2,76). Die gescha¨tzten Hazardraten in den Behandlungsar-
men betrugen λˆA=0 = 0, 201 und λˆA=1 = 0, 407. Als erwartungstreuer Scha¨tzer
fu¨r λA wurde dabei nA/
∑nA
i=1 Ti verwendet. Fu¨r die Scha¨tzung von ξ0 bzw. exp(ξ0)
nach dem in Abschnitt 3.2.1 beschriebenen G-Estimation-Ansatz wurden fu¨r ξˆ
Werte von 0,1 bis 1,5 in 0,01-er Schritten in das Cox-Modell (3.10) eingesetzt.
Dazu wurde fu¨r jeden Wert ξˆ u¨ber (3.7) bzw. (3.16) eine neue U¨berlebenszeit-
verteilung fu¨r den Datensatz berechnet und dem Modell u¨bergeben. Fu¨r den
Parameter θ = λ = λA=0 wurde die datenbasierte Scha¨tzung λˆA=0 verwendet.
Das Minimum der Likelihood-Quotienten-Statistik ergab sich bei exp(ξˆ)=1,97.
Nach Robins & Tsiatis [57] entspricht das korrespondierdende 95% Konfidenzin-
tervall fu¨r ξ0 der Wertemenge ξˆ, fu¨r welche der Wert der chi-quadratverteilten
Wald- bzw. Likelihood-Quotienten-Teststatistik ≤ 3, 84 ist (0,95-Quantil der χ2-
Verteilung). Das 95% Konfidenzintervall fu¨r exp(ξ0) ergab sich entsprechend fu¨r
den erzeugten Datensatz zu [1,49 - 2,64] und fiel somit fu¨r dieses Beispiel etwas
enger aus als die Cox-Modell-basierte Scha¨tzung. In der nachfolgenden Abbil-
dung 3.2 sind die aus dem G-Estimation-Algorithmus resultierenden Werte der
Wald-Teststatistik fu¨r βˆ in Abha¨ngigkeit der verwendeten Gitterpunkte fu¨r ξˆ
dargestellt. Wie aus der Abbildung hervorgeht, resultiert eine konkave Funk-
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tion der χ2-Teststatistiken mit Minimalwerten um die Stelle des vorgegebene-
nen Therapieeffektes von exp(ξ0) = 2. Mit Pfeilen sind neben dem resultieren-
den Scha¨tzwert fu¨r exp(ξ0) auch die korrespondierenden 95%-Vertrauensgrenzen
abgetragen. Ausfu¨hrliche Untersuchungen hinsichtlich der Erwartungstreue und
Pra¨zision des u¨ber den G-Estimation-Algorithmus erlangten Scha¨tzwertes wer-
den mit Hilfe von Simulationsstudien in Kapitel 4 vorgenommen. Die Beurteilung
der Gu¨te der Scha¨tzung soll dabei u.a. u¨ber einen Vergleich zur konventionellen
Scha¨tzung des Hazard Ratios mittels des Cox-PH-Modells vorgenommen werden.
Im Zuge dieser Analysen werden dann auch zusa¨tzlich zensierte Beobachtungen
Beru¨cksichtigung finden.
Abbildung 3.2: Beispiel G-Estimation im Exponentialverteilungsmodell (n=200)
3.2.2 Erweiterung auf mehrparametrische Verteilungen
Das in Abschnitt 3.2 vorgestellte kausale verteilungsbasierte Inferenzprinzip la¨sst
sich ohne Weiteres auf mehrparametrische Verteilungen u¨bertragen. Beschrei-
be FU ;θ weiter die Verteilungsfunktion der kontrafaktischen Ereigniszeiten, wo-
bei nun θ = (θ1, ..., θp)
T ein reellwertiger Parametervektor ist, durch welchen
die Verteilung von U vollsta¨ndig parametrisiert wird. Dann kann in Analogie
zu Gleichung (3.5) die Beziehung von FU und FT nun u¨ber einen Vektor posi-
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tiv reellwertiger Funktionen hθ(ξ0;A) = (hθ1(ξ01;A), ..., hθp(ξ0p;A))
T beschrieben
werden:
FT |A=0;θ = FT |A=1;hθ(ξ0;A) (3.17)
FU ;θ = FT ;hθ(ξ0;A).
Inferenz fu¨r ξ0 wird dann wieder u¨ber die parametergesteuerte Transformation
der beobachteten Ereigniszeiten Ti gema¨ß (3.7) ermo¨glicht.
Ist im einparametrischen Fall, speziell unter Annahme exponentialverteilter
Grundu¨berlebensdauern Ui, Inferenz fu¨r ξ0 basierend auf der Wald-Statistik
fu¨r den Therapieparameter β (z.B. in einem Cox-PH Modell) mittels des G-
Estimation-Algorithmus mo¨glich, so ist im mehrparametrischen Fall besser die
Likelihood-Quotienten-Statistik als Maß fu¨r die Gesamtu¨bereinstimmung der
Verteilungen heranzuziehen. Unter richtiger Spezifizierung des Verteilungstyps
und der damit verbundenen Parametrisierung des Verteilungsunterschiedes u¨ber
hθ(ξ, A) bzw. Hθ(Ti, ξ, A) muss dann fu¨r die richtigen Scha¨tzwerte ξˆ = ξ0 Gleich-
heit der Likelihoodfunktionswerte resultieren, so dass die Likelihood-Quotienten-
Statistik den Wert 0 annimmt. Die likelihood-basierte Inferenz fu¨r ξ0 mittels des
G-Estimation-Ansatzes soll nachfolgend ausfu¨hrlich am Beispiel der Weibullver-
teilung erla¨utert werden.
Beispiel Weibullverteilung
Eine ha¨ufig in der U¨berlebensdauer- und Ereignisanalyse betrachtete Verteilung
ist die Weibullverteilung, welche durch die Dichtefunktion
fU ;λ,α(u) = λαu
(α−1)e−(λu)
α
(3.18)
und die Survivorfunktion
SU ;λ,α(u) = e
−(λu)α (3.19)
charakterisiert ist. Die Gestalt der Verteilung wird dabei durch einen Skalenpara-
meter λ > 0 und einen Formparameter α > 0 bestimmt, wobei fu¨r den Spezialfall
α = 1 wieder eine Exponentialverteilung mit zeitkonstanter Hazardrate λ resul-
tiert. Wird fu¨r U eine solche Verteilung angenommen, ergibt sich unter einem
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proportionalen Parametermodell, d.h. wenn hλ,α z.B. gema¨ß (3.6) definiert wird,
folgende Beziehung der Verteilungsfunktionen FU und FT :
FT |A=0;λ,α = FT |A=1;λ·exp(ξ01A),α·exp(ξ02A) (3.20)
Die Verteilungsfunktion der weibullverteilten Zufallsgro¨ße U ist mit
FU ;λ,α = 1− exp(−(λu)α)
gegeben, so dass nach Umformung
F−1U ;λ,α(FU ;λ,α) = −
ln(1− FU ;λ,α)1/α
λ
(3.21)
fu¨r die Transformationsgleichung (3.7) resultiert. Nach Einsetzen von
FTi;λ·exp(ξ01Ai),α·exp(ξ02Ai) fu¨r FU ;λ,α ergibt sich nach einigen Umformungsschritten
die verteilungsbedingte Verknu¨pfung von Ui und Ti zu:
Hi(ξ01, ξ02) = Hλ,α(Ti, ξ01, ξ02, Ai) = Ui = λ
exp(ξ02Ai)−1exp(ξ01Ai)exp(ξ02Ai)T
exp(ξ02Ai)
i ,
(3.22)
so dass unter Gu¨ltigkeit der Nullhypothese (1.4), d.h. fu¨r ξ01 = 0 und ξ02 = 0 sowie
unter Ai = 0, die Beziehung Ui = Ti resultiert. Die Likelihoodfunktion fu¨r Modell
(3.20) ist dann unter Substitution entsprechender Therapieeffektparameter β1
und β2 durch
LH(ξ1,ξ2)(λ, α, β1, β2) =
n∏
i=1
fT (Hi(ξ1, ξ2)|Ai) (3.23)
=
n∏
i=1
λh′1αh
′
2Hi(ξ1, ξ2)
(αh′2−1)e−λh
′
1Hi(ξ1,ξ2)
αh′2 (3.24)
mit h′j = exp(βjAi), j ∈ {1, 2}
gegeben. Die log-Likelihood ln[LH(ξ1,ξ2)(λ, α, β1, β2)] = lH(ξ1,ξ2)(θ,β) ergibt sich
dann zu
lH(ξ1,ξ2)(θ,β) =
n∑
i=1
ln(λh′1αh
′
2)+(αh
′
2−1)
n∑
i=1
ln(Hi(ξ1, ξ2))−λh′1
n∑
i=1
Hi(ξ1, ξ2)
αh′2
(3.25)
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und die korrespondierenden partiellen Ableitungen ko¨nnen nach einigen algebrai-
schen Schritten zu
∂l(θ,β)
∂λ
=
n
λ
− h′1
n∑
i=1
Hi(ξ1, ξ2)αh
′
2 (3.26)
∂l(θ,β)
∂α
=
n
α
+ h′2
n∑
i=1
ln(Hi(ξ1, ξ2))− λh′1
n∑
i=1
Hi(ξ1, ξ2)αh
′
2h′2ln(Hi(ξ1, ξ2)) (3.27)
∂l(θ,β)
∂β1
=
∑n
i=1Ai
λ
−Aih′1
n∑
i=1
Hi(ξ1, ξ2)αh
′
2 (3.28)
∂l(θ,β)
∂β2
=
∑n
i=1Ai
α
+Aih′2
n∑
i=1
ln(Hi(ξ1, ξ2))− λh′1
n∑
i=1
Hi(ξ1, ξ2)αh
′
2αAih
′
2ln(Hi(ξ1, ξ2))
(3.29)
zusammengefasst werden. Wa¨hrend im konventionellen Likelihood-Inferenzansatz
alle partiellen Ableitungen nullgesetzt und nach dem jeweils interessierenden Pa-
rameter aufgelo¨st werden mu¨ssen, bleibt dieser analytisch komplexe Schritt im
Zuge des G-Estimation-Ansatzes nur auf die Verteilungsparameter im Referenz-
arm (A = 0) beschra¨nkt. Im kausalen Verteilungsmodell fu¨r randomisierte Stu-
dien entspricht die Verteilung der beobachteten Ereigniszeiten Ti im Referenz-
arm der unterstellten latenten U¨berlebenszeitverteilung von U fu¨r Individuen
aus dem Alternativbehandlungsarm (A = 1). Entsprechend ergibt sich fu¨r die
Transformation der beobachteten Ereigniszeiten (3.22) unter A = 0 die Identita¨t
Hi(ξ1, ξ2) = Ti = Ui. Damit resultiert im Weibullmodell die Likelihood-Scha¨tzung
fu¨r λ zu
λ˜ =
n0∑n0
i=1 T
α
i
(3.30)
und nach Substitution von λ˜ in (3.27) die Scha¨tzgleichung
n0
α˜
+
n0∑
i=1
ln(Ti)− n0∑
i T
α˜
i
n0∑
i=1
T α˜i ln(Ti) = 0 (3.31)
fu¨r α, welche aufgrund der Nichtlinearita¨t in α˜ nicht mehr analytisch, sondern
iterativ z.B. u¨ber den Newton-Raphson Algorithmus gelo¨st werden muss. Mit
i = 1, ..., n0 gehen in (3.30) und (3.31) ausschließlich die Individuen des Refe-
renzarmes A = 0 ein, so dass mit λ˜ und α˜ die gewo¨hnlichen Likelihoodscha¨tzer
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der Weibullverteilung fu¨r die Subgruppe der Patienten im Behandlungsarm A = 0
resultieren.
Die Scha¨tzung der kausalen Effektparameter ξ01 und ξ02 erfolgt in Analogie
zum einparametrischen Fall u¨ber die Minimierung der Likelihood-Quotienten-
Statistik:
LQHi(ξ1,ξ2)(λ˜, α˜, βˆ1, βˆ2) = −2[lHi(ξ1,ξ2)(λˆ, α˜, 0, 0)− lHi(ξ1,ξ2)(λ˜, α˜, βˆ1, βˆ2)] (3.32){
ξˆ01, ξˆ02
}
= argmin
ξ1,ξ2
[LQHi(ξ1,ξ2)(λ˜, α˜, βˆ1, βˆ2)] (3.33)
In diese Scha¨tzgleichung werden also im Zuge des G-Estimation-Algorithmus
Realisationen Hi(ξ1, ξ2) von Gleichung (3.22) fu¨r Wertetupel {ξ1, ξ2} ∈ <2 in
die log-Likelihood Funktion eingesetzt. Die Likelihoodscha¨tzer θ˜ = (λ˜, α˜) aus
(3.30) und (3.31) bleiben dabei unvera¨ndert, so dass lediglich die Transformation
der beobachteten Ereigniszeiten u¨ber die Parameterwahl (ξ1, ξ2) zur A¨nderung
der log-Likelihood-Funktion und damit der Likelihood-Quotienten-Statistik bei-
tra¨gt. Mit (βˆ1, βˆ2) gehen dabei die gewo¨hnlichen Maximum-Likelihoodscha¨tzer
aus (3.25) fu¨r β1 und β2 unter den festen Parameterwerten (ξ1, ξ2, λ˜, α˜) ein. Fu¨r
die wahren Scha¨tzwerte ξˆ1 = ξ01 und ξˆ2 = ξ02 resultiert fu¨r die Transformati-
on Hi(ξ1, ξ2) die gleiche Verteilung fu¨r Individuen aus Arm A = 0 und A = 1,
so dass die Likelihood-Quotienten-Statistik (3.32) den Wert 0 annehmen muss,
da den Therapieeffektparametern β1 und β2 in der Likelihoodfunktion dann kein
Erkla¨rungsgehalt zukommt. Die Scha¨tzwerte (ξˆ01, ξˆ02) ko¨nnen somit u¨ber eine
Gittersuche, d.h. durch geeignetes Einsetzen von Wertetupeln (ξ1, ξ2) ∈ <2 in
(3.33) erlangt werden. Da eine Gittersuche mit steigender Parameterzahl schnell
zu erheblichen Dimensionsproblemen und langen Rechenzeiten fu¨hrt, ko¨nnen ite-
rative Methoden wie der EM-Algorithmus4 [42] zum Einsatz kommen, um eine
zeiteffiziente Parameterscha¨tzung vorzunehmen.
4Expectation Maximization algorithm
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Simulation und Analyse eines Beispieldatensatzes mit weibullverteilten
Grundu¨berlebenszeiten U
In Analogie zum Beispiel der Simulation von exponentialverteilten Ereigniszei-
ten wurden n = 200 (100 je Behandlungsarm A = 0/A = 1) weibullverteilte
U¨berlebensdauern generiert. Fu¨r die Individuen aus Therapiearm A = 0 wurde
T ∼ Weib(λ = 1;α = 0, 5) (dies entspricht der Verteilung von U) und fu¨r In-
dividuen aus Arm A = 1 T ∼ Weib(λ = 2;α = 1) festgesetzt. Unter Modell
(3.20) resultiert dann exp(ξ0j) = 2 mit j ∈ {1, 2} als therapiebedingter Skalie-
rungsfaktor fu¨r die Parameter der Weibullverteilung der Grundu¨berlebenszeiten.
In Abbildung 3.3 sind die entsprechenden Survivorfunktionen fu¨r die Behand-
lungsarme dargestellt. Zu beachten ist, dass fu¨r die gewa¨hlten Verteilungen kei-
Abbildung 3.3: Survivorfunktionen (log-Skala) weibullverteilter U¨berlebensdauern
Arm A = 0 ( ) : T ∼ Weib(1; 0, 5); Arm A = 1 (−−−) : T ∼ Weib(2; 1)
ne proportionalen Risikoraten resultieren, da zwar unter A = 1 eine konstante
Hazardrate vorliegt, aber unter Arm A = 0 diese, gema¨ß der zugrundeliegen-
den Weibullverteilung (α 6= 1), von der Zeit abha¨ngt. Aus der logarithmierten
Darstellung der Survivorfunktionen ist die Nichtproportionalita¨t der Hazardra-
ten beider Behandlungsarme direkt ersichtlich. Da fu¨r zeitkonstante Hazardra-
ten S(t) = exp(−Λ(t)) = exp(−λt) gilt, mu¨ssen unter Gu¨ltigkeit der Propor-
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tionalita¨tsannahme jeweils Geradenfunktionen fu¨r ln(S(t)) in den Armen resul-
tieren. Fu¨r die simulierten Ereigniszeiten im Referenzarm A = 0 ergaben sich
die Likelihood-Parameterscha¨tzwerte der zugrundegelegten Weibullverteilung zu
λˆ0 = 0, 98 und αˆ0 = 0, 49 . Im Behandlungsarm A = 1 ergaben sich die Scha¨tz-
werte zu λˆ1 = 2, 09 und αˆ1 = 1, 04, so dass der deskriptive faktorielle Parame-
terunterschied zwischen den Behandlungsgruppen 2, 09/0, 98 = 2, 13 fu¨r λ und
1, 04/0, 49 = 2, 12 fu¨r α betra¨gt. Das Ergebnis des G-Estimation-Algorithmus in
Anwendung auf die simulierten Daten ist in Abbildung 3.4 dargestellt.
Abbildung 3.4: Beispiel G-Estimation im Weibullverteilungsmodell (n=200)
Auf einem zweidimensionalen Gitter wurden, in Schritten der Weite 0,01, Wer-
te von 0,1 bis 1,5 fu¨r ξ01 = ξλ und ξ02 = ξα der Likelihood-Quotienten-
Funktion (3.32) u¨bergeben. Auf den Ordinaten sind die resultierenden Wer-
te der Likelihood-Quotienten-Statistik abgetragen. Wie ersichtlich ist, ergaben
sich fu¨r die zugrundeliegenden faktoriellen Unterschiede in den Verteilungspa-
rametern von 2.13 bzw. 2.12 Likelihood-Quotientenwerte um 0. In Analogie
zum Beispiel exponentialverteilter U¨berlebensdauern ko¨nnen u¨ber die Teststa-
tistik Vertrauensgrenzen fu¨r die Scha¨tzwerte ξˆλ und ξˆα bzw. entsprechender
Transformationen (z.B. exp(ξˆ0j)) angegeben werden. Demnach entspricht das
95%-Konfidenzintervall fu¨r ξˆ0j der Wertemenge {ξ0j}, fu¨r welche der Wert der
χ2-verteilten Likelihood-Quotienten-Teststatistik ≤ 3, 84 (0, 95-Quantil der χ2-
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Verteilung) ist.
Abbildung 3.5: Beispiel G-Estimation im Weibullverteilungsmodell (n=200)
- marginale Likelihood-Quotienten-Statistiken und resultierende 95%-
Vertrauensgrenzen fu¨r exp(ξˆλ) und exp(ξˆα)
Zu beachten ist, dass im mehrdimensionalen Fall die Marginalverteilung der
Likelihood-Quotienten-Statistik herangezogen werden muss. Konkret bedeu-
tet dies, dass die Vertrauensgrenzen fu¨r ξˆ0j u¨ber die Likelihood-Quotienten-
Statistik (3.32) mit den festen Scha¨tzwerten aus dem G-Estimation-Algorithmus
ξˆ0i ∀i 6= j bestimmt werden. Im vorliegenden Beispiel einer Weibullverteilung
entspricht das 95%-Konfidenzintervall fu¨r ξˆλ somit der Menge {ξλ}, fu¨r die
LQHi(ξλ,ξˆα)(λ˜, α˜, βˆ1, βˆ2) ≤ 3, 84 und das 95%-Konfidenzintervall fu¨r ξˆα der Men-
ge {ξα}, fu¨r die LQHi(ξˆλ,ξα)(λ˜, α˜, βˆ1, βˆ2) ≤ 3, 84 ist. Die marginalen Likelihood-
Quotienten-Statistiken in Abha¨ngigkeit der verschiedenen Gitterwerte von ξλ und
ξα sind in Abbildung 3.5 dargestellt. Die korrespondierenden Konfidenzintervalle
fu¨r exp(ξˆλ) und exp(ξˆα) ergaben sich fu¨r den generierten Beispieldatensatz zu
[1,75 ; 2,53] und [1,83 ; 2,44].
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3.2.3 Inferenz unter Beru¨cksichtigung zensierter Beob-
achtungen
Bisher wurde angenommen, dass fu¨r alle Individuen die Ereigniszeit Ti beobachtet
werden kann, so dass die Scha¨tzung von ξ0 bzw. ξ0 unter den getroffenen Vertei-
lungsannahmen mit dem G-Estimation-Algorithmus vorgenommen werden konn-
te. Liegen zensierte Beobachtungen vor, d.h. dass Individuen nicht bis zum Ereig-
niseintritt nachverfolgt wurden, mu¨ssen diese gesondert bei der Scha¨tzung der Ef-
fektparameter beru¨cksichtigt werden. Im Allgemeinen ko¨nnen verschiedene Arten
von Zensierungen auftreten. Nachfolgend sollen jedoch die in der Ereignisanaly-
se und insbesondere im Rahmen klinischer Studien u¨blicherweise vorkommenden
Rechtszensierungen vom Typ I (Klein 1997 [29] S.55 ff.) besprochen werden. Fu¨r
jedes Individuum i liegt demnach eine Beobachtungsdauer T ci = min(Ti, Ci) vor.
Mit Ci sei dabei eine i.i.d.- verteilte Zufallsvariable bezeichnet, welche der poten-
tiellen Zensierungszeit eines Individuums entspricht und fu¨r welche angenommen
wird, dass diese wechselseitig unabha¨ngig von der Ereigniszeit Ti ist. Fu¨r die
Modellierung wird ein Zensierungsindikator δi eingefu¨hrt, der wie folgt definiert
ist:
δi =
{
0, falls Ti > Ci (T
c
i zensiert)
1, falls Ti ≤ Ci (T ci nicht zensiert) , i = 1, ..., n.
Man betrachtet also fu¨r alle Individuen i = 1, ..., n Beobachtungstupel der Form
(T ci , δi):
zensierte Beobachtung ⇔ {T ci , δi = 0} ⇔ {Ci = T ci , Ti > T ci },
unzensierte Beobachtung ⇔ {T ci , δi = 1} ⇔ {Ti = T ci , Ci > T ci }.
Nachfolgend soll die von Robins (1992 [58]) vorgeschlagene Verallgemeinerung
des kausalen G-Estimation-Ansatzes auf zensierte Daten erla¨utert werden, welche
aufgrund der bestehenden Konkordanz unmittelbar auf den in dieser Arbeit vor-
gestellten neuen verteilungsbasierten Inferenzansatz u¨bertragen werden kann. Der
Umgang mit zensierten Beobachtungen beschra¨nkt sich dabei zuna¨chst auf die
Situation dichotomer Behandlungsvariablen unter Gu¨ltigkeit eines Kausalmodells
der Form (1.26), welches gleichfalls durch das neue verteilungsbasierte Kausal-
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modell (3.7) impliziert wird. Ausgegangen wird von einem festen Zeitpunkt C˜, an
dem die Nachbeobachtung fu¨r alle Individuen endet (Typ I Zensierung), so dass
sich die potentielle Zensierungszeit Ci einer Person aus der Zeitspanne zwischen C˜
und dem individuenspezifischen Zeitpunkt des Studieneinschlusses ergibt. Somit
resultiert als Menge der beobachtbaren Zufallsvariablen:{
T ci = min(Ti, Ci), Zi(T
c
i ), Z
−
i (T
c
i ), Ai(T
c
i ), A
−
i (T
c
i ), δi
}
.
Ein intuitiver Ansatz wa¨re nun, in den Transformationen (3.7) und (3.22) bzw.
in der Scha¨tzgleichung (3.33) anstelle von Ti die individuelle Beobachtungszeit
T ci unter zusa¨tzlicher Beru¨cksichtigung des Zensierungsindikators einzusetzen.
Fu¨r ξ0 6= 0 ist jedoch die aus der Substitution von Ti mit T ci in Modell (3.7)
folgende Approximation von Ui
H(T ci , ξ0, θ) = U
c
i = F
−1
θ [Fh(θ,ξ0)(T
c
i )]
auch bei gegebener Behandlungsvergangenheit A−i (T
c
i ) und Confounder- bzw.
Zwischenereignishistorie Z−i (T
c
i ) nicht unabha¨ngig von Ai(T
c
i ). Dies la¨sst sich am
Beispiel exponentialverteilter latenter Ereigniszeiten Ui zeigen:
Wie in Abschnitt 3.2.1 demonstriert wurde, resultiert unter der Annahme
U ∼ exp(λ) die Beziehung Ui = exp(ξ0Ai)Ti, welche gleichfalls u¨ber das Modell
von Cox und Oakes (1.5) impliziert ist. Im vorliegenden Falle randomisierter
Behandlungszuweisung ist in diesem Modell die Unabha¨ngigkeit von Ui und Ai
zuna¨chst gewa¨hrleistet. Nach Substitution von T ci fu¨r Ti resultiert jedoch die
Gleichung
Ui = exp(ξ0Ai)T
c
i . (3.34)
Demnach ha¨ngt aber fu¨r einen festen Wert von T ci = t
c (z.B. fu¨r Individuen mit
gleichen Startzeiten deren Ereigniszeiten nach C˜ liegen) und ξ0 6= 0 der Wert
von Ui nur noch von Ai ab, so dass Ui⊥Ai nicht gegeben ist. An einem konkre-
ten Beispiel la¨sst sich die daraus resultierende Ungu¨ltigkeit der Modellgleichung
(3.34) illustrieren: Angenommen zwei Individuen k und l mit gleicher latenter
U¨berlebenszeit Uk = Ul treten zum selben Zeitpunkt in die Studie ein, ein In-
dividuum unter Behandlung Ak = 0 und das andere unter Behandlung Al = 1.
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Liegt nun die resultierende therapiebedingte U¨berlebenszeit beider Individuen
hinter dem Zensierungszeitpunkt C˜, so weisen beide die gleiche beobachtete Zeit
T ck = T
c
l = t
c auf. Besteht ein kausaler Effekt der Therapie, so dass ξ0 6= 0, dann
folgt jedoch aus (3.34) Uk 6= Ul, was im Widerspruch zur getroffenen Annahme
steht.
Robins Zensierungsansatz beruht daher auf folgender Grundidee: Unter Gu¨ltig-
keit der zentralen Annahme vollsta¨ndig beobachteter Confounder (1.15)
Ak,i⊥Ui|Z−k,i, A−k,i, Ti > tk
und Zutreffen der Modellannahme (3.7) folgt unmittelbar die Beziehung der be-
dingten Dichtefunktionen
f(Ak,i|Z−k,i, A−k,i, H(Ti, ξ0, θ)) = f(Ak,i|Z−k,i, A−k,i). (3.35)
Demnach gilt weiter, dass jede Funktion, in welcher die Abbildung H(Ti, ξ0, θ) so-
wie die gegebene Confounder- und Behandlungshistorie Z−k,i, A
−
k,i enthalten sind,
unabha¨ngig von der momentanen Therapie Ak,i sein wird. Daher sollte Infe-
renz fu¨r ξ0 auf beobachtbaren Zufallsvariablen beruhen, welche ausschließlich
Funktionen von (H(Ti, ξ, θ), Z
−
k,i, A
−
k,i) sind, so dass formale Verletzungen der
Unabha¨ngigkeitsannahme Ui⊥Ak,i|. umgangen werden. Unter Beru¨cksichtigung
dieses Aspektes schla¨gt Robins (1992 [58]) unter Modell (1.5)
Hi(ψ) =
∫ Ti
0
exp(ψAi(t))dt
folgende Erweiterung des kausalen Modellansatzes fu¨r zensierte Ereigniszeiten
vor:
Hcki (ψ) = min {Hi(ψ), Ck,i(ψ)} , (3.36)
wobei
Ck,i(ψ) =
{
Ci − tk +
∫ tk
0
exp(ψAi(t))dt, falls ψ ≥ 0
exp(ψ)(Ci − tk) +
∫ tk
0
exp(ψAi(t))dt, falls ψ < 0.
(3.37)
Zu beachten ist, dass die potentielle Zensierungszeit Ci fu¨r alle Individuen be-
reits zum Zeitpunkt des Studieneinschlusses feststeht, so dass Definition (3.36)
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wie gefordert mit den Variablen Hi(ψ), Ai(t) und Ci fu¨r tk < Ti nur noch von der
Vergangenheit abha¨ngt. Nach Robins resultiert also u¨ber (3.36) ein korrekt spe-
zifiziertes Modell (1.5) unter Beru¨cksichtigung zensierter Beobachtungen fu¨r alle
Individuen mit Ereigniszeiten gro¨ßer als tk. Durch Einsetzen von 0 fu¨r tk ist die-
se Forderung fu¨r alle Individuen erfu¨llt, und die Zensierungsfunktion vereinfacht
sich zu
C0,i(ψ) =
{
Ci, falls ψ ≥ 0
exp(ψ)Ci, falls ψ < 0,
(3.38)
so dass letztendlich
Hci (ψ) =
{
min {Hi(ψ), Ci} , falls ψ ≥ 0
min {Hi(ψ), exp(ψ)Ci} , falls ψ < 0
(3.39)
resultiert. Durch Definition (3.39) ist gewa¨hrleistet, dass fu¨r alle Individuen mit
Ti > Ci stets Ci < Hi(ψ) gilt. Demnach bleiben also Individuen ohne beobachte-
tes Ereignis auch in der Modellierung stets zensiert. Andererseits ko¨nnen jedoch
beobachtete Fa¨lle durch die Ereigniszeittransformation resultierend aus Modell
(1.5) zensiert werden, so dass auch ein modellbasierter Zensierungsindikator
∆(ψ) = I(Hci (ψ) = Hi(ψ)) (3.40)
definiert werden muss. Individuen, fu¨r die Hi(ψ) > Ci gilt, so dass ∆(ψ) = 0
folgt, werden dann als so genannte ψ-Zensierungen bezeichnet [31, 82].
Fu¨r eine ausfu¨hrliche Zusammenfassung und Diskussion dieser und weiterer
”
ad-
ministrativer” und
”
ku¨nstlicher” Zensierungsmechanismen in kausalen Inferenz-
modellen sei an dieser Stelle auf die Arbeit von Joffee (2001 [27]) verwiesen.
In Analogie zum eben erla¨uterten Zensierungsansatz nach Robins lassen sich auch
im innovativen verteilungsbasierten Kausalmodell (3.7) zensierte Beobachtungs-
dauern beru¨cksichtigen. Mit Hθ(Ti, ξ, Ai) geht dabei weiterhin die verteilungsbe-
dingte Transformation der beobachteten Ereigniszeiten in Abha¨ngigkeit des indi-
viduellen Behandlungsstatus Ai ein. Ferner bezeichne nun Hθ(Ci, ξ, Ai ≡ 1) die
Transformation der individuellen potentiellen Zensierungszeit Ci unter der kon-
trafaktischen Annahme, dass Individuum i der Behandlung (A ≡ 1) ausgesetzt
war. Eine kausale, verteilungsbasierte Ereigniszeitmodellierung unter Beru¨ck-
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sichtigung zensierter Beobachtungen wird dann in Anlehnung an Robins Ansatz,
u¨ber die modifizierte Transformation der Ereignis- bzw. Zensierungszeiten
Hcθ(T
c
i , ξ, Ai) = min {Hθ(Ti, ξ, Ai), Ci, Hθ(Ci, ξ, Ai ≡ 1)} (3.41)
und den korrespondierenden Ereignisindikator
∆θ(ξ) = I(H
c
θ(T
c
i , ξ, Ai) = Hθ(Ti, ξ, Ai)) (3.42)
ermo¨glicht. Auch in dieser, auf verteilungsbasierte Kausalmodelle verallgemei-
nerten, Situation bleiben Hcθ(T
c
i , ξ, Ai) und ∆θ(ξ) beobachtbare Gro¨ßen. So ist
weiterhin gewa¨hrleistet, dass Ti > Ci auch Hθ(Ti, ξ, Ai) > Ci impliziert. Damit
bleiben also auch in diesem Ansatz Individuen ohne beobachtetes Ereignis stets
”
zensiert”, wohingegen beobachtete Ereignisdauern, bedingt durch den (bzw. die)
Kausalparameter, zensiert werden ko¨nnen.
3.2.4 Inferenz unter Beru¨cksichtigung zeitabha¨ngiger
Confounder
Wie bereits in den Kapiteln 1 und 2 dargelegt, ko¨nnen im Verlauf randomisierter
Studien (Zwischen-) Ereignisse eintreten, die zum einen im Zusammenhang mit
der Initialtherapie stehen (z.B. unterschiedliche Progressraten in den Therapie-
gruppen) und zugleich selbst einen Einflussfaktor fu¨r das prima¨r interessierende
Zielkriterium (z.B. U¨berleben) darstellen. Aufgrund solcher kritischer Zwische-
nereignisse kann es zudem zu einer therapie- und kovariablenabha¨ngigen A¨nde-
rung des Behandlungsprotokolls kommen, so dass der randomisierte Charakter
der Studie verloren geht. Robins hat gezeigt, dass herko¨mmliche Verfahren zur
Beru¨cksichtigung von zeitabha¨ngigen Kovariablen, insbesondere das klassische
Cox-Modell, unter diesen Gegebenheiten zu verzerrten Scha¨tzungen der Thera-
pieeffekte fu¨hren ko¨nnen.
Nachfolgend wird eine Erweiterung des neu vorgeschlagenen kausalen Verteilungs-
modelles vorgestellt, welche die Scha¨tzung der zugrundeliegenden kausalen Thera-
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pieeffekte auch bei Vorliegen zeitabha¨ngiger Confounder ermo¨glicht. Die Erla¨ute-
rung erfolgt zuna¨chst der Einfachheit halber ohne Beru¨cksichtigung zensierter
Beobachtungen. Es wird also zuna¨chst davon ausgegangen, dass alle Individu-
en bis zu dem Zeitpunkt ihres Ereigniseintritts beobachtet werden ko¨nnen. Eine
Erweiterung des Modellansatzes zur Beru¨cksichtigung zensierter Beobachtungen
wird im sich anschließenden Abschnitt vorgenommen.
Ein kausales Verteilungsmodell fu¨r randomisierte klinische Studien
Nachfolgend soll, wie bereits in Kapitel 3.1, vom einfachen Fall einer zweiarmi-
gen, randomisierten Studie ausgegangen werden, in der die Zeit T bis zum Eintritt
des Ereignisses Tod die prima¨r interessierende Gro¨ße ist. Bezeichne weiterhin ai
die individuelle Realisation der dichotomen Therapievariable A, und IZi(t) eine
zeitabha¨ngige Indikatorvariable, welche angibt, ob ein spezifisches Zwischenereig-
nis Z fu¨r das Individuum i bis zum Zeitpunkt t eingetreten ist oder nicht:
IZi(t) =
{
0, falls tZi > t
1, falls tZi ≤ t , i = 1, ..., n.
Dabei bezeichne tZi die individuelle Zeit bis zum Zwischenereignis Z, welche der
Realisation einer Zufallsvariable TZi entspricht.
Wie schon in den Abschnitten 1.1 und 3.2 eingefu¨hrt, wird zudem fu¨r jedes Indivi-
duum die Existenz einer latenten U¨berlebenszeit Ui unterstellt, welche der U¨ber-
lebensdauer des Individuums i unter der Therapierealisation Ai = 0 entspricht,
wenn dieses kein Zwischenereignis erfahren hat. Es wird also weiter angenommen,
dass das Zwischenereignis Z, genau wie die Therapie A, einen kausalen Effekt auf
die U¨berlebenszeit des Individuums hat. Wobei kausaler Effekt bedeutet, dass die
fu¨r i beobachtete U¨berlebenszeit Ti, je nachdem welche Therapie vorlag und ob
bzw. wann das Zwischenereignis eingetreten ist, eine andere wa¨re. Da jedes Indi-
dividuum letztendlich nur unter einer bestimmten Therapie- und Zwischenereig-
niskonstellation beobachtet werden kann, mu¨ssen zur Scha¨tzung der kausalen Ef-
fekte von Therapie und Zwischenereignis auf das U¨berleben kontrafaktische (eben
nicht-beobachtbare) Situationen modelliert werden. Eine solche kontrafaktische
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Sichtweise wird von dem in dieser Arbeit vorgeschlagenen kausalen Verteilungs-
modell (3.5) bzw. (3.17) impliziert. Wurde in diesem Ansatz bisher lediglich der
Einfluss einer dichotomen Therapievariable auf die Verteilung der Ereigniszeiten
modelliert, so la¨sst sich zur weiteren Beru¨cksichtigung eines Zwischenereignis-
ses Z und einer darauf bedingten Folgetherapie A˜, das Modell einfach wie folgt
erweitern:
FU,θ = FT,hθ(ξ01;ξ02;ξ03;A;Z;A˜). (3.43)
Dabei beschreibe FU,θ weiter die Verteilungsfunktion der kontrafaktischen Er-
eigniszeiten mit einem reellwertigen Parametetervektor θ = (θ1, ..., θp)
T durch
welchen die Verteilung von U vollsta¨ndig parametrisiert wird. In Analogie
zu Gleichung (3.5) bzw. (3.17), kann nun die Beziehung von FU und FT
u¨ber einen Vektor positiv reelwertiger Funktionen hθ(ξ01; ξ02; ξ03;A;Z; A˜) =
(hθ1(ξ011 ; ξ021 ; ξ031 ;A;Z; A˜), ..., hθp(ξ01p ; ξ02p ; ξ03p ;A;Z; A˜))
T beschrieben werden.
Die therapie- und zwischenereignisbedingte A¨nderung der Verteilungsparameter
θ findet also simultan u¨ber die Beziehung h in Abha¨ngigkeit der Effektparameter
ξ01, ξ02, ξ03 statt. Mit ξ01 wird dabei der kausale Einfluss der Therapie und mit
ξ02 bzw. ξ03 die kausalen Effekte des Zwischenereignisses und der Folgetherapie
auf die U¨berlebenszeitverteilung und somit auf die individuelle U¨berlebenszeit
ausgedru¨ckt. Ein einfaches Beispiel fu¨r eine solche Parametertransformation h ist
im einparametrischen Fall mit
hθ(ξ01; ξ02; ξ03;A;Z; A˜) = θ · exp(ξ01A(t) + ξ02IZ(t) + ξ03A˜(t)) (3.44)
bzw.
hθ(ξ01, ξ02; ξ03;A;Z; A˜) =
{
θ · exp(ξ01A), falls t < TZ
θ · exp(ξ02 + ξ03A˜), falls t ≥ TZ
gegeben. Wie bereits in Abschnitt 3.2 erla¨utert, resultiert dann ein proportiona-
les Verteilungsparametermodell, welches speziell unter Annahme exponentialver-
teilter Ereigniszeiten Ui zu einem proportionalen Hazardmodell avanciert. Unter
vereinfachten Modellannahmen wird zuna¨chst von einem zeitunabha¨ngigen Ef-
fekt des Zwischenereignisses Z auf die U¨berlebenszeit ausgegangen, d.h. dass der
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Zeit bis zum Eintritt von Z und auch der Dauer5 im Zustand Z vorerst keine Re-
levanz fu¨r das Ausmaß der A¨nderung des Verteilungsparameters θ zugeschrieben
wird. Diese Eigenschaft wird im Rahmen der Za¨hlprozesstheorie als homogen6
bezeichnet. Fu¨r Modell (3.44) resultieren somit zeitlich stu¨ckweise proportionale
Verteilungsparameter unter den verschiedenen mo¨glichen Therapie- und Zwische-
nereigniskonstellationen.
Gilt fu¨r den zugrundeliegenden Effektparameter des Zwischenereignisses ξ02 6= 0,
und ist weiter die Auftrittswahrscheinlichkeit von Z nicht unabha¨ngig von der
Behandlung A, bzw. bestimmt Z ferner den weiteren Therapieverlauf7, dann ent-
spricht Z per Definition einer zeitabha¨ngigen Confoundervariable. Um den wah-
ren zugrundeliegenden Effekt der Behandlung A auf das U¨berleben unverzerrt
scha¨tzen zu ko¨nnen, mu¨ssen also die Effekte von Z und A˜ bei der Modellierung
der U¨berlebenszeitverteilung Beru¨cksichtigung finden. Inferenz fu¨r die interessie-
renden Effektparameter kann dabei in Analogie zu der in den Abschnitten 3.1 und
3.2 beschriebenen G-Estimation-Methode vorgenommen werden. Das konkrete
Vorgehen bei der Scha¨tzung des Behandlungseffektes ξ01, unter Beru¨cksichtigung
von Zwischenereignissen Z und mo¨glichen Folgebehandlungen A˜, soll nachfolgend
am Beispiel exponentialverteilter Grundu¨berlebenszeiten Ui erla¨utert werden.
Beispiel Exponentialverteilung: Scha¨tzung kausaler Therapieffekte un-
ter Beru¨cksichtigung zeitabha¨ngiger Confoundervariablen
Kausale Inferenz fu¨r die Parameter ξ01, ξ02 und ξ03 basiert auf der vollsta¨ndig
parametrisierbaren Verteilung der Grundu¨berlebenszeiten Ui. Sei nun angenom-
men, dass die Grundu¨berlebenszeiten einer Exponentialverteilung mit Parame-
5Das Zwischenereignis Z wird als nicht-transient angenommen, d.h. wenn einmal Z erreicht
wurde, bleibt dieser Zustand bis zum Eintritt des Todes beibehalten.
6Zwar bezieht sich diese Eigenschaft auf die A¨nderung von Risikointensita¨ten (Grenzwerte
bedingter Ereigniswahrscheinlichkeiten), diese sind jedoch gleichfalls u¨ber die Parameter der
Ereigniszeitverteilung parametrisiert.
7Nach Eintritt von Z wird die protokollgema¨ße Behandlung abgebrochen und bedingt eine
weitere Folgetherapie A˜ angeschlossen.
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ter λ folgen, so dass Fθ(u) = Fλ(u) gilt. Unter Verwendung von Modell (3.43)
und einer therapie- und zwischenereignisbedingten Parametertransformation hλ
kann dann eine auf dem G-Estimation-Ansatz beruhende Scha¨tzung der inter-
essierenden Parameter vorgenommen werden. Hierfu¨r mu¨ssen die beobachteten
individuellen Ereigniszeiten zuna¨chst wieder u¨ber die inverse Verteilungsfunktion
F−1λ (FTi,hλ) ausgedru¨ckt werden. Sei weiter hλ gema¨ß (3.44) definiert, so dass ein
(zeitlich stu¨ckweises) proportionales Verteilungsparametermodell resultiert. Die
Beziehung zwischen der individuellen kontrafaktischen Grundu¨berlebensdauer Ui
und der letztendlich beobachteten U¨berlebenszeit Ti ergibt sich dann zu:
F−1λ (FTi,hλ(ξ01;ξ02;ξ03;A;Z;A˜)) = −
ln(1− [1− e−λexp[ξ01Ai·T˜Zi+(ξ02+ξ03A˜)·(Ti−T˜Zi )]])
λ
(3.45)
= − ln(e
−λexp[ξ01Ai·T˜Zi+(ξ02+ξ03A˜)·(Ti−T˜Zi )])
λ
(3.46)
und damit also
Hλ(Ti, ξ01, ξ02, ξ03, Ai, Zi, A˜i) = Ui = exp(ξ01Ai) · T˜Zi + exp(ξ02 + ξ03A˜i) · (Ti− T˜Zi)
= Hi(ξ01, ξ02, ξ03).
Dabei ist zur formalen Vereinfachung T˜Zi wie folgt definiert:
T˜Zi =
{
TZi , falls IZi(Ti) = 1
Ti, falls IZi(Ti) = 0.
Die Likelihoodfunktion des resultierenden Wahrscheinlichkeitsmodells ergibt sich
dann fu¨r beliebige Werte (ξ1, ξ2, ξ3) der Effektparameter zu:
LTi(λ, ξ1, ξ2, ξ3) =
n0∏
i=1
[λe−λTi ]1−IZi (Ti)
(
[e−λTZi ][λϑ′e−λϑ
′(Ti−TZi )]
)IZi (Ti) × (3.47)
×
n1∏
j=1
[λξ′1e
−λξ′1Tj ]1−IZj (Tj)
(
[e−λξ
′
1TZj ][λϑ′e−λϑ
′(Tj−TZj )]
)IZj (Tj)
mit ξ′1 = exp(ξ1), ϑ
′ = exp(ξ2 + ξ3A˜k), k ∈ {i, j} .
Mit i = 1, ..., n0 gehen alle Individuen aus dem Referenzbehandlungsarm (A=0)
und mit j = 1, ..., n1 entsprechend die Individuen aus dem Alternativbehand-
lungsarm (A = 1) in die Likelihoodfunktion ein. Zu beachten ist, dass fu¨r Beob-
achtungseinheiten, bei denen ein Zwischenereignis eingetreten ist, mit dem Term
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e−λTZi bzw. e−λξ
′
1TZj die Survivorfunktion der Exponentialverteilung in die Like-
lihoodfunktion eingeht, da diese Individuen eben zumindest bis zum Zeitpunkt
des Zwischenereignisses TZ u¨berlebt haben.
Bei der Likelihoodfunktion des Exponentialverteilungsmodells ohne Zwischener-
eignisse (3.23) wurden die Kausalparameter ξj durch Therapieeffektparameter βj
und die beobachteten Ereigniszeiten Ti durch die Transformation Hi({ξj}) substi-
tuiert, um die notwendigen Voraussetzungen fu¨r eine Parameterscha¨tzung mittels
des G-Estimation-Ansatzes zu schaffen. Aus Gru¨nden der formalen Vereinfachung
wird dieser Schritt noch nicht an dieser Stelle, sondern erst nach Herleitung der
interessierenden likelihood-basierten Teststatistiken vorgenommen. Dies soll zu-
gleich die konzeptionell einfache Anwendung des G-Estimation-Algorithmus auf
likelihood-basierte Modellansa¨tze verdeutlichen.
Nach Logarithmierung der Likelihoodfunktion (3.47) und Verwendung der Grup-
penindikatorvariable Ai erha¨lt man die log-Likelihood-Funktion
lTi(λ, ξ) =
n∑
i=1
[1− IZi(Ti)][ln(λ) +Aiξ1 − λexp(Aiξ1)Ti] + (3.48)
+ IZi(Ti)[−λexp(Aiξ1)TZi + ln(λ) + ξ2 + ξ3A˜i − λexp(ξ2 + ξ3A˜i)(Ti − TZi)].
Die Scha¨tzung des Verteilungsparameters λ der zugrundeliegenden U¨berlebens-
zeitverteilung FU,λ kann direkt u¨ber den Maximum-Likelihood-Scha¨tzer λ˜, ba-
sierend auf den Beobachtungsdauern aller Individuen aus dem Referenzbehand-
lungsarm (A = 0), gewonnen werden. Individuen mit Zwischenereignis aus diesem
Behandlungsarm gehen dabei als zensierte Beobachtungen in die Scha¨tzung von
λ mit ein. Fu¨r solche Beobachtungseinheiten wird also jeweils der Eintrittszeit-
punkt des Zwischenereignisses als Zensierungszeit (bzgl. der U¨berlebensdauer)
definiert. Die Maximumlikelihoodscha¨tzung von λ ergibt sich damit zu:
λ˜ =
∑n0
i=1 I(Ti < TZi)∑n0
i=1 Ti · I(Ti < TZi) +
∑n0
i=1 TZi · [1− I(Ti < TZi)]
(3.49)
Mit n0 ist dabei weiterhin die Gesamtzahl der Individuen aus Behandlungsarm
A = 0 bezeichnet, und I(Ti < TZi) entspricht einer Indikatorfunktion, die dann
den Wert Eins annimmt, wenn ein Individuum i ohne vorher beobachtetes Zwi-
schenereignis Z verstorben ist.
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Zur Beru¨cksichtigung zensierter Beobachtungen muss die Likelihoodfunktion
(3.47) um die Statusindikatorvariable δi wie folgt erweitert werden:
LT ck (λ, ξ) =
n0∏
i=1
[λδie−λT
c
i ]1−IZi (T
c
i )
(
[e−λTZi ][(λϑ′)δie−λϑ
′(T ci −TZi )]
)IZi (T ci ) × (3.50)
×
n1∏
j=1
[(λξ′1)
δie−λξ
′
1T
c
j ]1−IZj (T
c
j )
(
[e−λξ
′
1TZj ][(λϑ′)δie−λϑ
′(T cj−TZj )]
)IZj (T cj )
mit ξ′1 = exp(ξ1), ϑ
′ = exp(ξ2 + ξ3A˜k), k ∈ {i, j} .
Mit T ci = min {Ti, Ci} geht dabei, wie in Abschnitt 3.2.3 erla¨utert, fu¨r
δi = 1 die Ereigniszeit und fu¨r δi = 0 die Zensierungszeit des Individuums in die
Likelihoodfunktion ein.
Nach Logarithmierung ergibt sich dann die log-Likelihoodfunktion zu:
lT ci (λ, ξ) =
n∑
i=1
[1− IZi(T ci )][δi(ln(λ) +Aiξ1)− λexp(Aiξ1)T ci ] + (3.51)
+ IZi(T
c
i )[−λexp(Aiξ1)TZi + δi(ln(λ) + ξ2 + ξ3A˜i)− λexp(ξ2 + ξ3A˜i)(T ci − TZi)]
Bei genauerer Betrachtung der Likelihoodfunktion (3.47) bzw. (3.50) wird er-
sichtlich, dass Teile der Scha¨tzfunktion nicht vom prima¨r interessierenden Ef-
fektparameter der Initialbehandlung ξ1 abha¨ngen. So gehen in den enthaltenen
Produktterm [(λϑ′)δie−λϑ
′(T ci −TZi )] mit ξ2 und ξ3 in ϑ′ lediglich zwei Nuisance-
Parameter ein, welche letztendlich keinen Informationssgehalt bzgl. des zu
scha¨tzenden Behandlungseffektes ξ1 liefern. Die volle Likelihoodfunktion kann
somit zu einer parameterreduzierten partiellen Likelihoodfunktion
LT ci (λ, ξ1) =
∏n
i=1 [(λξ
A
1 )
δie−λξ
A
1 T
c
i ]1−IZi (T
c
i )[e−λξ
A
1 TZi ]IZi (T
c
i ) (3.52)
mit ξA1 = exp(ξ1Ai)
vereinfacht werden. Da sowohl fu¨r Individuen mit beobachtetem Zwischenereignis
(TZi < T
c
i ) als auch fu¨r Individuen ohne Zwischenereignis mit zensierten U¨ber-
lebenszeiten (T ci < Ti) die Survivorfunktion [S(Di) = e
−λξA1 Di ; Di ∈ {TZi , T ci }]
der zugrundeliegenden Exponentialverteilung in die Gleichung eingeht, kann diese
weiter zusammengefasst werden. Mit T˜ ci = min {TZi , Ci, Ti} sei dabei eine neue
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Zufallsvariable definiert, welche sowohl Zensierungen aufgrund des Zwischenereig-
nisses als auch Zensierungen bedingt durch das Ende der Beobachtung (Studie-
nende) einschließt. Das potentielle Zwischenereignis Z wird also in diesem Sinne
als konkurrierendes Ereignis (Prentice et al. 1978 [49]) aufgefasst, so dass ledig-
lich Beobachtungsdauern bis zum Eintritt von Z als zensierte U¨berlebenszeiten
Beru¨cksichtigung finden. Die partielle Likelihoodfunktion des kausalen Vertei-
lungsmodells (3.45) ergibt sich somit zu
LT˜ ci (λ, ξ1) =
n∏
i=1
(λξA1 )
δie−λξ
A
1 T˜
c
i (3.53)
mit ξA1 = exp(ξ1Ai).
Seien weiter mit d0 =
∑n0
i=1 δi und d1 =
∑n1
j=1 δj die Summe der Ereignisse in den
Behandlungsarmen gegeben, dann kann die partielle log-Likelihoodfunktion wie
folgt formuliert werden:
lT˜ c(λ, ξ) = d0lnλ− λ
n0∑
i=1
T˜ ci + d1ln(λe
ξ1)− λeξ1
n1∑
j=1
T˜ cj (3.54)
= (d0 + d1)lnλ+ d1ξ1 − λ
(
n0∑
i=1
T˜ ci + e
ξ1
n1∑
j=1
T˜ cj
)
. (3.55)
Die partiellen Ableitungen der reduzierten log-Likelihoodfunktion ergeben sich
dann zu
∂lT˜ c
∂λ
=
(d0 + d1)
λ
−
(
n0∑
i=1
T˜ ci + e
ξ1
n1∑
j=1
T˜ cj
)
(3.56)
und
∂lT˜ c
∂ξ1
= d1 − λeξ1
n1∑
j=1
T˜ cj , (3.57)
so dass sich der Maximum-Likelihood-Scha¨tzer λ˜ nach Nullsetzen von (3.56) zu
λ˜ =
(d0 + d1)(∑n0
i=1 T˜
c
i + e
ξ1
∑n1
j=1 T˜
c
j
) (3.58)
ergibt. Nach Substitution von λ˜ in (3.57) und Nullsetzen der Gleichung erha¨lt
man dann
d1 − d0 + d1∑n0
i=1 T˜
c
i + e
ξ1
∑n1
j=1 T˜
c
j
eξ1
n1∑
j=1
T˜ cj = 0 (3.59)
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d1(
∑n0
i=1 T˜
c
i + e
ξ1
∑n1
j=1 T˜
c
j )− (d0eξ1
∑n1
j=1 T˜
c
j + d1e
ξ1
∑n1
j=1 T˜
c
j )∑n0
i=1 T˜
c
i + e
ξ1
∑n1
j=1 T˜
c
j
= 0 (3.60)∑n0
i=1 T˜
c
i d1 − d0eξ1
∑n1
j=1 T˜
c
j∑n0
i=1 T˜
c
i + e
ξ1
∑n1
j=1 T˜
c
j
= 0 (3.61)
ln
(
d1
∑n0
i=1 T˜
c
i
d0
∑n1
j=1 T˜
c
j
)
= ξˆ01 , (3.62)
so dass sich nach erneutem Einsetzen von ξˆ01 fu¨r ξ1 in (3.58) der urspru¨ngliche
Likelihoodscha¨tzer (3.49)
λ˜ =
d0∑n0
i=1 T˜
c
i
(3.63)
ergibt, welcher letztendlich nur auf den beobachteten U¨berlebens- bzw. Zen-
sierungszeiten der Individuen aus dem Referenzbehandlungsarm (A = 0) be-
ruht. Um einen Score- oder Wald-Test fu¨r den zu scha¨tzenden Parameter ξ01
konstruieren zu ko¨nnen, muss weiter die asymptotische Kovarianzmatrix der
Parameterscha¨tzungen u¨ber die inverse Informationsmatrix I−1(λ, ξ1) approxi-
miert werden. Die hierfu¨r notwendigen zweiten (partiellen) Ableitungen der log-
Likelihoodfunktion ergeben sich zu
∂2lT˜ c,δ(λ, ξ1)
∂λ2
= −d0 + d1
λ2
(3.64)
∂2lT˜ c,δ(λ, ξ1)
∂ξ21
= −λeξ1
n1∑
j=1
T˜ cj (3.65)
∂2lT˜ c,δ(λ, ξ1)
∂λ∂ξ1
= −eξ1
n1∑
j=1
T˜ cj (3.66)
∂2lT˜ c,δ(λ, ξ1)
∂ξ1∂λ
= −eξ1
n1∑
j=1
T˜ cj , (3.67)
so dass sich die beobachtete Informationsmatrix zu
I(λ, ξ1) =
[
d0+d1
λ2
eξ1
∑n1
j=1 T˜
c
j
eξ1
∑n1
j=1 T˜
c
j λe
ξ1
∑n1
j=1 T˜
c
j
]
(3.68)
ergibt. Die inverse Informationsmatrix ergibt sich dann zu
I−1(λ, ξ1) =
λ
(d0 + d1)eξ1
∑n1
j=1 T˜
c
j − λ(eξ1
∑n1
j=1 T˜
c
j )2
 λeξ1∑n1j=1 T˜ cj −eξ1∑n1j=1 T˜ cj
−eξ1∑n1j=1 T˜ cj d0+d1λ2

(3.69)
Verteilungsbasierte kausale Inferenzmodelle 74
3.2 Parametrische Inferenz in kausalen Verteilungsmodellen
=

λ2
(d0+d1)−λeξ1
∑n1
j=1 T
c
j
−λ
(d0+d1)−λeξ1
∑n1
j=1 T
c
j
−λ
(d0+d1)−λeξ1
∑n1
j=1 T
c
j
d0+d1
(d0+d1)λe
ξ1
∑n1
j=1 T
c
j−λ2(eξ1
∑n1
j=1 T˜
c
j )
2

(3.70)
Die Approximation der Standardfehler fu¨r die Parameterscha¨tzer λ˜ und ξˆ01 ent-
spricht dann der Wurzel der Hauptdiagonalenelemente von I−1(λ, ξ1) fu¨r die
Funktionsargumente λ˜ und ξˆ01. Demnach gilt
SE(λ˜) =
√√√√ λ˜2
(d0 + d1)− λ˜eξˆ01
∑n1
j=1 T
c
j
(3.71)
und
SE(ξˆ01) =
√
d0 + d1
(d0 + d1)λ˜eξˆ01
∑n1
j=1 T
c
j − λ˜2(eξˆ01
∑n1
j=1 T˜
c
j )
2
. (3.72)
Diese Formulierungen ko¨nnen durch Substitution der Maximum-Likelihood-
Scha¨tzer (3.58) und (3.62) weiter zu
SE(λ˜) =
λ˜√
(d0)
(3.73)
und
SE(ξˆ01) =
√
d0 + d1
d0d1
(3.74)
vereinfacht werden. Somit kann die Likelihood-Quotienten-Statistik
LQT˜ c(λ˜, ξˆ01) = −2[lT˜ c(λ˜, 0)− lT˜ c(λ˜, ξˆ01)] ∼ χ2(1) (3.75)
oder die Wald-Teststatistik
WT˜ c(ξˆ01) =
ξˆ01√
d0+d1
d0d1
∼ N(0; 1) (3.76)
als Grundlage fu¨r kausale Inferenz bzgl. des Therapieffektparameters ξ01 heran-
gezogen werden.
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Alternativ ko¨nnen nun diese Teststatistiken fu¨r eine Parameterscha¨tzung mit-
tels des G-Estimation-Algorithmus verwendet werden. In Analogie zum Infe-
renzansatz ohne Beru¨cksichtigung zeitabha¨ngiger Confounder muss so z.B. die
Likelihood-Quotienten-Statistik (3.75) zu
LQH˜c(ξ1)(λ˜, βˆ1) = −2[lH˜c(ξ1)(λ˜, 0)− lH˜c(ξ1)(λ˜, βˆ1)] (3.77)
umformuliert werden. Mit βˆ1 wird dabei fu¨r ξ1 der gewo¨hnliche Maximum-
Likelihood-Scha¨tzer des Therapieeffektes substituiert, und fu¨r die beobachte-
ten U¨berlebenszeiten T˜k
c
sowie die korrespondierenden Statusauspra¨gungen δk
werden geeignete Abbildungen H˜ck(ξ1) und ∆˜k(ξ1) eingesetzt. Fu¨r den wah-
ren Parameter ξ01 nehmen dann die Teststatistiken (3.75) und (3.76) den
Wert 0 an, und ein 95% Konfidenzintervall fu¨r ξˆ01 ist, basierend auf dem
Likelihood-Quotienten-Test, mit
{
ξ1 : LQH˜c(ξ1) ≤ 3, 84
}
und fu¨r den Waldtest
mit
{
ξ1 : |WH˜c(ξ1)| ≤ 1, 96
}
gegeben.
Besonderheiten bei der Beru¨cksichtigung zensierter Beobachtungen
Im kausalen Verteilungsmodell ohne behandlungs- und zielgro¨ßenrelevante Zwi-
schenereignisse konnten zensierte Beobachtungen u¨ber eine einfache Zensierungs-
funktion (3.39) beru¨cksichtigt werden. Wichtige Voraussetzung war dabei, dass
die resultierenden Zensierungs- und Ereigniszeittransformationen unabha¨ngig
vom aktuellen Behandlungsstatus sind. Dies konnte dadurch gewa¨hrleistet wer-
den, dass die Transformationsfunktionen ausschließlich anhand beobachtbarer
Variablen aus der Vergangenheit definiert wurden. Da jedoch per Definition das
Zwischenereignis Z sowohl mit der Behandlung als auch mit dem beobachteten
U¨berleben assoziiert ist, kann die zwischenereignisbedingte
”
Zensierungszeit” TZk
nicht wie die bereits zu Beginn der Studie feststehende potentielle Zensierungs-
zeit Ck gehandhabt werden, so dass fu¨r T˜
c
k (bzw. den entsprechenden Substitutio-
nen H˜c(ξ1)) in den Teststatistiken (3.75) und (3.76) eine andere Konvention als
(3.41) und (3.42) getroffen werden muss, um kausale Inferenz fu¨r ξ1 u¨ber den G-
Estimation-Ansatz vornehmen zu ko¨nnen. Wie bereits angefu¨hrt, kann das Zwi-
schenereignis Z als konkurrierendes Ereignis aufgefasst werden, da der weitere
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Beobachtungsverlauf nach diesem Ereignis unter Modell (3.44) keine Informatio-
nen zum prima¨r interessierenden Therapieeffekt auf das U¨berleben liefert. Dies
bedeutet, dass, obwohl auch fu¨r Individuen mit Zwischenereignis Sterbezeiten be-
obachtet werden ko¨nnen, lediglich die Beobachtungsspanne TZ bis zum Eintritt
des Zwischenereignisses fu¨r die Scha¨tzung von ξ01 relevant ist.
Robins et al. (1992 [61]) und Korhonen (2000 [31]) verwenden einen geeigne-
ten Ansatz zur Beru¨cksichtigung zensierter Beobachtungen durch konkurrieren-
de Ereignisse, welcher auch in der vorliegenden Situation angewandt werden
ko¨nnen. Die Idee besteht dabei in der Einfu¨hrung einer Gewichtungsfunktion
Kˆk = Kˆ(T˜k
c
), welche der bedingten Wahrscheinlichkeit eines Indivums k ent-
spricht, bis zur beobachteten Zensierungs- oder Ereigniszeit T˜ ck zwischenereignis-
frei zu sein:
Kˆ(T˜ ck ) = exp
(
−
∫ T˜ ck
0
λTZ (t|Ak, T˜ ck ≥ t)du
)
. (3.78)
Die Scha¨tzung des Parameters ξ01 wird nun basierend auf jenen Individuen vorge-
nommen, welche kein Zwischenereignis Z erfahren haben, fu¨r welche also Hck(ξ)
und ∆k(ξ) gema¨ß (3.41) bzw. (3.42) beobachtet werden ko¨nnen. Im Zuge der
Scha¨tzung wird dabei Kˆ−1k als Gewichtungsfaktor verwendet, so dass jedes in die
Scha¨tzung eingehende Individuum nicht nur fu¨r sich, sondern gleichfalls fu¨r alle
im gleichen Therapiearm befindlichen Individuen (also auch jene mit Zwischener-
eignis) Information fu¨r den Scha¨tzer liefert.
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Kapitel 4
Simulationsstudien
Im folgenden Kapitel wird in Simulationsstudien die Anwendung des neu ent-
wickelten Konzepts kausaler verteilungsbasierter Inferenzmodelle fu¨r randomi-
sierte Studien vorgenommen. Nach einigen exemplarischen Anwendungen in Ka-
pitel 3 werden dabei nun verschiedene Simulationsszenarien initiiert, um die Ei-
genschaften dieses erweiterten kausalen Inferenzkonzepts na¨her zu untersuchen.
Neben Gu¨tekriterien wie Erwartungstreue und Konsistenz der resultierenden
Scha¨tzwerte soll dabei insbesondere fu¨r den Spezialfall exponentialverteilter Er-
eigniszeiten ein informeller Vergleich des neuen Verfahrens mit dem konventio-
nellen Cox-Regressionsansatz ermo¨glicht werden. Um in den Simulationsla¨ufen
mo¨glichst reale Datensituationen zu erzeugen, werden in den Untersuchungen
Szenarien mit unterschiedlichen Zensierungsraten beru¨cksichtigt.
4.1 Vorgehen bei der Datensimulation
Fu¨r die Implementierung der Simulationsla¨ufe wurde das Programm R (Version
2.7.1 [77]) verwendet. Mit Hilfe der im R-Paket survival [78] enthaltenen Funk-
tion rexp() ko¨nnen in R parametergesteuert exponentialverteilte Lebensdauern
erzeugt werden, welche als Basis fu¨r die Grundu¨berlebenszeiten Ui verwendet
wurden. Die Simulation der Datensa¨tze erfolgte jeweils fu¨r unterschiedlich große
4.1 Vorgehen bei der Datensimulation
Gesamtkollektive mit Fallzahlen von N ∈ {100, 200, 300}.
Als prima¨r interessierende Einflussgro¨ße wurde eine dichotome
(Therapiegruppen-) Variable verwendet, da dies der vorwiegenden Pru¨fsi-
tuation in randomisierten klinischen Studien entspricht. Auf die Besonderheit
zensierter Beobachtungsdauern wurde insofern eingegangen, als dass verschie-
dene Zensierungsanteile1 C% ∈ {0%, 15%, 25%, 50%} initiiert wurden. Fu¨r die
Zensierungszeiten wurde dafu¨r, unter Beru¨cksichtigung der in Abschnitt 3.2.3
getroffenen Annahmen, das Ende der Studienbeobachtung C˜ als das entspre-
chende Quantil der zugrundegelegten U¨berlebenszeitverteilung im prognostisch
besseren Behandlungsarm festgelegt, fu¨r welches sich in Vorsimulationen die
erwu¨nschten Zensierungsanteile einstellten. So wurden fu¨r verschiedene Werte
von C˜ = qU (Quantile der zugrundegelegten Verteilung von U) auf dem Intervall
[0, C˜] gleichverteilte Start- bzw. Studieneinschlusszeiten und damit potentielle
Beobachtungsdauern Ci der Individuen generiert. Alle Individuen mit erzeugten
U¨berlebenszeiten Ui > Ci wurden dann entsprechend als zensiert definiert. Dieser
Vorgang wurde so lange wiederholt, bis der angestrebte Prozentsatz an zensierten
Beobachtungsdauern im Referenzbehandlungsarm durch einen Quantilwert qU
erreicht wurde. Dieser Zeitwert wurde dann gleichfalls als Beobachtungsende
fu¨r Individuen aus dem Alternativbehandlungsarm verwendet, so dass hier
entsprechend weniger (bei schlechterer Prognose der Individuen) oder mehr
(bei vergleichsweise la¨ngeren U¨berlebenszeiten) Zensierungen zu verzeichnen
waren. Die so generierten Lebensdauern- bzw. Zensierungszeiten wurden dann
mit dem korrespondierenden Zensierungsindikator und der Gruppenvariable
zu Simulationsdatensa¨tzen zusammengefu¨gt. Da sowohl die Einhaltung des
festgesetzten Signifikanzniveaus von α = 5% unter Gu¨ltigkeit der Nullhypothese
(Niveau-α-Test fu¨r (1.16)) als auch die Teststa¨rke bei gegebenem Behandlungs-
effekt von Interesse war, wurden fu¨r die zu simulierenden Szenarien verschiedene
kausale Behandlungseffekte ξ0 ∈ {0, ln(1, 5), ln(2)} zu Grunde gelegt.
Innerhalb jedes Szenarios wurden 1000 Datensa¨tze simuliert, um die empirische
1Diese Anteile beziehen sich auf den prognostisch besseren Behandlungsarm mit potentiell
la¨ngeren Beobachtungszeiten.
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Verteilung der resultierenden Parameterscha¨tzungen aus dem neuen kausalen Ver-
teilungsmodellansatz sowie aus dem konventionellen Cox-Regressionsmodell zu
erhalten. Fu¨r die so gewonnenen Parameterverteilungen wurden dann deskrip-
tive Statistiken (Mittelwert, Median, Standardabweichung und das 0,025- bzw.
0,975-Quantil) angegeben. Des Weiteren wurde, bezogen auf die je 1000 Simulati-
onsschleifen, der Anteil abgelehnter Nullhypothesen berechnet, um die Einhaltung
des festgesetzten Signifikanzniveaus (fu¨r Simulationsszenarien mit ξ0 = 0) und die
Teststa¨rke (Simulationsszenarien mit ξ0 6= 0) beurteilen zu ko¨nnen. Schließlich
wurde als Maß fu¨r die simultane Beurteilung von Erwartungstreue und Pra¨zisi-
on der erhaltenen Parameterscha¨tzwerte die erwartete quadratische Abweichung
zum wahren unterstellten Parameterwert (mean-square-error : MSE) angegeben
und vergleichend dargestellt. Der MSE errechnet sich dabei als Summe der Vari-
anz des Scha¨tzwertes und des quadrierten systematischen Fehlers (Bias2):
MSE(ξˆ0) = E[(ξˆ0 − ξ0)2] = V ar(ξˆ0) + (ξˆ0 − ξ0)2 (4.1)
Da es sich bei dem verwendeten G-Estimation-Algorithmus um ein recheninten-
sives Verfahren handelt, wurden zusa¨tzlich die durchschnittlichen Rechenzeiten
angegeben.
Die implementierten Funktionen und Programmabla¨ufe sind im Anhang B zu-
sammengestellt.
4.2 Ergebnisse Simulationsstudien
4.2.1 Exponentialverteilte Grundu¨berlebenszeiten - Mo-
dellansatz ohne zeitabha¨ngige Confounder
In Kapitel 3 (Abschnitt 3.2.1) wurde die Anwendung des auf dem G-Estimation-
Algorithmus beruhenden neuen kausalen Inferenzansatzes fu¨r randomisierte kli-
nische Studien am Beispiel exponentialverteilter Grundu¨berlebenszeiten demon-
striert. Formal konnte zuna¨chst gezeigt werden, dass unter richtiger Spezifizie-
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rung von Hλ(Ti, ξ, Ai), na¨mlich fu¨r ξ = ξ0, gleiche Verteilungs- bzw. Survivor-
funktionen der transformierten Ereigniszeiten (3.7) in den Behandlungsgruppen
resultieren. Diesbezu¨glich konnte in Anlehnung an die theoretischen Ausarbei-
tungen von Robins (1992 [58]) postuliert werden, dass sowohl ein Log-Rang-Test
zum Vergleich der Surivorfunktionen als auch die aus dem entsprechenden Cox-
PH Modell resultierende Wald- bzw. Likelihood-Quotienten-Statistik fu¨r den Be-
handlungseffekt als Grundlage fu¨r den beschriebenen G-Estimation-Algorithmus
herangezogen werden kann. Unter Annahme exponentialverteilter U¨berlebens-
dauern konnte ferner gezeigt werden, dass der interessierende Parameter ξ0 u¨ber
die Transformation exp(ξ0) unmittelbar als Hazard Ratio interpretiert werden
kann. In den Simulationsstudien fu¨r das Exponentialmodell wurden daher insge-
samt drei Ansa¨tze untersucht und verglichen:
A) G-Estimation von ξ0 basierend auf dem Log-Rang-Test
B) G-Estimation von ξ0 basierend auf dem Cox-PH-Modell
C) Herko¨mmliche Scha¨tzung des log Hazard Ratios via Cox-PH-Modell
In den nachfolgenden Tabellen sind die Ergebnisse der Simulationsstudien fu¨r
diese drei Scha¨tzansa¨tze am Beispiel des Exponentialverteilungsmodells zusam-
mengefasst. Die deskriptiven Statistiken der Parameterscha¨tzungen, resultierend
aus je 1000 Simulationsla¨ufen mit einer Gesamtstichprobengro¨ße von n=200, sind
in Tabelle 4.1 exemplarisch dargestellt (die entsprechenden Tabellen fu¨r Stichpro-
benumfa¨nge von n=100 und n=300 sind im Anhang A zu finden). Wie zu ersehen
ist, ergaben sich fu¨r alle drei Verfahren unter allen untersuchten Zensierungsan-
teilen nahezu identische mittlere Parameterscha¨tzungen und Standardabweichun-
gen und korrespondierend dazu u¨bereinstimmende MSE-Werte. Die vorgegebenen
Parameterwerte ξ0 ∈ {0, ln(1, 5) = 0, 41, ln(2) = 0, 69} konnten dabei in allen Si-
mulationsla¨ufen hinreichend genau angena¨hert werden. Daru¨ber hinaus ergaben
sich fu¨r alle Verfahren konsistent kleinere empirische Standardabweichungen der
Parameterscha¨tzungen mit steigender Gesamtfallzahl.
Der Anteil von Ablehnungen der Nullhypothese zum zweiseitigen Signifikanzni-
veau von 5% ist in Tabelle 4.2 dargestellt. Korrespondierend zu den vergleichbaren
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Parameterscha¨tzungen konnten keine wesentlichen Unterschiede hinsichtlich der
Teststa¨rke (fu¨r ξ0 6= 0) und der Einhaltung des vorgebenen Signifikanzniveaus
von 5% (fu¨r ξ0 = 0) zwischen den Verfahren festgestellt werden.
Zensierungsanteil: 0% 15% 25% 50%
n=200 Verfahren: A B C A B C A B C A B C
MW -0,01 -0,01 -0,01 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00 0,00
Median 0,00 -0,01 -0,01 0,00 0,00 0,00 0,00 0,00 0,00 0,00 -0,01 -0,01
ξ0 = 0 Stabw. 0,15 0,15 0,15 0,16 0,16 0,16 0,16 0,16 0,16 0,16 0,16 0,15
2,5 Perz. -0,31 -0,31 -0,30 -0,31 -0,31 -0,31 -0,30 -0,30 -0,29 -0,30 -0,30 -0,30
97,5 Perz. 0,30 0,30 0,28 0,29 0,29 0,29 0,31 0,31 0,30 0,31 0,31 0,31
MSE 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02
MW 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41 0,41
Median 0,41 0,41 0,41 0,40 0,40 0,40 0,41 0,41 0,42 0,40 0,41 0,40
ξ0 = ln(1, 5) Stabw. 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,15 0,16
[0,41] 2,5 Perz. 0,11 0,11 0,11 0,12 0,12 0,12 0,12 0,11 0,12 0,12 0,11 0,11
97,5 Perz. 0,71 0,71 0,67 0,73 0,73 0,73 0,70 0,70 0,69 0,71 0,71 0,72
MSE 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02
MW 0,71 0,71 0,71 0,70 0,70 0,70 0,69 0,69 0,69 0,70 0,70 0,70
Median 0,71 0,71 0,71 0,70 0,70 0,70 0,70 0,70 0,69 0,70 0,69 0,70
ξ0 = ln(2) Stabw. 0,16 0,16 0,15 0,16 0,16 0,16 0,15 0,15 0,16 0,16 0,16 0,16
[0,69] 2,5 Perz. 0,40 0,40 0,43 0,38 0,39 0,38 0,39 0,38 0,39 0,39 0,39 0,40
97,5 Perz. 1,02 1,02 1,01 1,02 1,02 1,04 0,98 0,98 1,00 1,01 1,00 1,02
MSE 0,03 0,03 0,02 0,03 0,03 0,03 0,02 0,02 0,03 0,02 0,02 0,03
Tabelle 4.1: Scha¨tzung des Kausalparameters ξ0 im Exponentialmodell. Deskripti-
ve Statistiken der Parameterscha¨tzungen aus dem G-Estimation-Ansatz (Verfah-
ren A / B) und Cox-Modell (C) im Vergleich; 1000 Simulationsla¨ufe; Gesamt-
fallzahl n=200
Zensierungsanteil: 0% 15% 25% 50%
n A B C A B C A B C A B C
100 0,051 0,049 0,049 0,060 0,056 0,052 0,065 0,065 0,055 0,058 0,056 0,052
ξ0 = 0 200 0,051 0,051 0,057 0,051 0,051 0,051 0,049 0,048 0,047 0,050 0,052 0,049
300 0,043 0,042 0,040 0,050 0,048 0,050 0,051 0,048 0,048 0,055 0,055 0,055
100 0,508 0,505 0,528 0,483 0,478 0,457 0,470 0,464 0,440 0,469 0,464 0,445
ξ0 = ln(1, 5) 200 0,780 0,781 0,815 0,771 0,772 0,766 0,781 0,781 0,772 0,759 0,759 0,754
300 0,898 0,899 0,936 0,898 0,897 0,894 0,920 0,920 0,919 0,896 0,895 0,892
100 0,895 0,897 0,913 0,891 0,889 0,880 0,916 0,913 0,903 0,901 0,898 0,891
ξ0 = ln(2) 200 0,998 0,998 0,999 0,998 0,997 0,997 0,997 0,996 0,995 0,998 0,998 0,998
300 1,000 1,000 1,000 0,999 0,999 0,999 1,000 1,000 1,000 1,000 1,000 1,000
Tabelle 4.2: H0-Ablehnungswahrscheinlichkeiten der drei Verfahren im Vergleich;
1000 Simulationsla¨ufe fu¨r verschiedene Gesamtfallzahlen und Effekte
Ein Vergleich der Rechenzeiten (Tabelle 4.3) zeigt erwartungsgema¨ß einen klaren
Vorsprung fu¨r den herko¨mmlichen Cox-Ansatz, auch wenn sich die Unterschiede
zu den kausalen Inferenzansa¨tzen nur im Zehntelsekundenbereich bewegen. Im
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Vergleich der beiden G-Estimation-Ansa¨tze ergaben sich konsistent la¨ngere Re-
chenzeiten fu¨r den auf dem Log-Rang-Test basierten Ansatz. Fu¨r alle gegebenen
Stichprobenumfa¨nge und Simulationsszenarien betrug die mediane Rechenzeit
weniger als eine Sekunde.
Zensierungsanteil: 0% 15% 25% 50%
n A B C A B C A B C A B C
100 0,170 0,110 0,000 0,160 0,100 0,000 0,160 0,100 0,000 0,160 0,100 0,000
ξ0 = 0 200 0,216 0,144 0,004 0,209 0,143 0,004 0,209 0,144 0,004 0,210 0,141 0,004
300 0,263 0,187 0,004 0,258 0,185 0,005 0,256 0,179 0,005 0,259 0,182 0,004
100 0,157 0,099 0,004 0,156 0,098 0,003 0,158 0,100 0,004 0,158 0,099 0,004
ξ0 = ln(1, 5) 200 0,204 0,139 0,004 0,206 0,138 0,004 0,205 0,140 0,005 0,202 0,139 0,004
300 0,249 0,178 0,005 0,247 0,177 0,004 0,250 0,178 0,005 0,245 0,179 0,005
100 0,155 0,098 0,004 0,158 0,100 0,004 0,154 0,097 0,003 0,156 0,097 0,004
ξ0 = ln(2) 200 0,201 0,141 0,004 0,204 0,140 0,005 0,204 0,140 0,004 0,206 0,140 0,004
300 0,258 0,186 0,005 0,254 0,180 0,005 0,254 0,180 0,004 0,252 0,179 0,005
Tabelle 4.3: mediane Rechenzeiten (in Sekunden) der drei Verfahren im Vergleich;
1000 Simulationsla¨ufe fu¨r verschiedene Gesamtfallzahlen und Effekte
4.2.2 Exponentialverteilungsmodell unter Beru¨cksichti-
gung zeitabha¨ngiger Confounder
Fu¨r die Simulation exponentialverteilter Grundu¨berlebenszeiten, unter zusa¨tzli-
cher Beru¨cksichtigung zeitabha¨ngiger Confounder, wurde das in Abschnitt 2.2.1
beschriebene Szenario einer randomisierten Studie mit Zwischenereignissen zu-
grundegelegt. Die Zuteilung der Folgebehandlung A˜ erfolgte dabei, wie beschrie-
ben, fu¨r Individuen mit prognostisch besserem Ausgangsstatus. Als entsprechen-
der Schwellenwert uc fu¨r die Zuteilung der Folgebehandlung wurde das 0,25-
Quantil der zugrundeliegenden Verteilung von U festgesetzt. Fu¨r die Scha¨tzung
des kausalen Therapieeffektes auf das U¨berleben wurde dann das im Abschnitt
3.2.4 vorgestellte kausale Verteilungsmodell (KV) mit der Likelihoodfunktion
(3.53) herangezogen. Die Pru¨fung der Nullhypothese (1.16) erfolgte in diesem
Ansatz u¨ber die Waldstatistik (3.76). Zum Vergleich wurde eine konventionelle
Scha¨tzung des Behandlungseffektes mit dem fu¨r zeitabha¨ngige Kovariablen er-
weiterten Cox-Modell vorgenommen. Als zeitabha¨ngige Kovariablen wurden da-
bei die Therapie A(t), das Zwischenereignis Z(t) und die Folgebehandlung A˜(t)
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beru¨cksichtigt.
Im Zuge der Cox-Regressionsanalysen kam es insbesondere bei kleinen Stichpro-
benzahlen, bzw. hohen Zensierungsanteilen, zu Konvergenzproblemen und ent-
sprechenden Extremwerten bei der Parameterscha¨tzung. Um unverzerrte Lage-
und Streuungsmaße der asymptotisch normalverteilten Scha¨tzer zu erhalten, wur-
den Extremwerte, welche mehr als drei Interquartilsbereiche vom ersten bzw.
dritten Quartil entfernt lagen, von der Auswertung ausgeschlossen.
In Tabelle 4.4 sind die deskriptiven Statistiken der Parameterscha¨tzungen, re-
sultierend aus je 1000 Simulationsla¨ufen mit einer Gesamtstichprobengro¨ße von
n=200, fu¨r die beiden Inferenzansa¨tze (KV und COX) dargestellt (die entspre-
chenden Tabellen fu¨r Stichprobenumfa¨nge von n=100 und n=300 sind im An-
hang A zu finden). Die auf dem likelihoodbasierten KV-Ansatz beruhenden
Parameterscha¨tzungen erzielten in nahezu allen Simulationsla¨ufen eine ho¨here
Akkurarita¨t als die auf dem Cox-Modell beruhenden Scha¨tzungen. Des Weite-
ren waren konsistent kleinere Standardabweichungen der empirischen Parame-
terscha¨tzungen im KV-Ansatz zu verzeichnen, so dass sich dieses innovative In-
ferenzmodell durchweg als MSE-besser im Vergleich zum konventionellen Cox-
Regressionsverfahren erwies.
In Tabelle 4.5 sind die H0-Ablehnungswahrscheinlichkeiten unter verschiedenen
vorgegebenen Therapieeffekten und Gesamtfallzahlen wiedergegeben. Unter der
Gu¨ltigkeit der kausalen Nullhypothese (1.16), d.h. fu¨r ξ0 = 0, konnte u¨ber den
verteilungsbasierten kausalen Inferenzansatz das vorgegebene Signifikanzniveau
von 5% approximativ eingehalten werden. Im Gegensatz dazu wurde im Cox-
Regressionsansatz mit zeitabha¨ngigen Kovariablen der festgesetzte Fehler 1. Art
in allen Simulationsla¨ufen nicht unerheblich u¨berschritten. So resultierten in etwa
doppelt so hohe Ablehnungswahrscheinlichkeiten unter dem Cox-Modell im Ver-
gleich zum KV-Ansatz. Der kleinste Fehleranteil lag im Cox-Modell bei 6,5% und
der gro¨ßte immerhin bei 11.5%. Im KV-Ansatz betrug die Spannweite hingegen
3,6% bis 5,6%. Bei kleinen Stichprobenumfa¨ngen konnten somit die KV-basierten
Fehlerwahrscheinlichkeiten als tendenziell konservativ befunden werden, da sie
das vorgegebene Signifikanzniveau von 5% mitunter nicht ausscho¨pften.
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Zensierungsanteil: 0% 15% 25% 50%
n=200 Verfahren: KV COX KV COX KV COX KV COX
MW 0,01 -0,04 0,02 -0,03 0,01 -0,03 0,02 -0,03
Median 0,01 -0,04 0,02 -0,03 0,01 -0,03 0,01 -0,02
ξ0 = 0 Stabw. 0,23 0,25 0,24 0,27 0,24 0,26 0,24 0,26
2,5 Perz. -0,41 -0,72 -0,47 -0,78 -0,47 -0,61 -0,46 -0,58
97,5 Perz. 0,47 0,47 0,48 0,50 0,50 0,53 0,52 0,56
MSE 0,05 0,06 0,06 0,07 0,06 0,07 0,06 0,07
MW 0,42 0,40 0,41 0,40 0,41 0,39 0,41 0,39
Median 0,42 0,40 0,41 0,38 0,41 0,40 0,40 0,39
ξ0 = ln(1, 5) Stabw. 0,22 0,24 0,23 0,26 0,23 0,24 0,22 0,23
[0,41] 2,5 Perz. -0,01 -0,07 -0,02 -0,10 -0,03 -0,10 0,01 -0,08
97,5 Perz. 0,87 0,88 0,88 0,94 0,86 0,88 0,88 0,93
MSE 0,05 0,06 0,05 0,07 0,05 0,06 0,05 0,06
MW 0,70 0,67 0,71 0,67 0,70 0,67 0,70 0,67
Median 0,70 0,67 0,69 0,66 0,70 0,67 0,69 0,66
ξ0 = ln(2) Stabw. 0,27 0,28 0,27 0,28 0,28 0,30 0,28 0,29
[0,69] 2,5 Perz. 0,21 0,14 0,19 0,15 0,16 0,10 0,19 0,13
97,5 Perz. 1,27 1,27 1,26 1,27 1,30 1,29 1,27 1,25
MSE 0,07 0,08 0,07 0,08 0,08 0,09 0,08 0,08
Tabelle 4.4: Scha¨tzung des Kausalparameters ξ0 im Exponentialmodell mit Zwi-
schenereignis und ereignisbedingter Therapiea¨nderung. Deskriptive Statistiken
der Parameterscha¨tzungen aus dem kausalen Verteilungsmodell (KV) und dem
Cox-Modell mit zeitabha¨ngigen Kovariablen (COX) im Vergleich; 1000 Simulati-
onsla¨ufe; Gesamtfallzahl n=200
Die Simulationsergebnisse hinsichtlich der Teststa¨rke (Power) beider Ansa¨tze
zeigten fu¨r gegebene Therapieeffekte ξ0 6= 0 in nahezu allen Testsituationen ho¨he-
re Werte fu¨r den KV-Ansatz auf (Tabelle 4.5). Das likelihood-basierte kausale
Verteilungsmodell konnte somit in diesen Simulationsuntersuchungen als valider
(Einhaltung des vorgegebenen alpha-Niveaus) und effizienter (vorwiegend gro¨ße-
re Power) als das Cox-Regressionsmodell unter Beru¨cksichtigung zeitabha¨ngiger
Kovariablen befunden werden.
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Kapitel 5
Anwendung auf reale Daten
In einer multizentrischen, randomisierten klinischen Studie an Patienten mit
nicht-kleinzelligem Bronchialkarzinom (NSCLC) (Huber et al. 2006 [25]) wur-
de untersucht, ob nach erfolgter neoadjuvanter Chemotherapie eine kombinierte
Strahlen-Chemotherapie (simultane Gabe von Taxol wa¨hrend der Bestrahlung)
zu einem la¨ngeren Gesamtu¨berleben im Vergleich zur konventionellen alleinigen
Strahlentherapie fu¨hrt. Als Nebenzielgro¨ße wurde des Weiteren die Zeit bis zum
Eintreten einer Tumorprogression betrachtet. Fu¨r die Auswertung des prima¨ren
Studienendpunktes konnten insgesamt 212 randomisierte Patienten beru¨cksich-
tigt werden (Arm A: Alleinige Strahlentherapie (n=113); Arm B: Simultane
Strahlen-Chemotherapie (n=99)).
Bei 162 der 212 Patienten musste im Laufe der Nachbeobachtung eine Tumor-
progression verzeichnet werden. Die gescha¨tzte mediane Dauer bis zum Auftreten
einer Progression lag unter der alleinigen Bestrahlung bei 6,3 Monaten im Ver-
gleich zu 11,5 Monaten unter der simultanen Strahlen-Chemotherapie (Hazard
Ratio B vs. A: 0,57; 95%-KI: 0,42-0,79; p<0,001). Die mediane U¨berlebenszeit
betrug 14,1 Monate unter alleiniger Bestrahlung im Vergleich zu 18,7 Mona-
ten unter der simultanen Strahlen-Chemotherapie (Hazard Ratio B vs. A: 0,76;
95%-KI: 0,56-1,05; p=0,091). Somit konnte trotz eines deutlichen Therapieef-
fektes hinsichtlich des Progressionsrisikos kein statistisch signifikanter Effekt der
innovativen Strahlen-Chemotherapie bzgl. des Gesamtu¨berlebens nachgewiesen
werden.
Von den insgesamt 162 progredienten Patienten erhielten 60 (37 %) weitere Che-
motherapiezyklen im Rahmen einer so genannten Secondline-Therapie (Arm A:
40/97 (41%); Arm B: 20/65 (31%)). Weiterfu¨hrende U¨berlebenszeitanalysen, un-
ter Beru¨cksichtigung der zeitabha¨ngigen Confoundervariablen Progression und
Secondline-Therapie, sollten nun weiteren Aufschluss u¨ber den zugrundeliegen-
den Therapieeffekt auf das U¨berleben liefern. Im Zuge dieser Sensitivita¨tsanalysen
wurde sowohl das konventionelle Cox-Modell fu¨r zeitabha¨ngige Kovariablen als
auch das in Abschnitt 3.2.4 vorgestellte kausale Verteilungsmodell zur Beru¨ck-
sichtigung zeitabha¨ngiger Confoundervariablen verwendet.
Im Cox-Modell ergab sich eine confounderadjustierte Scha¨tzung des Hazard Rati-
os fu¨r das Sterberisiko (B vs. A) von 2,10 (95%-KI: 0,96-4,56; p=0,062). Es zeigte
sich also nach Beru¨cksichtigung der Variablen Tumorprogression und Secondline-
Therapie sogar ein deutlich negativer Effekt der innovativen Behandlung B bzgl.
des U¨berlebens. Demnach war in diesem Studienkollektiv das alleinig auf die The-
rapie zuru¨ckzufu¨hrende Sterberisiko unter Behandlung B circa doppelt so hoch
wie in Therapiearm A. Allerdings ergab sich ein relatives breites Konfidenzinter-
vall fu¨r diese Scha¨tzung, welches auch einen begu¨nstigenden Therapieeffekt nicht
ausschloss, so dass keine hinreichende Evidenz fu¨r einen tatsa¨chlich zugrundelie-
genden negativen Effekt der Behandlung B auf das U¨berleben abgeleitet werden
kann1.
Um den in Abschnitt 3.2.4 vorgestellten kausalen verteilungsbasierten Inferenzan-
satz anwenden zu ko¨nnen, wurde zuna¨chst die Verteilungsannahme exponential-
verteilter U¨berlebenszeiten gepru¨ft. Zu diesem Zweck wurden die kumulativen
1Da es sich um eine im Studienprotokoll nicht pre-spezifizierte Analyse handelt, ist die Aussa-
gekraft dieses Ergebnisses ohnehin limitiert. So ko¨nnen Resultate derartiger Post-Hoc-Analysen
lediglich hypothesengenerierenden, aber niemals konfirmatorischen Charakter besitzen (Good
& Harding 2006, S. 8 [18]). Des Weiteren wurde der so genannten multiplen Testproblematik in
dieser Untersuchung nicht hinreichend Rechnung getragen, so dass unter zusa¨tzlicher Beru¨ck-
sichtigung dieses Aspektes noch konservativere Signifikanzwerte resultieren wu¨rden.
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Hazardraten fu¨r das Ereignis progressfreier Tod2 in den Therapiegruppen nicht-
parametrisch gescha¨tzt und mit den vorhergesagten kumulierten Risikowerten aus
den angepassten Exponentialmodellen deskriptiv verglichen (Abbildung 5.1).
Abbildung 5.1: Gescha¨tzte kumulative Hazardraten progressfreier Tod - NSCLC
Datensatz: Nelson-Aalen-Scha¨tzung ( ) / Exponentialmodell (−−−)
Die ersichtliche Anpassung des Exponentialmodells konnte insgesamt als ange-
messen erachtet werden. So konnte, entsprechend der anna¨hernd linearen Gestalt
der nicht-parametrischen Scha¨tzfunktionen (Neslon-Aalen Scha¨tzungen), die An-
nahme exponentialverteilter Ereigniszeiten in den Therapiegruppen beibehalten
werden. In der anschließenden Analyse mittels des exponentialen Verteilungsmo-
dells ergab sich die Scha¨tzung des kausalen Therapieeffektes auf das U¨berleben
(Hazard Ratio: B vs. A) zu 1,94 (95%-KI: 0,90-4,22, p=0,093). Es resultierte
damit also zwar ein a¨hnlicher, aber immerhin um 16 Prozentpunkte niedriger
gescha¨tzter Risikounterschied zwischen den Behandlungsgruppen im Vergleich
zum Cox-Modell mit zeitabha¨ngigen Kovariablen.
Die Ergebnisse beider Verfahren zeigen also auf, dass der tendenziell ersichtliche
Vorteil im Gesamtu¨berleben von Patienten aus Behandlungsarm B vielmehr auf
den geringeren Anteil progressbedingter Todesfa¨lle in diesem Arm zuru¨ckzufu¨hren
2Gema¨ß (3.53) wurden, neben den nichtverstorbenen Patienten, auch Patienten mit vorhan-
denem Tumorrezidiv zum Zeitpunkt ihrer Progression als ”zensiert” definiert.
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ist (aufgrund geringerer Progressraten unter B) als auf einen unmittelbaren the-
rapieinduzierten U¨berlebensvorteil.
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Kapitel 6
Diskussion
6.1 Zusammenfassung und Ergebnisse
In der vorliegenden Arbeit wurde ein neues kausales Inferenzkonzept zur Analyse
von Therapieeffekten in randomisierten Studien begru¨ndet. Statistische Inferenz
fu¨r kausale Therapieeffekte erfolgt in diesem Ansatz verteilungsbasiert unter der
Annahme gleicher (parametrisierbarer) stetiger Ereigniszeitverteilungen in den
Behandlungsgruppen. Gleichfalls wird, bedingt durch den unterstellten kausalen
Effekt einer Behandlung, ein so genanntes rank-preserving-Modell (1991 [55]) im-
pliziert. Demnach kann zwar die (individuelle) Ereigniszeit durch die Behandlung
beeinflusst werden, jedoch bleibt die Ereignisreihenfolge (z.B. die Sterbeordnung)
der betrachteten Indivduen unter jeder Therapie die gleiche.
In Analogie zu Maldonado und Greenland (2002 [38]) wird in dem neu vorgestell-
ten Modellansatz davon ausgegangen, dass sich die zugrundeliegenden kausalen
Effekte in populationsbezogenen Statistiken bzw. Effektmaßen widerspiegeln. Im
Speziellen wird unterstellt, dass die kausalen Behandlungseffekte unmittelbar zu
einer A¨nderung der Verteilung fu¨hren, wobei sich grundlegend nicht der Vertei-
lungstyp, sondern lediglich die die Verteilung bestimmenden Parameter a¨ndern.
Diese, zuna¨chst mo¨glicherweise ku¨nstlich wirkende, Annahme kann informal be-
gru¨ndet werden: In einer regula¨r durchgefu¨hrten randomisierten Studie mu¨ssen
6.1 Zusammenfassung und Ergebnisse
beobachtete Behandlungsgruppenunterschiede in der Zielgro¨ße (mit vorgegebe-
ner Irrtumswahrscheinlichkeit) von der Behandlung herru¨hren (Rubin 1974 [70],
1978 [71], Holland 1986 [23]). Die Annahme, dass prognostisch schlechtere In-
dividuen, egal unter welcher Therapie, stets schlechter abschneiden werden als
prognostisch bessere Inidividuen im gleichen Behandlungsarm (rank-preserving-
Annahme), ist dabei trotz ihrer Nichtverifizierbarkeit klinisch plausibel. Wenn al-
so gleiche (parametrisierbare) Verteilungstypen der Ereigniszeiten in den Behand-
lungsgruppen beobachtet werden und die rank-preserving-Annahme gilt, dann
wird der Behandlungseffekt u¨ber die Unterschiede in den Parametern der zu-
grundeliegenden Ereigniszeitverteilung unmittelbar ausgedru¨ckt. Der Forderung
von Kaufman und Kaufman (Kaufman J.S. & Kaufman S. [28]), dass Kausalita¨t
letztendlich auf Individuenbasis beruhen muss, Zitat ([28] S. 431):
”
...because cau-
sation ultimately operates at the individual level...”, wird dennoch entsprochen,
da die beobachteten Verteilungsunterschiede zwischen den Behandlungsgruppen
letztendlich auf therapiebedingten A¨nderungen der individuellen Ereigniszeiten
beruhen. U¨ber die inverse Verteilungsfunktion der unterstellten latenten Ereig-
niszeitverteilung kann die konkrete Verknu¨pfung der individuellen beobachteten
Ereigniszeiten mit den kontrafaktischen Grundu¨berlebenszeiten direkt abgelei-
tet werden. Die parametergesteuerte Modellierung von Verteilungsunterschieden
steht dabei auch im Einklang mit Elwerts und Winships Aussage, dass mittle-
re populationsbezogene kausale Effekte eher von Interesse sind als ein kausaler
individuenspezifischer Effekt, Zitat (Elwert & Winship [13] S. 433):
”
Typical-
ly, we are not interested in the causal effect for a specific individual, but rather
the average causal effect...in the study population.” Neben der vergleichsweise
einfachen U¨bersetzung kausaler individuenspezifischer Behandlungseffekte in die
A¨nderung populationsbezogener Verteilungsparameter bietet der neu vorgestell-
te verteilungsbasierte Inferenzansatz einen weiteren, methodischen Vorteil. So
beruht die fu¨r den G-Estimation-Ansatz notwendige Modellannahme u¨ber die
Verknu¨pfung der individuellen beobachteten und kontrafaktischen Ereigniszeiten
ausschließlich auf den beobachteten Ereignsizeitverteilungen in der Stichprobe.
Im Gegensatz zu dem in der Literatur [61, 58, 57, 82] ha¨ufig unterstellten AFT-
Modell von Cox und Oakes (1986 [9]) la¨sst sich somit u¨ber den verteilungsba-
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sierten Inferenzansatz ein kausales Ereigniszeitmodell formulieren, welches auch
empirisch begru¨ndbar ist. Fu¨r den Spezialfall exponentialverteilter Ereigniszei-
ten entspricht dieses Modell dem AFT-Ansatz von Cox und Oakes, so dass die
getroffene Formulierung in keinem Widerspruch zu den bereits etablierten Mo-
dellansa¨tzen steht. In den Simulationsstudien dieser Arbeit konnte gezeigt wer-
den, dass erwartungstreue und konsistente Parameterscha¨tzungen u¨ber das kau-
sale Inferenzmodell erreicht werden ko¨nnen, welche dem konventionellen Cox-
Regressionsansatz in ihrer Effizienz nicht nachstehen. Ferner konnte im Modell
mit zeitabha¨ngigen Confoundervariablen demonstriert werden, dass likelihood-
basierte Inferenz beruhend auf dem kausalen verteilungsbasierten Scha¨tzmodell,
im Gegensatz zum Cox-Modell fu¨r zeitabha¨ngige Kovariablen, die Einhaltung des
vorgegebenen alpha-Niveaus gewa¨hrleistet und bei Nichtzutreffen der Nullhypo-
these auch eine vorwiegend ho¨here Teststa¨rke aufweist. Zwar ist die Implemen-
tierung des auf dem G-Estimation-Ansatz beruhenden Scha¨tz- und Testverfah-
rens insbesondere im mehrparametrischen Verteilungsmodell aufwendig, jedoch
ermo¨glicht die heute zur Verfu¨gung stehende Computertechnologie eine zeiteffi-
ziente Umsetzung auch dieser umfassenden Rechenprozeduren.
In der Anwendung des kausalen Scha¨tzmodells auf reale Daten von NSCLC-
Patienten konnte ein ho¨heres therapiebedingtes Sterberisiko von Patienten un-
ter simultaner Strahlen-Chemotherapie eruiert werden, obwohl die konventio-
nelle Evaluation des Gesamtu¨berlebens zuna¨chst einen tendenziellen Vorteil fu¨r
diese Behandlungsgruppe im Vergleich zur alleinigen Strahlentherapiebehand-
lung suggerierte. Demnach sind die zuna¨chst besseren Gesamtu¨berlebensraten im
Strahlen-Chemotherapiearm vor allem auf geringere Progressraten und damit auf
ein geringeres progressbedingtes Sterberisiko zuru¨ckzufu¨hren. Die ho¨heren thera-
piebedingten Sterbewahrscheinlichkeiten im innovativen Behandlungsarm ko¨nn-
ten dabei durch die aggressivere Form der Therapie (gleichzeitige Bestrahlung
und Chemotherapie) zu erkla¨ren sein.
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Die Ergebnisse der Simulationsstudien sowie das Beispiel der NSCLC-Studie
machen die Problematik zeitabha¨ngiger Confounder bei der Beurteilung von
Therapieeffekten in klinischen Studien deutlich. Sicherlich mag zuna¨chst das
gesamte (therapie- und zwischenereignisbedingte) Sterberisiko fu¨r eine Thera-
pieempfehlung ausschlaggebend sein, andererseits ist aber auch die Scha¨tzung
des kausalen Effektes der Therapie fu¨r eine anna¨hernd korrekte Abbildung der
zugrundeliegenden Zusammenha¨nge unerla¨sslich und enorm wichtig fu¨r weitere
Forschungs- und Anwendungsvorhaben hinsichtlich der Therapie. Ist beispiels-
weise vorgesehen, die Strahlen-Chemotherapie fu¨r eine andere Tumorindikati-
on einzusetzen, muss zuna¨chst sichergestellt sein, dass auch in dieser Anwen-
dung ein hinreichendes Ansprechen der Therapie (Verringerung der Progresswahr-
scheinlichkeit) erfolgt. Bleibt dies aus, werden sich therapiebedingte Unterschie-
de in der Sterblichkeit unmittelbar auf das Gesamtu¨berleben u¨bertragen und
in diesem Fall potenziell zu einem schlechteren Ergebnis unter der simultanen
Strahlen-Chemotherapiebehandlung fu¨hren. Analysen hinsichtlich des kausalen
Therapieeffektes sollten daher in jeder randomisierten klinischen Studie erfolgen:
Zum einen als Sensitivita¨tsanalyse hinsichtlich eines ersichtlichen (unadjustier-
ten) Therapieeffektes und zum anderen, vor allem in Studien mit hoher Pra¨valenz
kritischer Zwischenereignisse, zur Abscha¨tzung und zum Vergleich der tatsa¨chlich
zuschreibbaren Mortalita¨t konkurierender Behandlungen.
6.3 Ausblick
Das im Rahmen dieser Dissertation erarbeitete kausale verteilungsbasierte Infe-
renzmodell ist prinzipiell fu¨r randomisierte Studien konzipiert, in welchen Ziel-
gro¨ßen (insbesondere Ereigniszeiten) mit stetigen, parametrisierbaren Verteilun-
gen im Interesse der Untersuchungen stehen. In der vorliegenden Arbeit wurde
dabei vorwiegend auf das Beispiel einer zweiarmigen Studie mit exponential- bzw.
weibullverteilten Ereigniszeiten eingegangen. Eine Verallgemeinerung auf mehr-
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armige Studien bzw. beliebig stetig (parametrisierbar) verteilte Zielgro¨ßen kann
dabei unmittelbar erfolgen. So muss im mehrarmigen Design lediglich eine (bzw.
verschiedene) Referenzbehandlungsgruppe(n) definiert werden, um entsprechen-
de kausale Behandlungseffekte scha¨tzen zu ko¨nnen. Die Parametertransformati-
on hθ wurde in den Beispielanwendungen zuna¨chst u¨ber die Exponentialfunktion
definiert, so dass proportionale Parametermodelle und damit im Falle exponenti-
alverteilter Ereigniszeiten proportionale Risikomodelle resultierten. Fu¨r die Wahl
von hθ kann alternativ auch jede andere reellwertige positive Funktion herange-
zogen werden. Da der kausale Effekt der Therapie auf die Parameter der Vertei-
lung und nicht direkt auf die verteilungsspezifische Risikorate abbgebildet wird,
mu¨ssen, mit Ausnahme exponentialverteilter Ereigniszeiten, die gescha¨tzten Pa-
rameterunterschiede in den Ereignsizeitverteilungen der Behandlungsgruppen in
Unterschiede der (zeitabha¨ngigen) Hazardraten u¨bersetzt werden. Da in parame-
trischen Verteilungsmodellen auch die Hazardraten u¨ber die Parameter festge-
legt sind, kann dies unmittelbar durch Substitution der Parameterscha¨tzungen
erreicht werden. Weitere Simulationsstudien ko¨nnten untersuchen, inwiefern die
korrespondierenden Konfidenzbereiche der Parameterscha¨tzungen festgelegt wer-
den mu¨ssen, um auch nach Einsetzen dieser Intervallgrenzen einen vorgegebenen
Vertrauensgrad fu¨r die resultierenden Risikoverha¨ltnisse einzuhalten.
Ko¨nnen fu¨r den Begriff Kausalita¨t inhaltlich konsistente Definitionen gefunden
werden (Hume 1748 [24]; Holland 1986 [23]; Barnad 1982 [5], S. 387; Pearl
2000 [47]), so bleibt im Allgemeinen die begriﬄiche Eingrenzung und insbeson-
dere die Quantifizierung eines spezifischen kausalen Effektes schwierig. Zwar sind
die meisten Fragestellungen in den Natur- und Gesundheitswissenschaften prin-
zipiell kausal in ihrer Begru¨ndung, dennoch muss per Axiom davon ausgegangen
werden, dass es nicht einen spezifischen kausalen Effekt, beispielsweise einer Ex-
position oder einer Behandlung, auf irgendeine interessierende Zielgro¨ße gibt. So
wird der Effekt eines kausalen Faktors stets vom Ausmaß (z.B. Menge und Dauer
einer Exposition) sowie ganz allgemein von den individuellen Eigenschaften des
Individuums (unterschiedliche kausale Effekte in verschiedenen Subpopulationen)
abha¨ngen. Diese Diskrepanz zwischen der klaren Vorstellung von Kausalita¨t auf
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Individuenbasis (
”
Wa¨re y auch ohne das (vorherige) Ereignis x eingetreten?”
bzw.
”
War das (vorherige) Ereignis x hinreichende Ursache fu¨r das Eintreten von
Ereignis y?”) und der letztendlich nur beschra¨nkten Erkla¨rbarkeit solcher Kausa-
lita¨ten mittels populationsbezogener Beobachtungen ko¨nnte einer der Gru¨nde fu¨r
die bisher nur zo¨gerliche Etablierung kausaler Inferenzmodelle in der naturwissen-
schaftlichen Forschung sein. Das in dieser Arbeit vorgeschlagene kausale vertei-
lungsbasierte Inferenzmodell kann somit durchaus als
”
Vermittlungsschritt” zwi-
schen kausaler indidividuenspezifischer und klassischer populationsbasierter (von
Holland 1986 [23] als
”
associational” bezeichneten) Inferenzstatistik gesehen wer-
den. Derartige Verknu¨pfungen sind auch weiterhin notwendig, um das zweifellos
große Potential kausaler Inferenz zu nutzen und gewinnbringend in Wissenschaft,
Forschung und Lehre zu etablieren.
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Anhang A
Ergebnisse Simulationsstudien
Zensierungsanteil: 0% 15% 25% 50%
n=100 Verfahren: A B C A B C A B C A B C
MW 0,00 0,00 0,00 0,01 0,02 0,02 0,00 0,00 0,00 0,00 0,00 0,00
Median 0,00 0,00 -0,01 0,01 0,01 0,02 -0,01 -0,01 -0,01 0,00 0,00 0,00
ξ0 = 0 Stabw. 0,22 0,22 0,20 0,22 0,22 0,22 0,22 0,22 0,23 0,22 0,22 0,22
2,5 Perz. -0,41 -0,42 -0,38 -0,46 -0,45 -0,43 -0,43 -0,43 -0,43 -0,44 -0,44 -0,47
97,5 Perz. 0,45 0,44 0,41 0,46 0,45 0,45 0,45 0,45 0,46 0,43 0,42 0,41
MSE 0,05 0,05 0,04 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05
MW 0,42 0,42 0,42 0,41 0,41 0,41 0,40 0,40 0,40 0,40 0,40 0,40
Median 0,42 0,42 0,42 0,42 0,41 0,41 0,40 0,40 0,40 0,39 0,39 0,39
ξ0 =ln(1,5) Stabw. 0,22 0,22 0,21 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22 0,22
[0,41] 2,5 Perz. 0,00 -0,01 0,01 0,00 0,00 0,01 -0,01 -0,01 -0,02 -0,01 0,00 -0,01
97,5 Perz. 0,88 0,88 0,85 0,85 0,85 0,86 0,83 0,83 0,84 0,85 0,85 0,86
MSE 0,05 0,05 0,04 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05
MW 0,69 0,69 0,70 0,69 0,69 0,70 0,71 0,71 0,71 0,70 0,70 0,71
Median 0,69 0,69 0,70 0,69 0,70 0,70 0,71 0,71 0,70 0,71 0,70 0,70
ξ0 = ln(2) Stabw. 0,22 0,23 0,22 0,23 0,22 0,23 0,22 0,22 0,22 0,22 0,22 0,23
[0,69] 2,5 Perz. 0,27 0,26 0,29 0,26 0,26 0,25 0,30 0,30 0,29 0,28 0,27 0,28
97,5 Perz. 1,17 1,17 1,14 1,12 1,10 1,19 1,13 1,12 1,16 1,10 1,12 1,14
MSE 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05 0,05
Zensierungsanteil: 0% 15% 25% 50%
n=300 Verfahren: A B C A B C A B C A B C
MW 0,00 0,00 0,00 0,01 0,01 0,01 0,00 0,00 0,00 0,00 0,00 0,00
Median -0,01 -0,01 0,00 0,00 0,01 0,01 0,00 0,01 0,01 0,00 0,00 0,00
ξ0 = 0 Stabw. 0,13 0,13 0,12 0,12 0,12 0,12 0,13 0,13 0,13 0,13 0,13 0,13
2,5 Perz. -0,24 -0,24 -0,23 -0,24 -0,24 -0,24 -0,27 -0,27 -0,26 -0,24 -0,24 -0,23
97,5 Perz. 0,24 0,24 0,21 0,25 0,25 0,25 0,24 0,24 0,23 0,27 0,26 0,27
MSE 0,02 0,02 0,01 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02
MW 0,41 0,41 0,41 0,40 0,40 0,41 0,41 0,41 0,41 0,40 0,40 0,41
Median 0,41 0,41 0,41 0,40 0,40 0,40 0,41 0,41 0,42 0,40 0,40 0,40
ξ0 = ln(1,5) Stabw. 0,13 0,13 0,12 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13
[0,41] 2,5 Perz. 0,17 0,17 0,18 0,16 0,16 0,16 0,17 0,17 0,18 0,16 0,16 0,16
97,5 Perz. 0,65 0,65 0,65 0,68 0,67 0,66 0,65 0,65 0,66 0,66 0,66 0,65
MSE 0,02 0,02 0,01 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02
MW 0,69 0,69 0,70 0,70 0,70 0,70 0,69 0,69 0,69 0,69 0,69 0,70
Median 0,69 0,69 0,69 0,70 0,70 0,70 0,69 0,69 0,69 0,69 0,69 0,69
ξ0 = ln(2) Stabw. 0,13 0,13 0,12 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13 0,13
[0,69] 2,5 Perz. 0,45 0,45 0,47 0,44 0,45 0,44 0,45 0,44 0,45 0,45 0,45 0,45
97,5 Perz. 0,94 0,94 0,95 0,94 0,94 0,94 0,94 0,95 0,95 0,95 0,95 0,96
MSE 0,02 0,02 0,01 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02 0,02
Tabelle A.1: Exponentialmodell ohne Zwischenereignis: Deskriptive Statistiken der Parame-
terscha¨tzungen; 1000 Simulationsla¨ufe fu¨r n ∈ {100, 300}.
Zensierungsanteil: 0% 15% 25% 50%
n=100 Verfahren: KV COX KV COX KV COX KV COX
MW 0,00 -0,04 0,01 -0,02 0,03 -0,02 0,02 -0,01
Median 0,00 -0,05 0,00 -0,02 0,02 -0,02 0,01 -0,02
ξ0 = 0 Stabw. 0,31 0,34 0,34 0,37 0,35 0,37 0,33 0,36
2,5 Perz. -0,58 -0,80 -0,63 -0,84 -0,67 -1,00 -0,59 -0,72
97,5 Perz. 0,63 0,63 0,68 0,86 0,71 0,74 0,71 0,79
MSE 0,10 0,12 0,11 0,14 0,12 0,14 0,11 0,13
MW 0,41 0,39 0,42 0,40 0,43 0,41 0,40 0,37
Median 0,41 0,39 0,42 0,39 0,41 0,40 0,39 0,35
ξ0 = ln(1,5) Stabw. 0,30 0,32 0,33 0,35 0,35 0,37 0,33 0,35
[0,41] 2.5 Perz. -0,18 -0,32 -0,22 -0,37 -0,20 -0,32 -0,19 -0,41
97,5 Perz. 0,98 1,10 1,07 1,16 1,18 1,26 1,06 1,20
MSE 0,09 0,10 0,11 0,12 0,12 0,14 0,11 0,12
MW 0,74 0,71 0,72 0,69 0,70 0,66 0,74 0,70
Median 0,73 0,70 0,69 0,66 0,67 0,64 0,72 0,68
ξ0 = ln(2) Stabw. 0,39 0,41 0,42 0,45 0,42 0,43 0,44 0,45
[0,69] 2.5 Perz. 0,04 -0,02 -0,04 -0,17 -0,04 -0,12 -0,01 -0,14
97,5 Perz. 1,57 1,60 1,64 1,62 1,54 1,51 1,68 1,66
MSE 0,15 0,17 0,17 0,20 0,18 0,18 0,19 0,20
Zensierungsanteil: 0% 15% 25% 50%
n=300 Verfahren: KV COX KV COX KV COX KV COX
MW -0,01 -0,04 -0,01 -0,04 -0,01 -0,04 0,00 -0,04
Median -0,01 -0,05 -0,01 -0,05 -0,02 -0,06 0,00 -0,04
ξ0 = 0 Stabw. 0,19 0,21 0,21 0,22 0,20 0,23 0,19 0,21
2,5 Perz. -0,38 -0,65 -0,39 -0,51 -0,39 -0,77 -0,38 -0,55
97,5 Perz. 0,35 0,40 0,40 0,42 0,38 0,42 0,38 0,42
MSE 0,03 0,05 0,04 0,05 0,04 0,05 0,04 0,04
MW 0,41 0,40 0,41 0,39 0,41 0,39 0,42 0,40
Median 0,42 0,40 0,41 0,40 0,41 0,39 0,42 0,40
ξ0 = ln(1, 5) Stabw. 0,18 0,19 0,19 0,20 0,18 0,19 0,19 0,20
[0,41] 2,5 Perz. 0,06 0,01 0,03 0,00 0,07 -0,09 0,06 -0,07
97,5 Perz. 0,76 0,77 0,78 0,79 0,77 0,77 0,76 0,77
MSE 0,03 0,04 0,04 0,04 0,03 0,04 0,04 0,04
MW 0,71 0,67 0,73 0,69 0,70 0,67 0,71 0,67
Median 0,69 0,66 0,72 0,69 0,69 0,66 0,70 0,68
ξ0 = ln(2) Stabw. 0,23 0,24 0,23 0,25 0,23 0,24 0,23 0,24
[0,69] 2,5 Perz. 0,28 0,22 0,31 0,23 0,26 0,21 0,27 0,23
97,5 Perz. 1,17 1,17 1,19 1,19 1,17 1,16 1,17 1,14
MSE 0,05 0,06 0,05 0,06 0,05 0,06 0,05 0,06
Tabelle A.2: Scha¨tzung des Kausalparameters ξ0 im Exponentialmodell mit Zwi-
schenereignis und ereignisbedingter Therapiea¨nderung. Deskriptive Statistiken
der Parameterscha¨tzungen aus dem kausalen Verteilungsmodell (KV) und dem
Cox-Modell mit zeitabha¨ngigen Kovariablen (COX) im Vergleich; 1000 Simulati-
onsla¨ufe; Gesamtfallzahlen n ∈ {100, 300}.
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Anhang B
R-Implementierungen
Fu¨r die Ausfu¨hrung der nachfolgenden Programmcodes werden das R-Paket sur-
vival [78] sowie die Funktion expand.breakpoints() [37] (fu¨r das Cox-Modell mit
zeitabha¨ngigen Kovariablen) beno¨tigt.
###################################################################
Programm fu¨r G-Estimation basierte Scha¨tzung des Effektparameters ξ0 (log-
Hazard-Ratio) im Exponentialmodell einer zweiarmigen randomisierten Studie
ohne Beru¨cksichtigung von Zwischenereignissen:
# Funktion: simexp()
# Inhalt: Simulation exponentialverteilter Ueberlebensdauern
# Funktionsargumente: nges -> Anzahl Individuen gesamt
# l0 -> Hazardrate im Referenzarm A=0
# l1 -> Hazardrate im Alternativarm A=1
# cens -> Indikatorvariable ob Zensierungen vorkommen sollen
# Ende -> Quantil der U-Verteilung: Beobachtungsende um
# vorgegebene Zensierungsanteile zu erhalten
# Funktionsausgabe: (nges x 5)-Datensatz: (ID, ai, ti, status, Ci)
simexp<-function(nges=200,l0=0.2,l1=0.4,cens=0,Ende=0.999)
{
# Initialisierung Gruppenvariable (Randomisation):
ai<-c(rep(0,nges/2),rep(1,nges/2))
# Festlegung Studienende (entsprechend des gewaehlten Zensierungsanteils):
Czeit<-qexp(Ende,l0)
# Erzeugung der Start- bzw. Studieneinschlusszeiten:
begin<-runif(nges,0,Czeit)
# Erzeugung der potentiellen Zensierungszeiten Ci:
Ci<-Czeit-begin
# Erzeugung der therapiespezifischen Ueberlebensdauern zzgl. Startzeit:
ti<-begin+c(rexp(nges/2,l0),rexp(nges/2,l1))
# Erzeugung des Zensierungsindikators (status) und der beobachteten
# Ueberlebens- bzw. Zensierungszeiten:
if(cens>0)
{
status<-(ti<=Czeit)*1
ti<-(ti<=Czeit)*(ti-begin)+(ti>Czeit)*(Czeit-begin)
}
if(cens==0)
{
status<-rep(1,nges)
ti<-ti-begin
}
# Erzeugung von ID-Nummern
ID<-1:nges
# Zusammenfuehrung der erzeugten Variablen zu einem Datensatz:
datenmatrix<-as.data.frame(cbind(ID,ai,ti,status,Ci))
# Ausgabe des erzeugten Datensatzes:
return(datenmatrix)
}
#Erzeugung eines simulierten Datensatzes "daten":
daten<-simexp()
# Funktion: Hfunc()
# Inhalt: H-Transformation exponentialverteilter Ereignisdauern ti (Modell (3.7))
# unter Beruecksichtigung zensierter Beobachtungen (3.39)
# Funktionsargumente: xi -> (Schaetz-)Wert fuer den Kausalparameter xi0
# entspricht dem log-Hazard-Ratio
# daten-> Datensatz auf welchem die Anwendung erfolgt
# Funktionsausgabe: h(xi)-transformierte Ereigniszeiten: Ht
# resultierende Statusvariable (incl. xi-Zensierungen): Delta
Hfunc<-function(xi=log(l0/l1),daten=datenmatrix)
{
if(xi<0)
{
Ht<-apply(cbind(exp(xi*daten$ai)*daten$ti,exp(xi)*daten$Ci),1,min)*
daten$status+exp(xi)*daten$ti*(1-daten$status)
Delta<-(Ht==exp(xi*daten$ai)*daten$ti)*daten$status
}
if(xi>=0)
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{Ht<-apply(cbind(exp(xi*daten$ai)*daten$ti,daten$Ci),1,min)*daten$status+
daten$ti*(1-daten$status)
Delta<-(Ht==exp(xi*daten$ai)*daten$ti)*daten$status
}
return(cbind(Ht,Delta))
}
# Funktion: gtestlr()
# Inhalt: gibt den Wert der log-Rang-Statistik fuer eine gegebene Transforma-
# tion der Ereigniszeiten ueber den Parameter xi aus die ist notwendig
# fuer den G-Estimation-Algorithmus
# Funktionsargumente: xitest -> Testwert fuer xi
# daten -> Datensatz auf welchem die Anwendung erfolgt
# Funktionsausgabe: Wert der log-Rang-Statistik fuer xitest
# Vorgehen: Die Funktion sollte mittels eines Optimierungsalgorithmus ausge-
# fuehrt werden um den xi-Wert zu eruieren, fuer welchen die
# Log-Rang-Statistik minimal wird
gtestlr<-function(xitest,daten=datenmatrix)
{
Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
fitlr<-survdiff(Surv(Ht,Delta)~daten$ai)$chisq
fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(c(fitlr))
}
#Schaetzung des Effektparameters xi0 ueber G-Estimation (log-Rang-Test-basiert)
glr<-optimize(gtestlr,c(-2,2),daten=daten)
# Funktionen: gtestlrKlu(), gtestlrKlo()
# Inhalt: Funktion um die vorgegebenen Vertrauensgrenzen ueber den
# G-Estimation-Algorithmus zu bestimmen (Minimierung des
# Ausgabewertes)
gtestlrKIu<-function(xitest,daten=datenmatrix)
{
Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
fitlr<-survdiff(Surv(Ht,Delta)~daten$ai)$chisq
fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(fitlr-3.84)
}
gtestlrKIo<-function(xitest,daten=datenmatrix)
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{Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
fitlr<-survdiff(Surv(Ht,Delta)~daten$ai)$chisq
fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(fitlr-3.84)
}
#Schaetzung der 95%-Vertrauensintervallgrenzen
#G-Estimation-Algorithmus (Log-Rang-Test-basiert)
glrKIu<-try(optimize(gtestlrKIu,c(-2,0),daten=daten))
glrKIo<-try(optimize(gtestlrKIo,c(0,2),daten=daten))
# Funktion: gtestcox()
# Inhalt: gibt den Wert der Waldstatistik aus dem Cox-PH-Modell fuer eine
# gegebene Transformation der Ereigniszeiten ueber den Parameter
# xi aus (in Analogie zum obigen Log-Rang-Test)
# Funktionsargumente: xitest -> Testwert fuer xi
# daten -> Datensatz auf welchem die Anwendung erfolgt
# Funktionsausgabe: Wert der Cox-Modell Wald-Statistik fuer xitest
# Vorgehen: Die Funktion sollte mittels eines Optimierungsalgorithmus ausge-
# fuehrt werden um den xi-Wert zu eruieren, fuer welchen die
# Wald-Statistik minimal wird
gtestcox<-function(xitest,daten=datenmatrix)
{
Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(fitcox)
}
#Schaetzung des Effektparameters xi0 ueber G-Estimation (Cox-Mod.-basiert)
gcox<-try(optimize(gtestcox,c(-2,2),daten=daten))
# Funktionen: gtestcoxKlu(), gtestcoxKlo()
# Inhalt: Funktion um die vorgegebenen Vertrauensgrenzen ueber den
# G-Estimation-Algorithmus zu bestimmen (Minimierung des
# Ausgabewertes)
gtestcoxKIu<-function(xitest,daten=datenmatrix)
{
Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
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fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(fitcox-3.84)
}
gtestcoxKIo<-function(xitest,daten=datenmatrix)
{
Ht<-Hfunc(xitest,daten=daten)[,1]
Delta<-Hfunc(xitest,daten=daten)[,2]
fitcox<-as.numeric(coxph(Surv(Ht,Delta)~daten$ai)$wald)
return(fitcox-3.84)
}
#Schaetzung der 95%-Vertrauensintervallgrenzen
#G-Estimation-Algorithmus (Cox-Modell-basiert)
gcoxKIu<-try(optimize(gtestcoxKIu,c(-2,0),daten=daten))
gcoxKIo<-try(optimize(gtestcoxKIo,c(0,2),daten=daten))
###################################################################
Programm fu¨r G-Estimation basierte Scha¨tzung des Effektparameters ξ0 (log-
Hazard-Ratio) im Exponentialmodell einer zweiarmigen randomisierten Studie
mit Beru¨cksichtigung von Zwischenereignissen:
# Funktion: simexpzw()
# Inhalt: Simulation exponentialverteilter Ueberlebensdauern mit zeitab-
# haengigen Confoundern
# Funktionsargumente: nges -> Anzahl Individuen gesamt
# l0 -> Hazardrate im Referenzarm A=0
# l1 -> Hazardrate im Alternativarm A=1
# cens -> Indikatorvariable ob Zensierungen vorkommen sollen
# Ende -> Quantil der U-Verteilung: Beobachtungsende um
# vorgegebene Zensierungsanteile zu erhalten
# Funktionsausgabe: (nges x 8)-Datensatz: (ID, ai, ti, ei, progi, status, secl Ci)
simexpzw<-function(nges=300,l0=0.2,l1=0.4,cens=1,Ende=0.95)
{
# Initialisierung Gruppenvariable (Randomisation):
ai<-c(rep(0,nges/2),rep(1,nges/2))
# Erzeugung exponentialverteilter Grundueberlebenszeiten Ui fuer alle Individuen
ui<-rexp(nges,l0)
# Festlegung Studienende (entsprechend des gewaehlten Zensierungsanteils):
Czeit<-qexp(Ende,l0)
# Erzeugung der Start- bzw. Studieneinschlusszeiten:
begin<-runif(nges,0,Czeit)
# Erzeugung der potentiellen Zensierungszeiten Ci:
Ci<-Czeit-begin
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# Erzeugung potentieller Progresszeiten Rate A=0: 0.8; A=1: 0.4
ei<-c(rexp(nges/2,0.8),rexp(nges/2,0.4))
# nur Individuen mit beobachteten zeiten > ei koennen Progress aufweisen
ei<-apply(cbind(ei,exp(-log(l1/l0)*ai)*ui),1,min)
if(cens>0)
{
# Progressstatus=1 nur wenn ei < Ci & ei < ti
progi<-(ei<(exp(-log(l1/l0)*ai)*ui)&ei<Ci)*1
# secondlinetherapie nur fuer progrediente Patienten mit nicht
# zu schlechter Prognose Uc=0.25
secondline<-which(progi==1&ui>quantile(ui,0.25))
secl<-rep(0,nges)
secl[secondline]<-1
# Transformation der erzeugten Ui-Variable wie in Abschnitt 2.2.1 (2.6)
ti<-begin+(progi*((ui-ei*exp(log(l1/l0)*ai))*exp(-log(4)+log(1.5)*secl)+ei)+
(1-progi)*(exp(-log(l1/l0)*ai)*ui))
status<-(ti<=Czeit)*1
ti<-(ti<=Czeit)*(ti-begin)+(ti>Czeit)*(Czeit-begin)
}
if(cens==0)
{
progi<-(ei<(exp(-log(l1/l0)*ai)*ui))*1
secondline<-which(progi==1&ui>quantile(ui,0.25))
secl<-rep(0,nges)
secl[secondline]<-1
ti<-begin+(progi*((ui-ei*exp(log(l1/l0)*ai))*exp(-log(4)+log(1.5)*secl)+ei)+
(1-progi)*(exp(-log(l1/l0)*ai)*ui))
status<-rep(1,nges)
ti<-ti-begin
}
ei<-ti*(progi==0)+ei*(progi==1)
ID<-1:nges
datenmatrix<-as.data.frame(cbind(ID,ai,ui,status,ti,ei,progi,secl,Ci))
return(datenmatrix)
}
# Erzeugung eines simulierten Datensatzes "daten":
daten<-simexpzw()
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# Funktion: waldtest()
# Inhalt: Likelihoodbasierte Schaetzung des kausalen Effektparameters xi0 unter
# Beruecksichtigung von Zwischenereignissen
#
# Funktionsargumente: Datensatz
# Funktionsausgabe: Schaetzung von xi0, Standardfehler von xi0 und
# Waldteststatistik (3.76)
waldtest<-function(daten=datenmatrix)
{
d0<-sum(daten$status[daten$ai==0&daten$progi==0])
d1<-sum(daten$status[daten$ai==1&daten$progi==0])
sT0<-sum(daten$ei[daten$ai==0])
sT1<-sum(daten$ei[daten$ai==1])
xihat<-log(d1*sT0/(d0*sT1))
xise<-sqrt((d0+d1)/(d0*d1))
xiwald<-xihat/xise
return(c(xihat,xise,xiwald))
}
# Funktionsanwendung auf simulierten Datensatzes "daten":
waldtest(daten)
# Funktion: coxfit()
# Inhalt: Cox-Modell basierte Schaetzung des log Hazard Ratios
# mit Adjustierung fuer Zwischenereignis und Folgetherapie
#
# Funktionsargumente: Datensatz
# Funktionsausgabe: Schaetzung des Therapieeffektes (log HR) mit
# Standardfehler und Waldteststatistik
coxfit<-function(daten=datenmatrix)
{
datrans<-expand.breakpoints(daten,index="ID",status="status",tevent="ti")
progt<-(datrans$ei<=datrans$Tstop*datrans$progi)*1
ait<-(datrans$ai*(1-progt))
seclt<-progt*datrans$secl
datrans<-cbind(datrans,progt,ait,seclt)
fitcoef<-summary(coxph(Surv(Tstart,Tstop,status)~ait+progt+seclt,data=datrans))$coef
xihat<-fitcoef[1]
xise<-fitcoef[2]
xiwald<-fitcoef[10]
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return(c(xihat,xise,xiwald))
}
# Funktionsanwendung auf simulierten Datensatzes "daten":
coxfit(daten)
###################################################################
Programm zur Bestimmung des Parameterwertes Ende innerhalb der Funktionen
simexp() und simexpzw()
# Funktion: zenssimulation()
# Inhalt: Simulation exponentialverteilter Ueberlebensdauern zur Abschaetzung
# der notwendigen Festlegung des Studienendes (Ende) um einen vorgegebenen
# Zensierungsanteil im besseren Therapiearm zu erhalten.
# Funktionsargumente: nges -> Anzahl Individuen gesamt
# l0 -> Hazardrate im Referenzarm A=0
# l1 -> Hazardrate im Alternativarm A=1
# cens -> Indikatorvariable ob Zensierungen vorkommen sollen
# Ende -> Quantil der U-Verteilung: Beobachtungsende um
# vorgegebene Zensierungsanteile zu erhalten
# Funktionsausgabe: Abteil an Zensierungen in den beiden Behandlungsgruppen
zenssimulation<-function(nges=200,l0=0.2,l1=0.4,cens=1,Ende=0.75)
{
ai<-c(rep(0,nges/2),rep(1,nges/2))
Czeit<-qexp(Ende,l0)
begin<-runif(nges,0,Czeit)
ti<-begin+c(rexp(nges/2,l0),rexp(nges/2,l1))
if(cens>0)
{
status<-(ti<=Czeit)*1
ti<-(ti<=Czeit)*(ti-begin)+(ti>Czeit)*(Czeit-begin)
}
if(cens==0)^
{
status<-rep(1,nges)
}
ID<-1:nges
return(c(1-mean(status[ai==0]),1-mean(status[ai==1])))
}
# 500 Simulationslaeufe mit dem 0,98-Quantil ergibt ca. 25%
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# Zensierungen im Behandlungsarm A=1
test<-matrix(NA,500,2)
for (i in 1:500)
{
test[i,]<-zenssimulation(nges=100,Ende=0.98)
}
# Zensierungsanteil Behandlungsarm A=0
summary(test[,1])
# Zensierungsanteil Behandlungsarm A=1
summary(test[,2])
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