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Sunto
L’oggetto di questa tesi e` lo studio di alcune funzioni notevoli di matrici:
la funzione segno, la funzione radice quadrata, il fattore polare unitario e
la media geometrica di due matrici. Per ognuna delle funzioni studiate,
riportiamo alcune proprieta` interessanti dal punto di vista teorico, diverse
caratterizzazioni, nonche´ cenni sull’importanza nelle applicazioni ed, infine,
numerosi algoritmi di calcolo. Il filo conduttore della tesi e` costitutito dal-
le relazioni che intercorrono tra le quattro funzioni che abbiamo studiato:
anche se alcuni aspetti della questione rimangono riposti, tali collegamenti
paiono essere molto interessanti sia da un punto di vista prettamente teori-
co, sia per le possibili applicazioni nella progettazione di nuovi algoritmi di
calcolo. Infine proponiamo una caratterizzazione unificatrice che permette
di esprimere le funzioni oggetto della tesi mediante il coefficiente centrale
dell’inverso di un opportuno polinomio di Laurent.
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Prefazione
Ma bisogna dire che avviene della matematica
come di qualunque altra cosa:
la sua bellezza puo` essere sentita,
non spiegata.
(A. Cayley)
Nel 1858 Arthur Cayley scrisse A memoir on the theory of matrices, che
viene considerata la prima opera sulla teoria delle matrici e sulle funzioni di
matrici: da allora questo argomento e` stato approfonditamente studiato sia
per l’importanza teorica e l’eleganza formale, sia per la vastita` delle appli-
cazioni.
Alcune particolari funzioni, negli anni, sono state esaminate in modo
precipuo, come, ad esempio, la funzione
eA :=
∞∑
n=0
An
n!
,
la cui importanza e` legata ai sistemi di equazioni differenziali e quindi allo
studio della teoria dei sistemi e della teoria dei controlli.
Argomento di questa tesi sono, per l’appunto, quattro funzioni di ma-
trici, che abbiamo definito notevoli. Tali funzioni sono il segno, la radice
quadrata, il fattore polare unitario e la media geometrica: ad ognuna di esse
e` dedicato un capitolo della trattazione. Con l’ausilio di una letteratura
piuttosto vasta, abbiamo strutturato ciascuno di questi capitoli in modo
simile, analizzando proprieta` teoriche, caratterizzazioni significative, appli-
cazioni interessanti e numerosi algoritmi di calcolo.
Il motivo per cui queste funzioni siano state associate nel presente stu-
dio risiede nello straordinario numero di relazioni tra esse. Tali collegamenti
costituiscono come una fitta trama: abbiamo cercato di dipanarla e di spie-
garla nel modo piu` chiaro possibile, anche se alcuni aspetti non sono ancora
stati portati in piena luce.
xi
xii PREFAZIONE
Sebbene l’intrigante (e talora misteriosa) bellezza di queste analogie ab-
bia fornito uno stimolo sufficiente per il nostro lavoro, una motivazione ulte-
riore ci e` stata data dall’impatto applicativo che esso presumibilmente avra`
in futuro: trovare un algoritmo migliore per il calcolo di una delle funzio-
ni notevoli significherebbe probabilmente un passo avanti anche per quanto
concerne le altre.
Con un vivo intento di chiarezza, la materia della tesi e` stata divisa in
sei capitoli, il cui contenuto illustriamo qui di seguito.
Nel primo capitolo vengono introdotte alcune notazioni di uso frequente
e nozioni che saranno utili nel seguito della trattazione, quali, ad esempio, la
definizione del metodo di Newton ed alcuni metodi di integrazione numerica.
I capitoli dal secondo al quinto sono dedicati ciascuno ad una delle fun-
zioni notevoli. Nel dettaglio, il secondo capitolo tratta della funzione segno,
che generalizza l’analoga funzione definita sui numeri complessi. Tale fun-
zione, introdotta da Roberts (cfr. [43]) nel 1971 e studiata ampiamente
negli anni ’90 soprattutto da Kenney e Laub (cfr. [30] e [31]) e da Higham
(cfr. [23]), ha trovato importanti applicazioni nella teoria dei controlli e, piu`
recentemente, nella cromodinamica quantistica.
Il terzo capitolo e` dedicato alla funzione radice quadrata, che, introdotta
da Cayley nel lavoro gia` citato, ha un interesse prevalentemente teorico e
orientato al calcolo di molte altre funzioni di matrici. Sono stati riportati
numerosi algoritmi per il calcolo di tale funzione: citiamo, come rappresen-
tanti di una letteratura davvero vasta, i lavori di Higham (cfr. [19], [21]
e [22]) degli anni ’80 e i piu` recenti [36] e [28], rispettivamente di Meini e
Iannazzo (anni 2000).
Nel quarto capitolo viene esposto il concetto di fattorizzazione polare,
introdotto da Autonne nel 1902, che generalizza la rappresentazione polare
dei numeri complessi. Il fattore polare unitario e` di notevole importanza
soprattutto per la sua caratteristica di fornire un’“ortogonalizzazione otti-
male”: cio` lo rende presente in numerose applicazioni. Citiamo, tra i lavori
piu` importanti riguardo alla fattorizzazione polare, quelli di Higham (cfr.
[20] e [23]), realizzati tra gli anni ’80 e ’90.
L’ultima delle funzioni trattate, la media di matrici, e` oggetto del quinto
capitolo. Tale concetto, introdotto negli anni ’70 da Trapp (cfr. [47]) e Pusz
e Woronowicz (cfr. [42]) presenta numerose e interessanti caratterizzazioni
di cui diamo conto, riferendoci essenzialmente ai lavori di Ando et al. (cfr.
[3]), Bhatia e Holbrook (cfr. [8]) e Moakher (cfr. [37]), tutti degli anni 2000.
La media geometrica di matrici e` interessante sia dal punto di vista teorico
sia per quanto riguarda le applicazioni: sono significative specialmente quelle
riguardanti la teoria dell’elasticita` ed alcuni aspetti della diagnostica medica.
Nell’ultimo capitolo viene esposta una elegante caratterizzazione unifi-
catrice delle quattro funzioni notevoli (che si aggiunge alle altre incontrate
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via via nella tesi, nella sezione Relazioni con le altre funzioni notevoli di
ogni capitolo), che si basa sulla nozione di polinomio di Laurent ed e` tratta
da un lavoro in preparazione di Iannazzo e Meini (cfr. [29]), che a sua volta
fa riferimento ad un precedente risultato relativo alla radice quadrata (cfr.
[36]). Riportiamo anche tre algoritmi (cfr. [29]) e dimostriamo l’uguaglianza
di uno di essi con il metodo di integrazione numerica di Gauss-Chebyshev.
Capitolo 1
Nozioni preliminari
In questo capitolo iniziale introdurremo alcune notazioni che verranno usate
nei successivi capitoli e forniremo nozioni utili per la trattazione seguente.
1.1 Notazioni e termini piu` frequenti
Denoteremo con Cn×m lo spazio delle matrici n×m a coefficienti complessi.
Quando m = n, per semplicita` scriveremo pero` Mn(C) invece di Cn×n. Sia
dunque A = (aij)i,j=1,...,n una matrice di Mn(C): useremo il simbolo A∗
per indicare la sua trasposta coniugata, cioe` la matrice A∗ il cui (ij)−esimo
elemento, per i, j = 1, ..., n, e` a¯ji; mentre Λ(A), ρ(A) e tr(A) saranno,
rispettivamente, lo spettro di A (cioe` l’insieme degli autovalori di A), il
raggio spettrale di A (cioe` ρ(A) := maxλ∈Λ(A) |λ|) e la traccia di A (cioe` la
somma degli autovalori di A).
Se A = A∗, A si dice hermitiana, mentre A e` normale se AA∗ = A∗A e
unitaria se AA∗ = A∗A = I.
Sia z ∈ C, allora esistono α, β ∈ R tali che z = α + ıβ, con ı := √−1.
Le funzioni <, = : C→ R, definite da <(z) = α, =(z) = β, sono, rispettiva-
mente, la parte reale e la parte immaginaria di z.
La semiretta costituita dai numeri reali positivi (negativi) verra` indicata
con R+ (R−), e cos`ı, analogamente, l’insieme dei numeri complessi con parte
reale positiva (negativa) sara` C+ (C−).
Useremo, inoltre, le notazioni seguenti in riferimento ad alcuni sottinsie-
mi notevoli di Mn(C):
• GLn(C), gruppo delle matrici invertibili;
• Sn(C), spazio delle matrici hermitiane;
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• Pn(C), spazio delle matrici definite positive, cioe` delle matrici hermi-
tiane tali che x∗Ax > 0 per ogni x ∈ Cn \ {0};
• SPn(C), spazio delle matrici semidefinite positive, cioe` delle matrici
hermitiane tali che x∗Ax ≥ 0 per ogni x ∈ Cn \ {0};
Alcune proprieta` degli spazi sopraindicati saranno oggetto di una piu` ampia
trattazione nel seguito.
Siano X, Y ∈ Sn(C), con l’espressione X ≥ Y si intende che X − Y e`
semidefinita positiva. La relazione d’ordine ≥ induce un ordinamento par-
ziale su SPn(C), che viene talora definito ordinamento parziale di Loewner
(cfr., ad esempio, [24]).
Nel seguito, si trovera` la notazione || · ||F : essa indica la norma di
Frobenius per le matrici, cos`ı definita
||A||F = (tr(A∗A))1/2,
per A ∈Mn(C).
Date due matrici X ∈ Cn×m e Y ∈ Cp×q, denotiamo col simbolo X ⊗ Y
il prodotto di Kronecker di X e Y :
X ⊗ Y := (xijY )i=1,...,n;j=1...,m ∈ Cnp×mq.
Date A, B ∈ Mn(C), e posto V := In ⊗ A + B ⊗ In, osserviamo che, se
Ax = αx e By = βy, allora
V (y ⊗ x) = (In ⊗A)(y ⊗ x) + (B ⊗ In)(y ⊗ x) =
= α(y ⊗ x) + β(y ⊗ x) =
= (α+ β)(y ⊗ x).
Quindi sussiste la seguente relazione tra gli spettri di A e B e quello di V
Λ(V ) = {λi + µj |λi ∈ Λ(A), µj ∈ Λ(B), i, j = 1, . . .n.}
Si indichi inoltre con vec l’operatore da Cn×m in Cnm cos`ı definito
vec(A) = (a11, a12, . . ., a1m, a21, . . ., a2m, . . ., an1, . . ., anm)
T .
Allora vale la relazione
vec(AXB) = (BT ⊗A)vec(X).
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1.2 Convenzioni sullo pseudocodice
Gli algoritmi esposti nel seguito saranno riportati in uno pseudocodice di
programmazione che rispetta una sintassi piuttosto intuitiva. Elenchiamo
qui sotto alcune delle convenzioni che abbiamo adottato:
• le indentazioni del listato indicano i blocchi di codice;
• gli assegnamenti alle variabili sono indicati con =, mentre == indica
l’uguaglianza logica;
• i costrutti if-then-else-end e for-end hanno una interpretazione
simile a quella del linguaggio del programma MATLAB : in particolare
la riga di codice
for i=n:-1:0
deve essere interpretata come l’inizio di un blocco for le cui istruzioni
devono essere eseguite a partire dal valore n per la variabile i (che
deve essere decrementata di 1 ad ogni passo), fino a che essa non avra`
valore 0.
1.3 Fattorizzazioni e scomposizioni di matrici
Sotto opportune ipotesi, e` possibile esprimere una matrice A ∈ Mn(C) in
vari modi come prodotto di matrici aventi proprieta` interessanti: tali rappre-
sentazioni si dicono fattorizzazioni o scomposizioni, a seconda che le matrici
che compaiono nel prodotto siano due o piu` di due.
Riportiamo qui di seguito le fattorizzazioni e scomposizioni piu` impor-
tanti.
• Fattorizzazione LU
A = LU , dove L e` una matrice triangolare inferiore con elementi dia-
gonali tutti uguali a 1 e U e` triangolare superiore (condizione suffi-
ciente per l’esistenza e l’unicita` di tale fattorizzazione e` che tutte le
sottomatrici principali di testa di A siano non singolari);
• Fattorizzazione QR
A = QR, dove Q e` una matrice unitaria e R e` triangolare superiore;
• Fattorizzazione di Cholesky
A = R∗R, dove R e` triangolare superiore, con elementi diagonali reali
positivi (avendo supposto A hermitiana e definita positiva);
• Scomposizione di Schur
A = QTQ∗, dove Q e` unitaria e T e` una matrice triangolare superiore
i cui elementi diagonali sono gli autovalori di A. Tale fattorizzazione
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non e` unica: ad esempio, se A non ha autovalori immaginari puri, e`
possibile scegliere Q e T tali che quest’ultima sia della forma
T =
[
N M
0 P
]
,
dove N e P sono triangolari superiori, con Λ(N) ⊂ C− e Λ(P ) ⊂ C+;
• Scomposizione ai valori singolari (SVD)
A = UΣV ∗, dove U e V sono unitarie e Σ = diag(σ1, . . ., σn) ∈Mn(R),
con σ1 ≥ σ2 ≥ . . . ≥ σn ≥ 0, radici degli autovalori di A∗A.
1.4 Costo computazionale dei principali algoritmi
Con l’espressione costo computazionale di un dato algoritmo si intende indi-
care il numero di operazioni aritmetiche elementari (tra numeri complessi)
necessarie per eseguire l’algoritmo in questione. L’unita` di misura del costo
computazionale e` il flop (floating point operation).
Qui di seguito forniamo il costo computazionale (a meno di termini di or-
dine inferiore) degli algoritmi che ricorrono piu` frequentemente nella nostra
trattazione (le matrici coinvolte appartengono tutte a Mn(C)).
• Moltiplicazione di due matrici (AB): 2n3 flops;
• Moltiplicazione AT di due matrici, di cui T triangolare: n3 flops;
• Moltiplicazione ATA di tre matrici, di cui T triangolare: 3n3 flops;
• Fattorizzazione LU : 2n3/3 flops;
• Soluzione di sistema triangolare (Tx = b): n2 flops;
• Soluzione di TX = B: n3 flops (si risolvono n sistemi triangolari)
oppure n3/3 flops, se B ha la stessa struttura triangolare di T ;
• Soluzione di AX = B: 8n3/3 flops (si calcola la fattorizzazione LU di
A e si risolvono 2n sistemi triangolari);
• Inversione di matrice triangolare (T−1): n3/3 flops (costo della solu-
zione di un sistema triangolare del tipo TX = I);
• Inversione di matrice (A−1): 2n3 flops (pari al costo della fattorizza-
zione LU di A, cui si aggiunge la soluzione dei due sistemi triangolari
LY = I e UX = Y );
• Moltiplicazione dell’inversa (A−1B): 8n3/3 flops (equivalente a risol-
vere AX = B);
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• Fattorizzazione di Cholesky: n3/3 flops;
• Scomposizione di Schur: circa 25n3 flops;
• Scomposizione ai valori singolari (SVD): circa 22n3 flops.
Nel seguito il costo computazionale degli algoritmi e` sempre indicato a
meno di termini di ordine inferiore.
1.5 Funzioni polinomiali di matrici
In questa sezione ci occuperemo della definizione del concetto di funzioni
polinomiali di matrici, anche dette funzioni primarie (cfr. [24], [27]), e ne
illustreremo alcune proprieta` interessanti.
Le funzioni polinomiali di matrici formano una sottoclasse delle funzioni
di matrici (cioe` funzioni con dominio e codominio in Mn(C)): esse sono le
funzioni che si ottengono a partire da funzioni scalari con opportune pro-
prieta`, sostituendo all’argomento scalare una matrice. Si fa notare che con
l’aggettivo “polinomiale” si indica una caratteristica delle funzioni di matrici
e non una proprieta` richiesta alle funzioni scalari da cui esse sono ricavate,
come si vedra` in seguito.
A titolo di esempio, anticipiamo che sono funzioni polinomiali f(A) =
A2, che si ottiene dalla funzione scalare f(z) = z2, f(A) = A−1, ottenuta a
partire da f(z) = 1/z, f(A) = A+3I, da f(z) = z+3, f(A) = A1/2, etc. . .
Per inciso, osserviamo che il contenimento della classe delle funzioni poli-
nomiali in quella delle generiche funzioni di matrici e` stretto: vi sono funzioni
di matrici che non possono essere espresse in forma polinomiale, ad esempio
f(A) = A∗.
Formalmente, e` possibile definire l’idea di funzione polinomiale di matri-
ce in vari modi: ne presentiamo qui di seguito tre, particolarmente signifi-
cativi per la nostra trattazione (per la dimostrazione dell’equivalenza di tali
definizioni, si veda [24]).
La prima delle definizioni che riportiamo e` basata sulla nozione di forma
canonica di Jordan:
Definizione 1.1 Sia A ∈Mn(C) tale che A = ZJZ−1 sia una forma cano-
nica di Jordan di A, con J = diag(Jm1 , . . ., Jms), 1 ≤ k ≤ s. Si denoti nel
modo seguente Jmk , il k−esimo blocco di Jordan di J , relativo a λk ∈ Λ(A):
Jmk = Jmk(λk) = λkI +Nk =

λk 1 · · · 0
0 λk
. . .
...
...
. . .
. . . 1
0 · · · 0 λk
 ,
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con Jmk ∈Mmk(C) e m1+m2+ . . .+ms = n. Sia data inoltre f , definita su
Λ(A), cioe` tale che, per ogni k, f (j)(λk) esista per j = 0, . . .,mk − 1. Allora
f(A) := Zf(J)Z−1 = Zdiag(f(Jm1), . . ., f(Jms))Z
−1,
dove
f(Jmk) :=

f(λk) f
′(λk) · · · f
(mk−1)(λk)
(mk−1)!
0 f(λk)
. . .
...
...
. . .
. . . f ′(λk)
0 · · · 0 f(λk)
 . (1.1)
Tale rappresentazione di f(A) puo` essere ottenuta calcolando in Jmk
l’espansione in serie di Taylor di f : in tal modo si ricava che
f(Jmk) = f(λk)I + f
′(λk)Nk + . . .+
f (mk−1)(λk)N
mk−1
k
(mk − 1)! .
Osservazione 1.2 Si noti che perche´ la precedente definizione sia ben po-
sta, la funzione f e le sue derivate devono essere ben definite sullo spettro di
A. Cio` implica, ad esempio, che quando si vuole estrarre la radice quadrata
di A, con Λ(A) ⊂ R+, ogni autovalore λ ∈ Λ(A) debba essere mandato o in√
λ oppure in −√λ: le scelte “ibride” non sono consentite.
La seconda definizione che presentiamo giustifica la scelta dell’aggettivo
“polinomiali” per indicare le funzioni appartenenti alla classe di cui ci stiamo
occupando. Tale definizione si basa sul concetto di polinomio minimo di una
matrice A, che e` il polinomio ψ di grado minimo tra quelli che si annullano su
A. Usando la forma canonica di Jordan di A, e` facile vedere che il polinomio
minimo di A e` tale che
ψ(z) =
t∏
i=1
(z − λi)ni ,
dove λ1, . . ., λt sono tutti gli autovalori distinti di A e ni e` la dimensione del
piu` grande blocco di Jordan relativo λi, nella forma canonica di Jordan di
A.
Definizione 1.3 Sia A ∈ Mn(C) e sia f definita su Λ(A). Detto ψ il
polinomio minimo di A, f(A) := p(A), dove p e` l’unico polinomio di grado
minore di deg(ψ) che soddisfi le condizioni di interpolazione
p(j)(λi) = f
(j)(λi), (1.2)
per j = 0, . . ., ni − 1 e i = 1, . . ., t.
Un’ulteriore rappresentazione e` quella che si ottiene, sotto opportune
ipotesi su f , dalla formula di Cauchy:
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Definizione 1.4 Sia A ∈Mn(C), allora
f(A) :=
1
2piı
∫
Γ
f(ζ)(ζI −A)−1dζ, (1.3)
dove Γ e` una curva semplice chiusa regolare a tratti, percorsa in senso an-
tiorario, che racchiude tutti gli autovalori di A e f e` analitica su Γ e al suo
interno.
Enunciamo ora un teorema (cfr. [24]) che ci permette di acquisire infor-
mazioni sulla struttura della forma canonica di Jordan di f(A).
Teorema 1.5 Sia A ∈ Mn(C) e sia f definita su Λ(A), con f ′(λk) 6= 0,
per ogni λk ∈ Λ(A). Allora, per ogni blocco di Jordan Jmk(λk) della forma
canonica di Jordan di A, esiste un blocco di Jordan di uguale dimensione
nella forma canonica di Jordan di f(A), relativo all’autovalore f(λk).
Dimostrazione: Dalla definizione 1.1 segue che o f preserva la dimensione
dei blocchi, mandando Jmk(λk) in una matrice di uguale dimensione aven-
te forma di Jordan Jmk(f(λk)), oppure f manda Jmk(λk) in piu` blocchi di
Jordan relativi a λk, tali che mk sia pari alla somma delle dimensioni. Se
f ′(λk) 6= 0, pero` questa seconda situazione non puo` verificarsi: in tal caso
infatti si ha che f(Jmk(λk))−f(λk)I ha rango mk−1, il che basta a conclu-
dere che f(Jmk(λk)) e` costituito da un unico blocco di Jordan di dimensione
mk. ¤
Forniamo ora alcune proprieta` delle funzioni polinomiali di matrici che
ci saranno utili di frequente nel seguito:
Teorema 1.6 Sia A ∈Mn(C) e sia f definita su Λ(A). Allora
1. f(A) commuta con A;
2. f(AT ) = f(A)T ;
3. f(XAX−1) = Xf(A)X−1;
4. Λ(f(A)) = {f(λi) : λi ∈ Λ(A), i = 1, . . ., n};
5. se X commuta con A allora X commuta con f(A);
6. se A = (Aij) e` triangolare a blocchi, allora F = (Fij) := f(A) e`
triangolare a blocchi con la medesima struttura di quelli di A e inoltre
Fii = f(Aii);
7. se A = diag(A11, . . ., Amm), allora f(A) = diag(f(A11), . . ., f(Amm)).
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Dimostrazione: La prima, la seconda, la quinta e la sesta affermazione di-
scendono dalla definizione di f come polinomio, mentre la terza e la quarta
sono conseguenze della definizione mediante forma di Jordan. ¤
Parlett, nel 1976 (cfr. [40]), ha trovato la prima relazione del teorema
precedente per matrici triangolari superiori e, grazie ad essa, ha fornito
una formula per calcolare tutti gli elementi di F := f(T ), con T ∈ Mn(C)
triangolare superiore. Indicato con fij l’elemento (ij)−esimo della matrice
F , si osservi innanzitutto che tale matrice e` triangolare superiore, con fii =
f(tii), per i = 1, . . ., n. Si ottiene dunque, per i < j,
j∑
k=i
tikfkj =
j∑
k=i
fiktkj ,
da cui
fij(tii − tjj) = tij(fii − fjj) +
j−1∑
k=i+1
(fiktkj − tikfkj).
Da questa relazione, se tii 6= tjj , discende che
fij = tij
fii − fjj
tii − tjj +
∑j−1
k=i+1 fiktkj − tikfkj
tii − tjj , (1.4)
Questa espressione permette di calcolare gli elementi della matrice F , o una
sopradiagonale alla volta, cominciando dalla diagonale, oppure una colonna
alla volta, cominciando dalla seconda. Il costo e` quindi di 2n3/3 flops.
Nel caso in cui gli elementi diagonali della matrice T non siano tutti
distinti, si applica una forma a blocchi dell’iterazione sopra, per la cui trat-
tazione rimandiamo a [24].
Un altro risultato riguardante le funzioni polinomiali di matrici e` il se-
guente, che sfrutta la definizione mediante polinomi di interpolazione (per
la dimostrazione si veda [24]):
Teorema 1.7 Siano A ∈ Mn(C), B ∈ Mm(C) e sia f definita su Λ(A) e
Λ(B). Allora esiste un unico polinomio p tale che
p(A) = f(A), p(B) = f(B).
Dal teorema precedente discende un utile risultato:
Corollario 1.8 Siano A,B ∈ Mn(C) e sia f definita su Λ(AB) e Λ(BA).
Allora
Af(BA) = f(AB)A.
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Dimostrazione: Sia p l’unico polinomio, la cui esistenza e` garantita dal
teorema precedente, tale che f(AB) = p(AB) e f(BA) = p(BA). Si osservi
inoltre che, per ogni polinomio p, si ha
Ap(BA) = p(AB)A.
Tale relazione e` banalmente vera sui monomi, da cio`, per linearita`, discende
la sua validita` sui polinomi. Dunque si ottiene
Af(BA) = Ap(BA) = p(AB)A = f(AB)A,
che e` quanto voluto. ¤
1.6 Metodo di Newton: definizione e convergenza
Il metodo di Newton per la soluzione di equazioni reali non lineari e` definito
dall’iterazione seguente:
xk+1 = xk − f(xk)
f ′(xk)
, (1.5)
che converge ad una soluzione α di f(x) = 0 secondo quanto enunciato nel
Teorema 1.9 Sia f ∈ C2([a, b]), α ∈ [a, b] tale che f(α) = 0, e sia
f ′(x) 6= 0 per x ∈ [a, b] \ {α}. Allora, se α ha molteplicita` 1, la succes-
sione definita in (1.5) e` convergente con ordine almeno 2.
Il metodo si puo` generalizzare al caso n−dimensionale: sia Ω un aperto
di Rn, sia F : Ω → Rn, F ∈ C1(Ω), allora il metodo di Newton per la
soluzione del sistema
F (x) = 0, (1.6)
anche detto metodo di Newton-Raphson, e` dato dall’iterazione
xk+1 = xk − (J(xk))−1F (xk), det(J(xk)) 6= 0, (1.7)
dove J(x) e` la matrice jacobiana della funzione F , calcolata in x. Riguardo
alla convergenza, vale il seguente risultato (per la dimostrazione di questo
teorema, e del precedente, cfr. [7]):
Teorema 1.10 Sia F ∈ C2(Ω) e sia α ∈ Ω soluzione di (1.6). Se J(x) e`
non singolare per ogni x ∈ Ω, allora esiste un intorno S ⊆ Ω di α tale che,
se x0 ∈ S, la successione (1.7) converge ed inoltre per ogni norma vettoriale
esiste una costante β tale che, per ogni k ≥ 0,
||xk+1 − α|| ≤ β||xk − α||2.
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Nel 1948 Kantorovich trovo` una generalizzazione del metodo di Newton
per l’equazione non lineare F (x) = 0, dove F e` un operatore differenziabile,
F : D ⊂ X → Y , D e` un sottinsieme convesso e X, Y sono generici spazi di
Banach (su R o C) entrambi di dimensione N , con 1 ≤ N ≤ ∞. In questo
contesto, l’iterazione diviene
xk+1 = xk − F ′(xk)−1F (xk), (1.8)
dove con F ′ si intende la derivata di Frechet di F . Se α ∈ D e` tale che
F (α) = 0 e F ′(α)−1 esiste ed e` limitato, e se F e` di Lipschitz in un intorno
di α, allora, scelto x0 abbastanza vicino ad α, l’iterazione (1.8) converge ad
α con ordine almeno 2 (per i riferimenti bibliografici si veda [48]).
1.7 Integrazione numerica
Sia f una funzione reale definita sull’intervallo [a, b]. Per approssimare
l’integrale ∫ b
a
f(x)dx
sono state studiate formule, dette di integrazione numerica (cfr., ad esempio,
[7]), che in generale sono date da espressioni del tipo
Sn+1 =
n∑
i=0
wif(xi),
dove, per i = 0, . . ., n, i numeri wi vengono detti pesi, mentre i punti xi ∈
[a, b] sono chiamati nodi. L’errore che si ottiene nel calcolo dell’integrale,
cioe` la quantita`
rn =
∫ b
a
f(x)dx− Sn,
viene definito resto della formula di integrazione.
In questa sezione illustriamo due metodi di integrazione molto usati: il
metodo dei trapezi e quello di Gauss-Chebyshev.
• Metodo dei trapezi
Quello dei trapezi e` forse il piu` intuitivo metodo di integrazione nume-
rica: consiste nel suddividere l’intervallo di integrazione [a, b] in n sot-
tointervalli uguali [xi, xi+1] (avendo posto x0 = a, xn = b); calcolare,
per i = 0, . . ., n, l’area del trapezio avente altezza e basi di lunghezza,
rispettivamente, xi+1 − xi, f(xi+1) e f(xi); infine, sommare i valori
cos`ı ottenuti. Si trova pertanto l’espressione
Sn+1 =
b− a
2n
(
f(a) + f(b) + 2
n−1∑
i=1
f(xi)
)
.
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Nel caso della formula sopra, se f ∈ C2([a, b]) allora esiste ξ ∈ [a, b]
tale che il resto dell’integrazione e` dato da
rn+1 = −(b− a)
3
12n2
f ′′(ξ).
• Metodo di Gauss-Chebyshev
Se si deve calcolare un integrale della forma∫ 1
−1
f(z)√
1− z2 dz,
e` conveniente usare il metodo di Gauss-Chebyshev. Applicato al cal-
colo di f , con n+1 nodi, x0, . . ., xn, esso fornisce la seguente formula:
Sn+1 =
pi
n+ 1
n∑
i=0
f(xi),
dove abbiamo posto, per i = 0, . . ., n,
xi = cos(ϑi) e ϑi =
(2i+ 1)pi
2(n+ 1)
.
In questo caso, se f ∈ C2n+2([a, b]) allora esiste ξ ∈ [a, b] tale che il
resto si esprime nella forma
rn+1 =
pi
22n+1(2n+ 2)!
f (2n+2)(ξ). (1.9)
In entrambi i casi, sfruttando le ipotesi di regolarita` poste su f , vale che
lim
n→∞
|rn| = 0.
Capitolo 2
Funzione Segno
Nel presente capitolo esaminiamo la prima delle funzioni notevoli di ma-
trici che sono argomento della nostra trattazione: il segno, che generalizza
l’analoga funzione definita per z ∈ (C+ ∪ C−)
sign(z) =
{ −1, se <(z) < 0
+1, se <(z) > 0 .
Per quanto riguarda le applicazioni, l’importanza della funzione segno e`
legata alla teoria dei controlli (cfr., ad esempio, [31] e [43]) e alla cromodi-
namica quantistica (cfr. [15]), nonche´, come vedremo nei successivi capitoli,
al calcolo delle altre funzioni notevoli.
2.1 Definizione e proprieta`
Per analogia con la corrispondente funzione scalare, la funzione segno e`
definita per matrici senza autovalori immaginari puri:
Definizione 2.1 Sia A ∈Mn(C) tale che Λ(A) ⊂ (C+ ∪ C−) e sia
J = C−1AC =
[
J− 0
0 J+
]
una forma canonica di Jordan di A, tale che le sottomatrici J+ ∈ Mq(C) e
J− ∈ Mp(C), con p + q = n, contengano i blocchi relativi, rispettivamente,
agli autovalori di A in C+ e C−. Si definisce, dunque, il segno di A nel
modo seguente
sign(A) = C
[ −Ip 0
0 Iq
]
C−1. (2.1)
Si puo` verificare che la funzione segno, cos`ı definita, possiede alcune
interessanti proprieta` che riportiamo qui di seguito (cfr. [23], [24]):
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Proposizione 2.2 Sia A ∈Mn(C) senza autovalori sull’asse immaginario,
allora
1. ∀B ∈ GLn(C), sign(B−1AB) = B−1sign(A)B;
2. sign(A) commuta con A;
3. (sign(A))2 = I;
4. sign(A) e` diagonalizzabile e Λ(sign(A)) = {±1};
5. (I + sign(A))/2 e (I − sign(A))/2 sono proiezioni sui sottospazi inva-
rianti associati, rispettivamente, agli autovalori in C+ e C−.
Dimostrazione: Le affermazioni sono tutte di facile verifica. La prima e la
seconda, inoltre, valgono per una generica funzione polinomiale di matrici
(si veda il Teorema 1.6 nel precedente capitolo). ¤
Osservazione 2.3 La prima proprieta` della proposizione sopra permet-
te di provare la buona definizione della funzione segno, che risulta essere
indipendente dalla scelta della forma di Jordan.
2.2 Altre caratterizzazioni
Nel corso degli anni sono state trovate diverse caratterizzazioni della funzione
segno: riportiamo qui le piu` importanti dal punto vista storico e applicativo.
2.2.1 Mediante radice quadrata
La prima delle caratterizzazioni che presentiamo (cfr. [23]) discende da una
generalizzazione di questa uguaglianza, valida per α ∈ R \ {0}:
α = sign(α)|α|.
Se A ∈Mn(C) e` tale che Λ(A) ⊂ (C+ ∪ C−), e` possibile infatti definire una
fattorizzazione di A in cui uno dei fattori sia la matrice sign(A):
A = sign(A)N.
Tale fattorizzazione esiste ed e` unica perche´ la funzione segno e` ben definita
su A e sign(A) e` invertibile: da cio` segue che N = (sign(A))−1A, anzi, in
virtu` della terza relazione nella Proposizione 2.2, N = sign(A)A.
Per trovare una espressione esplicita della matrice N basta osservare che
N2 = sign(A)A sign(A)A = A(sign(A))2A = A2,
avendo usato le relazioni 2 e 3 della Proposizione 2.2. Si ha quindi
N = (A2)1/2.
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Osservazione 2.4 Notiamo che l’estrazione della radice quadrata di A2 e`
un’operazione sensata. Infatti, affinche´ sia possibile ottenere P 1/2 da una
generica matrice P ∈ Mn(C), basta che P non abbia autovalori reali non
positivi (come vedremo nel capitolo dedicato alla funzione radice quadrata):
questo e` quanto avviene per A2, grazie alle ipotesi su Λ(A).
Dunque otteniamo la caratterizzazione della funzione segno mediante
radice quadrata:
sign(A) = A(A2)−1/2. (2.2)
Osservazione 2.5 Si noti l’analogia con la caratterizzazione della funzione
segno definita per z ∈ (C+ ∪ C−) data da sign(z) = z/
√
z2.
2.2.2 Mediante integrale
Quando Roberts nel 1971 introdusse la funzione segno (cfr. [43]), ne diede
una definizione mediante integrale: qui ne riportiamo una forma leggermen-
te modificata.
Applicando alla funzione f(z) = z−1/2 la formula di Cauchy per funzioni
polinomiali di matrici (cfr. equazione (1.3) del capitolo precedente), si ha
che
sign(A) = A(A2)−1/2 = Af(A2) = A
1
2piı
∫
Γ
ζ−1/2(ζI −A2)−1dζ.
Considerando come Γ la curva di Hankel (vd. Figura 2.1), la relazione sopra
Figura 2.1: Curva di Hankel
diviene
sign(A) = A
1
piı
∫ ∞
0
ζ−1/2(ζI −A2)−1dζ,
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da cui, eseguendo in successione i cambi di variabile di integrazione y = ıζ1/2
e ϑ = arctan(y),
sign(A) =
2
pi
A
∫ ∞
0
(y2I +A2)−1dy =
=
2
pi
A
∫ pi/2
0
((sin2 ϑ)I + (cos2 ϑ)A2)−1dϑ. (2.3)
Abbiamo trovato che sostituendo ancora (t = cos2 ϑ) si ottiene una formula
che ritroveremo piu` volte nel seguito della trattazione:
sign(A) =
1
pi
A
∫ 1
0
((1− t)I + tA2)−1√
t(1− t) dt =
=
1
pi
∫ 1
0
((1− t)A−1 + tA)−1√
t(1− t) dt. (2.4)
Notiamo anche che, posto infine s = (2t − 1), l’integrale sopra puo` essere
anche riscritto nel modo seguente
sign(A) =
2
pi
A
∫ 1
−1
((1− s)I + (1 + s)A2)−1√
1− s2 ds =
=
2
pi
∫ 1
−1
((1− s)A−1 + (1 + s)A)−1√
1− s2 ds. (2.5)
Come vedremo piu` avanti, tale scrittura risulta particolarmente opportu-
na qualora si volesse calcolare sign(A) mediante metodi di integrazione
numerica.
2.2.3 Mediante scomposizione di Schur
Come abbiamo visto nel capitolo precedente, ogni matrice A ∈ Mn(C)
ammette scomposizione di Schur
A = QTQ∗,
ed e` possibile anche scegliere Q e T in modo che i blocchi diagonali di T sia-
no le matrici triangolari superiori N e P , tali che Λ(N) ⊂ C− e Λ(P ) ⊂ C+.
Per il Teorema 1.6 del Capitolo 1, si ha dunque la caratterizzazione
cercata (cfr. [31], [43]):
sign(A) = Qsign(T )Q∗. (2.6)
Roberts in [43] osserva inoltre che[
Ip S/2
0 Iq
] [
N 0
0 P
] [
Ip S/2
0 Iq
]−1
=
[
N (−NS + SP )/2
0 P
]
,
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ricordando la relazione[
Ip S/2
0 Iq
]−1
=
[
Ip −S/2
0 Iq
]
.
Quindi, se S e` soluzione di −NS + SP = 2M ,
T =
[
N M
0 P
]
=
[
Ip S/2
0 Iq
] [
N 0
0 P
] [
Ip S/2
0 Iq
]−1
.
Dalla relazione precedente si ottiene dunque un’espressione per sign(T ):
sign(T ) =
[
Ip S/2
0 Iq
]
sign
([
N 0
0 P
])[
IN S/2
0 IP
]−1
=
=
[
Ip S/2
0 Iq
] [ −Ip 0
0 Iq
] [
Ip S/2
0 Iq
]−1
=
=
[ −Ip S
0 Iq
]
. (2.7)
Osservazione 2.6 In altri termini, quanto scritto sopra significa che un me-
todo di soluzione per un’equazione del tipo AX+XB = C (detta equazione
di Sylvester) consiste nel calcolare il segno di un’opportuna matrice.
2.3 Relazioni con le altre funzioni notevoli
Come vedremo in seguito, una delle motivazioni piu` interessanti per lo studio
della funzione segno e` che essa puo` essere messa in relazione con altre fun-
zioni notevoli. Per stabilire queste connessioni ci sara` molto utile il seguente
teorema (cfr. [24])
Teorema 2.7 Siano A, B ∈Mn(C) tali che AB (o, equivalentemente, BA)
non abbia autovalori reali negativi o nulli. Allora
sign
([
0 A
B 0
])
=
[
0 C
C−1 0
]
, (2.8)
dove C = A(BA)−1/2.
Dimostrazione: Innanzitutto poniamo
Z :=
[
0 A
B 0
]
,
e osserviamo che
Z2 =
[
AB 0
0 BA
]
.
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Notiamo che la funzione segno e` definita sulla matrice Z. Infatti, grazie
all’ipotesi sullo spettro di AB, Z2 non ha autovalori reali negativi o nulli,
quindi, per la nota relazione che lega lo spettro di una matrice P a quello
di P 2, Z non puo` avere autovalori immaginari puri.
A questo punto, usando la caratterizzazione in (2.2), si puo` scrivere
sign(Z) = Z(Z2)−1/2 =
[
0 A(BA)−1/2
B(AB)−1/2 0
]
=
[
0 C
D 0
]
.
Rimane solo da mostrare che D = C−1: cio` si ottiene ricordando (come visto
nella Proposizione 2.2) che (sign(P ))2 = I:
I2n = (sign(Z))
2 =
[
0 C
D 0
]2
=
[
CD 0
0 DC
]
,
dunque CD = DC = In. ¤
2.4 Applicazioni
In questo paragrafo mostreremo alcuni settori di applicazione della funzione
segno: la teoria dei controlli e la cromodinamica quantistica. Anticipiamo,
inoltre, anche se la trattazione di questo aspetto e` rimandata ai successi-
vi capitoli, che calcolare in modo efficiente la funzione segno permette di
ottenere metodi efficienti per il calcolo delle altre funzioni notevoli.
2.4.1 Teoria dei controlli
Roberts introdusse la funzione segno come strumento per la soluzione di
equazioni di Riccati e di Lyapunov, la cui importanza e` notevole all’interno
della Teoria dei Controlli: una branca della matematica applicata che si oc-
cupa di analizzare e progettare sistemi di controllo. Un sistema di controllo
e` un modo per influenzare il comportamento di un oggetto, correggendo le
deviazioni da quanto voluto.
Un semplice esempio di cio` e` applicare un motore all’estremita` fissa di
un pendolo in modo che esso torni nella posizione di equilibrio stabile il
piu` in fretta possibile, con poche oscillazioni e senza far crescere troppo
angolo e velocita`. Questa situazione puo` essere descritta da una equazione
differenziale al secondo ordine
mθ¨(t) +mg sin θ(t) = u(t), (2.9)
dove u(t) rappresenta la forza torcente esercitata dal motore all’istante t.
In generale, in teoria dei controlli, la u viene definita funzione di controllo o
input. Considerato che sin θ ∼ θ per θ ∼ 0 e avendo posto, per semplicita`,
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m = g = 1, alcune considerazioni fisiche conducono ad osservare che la
funzione u deve essere della forma
u(t) = −αθ(t)− βθ˙(t),
con α > 1 e β > 0. Quindi l’equazione (2.9) diventa
θ¨(t) + βθ˙(t) + (α− 1)θ(t) = 0. (2.10)
La situazione sopra descritta puo` essere generalizzata, ottenendo un sistema
dinamico del tipo
x˙(t) = Ax(t) +Bu(t),
con u(t) = Fx(t), dove x(t) e` una funzione a valori in Rn e A,B, F sono
matrici in Mn(R), da cui
x˙(t) = (A+BF )x(t). (2.11)
Le proprieta` di stabilita` di un sistema dinamico lineare come quello in (2.11)
possono essere dedotte dallo studio dell’equazione di Lyapunov
C∗X +XC = H (2.12)
(nel nostro caso C = A+BF ). Infatti, scelta H definita negativa, se (2.12)
ha soluzione unica ed inoltre definita positiva, allora il sistema x˙(t) = Cx(t)
e` stabile.
Ecco dunque spiegato l’interesse per gli algoritmi per la soluzione delle
equazioni di Sylvester (di cui le equazioni di Lyapunov sono un caso parti-
colare): del legame tra la funzione segno e le equazioni di Sylvester si e` gia`
dato conto nell’Osservazione 2.6.
2.4.2 Cromodinamica quantistica
Accenniamo ora ad una piu` recente applicazione della funzione segno (cfr.
[15]), legata alla cromodinamica quantistica, che e` la teoria che descrive
l’interazione forte, la forza fondamentale che rende possibile la sussitenza
del nucleo atomico, il quale altrimenti si disgregherebbe sotto l’effetto delle
forze elettromagnetiche.
Il prefisso cromo del sostantivo cromodinamica e` dovuto al fatto che tale
interazione agisce tra i quark, ai quali e` associata una carica di colore (il
termine e` puramente simbolico e non si riferisce al concetto di colore comu-
nemente inteso), che puo` essere di sei tipi e cambia continuamente grazie
allo scambio di gluoni (altre particelle elementari dotate di colore, il cui
nome deriva dall’inglese glue, che significa “colla” e fa riferimento appunto
all’azione “collante” dei gluoni) con altri quark.
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Per lo studio della cromodinamica quantistica si fa uso di un retico-
lo spazio-temporale che fornisce un modello discreto per la simulazione
di quanto accade nella realta`. Un importante avanzamento per l’attendi-
bilita` del modello si ebbe con l’introduzione, nel 1998, dell’operatore di
Dirac-Neuberger, per il cui studio e` necessario risolvere un sistema della
forma
(G− sign(H))x = b,
dove G = diag(±1), H e` sparsa, complessa, hermitiana e la dimensione delle
matrici coinvolte e` molto grande (circa 106).
Nel corso degli anni sono stati proposti diversi metodi per il calcolo di
sign(H)x, per il quale e` preferibile, viste le dimensioni della matrice sparsa
H, non cercare direttamente sign(H), che sono riportati in [15].
2.5 Metodi numerici
In questa sezione illustriamo alcuni algoritmi per il calcolo della funzione
segno, per i quali si fa riferimento essenzialmente a [24] e [31]: il metodo
di Schur, quello di Newton (con varie modifiche) ed una classe di metodi
basati su iterazioni ricavate dalle approssimanti di Pade´ di una opportuna
funzione. Altri algoritmi saranno presentati nel seguito della trattazione.
2.5.1 Metodo di Schur
Il primo metodo che esaminiamo si basa sulla scomposizione di Schur. Come
visto in (2.6), se A = QTQ∗ e` una scomposizione di Schur di A ∈ Mn(C),
allora, nell’ipotesi in cui A non abbia autovalori sull’asse immaginario,
sign(A) = Q sign(T )Q∗.
L’idea di base del metodo di Schur e` dunque di calcolare sign(T ), una volta
trovata una scomposizione di Schur per A.
Poniamo U = (uij)i,j=1,...n := sign(T ). Preliminarmente notiamo che,
qualunque scomposizione di Schur si scelga, U e` una matrice triangolare
superiore con elementi diagonali uii = sign(tii) (e` vero per una generica
funzione polinomiale di matrici, si veda il primo capitolo). Dunque dalla
relazione U2 = I si puo` trovare uij : infatti
n∑
k=1
uikukj =
{
0, se i 6= j
1, se i = j
,
da cui, ricordando che U e` triangolare superiore, per i < j,
0 =
j∑
k=i
uikukj = (uii + ujj)uij +
j−1∑
k=i+1
uikukj ,
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Quindi, se uii + ujj 6= 0, otteniamo un’espressione per uij data da
uij = −
∑j−1
k=i+1 uikukj
uii + ujj
. (2.13)
Se invece uii = −ujj , l’elemento (ij)−esimo di sign(T ) si puo` ottenere grazie
alla formula per ricorrenza di Parlett (cfr. l’equazione (1.4)):
uij = tij
uii − ujj
tii − tjj +
∑j−1
k=i+1 uiktkj − tikukj
tii − tjj , (2.14)
avendo indicato con tij l’(ij)−esimo elemento della matrice T .
Ricapitolando, e` possibile ricavare l’algoritmo:
1. calcola scomposizione di Schur per A
2. uii = sign(tii)
3. for j=2:n
4. for i=j-1:-1:1
5. if (uii + ujj==0) then
6. applica (2.13)
7. else
8. applica (2.14)
9. end
10. end
11. calcola sign(A) = QUQ∗.
Il costo di questo algoritmo e` pari al costo della scomposizione di Schur, al
quale vanno aggiunte da n3/3 a 2n3/3 operazioni per il calcolo della matrice
U e 3n3 per le moltiplicazioni che, finalmente, fanno ottenere sign(A). Il
costo totale e` dunque di al piu` (28 + 2/3)n3 flops.
Osservazione 2.8 Si ricorda che, riorganizzando la matrice T in modo che
abbia, sulla diagonale principale, prima tutti gli autovalori in C−, poi quelli
in C+, la funzione segno ha la particolare forma
sign(T ) =
[ −Ip S
0 Iq
]
.
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Quindi si potrebbe pensare che per trovare sign(T ) basti semplicemente cal-
colare S grazie alla formula di Parlett. Questo approccio, pero`, se da un
lato permette sicuramente di risparmiare molti conti “inutili” (per trova-
re elementi che si sa a priori essere nulli), d’altra parte potrebbe rivelar-
si piu` dispendioso di quello descritto sopra, perche´ a volte il costo della
riorganizzazione di T e` alto.
Osservazione 2.9 Il metodo presentato non e` utile per la soluzione dei
problemi legati alla teoria dei controlli presentata nella sezione Applicazioni:
infatti la sola scomposizione di Schur di opportune matrici (senza il calcolo
del segno) conduce direttamente alla loro soluzione.
2.5.2 Metodo di Newton
Il piu` comune metodo per il calcolo della funzione segno e` senza dubbio il
metodo di Newton applicato all’equazione X2− I = 0. L’iterazione, dovuta
a Roberts (cfr. [43]), e` pertanto
Xk+1 =
1
2
(Xk +X
−1
k ), X0 = A (2.15)
(per ulteriori informazioni sul metodo di Newton applicato a X2 − B = 0,
si veda il capitolo riguardante la funzione radice quadrata).
Si dimostra la convergenza quadratica di tale iterazione a sign(A), come
enunciato nel seguente risultato (cfr. [24])
Teorema 2.10 Sia A ∈Mn(C), senza autovalori immaginari puri, allora la
successione definita dalla (2.15) converge quadraticamente a S := sign(A),
con
||Xk+1 − S|| ≤ 1
2
||X−1k || · ||Xk − S||2. (2.16)
Inoltre, per k ≥ 1,
Xk = (I −G2k0 )−1(I +G2
k
0 )S, (2.17)
con G0 = (A− S)(A+ S)−1.
Dimostrazione: Innanzitutto occorre mostrare che la (2.15) e` sensata, cioe`
che Xk e` non singolare, per ogni k ≥ 0: per far cio`, usiamo l’induzione su
k. Per k = 0, X0 = A e` non singolare per ipotesi. Supponiamo ora che
Xk sia non singolare: ci proponiamo di dimostrare che anche Xk+1 lo e`.
Se λ ∈ Λ(Xk) allora, per costruzione, (λ + λ−1) ∈ Λ(Xk+1): da cio` segue
che, se nessuno degli autovalori di Xk e` nullo, non lo e` neppure nessuno
degli autovalori di Xk+1. Procedendo in modo analogo si possono ottenere
anche altre utili informazioni sullo spettro di Xk: per ogni k ≥ 0, nessun
autovalore di Xk e` immaginario puro, quindi sign(Xk) e` ben definita per
ogni k ≥ 0; inoltre se λ ∈ Λ(Xk) ha parte reale positiva (negativa), allora
(λ+ λ−1) ∈ C+ (C−).
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Poiche´ ogni Xk e` funzione di A, Xk commuta con A e quindi con S. Si
puo` dunque scrivere la seguente catena di uguaglianze
Xk+1 ± S = 1
2
(Xk +X
−1
k ± 2S) =
=
1
2
X−1k (X
2
k ± 2XkS + I) =
=
1
2
X−1k (Xk ± S)2. (2.18)
La disuguaglianza (2.16) si ottiene dalla uguaglianza precedente (col segno
meno), passando alle norme e ricordando la proprieta` di submoltiplicativita`
delle norme di matrici.
Per quanto riguarda la seconda parte dell’enunciato, invece, si osservi
per prima cosa che dalla (2.18) discende
(Xk+1 − S)(Xk+1 + S)−1 = ((Xk − S)(Xk + S)−1)2. (2.19)
Notiamo che e` stato possibile scrivere tale relazione perche´ Xk + S e` non
singolare: cio` si evince dal fatto che S = sign(X0) = sign(Xk), come abbiamo
visto all’inizio della dimostrazione, quindi Xk + S = Xk + sign(Xk) per
costruzione. Posto Gk = (Xk − S)(Xk + S)−1, dalla (2.19) si trova che
Gk+1 = G
2
k = . . . = G
2k+1
0 ,
quindi la (2.17) si puo` riscrivere come
Xk = (I −Gk)−1(I +Gk)S,
che e` equivalente a
(I −Gk)Xk = (I +Gk)S.
Dalla formula sopra, con semplici passaggi, si giunge a Xk−S = Gk(Xk+S),
dunque la (2.17) risulta essere vera per definizione di Gk. Inoltre, grazie alle
proprieta` dello spettro di G0, che per definizione e` tale che ρ(G0) < 1, e
ricordando che Gk = G
2k
0 , si ottiene che limk→∞Gk = 0 e dunque
lim
k→∞
Xk = lim
k
(I −Gk)−1(I +Gk)S = S,
e cio` completa la dimostrazione. ¤
Volendo poi eliminare l’inversione di matrice da (2.15), si puo` sostituirla
ad ogni passo con l’iterazione di Newton-Schulz per il calcolo della matrice
inversa:
Yk+1 = Yk(2I −BYk), Y0B = BY0
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converge a B−1, se ρ(I − BY0) < 1. Sostituendo dunque, nella (2.15), X−1k
con Xk(2I−X2k), espressione derivata dalla formula sopra per Yk = B = Xk,
si ottiene l’iterazione di Newton-Schulz per la funzione segno
Xk+1 =
1
2
Xk(3I −X2k), X0 = A. (2.20)
Se, da un lato, la (2.20) sarebbe preferibile alla (2.15), che richiede un’inver-
sione ad ogni passo, d’altra parte essa risulta avere proprieta` di convergenza
peggiori. Infatti la convergenza globale non e` piu` garantita, cioe` non e` ve-
ro che la (2.20) converge per ogni A ∈ Mn(C) senza autovalori immaginari
puri. Un esempio di cio`, nel caso scalare, e` dato dall’iterazione con punto
iniziale x0 = 2: effettuando un passo della (2.20) si trova x1 = −1, e, poiche´
−1 e` un punto fisso dell’iterazione, in un solo passo si ha convergenza ad un
punto fisso diverso da sign(x0).
Tornando alla (2.15), la convergenza, seppur quadratica, puo` essere mol-
to lenta in alcuni casi. Ad esempio, ci si rende conto di cio` gia` nel caso
scalare, quando |xk| À 1: in tale situazione si ha infatti
xk+1 ∼ xk
2
,
quindi l’errore decresce ad un ritmo molto blando (ad esempio, per x0 = 10
6,
occorrono circa 20 passi perche´ l’errore diventi minore di 1).
Una spiegazione esaustiva di questo fatto e` data da quanto visto nella
dimostrazione del Teorema 2.10: infatti sappiamo che la convergenza di Xk
a sign(A) dipende dalla convergenza di Gk a 0, quanto piu` rapida e` l’una,
tanto lo sara` l’altra. Quindi non resta che chiedersi quali siano le ragioni
che possano “rallentare” la convergenza di Gk a 0: osserviamo che
||Gk|| = ||G2k0 || ≥ ρ(G2
k
0 ) = ρ(G0)
2k =
(
max
λ∈Λ(A)
|λ− sign(λ)|
|λ+ sign(λ)|
)2k
.
Da questa relazione emerge chiaramente che la convergenza sara` particolar-
mente lenta quando ρ(A) À 1 oppure quando un autovalore di A e` vicino
all’asse immaginario.
Per evitare questi problemi, e` possibile accelerare la convergenza durante
le prime iterazioni, procedendo alla sostituzione della matrice Xk con µkXk,
per ogni k ≥ 0, dove µk ∈ R+: si ottiene cos`ı l’iterazione
Xk+1 =
1
2
(µkXk + µ
−1
k X
−1
k ), X0 = A. (2.21)
Sono state proposte diverse scelte per µk: le tre principali sono
• determinantal scaling: µk = | det(Xk)|−1/n;
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• spectral scaling: µk =
√
ρ(X−1k )/ρ(Xk);
• norm scaling: µk =
√
||X−1k ||/||Xk||.
L’utilizzo di tecniche di scaling non va a gravare sul costo computazionale
del metodo di Newton, che e` sostanzialmente il costo di un’inversione per
passo. Per una piu` ampia trattazione di tali metodi si veda, ad esempio,
[24].
2.5.3 Iterazioni di Pade´
Un altro tipo di iterazioni razionali utili per il calcolo della funzione segno
e` dato dalla famiglia delle iterazioni di Pade´.
Sia z ∈ (C+ ∪ C−), allora
sign(z) =
z
(z2)1/2
=
z
(1− (1− z2))1/2 =
z
(1− ξ)1/2 ,
dove ξ = 1 − z2. Quindi per calcolare la funzione segno ci si puo` ridurre
ad approssimare la funzione ψ(ξ) = (1− ξ)−1/2, che e` una funzione ipergeo-
metrica, per la quale sono state studiate molte formule di approssimazione
(cfr. [30]): una di esse e` data dalle approssimanti di Pade´.
Definizione 2.11 Sia R`,m lo spazio delle funzioni razionali con numerato-
re e denominatore di grado, rispettivamente, al piu` ` e m. Per una funzione
scalare f(x), la funzione r`m(x) = p`m(x)/q`m(x) e` una [`/m] approssimante
di Pade´ di f se r`m ∈ R`,m, q`m(0) = 1 e
f(x)− r`m(x) = O(x`+m+1).
Osservazione 2.12 Si noti l’analogia tra le approssimanti di Pade´ e i poli-
nomi di Taylor: se m = 0, r`m e` esattamente il polinomio di Taylor di ordine
`+m relativo ad f e centrato in 0.
Usando le approssimanti di Pade´ per ψ, Kenney e Laub (cfr. [30]) han-
no trovato la seguente famiglia di iterazioni scalari (in realta` risalente a
Schroeder, sec. XIX) per il calcolo di sign(a):
xk+1 = f`m(xk) := xkr`m(1− x2k) = xk
p`m(1− x2k)
q`m(1− x2k)
, x0 = a,
che si generalizza in modo banale al caso di matrici
Xk+1 = Xk(p`m(1−X2k))(q`m(1−X2k))−1, X0 = A. (2.22)
A titolo di esempio, riportiamo qui di seguito le prime quattro f`m(x):
26 CAPITOLO 2. FUNZIONE SEGNO
• ` = m = 0: f00(x) = x;
• ` = 0, m = 1: f01(x) = 2x/(1 + x2);
• ` = 1, m = 0: f10(x) = x(3− x2)/2;
• ` = m = 1: f11(x) = x(3 + x2)/(1 + 3x2).
Forniamo ora un importante risultato relativo alla convergenza di (2.22)
dovuto a Kenney e Laub (per la dimostrazione di veda [30]):
Teorema 2.13 Sia A ∈Mn(C), tale che Λ(A) ⊂ (C+∪C−). Sia `+m > 0,
allora
1. per ` ≥ m − 1, se ||I − A2|| < 1, allora l’iterazione (2.22) converge a
S := sign(A) e ||I −X2k || < ||I −A2||(`+m+1)
k
;
2. per ` = (m− 1) o ` = m,
(S −Xk)(S +Xk) = ((S −A)(S +A)−1)(`+m+1)k ,
quindi Xk → sign(A) per k →∞, se X0 = A.
Osservazione 2.14 Notiamo che per ` = 1, m = 0, si ottiene l’iterazione
di Newton-Schulz (2.20), che come abbiamo gia` visto non ha buone caratte-
ristiche di convergenza.
Dal teorema precedente si deduce innanzitutto che la convergenza del-
l’iterazione (2.22) e` di ordine `+m+ 1, e inoltre che le approssimanti utili
davvero per il calcolo del segno sono quelli che si ottengono per ` = (m− 1)
e ` = m.
Da questi ultimi si ricava una famiglia di funzioni gr che prendono il
nome di approssimanti principali di Pade´:
gr(x) := g`+m+1(x) = f`m(x) =
{
f(m−1)m(x), per r pari,
fmm(x), per r dispari.
Il costo computazionale del calcolo del segno mediante iterazioni di Pade´
ovviamente varia a seconda della funzione gr scelta, nonche´ a seconda del
modo scelto per valutare gr(Xk).
Notiamo inoltre che l’interesse per le iterazioni di Pade´ per il calcolo della
funzione segno e` dovuto non solo al suo ordine di convergenza (maggiore
rispetto al metodo di Newton), ma anche alla possibilita` di “parallelizzare”
i calcoli.
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Osservazione 2.15 In [39] Pandey, Kenney e Laub hanno derivato dalle
approssimanti di Pade´ (per ` = m − 1) la seguente iterazione per il calcolo
del segno
Xk+1 =
2
p
p∑
i=1
((1 + cosϑi)Xk + (1− cosϑi)X−1k )−1, X0 = A, (2.23)
dove, per i = 1, . . ., p,
ϑi =
(
(2i− 1)pi
2p
)
.
Riguardo a questa scrittura emerge un fatto interessante: consideriamo l’in-
tegrale (2.5) e proponiamoci di calcolarlo mediante quadratura di Gauss-
Chebyshev con p nodi (si veda il paragrafo relativo all’integrazione numerica
nel primo capitolo). Posto, per j = 0, . . ., (p− 1),
ζj =
(
(2j + 1)pi
2p
)
otteniamo
Sp =
2
p
p−1∑
j=0
((1 + cos ζj)A+ (1− cos ζj)A−1)−1.
Definita dunque la seguente iterazione
Yk+1 =
2
p
p−1∑
j=0
((1 + cos ζj)Yk + (1− cos ζj)Y −1k )−1, Y0 = A,
e` di facile verifica che Xk = Yk, per ogni k ≥ 0.
Capitolo 3
Funzione Radice Quadrata
La funzione radice quadrata e` una delle prime funzioni di matrici ad essere
stata studiata: essa e` presente gia` in un articolo di Cayley del 1858, che e`
forse il primo studio dedicato alla teoria delle matrici (cfr. [12]). Il concetto
di radice di matrice e` importante in molti problemi di algebra lineare nume-
rica (in particolare, esso e` legato a tutte le altre funzioni notevoli oggetto
della nostra trattazione) ed il suo studio e` dunque di grande interesse, sia
teorico, sia applicativo.
3.1 Definizione e proprieta`
E` piuttosto naturale definire la radice quadrata di una matrice A ∈Mn(C)
come la soluzione dell’equazione
X2 −A = 0.
Bisogna pero` ovviamente rispondere ad alcuni quesiti riguardo all’esistenza
e all’unicita` di tale soluzione, alle sue proprieta` spettrali, e alla possibilita`
di esprimere X come funzione polinomiale di A (cfr. Capitolo 1).
Questa sezione e` dedicata alla trattazione di tali questioni, che ci portera`
a dare una definizione del concetto di radice quadrata per A ∈ Mn(C) non
singolare.
Consideriamo dunque l’equazione X2 − A = 0: vogliamo studiare la
forma canonica di Jordan di X. Se A = SJS−1 e` la forma canonica di
Jordan di A (unica a meno di riordinare i blocchi), allora
X2 = SJS−1
e` la forma canonica di Jordan per X2. Detta JX la forma canonica di Jordan
di X (cioe` X = TJXT
−1), si ha che
X2 = T (JX)
2T−1,
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da cui si deduce che la forma di Jordan di (JX)
2 e` J . Notiamo ora che, per
definizione,
JX = diag(Jm1(λ1), . . ., Jmp(λp)),
avendo indicato, per i = 1, . . ., p, con Jmi(λi) l’i−esimo blocco di Jordan di
JX , di dimensione mi, relativo all’autovalore λi ∈ Λ(X). Quindi
(JX)
2 = diag((Jm1(λ1))
2, . . ., (Jmp(λp))
2).
In conclusione, ci siamo ricondotti a trovare mi e λi tali che J abbia come
i−esimo blocco diagonale la forma canonica di Jordan di (Jmi(λi))2. Ma,
grazie al Teorema 1.5 del primo capitolo, sappiamo che, se λi 6= 0, per ogni
i = 1, . . ., p, la forma canonica di Jordan di (Jmi(λi))
2 e` data da Jmi(λ
2
i ):
ogni blocco di Jordan di J ha pertanto radici quadrate che appartengono
alle classi di similitudine di Jmi(λi) e Jmi(−λi).
Si puo` dunque enunciare il seguente risultato (cfr. [27]):
Lemma 3.1 Sia A ∈ Mn(C) non singolare. Se A ha s autovalori distin-
ti e p blocchi nella sua forma canonica di Jordan, allora le possibili radici
quadrate di A sono almeno 2s e al piu` 2p, a meno di similitudine. Inoltre,
almeno una di tali radici puo` essere espressa come funzione polinomiale di A.
Dimostrazione: La prima parte dell’asserto discende da quanto visto
sopra: indicato con Jmi(µi) l’i−esimo blocco di Jordan di J , si ha che le
possibili forme di Jordan di X sono
J
(j)
X = diag(J
(j1)
m1 (λ1), . . ., J
(jp)
mp (λp)), (3.1)
dove j = (j1, . . ., jp) e, per i = 1, . . ., p, ji ∈ {1, 2} e si ha
J (ji)mi (λi) =
{
Jmi(f1(µi)), se ji = 1
Jmi(f2(µi)), se ji = 2
,
dove con f1 ed f2 abbiamo indicato le determinazioni della radice quadrata.
Per quanto riguarda la seconda affermazione: grazie a quanto visto sul-
l’interpolazione polinomiale (cfr. Capitolo 1), e` possibile esprimere come
funzioni polinomiali di A le radici che abbiano un solo blocco per ogni au-
tovalore e quelle che, avendo piu` blocchi per il medesimo autovalore, siano
state ottenute applicando a tali blocchi la medesima determinazione della
radice quadrata. ¤
Un esempio piuttosto significativo di quanto enunciato nel lemma prece-
dente e` dato dall’equazione X2 − I = 0 in M2(C). Grazie a quanto appena
visto, sappiamo che I ha almeno due ed al piu` quattro radici quadrate, a
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meno di similitudine. In effetti, a meno di similitudine, le radici di I sono
esattamente tre:
I =
[
1 0
0 1
]
, −I =
[ −1 0
0 −1
]
,
[
1 0
0 −1
]
e l’ultima non e` funzione polinomiale di I nel senso visto nel primo capitolo.
La prossima proposizione ci consente di esprimere esplicitamente le radici
quadrate di A (cfr. [24]):
Proposizione 3.2 Sia A ∈ Mn(C) non singolare, con forma canonica di
Jordan A = SJS−1, e sia p il numero di blocchi in J . Allora tutte le
soluzioni di X2 = A si possono esprimere nel modo seguente:
X = SUdiag(L
(j1)
1 , . . ., L
(jp)
p )U
−1S−1, (3.2)
dove U e` una matrice che commuta con J e, per i = 1, . . ., p,
L
(ji)
i := f(Ji(µi)),
essendo µi gli autovalori di A e Ji(µi) i blocchi di Jordan di J e avendo
posto ji ∈ {1, 2} tali che
f(z) =
{
f1(z), se ji = 1
f2(z), se ji = 2
,
dove f1 ed f2 sono le determinazioni della radice quadrata.
Dimostrazione: Cominciamo con l’osservare che e` possibile estrarre la
radice quadrata di J applicando formalmente la formula (1.1) ad ogni blocco
di J : si ottengono cos`ı le matrici
L(j) := diag(L
(j1)
1 , . . ., L
(jp)
p ),
tra le quali scegliamo L := L(j¯). Ora, per costruzione si ha che L2 = J ,
quindi, se L = V JLV
−1 e` la forma di Jordan di L, J e` la forma di Jordan di
(JL)
2. Dunque, con procedimento analogo a quello che ha condotto al Lem-
ma 3.1, si trova che JL deve essere una delle matrici in (3.1). Da cio` segue
che esiste una matrice non singolare W ∈ Mn(C) tale che X = WLW−1 e
quindi
SJS−1 = A = X2 =WL2W−1 =WJW−1,
dunque, posto U := S−1W , si ha quanto voluto. ¤
Il risultato che enunciamo qui di seguito (per la dimostrazione si veda
[24]) costituisce un raffinamento del Lemma 3.1.
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Teorema 3.3 Sia A ∈Mn(C) non singolare, con forma canonica di Jordan
A = SJS−1, e sia p il numero di blocchi in J e s ≤ p il numero degli auto-
valori distinti. Allora A ha precisamente 2s radici quadrate che si possono
esprimere come funzioni polinomiali di A.
Dunque, se la matrice A ∈Mn(C), oltre ad essere non singolare, non ha
autovalori reali negativi, vale il seguente (cfr. [24])
Teorema 3.4 Sia A ∈Mn(C) senza autovalori reali negativi o nulli. Allora
esiste un’unica X radice quadrata di A tale che gli autovalori di X abbiano
parte reale positiva ed X sia funzione polinomiale di A.
Inoltre, se A ∈ Pn(C), A ha un’unica radice quadrata in Pn(C).
Dimostrazione: Innanzitutto notiamo che, affinche´ una radice quadrata X
di A sia esprimibile come funzione polinomiale di A, e` sufficiente che abbia
gli autovalori tutti dello stesso segno. Inoltre, per le ipotesi sullo spettro di A
e per il Teorema 3.3, esiste una (ed una sola) X che sia funzione polinomiale
di A e tale che Λ(X) ⊂ C+.
Nel caso in cui A ∈ Pn(C), resta quindi solo da mostrare che tale X sia
definita positiva: cio` segue dal fatto che A ammette scomposizione di Schur
A = QDQ∗, con D = diag(d1, ..., dn), dove di ∈ R+ per i = 1, ..., n, quindi
X = Qdiag(
√
d1, ...,
√
dn)Q
∗. ¤
E` ora possibile dare una definizione univoca di radice quadrata:
Definizione 3.5 Sia A ∈Mn(C) senza autovalori reali negativi o nulli. Si
dice che X ∈ Mn(C) e` radice quadrata principale (o semplicemente radice
quadrata) di A, e si indica con A1/2, se X e` soluzione di X2 − A = 0 e se
Λ(X) ⊂ C+.
Il Teorema 3.4 assicura che la radice quadrata di A e` ben definita.
Osservazione 3.6 Ci si potrebbe chiedere perche´ la nostra attenzione si
sia concentrata sull’estrazione di radice quadrata per matrici non singolari.
La ragione di questa scelta e` che l’esistenza di una soluzione per l’equazione
X2 − A = 0 non e` garantita, se A e` singolare: questo e` quanto accade, ad
esempio, per
A =
[
0 1
0 0
]
,
come si puo` vedere svolgendo semplici calcoli. In particolare, si puo` di-
mostrare (cfr. [27]) che A ha radice quadrata esprimibile come funzione
polinomiale di A se e solo se il rango di A e` uguale a quello di A2.
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3.2 Relazione con le altre funzioni notevoli
Esaminiamo in questa sezione le relazioni che intercorrono tra la radice qua-
drata e la funzione segno.
Innanzitutto si noti che, come abbiamo visto nel capitolo precedente, un
primo legame tra le due funzioni e` evidente: nella caratterizzazione (2.2)
per sign(A), con A ∈ Mn(C) senza autovalori immaginari puri, compare
un’estrazione di radice quadrata, infatti
sign(A) = A(A2)−1/2.
I vantaggi di questa scrittura non risiedono tanto nella possibilita` di calcolare
il segno di A estraendo la radice quadrata di A−2, come si potrebbe pensare
ad una prima lettura, ma e` vero piuttosto il contrario: sia infatti A ∈Mn(C)
senza autovalori reali negativi o nulli, allora grazie alla (2.2) si dimostra il
Teorema 2.7, il quale, a sua volta, conduce alla seguente espressione
sign
([
0 A
I 0
])
=
[
0 A1/2
A−1/2 0
]
. (3.3)
Si noti che e` stato possibile applicare il succitato teorema per le ipotesi poste
sullo spettro di A.
L’utilita` della precedente relazione nella progettazione di algoritmi per
il calcolo della radice quadrata sara` oggetto di una piu` approfondita discus-
sione che faremo nel seguito della trattazione.
Inoltre, grazie alla (3.3), si ottiene una caratterizzazione della radice
quadrata mediante integrale, analoga alla (2.4): si ha infatti
[
0 A1/2
A−1/2 0
]
=
1
pi
[
0 A
I 0
] ∫ 1
0
 ((1−t)I+tA)−1√t(1−t) 0
0 ((1−t)I+tA)
−1√
t(1−t)
 dt,
da cui, isolando il blocco in alto a destra, si ricava
A1/2 =
1
pi
∫ 1
0
((1− t)A−1 + tI)−1√
t(1− t) dt. (3.4)
Con un procedimento analogo a quello che ci ha portato ad ottenere la (2.5)
dalla (2.4), deriviamo la seguente espressione dalla (3.4)
A1/2 =
2
pi
∫ 1
−1
((1− s)A−1 + (s+ 1)I)−1√
1− s2 ds. (3.5)
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3.3 Metodi numerici
Presentiamo in questa sezione gli algoritmi piu` usati per l’estrazione di radice
quadrata di matrice: il metodo di Schur, il metodo di Newton, con alcune
sue varianti, ed una classe di metodi derivati dagli algoritmi per il calcolo
della funzione segno, che sono utili anche in questo caso per quanto visto
nella sezione precedente.
3.3.1 Metodo di Schur
Sia A ∈ Mn(C) senza autovalori reali negativi o nulli, con scomposizione
di Schur A = QTQ∗. Allora, detta f(A) la radice quadrata di A, per il
Teorema 1.6 vale
f(A) = Qf(T )Q∗,
quindi e` possibile ricondurre il calcolo f(A) a quello di f(T ), con T triango-
lare superiore. Posto U = (uij)i,j=1,...,n := f(T ), U e` triangolare superiore
(si veda il primo capitolo) e dunque, per definizione, U 2 = T . Da cio` si
deduce che
uij =

0, se i > j,√
tij , se i = j,
tij −
∑j−1
k=i+1 uikukj
uii + ujj
, se i < j.
(3.6)
Si osservi che la (3.6) e` ben definita, poiche´ uii + ujj 6= 0 per ogni i, j =
1, . . ., n. Infatti uii 6= 0 per ogni i ed, essendo uii = f(tii), uii e ujj devono
necessariamente avere lo stesso segno, per definizione di f .
La relazione (3.6) consente quindi di giungere al seguente algoritmo (cfr.
[24]):
1. calcola scomposizione di Schur per A
2. uii = f(tii)
3. for j=2:n
4. for i=j-1:-1:1
5. calcola uij con la (3.6)
6. end
7. end
8. calcola X = QUQ∗.
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Il costo computazionale e` pari a circa (28 + 1/3)n3 flops, perche´ si deve
sommare al costo della scomposizione di Schur l’applicazione della formula
(3.6), che richiede n3/3 flops, ed infine 3n3 flops che sono necessarie per la
costruzione della matrice X.
3.3.2 Metodo di Newton
Forse il metodo piu` “naturale” per risolvere l’equazione in Mn(C)
F (X) := X2 −A = 0 (3.7)
e` quello di Newton. Infatti l’equazione (3.7) costituisce un sistema di n2
equazioni non lineari le cui n2 incognite sono gli elementi della matrice X:
usando notazioni introdotte nel primo capitolo, possiamo pertanto riscrivere
tale sistema nelle due forme equivalenti
(I ⊗X)vec(X)− vec(A) = 0, (XT ⊗ I)vec(X)− vec(A) = 0.
Si osserva che lo jacobiano della funzione
vec(X) 7→ (I ⊗X)vec(X)− vec(A),
definita su Cn2 , e` dato da
I ⊗X +XT ⊗ I. (3.8)
Dato il punto iniziale X0, possiamo allora scrivere il metodo di Newton per
(3.7) come
vec(Xk+1) = vec(Xk) + vec(Hk), (3.9)
avendo posto
vec(Hk) = −(I ⊗Xk +XTk ⊗ I)−1((I ⊗Xk)vec(Xk)− vec(A)).
Tornando dunque alla notazione matriciale si ha{
XkHk +HkXk = −F (Xk)
Xk+1 = Xk +Hk.
(3.10)
Notiamo che questa formula e` ben definita quando e` possibile calcolare in
modo univoco Hk ad ogni passo, cioe` quando (I ⊗ Xk + XTk ⊗ I) e` non
singolare per ogni k ≥ 0. Per quanto visto nel primo capitolo, cio` accade
quando Xk e −Xk non hanno autovalori in comune: in particolare, Xk deve
essere non singolare.
La (3.10) gode di buone proprieta` di convergenza e stabilita`, ma dal pun-
to di vista computazionale e` tanto dispendiosa da risultare inutile. Infatti
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essa richiede la soluzione di una equazione di Sylvester ad ogni passo, per cui
bisogna calcolare almeno una scomposizione di Schur ad ogni passo. Pero`,
come abbiamo visto nel paragrafo precedente, il metodo di Schur consente
di trovare la radice quadrata eseguendo questo calcolo una volta sola, quindi
implementare il metodo di Newton nella formula (3.10) sarebbe un’inutile
complicazione rispetto al metodo di Schur. Tuttavia la (3.10) puo` essere
semplificata in modo da ovviare a questo problema: per arrivare ad una tale
rappresentazione, ci e` utile il seguente lemma (cfr. [21]).
Lemma 3.7 Siano Xk e Hk come in (3.10). Se X0 commuta con A e Xk e`
ben definita per k ≥ 0, allora Xk commuta con A ed inoltre XkHk = HkXk,
per k ≥ 0.
Dimostrazione: Per dimostrare che Xk commuta con A, procediamo per
induzione su k: per k = 0 l’affermazione e` vera per ipotesi, supponiamo sia
vera per k e mostriamola per (k + 1). Sfruttando l’ipotesi induttiva (cioe`
XkA = AXk), si ha
A−X2k = Xk
(
1
2
(X−1k A−Xk)
)
+
(
1
2
(X−1k A−Xk)
)
Xk.
Quindi, ricordando che A−X2k = −F (Xk) e grazie alla (3.10) e alla formula
sopra, si ottiene:
Hk =
1
2
(X−1k A−Xk). (3.11)
Da quest’ultima relazione si ricava che
Xk+1 = Xk +
1
2
(X−1k A−Xk),
e quindi Xk+1 commuta con A, perche´ sia Xk sia (di conseguenza) X
−1
k
commutano con A. L’uguaglianza XkHk = HkXk discende da (3.11). ¤
Grazie al precedente lemma, otteniamo due nuove forme per la (3.10):
Yk+1 =
1
2
(Yk + Y
−1
k A)
Zk+1 =
1
2
(Zk +AZ
−1
k ) (3.12)
Inoltre, nelle ipotesi del Lemma 3.7, e` facile mostrare che se X0 = Y0 = Z0,
Xk = Yk = Zk per ogni k > 0.
Dunque, d’ora in avanti, quando ci riferiremo all’iterazione di Newton
per il calcolo della radice quadrata di A ∈Mn(C), intenderemo la seguente
Xk+1 =
1
2
(Xk +X
−1
k A), (3.13)
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con X0 = A, dove non altrimenti specificato. Si noti comunque che, assu-
mendo come punto iniziale X0 = I, si ottiene la stessa sequenza {Xk}k≥1,
sempre che la (3.13) sia ben definita, che e` cio` che dimostriamo qui sotto.
Forniamo ora un importante risultato sulla convergenza del metodo di
Newton per il calcolo della radice quadrata, che evidenzia tra l’altro una
relazione tra la (3.13) e l’iterazione (2.15) per il calcolo della funzione segno
(cfr. [24]).
Teorema 3.8 Sia A ∈Mn(C) senza autovalori reali negativi o nulli. Se X0
commuta con A, allora, per ogni k ≥ 0, la matrice Xk definita dall’iterazione
(3.13) e` tale che Xk = A
1/2Sk, dove Sk e` cos`ı costruita:
Sk+1 =
1
2
(Sk + S
−1
k ), S0 = A
−1/2X0.
Quindi, se A−1/2X0 non ha autovalori sull’asse immaginario, le Xk sono
ben definite e Xk converge quadraticamente a A
1/2sign(A−1/2X0).
In particolare, se Λ(A−1/2X0) ⊂ C+, allora Xk converge quadraticamen-
te a A1/2 e
||Xk+1 −A1/2|| ≤ 1
2
||X−1k || · ||Xk −A1/2||2. (3.14)
Dimostrazione: Innanzitutto mostriamo per induzione che Xk = A
1/2Sk
e Sk commuta con A per k ≥ 0. Per k = 0 tali affermazioni sono vere per
ipotesi; supponiamo siano vere per k e proviamole per (k + 1). Per quanto
riguarda l’uguaglianza si ha
Xk+1 =
1
2
(Xk +X
−1
k A) =
=
1
2
(A1/2Sk + S
−1
k A
1/2) =
=
1
2
A1/2(Sk + S
−1
k ) =
= A1/2Sk+1. (3.15)
Nella penultima uguaglianza abbiamo usato la commutativita` di A1/2 con
Sk, che deriva dal fatto che SkA = ASk (per ipotesi induttiva). Inoltre Sk+1
commuta con A, grazie alla (3.15) e al Lemma 3.7.
Per quanto riguarda la convergenza quadratica diXk aA
1/2sign(A−1/2X0),
essa discende dal Teorema 2.10 e dalla relazione Xk = A
1/2Sk, per cui si ha
lim
k→∞
Xk = A
1/2 lim
k→∞
Sk = A
1/2sign(A−1/2X0).
Da cio` segue anche che, se Λ(A−1/2X0) ⊂ C+, allora sign(A−1/2X0) = I,
quindi
lim
k→∞
Xk = A
1/2.
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Infine, la (3.14) si ricava da
Xk+1 −A1/2 = 1
2
(Xk +X
−1
k A)−A1/2 =
=
1
2
X−1k (X
2
k +A− 2XkA1/2) =
=
1
2
X−1k (Xk −A1/2)2,
passando alle norme. ¤
Sebbene il calcolo della radice quadrata mediante la (3.13) risulti rela-
tivamente poco dispendioso dal punto di vista delle operazioni aritmetiche
per passo (il costo e` sostanzialmente quello del calcolo di X−1k A), la sua
implementazione presenta alcuni problemi che illustreremo qui di seguito.
Innanzitutto osserviamo che, analogamente a quanto visto riguardo alla
(2.15), la convergenza del metodo di Newton per il calcolo A1/2 e` rallentata
qualora A abbia autovalori vicini a R− oppure di norma molto maggiore di
1. Infatti, per il teorema precente e per il Teorema 2.10, la velocita` di con-
vergenza di Xk a A
1/2 e` determinata dalle proprieta` spettrali della matrice
G0 := (A
1/2 − I)(A1/2 + I)−1: essa e` tanto peggiore, quanto piu` ρ(G0) e`
vicino ad 1.
Ma la peggior caratteristica della (3.13) e` certamente la sua instabilita`
numerica, evidenziata da Laasonen e analizzata da Higham (cfr. [33], [21]).
In particolare, e` possibile mostrare che, detti λi gli autovalori di A, se non
vale
1
2
∣∣∣∣∣1−
(
λi
λj
)1/2∣∣∣∣∣ < 1, ∀ i, j = 1, . . ., n
allora gli errori prodotti dai calcoli in aritmetica finita possono essere amplifi-
cati dall’iterazione (3.13), conducendo a volte alla perdita della convergenza
che teoricamente e` garantita dal Teorema 3.8.
L’instabilita` numerica di (3.13) spinge a cercare metodi alternativi per
il calcolo della radice quadrata: ne illustriamo qui di seguito alcuni, che
chiameremo varianti del metodo di Newton. Tali metodi sono equivalenti in
aritmetica esatta, ma hanno caratteristiche diverse dal punto di vista com-
putazionale.
La prima variante del metodo di Newton di cui ci occupiamo e` stata
introdotta nel 1976 da Denman e Beavers (cfr. [14]) ed e` data dalla seguente
coppia di iterazioni {
Yk+1 =
1
2(Yk + Z
−1
k ), Y0 = A
Zk+1 =
1
2(Zk + Y
−1
k ), Z0 = I.
(3.16)
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Le formule precedenti si ricavano da (3.13), ponendo Yk = Xk e Zk = A
−1Yk
per ogni k ≥ 0 e assumendo che Xk commuti con A (la quale, ovviamente,
deve essere non singolare).
Nelle ipotesi del Teorema 3.8 si trova dunque che
lim
k→∞
Yk = A
1/2 e lim
k→∞
Zk = A
−1/2
e l’ordine di convergenza e` quadratico.
Il costo computazionale della (3.16) e` maggiore rispetto a quello della
(3.13), perche´ sono necessarie due inversioni ad ogni passo, ma si ha stabilita`
numerica.
Osservazione 3.9 E` interessante osservare che Denman e Beavers hanno
in effetti ricavato la (3.16) applicando l’iterazione di Newton
Xk+1 =
1
2
(Xk +X
−1
k ), X0 = B,
per il calcolo di sign(B), dove
B =
[
0 A
I 0
]
, Xk =
[
0 Yk
Zk 0
]
·
La seguente e` una modifica dell’algoritmo di Denman e Beavers intro-
dotta nel 2001 (cfr. [13]): Mk+1 = 12
(
I +
Mk+M
−1
k
2
)
, M0 = A,
Yk+1 =
1
2Yk(I +M
−1
k ), Y0 = A,
in alternativa alla seconda formula si puo` considerare
Zk+1 =
1
2
Zk(I +M
−1
k ), Z0 = I.
Tale iterazione e` ricavata dalla (3.16) ponendo Mk = YkZk, pertanto ha le
medesime proprieta` di convergenza, con il vantaggio di poter essere calcolata
con una sola inversione ed una moltiplicazione per passo, invece che con due
inversioni come la (3.16).
Gli ultimi due metodi di cui trattiamo in questa sezione possono essere
derivati entrambi (cfr. [28]) da un’espressione esplicita di Hk, incremento
della Xk ad ogni passo, come definito dalla (3.10).
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Infatti, avendo supposto che Xk commuti con A, per la (3.10) e per il
Lemma 3.7 possiamo scrivere la seguente catena di uguaglianze:
Hk+1 = Xk+2 −Xk+1 =
=
1
2
(Xk+1 +X
−1
k+1A)−Xk+1 =
=
1
2
X−1k+1(A−X2k+1) =
=
1
2
X−1k+1
(
A− 1
4
(Xk +X
−1
k A)
2
)
=
= −1
2
X−1k+1
(
1
4
(Xk −X−1k A)2
)
=
= −1
2
X−1k+1H
2
k =
= −1
2
HkX
−1
k+1Hk (3.17)
Dalla relazione precedente, posto Yk = 2Hk e Zk = 4Xk+1, si ottiene{
Yk+1 = −YkZ−1k Yk, Y0 = I −A
Zk+1 = Zk + 2Yk+1, Z0 = 2(I +A).
(3.18)
Per definizione di Yk e Zk, si ha che
lim
k→∞
Yk = 0 e lim
k→∞
Zk = 4A
−1/2
e la convergenza e` quadratica.
Osservazione 3.10 La (3.18) originariamente e` stata ricavata in modo di-
verso (cfr. [36]), come applicazione del metodo di riduzione ciclica (cfr. [11])
ad una opportuna matrice di Toeplitz tridiagonale a blocchi. Questa inter-
pretazione sara` oggetto di studio piu` approfondito nei successivi capitoli.
L’ultima delle varianti del metodo di Newton che illustriamo, anch’essa,
come la precedente, derivata dalla (3.17), e` la seguente (cfr. [28]):{
Xk+1 = Xk +Hk, X0 = A
Hk+1 = −12HkX−1k+1Hk, H0 = 12(I −A).
(3.19)
Per costruzione, si vede che, per k →∞, Xk → A1/2 e Hk → 0 ed il Teorema
3.8 garantisce la convergenza quadratica.
Riguardo al costo computazionale e alla stabilita`, per gli ultimi due
metodi si hanno risultati analoghi: entrambi sono stabili ed il costo e` pari a
14n3/3 flops per passo.
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3.3.3 Metodi derivati dalla funzione segno
Come abbiamo visto nella sezione precedente, sussiste un legame tra la
funzione segno e la funzione radice quadrata: scopo di questo capitolo e`
illustrare se e come questo legame possa essere utile dal punto di vista
computazionale. Enunciamo pertanto il seguente (cfr. [24])
Teorema 3.11 Sia A ∈Mn(C) senza autovalori reali negativi o nulli e sia
h una funzione polinomiale di matrici tale che l’iterazione
Xk+1 = g(Xk) := Xkh(X
2
k), X0 =
[
0 A
I 0
]
sia ben definita e converga a sign(X0) con ordine m. Allora la coppia di
iterazioni {
Yk+1 = Ykh(ZkYk), Y0 = A
Zk+1 = h(ZkYk)Zk, Z0 = I
(3.20)
e` tale che
lim
k→∞
Yk = A
1/2 e lim
k→∞
Zk = A
−1/2
con ordine di convergenza m. Inoltre Yk commuta con Zk e Yk = AZk, per
ogni k ≥ 0.
Dimostrazione: Posto
Xk =
[
0 Yk
Zk 0
]
,
e ricordando il Corollario 1.8 si trova la seguente relazione:
g(Xk) =
[
0 Yk
Zk 0
]
h
([
YkZk 0
0 ZkYk
])
=
=
[
0 Yk
Zk 0
] [
h(YkZk) 0
0 h(ZkYk)
]
=
=
[
0 Ykh(ZkYk)
Zkh(YkZk) 0
]
=
=
[
0 Ykh(ZkYk)
h(ZkYk)Zk 0
]
=
=
[
0 Yk+1
Zk+1 0
]
.
Da questa catena di uguaglianze, sfruttando l’ipotesiXk → sign(X0) e grazie
alla seguente relazione tra funzione segno e radice quadrata, gia` vista nel
secondo paragrafo,
sign
([
0 A
I 0
])
=
[
0 A1/2
A−1/2 0
]
,
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si ottiene che
lim
k→∞
Yk = A
1/2 e lim
k→∞
Zk = A
−1/2
e la convergenza avviene con ordine pari a quello di Xk verso sign(X0), che
e` m per ipotesi. Per quanto riguarda le ultime due affermazioni, si possono
mostrare per induzione. Iniziamo dalla commutativita` di Yk con Zk: e` vero
che Y0Z0 = Z0Y0 = A, supponiamo si abbia YkZk = ZkYk. Allora
Yk+1Zk+1 = Ykh(ZkYk)h(ZkYk)Zk =
= h(YkZk)YkZkh(YkZk) =
= h(ZkYk)ZkYkh(ZkYk) =
= Zk+1Yk+1, (3.21)
avendo usato il Corollario 1.8 per la seconda uguaglianza e l’ipotesi indutti-
va nella terza. Analogamente, si dimostra che Yk = AZk per ogni k ≥ 0. ¤
Osservazione 3.12 Si noti che anche l’iterazione di Denman e Beavers
(3.16) e` della forma Xk+1 = g(Xk) = Xkh(X
2
k), con
h(X) :=
1
2
(I +X−1).
Grazie al Teorema 3.11 e` dunque possibile applicare alla radice quadrata
alcuni metodi usati per il calcolo della funzione segno: ad esempio, cio` e`
possibile per le iterazioni di Pade´.
Infatti, riscrivendo la (3.20) con
h(X) := r`m(1−X) = (p`m(1−X))(q`m(1−X))−1,
dove (come visto nel capitolo precedente) r`m(ξ) e` la [`/m] approssimante
di Pade´ per la funzione ψ(ξ) = (1− ξ)−1/2, si ottiene l’iterazione{
Yk+1 = Ykp`m(1− ZkYk)q`m(1− ZkYk)−1, Y0 = A,
Zk+1 = p`m(1− ZkYk)q`m(1− ZkYk)−1Zk, Z0 = I. (3.22)
Per quanto riguarda la convergenza di tale metodo, il Teorema 3.11 e il
Teorema 2.13 garantiscono che, per ` = m oppure ` = (m− 1),
lim
k→∞
Yk = A
1/2 e lim
k→∞
Zk = A
−1/2
con ordine `+m+ 1, mentre se ` ≥ (m+ 1) si ha convergenza locale.
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Osservazione 3.13 Nel capitolo precedente avevamo gia` notato che l’ite-
razione di Newton-Schulz (2.20) per il calcolo della funzione segno appar-
tiene alla famiglia delle iterazioni di Pade´. Possiamo dunque ricavarne una
iterazione per la radice quadrata, scrivendo la (3.22) con ` = 1 e m = 0:{
Yk+1 =
1
2Yk(3I − ZkYk), Y0 = A,
Zk+1 =
1
2(3I − ZkYk)Zk, Z0 = I.
(3.23)
Un altro fatto interessante, anche se non rilevante dal punto di vista com-
putazionale, e` che, per ` = 0 e m = 1, dalla (3.22) si ottiene invece
l’iterazione {
Yk+1 = 2Yk(ZkYk + I)
−1, Y0 = A,
Zk+1 = 2(ZkYk + I)
−1Zk, Z0 = I,
che e` l’inversa dell’iterazione di Denman e Beavers, cioe` Yk = X
−1
k , dove Xk
e` l’iterazione definita da (3.16) con X0 = A
−1.
Capitolo 4
Fattorizzazione polare
La fattorizzazione polare, introdotta da Autonne nel 1902 (cfr. [4]), e` una
generalizzazione della usuale rappresentazione polare dei numeri complessi:
se z ∈ C, esistono ρ ∈ [0, ∞) e θ ∈ [0, 2pi) tali che
z = ρ eθı.
Per la nostra trattazione, tale fattorizzazione e` interessante perche´, come
vedremo, l’applicazione che associa ad una matrice non singolare il suo fat-
tore polare unitario e` una funzione di matrici che presenta molte analogie
con la funzione segno, la funzione radice quadrata e la media geometrica di
due matrici.
4.1 Definizione e proprieta`
Il problema della fattorizzazione polare di una matrice A ∈Mn(C) consiste
nel determinare (almeno) due matrici tali che
A = UH, U∗U = In,
con U ∈Mn(C) e H ∈ SPn(C).
Il teorema che riportiamo qui di seguito fornisce una soluzione per tale
problema (cfr. [24], [27]).
Teorema 4.1 Sia A ∈ Mn(C), allora esistono due matrici U, H ∈ Mn(C)
tali che A = UH, dove U e` unitaria e H ∈ SPn(C). Se, inoltre, A e` non
singolare, H ∈ Pn(C), in particolare H = (A∗A)1/2, e U e` univocamente
determinata, quindi
U = A(A∗A)−1/2. (4.1)
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Dimostrazione: Come visto nel primo capitolo, la matrice A di rango
r ≤ n ammette SVD (singular value decomposition), cioe` si puo` scrivere
A =W
[
Σr 0
0 0n−r
]
V ∗,
con W e V unitarie. Posto dunque
U :=W
[
Ir 0
0 Q
]
V ∗, H := V
[
Σr 0
0 0n−r
]
V ∗,
dove abbiamo indicato con Q ∈ Mn−r(C) un’arbitraria matrice unitaria, si
ottiene una fattorizzazione polare nel modo seguente:
A = UH =W
[
Ir 0
0 Q
]
V ∗V
[
Σr 0
0 0n−r
]
V ∗.
Si noti che U e` unitaria, grazie alla scelta di Q, e che H e` hermitiana e
semidefinita positiva, per le proprieta` della SVD. Quindi esiste almeno una
fattorizzazione polare. Se, inoltre, r = n, cioe` se A e` non singolare, si ha che
A∗A e` definita positiva, quindi ammette radice quadrata (definita positiva):
si puo` pertanto porre H := (A∗A)1/2. Poiche´ H e` non singolare, la scelta di
U risulta obbligata, per cui vale la (4.1). ¤
Per quanto appena visto, se A e` non singolare, si puo` univocamente
associare ad A la matrice unitaria della sua fattorizzazione polare: diamo
quindi la seguente
Definizione 4.2 Sia A ∈ Mn(C) non singolare. Con le notazioni del teo-
rema precedente, la matrice U della (4.1) si dice fattore polare unitario di
A e sara` talvolta indicata con il simbolo polar(A), mentre H si dice fattore
polare hermitiano di A.
Osservazione 4.3 Risulta ora chiara l’analogia con la rappresentazione po-
lare dei numeri complessi: nella scrittura di z ∈ C come z = ρ eθı, ρ e` il fat-
tore hermitiano, mentre eθı e` il fattore unitario, come si verifica facilmente.
Vediamo ora alcune proprieta` della fattorizzazione polare (cfr. [19]):
Proposizione 4.4 Sia A ∈Mn(C) non singolare, con fattorizzazione polare
A = UH. Allora valgono i seguenti fatti:
1. Λ(H) = Σ(H) = Σ(A), avendo indicato con Σ(B) l’insieme dei valori
singolari della matrice B;
2. A e` normale se e solo se UH = HU .
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Dimostrazione: Per quanto concerne la prima affermazione: poiche´
H∗H = H2, e` vero banalmente che Λ(H) = Σ(H); l’altra uguaglianza di-
scende dal fatto che A∗A = (UH)∗UH = H∗H. Veniamo dunque al secondo
asserto. Se A e` normale, allora
H2 = (UH)∗UH = A∗A = AA∗ = UH(UH)∗ = UH2U∗.
Estraendo la radice quadrata del primo e dell’ultimo membro, si trova che
H = UHU∗, cioe` HU = UH. Invece, grazie alle uguaglianze
A∗A = (UH)∗UH = H2 = HUU∗H =
= HU(HU)∗ = UH(UH)∗ =
= AA∗
si ricava l’implicazione opposta. ¤
4.2 Altre caratterizzazioni
In questa sezione esponiamo una caratterizzazione del fattore polare unita-
rio che sara` significativa soprattutto nella parte riguardante le applicazioni.
Vale il seguente risultato (cfr. [16]):
Teorema 4.5 Sia A ∈Mn(C) non singolare, con fattorizzazione polare A =
UH. Allora U e` l’unica matrice unitaria tale che
||A− U ||F = min{||A−Q||F : Q∗Q = I}.
Dimostrazione: Osserviamo per prima cosa che, posto E = U −Q, con Q
unitaria, allora valgono sia la relazione I = Q∗Q = −E∗U −U∗E+E∗E+ I
sia quella analoga che si ottiene scambiando U e Q. Da cio` si ricava
E∗E + E∗Q+Q∗E = 0, E∗E − E∗U − U∗E = 0.
Dunque abbiamo l’uguaglianza
(A− U)∗(A− U) = (A− (E +Q))∗(A− (E +Q)) =
= (A−Q)∗(A−Q)−A∗E − E∗A,
da cui, passando alla traccia,
||A− U ||2F = ||A−Q||2F − tr(A∗E + E∗A).
Ora, usando le proprieta` della traccia, la definizione di E ed il fatto che
H ∈ Pn(C), notiamo che
tr(A∗E + E∗A) = tr(H∗U∗E + E∗UH) =
= tr(H(U∗E + E∗U)) =
= tr(HE∗E) =
= tr(EHE∗) ≥ 0.
(4.2)
48 CAPITOLO 4. FATTORIZZAZIONE POLARE
Quindi si trova che
||A− U ||2F ≤ ||A−Q||2F
e l’uguaglianza vale solo quando tr(EHE∗) = 0 cioe` quando E = 0, perche´
la matrice EHE∗ e` semidefinita positiva. ¤
Il teorema precedente mostra che il fattore polare unitario e` la matrice
unitaria piu` “vicina” ad A, dunque la fattorizzazione polare e` un modo per
risolvere i cosiddetti problemi di ortogonalizzazione, che saranno oggetto
della sezione dedicata alle applicazioni.
4.3 Relazioni con le altre funzioni notevoli
Esaminiamo le relazioni tra fattorizzazione polare e funzione segno.
Innanzitutto notiamo che, dal punto di vista puramente teorico, la fat-
torizzazione polare e quella indotta dalla funzione segno
A = sign(A)N
presentano alcune analogie interessanti:
• sign(A)2 = I e U∗U = I;
• H = (A∗A)1/2 e N = (A2)1/2;
• Λ(N) ⊂ C+ e Λ(H) ⊂ R+.
Inoltre, per il Teorema 2.7 e per la definizione di fattore polare unitario
(4.1), si ha
sign
([
0 A
A∗ 0
])
=
[
0 U
U∗ 0
]
. (4.3)
Grazie a questa relazione e` possibile ottenere, come gia` fatto per la radice
quadrata, alcuni metodi numerici per il calcolo della fattorizzazione polare
(a questo proposito si veda la sezione dedicata agli algoritmi), nonche´ una
caratterizzazione integrale del fattore polare unitario.
Infatti dalla (4.3) e dalla (2.4) si ricava
[
0 U
U∗ 0
]
=
1
pi
[
0 A
A∗ 0
] ∫ 1
0
 ((1−t)I+tAA∗)−1√t(1−t) 0
0 ((1−t)I+tA
∗A)−1√
t(1−t)
 dt,
e dunque, isolando il blocco in alto a destra,
U =
1
pi
∫ 1
0
((1− t)A−1 + tA∗)−1√
t(1− t) dt.
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Quest’ultimo integrale, con un semplice cambio di variabili, puo` anche essere
messo nella forma
U =
2
pi
∫ 1
−1
((1− s)A−1 + (s+ 1)A∗)−1√
1− s2 ds, (4.5)
che risultera` utile nel seguito.
4.4 Applicazioni
Forniamo in questa sezione alcune delle applicazioni del calcolo della fat-
torizzazione polare. Notiamo che, oltre ai campi di applicazione descritti
qui di seguito, la fattorizzazione polare puo` essere usata anche per il calcolo
della SVD (si veda la dimostrazione del Teorema 4.1), della radice quadrata
di matrici definite positive e della media geometrica di due matrici (si veda
il capitolo seguente).
4.4.1 Ortogonalizzazione ottimale
La proprieta` di cui al Teorema 4.5 e` utile in molteplici applicazioni: infatti
sono molti i casi in cui e` necessario trovare, data una matrice, una sua
ortogonalizzazione.
Spesso viene utilizzata, per questo scopo, anche la fattorizzazione QR,
ma, rispetto a quest’ultima, la fattorizzazione polare presenta alcuni van-
taggi: innanzitutto essa e` indipendente dalla base scelta, cioe` se si trasforma
la matrice A per congruenza in una certa matrice B, la stessa trasformazio-
ne manda i fattori polari, hermitiano ed unitario, di A nei rispetti fattori
di B; inoltre vale la proprieta` del Teorema 4.5, che assicura che, data una
matrice, il suo fattore polare unitario e` la matrice unitaria piu` vicina. In
questo senso si dice, a proposito del fattore polare unitario, che esso fornisce
un’ortogonalizzazione ottimale.
Citiamo alcuni dei campi di utilizzo: la chimica, la robotica, i sistemi
aerospaziali (in quest’ultimo caso si deve riortogonalizzare periodicamente
una matrice derivata dalle approssimazioni di una matrice di rotazione).
Nella prossima sezione esaminiamo nel dettaglio un’interessante applica-
zione che utilizza appunto il concetto di “ortogonalizzazione ottimale”.
4.4.2 Computer graphics
In computer graphics, gli oggetti all’interno di una scena vengono sposta-
ti, manipolati e animati attraverso l’uso di trasformazioni affini (4 × 4 nel
caso della grafica 3D, 3× 3 per quella 2D). Esse si ottengono dalla compo-
sizione di trasformazioni principali, dette anche trasformazioni primitive: le
traslazioni, le rotazioni, gli scalamenti e le proiezioni prospettiche.
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Fissata la base canonica di R4, queste trasformazioni sono rappresentate
da matrici delle forme seguenti:
R =

1− 2(y2 + z2) 2(xy − wz) 2(xz + wy) 0
2(xy + wz) 1− 2(x2 + z2) 2(yz − wx) 0
2(xz − wy) 2(yz + wx) 1− 2(x2 + y2) 0
0 0 0 1
 ,
per le rotazioni e
T =

1 0 0 x
0 1 0 y
0 0 1 z
0 0 0 1
 , S =

x 0 0 0
0 y 0 0
0 0 z 0
0 0 0 1
 , P =

1 0 0 0
0 1 0 0
0 0 1 0
x y z w + 1
 ,
per le traslazioni, gli scalamenti e le proiezioni.
A volte puo` essere necessario, per una piu` agevole manipolazione degli
oggetti, ricavare, a partire da una data trasformazione composta, le pri-
mitive che l’hanno generata: cioe`, nel caso 3D, scrivere una data matrice
C ∈ M4(R), che rappresenta la trasformazione composta, come prodot-
to di matrici che rappresentino la proiezione prospettica, la traslazione, la
rotazione e lo scalamento.
In [44] si fa notare che e` piuttosto facile ricavare da C le matrici che
rappresentano la proiezione prospettica e la traslazione, mentre trovare le
matrici della rotazione e dello scalamento richiede l’utilizzo di tecniche di
ortogonalizzazione. Si osserva infatti che ci si puo` ricondurre al problema di
fattorizzare (o scomporre) una matrice M ∈ M3(R) come prodotto di una
(o piu`) matrici di rotazione per una (o piu`) matrici di scalamento. Poiche´
una matrice di rotazione e` ortogonale a determinante 1, trovata una scom-
posizione di M che abbia un fattore ortogonale Q, se det(Q) = 1, allora Q
e` la matrice di rotazione cercata, altrimenti lo sara` −Q.
E` interessante che in [44] si affermi che il migliore algoritmo per il calcolo
di tale matrice di rotazione e` quello che consiste nel trovare la fattorizzazione
polare di M , cioe` di scrivere M come UH, secondo le notazioni del Teorema
4.1. Infatti, come abbiamo visto, U e` la matrice ortogonale piu` “vicina” a
M e la fattorizzazione polare e` unica e indipendente dalle coordinate scel-
te (e tali proprieta` sono molto importanti per questo tipo di applicazione).
Inoltre la matrice H, essendo definita positiva, a meno di congruenza e` una
matrice diagonale, cioe` una matrice di scalamento a meno di una rotazione
del sistema di coordinate.
In ultima analisi, in questo modo si ottiene esattamente cio` che si cercava,
cioe` una scomposizione di C della forma
C = PTRNSˆ,
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dove P, T, R sono, rispettivamente, le matrici che rappresentano trasfor-
mazioni di proiezione prospettiva, di traslazione, di rotazione, N = ±I (a
seconda che il determinante di C sia positivo o negativo) e Sˆ e` una ma-
trice di scalamento, a meno di una rotazione del sistema di coordinate,
cioe` Sˆ = RˆTSRˆ, dove Rˆ, S rappresentano trasformazioni di rotazione e di
scalamento, rispettivamente.
4.5 Metodi numerici
In questa sezione esponiamo un metodo diretto ed alcuni metodi iterativi
per il calcolo della fattorizzazione polare: essi sono il metodo di Newton ed
una classe di metodi basati sul calcolo della funzione segno.
4.5.1 Metodo diretto
Per quanto visto nella dimostrazione del Teorema 4.1, il calcolo della SVD e`
un metodo diretto per trovare la fattorizzazione polare di una data matrice.
L’algoritmo, che e` facile ricavare, e` il seguente (cfr. [19]):
1. calcola SVD A =WΣV ∗
2. calcola U =WV ∗
3. calcola H = V ΣV ∗
Tuttavia il costo computazionale del calcolo della SVD rende quasi im-
praticabile questo metodo, tanto che e` stata studiata la possibilita` di usare
il Teorema 4.1 nel senso inverso: puo` cioe` essere conveniente calcolare la
fattorizzazione polare di una matrice per trovarne la SVD (cfr. [25]).
4.5.2 Metodo di Newton
L’iterazione di Newton per il calcolo del fattore polare unitario e` data da:
Xk+1 =
1
2
(Xk +X
−∗
k ), X0 = A, (4.6)
dove, per semplicita` di notazioni, abbiamo indicato con X−∗k la matrice
(X∗k)
−1.
Riguardo alla convergenza della precedente iterazione e` possibile enun-
ciare il seguente risultato (cfr. [24]):
Teorema 4.6 Sia A ∈ Mn(C) non singolare, allora la successione defi-
nita dalla (4.6) converge quadraticamente al fattore polare unitario U :=
A(A∗A)1/2, con
||Xk+1 − U || ≤ 1
2
||X−1k || · ||Xk − U ||2. (4.7)
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Dimostrazione: Sia A =WΣV ∗ la SVD di A. Consideriamo l’iterazione:
Dk+1 =
1
2
(Dk +D
−1
k ), D0 = Σ,
per quanto visto circa il metodo di Newton applicato alla funzione segno, si
ha che Dk → sign(Σ) = I quadraticamente per k →∞. Inoltre si dimostra
per induzione che Xk = WDkV
∗ per ogni k ≥ 0. Infatti, per k = 0 si ha
X0 = A = WΣV
∗ = WD0V
∗; supponiamo che quanto affermato sia vero
per k e dimostriamolo per k + 1. Vale che
Xk+1 =
1
2
(Xk +X
−∗
k ) =
=
1
2
(WDkV
∗ + (WDkV
∗)−∗) =
=
1
2
W (Dk +D
−1
k )V
∗ =
= WDk+1V
∗,
dove abbiamo usato il fatto che le matrici Dk sono diagonali e reali. Dunque
la convergenza quadratica di Xk a U discende dalla convergenza quadratica
di Dk a I, dimostrata nel Teorema 2.10. La disuguaglianza (4.7) invece si
ottiene osservando che
Xk+1 − U = 1
2
(Xk − U)X−1k (Xk − U)
e passando alle norme. ¤
Osservazione 4.7 Come vedremo nella sezione seguente, l’espressione (4.6)
puo` essere ricavata dalla (4.3). In questo senso, anche il metodo di New-
ton applicato alla fattorizzazione polare puo` essere considerato come uno dei
metodi derivati dalla funzione segno che sono oggetto della prossima sezione.
Analogamente a quanto gia` visto nel capitolo dedicato alla funzione se-
gno, nella (4.6) si puo` evitare l’inversione “incorporando”, ad ogni passo,
un passo dell’iterazione di Newton-Schulz per il calcolo dell’inversa: si trova
cos`ı
Xk+1 =
1
2
Xk(3I −X∗kXk), X0 = A. (4.8)
L’iterazione (4.6) presenta le stesse proprieta` di convergenza della (2.15):
in particolare e` facile vedere che la velocita` di convergenza e` tanto piu` alta
quanto piu` piccola e` la quantita`
θ = max
i
∣∣∣∣σi(A)− 1σi(A) + 1
∣∣∣∣ ,
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dove, per i = 1, . . ., n, σi(A) sono i valori singolari di A, cioe` gli autovalori
di Σ.
Per minimizzare la quantita` θ si puo` introdurre l’iterazione
Xk+1 =
1
2
(µkXk + µ
−1
k X
−∗
k ), X0 = A, (4.9)
con µk fattore di scala che puo` essere scelto in vari modi: in particolare si
dimostra (cfr. [30]) che, scegliendo
µk = (σ1(Xk)σn(Xk))
−1/2,
dopo al piu`m passi dell’iterazione (4.9), dovem e` il numero di valori singolari
distinti di A, si ha Xm = U . Tuttavia, tale scelta di µk rende necessario il
calcolo di σ1(Xk) e σn(Xk), quindi nella pratica puo` essere piu` conveniente
scegliere per µk un valore facile da calcolare: ad esempio, spesso si utilizza
µk =
(
||X−1k ||1||X−1k ||∞
||Xk||1||Xk||∞
)1/4
.
Il costo computazionale del metodo di Newton applicato al calcolo della
fattorizzazione polare e` dunque di una inversione per passo, a cui si deve
sommare una moltiplicazione, se oltre al fattore polare unitario si vuole
trovare anche quello hermitiano.
4.5.3 Metodi derivati dalla funzione segno
Anche per quanto riguarda il fattore polare unitario, cos`ı come per la radice
quadrata, e` possibile derivare una classe metodi di calcolo da quelli usati
per la funzione segno. Infatti, vale il risultato seguente (cfr. [24]):
Teorema 4.8 Sia A ∈Mn(C) non singolare, con fattorizzazione polare A =
UH e sia h una funzione polinomiale di matrici tale che l’iterazione
Xk+1 = g(Xk) := Xkh(X
2
k), X0 =
[
0 A
A∗ 0
]
sia ben definita e converga a sign(X0) con ordine m. Se g(X
∗) = g(X)∗,
allora l’iterazione
Yk+1 = Ykh(YkY
∗
k ), Y0 = A. (4.10)
e` tale che
lim
k→∞
Yk = U
con ordine di convergenza m.
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Dimostrazione: Se si pone
Xk =
[
0 Yk
Y ∗k 0
]
,
dalla definizione di g(Xk) e si ottiene:
g(Xk) =
[
0 Yk
Y ∗k 0
]
h
([
YkY
∗
k 0
0 Y ∗k Yk
])
=
=
[
0 Ykh(Y
∗
k Yk)
Y ∗k h(YkY
∗
k ) 0
]
=
=
[
0 Yk+1
Y ∗k+1 0
]
,
dove, nell’ultimo passaggio, abbiamo usato il fatto che g(X∗k) = g(Xk)
∗.
Poiche´, per ipotesi, Xk → sign(X0), e grazie all’uguaglianza gia` vista
sign
([
0 A
A∗ 0
])
=
[
0 U
U∗ 0
]
,
si ha che
lim
k→∞
Yk = U
e l’ordine di convergenza e` uguale a quello di Xk verso sign(X0), che e` m
per ipotesi. ¤
Osservazione 4.9 L’iterazione di Newton (4.6) puo` essere ricavata a par-
tire da quanto descritto nel teorema sopra: infatti, presa
h(X) =
1
2
(I +X−1),
si trova che
Xk+1 = g(Xk) = Xkh(X
2
k) =
1
2
(Xk +X
−1
k )
converge a sign(X0), mentre
Yk+1 = Ykh(Y
∗
k Yk) =
1
2
Yk(I + Y
−1
k Y
−∗
k ) =
1
2
(Yk + Y
−∗
k ),
che, appunto, e` la (4.6). Si noti che g(X∗k) = g(Xk)
∗.
Anche le iterazioni di Pade´ possono essere utilizzate per il calcolo del
fattore polare unitario: infatti, grazie alla (4.10), posto
h(X) := r`m(1−X) = (p`m(1−X))(q`m(1−X))−1,
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dove, come al solito, r`m(ξ) e` la [`/m] approssimante di Pade´ per la funzione
ψ(ξ) = (1− ξ)−1/2, si ottiene l’iterazione
Yk+1 = Ykp`m(I − Y ∗k Yk)q`m(I − Y ∗k Yk)−1, Y0 = A. (4.11)
In modo analogo a quanto visto per quanto riguarda la radice quadrata,
la convergenza dell’iterazione (4.11) a U e` garantita da una variante del
Teorema 2.13, che assicura tra l’altro che, per ` = m oppure ` = (m − 1),
l’ordine di convergenza e` `+m+1, mentre se ` ≥ (m+1) si ha convergenza
locale.
Osservazione 4.10 Come nel capitolo precedente, notiamo che l’iterazione
di Newton-Schulz appartiene alla famiglia delle iterazioni di Pade´: la (4.8)
si ottiene dalla (4.11) con ` = 1 e m = 0. Per ` = 1 e m = 1, invece, si trova
l’iterazione di Halley
Yk+1 = Yk(3I + Y
∗
k Yk)(I + 3Y
∗
k Yk)
−1 =
1
3
Yk(I + 8(I + 3Y
∗
k Yk)
−1), (4.12)
dove Y0 = A.
Osservazione 4.11 Grazie alla (4.3), dalla (2.23) discende l’iterazione
Xk+1 =
2
p
p∑
i=1
((1 + cosϑi)X
∗
k + (1− cosϑi)X−1k )−1, X0 = A, (4.13)
dove, per i = 1, . . ., p,
ϑi =
(
(2i− 1)pi
2p
)
.
Questa scrittura, analogamente a quanto visto nell’Osservazione 2.15, e` equi-
valente ad un’iterazione che si ottiene dalla formula di Gauss-Chebyshev
applicata al calcolo dell’integrale (4.5).
Capitolo 5
Media di matrici
Questo capitolo tratta della media geometrica di due matrici definite po-
sitive, che generalizza il concetto di media geometrica di due numeri reali
positivi: a#b :=
√
ab, dove a, b ∈ R+. Il problema di trovare un quadrato
avente la stessa area di un rettangolo dato (che e` la “versione geometrica”
del problema del calcolo della media tra numeri reali) e` presente gia` nel
secondo libro degli Elementi di Euclide. La formulazione del concetto di
media geometrica di matrici risale, ovviamente, a tempi molto piu` recenti:
i primi lavori riguardanti tale argomento sono quelli di Pusz e Woronowicz
e di Trapp, entrambi del 1975 (cfr. [42] e [47]).
5.1 Definizione e proprieta`
Nel corso degli anni sono state presentate diverse definizioni di media geome-
trica di matrici: si veda, ad esempio, la spectral geometric mean introdotta
in [17]. In questa trattazione si fa riferimento alla definizione introdotta nel
1975 da Pusz e Woronowicz (cfr. [42]), che, allo stato attuale, sembra essere
quella piu` comunemente studiata nonche´ quella che generalizza meglio la
media di due numeri reali positivi.
Cominciamo dunque dando la seguente definizione:
Definizione 5.1 Siano A, B ∈ Pn(C). Allora la media geometrica (o, piu`
brevemente, la media) di A e B e` la matrice data dall’espressione
A#B := A1/2(A−1/2BA−1/2)1/2A1/2. (5.1)
Osservazione 5.2 La formula (5.1) ha senso: infatti, poiche´ A ∈ Pn(C), A
e` non singolare ed inoltre e` possibile definire A1/2. Anche estrarre la radice
quadrata di C := A−1/2BA−1/2 e` lecito, perche´ C e` ottenuta per congruenza
(A−1/2 e` hermitiana, per il Teorema 3.4) da B, che e` definita positiva.
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Immediata conseguenza della definizione sopra e` il seguente lemma, che
fornisce espressioni piu` compatte per A#B (cfr. [24]):
Lemma 5.3 Siano A, B ∈ Pn(C). Allora
A#B = A(A−1B)1/2 = (BA−1)1/2A.
Dimostrazione: Innanzitutto si osservi che A−1B = A−1/2CA1/2, quindi
Λ(A−1B) = Λ(C) e poiche´, per quanto visto sopra, C ∈ Pn(C), ha senso
scrivere (A−1B)1/2. Un ragionamento analogo vale per (BA−1)1/2.
La prima uguaglianza discende dunque dalla (5.1), grazie ai seguenti
passaggi
A#B = A1/2(A−1/2BA−1/2)1/2A1/2 =
= A1/2(A1/2A−1BA−1/2)1/2A1/2 =
= A1/2(A1/2(A−1B)A−1/2)1/2A1/2,
avendo osservato che, per il Teorema 1.6, si ha che l’ultima espressione e`
uguale a A(A−1B)1/2.
La seconda uguaglianza dell’enunciato deriva dal Corollario 1.8, dove la
funzione polinomiale considerata e` l’inversa della radice quadrata. ¤
Ci si attende che la media geometrica di matrici, cos`ı come definita sopra,
soddisfi alcune proprieta` analoghe a quelle della media geometrica di numeri
reali. Vale infatti questo risultato (cfr. [17]):
Proposizione 5.4 Siano A, B ∈ Pn(C). Allora
1. A#A = A;
2. (A#B)−1 = A−1#B−1;
3. A#B = B#A;
4. A#B ≤ 12(A+B);
5. A#B ≥ 2(A−1 +B−1)−1.
Dimostrazione: La prima e la seconda affermazione si verificano facilmen-
te a partire dalla (5.1). Il terzo asserto discende dalla seguente catena di
uguaglianze
A#B = A(A−1B)1/2 =
= BB−1A(A−1B)1/2 =
= B(A−1B)−1(A−1B)1/2 =
= B(A−1B)−1/2 =
= B(B−1A)1/2 =
= B#A,
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avendo usato il Lemma 5.3 per la prima uguaglianza. Moltiplicando en-
trambi i membri della quarta relazione a sinistra e a destra per A−1/2, si
ottiene
(A−1/2BA−1/2)1/2 ≤ 1
2
(I +A−1/2BA−1/2),
quindi provare la 4 equivale a mostrare, con le notazioni dell’Osservazione
5.2, che
C1/2 ≤ 1
2
(I + C),
e dunque, equivalentemente, che (C1/2 − I)2 e` semidefinita positiva. Que-
st’ultima affermazione e` vera perche´ C1/2 − I e` hermitiana, essendo somma
di matrici hermitiane, per cui
(C1/2 − I)2 = (C1/2 − I)∗(C1/2 − I) ≥ 0.
La relazione 5 discende dalla seconda e dalla quarta. ¤
5.2 Altre caratterizzazioni
Presentiamo in questa sezione le piu` importanti caratterizzazioni della me-
dia geometrica di matrici: alcune saranno utili per la progettazione degli
algoritmi, altre sono di preminente interesse teorico.
5.2.1 Mediante equazione di Riccati
La prima caratterizzazione della media geometrica di matrici che presen-
tiamo (cfr. [35]) si basa sul concetto di equazione di Riccati ed e` la gene-
ralizzazione della seguente proprieta` della media geometrica di due numeri
reali: siano a, b ∈ R+, allora a#b e` l’unica soluzione positiva dell’equazione
x2 = ab, oppure, sfruttando la proprieta` di commutativita` dei numeri reali,
di xa−1x = b.
Analogamente, se A, B ∈ Pn(C), allora A#B e` l’unica soluzione definita
positiva dell’equazione di Riccati
XA−1X = B. (5.2)
Tale affermazione puo` essere provata in questo modo: innanzitutto si veri-
fica che A#B come in (5.1) e` soluzione dell’equazione sopra; essa inoltre e`
definita positiva per quanto osservato in precedenza. Rimane quindi solo da
far vedere che A#B e` l’unica soluzione di (5.2). Procediamo per assurdo:
sia dunque Y un’altra soluzione definita positiva, si ha allora
(A#B)A−1(A#B) = B = Y A−1Y,
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da cui si ottiene, moltiplicando a sinistra e a destra per A−1/2 entrambi i
membri della relazione precedente,
(A−1/2(A#B)A−1/2)2 = (A−1/2Y A−1/2)2.
Per l’unicita` della radice quadrata,
A−1/2(A#B)A−1/2 = A−1/2Y A−1/2,
quindi A#B = Y .
Questa pero` non e` la sola caratterizzazione della media di matrici le-
gata all’equazione di Riccati (5.2): infatti A#B e` la massima soluzione
hermitiana della disuguaglianza
XA−1X ≤ B. (5.3)
Per quanto visto sopra, e` evidente che A#B verifica la (5.3), quindi resta
solo da mostrare che ogni matrice Y hermitiana per cui Y A−1Y ≤ B e` tale
che Y ≤ A#B. Per far cio` ci sara` molto utile il seguente enunciato, per la
cui dimostrazione si rimanda a [35]:
Teorema 5.5 Siano C ∈ Sn(C) e A, B ∈ SPn(C). Se C2 ≤ A ≤ B, allora
C ≤ A1/2 ≤ B1/2.
Osserviamo ora che
(A−1/2Y A−1/2)2 = A−1/2(Y A−1Y )A−1/2 ≤ A−1/2BA−1/2,
per il Teorema 5.5, cio` implica che
A−1/2Y A−1/2 ≤ (A−1/2BA−1/2)1/2
e dunque Y ≤ A#B.
Osservazione 5.6 Questa seconda caratterizzazione e` equivalente alla se-
guente
A#B := max
{
X ≥ 0 :
[
A X
X B
]
≥ 0
}
.
Si veda [3] e [35] per una trattazione piu` approfondita.
5.2.2 Mediante integrale
La seconda caratterizzazione della media di matrici che illustriamo e` dovu-
ta a Kosaki (cfr. [32] e [2]) e si basa su una nota proprieta` della funzione
Gamma.
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La funzione Gamma, introdotta da Eulero nel 1729, e` cos`ı definita, per
z ∈ R+,
Γ(z) =
∫ ∞
0
tz−1e−tdt.
Tra le sue proprieta` principali, quella utile per i nostri scopi e` la seguente:
per a, b, α, β ∈ R+
Γ(α)Γ(β)
Γ(α+ β)
aαbβ =
∫ 1
0
tα−1(1− t)β−1
(ta−1 + (1− t)b−1)α+β dt.
Sapendo che Γ(1) = 1 e (Γ(1/2))2 = pi, per α = β = 1/2 tale formula diventa
a#b =
√
ab =
1
pi
∫ 1
0
(ta−1 + (1− t)b−1)−1√
t(1− t) dt,
da cui si ottiene che, per C ∈ Pn(C),
C1/2 =
1
pi
∫ 1
0
(tC−1 + (1− t)I)−1√
t(1− t) dt.
Rammentando che A#B = A(A−1B)1/2, dalla formula precedente si giunge
alla cercata rappresentazione della media geometrica di matrici mediante
integrale:
A#B =
1
pi
∫ 1
0
(tB−1 + (1− t)A−1)−1√
t(1− t) dt. (5.4)
5.2.3 Mediante scomposizione
In [3] viene osservato che, se A ∈ Pn(C), allora e` possibile scegliere S non
singolare tale che esista una scomposizione di A della forma
A = S∗DAS,
dove DA ∈ Pn(C) e` diagonale. Inoltre, se anche B ∈ Pn(C) e` possibile
scegliere S in modo che essa diagonalizzi simultaneamente A e B, cioe` tale
che
A = S∗DAS, B = S
∗DBS,
con DA, DB ∈ Pn(C) matrici diagonali. Ad esempio, la decomposizione si
ottiene con S = U ∗A1/2, dove U e` unitaria e tale che U ∗A−1/2BA−1/2U sia
diagonale.
Dunque, ricordando il Teorema 1.6, si ha che
A#B = A(A−1B)1/2 =
= (S∗DAS)((S
∗DAS)
−1S∗DBS)
1/2 =
= S∗DAS(S
−1D−1A S
−∗S∗DBS)
1/2 =
= S∗DASS
−1(D−1A DB)
1/2S =
= S∗(DADB)
1/2S,
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e, sempre per il gia` citato teorema, tale caratterizzazione non dipende dalla
particolare scelta di S.
5.2.4 Mediante approccio differenziale
Lo spazio Pn(C) puo` essere visto come varieta` Riemanniana: la distanza
Riemanniana δ tra due matrici A, B ∈ Pn(C) e` definita da
δ(A,B) =
(
n∑
i=1
log2(λi)
)1/2
,
dove λi ∈ Λ(A−1B).
Si puo` dimostrare (cfr. [34], [35] e [37]) che esiste un’unica geodetica tra
A e B, cioe` la piu` corta (rispetto alla distanza δ) delle curve
γ : [0, 1]→ Pn(C)
tali che γ(0) = A γ(1) = B. Essa e` data da
γ(t) = A1/2(A−1/2BA−1/2)tA1/2,
quindi A#B := A1/2(A−1/2BA−1/2)1/2A1/2 = γ(1/2), cioe` A#B e` il punto
medio della geodetica congiungente A e B.
Questa relazione rende geometricamente piu` intuitive alcune delle pro-
prieta` della media, ad esempio il fatto che
A#B = B#A,
la cui dimostrazione per via algebrica ci e` costata calcoli piuttosto tortuosi.
5.3 Relazioni con le altre funzioni notevoli
Questa sezione e` dedicata all’esame delle relazioni che intercorrono tra la
media e le altre funzioni notevoli argomento di questa trattazione.
Cominciamo coll’esporre un interessante collegamento tra la media e la
funzione segno. Dal Teorema 2.7 e dal Lemma 5.3 discende l’uguaglianza
seguente:
sign
([
0 A
B−1 0
])
=
[
0 A#B
(A#B)−1 0
]
. (5.5)
Notiamo che se A, B ∈ Pn(C), come si deve supporre affinche´ abbia senso
scrivere A#B, le ipotesi del Teorema 2.7 sono soddisfatte in maniera banale.
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Come gia` visto per l’analoga relazione (3.3) tra segno e radice quadrata,
l’equazione (5.5) e` utile per la realizzazione di metodi per il calcolo della
media: daremo conto di cio` nella sezione relativa agli algoritmi.
Analogamente a cio` che accade per quanto riguarda la radice quadrata
e per il fattore polare unitario, anche per la media si trova una caratteriz-
zazione integrale che discende da (5.5) e da (2.4): posto
H =
[
0 A
B−1 0
]
,
si puo` scrivere
[
0 A#B
(A#B)−1 0
]
=
1
pi
H
∫ 1
0
 ((1−t)I+tAB−1)−1√t(1−t) 0
0 ((1−t)I+tB
−1A)−1√
t(1−t)
 dt,
da cui, isolando il blocco in alto a destra, si ottiene
A#B =
1
pi
∫ 1
0
((1− t)A−1 + tB−1)−1√
t(1− t) dt, (5.6)
che poi non e` altro la caratterizzazione mediante integrale (5.4) trovata
come generalizzazione della funzione Gamma. Con un cambio di variabile,
di cui abbiamo dato conto nel capitolo dedicato alla funzione segno, questa
scrittura diviene:
A#B =
2
pi
∫ 1
−1
((1− s)A−1 + (s+ 1)B−1)−1√
1− s2 ds, (5.7)
ed in questa forma la ritroveremo nella sezione riguardante i metodi di cal-
colo.
E` interessante notare che e` possibile definire le altre tre funzioni notevoli
a partire da una funzione che e` “quasi” la media.
Infatti, poste su A, B ∈ Mn(C) le ipotesi minime affinche´ sia definita
la matrice A(A−1B)1/2, che per brevita` indicheremo con il simbolo A#˜B,
la funzione segno, la funzione radice quadrata ed il fattore polare possono
essere espressi in termini di #˜. Per quanto riguarda il segno, si ha, grazie
alla (2.2),
sign(A) = A(A−2)1/2 = A#˜A−1;
relativamente alla radice quadrata, si puo` scrivere
A1/2 = A#˜I;
mentre, per il fattore polare,
A(A∗A)−1/2 = A(A−1A−∗)1/2 = A#˜A−∗.
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Notiamo che, grazie a queste relazioni, a partire dalla formula (5.4), che,
osserviamo, si puo` applicare a patto che l’espressione (A−1B)1/2 abbia senso,
si possono quindi ottenere le caratterizzazioni integrali delle altre funzioni
notevoli (2.4), (3.4) e (4.4).
5.4 Applicazioni
Una delle prime motivazioni per lo studio delle media di matrici e` l’ap-
plicazione alle reti elettriche, studiata da Trapp (cfr. [47]) negli anni ’70.
In questa sezione presentiamo altri due campi di utilizzo del concetto di
media di matrici, di piu` recente interesse: lo studio di tensori di elasticita`
e di diffusione (quest’ultimo legato all’utilizzo diagnostico della risonanza
magnetica).
5.4.1 Teoria dell’elasticita`
La teoria dell’elasticita` e` la branca della matematica applicata che studia il
comportamento di corpi deformabili. Sotto opportune ipotesi semplificatrici,
tale comportamento viene descritto dalla legge di Hooke (“ut tensio sic vis”):
σ = Cε,
dove σ rappresenta il tensore degli sforzi, C il tensore (del quarto ordine) di
elasticita` ed ε il tensore delle deformazioni.
Il concetto di media di matrici e` utile proprio per la determinazione della
matrice C. Infatti, quando si voglia stabilire qual e` il tensore degli sforzi
per un dato oggetto, si procede a registrare dei dati sperimentali ed e` ovvio
che il risultato ottenuto sara` tanto piu` accurato, quanti piu` siano gli espe-
rimenti condotti: e` dunque necessario uno strumento per l’elaborazione di
questi dati.
In [38] si afferma che il calcolo della media geometrica delle matrici trova-
te sperimentalmente e` un metodo adatto al calcolo del tensore di elasticita`.
In particolare viene mostrato che il modello ottenuto e` piu` accurato di altri il
cui uso e` consolidato: esso infatti rispetterebbe maggiormente, ad esempio,
le simmetrie dei materiali.
5.4.2 Diagnostica per immagini
La diagnostica per immagini e` l’insieme delle tecniche che consentono di
formulare diagnosi mediche attraverso l’osservazione di aree dell’organismo
non visibili dall’esterno. Tra esse, quella basata sulla risonanza magnetica
nucleare e` particolarmente importante perche´ e` attualmente l’unico mezzo
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di indagine non invasivo per lo studio dei processi di diffusione in vivo sul-
l’uomo: l’analisi di tali processi e` usata nelle indagini anatomico-funzionali
sui tessuti molli ed il sistema nervoso centrale.
Una descrizione completa dei processi diffusivi in un mezzo anisotropo
richiede lo studio di un tensore, il cosiddetto tensore di diffusione, che, nel
nostro caso, descrive la mobilita` delle molecole d’acqua lungo tutte le di-
rezioni del tessuto biologico esaminato. Tale tensore e` definito positivo e,
quindi, per il suo studio puo` essere usato il concetto di media di matrici.
In effetti, poiche´ per ogni voxel (l’analogo tridimensionale del pixel)
dell’immagine ottenuta mediante risonanza magnetica e` possibile associa-
re un tensore di diffusione (ottenendo cos`ı un campo di tensori), la media
tra tensori del campo puo` essere usata per mantenere una buona qualita`
dell’immagine anche quando se ne aumenti la risoluzione (cfr. [6]).
5.5 Metodi numerici
Lo studio dei metodi numerici per il calcolo della media geometrica di due
matrici definite positive e` di interesse piuttosto recente: in particolare, in
[29] sono presentati alcuni algoritmi, che qui riportiamo.
5.5.1 Metodo di fattorizzazione polare
In [24] viene fornito un algoritmo per il calcolo di A1/2, se A ∈ Pn(C), basato
sulla fattorizzazione polare di A: tale metodo, opportunamente modificato,
puo` essere utilizzato per il calcolo di A#B.
Vediamo dunque, innanzitutto, come si calcola A1/2 sfruttando la fat-
torizzazione polare. Sia A ∈ Pn(C), allora A ammette fattorizzazione di
Cholesky (si veda il primo capitolo), cioe` esiste R triangolare superiore tale
che A = R∗R. Se R = UH e` la fattorizzazione polare di R, con U fattore
polare unitario e H hermitiana definita positiva, allora
A = R∗R = (UH)∗UH = HU∗UH = H2.
Dunque, per l’unicita` della radice quadrata, dimostrata nel Teorema 3.4,
A1/2 = H = U∗R.
Per applicare quanto sopra al calcolo della media geometrica di A, B ∈
Pn(C), richiamiamo la caratterizzazione (5.2), per la quale si ha che A#B
e` soluzione di
XA−1X = B.
66 CAPITOLO 5. MEDIA DI MATRICI
Siano ora, rispettivamente, A−1 = T ∗T e B = S∗S le fattorizzazioni di
Cholesky di A−1 e B, allora la formula precedente puo` essere cos`ı riscritta
(TXT ∗)2 = TXT ∗TXT ∗ = TS∗ST ∗.
Posto Y := TXT ∗ e C := TS∗ST ∗, ci siamo ricondotti a risolvere Y 2 = C,
quindi al calcolo di C1/2. Per quanto visto sopra, basta dunque calcolare
la fattorizzazione polare del fattore di Cholesky di C, che e` V := ST ∗, per
ottenere che Y = C1/2 = U∗V = U∗ST ∗, dove U e` il fattore polare unitario
di V . A questo punto, moltiplicando a destra per (T ∗)−1 e a sinistra per
T−1, si avra`
A#B = T−1U∗S.
Schematizzando, l’algoritmo descritto e` il seguente
1. calcola A−1
2. calcola fattorizzazione di Cholesky A−1 = T ∗T
3. calcola fattorizzazione di Cholesky B = S∗S
4. calcola V := ST ∗
5. calcola U, fattore polare unitario di V
6. calcola A#B = T−1U∗S.
Il costo computazionale e` pari a quello del calcolo di una inversione,
di due fattorizzazioni di Cholesky, di V e del suo fattore polare unitario,
sommato a quello della moltiplicazione U ∗S e della soluzione di TX = U ∗S:
il totale e` dunque di circa (21 + 1/3)n3.
5.5.2 Metodo di integrazione numerica
Un altro metodo che puo` essere utilizzato per il calcolo di A#B e` quello di
Gauss-Chebyshev applicato all’integrale (5.7). Per quanto visto nel primo
capitolo tale formula conduce all’espressione
Sk+1 =
2
k + 1
k∑
i=0
((1 + xi)B
−1 + (1− xi)A−1)−1, (5.8)
con
xi = cos
(
(2i+ 1)pi
2(k + 1)
)
,
e si ha
lim
k→∞
Sk = A#B.
Il costo computazionale e` pertanto di un’inversione per ognuno dei k + 1
termini della sommatoria, a cui vanno aggiunte le due inversioni iniziali di
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A e B, oppure, considerando che (A#B)−1 = A−1#B−1 (cfr. Proposizione
5.4), si puo` applicare la formula (5.8) sostituendo alle matrici B−1 e A−1 le
loro inverse: in tal modo il costo si riduce ad una inversione per ogni termine
della sommatoria piu` una sola inversione (finale).
Appare chiaro che bisogna dare una stima del numero dei nodi necessari
affinche´ la differenza tra Sk+1, calcolato come in (5.8), e il valore reale del-
l’integrale (5.7) sia abbastanza piccola: tale stima si ottiene dalla formula
(1.9).
Osservazione 5.7 In virtu` delle caratterizzazioni integrali (2.5), (3.5) e
(4.5), questo metodo di integrazione numerica puo` essere applicato al calcolo
del segno, della radice quadrata e del fattore polare unitario.
5.5.3 Metodi derivati dalla funzione segno
In modo analogo a quanto gia` visto per la radice quadrata e la fattorizzazione
polare, e` possibile ottenere algoritmi per il calcolo di A#B da una classe
di metodi iterativi per il calcolo del segno. In particolare, vale il seguente
risultato:
Teorema 5.8 Siano A, B ∈ Pn(C) e sia h una funzione polinomiale di
matrici tale che l’iterazione
Xk+1 = g(Xk) := Xkh(X
2
k), X0 =
[
0 A
B−1 0
]
sia ben definita e converga a sign(X0) con ordine m. Allora la coppia di
iterazioni {
Yk+1 = Ykh(ZkYk), Y0 = A
Zk+1 = h(ZkYk)Zk, Z0 = B
−1 (5.9)
e` tale che
lim
k→∞
Yk = A#B e lim
k→∞
Zk = (A#B)
−1
con ordine di convergenza m.
Dimostrazione: Come nella dimostrazione del Teorema 3.11, posto
Xk =
[
0 Yk
Zk 0
]
,
grazie al Corollario 1.8 si ha che:
g(Xk) =
[
0 Ykh(ZkYk)
h(ZkYk)Zk 0
]
=
=
[
0 Yk+1
Zk+1 0
]
.
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Dunque, poiche´ Xk → sign(X0) e
sign
([
0 A
B−1 0
])
=
[
0 A#B
(A#B)−1 0
]
,
si ricava
lim
k→∞
Yk = A#B e lim
k→∞
Zk = (A#B)
−1,
con ordine di convergenza pari a quello di Xk verso sign(X0), cioe` m. ¤
Uno degli algoritmi presentati in [29], quello detto scaled averaging iteration
sign based, ricavato mediante determinantal scaling della coppia di iterazioni{
Yk+1 =
1
2(Yk + Z
−1
k ), Y0 = A
Zk+1 =
1
2(Zk + Y
−1
k ), Z0 = B
−1 (5.10)
si ottiene appunto in questo modo, cioe` ponendo Xk+1 = g(Xk) = Xkh(X
2
k),
con
h(X) =
1
2
(I +X−1).
Osservazione 5.9 Si noti l’analogia con l’iterazione (3.16) di Denman e
Beavers per il calcolo della radice quadrata.
Inoltre la (5.10) ha un’interessante analogia con l’iterazione che ripor-
tiamo qui di seguito, storicamente molto antecedente, dovuta a Anderson,
Morley e Trapp (cfr. [1]),{
Ak+1 =
1
2(Ak +Bk), A0 = A
Bk+1 = 2Ak(Ak +Bk)
−1Bk, B0 = B,
infatti e` facile dimostrare per induzione che Ak = Yk e B
−1
K = Zk, per ogni
k ≥ 0.
Grazie al Teorema 5.8, anche la classe delle iterazioni di Pade´ si puo`
applicare al calcolo della media di due matrici: basta porre
h(X) := r`m(1−X) = (p`m(1−X))(q`m(1−X))−1,
dove r`m(ξ) e` la [`/m] approssimante di Pade´ per la funzione ψ(ξ) = (1 −
ξ)−1/2. In tal modo si ha{
Yk+1 = Ykp`m(1− ZkYk)q`m(1− ZkYk)−1, Y0 = A,
Zk+1 = p`m(1− ZkYk)q`m(1− ZkYk)−1Zk, Z0 = B−1. (5.11)
Riguardo alla convergenza, vale un risultato analogo a quello visto per la
funzione radice quadrata, cioe` che, per ` = m oppure ` = (m− 1),
lim
k→∞
Yk = A#B e lim
k→∞
Zk = (A#B)
−1
con ordine `+m+ 1, mentre se ` ≥ (m+ 1) si ha solo convergenza locale.
Capitolo 6
Un approccio generale
In questo capitolo forniamo un’ulteriore caratterizzazione delle quattro fun-
zioni notevoli oggetto di questa trattazione: si fara` uso di polinomi di Lau-
rent e di matrici biinfinite di Toeplitz. Vengono presentati tre metodi di
calcolo legati a questa interpretazione: un adattamento del metodo della ri-
duzione ciclica, un’applicazione della formula dei trapezi ed il metodo delle
sezioni finite (che dimostriamo essere uguale a quello di Gauss-Chebyshev).
6.1 Caratterizzazione funzionale
La caratterizzazione oggetto di questa sezione e` stata fornita per la radice
quadrata in [36]: precisamente, il risultato interessante per i nostri scopi e`
il seguente teorema, per la cui dimostrazione si rimanda, appunto, a [36].
Teorema 6.1 Sia A ∈Mn(C) senza autovalori reali negativi o nulli e sia
r = ρ((A1/2 − I)(A1/2 + I)−1),
Allora il polinomio di Laurent
R(z) = (I −A)z−1 + 2(I +A) + (I −A)z (6.1)
e` invertibile per ogni z ∈ C tale che r < |z| < 1/r, e H(z) = R(z)−1 =
H0 +
∑∞
i=1Hi(z
i + z−i) e` tale che
H0 =
1
4
A−1/2.
Osservazione 6.2 La dimostrazione del teorema si basa sull’esistenza della
soluzione dell’equazione quadratica
(I −A) + 2(I +A)Y + (I −A)Y 2 = 0, (6.2)
che e` data dalla matrice
W = (A1/2 − I)(A1/2 + I)−1.
69
70 CAPITOLO 6. UN APPROCCIO GENERALE
Infatti si ha che
H(z) = (A1/2 + I)−2
∞∑
i=0
ziW i
∞∑
i=0
z−iW i,
da cui si ricava:
H0 = (A
1/2 + I)−2
∞∑
i=0
W 2i =
1
4
A−1/2.
Osservazione 6.3 E` noto che i concetti di serie di Laurent e di matrici di
Toeplitz sono legati (cfr., ad esempio, [9], [10]): in particolare al polinomio
di Laurent (6.1) resta associata, in modo biunivoco, la matrice biinfinita di
Toeplitz a blocchi
T =

. . .
. . . 0
. . . 2(I +A) I −A
I −A 2(I +A) . . .
0
. . .
. . .
 . (6.3)
Dunque, H0 e` la matrice che costituisce i blocchi della diagonale principale
di T−1.
Grazie a quanto visto nei capitoli precedenti circa le relazioni tra le
funzioni notevoli, il risultato precedente puo` essere esteso anche alla funzione
segno, al fattore polare unitario, alla media geometrica di due matrici: cio`
e` quanto affermato nella seguente proposizione (cfr. [29]).
Proposizione 6.4 Sia A ∈Mn(C).
1. Se A non ha autovalori reali negativi o nulli, allora A1/2 e` il coefficiente
centrale dell’inverso del polinomio
R1(z;A) =
1
4
(I −A−1)z−1 + 1
2
(I +A−1) +
1
4
(I −A−1)z; (6.4)
2. se A non ha autovalori sull’asse immaginario, allora sign(A) e` il
coefficiente centrale dell’inverso del polinomio
R2(z;A) =
1
4
(A−1 −A)z−1 + 1
2
(A−1 +A) +
1
4
(A−1 −A)z; (6.5)
3. se A e` non singolare, allora il fattore polare unitario di A e` il coeffi-
ciente centrale dell’inverso del polinomio
R3(z;A) =
1
4
(A−1 −A∗)z−1 + 1
2
(A−1 +A∗) +
1
4
(A−1 −A∗)z; (6.6)
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4. se A, B ∈ Pn(C), allora A#B e` il coefficiente centrale dell’inverso del
polinomio
R4(z;A,B) =
1
4
(A−1 −B−1)z−1 + 1
2
(A−1 +B−1) +
1
4
(A−1 −B−1)z.
(6.7)
Dimostrazione: La prima affermazione discende facilmente dal Teorema
6.1, sostituendo A−1 ad A nel polinomio R(z) e moltiplicandolo per 1/4. La
seconda deriva dalla caratterizzazione del segno mediante radice quadrata
(2.2) e dal primo asserto: infatti se il coefficiente centrale dall’inverso del
polinomio (6.4) e` A1/2, allora, considerando R1(z;A
−2)A−1, si ottiene
R1(z;A
−2)A−1 =
(
1
4
(I −A2)z−1 + 1
2
(I +A2) +
1
4
(I −A2)z
)
A−1 =
=
1
4
(A−1 −A)z−1 + 1
2
(A−1 +A) +
1
4
(A−1 −A)z =
= R2(z;A),
il cui inverso ha termine centrale uguale a sign(A), per costruzione. Per
quanto riguarda il terzo punto, ricordando che il fattore polare unitario e`
uguale a A(A−1A−∗)1/2, analogamente a quanto visto sopra, si ha che il
polinomio
R1(z;A
−1A−∗)A−1 =
1
4
(A−1 −A∗)z−1 + 1
2
(A−1 +A∗) +
1
4
(A−1 −A∗)z =
= R3(z;A),
ha inverso con coefficiente centrale uguale al fattore polare unitario di A. Al-
lo stesso modo si ricava l’ultima affermazione, considerando cheR4(z;A,B) =
R1(z;A
−1B)A−1, dunque il coefficiente centrale dell’inverso di R4(z;A,B)
e` A#B = A(A−1B)1/2. ¤
Analogamente, si puo` dimostrare il seguente risultato, riguardante gli
inversi delle matrici analizzate nella proposizione precedente:
Corollario 6.5 Sia A ∈Mn(C).
1. Se A non ha autovalori reali negativi o nulli, allora A−1/2 e` il coeffi-
ciente centrale dell’inverso del polinomio
R˜1(z;A) =
1
4
(I −A)z−1 + 1
2
(I +A) +
1
4
(I −A)z; (6.8)
2. se A non ha autovalori sull’asse immaginario, allora (sign(A))−1 e` il
coefficiente centrale dell’inverso del polinomio
R˜2(z;A) =
1
4
(A−A−1)z−1 + 1
2
(A+A−1) +
1
4
(A−A−1)z; (6.9)
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3. se A e` non singolare, allora l’inverso del fattore polare unitario di A
e` il coefficiente centrale dell’inverso del polinomio
R˜3(z;A) =
1
4
(A−A−∗)z−1 + 1
2
(A+A−∗) +
1
4
(A−A−∗)z; (6.10)
4. se A, B ∈ Pn(C), allora (A#B)−1 e` il coefficiente centrale dell’inverso
del polinomio
R˜4(z;A,B) =
1
4
(A−B)z−1 + 1
2
(A+B) +
1
4
(A−B)z. (6.11)
Quanto appena visto consente dunque di ricondurre il calcolo delle fun-
zioni notevoli al calcolo del termine centrale dell’inverso di un opportuno po-
linomio di Laurent: i metodi per giungere a questo risultato sono argomento
del seguito del capitolo.
6.2 Riduzione ciclica “palindroma”
L’algoritmo della riduzione ciclica, introdotto in [11], e` definito dall’itera-
zione
A
(k+1)
−1 = −A(k)−1(A(k)0 )−1A(k)−1
A
(k+1)
0 = A
(k)
0 −A(k)−1(A(k)0 )−1A(k)1 −A(k)1 (A(k)0 )−1A(k)−1
A
(k+1)
1 = −A(k)1 (A(k)0 )−1A(k)1 .
(6.12)
Tali relazioni, con l’aggiunta della seguente
Aˆ(k+1) = Aˆ(k) −A(k)1 (A(k)0 )−1A(k)−1, (6.13)
costituiscono un metodo efficiente per risolvere equazioni quadratiche di
matrici della forma
A−1 +A0X +A1X
2 = 0. (6.14)
Infatti vale il seguente risultato (dimostrato in [9] per equazioni aventi
coefficienti in Mn(R), ma valido anche nel caso complesso) relativo alla
convergenza dell’iterazione (6.12):
Teorema 6.6 Sia data l’equazione quadratica A−1 + A0X + A1X
2 = 0
e si consideri l’iterazione (6.12), con A
(0)
j = Aj, per j = −1, 0, 1, con
det(A
(k)
0 ) 6= 0 per ogni k ≥ 0. Se le equazioni quadratiche A−1 + A0X +
A1X
2 = 0 e A1 + A0Y + A−1Y
2 = 0 hanno, rispettivamente, soluzioni X˜
e Y˜ tali che ρ(X˜) < 1 e ρ(Y˜ ) < 1, allora, per ogni norma di matrici || · ||,
le successioni ||A(k)0 || e ||(A(k)0 )−1|| sono limitate e, per ogni ² > 0 tale che
(ρ(X˜) + ²) < 1 e (ρ(Y˜ ) + ²) < 1, vale che
||A(k)−1|| = O((²+ ρ(X˜))2
k
) e ||A(k)1 || = O((²+ ρ(Y˜ ))2
k
).
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Inoltre, data l’iterazione definita in (6.13), con Aˆ(0) = A0, si ha che
X˜ = lim
k→∞
−(Aˆ(k))−1A−1.
In [9] viene mostrato come l’iterazione (6.12) possa essere ottenuta appli-
cando una permutazione pari-dispari, seguita da un passo di eliminazione
gaussiana, alla matrice biinfinita di Toeplitz a blocchi
T (k) =

. . .
. . . 0
. . . A
(k)
0 A
(k)
1
A
(k)
−1 A
(k)
0
. . .
0
. . .
. . .
 ,
a partire da T (0) avente blocchi A
(0)
j = Aj per j = −1, 0, 1.
Osservazione 6.7 Si noti che, in virtu` del Teorema 6.6 e dell’isomorfismo
tra matrici biinfinite di Toeplitz e polinomi di Laurent, di cui si e` accenna-
to nell’Osservazione 6.3, la successione {T (k)}k≥0 converge ad una matrice
diagonale di Toeplitz a blocchi: i blocchi sulla diagonale principale di tale
matrice sono dati da Z−10 , dove Z0 e` il coefficiente centrale dell’inverso del
polinomio di Laurent
A(z) = A−1z
−1 +A0 +A1z.
Analogamente, la (6.13) si ottiene procedendo ad una permutazione pari-
dispari, seguita da un passo di eliminazione gaussiana, sul sistema
Tˆ (0)
 XX2
...
 =
 −A−10
...
 ,
dove Tˆ (0) e` la matrice semiinfinita tridiagonale di Toeplitz a blocchi cos`ı
definita:
Tˆ (0) =
 A0 A1 0A−1 A0 A1
0
. . .
. . .
. . .
 .
Iterando il procedimento e considerando ad ogni passo la sottomatrice otte-
nuta eliminando la prima riga e la prima colonna, si trova la successione di
matrici semiinfinite tridiagonali, di Toeplitz eccetto che per il blocco in alto
a sinistra, data da
Tˆ (k) =
 Aˆ
(k) A
(k)
1 0
A
(k)
−1 A
(k)
0 A
(k)
1
0
. . .
. . .
. . .
 .
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Veniamo ora alla definizione del metodo della riduzione ciclica “palin-
droma”, introdotto in [29]. Quando si voglia utilizzare la (6.12) per risolvere
un’equazione di matrici della forma
A−1 +A0X +A1X
2 = 0, con A1 = A−1,
cioe` “palindroma”, per l’appunto, l’iterazione puo` essere scritta in modo piu`
semplice e diviene{
A
(k+1)
0 = A
(k)
0 − 2A(k)1 (A(k)0 )−1A(k)1
A
(k+1)
1 = −A(k)1 (A(k)0 )−1A(k)1 .
(6.15)
La (6.15) definisce il metodo che chiamiamo metodo di riduzione ciclica “pa-
lindroma”.
Ponendo Hk = 2A
(k+1)
1 e Xk = A
(k)
0 , per k ≥ 0, la scrittura precedente
assume una interessante forma incrementale:{
Xk+1 = Xk +Hk
Hk+1 = −1
2
(HkX
−1
k+1Hk).
(6.16)
Osservazione 6.8 Si noti l’analogia con quanto ottenuto riguardo al me-
todo di Newton applicato alla radice quadrata, con particolare riferimento
alla formula (3.17).
Apparira` chiaro quale sia dunque il nostro obiettivo: desidereremmo
applicare la (6.15) alle matrici di Toeplitz biinfinite associate ai polinomi
(6.8)-(6.11), i quali sono evidentemente palindromi, ed ottenere, auspicabil-
mente, convergenza quadratica della successione {A(k)0 }k≥0 a A1/2, sign(A),
al fattore polare unitario di A o ad A#B, a seconda del polinomio considera-
to. Per far cio` e` necessario fornire alcuni risultati generali sulla convergenza
di (6.15): e` cio` che faremo qui di seguito.
Vale infatti il seguente risultato (cfr. [29]):
Teorema 6.9 Siano A0, A1 ∈ Mn(C), con A0 non singolare, e poniamo
M := A−10 A1, allora l’iterazione (6.15) converge se e solo se gli autovalori
reali di M appartengono a [−1/2, 1/2] e tutti gli autovalori reali di modulo
1/2 corrispondono a blocchi di Jordan di dimensione 1. In particolare, se M
non ha autovalori reali di modulo 1/2, la convergenza di (6.15) e` quadratica
e si ha che A
(k)
1 → 0 e A(k)0 → A0φ(M), dove φ(z) = (1− 4z2)1/2.
Per il nostro scopo, cioe` il calcolo delle funzioni notevoli, e` particolar-
mente interessante questo corollario (cfr. [29]) del precedente teorema:
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Corollario 6.10 Assumendo le notazioni e le ipotesi del teorema preceden-
te, siano date le matrici A0 =
1
2(P + Q) e A1 =
1
4(P − Q), con P non
singolare. Se Λ(M) ⊂ (−1/2, 1/2), allora P−1Q ammette radice quadrata e
A
(k)
0 → P (P−1Q)1/2 quadraticamente.
Grazie al risultato sopra si ottiene dunque che la (6.15) e` un buon me-
todo per il calcolo delle funzioni notevoli: infatti, note le caratterizzazioni
mediante radice quadrata di tali funzioni e poste le opportune ipotesi su A,
e` facile vedere che essa converge a
• A1/2, per P = I e Q = A;
• sign(A), per P = A e Q = A−1;
• polar(A), per P = A e Q = A−∗;
• A#B, per P = A e Q = B.
6.3 Altri metodi di soluzione
In [29] vengono forniti anche altri due metodi per il calcolo di A#B, che,
in virtu` della Proposizione 6.4, possono essere generalizzati al calcolo delle
altre tre funzioni notevoli: questo e` quanto esponiamo qui di seguito.
6.3.1 Metodo di integrazione numerica
Un noto risultato (cfr. [46]) afferma che, se A(z) e` un polinomio di Laurent,
i suoi coefficienti possono essere espressi nella forma
Aj =
1
2pi
∫ 2pi
0
A(eıθ)e−jıθdθ, (6.17)
per j ∈ Z. In particolare, si avra` quindi che
A0 =
1
2pi
∫ 2pi
0
A(eıθ)dθ. (6.18)
Si consideri dunque il polinomio di Laurent “palindromo”
A(z) = A−1z
−1 +A0 +A1z, con A1 = A−1, (6.19)
dove Aj ∈ Mn(C) per j = −1, 0, 1. Supponiamo che A(z) ammetta inverso
A−1(z), allora, avendo osservato che A−1(eıθ) = (A(eıθ))−1 e considerando
la relazione
A(eıθ) = 2A1 cos θ +A0,
si trova la seguente uguaglianza:
A−1(eıθ) = (2A1 cos θ +A0)
−1. (6.20)
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Ne consegue che, per giungere al calcolo delle funzioni notevoli, si puo` ope-
rare ricavando il coefficiente centrale dell’inverso dei polinomi di Laurent
(6.4)-(6.7) mediante le formule (6.18) e (6.20).
Pertanto si avra` che
A1/2 =
1
2pi
∫ 2pi
0
((
I −A−1
2
)
cos θ +
I +A−1
2
)−1
dθ =
=
1
pi
∫ 2pi
0
((I −A−1) cos θ + (I +A−1))−1 dθ (6.21)
per la radice quadrata, mentre l’analoga espressione per la funzione segno e`
sign(A) =
1
pi
∫ 2pi
0
((A−1 −A) cos θ + (A−1 +A))−1 dθ. (6.22)
Per quanto riguarda il fattore polare unitario, la relazione trovata e` la
seguente
polar(A) =
1
pi
∫ 2pi
0
((A−1 −A∗) cos θ + (A−1 +A∗))−1 dθ. (6.23)
Infine, per la media geometrica,
A#B =
1
pi
∫ 2pi
0
((A−1 −B−1) cos θ + (A−1 +B−1))−1. (6.24)
Osservazione 6.11 Quest’ultima espressione e` data in [29] in forma leg-
germente diversa: tenendo presente che (A#B)−1 = A−1#B−1,
A#B =
(
1
pi
∫ 2pi
0
((A−B) cos θ + (A+B))−1
)−1
. (6.25)
Osservazione 6.12 Si noti che la rappresentazione delle funzioni notevoli
cos`ı ottenuta e` curiosamente analoga a quella che si ricava mediante la for-
mula integrale di Cauchy. Si osservi, ad esempio, che la (6.22) per il segno
puo` essere riscritta, a meno di un cambio di variabile, come
sign(A) =
2
pi
∫ pi/2
0
(cos2(2θ)A−1 + sin2(2θ)A)−1dθ,
che richiama la (2.3).
Per il calcolo delle formule (6.21)-(6.24) si puo` usare, ad esempio, la
formula dei trapezi vista nel primo capitolo: tornando alla notazione in
(6.19), l’integrale
1
2pi
∫ 2pi
0
(2A1 cos θ +A0)
−1dθ
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calcolato con questo metodo, applicato con 2k + 1 nodi, e` dato dall’espres-
sione:
S2k+1 =
1
2k
2k∑
i=1
(2A1 cos θi +A0)
−1, (6.26)
dove θi = ipi/k per i = 1, ..., 2k.
6.3.2 Metodo delle sezioni finite
Per quanto visto nell’Osservazione 6.3, e` possibile associare al polinomio di
Laurent (6.19) la matrice tridiagonale biinfinita di Toeplitz a blocchi
T =

. . .
. . . 0
. . . A0 A1
A−1 A0
. . .
0
. . .
. . .
 .
Per quanto visto nella Proposizione 6.4, siamo interessati al calcolo della
diagonale principale di T−1: per far cio` usiamo le sezioni finite di T . Con
il termine k−esima sezione finita di T , indicheremo la matrice seguente,
costituita da k × k blocchi (ciascuno dei quali e` una matrice quadrata di
dimensione n):
Tk =

A0 A1 0
A−1 A0
. . .
. . .
. . . A1
0 A−1 A0
 . (6.27)
Osserviamo che, poiche´ il polinomio di Laurent A(z) e` palindromo, la ma-
trice Tk puo` anche essere riscritta in una forma piu` compatta, usando il
prodotto di Kronecker: si ha dunque
Tk = Ik ⊗A0 + Vk ⊗A1, (6.28)
dove Vk e` una matrice tridiagonale di dimensione k cos`ı definita
Vk =

0 1 0
1 0
. . .
. . .
. . . 1
0 1 0
 .
Spieghiamo ora come sia possibile usare le sezioni finite di T per il calcolo
della diagonale principale di T−1, con riferimento al caso in cui A(z) sia uno
dei polinomi (6.4)-(6.7).
78 CAPITOLO 6. UN APPROCCIO GENERALE
E` ben noto che, quando si vuole trovare la j−esima colonna dell’inversa
di una data matrice A ∈ Mn(C), si puo` procedere risolvendo il sistema
Ax = ej , dove ej e` la j−esima colonna di In. Analogamente, nel caso in
cui A sia una matrice costituita da k × k blocchi (ciascuno di dimensione
n) il sistema da risolvere sara` AX = ej ⊗ In, dove ej stavolta e` la j−esima
colonna di Ik e X = (X1, ..., Xk)
T con Xi ∈Mn(C), per i = 1, ..., k (come e`
lecito aspettarsi perche´ la notazione sia consistente).
Pertanto, nel nostro caso, risolvendo il sistema TkX
(k) = ej ⊗ In ed
isolando X
(k)
j , il j−esimo blocco di X(k), si trova il j−esimo blocco della
j−esima colonna di T−1k , cioe` il j−esimo blocco della diagonale principale
di T−1k . Si puo` dimostrare che
lim
k→∞
X
(2k+1)
k+1 = Z0,
dove Z0 e` la matrice che costituisce i blocchi sulla diagonale principale di
T−1. Per farlo, riscriviamo X
(2k+1)
k+1 alla luce della (6.28).
Innanzitutto osserviamo che Vk puo` essere portata in forma diagonale
mediante la matrice ortogonale Hk, il cui (ij)−esimo elemento e` dato da√
2
k + 1
sin
(
ijpi
k + 1
)
.
Vale cioe` la relazione HTk VkHk = Dk, dove Dk e` una matrice diagonale
avente elementi 2 cos(ipi/(k + 1)), per i = 1, ..., k. Ne consegue che Tk e`
simile ad una matrice diagonale a blocchi
D˜k = (H
T
k ⊗ In)Tk(Hk ⊗ In) = Ik ⊗A0 +Dk ⊗A1,
dove, per l’ultima uguaglianza, sono state usate le proprieta` del prodotto di
Kronecker e l’ortogonalita` di Hk.
Siamo ora giunti a poter scrivere la seguente espressione:
X
(2k+1)
k+1 = (e
T
k+1 ⊗ In)T−12k+1(ek+1 ⊗ In)
= (eTk+1 ⊗ In)(HT2k+1 ⊗ In)D˜−12k+1(H2k+1 ⊗ In)(ek+1 ⊗ In)
= (eTk+1H
T
2k+1 ⊗ In)D˜−12k+1(H2k+1ek+1 ⊗ In).
Poiche´ H2k+1ek+1 non e` altro che la (k + 1)−esima colonna di H2k+1, il cui
i−esimo elemento, per i = 1, . . ., (2k + 1), e` dato dall’espressione√
1
k + 1
sin
(
i(k + 1)pi
2(k + 1)
)
=
√
1
k + 1
sin
(
ipi
2
)
,
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si ottiene
X
(2k+1)
k+1 =
2k+1∑
i=1
(k + 1)−1 sin2
(
ipi
2
)(
2A1 cos
(
ipi
2(k + 1)
)
+A0
)−1
=
=
1
k + 1
2k+1∑
i=1,
i≡1(mod2)
(
2A1 cos
(
ipi
2(k + 1)
)
+A0
)−1
=
=
1
k + 1
k∑
i=0
(
2A1 cos
(
(2i+ 1)pi
2(k + 1)
)
+A0
)−1
. (6.29)
E` facile riconoscere nella formula (6.29), che presenta anche analogie con
la (6.26), il metodo di Gauss-Chebyshev per il calcolo dell’integrale
1
pi
∫ 1
−1
(2A1s+A0)
−1
√
1− s2 ds. (6.30)
In accordo con quanto affermato nell’Osservazione 5.7, se A(z) e` il polinomio
(6.4), si ha dunque che
lim
k→∞
X
(2k+1)
k+1 = A
1/2,
per le note proprieta` di convergenza del metodo di Gauss-Chebyshev.
Per le altre tre funzioni notevoli, un ragionamento analogo potrebbe
sembrare ostacolato dal fatto che gli integrali (2.5), (4.5) e (5.7), possono
essere scritti in forma piu` generica, usando la stessa notazione di (6.30), nel
modo seguente:
1
pi
∫ 1
−1
(−2A1s+A0)−1√
1− s2 ds.
Come si nota, la formula sopra differisce dalla (6.30) per un segno, cio` pero`
non ci dissuade dall’affermare che la (6.29) costituisce l’applicazione del
metodo di Gauss-Chebyshev anche per quest’ultima espressione.
Infatti, per le proprieta` dei nodi di tale metodo di integrazione numerica,
bastera` semplicemente riordinare gli indici di sommazione nella (6.29) per
ottenere quanto voluto: in particolare, bastera` scambiare l’indice i−esimo
con quello (n− i)−esimo.
Analogamente a quanto visto per la radice quadrata, la convergenza del
metodo delle sezioni finite al segno, al fattore polare unitario o alla media
di matrici segue quindi dalla convergenza del metodo di Gauss-Chebyshev
applicato all’integrale (2.5), (4.5) o (5.7).
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