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In this paper, we consider the Boussinesq equations in a semi-inﬁnite channel. We show
that, under appropriate restrictions on the data, if the ﬂuid velocity initially is small, the
solution will tend exponentially to a transient laminar ﬂow as the distance from the entry
section tends to inﬁnity. We also derive the explicit decay bounds.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
A special class of stability problems are those which investigate how the solution to a problem decays in space given
data on certain boundaries. The ﬁrst contribution concerned with estimates of Saint-Venant type which exhibit exponential
spatial decay in heat conduction problems may be due to Boley [4]. Since then, many authors have developed the Saint-
Venant type decay estimates for the parabolic equations as well as for the more general Phragmén–Lindelöf type principle
which result in an alternative results either growth or decay (see [14,24]). For the discussions of the history, rationale and
the importance of such estimates are contained in the survey article by Horgan and Knowles [11], the updates by Horgan
[8,9], and the books of Straughan [28,29].
In studies of the ﬂuid mechanics, such spatial decay estimates have a longer history. For example, for the steady Navier–
Stokes equations estimates have been provided by [3,10]. Estimates for the time dependent diffusion equation are given
by [1,12], and for the Stokes equations by [15,2]. Recently, Song [26,27] obtained some improved decay estimates for the
time dependent Stokes equations. Especially, in [16,17], Lin and Payne investigated the transient ﬂow of an incompressible
viscous ﬂuid in a semi-inﬁnite pipe or channel. They derived explicit conditions on the data, coeﬃcients, and geometry that
would get exponential decay of the transient ﬂow to transient laminar ﬂow in some appropriate weighted measure.
Motivated by [16,17], in this paper, we consider the spatial decay estimates for Boussinesq equations in a semi-inﬁnite
pipe. Unlike [16,17], we couple the equations with a temperature θ , so the argument to derive the result in this paper
is more involved, the result established in this paper is more interesting. The Boussinesq system is potentially relevant
to the study of atmospheric and oceanographic turbulence, as well as other astrophysical situations where rotation and
stratiﬁcation play a dominant role (see [18,25]).
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θ,t − kθ,αα + uαθ,α = 0, (1.2)
uα,α = 0. (1.3)
In ﬂuid mechanics, system (1.1)–(1.3) is used in the ﬁeld of Buoyancy-driven ﬂow. It describes the motion of incompresive
viscous ﬂuid under the inﬂuence of gravitational force [19]. Here u(x, t) denotes the velocity of the ﬂuid at point (x, t) ∈
R2 × [0, T ]; θ is the temperature; p(x, t) is the hydrostatic pressures; gα(x, t) is the external force by unit of mass; ν and
k are kinematic viscosity and thermal conductivity, respectively; γ is a positive constant associated to the coeﬃcient of
volume expansion. The global well-posedness of the Boussinesq system is well known (see [5]). The Boussinesq system
has important roles in the atmospheric sciences (see [18]). Throughout this paper, the usual summation convention is
employed with repeat Greek subscript summed from 1 to 2. The comma notation is used to denote partial differentiation,
i.e., uα,β = ∂uα∂xβ , ϕα,α =
∑2
α=1
∂ϕα
∂xα
.
2. Formulation
In this paper we consider Boussinesq equations in a channel in R2. The region interior to the channel is denoted by R ,
described in Cartesian coordinate as the set of point (x1, x2) for which x1 > 0 and 0 < x2 < h. We deﬁne the region Rz to
be the set of points (x1, x2) in R for which x1 > z. Clearly then R = R0. For each ﬁxed value of z > 0 we let Lz denote the
line consisting of the points (z, x2) in R .
The velocity components uα , (α = 1,2) satisfy the Boussinesq equations
uα,t − νuα,ββ + uβuα,β − γ θ gα + p,α = 0 in R × [0, T ],
θ,t − κθ,αα + uαθ,α = 0,
uα,α = 0, (2.1)
with the initial–boundary conditions
uα(x1, x2,0) = 0, θ(x1, x2,0) = 0, (x1, x2) ∈ R, (2.2)
uα(x1,0, t) = uα(x1,h, t) = 0,
θ(x1,0, t) = θ(x1,h, t) = 0, x1 > 0, 0 t < T , (2.3)
uα(0, x2, t) = fα(x2, t),
θ(0, x2, t) = h(x2, t), 0 x2  h, 0 t < T , (2.4)
where we have supposed that the components fα (α = 1,2) and h satisfy the compatibility relationships fα(0, t) =
fα(h, t) = 0, h(0, t) = h(h, t) = 0. In (2.1)1 ν and κ are the viscosity and thermal conductivity (assumed constant). Without
loss of generality, by rescaling the time and space variables, we may take κ = ν ≡ 1.
As x1 → ∞ we expect the velocity (u1,u2) to tend to (V ,0), where V (x2, t) satisﬁes
V ,t − V ,22 + P (t) = 0, 0< x2 < h, 0< t < T , (2.5)
V (x2,0) = 0, 0 x2  h, (2.6)
V (0, t) = V (h, t) = 0, 0 t  T , (2.7)
with unknown function P (t) determined by the condition
h∫
0
V (x2, t)dx2 =
h∫
0
f1(x2, t)dx2 = Q (t). (2.8)
The problem (2.5)–(2.8) may be viewed as an inverse problem for determining P (t) and hence V (x2, t). It is easy to show
that this problem has a unique solution. A similar inverse problem had been previously investigated by Cannon and Zach-
mann [6].
We let
wα = uα − V δα1, (2.9)
and
q,α = p,α − P (t)δα1. (2.10)
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E(T ) =
T∫
0
∫
R
x1[wα,βwα,β + wα,ηwα,η + θ,αθ,α + θ,ηθ,η]dA dη (2.11)
is bounded. The problem (2.1)–(2.4) can be rewritten as
wα,t − wα,ββ + (wβ + V δβ1)wα,β + w2V ,2δα1 − γ θ gα + q,α = 0 in R × [0, T ], (2.12)
θ,t − θ,αα + wαθ,α + θ,1V = 0 in R × [0, T ], (2.13)
wα,α = 0 in R × [0, T ], (2.14)
with the initial–boundary conditions
wα(x1, x2,0) = 0, θ(x1, x2,0) = 0, (x1, x2) ∈ R, (2.15)
wα(x1,0, t) = wα(x1,h, t) = 0,
θ(x1,0, t) = θ(x1,h, t) = 0, x1 > 0, 0 t < T , (2.16)
wα(0, x2, t) = fα(x2, t) − V δα1,
θ(0, x2, t) = h(x2, t), 0 x2  h, 0 t < T . (2.17)
In view of (2.8) it follows that at each instant of t∫
Lz
w1 dx2 = 0. (2.18)
In order to eliminate the troublesome pressure term q,α in (2.12), we introduce a stream function φ(x1, x2, t) such that
w1 = φ,2, w2 = −φ,1. (2.19)
Now (2.12) and (2.13) may be rewritten as
φ,t − 2φ − φ,1(φ),2 + φ,2(φ),1 + V (φ),1 − V ,22φ,1 − γ θ,2g1 − γ θ g1,2 + γ θ,1g2 + γ θ g2,1 = 0,
θ,t − θ,αα + φ,2θ,1 − φ,1θ,2 + θ,1V = 0, (2.20)
where  is the harmonic operator and 2 is the bi-harmonic operator. The conditions (2.15)–(2.17) are replaced by
φ(x1, x2,0) = 0, θ(x1, x2,0) = 0, (x1, x2) ∈ R, (2.21)
φ(x1,0, t) = φ(x1,h, t) = 0,
φ,2(x1,0, t) = φ,2(x1,h, t) = 0,
θ(x1,0, t) = θ(x1,h, t) = 0, x1 > 0, 0 t < T , (2.22)
φ(0, x2, t) =
x2∫
0
f1(s, t)ds = f (x2, t),
φ,1(0, x2, t) = − f2(x2, t) = r(x2, t),
θ(0, x2, t) = h(x2, t), 0 x2  h, 0 t < T . (2.23)
3. Auxiliary inequalities
In this section we list a number of standard inequalities that will be used throughout this paper. We recall the well-
known Wirtinger inequalities which hold for suﬃciently smooth function w(x2) deﬁned on (0,h).
(1) If w(x2) ∈ C1(0,h) and w(0) = w(h) = 0, then
h∫
0
w2 dx2 
h2
π2
h∫
0
w2,2 dx2. (3.1)
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h∫
0
w2,2 dx2 
h2
4π2
h∫
0
w2,22 dx2. (3.2)
(3) If w(x2) ∈ C2(0,h), w(0) = w,2(0) = w(h) = w,2(h) = 0, then
h∫
0
w2 dx2 
(
2
3
)4 h4
π4
h∫
0
w2,22 dx2. (3.3)
For proofs of these inequalities see Refs. [13,20].
In addition to (3.1)–(3.3), we also make use of a Sobolev inequality in Rz × [0, T ] which holds for suﬃciently smooth
function w(x1, x2, t) satisfying w(x1,0, t) = w(x1,h, t) = 0 and limx1→∞ w(x1, x2, t) = 0, i.e.,∫
Rz
w4 dA 
∫
Rz
w2 dA
∫
Rz
w,αw,α dA, (3.4)
max
(0,t)
∫
Rz
w4 dA  36
t∫
0
∫
Rz
w,αw,α dA dη
t∫
0
∫
Rz
(w,η)
2 dA dη. (3.5)
Inequalities of this type have been widely used in the study of the Navier–Stokes equations (see e.g. Refs. [20–24]). The
proofs for (3.4) and (3.5) have been given by Lin and Payne [16]. In their paper they also proved∫
R
w4 dA  1
2
∫
R
w2 dA
∫
R
w,αw,α dA, (3.6)
max
(0,t)
∫
R
w4 dA  18
t∫
0
∫
R
w,αw,α dA dη
t∫
0
∫
R
(w,η)
2 dA dη. (3.7)
4. Energy decay estimates
In this section, we derive the main exponential decay result for problem (2.20)–(2.23). We ﬁrst deﬁne the “energy” as
E(z, t) = E1(z, t) + ρ1E2(z, t) + E3(z, t) + ρ2E4(z, t) (4.1)
where
E1(z, t) =
t∫
0
∫
Rz
φ,αβφ,αβ dA dη =
t∫
0
∫
Rz
wα,βwα,β dA dη,
E2(z, t) =
t∫
0
∫
Rz
φ,αηφ,αη dA dη =
t∫
0
∫
Rz
wα,ηwα,η dA dη,
E3(z, t) =
t∫
0
∫
Rz
θ,αθ,α dA dη,
E4(z, t) =
t∫
0
∫
Rz
(θ,η)
2 dA dη,
and
E5(z, t) =
t∫ ∫
φ,αβηφ,αβη dA dη =
t∫ ∫
wα,βηwα,βη dA dη, (4.2)0 Rz 0 Rz
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t∫
0
∫
Rz
θ,αηθ,αη dxdη, (4.3)
where ρ1 and ρ2 are positive constants.
We show, in fact, that the energy expression (4.1) will, under appropriate restrictions, satisfy a decay inequality of the
form
E(z, t)m1E(0, t)e−m2z, z 0, 0 t  T , (4.4)
where the positive constants m1 and m2 will be determined later.
To get (4.4), we ﬁrst write
∂E(z, t)
∂z
= ∂E1(z, t)
∂z
+ ρ1 ∂E2(z, t)
∂z
+ ∂E3(z, t)
∂z
+ ρ2 ∂E4(z, t)
∂z
= −
t∫
0
∫
Lz
φ,αβφ,αβ dA dη − ρ1
t∫
0
∫
Lz
φ,αηφ,αη dA dη −
t∫
0
∫
Lz
θ,αθ,α dA dη
− ρ2
t∫
0
∫
Lz
(θ,η)
2 dA dη. (4.5)
We next derive the appropriate upper bounds for these quantities E1(z, t), E2(z, t), E3(z, t) and E4(z, t).
Making use of the divergence theorem and using (2.20)–(2.23), we have
E1(z, t) =
t∫
0
∫
Rz
φ,αβφ,αβ dA dη
= −
t∫
0
∫
Lz
φ,α1φ,α dx2 dη +
t∫
0
∫
Lz
φ,ββ1φ dA dη +
t∫
0
∫
Rz
φφ,η dA dη
−
t∫
0
∫
Rz
[
φφ,1(φ),2 − φφ,2(φ),1
]
dA dη +
t∫
0
∫
Rz
[
V φ(φ),1 − V ,22φφ,1
]
dA dη
− γ
t∫
0
∫
Rz
[φθ,2g1 − φθ,1g2]dA dη − γ
t∫
0
∫
Rz
[φθ g1,2 − φθ g2,1]dA dη
=
7∑
i=1
Ai . (4.6)
We next bound each Ai (i = 1,2, . . . ,7). For A1 and A2, using divergence theorem, we have
A1 + A2 = −
t∫
0
∫
Lz
φ,α1φ,α dx2 dη +
t∫
0
∫
Lz
φ,ββ1φ dx2 dη
= −1
2
∂
∂z
t∫
0
∫
Lz
φ,αφ,α dx2 dη + ∂
∂z
t∫
0
∫
Lz
φ,11φ dx2 dη −
t∫
0
∫
Lz
φ,11φ,1 dx2 dη
−
t∫
0
∫
Lz
φ,21φ,2 dx2 dη
= − ∂
∂z
t∫ ∫
[φ,αφ,α − φ,11φ]dx2 dη. (4.7)0 Lz
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A3 =
t∫
0
∫
Rz
φφ,η dA dη = −
t∫
0
∫
Lz
φφ,1η dx2dη − 1
2
∫
Rz
φ,αφ,α dA|η=t −
t∫
0
∫
Lz
φφ,1η dA dη. (4.8)
Likewise, we have
A4 = −
t∫
0
∫
Rz
[
φφ,1(φ),2 − φφ,2(φ),1
]
dA dη = −
t∫
0
∫
Lz
φ,2φφ dx2 dη. (4.9)
For A5, we have
A5 =
t∫
0
∫
Rz
[
V φ(φ),1 − V ,22φφ,1
]
dA dη
= −
t∫
0
∫
Lz
V φ,11φ dx2 dη + 1
2
t∫
0
∫
Lz
V (φ,1)
2 dx2 dη
+
t∫
0
∫
Lz
V (φ,2)
2 dx2 dη −
t∫
0
∫
Rz
V φ,1φ,22 dA dη, (4.10)
in deriving (4.10), we have used |g| < M , where M is a positive constant.
Using Schwarz’s inequality, (3.1)–(3.3) and Arithmetic–Geometric mean inequality, we have
A6 = −γ
t∫
0
∫
Rz
[φθ,2g1 − φθ,1g2]dA dη

(
2
3
)2
Mγ
h2
π2
( t∫
0
∫
Rz
(φ,22)
2 dA dη
) 1
2
( t∫
0
∫
Rz
(θ,2)
2 dA dη
) 1
2
+
(
2
3
)2
Mγ
h2
π2
( t∫
0
∫
Rz
(φ,22)
2 dA dη
) 1
2
( t∫
0
∫
Rz
(θ,1)
2 dA dη
) 1
2
 Mγ 4h
2
9π2
E(z, t), (4.11)
and
A7 = −γ
t∫
0
∫
Rz
[φθ g1,2 − φθ g2,1]dA dη
= γ
t∫
0
∫
Rz
φ,2θ g1 dA dη + γ
t∫
0
∫
Rz
φθ,2g1 dA dη − γ
t∫
0
∫
Lz
φθ g2 dx2 dη
−
t∫
0
∫
Rz
φ,1θ g2 dA dη −
t∫
0
∫
Rz
φθ,1g2 dA dη
 γM h
2
2π2
E(z, t) + γM
(
2
3
)2 h2
π2
E(z, t) − γ
t∫
0
∫
Lz
φθ g2 dx2 dη, (4.12)
where we have supposed that |gα | M for α = 1,2.
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derive a similar bound for E2(z, t).
As in the derivation of (4.6), we have
E2(z, t) =
t∫
0
∫
Rz
φ,αηφ,αη dA dη = −
t∫
0
∫
Lz
φ,1ηφ,η dx2 dη −
t∫
0
∫
Rz
2φφ,η dA dη
−
t∫
0
∫
Rz
[
φ,ηφ,1(φ),2 − φ,ηφ,2(φ),1
]
dA dη +
t∫
0
∫
Rz
[
V φ,η(φ),1 − V ,22φ,ηφ,1
]
dA dη
− γ
t∫
0
∫
Rz
[φ,ηθ,2g1 − φ,ηθ,1g2]dA dη − γ
t∫
0
∫
Rz
[φ,ηθ g1,2 − φ,ηθ g2,1]dA dη
=
6∑
i=1
Bi . (4.13)
We next bound each Bi (i = 1,2, . . . ,6). We ﬁrst derive the bound for B1 + B2. Making use of the divergence theorem,
we have
B1 + B2 = −
t∫
0
∫
Lz
φ,1ηφ,η dx2dη −
t∫
0
∫
Rz
2φφ,η dA dη = −
t∫
0
∫
Lz
φ,1ηφ,η dx2 dη
+
t∫
0
∫
Lz
φ,ηφ,αα1 dx2 dη −
t∫
0
∫
Lz
φ,1βφ,βη dx2 dη −
t∫
0
∫
Rz
φ,αβφ,αβη dA dη
−1
2
∂
∂z
t∫
0
∫
Lz
[
(φ,η)
2 − 2φ,11φ,η
]
dx2 dη − 2
t∫
0
∫
Lz
φ,α1φ,αη dx2 dη. (4.14)
Integrating by parts for B3, we have
B3 = −
t∫
0
∫
Rz
[
φ,ηφ,1(φ),2 − φ,ηφ,2(φ),1
]
dA dη
= −
t∫
0
∫
Lz
φ,ηφ,2φ dx2 dη +
t∫
0
∫
Rz
φ,2ηφ,1φ dA dη −
t∫
0
∫
Rz
φ,1ηφ,2φ dA dη. (4.15)
For B4 we have
B4 =
t∫
0
∫
Rz
[
V φ,η(φ),1 − V ,22φ,ηφ,1
]
dA dη = −
t∫
0
∫
Lz
V φ,ηφ,αα dx2 dη
+
t∫
0
∫
Lz
V φ,1ηφ,1 dx2 dη −
t∫
0
∫
Lz
V φ,αηφ,α dx2 dη −
t∫
0
∫
Rz
V φ,1αφ,αη dA dη
+
t∫
0
∫
Rz
V ,2φ,2ηφ,1 dA dη +
t∫
0
∫
Lz
V φ,2ηφ,2 dx2 dη +
t∫
0
∫
Lz
V φ,ηφ,22 dx2 dη
= −
t∫
0
∫
Lz
V φ,ηφ,11 dx2 dη +
t∫
0
∫
Rz
V ,2φ,2ηφ,1 dA dη −
t∫
0
∫
Rz
V φ,1αφ,αη dA dη. (4.16)
Similar to (4.11), we have
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t∫
0
∫
Rz
[φ,ηθ,2g1 − φ,ηθ,1g2]dA dη Mγ 4h
2
9π2
E(z, t). (4.17)
Recalling (4.12), we have
B6 = −γ
t∫
0
∫
Rz
[φ,ηθ g1,2 − φ,ηθ g2,1]dA dη
 γM h
2
2π2
E(z, t) + γM
(
2
3
)2 h2
π2
E(z, t) − γ
t∫
0
∫
Lz
φ,ηθ g2 dx2 dη, (4.18)
where M is the bound for gα (α = 1,2).
We next expect to bound E3(z, t). Integrating by parts, we have
E3(z, t) =
t∫
0
∫
Rz
θ,αθ,α dA dη = −
t∫
0
∫
Lz
θθ,1 dx2 dη −
t∫
0
∫
Rz
θθ,αα dA dη
= −
t∫
0
∫
Lz
θθ,1 dx2 dη −
t∫
0
∫
Rz
θ[θ,η + φ,2θ,1 − φ,1θ,2 + θ,1V ]dA dη
−
t∫
0
∫
Lz
θθ,1 dx2 dη −
t∫
0
∫
Rz
θφ,2θ,1 dA dη +
t∫
0
∫
Rz
θφ,1θ,2 dA dη −
t∫
0
∫
Rz
θθ,1V dA dη, (4.19)
where we have dropped a non-positive term on the right.
Making use of (2.20)2 and integrating by parts, we obtain
E4(z, t) =
t∫
0
∫
Rz
θ,ηθ,η dA dη =
t∫
0
∫
Rz
θ,η[θ,αα − φ,2θ,1 + φ,1θ,2 − θ,1V ]dA dη
−
t∫
0
∫
Lz
θ,ηθ,1 dx2 dη −
t∫
0
∫
Rz
θ,ηφ,2θ,1 dA dη +
t∫
0
∫
Rz
θ,ηφ,1θ,2 dA dη −
t∫
0
∫
Rz
θ,ηθ,1V dA dη, (4.20)
where we have again dropped a non-positive term on the right.
Combining (4.2)–(4.20) and making the indicated integration we have, for an arbitrary constant k, the integro-differential
inequality
∂E(z, t)
∂z
+ 4k2
∞∫
z
E(z, t)dξ  J1 + J2 + J3, (4.21)
where
J1 = −
t∫
0
∫
Lz
φ,αβφ,αβ dx2 dη − ρ1
t∫
0
∫
Lz
φ,αηφ,αη dx2 dη −
t∫
0
∫
Lz
θ,αθ,α dx2 dη − ρ2
t∫
0
∫
Lz
(θ,η)
2 dx2 dη
+ 4k2
t∫
0
∫
Lz
[φ,αφ,α − φ,11φ]dx2 dη + 2k2ρ1
t∫
0
∫
Lz
[
(φ,η)
2 − 2φ,11φ,η
]
dx2 dη, (4.22)
J2 = −4k2
t∫
0
∫
Rz
φφ,1η dA dη − 8k2ρ1
t∫
0
∫
Rz
φ,α1φ,αη dA dη
− 4k2
t∫ ∫
φ,2φφ dA dη − 4k2ρ1
t∫ ∫
φ,ηφ,2φ dA dη0 Rz 0 Rz
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t∫
0
∫
Rz
φθ g2 dA dη − 4k2ρ1γ
t∫
0
∫
Rz
φ,ηθ g2 dA dη
− 4k2
t∫
0
∫
Rz
θθ,1 dA dη − 4k2ρ2
t∫
0
∫
Rz
θ,ηθ,1 dA dη
− 4k2
t∫
0
∫
Rz
V φ,11φ dA dη + 2k2
t∫
0
∫
Rz
V φ,1φ,1 dA dη
+ 4k2
t∫
0
∫
Rz
V φ,2φ,2 dA dη − 4k2ρ1
t∫
0
∫
Rz
V φ,ηφ,11 dA dη, (4.23)
and
J3 = −4k2
∞∫
z
t∫
0
∫
Rξ
V φ,1φ,22 dA dηdξ − 4k2ρ1
∞∫
z
t∫
0
∫
Rξ
V φ,1αφ,αη dA dηdξ
+ 4k2ρ1
∞∫
z
t∫
0
∫
Rξ
V ,2φ,2ηφ,1 dA dηdξ + 4k2ρ1
∞∫
z
t∫
0
∫
Rξ
φ,2ηφ,1φ dA dηdξ
− 4k2ρ1
∞∫
z
t∫
0
∫
Rξ
φ,1ηφ,2φ dA dηdξ − 4k2
∞∫
z
t∫
0
∫
Rξ
θθ,1V dA dηdξ
− 4k2ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηθ,1V dA dηdξ + 4k2ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηφ,1θ,2 dA dηdξ
+ 4k2
∞∫
z
t∫
0
∫
Rξ
θφ,1θ,2 dA dηdξ − 4k2
∞∫
z
t∫
0
∫
Rξ
θφ,2θ,1 dA dηdξ
− 4k2ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηφ,2θ,1 dA dηdξ + 4k2Mγ 4h
2
9π2
∞∫
z
E(ξ, t)dξ
+ 4k2(1+ ρ1)γM h
2
π2
∞∫
z
E(ξ, t)dξ + 4k2(1+ 2ρ1)γM
(
2
3
)2 h2
π2
∞∫
z
E(ξ, t)dξ. (4.24)
For J1, using Schwarz’s inequality, (3.1), (3.3) and Arithmetic–Geometric mean inequality, we have
J1 −
t∫
0
∫
Lz
φ,αβφ,αβ dx2 dη − ρ1
t∫
0
∫
Lz
φ,αηφ,αη dx2 dη
+ 4k2
t∫
0
∫
Lz
φ,αφ,α dx2 dη + 4k2
( t∫
0
∫
Lz
(φ,11)
2 dx2 dη
) 1
2
( t∫
0
∫
Lz
φ2 dx2 dη
) 1
2
+ 2k2ρ1
t∫
0
∫
Lz
(φ,η)
2 dx2 dη + 4k2ρ1
( t∫
0
∫
Lz
(φ,11)
2 dx2 dη
) 1
2
( t∫
0
∫
Lz
(φ,η)
2 dx2 dη
) 1
2
−
[
1− 17(kh)
2
9π2
] t∫ ∫
φ,αβφ,αβ dA dη − ρ1
t∫ ∫
φ,αηφ,αη dA dη0 Lz 0 Lz
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2
π2
t∫
0
∫
Lz
φ,2ηφ,2η dx2 dη + 2k2ρ1
t∫
0
∫
Lz
φ,11φ,11 dx2 dη + 2k2ρ1 h
2
π2
t∫
0
∫
Lz
φ,2ηφ,2η dx2 dη
−
[
1− 25(kh)
2
9π2
− 2k2ρ1
] t∫
0
∫
Lz
φ,αβφ,αβ dA dη − ρ1
[
1− 4k2 h
2
π2
] t∫
0
∫
Lz
φ,αηφ,αη dA dη. (4.25)
We take ρ1 = h2π2 , by choosing k = π3h , we can see that
J1  0. (4.26)
Next we derive a bound for J2. We write
J2 = 4k2( J21 + J22 + J23 + J24 + J25) (4.27)
where
J21 = −
t∫
0
∫
Rz
φφ,1η dA dη − 2ρ1
t∫
0
∫
Rz
φ,α1φ,αη dA dη, (4.28)
J22 = −
t∫
0
∫
Rz
φ,2φφ dA dη − ρ1
t∫
0
∫
Rz
φ,ηφ,2φ dA dη, (4.29)
J23 = −γ
t∫
0
∫
Rz
φθ g2 dA dη − ρ1γ
t∫
0
∫
Rz
φ,ηθ g2 dA dη, (4.30)
J24 = −
t∫
0
∫
Rz
θθ,1 dA dη − ρ2
t∫
0
∫
Rz
θ,ηθ,1 dA dη, (4.31)
J25 = −
t∫
0
∫
Rz
V φ,11φ dA dη + 1
2
t∫
0
∫
Rz
V φ,1φ,1 dA dη +
t∫
0
∫
Rz
V φ,2φ,2 dA dη − ρ1
t∫
0
∫
Rz
V φ,ηφ,11 dA dη. (4.32)
Making use of the Schwarz’s inequality, the Wirtinger inequality (3.3) and the Arithmetic–Geometric mean inequality we
obtain
J21 
11h
9π
E(z, t). (4.33)
We write
J22 = I1 + I2. (4.34)
Using Schwarz’s inequality, (3.1), (3.2), and inequalities (3.4) and (3.5), we obtain
I1 max
t
( ∫
Rz
φ4 dA
) 1
4
[ t∫
0
( ∫
Rz
(φ,2)
4 dA
) 1
4
( ∫
Rz
(φ)2 dA
) 1
2
dη
]

√
6
h
π
( t∫
0
∫
Rz
φ,αβφ,αβ dA dη
) 5
4
(
h2
π2
t∫
0
∫
Rz
φ,αηφ,αη dA dη
) 1
4
= √6 h
π
[ ( t∫
0
∫
Rz
φ,αβφ,αβ dA dη
) 5
6
(
h2
π2
t∫
0
∫
Rz
φ,αηφ,αη dA dη
) 1
6
] 3
2
 5
√
5 h
t
[
E(z, t)
] 3
2  5
√
5 h √
E(0, t)E(z, t), (4.35)
6 π 6 π
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ab a
p
p
+ b
q
q
,
1
p
+ 1
q
= 1. (4.36)
Analogous to (4.35), we have
I2 
h2
π2
max
t
( ∫
Rz
φ4,2 dA
) 1
4
( t∫
0
∫
Rz
(φ,η)
4 dA dη
) 1
4
(
2
t∫
0
∫
Rz
φ,αβφ,αβ dA dη
) 1
2

√
12
h
π
( t∫
0
∫
Rz
φ,αηφ,αη dA dη
) 3
4
(
h2
π2
t∫
0
∫
Rz
φ,αβφ,αβ dA dη
) 3
4

√
12
2
h
π
[
E(z, t)
] 3
2

√
12
2
h
π
√
E(0, t)E(z, t). (4.37)
We next seek the bound for J23. Again employing the Schwarz’s inequality, inequalities (3.1)–(3.3), and the Arithmetic–
Geometric mean inequality, we ﬁnd that
J23  Mγ
(
2
3
)2 h3
π3
( t∫
0
∫
Rz
(φ,22)
2 dA dη
) 1
2
( t∫
0
∫
Rz
(θ,2)
2 dA dη
) 1
2
+ Mγ h
3
π3
(
ρ1
t∫
0
∫
Rz
(φ,2η)
2 dA dη
) 1
2
( t∫
0
∫
Rz
(θ,2)
2 dA dη
) 1
2
 Mγ 2h
3
9π3
E(z, t) + Mγ h
3
2π3
E(z, t). (4.38)
Similarly, we have
J24 
h
π
E(z, t), (4.39)
where we have chosen that ρ2 = h2π2 .
For J25 we have
J25 
h2
π2
|V |max
[
2
9
t∫
0
∫
Rz
(
φ2,11 + φ2,22
)
dA dη +
t∫
0
∫
Rz
(
1
2
φ2,12 + φ2,22
)
dA dη
+ ε
2
t∫
0
∫
Rz
φ2,11 dA dη +
1
2ε
h2
π2
t∫
0
∫
Rz
ρ1φ,αηφ,αη dA dη
]
 h
2
π2
|V |maxE(z, t), (4.40)
where we have made the choice ε = 34 .
Combining (4.27), (4.33), (4.35), (4.37), (4.38), (4.39), and (4.40), we obtain the estimates for J2
J2  4kM˜E(z, t), (4.41)
where
M˜ = k
[
11h
9π
+ 5
√
5
6
h
π
√
E(0, t) +
√
12
2
h
π
√
E(0, t) + Mγ 2h
3
9π3
+ Mγ h
3
2π3
+ h
π
+ h
2
π2
|V |max
]
. (4.42)
V satisﬁes (2.5)–(2.7) and |V |max has been bounded by Lin and Payne in their paper [16].
We next bound J3. Similar to J2, we also write
J3 = 4k2(τ1 + τ2 + τ3 + τ4 + τ5 + τ6 + τ7), (4.43)
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τ1 = −
∞∫
z
t∫
0
∫
Rξ
V φ,1φ,22 dA dηdξ − ρ1
∞∫
z
t∫
0
∫
Rξ
V φ,1αφ,αη dA dηdξ,
τ2 = ρ1
∞∫
z
t∫
0
∫
Rξ
V ,2φ,2ηφ,1 dA dηdξ,
τ3 = ρ1
∞∫
z
t∫
0
∫
Rξ
φ,2ηφ,1φ dA dηdξ − ρ1
∞∫
z
t∫
0
∫
Rξ
φ,1ηφ,2φ dA dηdξ,
τ4 =
∞∫
z
t∫
0
∫
Rξ
θθ,1V dA dηdξ − ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηθ,1V dA dηdξ,
τ5 =
∞∫
z
t∫
0
∫
Rξ
θφ,1θ,2 dA dηdξ + ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηφ,1θ,2 dA dηdξ,
τ6 = −
∞∫
z
t∫
0
∫
Rξ
θφ,2θ,1 dA dηdξ − ρ2
∞∫
z
t∫
0
∫
Rξ
θ,ηφ,2θ,1 dA dηdξ,
τ7 = (1+ ρ1)γM
(
2
3
)2 h2
π2
∞∫
z
E(ξ, t)dξ + (1+ ρ1)γM h
2
π2
∞∫
z
E(ξ, t)dξ + Mγ 4h
2
9π2
∞∫
z
E(ξ, t)dξ. (4.44)
Again using the Schwarz’s inequality, the Wirtinger inequality (3.2), and the Arithmetic–Geometric mean inequality for τ1,
we obtain
τ1 
h
2π
|V |max
[ ∞∫
z
t∫
0
∫
Rξ
(φ,12)
2 dA dηdξ +
∞∫
z
t∫
0
∫
Rξ
(φ,22)
2 dA dηdξ
]
+ h
2π
|V |max
[ ∞∫
z
t∫
0
∫
Rξ
φ,1αφ,1α dA dηdξ + ρ1
∞∫
z
t∫
0
∫
Rξ
φ,αηφ,αη dA dηdξ
]
 h
π
|V |max
∞∫
z
E(ξ, t)dξ. (4.45)
Similarly, we have
τ2 
1
2
ρ1|V ,2|max
[
ρ1
∞∫
z
t∫
0
∫
Rξ
(φ,2η)
2 dA dηdξ +
∞∫
z
t∫
0
∫
Rξ
(φ,12)
2 dA dηdξ
]
 1
2
ρ1|V ,2|max
∞∫
z
E(ξ, t)dξ. (4.46)
To bound τ3, we write
τ3 = τ31 + τ32.
Using Schwarz’s inequality, the Wirtinger inequality (3.4) and (3.5), we have
τ31  ρ1
∞∫
z
t∫
0
( ∫
Rξ
φ4,1 dA
) 1
4
( ∫
Rξ
φ4,2η dA
) 1
4
( ∫
Rξ
(φ)2 dA
) 1
2
dηdξ

√
6
h
π
ρ1
∞∫
z
( t∫
0
∫
R
φ2,12 dA dη
) 1
4
( t∫
0
∫
R
φ,1αηφ,1αη dA dη
) 1
4ξ ξ
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( t∫
0
∫
Rξ
φ2,2η dA dη
) 1
4
( t∫
0
∫
Rξ
φ,2αηφ,2αη dA dη
) 1
4
( t∫
0
∫
Rξ
φ,αβφ,αβ dA dη
) 1
2
dξ

√
6
(
h
π
) 1
2
ρ1
∞∫
z
( t∫
0
∫
Rξ
φ,αβηφ,αβη dA dη
) 1
2
( t∫
0
∫
Rξ
φ,αβφ,αβ dA dη
) 3
4
(
h2
π2
t∫
0
∫
Rξ
φ2,2η dA dη
) 1
4
dξ
 3
√
6
4
(
h
π
) 1
2
ρ1
√
E5(0, t)
∞∫
z
E(ξ, t)dξ, (4.47)
where we have used Young’s inequality (4.36).
Following the same derivation as in (4.47), we have
τ32  ρ1
∞∫
z
t∫
0
( ∫
Rξ
φ4,2 dA dη
) 1
4
( ∫
Rξ
φ4,1η dA
) 1
4
( ∫
Rξ
(φ)2 dA
) 1
2
dηdξ

√
6
h
π
ρ1
∞∫
z
( t∫
0
∫
Rξ
φ,αβφ,αβ dA dη
) 3
4
(
ρ1
t∫
0
∫
Rξ
φ2,2η dA dη
) 1
4
( t∫
0
∫
Rξ
φ,αβηφ,αβη dA dη
) 1
2
dξ
 3
√
6
4
h
π
ρ1
√
E5(0, t)
∞∫
z
E(ξ, t)dξ. (4.48)
Using Schwarz’s inequality, the Wirtinger inequality (3.1) and the Arithmetic–Geometric mean inequality, we have
τ4  |V |max h
π
∞∫
z
( t∫
0
∫
Rξ
θ2,2 dA dη
) 1
2
( t∫
0
∫
Rξ
θ2,1 dA dη
) 1
2
dξ
+ |V |max h
π
∞∫
z
(
ρ2
t∫
0
∫
Rξ
θ2,η dA dη
) 1
2
( t∫
0
∫
Rξ
θ2,1 dA dη
) 1
2
dξ
 |V |max h
π
∞∫
z
E(ξ, t)dξ. (4.49)
Similarly, using Schwarz’s inequality, and the Wirtinger inequalities (3.1), (3.4) and (3.5), we have
τ6 
∞∫
z
t∫
0
( ∫
Rξ
φ4,2 dA
) 1
4
( ∫
Rξ
θ4 dA
) 1
4
( ∫
Rξ
θ2,1 dA
) 1
2
dηdξ
+ ρ2
∞∫
z
t∫
0
( ∫
Rξ
φ4,2 dA
) 1
4
( ∫
Rξ
θ4,η dA
) 1
4
( ∫
Rξ
θ2,1 dA
) 1
2
dηdξ

√
6
∞∫
z
( t∫
0
∫
Rξ
φ,2αφ,2α dA dη
) 1
4
(
ρ1
t∫
0
∫
Rξ
φ,2ηφ,2η dA dη
) 1
4
·
( t∫
0
∫
Rξ
θ,αθ,α dA dη
) 1
4
( t∫
0
∫
Rξ
θ,2θ,2 dA dη
) 1
4
( t∫
0
∫
Rξ
θ2,1 dA dη
) 1
2
dξ
+ √6ρ2
∞∫
z
( t∫
0
∫
R
φ,2αφ,2α dA dη
) 1
4
(
ρ1
t∫
0
∫
R
φ,2ηφ,2η dA dη
) 1
4ξ ξ
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( t∫
0
∫
Rξ
θ,αηθ,αη dA dη
) 1
4
( t∫
0
∫
Rξ
θ2,2η dA dη
) 1
4
( t∫
0
∫
Rξ
θ2,1 dA dη
) 1
2
dξ

√
6
√
E(0, t)
∞∫
z
E(ξ, t)dξ + √6ρ2
√
E6(0, t)
∞∫
z
E(ξ, t)dξ. (4.50)
Following the same derivation as in (4.49), we can show that
τ5 
√
6
√
E(0, t)
∞∫
z
E(ξ, t)dξ + √6ρ2
√
E6(0, t)
∞∫
z
E(ξ, t)dξ. (4.51)
Combining (4.43)–(4.51), we can see
J3  4k2(1− δ)
∞∫
z
E(ξ, t)dξ, (4.52)
where
δ = 1−
[
h
π
|V |max + 1
2
ρ1|V ,2|max + 3
√
6
4
(
h
π
) 1
2
ρ1
√
E5(0, t) + 3
√
6
4
h
π
ρ1
√
E5(0, t)
+ |V |max h
π
+ 2√6√E(0, t) + 2√6ρ2√E6(0, t) + (1+ ρ1)γM(2
3
)2 h2
π2
+ (1+ ρ1)γM h
2
π2
+ Mγ 4h
2
9π2
]
. (4.53)
We can require h and/or the data small enough such that δ > 0. This requirement may be viewed as a restriction of Reynolds
number type on our problem. Explicit bounds for |V |max and |V ,2|max are given in Section 5 of [16]. The bounds for E5(0, t),
E6(0, t) and total energy E(0, t), deﬁned by (4.2), (4.3) and (4.1) respectively, are derived in Section 5 in our paper.
Combining (4.21), (4.26), (4.41) and (4.52), we obtain an integro-differential inequality of the form
∂E(z, t)
∂z
+ 4k2δ
∞∫
z
E(ξ, t)dξ  4kM˜E(z, t). (4.54)
An integro-differential inequality of this form arose in Refs. [7,10,15]. It follows by applying the argument of Refs. [7,10,15]
that for δ > 0
E(z, t)m1E(0, t)e−m2z, (4.55)
where
m1 = 2
√
M˜2 − δ√
M˜2 + δ − M˜
, (4.56)
and
m2 = 2k
(√
M˜2 + δ − M˜). (4.57)
We stress here that the exponential estimates (4.55) is the result which we seek.
5. Bounds for E(0, t), E5(0, t) and E6(0, t)
In this section we derive the bound for the total energy E(0, t) as well as the bounds for E5(0, t) and E6(0, t) in terms
of the boundary data and the geometry of R . Then we complete the estimates of Section 4. To this end we note that
E(0, t) =
t∫
0
∫
R
φ,αβφ,αβ dA dη + ρ1
t∫
0
∫
R
φ,αηφ,αη dA dη +
t∫
0
∫
R
θ,αθ,α dA dη + ρ2
t∫
0
∫
R
θ,ηθ,η dA dη
=
t∫
0
∫
R
wα,βwα,β dA dη + ρ1
t∫
0
∫
R
wα,ηwα,η dA dη +
t∫
0
∫
R
θ,αθ,α dA dη + ρ2
t∫
0
∫
R
θ,ηθ,η dA dη
= E1(0, t) + ρ1E2(0, t) + E3(0, t) + ρ2E4(0, t)
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E5(0, t) =
t∫
0
∫
R
φ,αβηφ,αβη dA dη =
t∫
0
∫
R
wα,βηwα,βη dA dη, E6(0, t) =
t∫
0
∫
R
θ,αηθ,αη dA dη.
For convenience, in this section, we adopt the following notation:
E1(wα) =
t∫
0
∫
R
wα,βwα,β dA dη,
E2(wα) =
t∫
0
∫
R
wα,ηwα,η dA dη,
E5(wα) =
t∫
0
∫
R
wα,βηwα,βη dA dη.
We let (ψα,) be the solution to the initial boundary value problem on R
ψα,t − ψα + ,α = 0 in R × (0, T ), (5.1)
ψα,α = 0 in R × (0, T ), (5.2)
ψα(x1, x2,0) = 0 in R, (5.3)
ψα(x1,0, t) = ψα(x1,h, t) = 0, x> 0, 0 t < T , (5.4)
ψα(0, x2, t) = f1(x2, t), x> 0, 0 t < T , (5.5)
and (ψˆ,0) be the solution to the following initial boundary value problem on R
ψˆ,t − ψˆ = 0 in R × (0, T ), (5.6)
ψˆ(x1, x2,0) = 0 in R, (5.7)
ψˆ(x1,0, t) = ψˆ(x1,h, t) = 0, x> 0, 0 t < T , (5.8)
ψˆ(0, x2, t) = h(x2, t), x> 0, 0 t < T . (5.9)
Suppose now that we set
wα = (uα − ψα) + (ψα − V δα1) = χα + χˆα, (5.10)
θ = (θ − ψˆ) + ψˆ = y + yˆ, (5.11)
q,α = (p,α − ,α) +
(
,α − P (t)δα1
)= σ,α + σˆ,α. (5.12)
Clearly (χα,σ ) are the solutions of the initial boundary value problem
χα,t − χα + uβuα,β − γ gαθ + σ,α = 0, in R × (0, T ), (5.13)
χα,α = 0 in R × (0, T ), (5.14)
χα(x1, x2,0) = 0 in R, (5.15)
χα(x1,0, t) = χα(x1,h, t) = 0, x> 0, 0 t < T , (5.16)
χα(0, x2, t) = 0, x> 0, 0 t < T , (5.17)
and y satisﬁes that
y,t − y + uαθ,α = 0 in R × [0, T ], (5.18)
y(x1, x2,0) = 0 in R, (5.19)
y(x1,0, t) = y(x1,h, t) = 0, x> 0, 0 t < T , (5.20)
y(0, x2, t) = 0, x> 0, 0 t < T . (5.21)
By the Triangle inequality we have
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Ei(0, t)
] 1
2 
[
E˜ i(0, t)
] 1
2 + [ Ê i(0, t)] 12 , i = 1,2, . . . ,6, (5.22)
where
E˜(0, t) =
t∫
0
∫
R
χα,βχα,β dA dη + ρ1
t∫
0
∫
R
χα,ηχα,η dA dη +
t∫
0
∫
R
y,α y,α dxdη + ρ2
t∫
0
∫
R
y,η y,η dA dη
= E˜1(0, t) + ρ1 E˜2(0, t) + E˜3(0, t) + ρ2 E˜4(0, t),
E˜5(0, t) =
t∫
0
∫
R
χα,βηχα,βη dA dη, E˜6(0, t) =
t∫
0
∫
R
y,αη y,αη dA dη,
and
Ê(0, t) =
t∫
0
∫
R
χˆα,β χˆα,β dA dη + ρ1
t∫
0
∫
R
χˆα,ηχˆα,η dA dη +
t∫
0
∫
R
yˆ,α yˆ,α dxdη + ρ2
t∫
0
∫
R
yˆ,η yˆ,η dxdη
= Ê1(0, t) + ρ1 Ê2(0, t) + Ê3(0, t) + ρ2 Ê4(0, t),
Ê5(0, t) =
t∫
0
∫
R
χˆα,βηχˆα,βη dA dη, Ê6(0, t) =
t∫
0
∫
R
yˆ,αη yˆ,αη dxdη.
The bounds for Ê i(0, t) can be obtained by following the arguments of [15]. Next we need to establish the bounds for
E˜ i(0, t). We ﬁrst seek a bound for E˜1(0, t) and E˜3(0, t). From (5.13), we have the identity
t∫
0
∫
R
χα[χα,η − χα + uβuα,β − γ gαθ + σ,α]dA dη = 0. (5.23)
Upon integrating by parts, using the Schwarz’s inequality, the Wirtinger inequality (3.1), and inequalities (3.6), (3.7), we
obtain
1
2
∫
R
χαχα dA +
t∫
0
∫
R
χα,βχα,β dA dη
= −
t∫
0
∫
R
χαuβuα,β dA dη + γ
t∫
0
∫
R
χα gαθ dA dη
= −
t∫
0
∫
R
χα(χβ + ψβ)(χα + ψα),β dA dη + γ
t∫
0
∫
R
χα gα(y + yˆ)dA dη
= −
t∫
0
∫
R
χα(χβ + ψβ)ψα,β dA dη + γ
t∫
0
∫
R
χα gα y dA dη + γ
t∫
0
∫
R
χα gα yˆ dA dη
=
t∫
0
∫
R
χα,β(χβ + ψβ)ψα dA dη + γ
t∫
0
∫
R
χα gα y dA dη + γ
t∫
0
∫
R
χα gα yˆ dA dη
max
(0,t)
[ ∫
R
(ψαψα)
2 dA
] 1
4
t∫
0
( ∫
R
(χβχβ)
2 dA
) 1
4
( ∫
R
χα,βχα,β dA
) 1
2
dη
+max
(0,t)
[ ∫
R
(ψαψα)
2 dA
] 1
4
t∫
0
( ∫
R
ψβψβ dA
) 1
4
( ∫
R
χα,βχα,β dA
) 1
2
dη
+ Mγ
( t∫ ∫
χαχα dA dη
) 1
2
( t∫ ∫
y2 dA dη
) 1
2
+ Mγ
( t∫ ∫
χαχα dA dη
) 1
2
( t∫ ∫
yˆ2 dA dη
) 1
20 R 0 R 0 R 0 R
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√
3
( t∫
0
∫
R
ψα,βψα,β dA dη
) 1
4
( t∫
0
∫
R
ψα,ηψα,η dA dη
) 1
4
·
t∫
0
( ∫
R
χβχβ dA
) 1
4
( ∫
R
χα,βχα,β dA
) 1
4
( ∫
R
χα,βχα,β dA
) 1
2
dη
+ √3
( t∫
0
∫
R
ψα,βψα,β dA dη
) 1
4
( t∫
0
∫
R
ψα,ηψα,η dA dη
) 1
4
·
t∫
0
( ∫
R
ψβψβ dA
) 1
4
( ∫
R
ψα,βψα,β dA
) 1
4
( ∫
R
χα,βχα,β dA
) 1
2
dη
+ Mγ h
2
π2
( t∫
0
∫
R
χα,2χα,2 dA dη
) 1
2
( t∫
0
∫
R
y,2 y,2 dA dη
) 1
2
+ Mγ h
2
π2
( t∫
0
∫
R
χα,2χα,2 dA dη
) 1
2
( t∫
0
∫
R
yˆ,2 yˆ,2 dA dη
) 1
2

√
3
(
h
π
) 1
2
E
1
4
1 (ψα)E
1
4
2 (ψα)˜E1(0, t) +
√
3
(
h
π
) 1
2
E
3
4
1 (ψα)E
1
4
2 (ψα)˜E
1
2
1 (0, t)
+ Mγ h
2
π2
Ê
1
2
3 (0, t )˜E
1
2
1 (0, t) + Mγ
h2
π2
E˜
1
2
3 (0, t )˜E
1
2
1 (0, t). (5.24)
From (5.24), we have[
1− √3
(
h
π
) 1
2
E
1
4
1 (ψα)E
1
4
2 (ψα)
]
E˜
1
2
1 (0, t)
√
3
(
h
π
) 1
2
E
3
4
1 (ψα)E
1
4
2 (ψα)
+ Mγ h
2
π2
Ê
1
2
3 (0, t) + Mγ
h2
π2
E˜
1
2
3 (0, t). (5.25)
Similar to (5.23), from (5.18), we have the identity
t∫
0
∫
R
y[y,η − y + uαθ,α]dA dη = 0. (5.26)
Using the similar method of (5.24), we have
1
2
∫
R
y2 dA +
t∫
0
∫
R
y,α y,α dA dη = −
t∫
0
∫
R
yuαθ,α dA dη
=
t∫
0
∫
R
y,α(χα + ψα)θ dA dη
=
t∫
0
∫
R
y,αχα(y + yˆ)dA dη +
t∫
0
∫
R
y,αψα(y + yˆ)dA dη
=
t∫
0
∫
R
y,αχα yˆ dA dη +
t∫
0
∫
R
y,αψα yˆ dA dη
max
(0,t)
[ ∫
yˆ4 dA
] 1
4
t∫ ( ∫
(χαχα)
2 dA
) 1
4
( ∫
y,α y,α dA
) 1
2
dξR 0 R R
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(0,t)
[ ∫
R
yˆ4 dA
] 1
4
t∫
0
( ∫
R
(ψαψα)
2 dA
) 1
4
( ∫
R
y,α y,α dA
) 1
2
dξ

√
3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t )˜E
1
2
1 (0, t )˜E
1
2
3 (0, t)
+ √3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)E
1
2
1 (ψα)˜E
1
2
3 (0, t), (5.27)
where we have used the fact
t∫
0
∫
R
y,αχα y dA dη =
t∫
0
∫
R
y,αψα y dA dη = 0.
From (5.27), we have
E˜
1
2
3 (0, t)
√
3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t )˜E
1
2
1 (0, t) +
√
3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)E
1
2
1 (ψα). (5.28)
Combining (5.25) and (5.28), we have
E˜
1
2
1 (0, t) Q 1, E˜
1
2
3 (0, t) Q 3, (5.29)
provided
1− √3
(
h
π
) 1
2
E
1
4
1 (ψα)E
1
4
2 (ψα) − Mγ
√
3
(
h
π
) 5
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t) > 0, (5.30)
where
Q 1 =
√
3( hπ )
1
2 E
3
4
1 (ψα)E
1
4
2 (ψα) + Mγ h
2
π2
Ê
1
2
3 (0, t) + Mγ
√
3( hπ )
5
2 Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)E
1
2
1 (ψα)
1− √3( hπ )
1
2 E
1
4
1 (ψα)E
1
4
2 (ψα) − Mγ
√
3( hπ )
5
2 Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)
,
Q 3 =
√
3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)Q 1 +
√
3
(
h
π
) 1
2
Ê
1
4
3 (0, t )̂E
1
4
4 (0, t)E
1
2
1 (ψα). (5.31)
Similar to (5.23) and (5.26), we have
t∫
0
∫
R
χα,η[χα,η − χα + uβuα,β − γ gαθ + σ,α]dA dη = 0, (5.32)
which follows that
t∫
0
∫
R
χα,ηχα,η dA dη + 1
2
∫
R
χα,βχα,β dA
= −
t∫
0
∫
R
uβuα,βχα,η dA dη + γ
t∫
0
∫
R
gαθχα,η dA dη
= −
t∫
0
∫
R
χα,ηχα,βχβ dA dη −
t∫
0
∫
R
χα,ηχα,βψβ dA dη −
t∫
0
∫
R
χα,ηψα,βχβ dA dη
−
t∫
0
∫
R
χα,ηψα,βψβ dA dη + γ
t∫
0
∫
R
gαχα,η y dA dη + γ
t∫
0
∫
R
gαχα,η yˆ dA dη

t∫ [ ∫
(χα,ηχα,η)
2 dA
] 1
4
[ ∫
(χβχβ)
2 dA
] 1
4
[ ∫
χα,βχα,β dA
] 1
2
dη0 R R R
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t∫
0
[ ∫
R
(χα,ηχα,η)
2 dA
] 1
4
[ ∫
R
(ψβψβ)
2 dA
] 1
4
[ ∫
R
χα,βχα,β dA
] 1
2
dη
+
t∫
0
[ ∫
R
(χα,ηχα,η)
2 dA
] 1
4
[ ∫
R
(χβχβ)
2 dA
] 1
4
[ ∫
R
ψα,βψα,β dA
] 1
2
dη
+
t∫
0
[ ∫
R
(χα,ηχα,η)
2 dA
] 1
4
[ ∫
R
(ψβψβ)
2 dA
] 1
4
[ ∫
R
ψα,βψα,β dA
] 1
2
dη
+ Mγ
( t∫
0
∫
R
χα,ηχα,η dA dη
) 1
2
( t∫
0
∫
R
y2 dA dη
) 1
2
+ Mγ
( t∫
0
∫
R
χα,ηχα,η dA dη
) 1
2
( t∫
0
∫
R
yˆ2 dA dη
) 1
2

√
3 E˜
3
4
1 (0, t )˜E
1
2
2 (0, t )˜E
1
4
5 (0, t) +
√
3 E˜
1
2
1 (0, t )˜E
1
4
2 (0, t )˜E
1
4
5 (0, t)E
1
4
1 (ψα)E
1
4
3 (ψα)
+ √3 E˜
1
4
1 (0, t )˜E
1
2
2 (0, t )˜E
1
4
5 (0, t)E
1
2
1 (ψα) +
√
3 E˜
1
4
2 (0, t )˜E
1
4
5 (0, t)E
3
4
1 (ψα)E
1
4
2 (ψα)
+ Mγ h
π
E˜
1
2
2 (0, t )˜E
1
2
3 (0, t) + Mγ
h
π
E˜
1
2
2 (0, t )̂E
1
2
3 (0, t). (5.33)
Noting that Ê i , Ei(ψα), i = 1,2, . . . ,6 and E˜1(0, t), E˜3(0, t) are bounded by explicit data terms, we can rewrite (5.33) as
E˜
3
4
2 (0, t) h11 E˜
1
4
2 (0, t )˜E
1
4
5 (0, t) + h12 E˜
1
4
2 (0, t) + h13 E˜
1
4
5 (0, t), (5.34)
where h1i (i = 1,2,3) are positive constants which depend on data terms.
Since χα(0, x2, t) ≡ 0, it follows that χα,t(0, x2, t) ≡ 0 in x2 and t . Thus since χα , uα , θ and ψα vanish on t = 0, thus
from (5.13), we obtain
∫
R
χα,t(x1, x2,0)χα,t(x1, x2,0)dA = −
∫
R
χα,tσ,α dA =
h∫
0
χ1,t(0, x2,0)σ dx2 = 0. (5.35)
We now use the fact that
t∫
0
∫
R
χα,η
[
χα,ηη − χα,η + (χβ + ψβ),η(χα + ψα),β + (χβ + ψβ)(χα + ψα),βη
− γ gα,ηθ − γ gαθ,η + σ,αη
]
dA dη = 0. (5.36)
After integrating by parts, and employing (5.35), we obtain
t∫
0
∫
R
χα,βηχα,βη dA dη + 1
2
∫
R
χα,ηχα,η dA
= −
t∫
0
∫
R
χα,η(χβ + ψβ),η(χα + ψα),β dA dη −
t∫
0
∫
R
χα,η(χβ + ψβ)(χα + ψα),βη dA dη
+ γ
t∫
0
∫
R
χα,ηgα,η(y + yˆ)dA dη + γ
t∫
0
∫
R
χα,ηgα(y + yˆ),η dA dη
=
t∫
0
∫
R
χα,βη(χβ + ψβ),η(χα + ψα)dA dη +
t∫
0
∫
R
χα,βη(χβ + ψβ)ψα,η dA dη
+ γ
t∫ ∫
χα,ηgα,η y dA dη + γ
t∫ ∫
χα,ηgα,η yˆ dA dη0 R 0 R
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t∫
0
∫
R
χα,ηgα y,η dA dη + γ
t∫
0
∫
R
χα,ηgα yˆ,η dA dη
=
t∫
0
∫
R
χα,βηχβ,ηχα dA dη +
t∫
0
∫
R
χα,βη(χαψβ,η + χβψα,η)dA dη
+
t∫
0
∫
R
χα,βηχβ,ηψα dA dη +
t∫
0
∫
R
χα,βη(ψαψβ,η + ψβψα,η)dA dη
+ γ
t∫
0
∫
R
χα,ηgα,η y dA dη + γ
t∫
0
∫
R
χα,ηgα,η yˆ dA dη
+ γ
t∫
0
∫
R
χα,ηgα y,η dA dη + γ
t∫
0
∫
R
χα,ηgα yˆ,η dA dη
=
8∑
i
Hi . (5.37)
In an analogous derivation procedure as employed in (5.33), we obtain
H1 
√
3 E˜
1
2
2 (0, t )˜E
3
4
5 (0, t )˜E
1
4
1 (0, t),
H2  2
√
3 E˜
1
4
1 (0, t )˜E
1
4
2 (0, t)E
1
4
2 (ψα)E
1
4
5 (ψα)˜E
1
2
5 (0, t),
H3 
√
3E
1
4
1 (ψα)E
1
4
2 (ψα)˜E
1
4
2 (0, t )˜E
3
4
5 (0, t),
H4 
√
3E
1
4
1 (ψα)E
1
2
2 (ψα)E
1
4
5 (ψα)˜E
1
2
5 (0, t),
H5  Mγ
h
π
E˜
1
2
2 (0, t )˜E
1
2
3 (0, t),
H6  Mγ
h
π
E˜
1
2
2 (0, t )̂E
1
2
3 (0, t),
H7  Mγ E˜
1
2
2 (0, t )˜E
1
2
4 (0, t),
H8  Mγ E˜
1
2
2 (0, t )̂E
1
2
4 (0, t), (5.38)
where we have supposed that |gα,t | M for α = 1,2.
Combining (5.37) and (5.38), we are led to
E˜5(0, t) h21 E˜
1
2
2 (0, t )˜E
3
4
5 (0, t) + h22 E˜
1
4
2 (0, t )˜E
3
4
5 (0, t) + h23 E˜
1
4
2 (0, t )˜E
1
2
5 (0, t)
+ h24 E˜
1
2
5 (0, t) + h25 E˜
1
2
2 (0, t) + h26 E˜
1
2
2 (0, t )˜E
1
2
4 (0, t), (5.39)
where h2i (i = 1,2, . . . ,6) are positive constants which depend on data terms.
Similar to (5.32) and (5.36), we use the fact that
t∫
0
∫
R
y,η[y,η − y + uαθ,α]dA dη = 0. (5.40)
In an analogous derivation procedure as employed in (5.33), we can obtain
t∫
0
∫
R
y2,η dA dη +
1
2
∫
R
y,α y,α dA 
√
3
h
π
E˜
1
2
1 (0, t )˜E
1
4
3 (0, t )˜E
1
4
4 (0, t )˜E
1
2
6 (0, t)
+ √3 E˜
1
4 (0, t )˜E
1
4 (0, t )̂E
1
2 (0, t )˜E
1
4 (0, t )˜E
1
4 (0, t)1 2 3 4 6
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1
4
1 (ψα)E
1
4
2 (ψα)˜E
1
2
3 (0, t )˜E
1
4
4 (0, t )˜E
1
4
6 (0, t)
+ √3E
1
4
1 (ψα)E
1
4
2 (ψα)̂E
1
2
3 (0, t )˜E
1
4
4 (0, t )˜E
1
4
6 (0, t), (5.41)
which follows that
E˜
3
4
4 (0, t) h31 E˜
1
2
6 (0, t) + h32 E˜
1
4
6 (0, t), (5.42)
where h31 and h32 are positive constants which depend on data terms. Again we use the fact that
t∫
0
∫
R
y,η[y,ηη − y,η + uα,ηθ,α + uαθ,αη]dA dη = 0. (5.43)
Hence we have
t∫
0
∫
R
y,αη y,αη dA dη + 1
2
∫
R
y,η y,η dA 
√
3 E˜
1
4
1 (0, t )˜E
1
4
3 (0, t )˜E
1
4
4 (0, t )˜E
1
4
5 (0, t )˜E
1
2
6 (0, t)
+ √3 E˜
1
4
2 (0, t )̂E
1
4
3 (0, t )̂E
1
4
4 (0, t )˜E
1
4
5 (0, t )˜E
1
2
6 (0, t)
+ √3E
1
4
2 (ψα)E
1
4
5 (ψα)˜E
1
4
3 (0, t )˜E
1
4
4 (0, t )˜E
1
2
6 (0, t)
+ √3E
1
4
2 (ψα)E
1
4
5 (ψα)̂E
1
4
3 (0, t )̂E
1
4
4 (0, t )˜E
1
2
6 (0, t)
+ √3 E˜
1
4
1 (0, t )˜E
1
4
2 (0, t )̂E
1
4
4 (0, t )̂E
1
4
6 (0, t )˜E
1
2
6 (0, t)
+ √3E
1
4
1 (ψα)E
1
4
2 (0, t )̂E
1
4
4 (0, t )̂E
1
4
6 (0, t )˜E
1
2
6 (0, t), (5.44)
which follows that
E˜
1
2
6 (0, t) h41 E˜
1
4
2 (0, t )˜E
1
4
4 (0, t )˜E
1
4
5 (0, t) + h42 E˜
1
4
2 (0, t )˜E
1
4
5 (0, t)
+ h43 E˜
1
4
4 (0, t) + h44 E˜
1
4
5 (0, t) + h45, (5.45)
where h4i (i = 1,2, . . . ,5) are positive constants which depend on data terms.
For convenience, we let a = E˜
1
4
2 (0, t),b = E˜
1
4
4 (0, t), c = E˜
1
4
5 (0, t),d = E˜
1
4
6 (0, t). In light of (5.34), (5.39), (5.42) and (5.45),
we have the following inequalities,
a3  h11ac + h12a + h13c, (5.46)
b3  h31d2 + h32d, (5.47)
c4  h21a2c3 + h22ac3 + h23ac2 + h24c2 + h25a2 + h26a2b2, (5.48)
d2  h41abc + h42bc + h43b + h44c + h45. (5.49)
Solving (5.46) for a, we have
a l11c
1
2 + l12, (5.50)
where l11 and l12 are constants which depend on data terms.
Using Arithmetic–Geometric mean inequality and combining (5.47), (5.49), and (5.50), we have
b3  h21d2 + d2 + 1
4
h222
 H11bc
3
2 + H12bc + H13b + H14c + H15
 ε1
3
H11b
3 + 2
3ε21
H11c + H12bc + H13b + H14c + H15,
which follows that(
1− ε1
3
H11
)
b3  H12bc + H13b +
(
H14 + 2
3ε21
H11
)
c + H15, (5.51)
where we have used Young’s inequality (4.36) and ε1 is a constant. We choose ε1 small enough such that 1 − ε13 H11 > 0,
since H11 is bounded by explicit data terms.
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b l21c
1
2 + l22, (5.52)
where l21 and l22 are constants which depend on data terms.
Inserting (5.50) and (5.52) into (5.48) and using Arithmetic–Geometric mean inequality, we obtain
c4  H21c4 + H22c3 + H23c 72 + H24c 52 + H26c2 + H27c + H18
 H21c4 + H22c3 + ε2c4 + 1
4ε2
H223c
3 + 1
2
H24c
3 + 1
2
H24c
2 + H25c2 + H27c + H18,
which follows that
(1− H21 − ε2)c4 
(
H22 + 1
4ε2
H223 +
1
2
H24
)
c3 +
(
1
2
H24 + H25
)
c2 + H27c + H18, (5.53)
where we have also sued Young’s inequality (4.36) and ε2 is a constant. After we choose ε2 small enough and impose a
restriction on the data, 1− H21 − ε2 should be positive, since H21 is bounded by explicit data terms. From (5.53) we obtain
c4  l31c3 + l32c2 + l33c + l34, (5.54)
where l31, l32, l33 and l34 are positive constants.
It is very easy to prove that
c  Q 5, (5.55)
where Q 5 depends on data terms.
Here we give the proof. First if
c  l31, (5.56)
we have proved (5.55) in fact. In another case, if
c > l31, (5.57)
we can get the follow inequality
1
c
<
1
l31
. (5.58)
In light of (5.54), we get
c  l31 + l32
l31
+ l33
l231
+ l34
l331
, (5.59)
which yields (5.55).
Recalling (5.49), (5.50) and (5.52), we can get
a Q 2, (5.60)
b Q 4, (5.61)
d Q 6. (5.62)
Finally after substituting into (5.52) with (5.29), (5.55), (5.60), (5.61) and (5.62) respectively, we have established the bounds
for total energy Ei(0, t) (i = 1,2, . . . ,6). We stress here that constants Q i (i = 1,2, . . . ,6) depend on explicit data terms.
6. Conclusions
In this paper, we only get the result of the spatial behavior of the Boussinesq equations in R2. For the 3-dimensional
case, the method used would be absolutely new, we will consider this case in another paper. The study of the structural
stability of the Boussinesq equations would be interesting.
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