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Abstract—In applications where shape is used as metadata to 
describe image and video content, image dependent techniques 
exhibit superior error concealment performance compared to the 
traditional MPEG-4 like image-independent techniques. The 
image corresponding to a particular shape may not be readily 
known at the decoder and rather needs to be retrieved from of a 
set of images. This paper presents a novel shape error 
concealment technique utilising image texture (SECI) that 
investigates image matching techniques based on partial-shapes 
and use the obtained image for error concealment. Iterative 
closest point, independent component analysis and the modified 
Hausdorff distance algorithms are used to establish the 
corresponding image to the shape. The rubberband contour 
detecting function is employed in the core of the error 
concealment process. Experimental results show the effectiveness 
of the proposed technique and corroborate the superior 
performance of the new SECI technique compared with 
established shape-based concealment techniques. 
Keywords- Error concealment; shape coding; video coding; 
image processing.
I. INTRODUCTION
Error concealment is a widely adopted post processing error 
resilience strategy that attempts to mask the effects of data 
losses by generating a perceptually acceptable estimate of the 
original data using the available erroneous information. Based 
on the accessibility over the number of frames shape error 
concealment techniques are broadly classified into two 
categories: temporal and spatial. Temporal techniques have 
access to data in a sequence of frames and exploit the 
interframe correlations. In contrast, the spatial techniques have 
access only to a single frame and exploit the strong 
neighbouring interpixel correlation to conceal erroneous pixels 
[1].  
A number of different shape error concealment techniques 
have been proposed in the literature. They primarily focus on 
the MPEG-4 video coding standard where the shape is 
considered independently of the texture. Shirani et al. have 
proposed a error concealment technique for binary shapes that 
used the maximum a posteriori (MAP) estimator combined 
with a Markov random field [2]. This exploits spatial 
redundant information on a statistical basis, it does not use 
shape geometry as a salient feature and so has subsequently 
been outperformed by those approaches which incorporate 
shape characteristics [1]. The latter techniques employ 
parametric curves e.g., Bezier curves in [3] and Hermite 
splines in [1] to conceal the lost parts of the shape. Since the 
control points for these curves are calculated from the tangents 
at the two shape-ends associated with each lost segment, their 
performance is highly dependent on the respective tangent 
vectors. Since the available contours and tangents in 
particular, may not be representative of the lost contour, this 
can lead to ineffectual concealment.  
These techniques conceal the shape errors independently 
of image information. However, they certainly do not offer the 
best solutions for applications where the shape is used as 
metadata to describe image/video content [4]. This is because 
the high spatial correlation between the shape and its 
underlying image is not utilised. There are many applications 
use shape as metadata to describe video/image content such as 
image-dependent shape coding and representation [5], content-
based image retrieval [6] and sketch-based queries using an 
image map [7]. In these cases, shape is considered dependent 
upon the underlying image/video content and hence, the image 
is usually either transmitted together with the shape or 
accessed from an available image database at the decoder [5]. 
In either case the received shape information may have 
suffered data losses, so image information can be fully used 
for error concealment purposes. Image-dependent spatial 
shape error concealment (ISEC) technique that utilises the 
image intensity gradient alongside relevant shape information 
has been presented in [4]. A variant of ISEC with multiple 
shapes in a single object/image, namely ICSM, is presented in 
[8].  
It should be emphasised that both ISEC and ICSM 
techniques are crucially dependent on the assumption that the 
corresponding image of a particular shape with lost data is 
known and readily available at the decoder end. However, the 
corresponding image to a shape may not always be known at 
the decoder end. Therefore, it becomes crucial to first establish 
the relevant image for a shape before the error concealment 
process begins. In this work, the alignment between the shape 
and its corresponding image is established using the iterative 
closest point (ICP) [9] algorithm which is rotation and 
translation invariant. The independent component analysis 
(ICA) [10] and the modified Hausdorff distance are used to 
perform the shape based image matching/retrieval. Score level 
fusion of these two techniques is also investigated. The 
obtained image is then employed in error concealment of the 
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shape. To exploit image information, the proposed shape error 
concealment utilising image texture technique (SECI) employs 
the efficient rubberband function [11] which detects the 
contour from the underlying image gradient data. Whenever a 
corrupted shape is received at the decoder, the correctly 
available part is decoded.  
The remainder of the paper is organised as follows: 
Section II presents a brief review of the rubberband function 
as this forms an integral part of the SECI technique, while 
Section III describes the complete theoretical model for SECI. 
Section IV presents the ICA and Hausdorff distance and their 
fusion based image matching technique. Section V analyses 
the experimental error concealment performance of SECI, 
with Section VI providing some concluding comments. 
II. THE RUBBERBAND FUNCTION
The rubberband is a boundary detection function that performs 
a contour search between two endpoints to maximise the total 
image gradient along the resulting contour. This function was 
originally proposed for image segmentation [11] and 
subsequently used as an object selection tool in [12], in shape 
coding [5] and shape error concealment [4, 8] applications. 
The transition between the foreground and background in an 
image generally creates abrupt changes in image intensity 
along a shape contour [13]. This results in high image 
intensity gradients for those pixels forming the boundary, 
which is a valuable marker for missing contour recovery. An 
illustrative example of the image intensity gradient along the 
contour of a shape is presented in Fig. 1. It shows the image 
gradient information (Fig. 1(a)) along the contour in the region 
of interest (RoI, Fig. 1(b)). It is thus suitable for shape error 
concealment since the gradient of image intensity is high 
along an object’s contour [5]. 


















(a)                                           (b) 
Fig. 1: Illustration of image intensity gradient along the shape contour – (a) 
first frame of the Bream sequence, and (b) one macro block (127:143, 63:79) 
with image intensity gradients (the axes are in the Cartesian coordinates).
The rubberband is a four parameter function:  
( )scwdvv ,,, 21                              (1) 
The first two parameters 1v  and 2v  represent the endpoints 
between which the boundary is detected. wd  is the width of 
the rubberband which defines the area of the search for the 
boundary. sc  is a scaling factor indicating the kernel size in 
the image gradient calculations. An illustration of the 
rubberband is shown in Fig. 2(a). The function uses a graph 
search algorithm to detect the contours. The underlying image 
in the RoI defined by the first three parameters of (1) can be 
considered as a graph, where each pixel is a vertex and an 8-
connected neighbourhood is considered for the edges as 
illustrated in Fig. 2(b). The function comprises two key steps: 
i) local feature computation and ii) a graph search. In the first 
step, local image intensity gradients are derived from a 
scalable edge detector, with this gradient information then 
being used to define the cost function for having a weighted 
graph. For every graph edge ( )qpe , , where p  and q  are 
neighbouring pixels (Fig. 2(b)), the weight/cost ( )qpw ,  is 
given by: 







,                       (2) 
where ( )qsc∇  is the gradient (LoG - Logarithm of the 
Gaussian) at pixel q  with kernel size sc  and δ  is a small 
positive constant. In this paper the values of sc  and δ are 4 
and 10
-2
 respectively. However, a set of values can be used for 
sc .
Therefore, Equation (2) ensures that the higher the gradient 
is the lower the cost will be. Given Eq. (2), the image can now 
be mapped into a weighted graph so the overall rubberband 
function becomes a shortest-path search algorithm from a 
source ( 1v ) to a destination vertex ( 2v ), which can be solved 
by a suitable graph search technique, such as the Dijkstra 
algorithm where both ends are known (single source single 
destination shortest path) [14]. 
    
                      (a)                                                        (b) 
Fig. 2: (a) Illustration of the rubberband function, and (b) 8-connected 
neighbourhood of the pixel-based graph.  
III. IMAGE DEPEDENT SHAPE ERROR CONCEALMENT
The main difference between traditional image-independent 
and image-dependent shape error concealment techniques is 
that the former only exploits available shape information, in 
contrast the ISEC [4] and the proposed SECI techniques utilise 
both shape and image information.  
Fig. 3: Block diagram of the proposed SECI error concealment technique. 
The proposed SECI technique has a number of constituent 
modules (Fig. 3): contour extraction – to extract the shape-
contour from available data; contour coupling – to determine 
the associated contour endpoints for each lost portion; contour 
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recovery – to conceal the shape error by taking image 
information as an input. Establish the corresponding image – 
to find the best match image in a database for the shape with 
data losses. Contour coupling and contour recovery modules 
utilises the underlying image information.  
Contour Extraction: Contour extraction is the first step in 
the error concealment process. This involves obtaining the 
correctly decoded contour from the available alpha plane of the 
shape. There are many popular contour representation 
techniques proposed in the literature such as edge, vertex and 
shape elements based contour representation. In this paper, an 
edge based strategy is adopted [3]. In this representation, the 
contour is considered to pass between adjacent pixels in a 4-
connected neighbourhood with different values. 






















(a)                                                  (b) 
Fig. 4: (a) Contour extraction and (b) contour coupling (the axes are in the 
Cartesian coordinates).  
Contour Coupling: The extracted contour is now broken 
due to the data losses. In fact, it rather appears that there are 
multiple disconnected contour segments. The coupling module 
orders the segment ends with the aim that when they are 
concatenated, they form a contour resembling the original. 
Contour coupling is formulated by an overall cost function for 
the rubberband of a concealed contour. If the cost along a 
candidate contour with endpoints v′  and v ′′ is ( )vvc ′′′,  , then 
the overall cost function for the entire the −n th contour nF





in vvcF ,                          (3) 
where nP th contour is the set containing all contour-coupled 
pairs for each coupling arrangement for the n th contour and 
i identifies one of the coupled pair in the context of the current 
coupling arrangement. The coupling which minimises nF is the 
final arrangement. ( )vvc ′′′, is calculated either by the Euclidian 
distance [4] or by a narrow-band rubberband function [8]. In 
this paper we employed the latter approach. The final contour 
coupling arrangement for the contour in Fig. 4(a) is shown in 
Fig. 4(b) where the couples are (1, 2), (3, 4) and (5, 6). The 
respective lost data blocks are recorded as coupled image 
blocks (CIB) along with the associated contour pairs for each 
missing contour portion.  
Contour Recovery: Once the coupling is performed, error 
recovery becomes the straightforward problem of searching the 
shortest path based on image gradient between each coupled 
pair of the shape segments using the rubberband function. Both 
ISEC and ICSM techniques are crucially dependent on the 
assumption that the corresponding image of a particular shape 
with lost data is known and readily available at the decoder 
end. However, the corresponding image to a shape may not 
always be available at the decoder end. Therefore, it becomes 
important to first establish the relevant image for a shape 
before the overall error concealment process. Since this is the 
main contribution in this paper, this module is comprehensively 
described in a separate section as follows. 
IV. LOSSY SHAPE BASED IMAGE MATCHING
For shape based image recognition a number of steps are 
followed: extraction of edges/contours from the images, 
alignment of the images and shapes using the ICP algorithm, 
feature extraction and feature matching is then performed 
between the image and the shape using the Hausdorff distance 
and the ICA, and finally the fusion of their matching scores.  
Edge detection is the first step of shape based image 
retrieval. The classic Canny edge detector with a threshold 
pair of [0.5 0.2] was used in this work. From this step onward 
both the image and shape (with lossy data) are undergone the 
same steps. In order to make the system scale invariant, both 
image and shape are scaled to the qcif (176x144) resolution. 
For effective feature extraction and especially matching 
purposes, the image and shapes are required to be normalized 
and aligned. One of the simplest strategies is to align the 
centre of gravity (CoG) of both shape and image. However, in 
this case CoG is not sufficient to align them, because due to 
the data losses in the shape, the CoGs are usually off-balanced. 
To ensure the alignment is effective, the ICP algorithm is 
used. ICP minimises the difference between two sets of points 
by iteratively revising the transformation (translation, rotation) 
needed to minimise the distance between the two sets of 
points. 
The Hausdorff distance and the ICA schemes that are 
employed in feature extraction and recognition are quite 
different in nature. The first scheme is based on a distance 
measure between the contours in the shape and image. The 
modified Hausdorff distance method is used for this purpose. 
The second scheme considers the whole scene image 
containing the normalized contours and the background, and 
applies subspace methods. The ICA based approach is 
employed. The score level fusion of the shape similarity 
measures is also investigated using the sum rule. 
Modified Hausdorff Distance: This metric has been 
extensively used in binary image comparison and computer 
vision for a long time [15]. In the core of this metric the 
difference between shape geometries is compared. The 
advantage of the Hausdorff distance metric over other similar 
techniques, such as the binary correlation technique, is the 
Hausdorff distance measures proximity rather than the exact 
superposition, thus it is more tolerant to perturbations in the 
locations of points. Moreover, since original Hausdorff 
distance technique is very sensitive to local noise, a modified 
version is used. In the modified Hausdorff distance scheme, 
the distance is normalised in terms of the number of contour 
points. Given the sets S and T of the contour pixels of two 
shapes, represented by the sets { }
sN
sssS ,,, 21= ,
{ }
tN
tttT ,,, 21= , where { }is and { }jt  denote contour pixels 
for sNi ,,1= and tNj ,,1= , the modified Hausdorff 
distance [16] is defined as follows:  
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ts − is a norm over the elements of the two sets and 
obviously the contour pixels ( )ts,  run over the set of indices 
sNi ,,1= and tNj ,,1= . In our case this norm is taken to 
be the Euclidean distance between the two Cartesian points.  
Independent Component Analysis: The ICA is a popular 
technique for extracting statistically independent variables 
from a mixture of variables. It has been successfully used in 
many applications for decomposing data into the original 
source signals or to find hidden factors within data [15]. In this 
paper, the ICA is applied on binary images to extract and 
summarize prototypical shape information. ICA assumes that 
each observed signal ( ){ } Kkkxi ,,1, = is a mixture of a set of 
N  unknown independent source signals il , through an 
unknown mixing matrix A. With ix  and il forming the rows 
of the N × K matrices X and L, respectively, the following 
model is obtained:  
ALX = .   (6) 
The data vectors for the ICA analysis are the raster-scanned 
image pixels. The dimension of these vectors is K (for 
example, K = 25,344, if we assume a qcif (176 × 144) image). 
ICA aims to find a linear transformation W for the inputs that 
minimizes the statistical dependence between the output 
components iy , the latter being estimates of the hypothesized 
independent sources il :
WXYL ==   (7) 
W is also called the demixing matrix. In order to find W, the 
fastICA algorithms [17] were implemented.  
Each available image is assumed to be a linear mixture of an 
unknown set of N statistically independent source images. For 
this model, normalized images of objects-shapes, 176×144, are 
raster-scanned to yield data vectors of size 25,344. Note that 
the data matrix X will be N×25344 dimensional. This matrix is 
decomposed into N independent source components il , which 
will take place along the rows of the output matrix WXL = .
Each row of the mixing matrix A (N×N), will contain 
weighting coefficients specific to a given shape. These 
weights show the relative contribution of the source object-
shapes to synthesize a given object-shape. It follows then that, 
for the test shape xi, the i
th
 row of A will constitute an N-
dimensional feature vector.  In our work N is a variable and its 
value is based on the (shape) database in use. In the 
recognition stage, assuming that the test set (T) follows the 
same synthesis model with the same independent components, 
we project a normalized test shape xtest (1×25344), onto the set 
of predetermined basis functions and compare the resulting 
vector of projection coefficients given by:  
( ) 1TTtesttest LLLxa
−
= .  (8) 
So the similarity score of a test shape T  with the thi −  image 








,,,  (9) 
In both Hausdorff distance and ICA the image with the 
minimum distance is considered the shape’s match. 
Finally, for fusion of the two similarity measures the 
individual to be tested is simply recognized as the individual 
i* when the test shape is closest to the image (using the sum 
rule): 
( )
( ) ( ){ }TSDTSDi iHausdorffiICA
i
,,minarg* +=  (10) 
V. RESULTS AND ANALYSIS
A number of different numerical measures have been 
effectively used to compare the performance of error 
concealment techniques. In this paper, the popular absolute 
error (AE), the MPEG-4 distortion measure ( nD ) and the 
relative error (RE) metrics are employed, which are also used 
in [1, 3-4, 8]. AE is defined as the total number of incorrectly 
concealed pixels in the alpha plane, while nD  is the ratio of 
AE to the total number of pixels in the shape alpha plane. AE 
is an effective metric to compare the results for different 
techniques upon the same shape, while nD  provides an insight 
into the overall proportion of the shape still in error. The third 
metric RE, which is the ratio of the incorrectly concealed 
pixels to the total number of lost pixels in the alpha plane [1], 
reveals the robustness of different techniques to data loss. 
Therefore, (1-RE) represents the overall recovered shape that 
was previously lost. As in other popular shape concealment 
techniques [1, 3-4, 8], including MPEG-4 strategies it is 
assumed whenever data loss occurs, the entire macroblock 
( pel1616× ) is lost. Fig. 5 shows the data loss model employed 
in the experiments. When a data packet is received, if the 
probability of it being dropped is lower than the data loss rate 
(DLR), the packet is ignored and deemed to be lost data. In 
Fig. 5, NL and L represent the no-loss and loss states 
respectively.
Fig. 5: Schematic diagram of the data loss model. 
The experimental results are shown in three categories: 
distorted shape based image matching performance; error 
concealment results based on the matched image when it is 
268 2011 6th IEEE Conference on Industrial Electronics and Applications
                                    
correctly recognized; the crucial cases when an incorrect 
image is picked up.  
The first series of experiments were conducted to test the 
effectiveness of the matching algorithms using the Hausdorff 
distance and the ICA. The Bream (300 frames), Stefan (450 
frames) and Palmprints (386 frames of different individuals) 
were mixed together to form the database. The test shape is 
randomly chosen and undergone through the data loss model. 
The extracted contours from this shape with lost data are then 
employed to match the corresponding original image using the 
proposed Hausdorff distance and the ICA based approach. The 
correct recognition rates for different values of DLR are given 
in Table 1. The results show that both ICA and Hausdorff 
distance based recognition algorithms shows high accuracy 
even with high data losses. For instance, with 10% DLR for 
the Bream sequence, the accuracy for the Hausdorff and ICA 
techniques were respectively 98.3% and 98.0%. When the 
fusion of these two approaches was considered, the 
recognition rate improved especially with the high DLR rates. 
For instance, with DLR of 40%, the ICA, Hausdorff and the 
fusion approaches obtained the recognition rates of 95.0, 95.1, 
and 95.6 respectively. 
The obtained image was then employed in error 
concealment of the shape. When the corresponding image is 
recognised correctly, the performance of SECI technique is 
same as the ISEC [10] because the same images are used in 
both cases. However, the difference between these two is that 
the SECI acquires the image by itself in contrast to ISEC 
where it is assigned. Table 2 gives the corresponding 
numerical results for DLR values up to 40%. For the Bream 
sequence with a DLR of 10%, the results conclusively 
demonstrate the improved performance with SECI, BC and 
HS techniques generating AE values of 15, 53 and 54 pixels 
respectively, with similar lower error values for SECI being 
secured in both the nD  and RE measures. Analogous 
observations can be made for the Stefan and Palmprints (hand 
geometry – only the hand outline) results, namely that SECI 
sustained lower spatial shape errors, with the performance 
becoming especially striking at higher DLR values. It should 
be noted that though incorrect images were obtained by the 
recognition technique in these cases, the difference between 
the correct image and the used image is minimal. This is 
because, the image was recognised based on the minimal 
geometric and statistical distances respective in Hausdorff 
distance and the ICA based approaches. This not only 
confirms the robustness of the new algorithm, but vindicates 
the rationale of capitalising upon the underlying textural 
information of lost boundary regions, for error masking 
purposes. 
As shown in Table 1, there are however cases when an 
incorrect image was recognised and used in the error 
concealment process. The corresponding numerical results are 
shown in parentheses in Table 2. For instance, for DLR value 
of 5% with Bream, with SECI, BC and HS techniques AE 
values are respectively 20, 24, and 23 pixels. These results 
exhibits the fact that even with the wrong image the proposed 
technique ensured superior results to the existing techniques. 
This is because the matching algorithms used in this paper find 
a quite similar image to the accurate one if not the accurate 
one itself from the database. 
TABLE 1: 
RECOGNITION RATES FOR VARIOUS SHAPES AND SEQUENCES
WITH DIFFERENT ERROR RATES. 
Test Seq. 








5% 99.6 99.3 99.6 99.7 99.3 99.7 99.6 99.6 99.6 
10% 98.3 98.0 98.4 98.3 98.0 98.4 98.1 98.0 98.2 
20% 96.5 96.5 96.7 96.2 96.3 96.4 96.1 95.9 96.3 
40% 94.4 94.5 95.5 95.1 95.0 95.6 93.9 93.8 94.4 
I. CONCLUSION
This paper has presented a novel image dependent spatial shape 
error concealment (SECI) technique that utilises both shape and 
underlying image information for error concealment. It is 
equally effective in the cases when the corresponding image for 
the error concealment purposes is not known. SECI is 
specifically designed for applications where an object’s shape 
is used as dependent metadata for image descriptive purposes. 
It conceals shape errors by exploiting highly correlated image 
information, with the kernel element being the rubberband 
function which uses image data to approximate a missing 
contour. SECI takes advantages of the image gradient 
information in error localisation and contour coupling modules 
as well. Experimental results confirm the superior error-
concealment performance of the SECI approach compared with 
other existing shape-based techniques and especially its 
effectiveness in the context when the underlying image is not 
readily available and needed to be recognised from a database 
of images. 
ACKNOWLEDGMENT
Part of the work was tested on PolyU Palmprint Database [18]. 
REFERENCES
[1] G. M. Schuster, et al., "Shape error concealment using 
Hermite splines," IEEE Transactions on Image 
Processing, vol. 13, pp. 808-820, 2004. 
[2] S. Shirani, et al., "A concealment method for shape 
information in MPEG-4 coded video sequences," 
IEEE Transactions on Multimedia, vol. 2, pp. 185-
190, 2000. 
[3] L. D. Soares and F. Pereira, "Spatial shape error 
concealment for object-based image and video 
coding," IEEE Transactions on Image Processing, 
vol. 13, pp. 586-599, 2004. 
[4] F. A. Sohel, et al., "Image-dependent spatial shape-
error concealment," presented at the IEEE 
International Conference on Signal Processing, ICSP-
08, Beijing, China, 2008. 
2011 6th IEEE Conference on Industrial Electronics and Applications 269
                                    
[5] H. Luo, "Image-dependent shape coding and 
representation," IEEE Transactions on Circuits and 
Systems for Video Technology, vol. 15, pp. 345-354, 
2005. 
[6] S. Berretti, et al., "Retrieval by shape similarity with 
perceptual distance and effective indexing," IEEE 
Transactions on Multimedia, vol. 2, pp. 225-239, 
2000. 
[7] V. M. Bove Jr., et al., "Hyperlinked TV research at 
MIT media laboratory," IBM Systems Journal, vol. 34, 
pp. 470-478, 2000. 
[8] F. A. Sohel and M. Bennamoun, "Image dependent 
spatial shape error concealment for multiple shapes," 
presented at the International conference on signal-
image technology and internet-based systems, 
SITIS09, Morocco, 2009. 
[9] P. J. Besl and N. D. McKay, "A method for 
registration of 3-D shapes," IEEE Trans. Pattern Anal. 
Mach. Intell, vol. 14, pp. 239–256, 1992. 
[10] P. Comon, "Independent Component Analysis, a new 
concept ?," Signal Processing, vol. 36, pp. 287--314, 
1994. 
[11] H. Luo and A. Eleftheriadis, "Designing an interactive 
tool for video object segmentation and annotation," in 
ACM International Conference on Multimedia (MM),
Orlando, Florida, USA, 1999, pp. 265-269. 
[12] H. Luo and A. Eleftheriadis, "Rubberband: an 
improved graph search algorithm for interactive object 
segmentation," in International Conference on Image 
Processing (ICIP), Rochester, New York, USA, 2002, 
pp. 101-104. 
[13] T. Meier and K. N. Ngan, "Automatic segmentation of 
moving objects for video object plane generation," 
IEEE Transactions on Circuits and Systems for Video 
Technology, vol. 8, pp. 525-538, 1998. 
[14] T. H. Cormen, et al., Introduction to algorithms, 2nd 
ed.: The MIT Press, 2001. 
[15] E. Konuko lu, et al., "Shape-based hand recognition," 
IEEE Transactions on Image Processing, vol. 15, pp. 
1803-1815, 2006. 
[16] B. Takacs, "Comparing face images using the 
modified Hausdorff distance," Pattern Recognition, 
vol. 31, pp. 1873-1881, 1998. 
[17] A. Hyvarinen and E. Oja, "Independent component 
analysis: Algorithms and applications," Neural 
Networks, vol. 13, pp. 411-430, 2000. 
[18] [Online]. Available: 
http://www.comp.polyu.edu.hk/~biometrics/
TABLE 2: 
NUMERICAL RESULTS FOR ERROR CONCEALMENT APPLIED TO VARIOUS SHAPES AND SEQUENCES WITH 
DIFFERENT ERROR RATES WHEN THE CORRECT IMAGE IS USED (RESULTS IN THE PARENTHESES ARE THE 
CASES WHEN INCORRECT IMAGES WERE USED). 
Test Seq. DLR SECI technique BC technique [3] HS technique [1] 
  AE (pixel) 
nD (%) 
RE (%) AE 
(pixel)
nD (%)







5% 06 (20) 0.08 (0.25) 1.72 (5.71) 24 0.31 6.86 23 0.30 6.57 
10% 15 (49) 0.19 (0.62) 2.15 (6.99) 53 0.68 7.57 54 0.68 7.71 
20% 48 (137) 0.62 (1.75) 3.43 (9.78) 160 2.05 11.43 162 2.07 11.57 
40% 132 (285) 1.69 (3.65) 9.43 (20.35) 400 5.13 28.57 400 5.12 28.57 
Stefan (SIF, 
450 frames) 
5% 13 (32) 0.22 (0.55) 4.51 (11.11) 52 0.9 18.06 51 0.89 17.72 
10% 30 (65) 0.53 (1.12) 5.21 (11.29) 124 2.15 21.54 122 2.12 21.19 
20% 74 (159) 1.28 (2.76) 6.43 (13.80) 289 5.02 25.1 288 5.00 25.00 





5% 02 (06) 0.03 (0.1) 0.90 (2.7) 08 0.13 3.60 08 0.13 3.60 
10% 08 (21) 0.13 (0.35) 1.50 (3.93) 25 0.42 4.69 24 0.40 4.60 
20% 35 (51) 0.5 (0.85) 2.70 (3.99) 60 1.0 4.70 62 1.0. 4.73 
40% 100 (155) 1.67 (2.58) 6.02 (9.33) 180 3.0 10.84 180 3.0 10.84 
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