Per temporal frequency component, the (least squares) Parabolic Radon Transform (PRT) is equivalent to the (least squares) Nonuniform Discrete Fourier Transform (NDFT). This can be used in two ways. Firstly, the efficiency of the PRT can be improved by using very fast algorithms for the calculation of the direct nonuniform Fourier transform. Secondly, comparing the PRT to the NDFT provides useful insight into the effects of sampling in the transform domain (the q-range and q). Although a frequency independent q is characteristic for the PRT, it is shown that a q that is inversely proportional to ! yields better stability of the least squares inversion. Using this q / 1
Introduction
The discrete Parabolic Radon Transform (PRT) is a widely used technique for multiple removal and reconstruction. The performance of the PRT depends on a proper choice of the sampling in the transform domain. A bad choice can lead to aliasing artifacts.
Several authors have studied aliasing in the PRT. Hugonnet and Canadas [4] studied aliasing by comparing the PRT with the linear Radon transform. In this paper the aliasing is studied by comparing the PRT with the Nonuniform Discrete Fourier Transform (NDFT). Although we find the same main principals, there are some differences. Moreover, the new points of view can provide a better understanding of the results found.
The similarity between the PRT and the NDFT can also be used for the utilization of fast algorithms.
Parabolic Radon transform (PRT)
The discrete inverse Radon transform (per temporal frequency !), from the data in the Radon domain M to the data in the spatial domain D can be written as:
D(x k ; !) = X l M(l q; !) exp(?j!l qx 2 k ); (1) where x k is the offset coordinate for sample k (note that x k may be irregularly spaced), and q is the curvature parameter.
The Radon transform is generally implemented using a least squares formulation, with the inverse Radon transform as a forward model (see e.g. Hampson, [3] ).
By writing Equation (1) in matrix notation: d = Lm, with:
the forward transformation is defined as the stabilized least squares approach:
where L H denotes the conjugate transpose of L, and 2 is a stabilization constant.
If necessary, the data can be transformed from (!;q) to ( ; q) by FFT and back by IFFT. Finally the data can be transformed back to (!; x) by multiplication with L.
Nonuniform Discrete Fourier transform (NDFT)
The least squares Nonuniform Discrete Fourier transformation (NDFT), is obtained by using the direct inverse transform as a forward model in a least squares formulation.
The direct inverse NDFT is given by:
where P is the data in the spatial domain,P is the data in the Fourier domain, and k is the sampling interval in the Fourier domain.
Equation ( 4) can be written in matrix notation as: p = Ap, with:
Now the forward NDFT is given by the least squares solution:
Reformulation of the PRT as NDFT
It can easily be seen that substitution of = x 2 , and q 0 = ! q in Equation (2) yields:
which is equivalent to Equation (5), except for a constant amplitude factor.
The substitution of is a stretching of the spatial axis, in such a way that parabolic events become linear, (see Figure 1 ). If we are looking at a certain temporal frequency component, then the substitution of q 0 = ! q is merely a linear stretching of the qaxis, and the PRT and the NDFT are equivalent. Many interesting aspects of the PRT can be analyzed per temporal frequency component, which allows us to use results from (nonuniform) Fourier theory (algorithms and theoretical aspects) for the PRT.
Aliasing in x
From Fourier theory it is well known that (regular) sampling in the Fourier domain causes periodicity in the spatial domain. If this periodicity is too small (when the sampling interval in the Fourier domain is too large), aliasing occurs in the spatial domain. In this section it will be shown that similar aliasing effects occur for the PRT.
We will start with Fourier theory. The relation between k and the periodicity in the spatial domain, X is: k = 2 X . In order to prevent aliasing in the spatial domain, The periodicity has to be chosen as:
(e.g. such that (xmax ? xmin)= = xmax ? xmin + ( x)max, where ( x)max is the maximum spatial sampling interval).
For the PRT, we can write, using Equation ( 
which is equal to the formula given by Hugonnet and Canadas [4] (as = x 2 ). If a constant (i.e. frequency independent) q is desired, then the q value for f = fmax has to be used, where fmax is the maximum frequency in the data.
Under-sampling in q ( > 1) leads to aliasing in the spatial domain: the periodicity in the spatial domain is smaller than max ? min. If, at the overlapping part, the data is different for large and small , then the reconstructed signal cannot be fitted well. As the signal is more densely sampled for small , the least-squares solution will describe the data better for small (small offsets), and the data for large offsets will be affected. See Figure 2a ,b in which a time slice of the data is shown (see also Figure 1 , lower part). 
Aliasing in the PRT domain
Regular sampling in x, causes periodicity in the Fourier domain. Irregular sampling in x has more complicated effects and several aspects can be distinguished: Periodicity (in q) of the spectrum, uniqueness (inverse transform theoretically invertible) and stability (inverse transform practically invertible).
Periodicity of the spectrum
Sampling can be seen as the multiplication of the continuous signal by a pulse train, which is a convolution in the Fourier domain of the Fourier transform of the continuous signal and the Fourier transform of the pulse train (convolution operator). Periodicity occurs if the convolution operator is periodic. For the PRT the convolution operator (for regular sampling in x) is given by Zhou and Greenhalg, [5] :
The periodicity in the transform domain can be found by solving (q;!) = (q + pqper; !); p 2 Z for qper. Substitution of Equation (9) and using exp(j ) = exp(j( +2m )) for m 2 Z, For n x this q-value gives a time delay of n 2 periods of the signal (see Figure 3) . Note that this aliasing condition is mostly of academic interest. The periodicity is omega dependent, and is very large for practical application of the PRT. For irregular sampling in x the convolution operator is, in general, not periodic. 
Uniqueness
Because of the equivalence with Nonuniform Fourier theory, it can be seen that the number of parameters that can be estimated is equal to the number of distinct samples (N) in the spatial domain (see e.g. Bagchi and Mitra [1] 
where also 1 has been used.
Stability
The maximum q-range (qmax ? qmin) that can be estimated in practice is smaller than (qmax ? qmin) th (see Equation (11)), as the inversion becomes instable. A qualitative analysis in the spatial domain shows that the inversion becomes less stable when ' local summation in phase' (lsip) occurs (See Hugonnet and Canadas [4] , and references cited there). At the largest offsets this happens for:
(qmax ? qmin) lsip 1 2xmax xf : (13) Note that this is only approx. half of (qmax ? qmin) th . In this section it will be shown that it is possible to estimate a larger qrange, as long as q is chosen carefully.
From the equivalence between the PRT and the NDFT it can be seen that q is related to the periodicity in (see Equation 8).
A small q gives a periodicity in the spatial domain that is larger than max? min (see Figure 3) . This corresponds to a gap in the sampling positions leading to instability. It appears that the largest gap has large influence on the stability of the inverse. Therefore a good choice of will be smaller than 1 (for good reconstruction, as discussed above), but such that the gap introduced by the periodicity in the spatial domain is smaller than the maximum of k ? k?1 for k = 2; :::; K, which is the maximum gap in the x-squared sampling positions. PRT and x 2 -f k-transform A q which is inversely proportional to ! yields better stability. However, the PRT corresponds to stacking along parabolas in (x; t), which necessitates a frequency independent q. Moreover, using q / 1 ! , it can be seen that L (Equation (2)) becomes frequency independent and is actually a NDFT applied to data after quadratic stretching of the x-axis (substitution of = x 2 ). Therefore, this transform will be referred to as x 2 -f k-transform .
In practice, the main difference is that with the PRT, transformation from (!;q) to ( ; q) is possible, while this is not possible for the x 2 -f k-transform (although it could be done after interpolation of q-values). However signal and noise filtering can also be done in the (!;q 0 ) domain and for reconstruction , the transformation to ( ; q) is not useful.
Efficiency
In this section efficient implementations for the PRT and the x 2 -fk-transform are given. We will start by analyzing the computational costs of the PRT (per temporal frequency component). The least squares system that has to be solved for each frequency is (see Equations (6), (3) has to be calculated for several data vectors, the algorithm is even faster by a factor 10 (the NFFT consists of an initialization and an evaluation part).
Using this algorithm, fast versions of the PRT and the x 2 -f ktransform are possible:
For the PRT, the improvements are:
Initialization of H using NFFT.
The total gain is approx. a factor 4 compared with the straightforward implementation.
For the x 2 ? fk transform extra improvements are: H has to be computed only once. b = L H d using NFFT. The same transformation can be applied for all data vectors, therefore the NFFT can be applied without initialization.
The maximum curvature is data-dependent. Using the frequency dependent q, the number of estimated q-values becomes less for lower frequencies, and the Levinson scheme can be applied with a smaller H.
The total gain is approx. a factor 10 compared with the PRT algorithm (straightforward implementation).
For the x 2 -f k-transform and regular sampling in x, a special method is possible with high resolution without the use of an inversion step:
FFT from (!;n x) to (!;k) NDFT from (!; k) to (!; x p (n=N))
FFT from (!; x p (n=N)) to (!;q 0 )
NDFT from (!; q 0 ) to (!; n x)
Note that x p (n=N) corresponds with regularly sampled .
The computationally most demanding part of a NFFT of N samples is a FFT of size fN (typically f = 2). Therefore the computational cost of this algorithm is approx. the same as 2 FFT's of size N + 2 FFT's of size 2N.
Conclusions
By using the equivalence between the PRT and the NDFT it can be seen that:
Too large q affects the data for large offsets. Too small q leads to instability of the l.s. inversion.
A near optimal choice for approx. regularly sampled data is 
