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For a cylindrical superconductor surrounded by a normal mate-
rial, we discuss transition to the normal phase of stable, locally
stable and critical conﬁgurations. Associated with those phase tran-
sitions, we deﬁne critical magnetic ﬁelds and we provide a suﬃ-
cient condition for which those critical ﬁelds coincide. In particular,
when the conductivity ratio of the superconducting and the nor-
mal material is large, we show that the aforementioned critical
magnetic ﬁelds coincide, thereby proving that the transition to the
normal phase is sharp. One key-ingredient in the paper is the anal-
ysis of an elliptic boundary value problem involving ‘transmission’
boundary conditions. Another key-ingredient involves a monotonic-
ity result (with respect to the magnetic ﬁeld strength) of the ﬁrst
eigenvalue of a magnetic Schrödinger operator with discontinuous
coeﬃcients.
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1. Introduction
A type II superconductor placed in an applied magnetic ﬁeld undergoes three phase transitions:
When the intensity of the applied ﬁeld is below a ﬁrst critical value HC1 , the sample exhibits the
Meissner effect and remains in a superconducting phase. When the ﬁeld is increased further past HC1 ,
the sample is in a mixed state and the magnetic ﬁeld penetrates the material in quantized vortices.
Increasing the ﬁeld further past another critical value HC2 , the sample exhibits surface superconduc-
tivity, and when the ﬁeld is increased above HC3 , superconductivity is lost and the sample is in the
normal phase. The above picture is rigorously established for extreme type II materials through the
minimization of the Ginzburg–Landau functional, see for instance the papers [8,11,19,26,27,29] and
the books [7,28] for results and additional references concerning the subject.
In addition to the phase transitions associated with minimizers (stable states) of the Ginzburg–
Landau functional, type II materials possess hysteresis associated with local minimizers (locally stable
states) of the energy. For instance, a locally stable state that does not possess vortices will remain
locally stable in increasing magnetic ﬁelds up to a super-heating ﬁeld, and a similar phenomenon is
associated with a sub-cooling ﬁeld associated with decreasing applied ﬁelds (see [30]). It is therefore
natural to address a similar question when dealing with the transition of normal states: Does local
stability persist for the normal state below HC3 , and for the superconducting state above HC3 , or will
there be hysteresis? That is, we ask whether the transition from the superconducting phase to the
normal phase happens at a sharp critical value of the magnetic ﬁeld (= HC3 ).
For type II superconducting samples with smooth boundaries and surrounded by the vacuum,
Fournais and Helffer [8] showed that the transition is indeed sharp. Hysteresis is excluded in [7]. The
case of domains with corners [3] and the 3-dimensional case [8,25] (see also [18,25]) have also been
studied. The reason for the sharp transition is essentially the monotonicity of the ﬁrst eigenvalue
μ1(B) of the Neumann Schrödinger operator
−(∇ − iBF)2 in Ω, Ω ⊂ Rd (d = 2,3),
for large values of the magnetic ﬁeld, a property known as strong diamagnetism (see [8,9]). Here
F : Ω → Rd is a vector ﬁeld such that curlF is a constant.
In this paper, we address the same question—the transition from superconducting to normal
phase—but for a superconductor surrounded by normal materials. It is well known from the su-
perconducting proximity effect (see [12,13]) that the presence of a normal material exterior to a
superconductor allows the superconducting electron Cooper pairs to ﬂow into the normal material
in a narrow boundary layer. The characteristic length scale of that layer is called the ‘extrapolation
length’. To model this phenomenon, one has to consider a generalized Ginzburg–Landau theory where
the order parameter and the magnetic potential are not only deﬁned in the superconducting material
but also in the normal material surrounding it.
For a cylindrical superconducting sample of cross section Ω ⊂ R2, surrounded by a normal mate-
rial and placed in a magnetic ﬁeld parallel to the cylinder axis, the Gibbs free energy is given by the
following Ginzburg–Landau type functional (see [4]):
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∫
Ω
(
|∇κHAψ |2 − κ2|ψ |2 + κ
2
2
|ψ |4
)
dx
+
∫
Ω˜\Ω
(
1
m
|∇κHAψ |2 + aκ2|ψ |2
)
dx
+ (κH)2
∫
Ω˜
|curlA− 1|2 dx. (1.1)
Here we use the notation
∇A = ∇ − iA, (1.2)
for the magnetic gradient.
In the above functional, Ω˜ ⊂ R2 is a bounded domain such that Ω ⊂ Ω˜ and Ω˜ \ Ω is the cross
section of the normal material,1 the Ginzburg–Landau parameter κ > 0 is a characteristic of the su-
perconducting material (the ratio of two characteristic lengths), H > 0 is the intensity of the applied
magnetic ﬁeld, a > 0 is a characteristic of the normal material that depends on the temperature and
its sign signiﬁes that the temperature is above the critical temperature of the normal material. Fi-
nally, m > 0 is the conductivity ratio of the superconducting and normal materials. Minimization of
the functional (1.1) will take place over ﬁnite-energy conﬁgurations (ψ,A) ∈ H1(Ω˜;C) × H1(Ω˜;R2).
Starting from a minimizing sequence, it is quite standard to prove the existence of minimizers of (1.1),
see [15].
We will always assume that Ω and Ω˜ are smooth, bounded and simply connected.
Notice that the normal state (0,F), with F being the unique vector ﬁeld satisfying
curlF= 1, divF= 0 in Ω˜, ν · ∇F= 0 on ∂Ω˜, (1.3)
is a critical point of the functional (1.1). It can also be shown that this state is the unique normal
state up to a gauge transformation (see [15]). Conﬁgurations which are gauge equivalent to the normal
state (0,F) will be called trivial throughout the paper.
Deﬁning the set
N sc(a,m;κ) = {H > 0: Gκ,H has non-trivial critical points}, (1.4)
then it is known from [15, Theorem 4.7] (see also Theorem 2.3 in the present paper) that the above
set is bounded.
In connection with stability and local stability of the normal state (0,F), we also introduce the
two sets:
N (a,m;κ) = {H > 0: Gκ,H has a non-trivial minimizer},
N loc(a,m;κ) = {H > 0: μ(1)(κ, H) < 0}. (1.5)
Here μ(1)(κ, H) is the ground state energy of the quadratic form
1 In part of the existing literature on the subject (see for example [4,22]) Ω˜ is taken to be all of R2. However, in the
original paper of [14], the normal material (i.e. Ω˜ \ Ω) has been taken to be bounded. We take the latter point of view, in
order to avoid certain technical diﬃculties which are unimportant for our present purpose. The functional analysis necessary to
overcome those diﬃculties is developed in [15].
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∫
Ω
(|∇κHFφ|2 − κ2|φ|2)dx+ ∫
Ω˜\Ω
(
1
m
|∇κHFφ|2 + aκ2|φ|2
)
dx, (1.6)
i.e.
μ(1)(κ, H) = inf
φ∈H1(Ω˜)
φ =0
(Q[κ, H](φ)
‖φ‖2
L2(Ω˜)
)
. (1.7)
Since Q[κ, H] deﬁnes the Hessian of the functional Gκ,H at the normal state (0,F), we see that if
H ∈ N loc(a,m;κ), then (0,F) is not a local minimizer Gκ,H . Hence we obtain the following inclusion,
N loc(a,m;κ) ⊂ N (a,m;κ).
On the other hand, the following inclusion is trivial,
N (a,m;κ) ⊂ N sc(a,m;κ). (1.8)
One of the main results of the present paper is the following.
Theorem 1.1. Given a > 0 and m > 1, there exists κ0 > 0 such that, for all κ  κ0 , the following equalities
hold,
N sc(a,m;κ) = N loc(a,m;κ) = N (a,m;κ).
In the literature, it is typical to introduce the following critical ﬁelds (cf. e.g. [8,26]):
HscC3(a,m;κ) = supN sc(a,m;κ), HscC3(a,m;κ) = infR+ \ N sc(a,m;κ), (1.9)
HC3(a,m;κ) = supN (a,m;κ), HC3(a,m;κ) = infR+ \ N (a,m;κ), (1.10)
H locC3 (a,m;κ) = supN loc(a,m;κ), H locC3 (a,m;κ) = infR+ \ N loc(a,m;κ). (1.11)
As a corollary of Theorem 1.1, we get a result concerning equality of the above critical ﬁelds.
Corollary 1.2. Given a > 0 and m > 1, there exists κ0 > 0 such that, for all κ  κ0 , the following equalities
hold,
HscC3(a,m;κ) = HC3(a,m;κ) = H locC3 (a,m;κ)
and
HscC3(a,m;κ) = HC3(a,m;κ) = H locC3 (a,m;κ).
Remark 1.3. In [22], the second author has established the following asymptotic expansion of
H locC3 (a,m;κ) (it can also be shown to hold for H locC3 (a,m;κ)):
H locC3 (a,m;κ) =
κ (
1+ o(1)) as κ → ∞. (1.12)
α0(a,m)
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is deﬁned via an auxiliary spectral problem (see Theorem 3.1 below).
Remark 1.4. Theorem 1.1 does not cover the regime m  1. In this speciﬁc regime, we have by Re-
mark 1.3 that the nucleation ﬁeld HC3 coincides with the second critical ﬁeld HC2 . This reﬂects one
feature of superconductors surrounded by normal materials, that surface superconductivity can be
absent (see [14]). However, we need speciﬁc tools to treat this interesting case, which are beyond the
scope of the present paper.
We say that the transition from the superconducting to the normal phase is sharp if we have
equality between upper and lower ﬁelds. By Corollary 1.2 it suﬃces to verify this for the ‘local ﬁelds’,
i.e. look whether the following equality holds:
H locC3 (a,m;κ) = H locC3 (a,m;κ)?
One part of the present paper is devoted to this question, which links to a monotonicity problem of
magnetic Schrödinger operators.
It is shown in [22] that there exists m∗  1 (see (3.14) below for a precise deﬁnition of m∗) such
that for m > m∗ , the second correction term in (1.12) is of order 1 and determined by the maximal
value of the scalar curvature of Ω . The precise result in this case is the following:
HC3(a,m;κ) =
κ
α0(a,m)
+ C1(a,m)
α0(a,m)3/2
(κr)max + O
(
κ−1/3
)
as κ → +∞, (1.13)
where the function C1(a, ·) : [m∗,+∞[ 
→ R+ is deﬁned via an auxiliary self-adjoint operator
(see (3.13)) and κr denotes the scalar curvature of ∂Ω .
Our ﬁnal result is that all the critical ﬁelds coincide for large κ under the extra condition that m
is suﬃciently large.
Theorem 1.5. Given Ω,Ω˜ and a > 0, there exists m0 > 0 and if m > m0 , there exists κ0 > 0 such that if
κ > κ0 then all the six critical ﬁelds deﬁned in (1.9), (1.10) and (1.11) coincide. Furthermore, their common
value is the unique solution H = HC3 (a,m;κ) of the equation
μ(1)(κ, H) = 0.
In particular, the asymptotics (1.13) holds for all the six different deﬁnitions of the critical ﬁeld.
As we mentioned earlier, the essential key for establishing Theorem 1.5 is a monotonicity re-
sult concerning the ﬁrst eigenvalue of a Schrödinger type operator. Actually, let μ1(B,α) be the ﬁrst
eigenvalue of the following operator
−∇BF · wm(x)∇BF + αBVa(x) in Ω˜, (1.14)
with
wm(x) =
{
1 in Ω,
1
m in R
2 \ Ω, Va(x) =
{−1 in Ω,
a in R2 \ Ω. (1.15)
Roughly speaking, we will establish that the equation in (B,α)
μ1(B,α) = 0
admits a unique solution provided that B is large enough and α remains close to α0(a,m).
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point of the functional Gκ,H (i.e. solution of (2.1) below),
a
∫
Ω˜\Ω
|ψ |4 dx
∫
Ω
|ψ |4 dx.
The above estimate is non-trivial and we prove it through a detailed analysis of the regularity of
critical points of the functional (1.1) (see Lemma 2.5 and Theorem 2.4 below). With the above estimate
on the one hand, and other weak decay estimates established in Lemmas 2.2 and 2.6 on the other
hand, we prove Theorem 2.7, which links the existence of non-trivial critical points to a spectral
condition on the eigenvalue (1.7). Theorem 1.1 is then a consequence of Theorem 2.7.
The paper is organized in the following way. In Section 2, we establish a necessary and suﬃcient
condition for the functional Gκ,H to admit non-trivial critical points, see Theorem 2.7.
In Section 3 we establish a monotonicity result for the eigenvalue μ1(B,α), see Theorem 3.3. As a
consequence, we obtain equality of local ﬁelds stated in Theorems 1.5, 3.5 and Remark 3.6.
In Section 4, we discuss the decay of energy minimizing order parameters, and we prove that they
decay exponentially away from the boundary provided that the magnetic ﬁeld is suﬃciently large.
Finally, in Appendix A, we prove an improved expansion for (1.13) in the particular case when Ω
is a disc domain.
2. Proof of Theorem 1.1
2.1. Basic estimates on solutions
We return now to the analysis of critical points of the functional (1.1). As we mentioned in the
introduction, minimizers of (1.1) exist in the space H1(Ω˜;C)×H1(Ω˜;R2) and they are weak solutions
of the associated Ginzburg–Landau equations:⎧⎪⎨⎪⎩
−∇κHA · wm∇κHAψ + κ2
(
Vaψ + 1Ω |ψ |2ψ
)= 0,
∇⊥ curlA= (κH)−1wm Im
(
ψ(∇ − iκHA)ψ) in Ω˜,
ν · (∇ − iκHA)ψ = 0, curlA= 1 on ∂Ω˜.
(2.1)
Here ν is the unit outward normal vector of ∂Ω˜ , the magnetic gradient ∇κHA has been introduced in
(1.2), and ∇⊥ = (−∂x2 , ∂x1 ) is the Hodge gradient.
In order to avoid the question of regularity concerning solutions of the above equation, we
shall invoke energy arguments and use only the weak formulation of (2.1). More precisely, (ψ,A) ∈
H1(Ω˜;C) × H1(Ω˜;R2) is a weak solution of (2.1) if for all φ ∈ H1(Ω˜;C) and a ∈ H1(Ω˜;R2), the
following equalities hold:∫
Ω˜
(
wm(x)(∇ − iκHA)ψ · (∇ − iκHA)φ + κ2
(
Va(x)ψ + 1Ω(x)|ψ |2ψ
)
φ
)
dx = 0, (2.2)
∫
Ω˜
curl(A− F)(curla) − wm(x)(κH)−1 Im
(
ψ(∇ − iκHA)ψ) · adx = 0. (2.3)
A standard choice of gauge permits us to minimize (1.1) in the reduced space H1(Ω˜;C) ×
H1div(Ω˜;R2), where
H1div
(
Ω˜;R2)= {A ∈ H1(Ω˜;R2): divA= 0 in Ω˜, ν · ∇A= 0 on ∂Ω˜}. (2.4)
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Lemma 2.1. There exists a constant C > 0 such that for all A ∈ H1div(Ω˜;R2),
‖A− F‖H1(Ω˜)  C‖curlA− 1‖L2(Ω˜). (2.5)
Here F is the vector ﬁeld introduced in (1.3).
Lemma 2.2. Let (ψ,A) be a critical conﬁguration of (1.1), i.e. a weak solution of (2.1). Then the following
estimates hold:
‖ψ‖L∞(Ω˜)  1, (2.6)∥∥(∇ − iκHA)ψ∥∥L2(Ω˜) max(1,√m)κ‖ψ‖L2(Ω), (2.7)
a
∫
Ω˜\Ω
|ψ |2 dx
∫
Ω
|ψ |2 dx, (2.8)
‖ψ‖2L4(Ω)  ‖ψ‖L2(Ω), (2.9)
and
H‖ curlA− 1‖L2(Ω˜)  C‖ψ‖L2(Ω)‖ψ‖L4(Ω˜). (2.10)
Here the constant C > 0 depends only on a, m and Ω˜ .
Proof. The estimate (2.6) is rather standard and is obtained in [15]. It can be derived using a simple
energy argument as in [5], without relying on regularity properties of (ψ,A).
Inserting φ = ψ in (2.2) we get∫
Ω˜
(
wm(x)
∣∣(∇ − iκHA)ψ∣∣2 + κ2Va(x)|ψ |2 + κ21Ω(x)|ψ |4)dx = 0. (2.11)
Now (2.7) and (2.8) are consequences of (2.11). The estimate (2.9) is a consequence of (2.6).
Now, we prove (2.10). Up to a gauge transformation, we may assume that A ∈ H1div(ψ,A). Inserting
a= A− F in (2.3) and estimating we get
κH
∫
Ω˜
∣∣curl(A− F)∣∣2 dxmax(1, 1
m
)
‖ψ‖L∞(Ω˜)
∥∥(∇ − iκHA)ψ∥∥L2(Ω˜)∥∥(A− F)ψ∥∥L2(Ω˜).
Invoking (2.6), (2.7) and applying a further Cauchy–Schwarz inequality, we get
κH
∫
Ω˜
∣∣curl(A− F)∣∣2 dx κ max(1, 1√
m
)
‖ψ‖L2(Ω)‖ψ‖L4(Ω˜)‖A− F‖L4(Ω˜). (2.12)
Now, by the Sobolev embedding theorem and Lemma 2.1, we get
‖A− F‖L4(Ω˜)  CSob‖A− F‖H1(Ω)  C˜
∥∥curl(A− F)∥∥L2(Ω˜).
Thus, we can divide through by ‖curlA− F‖L2(Ω˜) in (2.12) to get (2.10). 
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superconductors in vacuum and [15] for a setting similar to ours). We give an easy (spectral) proof
for completeness.
Theorem 2.3. There exists a constant C > 0 such that if
κ  1 and H  Cκ, (2.13)
then the only weak solution to (2.1) is the normal state (0,F).
Proof. We may assume—after possibly performing a gauge transformation—that the stationary point
satisﬁes (ψ,A) ∈ H1(Ω˜;C) × H1div(Ω˜;R2). Suppose that ψ = 0.
Using ‖ψ‖∞  1, we have the pointwise inequality
∣∣(∇ − iκHF)ψ∣∣2  2∣∣(∇ − iκHA)ψ∣∣2 + 2(κH)2|A− F|2. (2.14)
Upon integration of (2.14) and using Lemma 2.2, the Sobolev inclusion H1 ↪→ L4 and Lemma 2.1, we
ﬁnd ∫
Ω˜
∣∣(∇ − iκHF)ψ∣∣2 dx Cκ2‖ψ‖2
L2(Ω˜)
, (2.15)
for some constant C > 0. This implies—since ψ = 0 by assumption—that the lowest Neumann eigen-
value μN(κH) of −(∇ − iκHF)2 in L2(Ω˜) satisﬁes
μN(κH) Cκ2. (2.16)
However, since Ω˜ is smooth, we have (see [7])
μN(κH) C ′κH, ∀H  H0, (2.17)
for positive constants C ′ and H0 independent from κ . Combining (2.17) and (2.16) yields the re-
sult. 
In the next theorem, we show that the L4 analogue of (2.8) holds for critical points.
Theorem 2.4. Let (ψ,A) ∈ H1(Ω˜;C)× H1div(Ω˜;R2) be a weak solution of (2.1). Then the following estimate
holds:
a
∫
Ω˜\Ω
|ψ |4 dx
∫
Ω
|ψ |4 dx.
The estimate in Theorem 2.4 is an essential ingredient in proving Theorem 2.7 below (which links
the existence of non-trivial critical points to a spectral condition). In order to prove Theorem 2.4, we
need to establish some regularity properties for solutions of (2.1). Let us mention that for an open set
U ⊂ R2, the space C∞(U ;C) consists of all complex-valued functions that are inﬁnitely differentiable
in U .
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(1) (ψ,A) ∈ H2(Ω˜ \ ∂Ω;C) × H2(Ω˜;R2).
(2) (ψ,A) ∈ C∞(Ω˜ \ ∂Ω;C) × C∞(Ω˜ \ ∂Ω;R2).
Let us emphasize that the complete regularity of (ψ,A) up to the boundary of Ω does not follow
from standard regularity theory for elliptic PDE, and hence deserves to be studied independently.
Proof of Lemma 2.5. The interior regularity of (ψ,A) (statement (2) above) is obtained through a
standard bootstrapping argument, see [28, Proposition 3.8].
We move now to the H2-regularity. Since A ∈ H1div(Ω˜), the equation for A in (2.1) becomes
−
A= g(x) in Ω˜,
coupled with the boundary conditions
curlA= 1, ν · A= 0 on ∂Ω˜.
Here
g(x) := (κH)−1wm(x)
(
iψ, (∇ − iκHA)ψ) ∈ L2(Ω˜).
Now A ∈ H2(Ω˜) follows from the Wk,p-regularity of the curl–div system (see [1]).
To obtain the regularity of ψ one has to be more careful, since ψ satisﬁes formally a transmission
condition on ∂Ω ,
T int∂Ω
(
ν · (∇ − iκHA)ψ)= 1
m
T ext∂Ω
(
ν · (∇ − iκHA)ψ). (2.18)
Here
T int∂Ω : H1(Ω) → L2(∂Ω), T ext∂Ω : H1
(
R
2 \ Ω)→ L2(∂Ω) (2.19)
are respectively the ‘interior’ and ‘exterior’ trace operators, and ν is the outward unit normal vector
of ∂Ω .
The crucial point is now to apply a suitable gauge transformation which makes the transmission
condition (2.18) independent of the vector potential A.
Let χ be the solution of the following boundary value problem:
−
χ = 0 in Ω, ν · ∇χ = ν · A on ∂Ω.
Since A ∈ H2(Ω˜), standard regularity theory gives χ ∈ W 2,p(Ω) for every p  1. Let us ﬁx a choice of
p > 2 such that Sobolev embedding gives W 2,p ⊂ C1,α for some α ∈ ]0,1[.
Given a smooth domain K such that Ω ⊂ K ⊂ K ⊂ Ω˜ , we can extend χ to a function χ˜ ∈ W 2,p(Ω˜)
such that supp χ˜ ⊂ K (see Remark on p. 257 in [6]).
Now, deﬁning
ϕ = ψeiχ˜ , B= A− ∇χ˜ ,
the condition (2.18) reads formally
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1
m
T ext∂Ω (ν · ∇ϕ). (2.20)
Actually, the equation for ϕ becomes
−div(wm(x)∇ϕ)= f in Ω˜,
with
f (x) = −(κH)wm(x)
[
2i(B · ∇) + i(divB) + κH|B|2]ϕ − κ2(Va(x)ϕ + 1Ω(x)|ϕ|2ϕ).
Here wm and Va are as in (1.15). Moreover, the equation for ϕ is supplemented with the boundary
condition
ν · ∇ϕ = 0 on ∂Ω˜.
The obtained equation for ϕ is of the form studied in [21, Appendix B], where L2-type estimates are
shown to hold for the solutions. Let us see how we will implement the aforementioned point.
Lemma 2.2 gives |ϕ| 1. Moreover, since ϕ ∈ H1(Ω˜), A ∈ H2(Ω˜) and B = A+ ∇χ˜ is bounded, we
deduce that f ∈ L2(Ω˜). Applying now Theorem B.1 in [21], we deduce that ϕ ∈ H2(Ω˜ \ ∂Ω). Since
ψ = ϕe−iχ˜ and χ˜ ∈ W 2,p(Ω˜) ⊂ C1,α(Ω˜), then ψ ∈ H2(Ω˜ \ ∂Ω). 
Proof of Theorem 2.4. Thanks to Lemma 2.5, (ψ,A) ∈ H1(Ω˜;C) × H1div(Ω˜;R2) being a solution
of (2.1), the function ψ ∈ C∞(Ω˜ \ ∂Ω), and (ψ,A) is a strong solution of (2.1) in Ω˜ \ ∂Ω .
Consequently, the function
u = |ψ |2 = ψψ ∈ C∞(Ω˜ \ ∂Ω;R).
It is easy to verify that
1
2

|ψ |2 = Re(ψ(∇ − iκHA)2ψ)+ ∣∣(∇ − iκHA)ψ∣∣2, ∀x ∈ Ω˜ \ ∂Ω.
Thus, deﬁning the function
f (x) = 1
2
wm(x)
∣∣(∇ − iκHA)ψ(x)∣∣2,
we get that u = |ψ |2 is a strong solution in Ω˜ \ ∂Ω of the equation
−1
2
div(wm∇u) + κ2(Va + 1Ωu)u + f = 0. (2.21)
Here we remind the reader that the functions wm and Va are deﬁned in (1.15).
Let us show that u is a weak solution of (2.21) in Ω˜ . To that end, we need only verify that
T int∂Ω (ν · ∇u) =
1
m
T ext∂Ω (ν · ∇u) in L2(∂Ω), (2.22)
where T int∂Ω and T ext∂Ω are the trace operators introduced in (2.19), and ν is the outward unit normal
vector of ∂Ω .
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of ν · ∇u is well deﬁned in the usual sense.
Now, it is easy to verify that
∇u = 2Re(ψ∇ψ) = 2Re(ψ(∇ − iκHA)ψ ).
On the other hand, since (ψ,A) ∈ H2(Ω˜ \∂Ω;C)×H2(Ω˜;R2) and weak solutions of (2.1), they satisfy
in particular,
T int∂Ω
(
ν · (∇ − iκHA)ψ)= 1
m
T ext∂Ω
(
ν · (∇ − iκHA)ψ)
in L2(∂Ω). This shows that (2.22) also holds in L2(∂Ω) and consequently u = |ψ |2 is a weak solution
in Ω˜ of (2.21).
Therefore, multiplying (2.21) by u and integrating, we get∫
Ω˜
(
1
2
wm(x)|∇u|2 + Va(x)u2 + 1Ω(x)u3 + f (x)u
)
dx = 0,
with u  0 and f  0. This yields the estimate of Theorem 2.4. 
2.2. Weak decay estimate and applications
Just as in [3], we can derive the following weak decay estimate.
Lemma 2.6. Assume that a > 0 and m > 0. There exist positive constants C and C ′ such that, if (ψ,A) is a
solution of (2.1) with
κ(H − κ) C,
then the following estimate holds:
max
(
1,
aκ
H − κ
)
‖ψ‖2
L2(Ω˜)
 C
∫
{x∈Ω˜: √κ(H−κ)dist(x,∂Ω)1}
∣∣ψ(x)∣∣2 dx
 C
′
κ(H − κ) .
Proof. The last inequality is an easy consequence of (2.6), so we will only establish the ﬁrst one.
Let χ ∈ C∞(R) be a standard cut-off function such that
χ = 1 in [1,∞[, χ = 0 in ]−∞,1/2].
Deﬁne λ = 1/√κ(κ − H), and
χλ(x) = χ
(
dist(x, ∂Ω)
λ
)
, x ∈ Ω˜.
A simple calculation yields the following localization formula:
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wm(x)
(∣∣(∇ − iκHA)χλψ∣∣2 − |∇χλ|2|ψ |2)dx
= Re
∫
Ω˜
(
wm(x)(∇ − iκHA)ψ · (∇ − iκHA)
(
χ2λψ
))
dx,
where wm is introduced in (1.15).
Now, we use the weak formulation of the ﬁrst G-L equation in (2.1) and get
∫
Ω˜
wm(x)
(∣∣(∇ − iκHA)χλψ∣∣2 − |∇χλ|2|ψ |2)dx+ aκ2 ∫
Ω˜\Ω
χ2λ |ψ |2 dx
= κ2
∫
Ω
χ2λ
(
1− |ψ |2)|ψ |2 dx. (2.23)
The next step is to give a lower bound to the ﬁrst term on the left-hand side of (2.23). This is done
via an elementary inequality from the spectral theory of magnetic Schrödinger operators (see e.g. [2,
Theorem 2.9] or [7, Lemma 2.4.1]). Actually, since the function χλ has compact support not meeting
the boundary ∂Ω , and wm = 1 in Ω , the following inequality holds:
∫
Ω˜
wm(x)
∣∣(∇ − iκHA)χλψ∣∣2 dx κH ∫
Ω
(curlA)|χλψ |2 dx.
Writing curlA= 1+ (curlA− 1) then applying a Cauchy–Schwarz inequality, we get
∫
Ω˜
wm(x)
∣∣(∇ − iκHA)χλψ∣∣2 dx κH ∫
Ω
wm(x)|χλψ |2 dx− κH‖ curlA− 1‖L2(Ω)‖χλψ‖2L4(Ω).
Implementing the estimates (2.10), (2.9) and (2.8) we get, for some constant c > 0, the following
lower bound:∫
Ω˜
wm(x)
∣∣(∇ − iκHA)χλψ∣∣2 dx κH ∫
Ω
|χλψ |2 dx− cκ‖ψ‖L2(Ω)‖χλψ‖2L4(Ω). (2.24)
Upon substitution in (2.23) and a rearrangement of terms, we deduce
κ(H − κ)
∫
Ω
|χλψ |2 dx+ aκ2
∫
Ω˜\Ω
|χλψ |2 dx
 cκ‖ψ‖L2(Ω)‖χλψ‖2L4(Ω) + ‖χ ′‖2L∞(R)λ−2
∫
{dist(x,∂Ω)λ}
wm(x)|ψ |2 dx− κ2
∫
Ω
χ2λ |ψ |4 dx.
Implementing again a Cauchy–Schwarz inequality, we get
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∫
Ω
|χλψ |2 dx+ aκ2
∫
Ω˜\Ω
|χλψ |2 dx
 c2‖ψ‖2L2(Ω) + ‖χ ′‖2L∞(R)λ−2
∫
{dist(x,∂Ω)λ}
wm(x)|ψ |2 dx+ κ2
∫
Ω
(
χ4λ − χ2λ
)|ψ |4 dx,
where the last term on the right-hand side above is negative, since 0 χλ  1.
Decomposing the integral
∫
Ω
|ψ |2 = ∫
Ω
|χλψ |2 +
∫
Ω
(1− χ2λ )|ψ |2, and assuming that
κ(H − κ) 2c2,
we get
1
2
max
(
κ(H − κ),aκ2) ∫
Ω˜
|χλψ |2 dx
(
c2 +max
(
1,
1
m
)
‖χ ′‖2L∞(R)λ−2
) ∫
{dist(x,∂Ω)λ}
|ψ |2 dx.
Recall that λ = 1/√κ(H − κ). The conditions on χ and κ(H − κ) imply that
max
(
1,
aκ
H − κ
)∫
Ω˜
|χλψ |2 dx 4max
(
1,
1
m
)
‖χ ′‖2L∞(R)
∫
{dist(x,∂Ω)λ}
|ψ |2 dx.
Consequently, we get
max
(
1,
aκ
H − κ
)∫
Ω˜
|ψ |2 dx
(
4max
(
1,
1
m
)
‖χ ′‖2L∞(R) + 1
) ∫
{dist(x,∂Ω)λ}
|ψ |2 dx.
Choosing C =max(c2,4max(1, 1m )‖χ ′‖2L∞(R) + 1), we get the desired bound. 
The next theorem gives a purely spectral criterion for the existence of non-trivial critical points of
(1.1).
Theorem 2.7. Given a > 0 and m > 1, there exists κ0 > 0 such that, for all κ  κ0 , the following two state-
ments are equivalent:
(1) There exists a solution (ψ,A) of (2.1) with ‖ψ‖L2(Ω˜) = 0.
(2) The parameters κ and H satisfy μ(1)(κ, H) < 0, where the eigenvalue μ(1)(κ, H) is introduced in (1.7).
Proof. It is well known that the second statement implies the ﬁrst one. Actually, we only use (tψ∗,0),
with t suﬃciently small and ψ∗ an eigenfunction associated with μ(1)(κ, H), as a test conﬁguration
for the functional (1.1). The resulting energy will be lower than that of a normal state. Hence a
minimizer, which is a solution of (2.1), will be non-trivial.
We assume now that the ﬁrst statement holds and we show that the second statement is true
provided that κ is suﬃciently large.
Thanks to Theorem 2.3, it is suﬃcient to deal with applied magnetic ﬁelds satisfying 0 < H  Cκ ,
for some constant C > 0.
On the other hand, if c > 0 is a suﬃciently small constant, then we can show that
μ(1)(κ, H) < 0 for all 0< H < cκ. (2.25)
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μ(1)(κ, H)μD(κH;Ω) − κ2,
where μD(κH;Ω) is the lowest Dirichlet eigenvalue of −(∇ − iκHF)2 in L2(Ω). Standard estimates
on Dirichlet realizations of magnetic operators (see [17]) yield the existence of a constant C˜ > 0 such
that
μD(B;Ω) C˜ max(B,1), ∀B > 0,
implying (2.25).
Therefore, we restrict ourselves to applied magnetic ﬁelds satisfying
cκ  H  Cκ.
Using Lemma 2.6 and a Cauchy–Schwarz inequality, we ﬁnd a positive constant C > 0 such that
‖ψ‖2
L2(Ω˜)
 C
( ∫
{dist(x,∂Ω) 1κ }
dx
)1/2
‖ψ‖2
L4(Ω˜)
 C
′
√
κ
‖ψ‖2L4(Ω), (2.26)
where we use Theorem 2.4 to get the last inequality.
Since (ψ,A) is a (weak) solution of (2.1), we get by setting φ = ψ in (2.2) together with the
assumption on ψ that
0< κ2‖ψ‖4L4(Ω) −
∫
Ω˜
(
wm(x)
∣∣(∇ − iκHA)ψ∣∣2 + κ2Va(x)|ψ |2)dx =: 
, (2.27)
where wm and Va are introduced in (1.15). Notice that use of (2.8) implies that ‖ψ‖L4(Ω) = 0.
Implementing (2.27) in (2.26), we get
‖ψ‖2
L2(Ω˜)
 C ′′
√

κ−3/2. (2.28)
We estimate
∣∣(∇ − iκH A)ψ∣∣2  (1− √
κ−3/4)∣∣(∇ − iκHF)ψ∣∣2 − 1√

κ−3/4
(κH)2
∣∣(A− F)ψ∣∣2.
This yields the following estimate on 
:


(
−μ(1)(κ, H) +min
(
1,
1
m
)√

κ−3/4μN(κH)
)
‖ψ‖2
L2(Ω˜)
+min
(
1,
1
m
)
κ3/4√


(κH)2
∫
Ω˜
∣∣(A− F)ψ∣∣2 dx, (2.29)
where μN (κH) is the lowest eigenvalue of the magnetic Neumann Laplacian −(∇ − iκHF)2 in Ω˜ .
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estimate (2.28), we get
√

κ−3/4μN(κH)‖ψ‖2
L2(Ω˜)
 Cκ−1/4
. (2.30)
On the other hand, using a Cauchy–Schwarz inequality and the estimate (2.27), we get
(κH)2
∫
Ω˜
∣∣(A− F)ψ∣∣2 dx (κH)2‖A− F‖2
L4(Ω˜)
√
2

κ
.
By Sobolev embedding and Lemma 2.1,
(κH)2‖A− F‖2
L4(Ω˜)
 C(κH)2‖curlA− 1‖2
L2(Ω˜)
 Cκ2‖ψ‖4
L4(Ω˜)
.
Using again Theorem 2.4, we deduce that
(κH)2‖A− F‖2
L4(Ω˜)
 Cκ2‖ψ‖4L4(Ω)  C
.
Therefore, implementing all the above estimates in (2.29), we get

−μ(1)(κ, H)‖ψ‖2
L2(Ω˜)
+ C 

κ1/4
.
Knowing that 
 > 0 (see (2.27)), we deduce for κ suﬃciently large the desired inequality,
μ(1)(κ, H) < 0. 
Proof of Theorem 1.1. We can now ﬁnish the proof of Theorem 1.1 as follows. Theorem 2.7 gives
N sc(a,m;κ) = N loc(a,m;κ) for κ suﬃciently large. On the other hand, we have the trivial inclusions
N (a,m;κ) ⊂ N sc(a,m;κ) and N loc(a,m;κ) ⊂ N (a,m;κ). 
3. Monotonicity of the ﬁrst eigenvalue
3.1. The constant α0(a,m)
We recall in this section the deﬁnition of the constant α0(a,m) introduced in [22], together with
the main properties of a family of ordinary differential operators.
Consider the space Bk(R) = Hk(R)∩ L2(R; |t|k dt), k ∈ N. Given a,m,α > 0 and ξ ∈ R, let us deﬁne
the quadratic form:
B1(R)  u 
→ q[a,m,α; ξ ](u), (3.1)
where
q[a,m,α; ξ ](u) =
∫
R+
(∣∣u′(t)∣∣2 + ∣∣(t − ξ)u(t)∣∣2 − α∣∣u(t)∣∣2)dt
+
∫
R
(
1
m
[∣∣u′(t)∣∣2 + ∣∣(t − ξ)u(t)∣∣2]+ aα∣∣u(t)∣∣2)dt. (3.2)
−
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form (3.1). The domain of H[a,m,α; ξ ] is deﬁned by
D
(
H[a,m,α; ξ ])= {u ∈ B1(R); u|R± ∈ B2(R±), u′(0+) = 1mu′(0−)
}
, (3.3)
and for u ∈ D(H[a,m,α; ξ ]), we have
(
H[a,m,α; ξ ]u)(t) = { [(−∂2t + (t − ξ)2 − α)u](t), if t > 0,[( 1m {−∂2t + (t − ξ)2} + aα)u](t), if t < 0. (3.4)
We denote by μ1(a,m,α; ξ) the ﬁrst eigenvalue of H[a,m,α; ξ ] which is given by the min–max
principle,
μ1(a,m,α; ξ) = inf
u∈B1(R),u =0
q[a,m,α; ξ ](u)
‖u‖2
L2(R)
. (3.5)
We summarize in the next theorem the main results obtained in [22] concerning the above family
of operators.
Theorem 3.1. The following assertions hold.
(1) Given a > 0 and m > 0, there exists a unique α0(a,m) > 0 such that
inf
ξ∈Rμ1
(
a,m,α0(a,m); ξ
)= 0.
Moreover, α0(a,m) = 1 if m  1, and there exists a universal constant Θ0 ∈ ]0,1[ such that Θ0 <
α0(a,m) < 1 if m > 1, and
lim
m→∞α0(a,m) = Θ0.
(2) If 0< α < α0(a,m), then infξ∈R μ1(a,m,α; ξ) > 0.
(3) Given a > 0, there exists m0 > 1 such that for all m m0 the function R  ξ 
→ μ1(a,m,α0(a,m); ξ)
admits a unique non-degenerate minimum.
(4) For all a > 0 and mm0 , there exists 0(m) > 0 such that if
α ∈ [α0(a,m) − 0(m),α0(a,m) + 0(m)],
then the function R  ξ 
→ μ1(a,m,α; ξ) admits a unique non-degenerate minimum, denoted by
ξ(a,m,α).
(5) For all m > 0 and a > 0, infξ∈R μ1(a,m,α; ξ) → 0 as α → α0(a,m).
Let us mention that the universal constant Θ0 is the inﬁmum of the spectrum of the Neumann
Schrödinger operator with unit magnetic ﬁeld in R×R+ , and it holds that 12 < Θ0 < 1. We point also
that the existence of the constant m0 > 1 in Theorem 3.1 is non-trivial, and is due to a ﬁne asymptotic
analysis of the eigenvalue (3.5) as m → ∞, see [22, Section 3.4].
For further use, we introduce the constant
β(a,m,α) = inf
ξ∈Rμ1(a,m,α; ξ) (3.6)
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M(a,m,α) = {ξ ∈ R: μ1(a,m,α; ξ) = β(a,m,α)}. (3.7)
We notice as a result of Theorem 3.1 that β(a,m,α) = 0 if and only if α = α0(a,m), and in this case
M(a,m,α) = {ξ(a,m,α)} when mm0.
Let us also notice that it results from a simple application of the min–max principle together with
the well-known results concerning the harmonic oscillator in R+ ,
β(a,m,α) + α min
(
Θ0,
Θ0
m
+ (a + 1)α
)
, ∀α > 0. (3.8)
Furthermore, let f a,mα,ξ be the normalized eigenfunction associated with the eigenvalue (3.5). We in-
troduce the constants
C1(a,m,α; ξ) =
∫
R+
(t − ξ)3∣∣ f a,mα,ξ (t)∣∣2 dt + 1m
∫
R−
(t − ξ)3∣∣ f a,mα,ξ (t)∣∣2 dt
− 1
2
(
1− 1
m
)∣∣ f a,mα,ξ (0)∣∣2, (3.9)
b1(a,m,α; ξ) =
∫
R+
∣∣ f a,mα,ξ (t)∣∣2 dt − a ∫
R−
∣∣ f a,mα,ξ (t)∣∣2 dt. (3.10)
If m m0, α ﬁlls the hypotheses of assertion (4) in Theorem 3.1 and ξ = ξ(a,m,α), then we write
simply:
C1(a,m,α) = C1
(
a,m,α; ξ(a,m,α)), (3.11)
b1(a,m,α) = b1
(
a,m,α; ξ(a,m,α)), (3.12)
and if further, α = α0 = α0(a,m), we introduce the constant (appearing in the asymptotic for-
mula (1.13))
C1(a,m) = −C1(a,m,α0)
b1(a,m,α0)
. (3.13)
Finally, we point out that it is proved in [22, Section 3],
lim
m→∞C1(a,m,α0) = −
(
1+ 6aΘ20
)
C∗1, limm→∞b1(a,m,α0) = 1,
where C∗1 > 0 is a universal constant (see [22, Remark 1.4]). Thus, for large values of m, the constant
in (3.11) is negative.
Now, for m > 1 and α > 0, we call (Pm,α) the property below,
(Pm,α)
⎧⎨⎩M(a,m,α) =
{
ξ(a,m,α)
}
and ξ(a,m,α) > 0,
ξ(a,m,α) is a non-degenerate minimum point,
C1(a,m,α) < 0 and b1(a,m,α) > 0.
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m∗ = inf
{
m > 1: ∀m′ m, (Pm′,α) holds for α = α(a,m′)
}
. (3.14)
In view of the result of Theorem 3.1, we may deﬁne m∗ as above. We emphasize also that the constant
m∗ depends on a, but we omit that from the notation for the sake of simplicity. It is conjectured in
[22] that m∗ = 1 for all a > 0.
Now, given a > 0 and m >m∗ , we introduce
∗(m) = sup
{
 ∈ ]0,d0/2[: ∀α ∈
[
α0(a,m) − ,α0(a,m) + 
]
, (Pm,α) holds
}
, (3.15)
where d0 := Θ0 − 12 > 0.
For the special case of a disc domain, one more constant will appear to be relevant (this is
C2(a,m,α) introduced below). Given a > 0 and m > m∗ , the lowest eigenvalue of the operator (3.4)
for ξ = ξ(a,m,α) is β(a,m,α) introduced in (3.6). Hence, the regularized resolvent, i.e. the operator
(ξ = ξ(a,m,α))
R0[a,m,α](φ) =
{
[H[a,m,α; ξ) − β(a,m,α)]−1φ, if φ ⊥ f a,mα,ξ ,
0, otherwise,
(3.16)
is bounded in L2(R). Letting f = f a,mα,ξ for ξ = ξ(a,m,α), w˜m(t) = 1 if t > 0 and w˜m(t) = 1m if t < 0,
then it is proved in [22, Proposition 3.6] that the functions f and w˜m f are orthogonal in L2(R), hence
the integral
I2(a,m,α) =
∞∫
0
(t − ξ) f R0(t − ξ) f dt + 1
m2
0∫
−∞
(t − ξ) f R0(t − ξ) f dt
is positive. Notice that we write simply R0 for the operator (3.16). Now, we introduce the constant
C2(a,m,α) =
∞∫
0
∣∣ f (t)∣∣2 dt + 1
m
0∫
−∞
∣∣ f (t)∣∣2 dt − 4I2(a,m,α). (3.17)
Since m > 1 and
∫
R
| f |2 dt = 1, it is clear that C2(a,m,α) < 1. Recalling that
α0(a,m) > Θ0 >
1
2
,
we get for α ∈ [α0(a,m) − ∗(m),α0(a,m) + ∗(m)] that
α0(a,m) − 1
2
C2(a,m,α) >
d0
2
, d0 := Θ0 − 1
2
. (3.18)
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We assume that Ω ⊂ R2, Ω˜ ⊂ R2 are open, bounded and have smooth boundaries such that
Ω ⊂ Ω˜. (3.19)
Given B > 0 and α > 0, we denote by P [B,α] the self-adjoint operator in L2(Ω˜) generated by the
quadratic form
H1BF(Ω˜)  φ 
→ Q [B,α](φ) =
∫
Ω˜
(
wm(x)
∣∣(∇ − iBF)φ∣∣2 + αBVa(x)|φ|2)dx, (3.20)
where wm and Va are introduced in (1.15), and
H1BF(Ω˜) =
{
u ∈ L2(Ω˜): (∇ − iBF)u ∈ L2(R2)}. (3.21)
Notice that since Ω˜ is bounded, H1BF(Ω˜) = H1(Ω˜) and hence the form domain of Q is independent
of B .
We introduce further the lowest eigenvalue of the operator P [B,α]:
μ1(B,α) = inf
φ∈H1(Ω˜)
φ =0
Q [B,α](φ)
‖φ‖2
L2(Ω˜)
. (3.22)
By taking B = κH and α = κ/H , we see the connection with the critical ﬁelds introduced in (1.5):
μ(1)(κ, H) = μ1(B,α). (3.23)
Furthermore, we put
λ1(B,α) = μ1(B,α) + αB. (3.24)
As an application of standard analytic perturbation theory, we have the following proposition.
Proposition 3.2. Given a > 0, m > 0 and κ > 0, the following one-sided derivatives
∂Hμ
(1)
± (κ, H) = lim
→0±
μ(1)(κ, H + ) −μ(1)(κ, H)

,
∂Bλ1,±(B,α) = lim
→0±
λ1(B + ,α) − λ1(B,α)

exist for all H > 0, B > 0 and α > 0, and
∂Bλ1,+(B,α) ∂Bλ1,−(B,α).
Moreover, there exist L2-normalized ground states ϕH+ and ϕH− associated with μ
(1)(κ, H) such that
∂Hμ
(1)
± (κ, H) = κ
(
∂Bλ1,±(B,α)
∣∣ B=κH
α=κ/H
− κ
H
∫
Ω˜
(
Va(x) + 1
)∣∣ϕH±(x)∣∣2 dx). (3.25)
Here Va is introduced in (1.15).
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derivatives in H exist for exactly the same reason.
As we already mentioned, for real B , the operator P [B,α] is self-adjoint, has compact resolvent
and its form domain, H1(Ω˜), is independent from B . Then, one can show that there exists z0 suﬃ-
ciently small such that the operator
P [z,α] = ∇zF · wm∇zF + αzVa
is analytic of type (B) in2 D0 = {z = x + iy: x > 0, |y| < z0}, see [24, p. 392] for the deﬁnition of
type (B) operators. In particular, for a given B > 0, the eigenvalue μ1(B,α) has ﬁnite multiplicity n.
Now, by analytic perturbation theory (see [24, Theorem 4.2, p. 395]) applied to the family of operators
D0  z 
→ P [z,α], we get the existence of  > 0 and 2n analytic functions
(B − , B + )  z 
→ φ j(z) ∈ H1(Ω˜) \ {0}, (B − , B + )  z 
→ E j(z) ∈ R
such that
P [z,α](φ j(z))= E j(z)φ j(z), E j(B) = μ1(B,α).
By choosing  > 0 suﬃciently small, we get the existence of j± ∈ {1,2, . . . ,n} such that
E j+(z) = min
j∈{1,2,...,n}
E j(z) for B < z < B + ,
E j−(z) = min
j∈{1,2,...,n}
E j(z) for B −  < z < B.
With this choice, it is clear that ∂Bλ1,±(B,α) = E ′j± (B) + α.
Furthermore, we can choose the eigenfunctions φ j± (z) to be L
2-normalized. Now, the equality
(3.25) is obtained through differentiation of the relation (in z = 0±)
λ1(B + z,α) = Q [B + z,α]
(
φ j±(B + z)
)+ α(B + z),
and the application of the chain rule. 
In this section, we shall work under the following hypothesis on the constant m:
m >m∗, (3.26)
where m∗ > 1 is the constant introduced in (3.14).
The next hypothesis is on the constant α:
−∗(m) α − α0(a,m) ∗(m), (3.27)
where the constants α0(a,m) ∈ ]Θ0,1[ and ∗(m) > 0 are introduced in Theorem 3.1 and (3.15), re-
spectively.
2 Actually for z0 small, P [z,α] is sectorial for all z ∈ D0, its form domain is independent from z and the expression of the
quadratic form associated to P [z,α] is analytic in z.
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lim
B→∞
(
sup
|α−α0(a,m)|∗(m)
∣∣∂Bλ1,±(B,α) − β(a,m,α) − α∣∣)= 0. (3.28)
Theorem 3.4 (Disc domains). Assume that Ω = D(0,1) is a disc. Given a > 0 and m > m∗ , there exist a
constant B0 > 1 and a function [B0,∞[  B 
→ g(B) satisfying limB→∞ g(B) = 0, such that if B  B0 and α
satisﬁes (3.27), then
∂Bλ1,+(B,α) α − 1
2
C2(a,m,α) + g(B). (3.29)
In view of (3.25), we get as corollary of Theorems 3.3 and 3.4:
Theorem 3.5. Let a > 0 and m >m∗ . Assume that Ω ⊂ R2 has a smooth and compact boundary, and if Ω is
a disc, assume in addition that
1
a
(
aα0(a,m) + 1
2
C2
(
a,m,α0(a,m)
))(
1− Θ0
α0(a,m)
)
< α0(a,m) − 1
2
C2
(
a,m,α0(a,m)
)
. (3.30)
Then there exists κ0 > 0 such that, for all κ  κ0 , there is a unique H∗(κ) > 0 solving the equation
μ(1)
(
κ, H∗(κ)
)= 0,
where μ(1)(κ, H) is introduced in (1.7).
Moreover, for all H > H∗(κ) and κ  κ0 , μ(1)(κ, H) > 0.
Remark 3.6. Thanks to the asymptotic result of Theorem 3.1, the condition (3.30) is fulﬁlled for large
values of m. Thus Theorems 3.1 and 3.5 imply Theorem 1.5.
Proof of Theorem 3.5. From [22], we get a constant κ0 and a positive function δ(κ) such that
limκ→∞ δ(κ) = 0 and
∀κ ∈ [κ0,∞[, μ(1)(κ, H) = 0 ⇒
∣∣∣∣H − κα0(a,m)
∣∣∣∣ κδ(κ).
It is moreover proved that one may ﬁnd a solution H > 0 such that μ(1)(κ, H) = 0.
Let H∗(κ) = min{H > 0: μ(1)(κ, H) = 0}. It is suﬃcient to show that μ(1)(κ, H) > 0 for any mag-
netic ﬁeld H satisfying
H∗(κ) < H 
κ
α0(a,m)
+ κδ(κ). (3.31)
Thus, for such a magnetic ﬁeld, we put B = B(κ; H) = κH and α = α(κ; H) = κ/H so that we can pick
κ0 > 0 suﬃciently large such that the hypothesis (3.27) is valid, and hence the results of Theorems 3.3
and 3.4 hold.
Let us show that the function H 
→ μ1(κ, H) is strictly increasing in the interval]
κ
α (a,m)
− κδ(κ), κ
α (a,m)
+ κδ(κ)
[
. (3.32)0 0
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∂Hμ
(1)
± (κ, H) = κ
(
∂Bλ1,±(B,α) − α
∫
Ω˜
(
Va(x) + 1
)|φB,α |2 dx), (3.33)
where φB,α is an L2-normalized eigenfunction associated with the lowest eigenvalue μ1(B,α).
Assume ﬁrst that Ω is not a disc. Invoking Theorem 3.3, we get, provided that κ0 is large enough,
∂Hμ
(1)
± (κ, H) κα
(
1−
∫
Ω˜
(
Va(x) + 1
)|φB,α |2 dx+ o(1)), (3.34)
where we use also that for H in the interval (3.32), β(a,m,α) = o(1) as κ → ∞ (see Theorem 3.1).
Since φB,α is normalized in L2(Ω˜) and an eigenfunction associated with μ1(B,α), we write
α
(
1−
∫
Ω˜
(
Va(x) + 1
)|φB,α |2 dx)= α ∫
Ω
|φB,α |2 dx− aα
∫
Ω˜\Ω
|φB,α |2 dx
= B−1
(∫
Ω˜
wm(x)
∣∣(∇ − iBF)φB,α∣∣2 dx−μ1(B,α)).
Using the min–max variational principle, we infer from the above
α
(
1−
∫
Ω˜
(
Va(x) + 1
)|φB,α|2 dx) B−1( 1
m
μN(B) +μ1(B,α)
)
,
where μN (B) is the lowest eigenvalue of the Neumann magnetic Laplacian −(∇ − iBF)2 in Ω˜ .
It is a standard result that μN (B) = Θ0B + o(B) as B → ∞ (see [17]), and under the condition
that H remains in the interval (3.32), it is proved in [22] that μ1(B,α) = o(B) as B → ∞ (see Propo-
sition 3.7 below). Thus, provided that H is in the interval (3.32) and κ0 is large enough, we get
α
(
1−
∫
Ω˜
(
Va(x) + 1
)|φB,α|2 dx) Θ0
m
+ o(1),
and upon substitution in (3.34), we get when Ω is not a disc
∂Hμ
(1)
± (κ, H) > 0, ∀κ  κ0.
Now, we assume that Ω is a disc. In this case, Theorem 3.4 and (3.33) together yield
∂Hμ
(1)
± (κ, H) κ
(
α − 1
2
C2(a,m,α) − α(a+ 1)
∫
Ω˜\Ω
|φB,α|2 dx+ o(1)
)
. (3.35)
Again, using
∫
Ω˜
|φB,α |2 dx = 1, we write
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2
C2(a,m,α) − α(a+ 1)
∫
Ω˜\Ω
|φB,α|2 dx
=
(
α − 1
2
C2(a,m,α)
)∫
Ω
|φB,α|2 dx−
(
aα + 1
2
C2(a,m,α)
) ∫
Ω˜\Ω
|φB,α |2 dx.
Now, we use that φB,α is an eigenfunction associated with μ1(B,α). From the identity
Q [B,α](φB,α) = μ1(B,α) and the min–max principle, we deduce
a
∫
Ω˜\Ω
|φB,α|2 dx
(
1− μ
N(B,Ω)
α
)∫
Ω
|φB,α |2 dx.
Here μN (B,Ω) is the ﬁrst eigenvalue of the Neumann magnetic Laplacian −(∇ − iBA)2 in Ω . Using
again the asymptotic behavior of μN (B) as B → ∞ and the condition that H remains in (3.32), we
deduce
a
∫
Ω˜\Ω
|φB,α |2 dx
(
1− Θ0
α0(a,m)
+ o(1)
)∫
Ω
|φB,α|2 dx.
Let us deﬁne
δ0 = α − 1
2
C2
(
a,m,α0(a,m)
)− 1
a
(
aα + 1
2
C2
(
a,m,α0(a,m)
))(
1− Θ0
α0(a,m)
)
.
Under the condition (3.30), δ0 > 0. Under the hypothesis that H remains in the interval (3.32), we get
provided that κ0 is large enough,
α − 1
2
C2(a,m,α) − α(a + 1)
∫
Ω˜\Ω
|φB,α |2 dx δ0
2
,
for all κ  κ0. Substituting in (3.35), we get the desired result that the function H 
→ μ(1)(κ, H) is
strictly increasing in the interval (3.32) for all κ  κ0. 
To prove Theorem 3.3 we deal separately with the case where the domain Ω is a disc and the case
where it is not. This will be the subject of the next sections, but we review ﬁrst some of the known
results concerning μ1(B,α).
3.3. Some facts concerning μ1(B,α)
Let us recall the main results obtained in [22] for μ1(B,α), the bottom of the spectrum of the
operator P [B,α] associated with the quadratic form (3.20). We mention that in [22] we deal with
μ(1)(κ, H) rather than μ1(B,α), but due to (3.23) we get equivalent results for μ1(B,α).
We start by giving the leading order term of μ1(B,α) as B → ∞ [22, Section 5].
Proposition 3.7. Given a > 0 andm > 0, there exist a constant B0 > 0 and a function [B0,∞[  B 
→ g(B) ∈
R+ satisfying limB→∞ g(B) = 0 such that, for any α > 0 fulﬁlling (3.27), the following asymptotics holds:∣∣μ1(B,α) − β(a,m,α)B∣∣ g(B)B, ∀B  B0,
where β(a,m,α) is introduced in (3.6).
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localized near the interior boundary ∂Ω in the sense precised in the next lemma.
Lemma 3.8. Under the hypotheses of Proposition 3.7, given a > 0, m > 1 and an integer k ∈ N, there exist
positive constants Bk and Ck such that∫
Ω˜
[
dist(x, ∂Ω)
]k∣∣φB,α(x)∣∣2 dx Ck√
B
k
‖φB,α‖2L2(Ω˜), (3.36)
∫
Ω˜
[
dist(x, ∂Ω)
]k∣∣(∇ − iBF)φB,α(x)∣∣2 dx Ck√
B
k−2 ‖φB,α‖2L2(Ω˜), (3.37)
for all B  Bk.
Under the additional hypotheses (3.26) and (3.27), i.e. α close to the constant α0(a,m) and m
strictly larger than the constant m∗  1 introduced in (3.14), we get a two term asymptotic expansion
for the eigenvalue μ1(B,α) (see [22, Propositions 7.1 and 7.3]).
Theorem 3.9. Assume that a > 0 and m satisﬁes (3.26). There exist a constant B0 > 0 and a function
[B0,∞[ 
→ g(B) ∈ R+ satisfying limB→∞ g(B) = 0 such that, if α fulﬁlls (3.27), then the following asymp-
totics holds:
∣∣μ1(B,α) − (β(a,m,α)B + C1(a,m,α)(κr)max√B )∣∣ g(B)√B, ∀B  B0,
where β(a,m,α) is introduced in (3.6), C1(a,m,α) is the negative constant introduced in (3.11), κr denotes
the scalar curvature of ∂Ω and (κr)max denotes the maximum of κr .
It should be noticed that there exist negative constants c1 and c2 such that, for α satisfying (3.27),
c1  C1(a,m,α) c2 < 0.
3.4. Proof of Theorem 3.3: General domains
We assume in this section that the domain Ω is not a disc, still with smooth and compact bound-
ary. Thus, the set
Π = {x ∈ ∂Ω: κr(x) = (κr)max} (3.38)
is not identical to ∂Ω , i.e. Π = ∂Ω .
In this case, we can deduce from the asymptotic expansion in Theorem 3.9 that any ground state
φB,α of P [B,α] is localized near the set Π . One weak version of expressing this rough statement is
through the estimate of the following lemma, see [17,19] for sharper statements.
Lemma 3.10. Under the hypotheses of Theorem 3.9, for all 0 > 0 and N ∈ N, there exist constants B0 > 0 and
CN such that ∫
{dist(x,Π)0}
∣∣φB,α(x)∣∣2 dx CN B−N , ∀B  B0.
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Using the decay estimates of Lemma 3.8, one can get the lower bound,3
Q [B,α](φB,α)
∫
Ω˜
UB(x)
∣∣φB,α(x)∣∣2 dx, (3.39)
where
UB(x) =
{
(γ − α)B, if dist(x, ∂Ω) 2B−1/6,
βB + C1κr(p(x))B1/2 − C0B1/3, if dist(x, ∂Ω) 2B−1/6.
Here γ ∈ ]0,1[ is a given constant, β = β(a,m,α), C1 = C1(a,m,α), the constant C0 > 0 depends on
a > 0, m >m∗ and γ , and p(x) ∈ ∂Ω is deﬁned by |p(x) − x| = dist(x, ∂Ω).
On the other hand, it follows from Theorem 3.9 that
Q [B,α](φB,α)
∫
Ω
(
β(a,m,α)B + C1(a,m,α)(κr)maxB1/2 + g(B)B1/2
)|φB,α|2 dx. (3.40)
Combining (3.39) and (3.40), one can prove the following exponential decay using standard (Agmon-
type) techniques (see [23, Theorem 6.5.4] for details)
∥∥exp(δ0B1/4 dist(x,Π))φB,α∥∥L2(Ω˜)  M‖φB,α‖L2(Ω˜),
where δ0 > 0 and M are constants depending on a and m. Now the estimate of the lemma is just a
consequence of the above exponential decay of φB,α . 
We start now by following ideas of Fournais and Helffer in [9] to prove monotonicity of the eigen-
value
λ1(B,α) = μ1(B,α) + αB. (3.41)
Notice that λ1(B,α) is the eigenvalue of the operator
P˜ [B,α] = P [B,α] + αB
associated with the quadratic form
φ 
→ Q˜ [B,α](φ) = Q [B,α](φ) + αB‖φ‖2
L2(Ω˜)
, (3.42)
where Q [B,α] is the quadratic form introduced in (3.20), and both operators P˜ [B,α] and P [B,α]
admit the same ground states. With this point of view, it is more convenient to adapt the proof
of [9].
We proceed to prove Theorem 3.3.
3 This is a consequence of combining Proposition 5.3.3 and Theorem 4.3.8 in [23]. More details are given also in [23, pp. 179–
180].
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Using an idea from [9], we will apply a gauge transformation and work with a new magnetic
potential A (instead of F). In the new gauge, we will have that |AφB,α | is small in the L2-sense as
B → ∞. Notice that by Lemma 3.10 φB,α is localized near the set Π , so it suﬃces to ﬁnd a gauge
where A= 0 on Π .
To this end, we introduce adapted coordinates near the boundary of Ω . For a suﬃciently small
t0 > 0, we introduce the open set
Ω(t0) =
{
x ∈ R2: dist(x, ∂Ω) < t0
}
.
Let s 
→ γ (s) be the arc-length parametrization of ∂Ω and ν(s) the unit inward normal of ∂Ω at γ (s).
When t0 is suﬃciently small, the transformation
Φ :
[
−|∂Ω|
2
,
|∂Ω|
2
[
× ]−t0, t0[  (s, t) 
→ γ (s) + tν(s) ∈ Ω(t0) (3.43)
becomes a diffeomorphism whose Jacobian is |DΦ| = 1− tκr(s). For x ∈ Ω(t0), we put
Φ−1(x) = (s(x), t(x))
and we get in particular that
t(x) = dist(x, ∂Ω) in Ω, t(x) = −dist(x, ∂Ω) outside Ω.
Just as in [9, Lemma 2.5], we get the following lemma.
Lemma 3.11. Let 0<   12 min(t0, |∂Ω|), x0 = Φ(s0,0) ∈ ∂Ω and
Ω(, s0) =
{
x = Φ(s, t) ∈ Ω˜: |t| , |s − s0| 
}
.
Then there exists a function ϕ ∈ C∞0 (R2) such that A= F+ ∇ϕ satisﬁes∣∣A(x)∣∣ C dist(x, ∂Ω) in Ω(, s0),
where C > 0 depends only on Ω .
Proof of Theorem 3.3. We have now all the prerequisites needed to apply the argument of Fournais
and Helffer [9]. We include the details for the reader’s convenience.
Recall that, for  > 0 suﬃciently small and z ∈ [B, B + [, we associate to λ1(z,α) an analytic
branch of eigenfunctions z 
→ φz,α such that
P˜ [z,α]φz,α = λ1(z,α)φz,α, ∀z ∈ [B, B + [.
We may also in addition assume that ‖φz,α‖2L2(Ω˜) = 1 for all z ∈ [B, B + [.
Since Ω is not a disc, the set Π in (3.38) is different from Ω , and we can ﬁnd 0 ∈ 12 min(t0, |∂Ω|)
and s0 ∈ ∂Ω such that
[s0 − 20, s0 + 20] ∩ Π = ∅. (3.44)
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P̂ [z,α] be the self-adjoint operator associated to the quadratic form
H1(Ω˜)  u 
→
∫
Ω˜
(
wm(x)
∣∣(∇ − izA)u∣∣2 + αz(Va(x) + 1)|u|2)dx,
where wm and Va are introduced in (1.15). Notice that the operators P̂ [z,α] and P˜ [z,α] are unitary
equivalent: P̂ [z,α]u = eizϕ P˜ [z,α]e−izϕu. Hence,
[B, B + [  z 
→ φˆz,α := eizϕφz,α
is an analytic branch of eigenfunctions associated to the eigenvalue λ1(z,α) of the operator P̂ [z,α].
Calculate
∂Bλ1,+(B) = d
dz
(
Q̂ [B + z,α](φˆz,α)
)∣∣∣
z=0+
=
∫
Ω˜
2wm(x)Re
〈−iAφˆB,α, (∇ − iBA)φˆB,α 〉+ α(Va(x) + α)∣∣φˆB,α(x)∣∣2 dx
+ 2Re Q̂ [B,α]
(
dφˆB+z,α
dz
∣∣∣
z=0+
, φˆB,α
)
,
where the last term on the r.h.s. above vanishes, since φˆz,α is normalized with respect to the L2 norm.
Thus, for an arbitrary ζ ∈ R \ {0}, we may express ∂Bλ1,+(B) in the following way
∂Bλ1,+(B) = Q̂ [B + ζ,α](φˆB,α) − Q̂ [B,α](φˆB,α)
ζ
− ζ
∫
Ω˜
|AφˆB,α |2 dx,
and invoking the min–max principle we get further when ζ > 0
∂Bλ1,+(B)
λ1(B + ζ,α) − λ1(B,α)
ζ
− ζ
∫
Ω˜
|AφB,α |2 dx. (3.45)
By Lemma 3.11, we may write∫
Ω˜
|AφB,α |2 dx C
∫
Ω˜
∣∣dist(x, ∂Ω)∣∣2|φB,α |2 dx+ ‖A‖2L∞(Ω˜) ∫
Ω˜\Ω(s0,0)
|φB,α |2 dx.
By our choice of s0 and 0, Ω˜ \ Ω(s0, 0) is away from boundary points of maximal curvature. Thus,
invoking Lemmas 3.11 and 3.10, we obtain a constant B0 > 0 depending only on a and m such that∫
Ω˜
|AφB,α |2 dx C B−1 for B  B0,
and we implement this last estimate in (3.45). Now, choosing ζ = ηB in (3.45) with η ∈ ]0,1[ being
arbitrary, we get from Proposition 3.7,
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η
g
(
(1+ η)B)− 1
η
g(B) − Cη, (3.46)
where g is independent from α, and g(B) → 0 as B → ∞.
Applying the same argument to the left derivative ∂Bλ1,−(B), we get (the inequality being reversed
since z < 0 in this case)
∂Bλ1,−(B) β(a,m,α) + α + 1+ η
η
g
(
(1+ η)B)+ 1
η
g(B) + Cη. (3.47)
Recall that analytic perturbation theory gives ∂Bλ1,+(B)  ∂Bλ1,−(B) for all B . Therefore, (3.46)
and (3.47) when combined together yield
limsup
B→∞
(
sup
|α−α0(a,m)|∗(m)
∣∣∂Bλ1,±(B,α) − β(a,m,α) − α∣∣) Cη.
Taking η → 0+ above, we get
lim
B→∞
(
sup
|α−α0(a,m)|∗(m)
∣∣∂Bλ1,±(B,α) − β(a,m,α) − α∣∣)= 0. 
3.5. Proof of Theorem 3.4: Disc domains
In order to handle disc domains, we need a reﬁned asymptotic expansion of the ﬁrst eigenvalue
μ1(B,α) as B → ∞. Let us introduce some notation. Given a > 0 and m >m∗ , we introduce
δ(n, B) = n− 1
2
B − ξ(a,m,α)√B. (3.48)
Theorem 3.12. Assume that Ω = D(0,1). Given a > 0 and m > m∗ , there exist a constant B0 > 1 and a
function [B0,∞[  B 
→ g(B) satisfying limB→∞ g(B) = 0, and if α satisﬁes (3.27), there exist real constants
δ0 = δ0(a,m,α), C0 = C0(a,m,α),
such that, for all B  B0 , the following expansion holds
∣∣μ1(B,α) − (β(a,m,α)B − C1(a,m,α)√B + C2(a,m,α)(
2B + C0))∣∣ g(B). (3.49)
Here C2(a,m,α) is introduced in (3.17) and

B = inf
n∈Z
∣∣δ(n, B) − δ0(a,m,α)∣∣.
The proof of Theorem 3.12 is very close to that of Theorem 2.5 in [8] and relies strongly on the
fact that the eigenvalue (3.22) admits a non-degenerate minimum in ξ . For the convenience of the
reader, we show in Appendix A how the proof of [8] gives Theorem 3.12.
Recall the eigenvalue λ1(B,α) introduced in (3.41). In view of the result of Theorem 3.12 above,
Theorem 3.4 follows directly as [8, Theorem 2.5]. We omit thus the details.
S. Fournais, A. Kachmar / J. Differential Equations 247 (2009) 1637–1672 16654. Exponential decay of order parameters
The objective of this section is to prove that, for m > 1, energy minimizing order parameters decay
exponentially away from the boundary. This estimate will be useful for forthcoming works dedicated
to ﬁner properties of energy minimizers.
The main theorem is the following.
Theorem 4.1. Assume that a > 0, m > 1 and let b > 0 be a given constant. There exist positive constants M,
C , ε and κ0 such that, if (ψ,A) is a solution of (2.1) and the magnetic ﬁeld veriﬁes
H
κ
 1+ b,
then ∫
Ω˜
e2ε
√
κHt(x)
(
|ψ |2 + 1
κH
∣∣(∇ − iκHA)ψ∣∣2)dx C ∫
{t(x) MκH }
|ψ |2 dx. (4.1)
Here t(x) := dist(x, ∂Ω).
When m > m∗ and the magnetic ﬁeld H = HC3 (κ) − o(1), one should be able to prove a ﬁner
localization of ψ , near boundary points with maximal curvature. Actually, an estimate similar to
Lemma 3.10 for the linear problem should also be valid for the solution ψ of the non-linear Ginzburg–
Landau problem. However, to establish such an estimate will require a rather very technical work
following previous papers [19,26], so that we do not carry it out. Let us only notice here that—just as
for the linear case—such a localization estimate is essentially due to the asymptotic expansion of the
ﬁrst eigenvalue stated in Theorem 3.9.
Proof of Theorem 4.1. If ψ ≡ 0, then the estimate of the theorem is evidently true. Thus, thanks to
Theorem 2.3, we may restrict ourselves to magnetic ﬁelds H satisfying
0< H  Cκ
for some suﬃciently large positive constant C .
Let χ˜ ∈ C∞(R) be a non-decreasing function with
χ˜ = 1 on [1,∞), χ˜ = 0 on (−∞,1/2]. (4.2)
Deﬁne χ on Ω˜ by χ(x) = χ˜ (√κHt(x)). Deﬁne furthermore, the weighted localization function f by
f (x) = χ(x)exp(ε√κHt(x)). (4.3)
We calculate, using (2.1)∫
Ω˜
wm(x)
(∣∣(∇ − iκHA) fψ∣∣2 − |∇ f |2|ψ |2)dx+ aκ2 ∫
Ω˜\Ω
| fψ |2 dx
= κ2
∫
˜
(|ψ |2 − |ψ |4) f 2 dx κ2 ∫
Ω
f 2|ψ |2 dx. (4.4)
Ω
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∫
Ω˜
wm(x)
∣∣(∇ − iκHA) fψ∣∣2 dx = ∫
Ω
∣∣(∇ − iκHA) fψ∣∣2 dx+m−1 ∫
Ω˜\Ω
∣∣(∇ − iκHA) fψ∣∣2 dx
 κH(1− C/√κH)
∫
Ω
| fψ |2 dx. (4.5)
Combining (4.4) and (4.5) we ﬁnd
(
κH
b
1+ b − C
√
κH
)∫
Ω
| fψ |2 dx+ aκ2
∫
Ω˜
| fψ |2 dx
∫
Ω˜
|∇ f |2|ψ |2 dx. (4.6)
We estimate the last term∫
Ω˜
|∇ f |2|ψ |2 dx 2ε2κH
∫
Ω˜
| fψ |2 dx+ CκH
∫
{√κHt(x)1}
∣∣ψ(x)∣∣2dx. (4.7)
Therefore we get, choosing ε suﬃciently small and for κH suﬃciently large,
∫
Ω˜
| fψ |2 dx C
∫
{√κHt(x)1}
∣∣ψ(x)∣∣2 dx. (4.8)
This implies the weighted L2-bound in (4.1),
∫
Ω˜
e2ε
√
κHt
∣∣ψ(x)∣∣2 dx C ∫
{√κHt(x)1}
∣∣ψ(x)∣∣2 dx. (4.9)
Inserting (4.9) in (4.4) (and using the same considerations) yields the weighted bound on
(∇ − iκHA)ψ . 
Lemma 4.2. There exist constants C0,C1 such that if (ψ,A) is a solution of (2.1) with κ(H − κ) C0 , then
∥∥(∇ − iκHA)φ∥∥2L2(Ω)  κH(1− C1√H(H − κ)
)
‖φ‖2L2(Ω), (4.10)
for all φ ∈ C∞0 (Ω). Also,
∥∥(∇ − iκHA)φ∥∥2L2(Ω˜\Ω)  κH(1− C1√H(H − κ)
)
‖φ‖2
L2(Ω˜\Ω), (4.11)
for all φ ∈ C∞0 (Ω˜ \ Ω).
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We estimate, using the compact support of φ and the standard magnetic estimate from [2, Theo-
rem 2.9] (or [7, Lemma 2.4.1])
∥∥(∇ − iκHA)φ∥∥2L2(Ω)  κH ∫
Ω
curlA|φ|2 dx
 κH‖φ‖22 − (κH)‖ curlA− 1‖2‖φ‖24. (4.12)
By Lemma 2.2 and the weak decay estimate of Lemma 2.6, we have
‖curlA− 1‖2  C
H
√
κ(H − κ) . (4.13)
Furthermore, by the Sobolev inequality and scaling followed by the diamagnetic inequality, we ﬁnd
‖φ‖24  CSob
(
η
∥∥∇|φ|∥∥22 + η−1‖φ‖22) CSob(η∥∥(∇ − iκHA)φ∥∥22 + η−1‖φ‖22), (4.14)
where CSob is a universal constant and η > 0 is a parameter that we can choose freely. We make the
choice η = 1/√κH . Combining (4.12)–(4.14) yields(
1+ C√
H(H − κ)
)∥∥(∇ − iκHA)φ∥∥2L2(Ω)  κH(1− C√H(H − κ)
)
‖φ‖2L2(Ω), (4.15)
from which (4.10) follows. 
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Appendix A. Improved eigenvalue estimate for the disc
The aim of this appendix is to prove Theorem 3.12. By assumption, Ω = D(0,1) and D(0,1+r) ⊂ Ω˜
for some r > 0.
Let D(t) = {x ∈ R2: |x| t} be the disc with radius t . Let Q˜ B be the quadratic form
Q˜ B [u] =
∫
D(1+r)\D( 12 )
(
wm(x)
∣∣(∇ − iBF)u∣∣2 + αVa(x)|u|2)dx,
with domain {u ∈ H1(D(1 + r) \ D( 12 )) | u(x) = 0 on |x| = 12 and |x| = 1 + r}. Here wm and Va are as
in (1.15), and we emphasize that, for the sake of simplicity, we omit the dependence on a, m and α
from the notation.
Let μ˜1(B,α) be the lowest eigenvalue of the corresponding self-adjoint operator. Using the varia-
tional principle and the decay of the ground state (Lemma 3.8), we see that
μ1(B,α) = μ˜1(B,α) + O
(
B−∞
)
. (A.1)
So, it is suﬃcient to prove (3.49) with μ1(B,α) replaced by μ˜1(B,α).
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Q˜ B [u] =
2π∫
0
1/2∫
−r
w˜m(t)
[
(1− t)−2∣∣(Ds − B A˜1)u∣∣2 + |Dtu|2](1− t)dt ds (A.2)
+
2π∫
0
1/2∫
−r
α V˜a(t)(1− t)|u|2 dt ds, (A.3)
‖u‖2L2 =
2π∫
0
1/2∫
−r
(1− t)|u|2 dt ds, A˜1 = 1
2
− t + t
2
2
.
Here
w˜m(t) =
{
1, if t > 0,
1
m , if t < 0,
V˜a(t) =
{−1, if t > 0,
a, if t < 0.
(A.4)
Performing the scaling τ = √Bt and decomposing in Fourier modes, we ﬁnd
μ˜1(B,α) = B inf
n∈Z eδ(n,B),B . (A.5)
Here the function δ(m, B) was deﬁned in (3.48) and eδ,B is the lowest eigenvalue of the quadratic
form qδ,B on L2((−
√
Br,
√
B/2); (1− √Bτ )dτ ) (with Dirichlet condition, u(τ ) = 0, at τ = −√Br and
τ = √B/2),
qδ,B [φ] =
√
B/2∫
−√Br
w˜m(τ )
[(
1− τ√
B
)−1(
(τ − ξ) + B− 12
(
δ − τ
2
2
))2
+
(
1− τ√
B
)∣∣φ′(τ )∣∣2]dτ
+ α
√
B/2∫
−√Br
(
1− τ√
B
)
V˜a(t)
∣∣φ(τ )∣∣2 dτ . (A.6)
Here, ξ = ξ(a,m,α) by convention (this makes sense provided that m > m∗ , and α ∈ [α0(a,m) −
∗(m),α0(a,m) + ∗(m)]). We will only consider δ varying in a ﬁxed bounded set. This is justiﬁed
since it follows from [22, Proposition 4.6] that for all C > 0 there exists D > 0 such that if |δ| > D
and B > D , then
eδ,B  β(a,m,α) + C1(a,m,α)B− 12 + C B−1.
Furthermore, for δ varying in a ﬁxed bounded set, we know (from the analysis of the operator (3.4),
especially that the minimum of (3.5) in ξ is non-degenerate) that there exists a d > 0 such that if
B > d−1, then the spectrum of qδ,B contained in ]−∞, β(a,m,α) + d[ consists of exactly one simple
eigenvalue.
The self-adjoint operator h(δ, B) associated to qδ,B (on the space L2((−
√
Br,
√
B/2); (1−√Bτ )dτ ))
is
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(
1− τ√
B
)−1 d
dτ
w˜m(τ )
(
1− τ√
B
)
d
dτ
+ w˜m(τ )
[(
1− τ√
B
)−2(
(τ − ξ) + B− 12
(
δ − τ
2
2
))2]
+ α V˜a(τ ). (A.7)
We will write down an explicit test function for h(δ, B) in (A.12) below, giving eδ,B up to an error of
order O(B− 32 ) (locally uniformly in δ).
We can formally develop h(δ, B) as
h(δ, B) = h0 + B− 12 h1 + B−1h2 + O
(
B−
3
2
)
,
with
h0 = − d
dτ
w˜m(τ )
d
dτ
+ w˜m(τ )(τ − ξ)2 + α V˜a(τ )
(= H[a,m,α; ξ ]),
h1 = w˜m(τ )
[
d
dτ
+ 2(τ − ξ)
(
δ − τ
2
2
)
+ 2τ (τ − ξ)2
]
,
h2 = w˜m(τ )
[
τ
d
dτ
+
(
δ − τ
2
2
)2
+ 4τ (τ − ξ)
(
δ − τ
2
2
)
+ 3τ 2(τ − ξ)2
]
. (A.8)
Let u0 be the known ground state eigenfunction of H[a,m,α; ξ ] with eigenvalue β(a,m,α). Here, by
H[a,m,α; ξ ], we mean the operator (3.4) with ξ = ξ(a,m,α), considered as a self-adjoint operator
on L2(R;dτ ). For ease of notation we will write h0 instead of H[a,m,α; ξ ], since they are the same
formal differential operators. Let R0 be the regularized resolvent of h0, which is deﬁned by
R0φ =
{
(h0 − β(a,m,α))−1φ,
∫
φ(τ )u0(τ )dτ = 0,
0, φ ‖ u0.
Let λ1 and λ2 be given by
λ1 := 〈u0 | h1u0〉L2(R;dτ ),
λ2 := λ2,1 + λ2,2,
λ2,1 := 〈u0 | h2u0〉L2(R;dτ ),
λ2,2 :=
〈
u0
∣∣ (h1 − λ1)u1〉L2(R;dτ ). (A.9)
The functions u1,u2 are given as
u1 = −R0(h1 − λ1)u0, u2 = −R0
{
(h1 − λ1)u1 + (h2 − λ2)u0
}
. (A.10)
Using the same type of argument in [20, Proposition II.10] or [10, Lemma A.5], we can prove that R0
preserves exponential decay at inﬁnity, i.e. u0(t), u1(t), u2(t) and their derivatives decay exponentially
fast as |t| → ∞.
Let χ ∈ C∞0 (R) be a usual cut-off function, such that
χ(t) = 1 for |t| 1
8
, suppχ ⊂
[
−1
4
,
1
4
]
, (A.11)
and let χB(τ ) = χ(τ B− 14 ).
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ψ := χB
{
u0 + B− 12 u1 + B−1u2
}
. (A.12)
Using the exponential decay of the involved functions, we get after a calculation,∥∥{h(δ, B) − (β(a,m,α) + λ1B− 12 + λ2B−1)}ψ∥∥L2(]−√B/2,√B/2[;(1−√Bτ )dτ ) = O(B− 32 ), (A.13)
‖ψ‖L2([−√B/2,√B/2[;(1−√Bτ )dτ ) = 1+ O
(
B−
1
2
)
, (A.14)
where the constant in O is uniform for δ in bounded sets. Applying the spectral theorem, and noticing
that β(a,m,α) is an isolated eigenvalue for the operator h0, we deduce that (uniformly for δ varying
in bounded sets)
eδ,B = β(a,m,α) + λ1B− 12 + λ2B−1 + O
(
B−
3
2
)
. (A.15)
It remains to calculate λ1, λ2 and, in particular, deduce their dependence on δ.
Writing
2(τ − ξ)
(
δ − τ
2
2
)
+ 2τ (τ − ξ)2 = (τ − ξ)3 − (ξ2 + 2δ)(τ − ξ),
and using
∞∫
−∞
w˜m(τ )(τ − ξ)u20 dτ = 0,
we get
λ1 = C1(a,m,α),
where C1(a,m,α) is introduced in (3.9). In particular, λ1 is independent of δ.
We do not need to calculate λ2 explicitly. Notice that λ2(δ) is a quadratic polynomial as a function
of δ. We ﬁnd the coeﬃcient to δ2 as equal to∫
R
w˜m(τ )
∣∣u0(τ )∣∣2 dτ − 4I2,
with
I2 :=
〈
u0, w˜m(τ )(τ − ξ)R0 w˜m(τ − ξ)u0
〉
. (A.16)
Therefore, there exist constants δ0,C0 ∈ R such that
λ2 =
(∫
R
w˜m(τ )
∣∣u0(τ )∣∣2 dτ − 4I2)((δ − δ0)2 + C0).
Recalling the deﬁnition of the constant C2(a,m,α) in (3.17), the above formula becomes
λ2 = C2(a,m,α)
(
(δ − δ0)2 + C0
)
.
In light of (A.1) and (A.5), we need only to show that C2(a,m,α) > 0 to ﬁnish the proof Theorem 3.12.
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degenerate minimum of the function (see (3.5) and (3.14))
z 
→ μ(z) := μ1(a,m,α; z).
In particular,
μ′′(ξ) > 0.
Now, exactly as shown in [9, Proposition A.3], it holds that
C2(a,m,α) = 1
2
μ′′(ξ), (A.17)
yielding thus the desired property regarding the sign of C2(a,m,α). This ﬁnishes the proof of Theo-
rem 3.12.
For the sake of the reader’s convenience, we include some details concerning the derivation
of (A.17).
Sketch of the proof of (A.17). Let us introduce
E(z) = μ(z + ξ), H(z) = − d
dτ
w˜m
d
dτ
+ w˜m(t)(t − ξ − z)2 + αVa(t),
together with an analytic family of eigenfunctions z 
→ φ(z) ∈ L2(R) such that
∥∥φ(z)∥∥2L2(R) = 1, H(z)φ(z) = E(z)φ(z), φ(0) = u0.
By differentiating the identity ‖φ(z)‖2 = 1 twice with respect to z, we get
2Re
〈
φ′(0),u0
〉= 0, Re〈φ′′(0),u0〉= −∥∥φ′(0)∥∥2. (A.18)
Differentiating the relation H(z)φ(z) = E(z)φ(z) we get since E(z) is minimal for z = 0,
(
H(0) − E(0))φ′(0) = 2w˜m(t)(t − ξ)u0.
Since the functions w˜m(t − ξ)u0 and u0 are orthogonal in L2(R), we get
φ′(0) = 2(H(0) − E(0))−1(w˜m(t − ξ)u0)+ cu0, (A.19)
for some constant c ∈ iR.
Differentiating twice the relation E(z) = 〈φ(z), H(z)φ(z)〉, we get
E ′′(0) = 2E(0)Re〈φ′(0),u0〉− 8Re〈φ′(0), w˜m(t − ξ)u0〉
+ 2Re〈φ′(0), H(0)φ′(0)〉+ 2〈u0, w˜mu0〉. (A.20)
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E ′′(0) = 2
(∫
R
w˜m(τ )
∣∣u0(τ )∣∣2 dτ − 4I2)
with I2 introduced in (A.16). Recalling the deﬁnition of the constant C2(a,m,α) we get the desired
relation in (A.17). 
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