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ABSTRACT
This thesis is an evaluation of an unsupervised classifer on Landsat Thematic Mapper
and texture derived from SPOT panchromatic satellite imagery to derive forest cover type and
density information for Itasca State Park, Minnesota. Classification results are compared to an
aerial photo interpreted reference map. Different approaches to classification of forest types
and densities are demonstrated.
Overall classification accuracies of 84% for four type classes are comparable to
accuracies of 86% for a supervised classifer. The addition of texture information did not
improve accuracies. Crown closure could not be correlated very well to texture derived from
SPOT data. A two step classification method for forest type and density is also demonstrated..
111
Ojibway Indian Map of Itasca State Park, 1881. (Brower, 1904)
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Itasca State Park Hydrographic and Topographic Chart, 1892. (Brower, 1904)
V
Outlines of forest cover types for Itasca State Park, 1985.
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1 INTRODUCTION
The purpose of this first chapter is to briefly introduce a framework of why foresters
need information derived from forest inventories and how remote sensing is involved in the
forest inventory process.
1.1 Information Requirements for Foresters 
Foresters, in general, are planners and managers. They must make decisions of how
much forest to cut, where to cut, when to cut, where to invest in regenerating the forest, and
what methods to use. To make these decisions, foresters must collect and analyze tremendous
amounts of information.
To obtain information, a forester consults hundreds of maps, aerial photos, reports,
forms, and even scraps of paper stored in any number of filing cabinets. With the advent of
computers, databases and geographic information systems are becoming an 'electronic' filing
cabinet in today's district offices (Steiguer and Giles, 1981; Martin, 1985). Computer based
information systems can perform in seconds a multitude of calculations which used to take days.
Even though geographic information systems are fast becoming mandatory for any
natural resource management organization, designing, modifying, or adding an effective
information system for an organization is clearly a complex and demanding task (Baskerville and
Moore, 1988). It requires taking into account a number of factors: the organization's technical
level, its environment, the nature of its employees, its size and structure. Because these factors
influence the constructive use of information, a single information system rarely works for all
situations.
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Forest inventories are the one of the most important data sources for a forester to use
in managing a forest. There are any number of forest inventory designs depending on the
organization's information needs (Sayn-Wittgenstein, 1986).
1.2 Forest Inventories 
The forest inventory is similar to an inventory in any business. It describes how much
forest there is, its location, the different tree species, their age, and quality. Fundamentally, it is
the tool on which most forest management practices are built upon. In addition, foresters must
also look at information from soils, landforms, climate, shrubs, and herbs. All this information
is obtained from a wide variety of sources: from maps, aerial photographs, reports, and most of
all, from experience.
Forest survey crews spend a lot of time in the forest measuring and collecting data at
great expense to maintain a current forest inventory. This information is recorded on paper
forms which get wet, ripped, and stained with dead mosquitos. Even with the appearance of
portable electronic data recorders, the overall costs for field inventories are still high.
To make matters even more confusing, and despite all appearances, the forest is
constantly changing due to both man and nature. Each year, areas of the forest are harvested,
planted, cleared for farms and towns, set aside for parks, or altered by fires, insects and disease.
Thus the forester must not only consider a great deal of information from a variety of sources
(especially forest inventory information) when making decisions, but must also continually
update it.
Expense is a concern because forest inventories add nothing of value to the resource;
information gained is the only value. Therefore, forest inventories must be efficient, effective,
relevant, comprehensive, and current to keep their value.
Aerial photographs are essential components to reduce, enhance, and complement
inventory fieldwork instead of taking its place (Avery, 1977). With the emergence of new
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remote sensing tools such as radar and multispectral scanners, the question is what kind of
additional information can be extracted for management of natural resources (Aldrich, 1977).
The issue of information extraction from remotely sensed data to geographic information
systems has been addressed by many people (Langley, 1979; Hegyi and Quenet, 1983; Mulder,
1986; Ahern and Horler, 1986). The purpose of this thesis is to look at what kind of forest
information can be obtained from Landsat Thematic Mapper and SPOT panchromatic imagery
using an unsupervised classifier. The results from this project may be used as a guide for
spatial inputs into the University of Minnesota Remote Sensing Laboratory/Department of
Natural Resources/NASA forest inventory project (Burk et al., 1988). The project's goal is to
develop a state-wide forest inventory using satellite imagery. Specific objectives will be outlined
in chapter 3.
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2 MINNESOTA FOREST INVENTORIES
One of the first tasks with any forest resource prior to management and use is an
inventory to provide information about growth, size, distribution, quality, and quantity. Since
forests are not static but highly dynamic, a forest inventory is only the first step in a repeated
cycle of remeasurement. Since resource inventories come in many shapes and sizes, the basic
two 'styles' of forest inventories used in Minnesota will be discussed: 1) permanent plots and
2) stand exams.
2.1 Permanent Plots 
Part of the responsibility of the USDA Forest Service, North Central Forest Experiment
Station (NCFES) in St. Paul, Minnesota is to conduct a continuous forest inventory in 11 north
central states (USDA Forest Service, 1985). Each state forest inventory varies slightly in
technique but are fundamentally the same. The inventory is remeasured about every ten years
to assess a state's timber supply, growth, mortality, and removals. Past Forest Inventory
Assessments (FIA) of Minnesota have occurred in 1936, 1953, 1962, and 1977 (Jakes, 1980a).
The FIA inventories are mandated by the Forest and Rangeland Renewable Resources Planning
Act of 1974 which was preceded by the McSweeney-McNary Forest Research Act of 1928.
The 1977 Fourth Minnesota Forest Inventory began in the office with 276,876 one acre
samples distributed systematically over aerial photos across the state. The samples were
stratified into the following categories using aerial photo interpretation:
- forestland 72,700
- unproductive forestland 4,483
- non-forestland 197,674
4
- questionable 2,040
Next, all forestland and questionable samples were stratified further into forest type, size, and
density classes (Jakes, 1980b).
The field survey consisted of revisiting approximately 8500 permanent plots established
during previous surveys. Each field plot consists of ten prism (37.5 basal area factor) samples
distributed over an acre. Tree heights, volume, age, log grades, mortality, and other forest
variables are remeasured.
The Minnesota Department of Natural Resources (DNR), Resource Assessment Unit
cooperates with NCFES in remeasuring permanent plots for the northern half of Minnesota.
The DNR contributes funds for additional permanent plots to gain more accurate estimates of
timber supply on a county level.
2.1.1 Uses
All of the data from FIA is aggregated into information (Spencer, 1982) such as:
forestland ownership, land-use change, forest type acreage, age class distributions, timber
volumes, total biomass, timber growth and mortality, sawlog quality, and harvesting rates. The
DNR and USDA Forest Service use FIA information to update and create forest policy and
programs for Minnesota's natural resources (Carrol, 1988). Projecting the supply of aspen
timber is one example. Forest industry also uses the information to site new waferboard
manufacturing plants and paper mills (Rose, 1988).
11.2 Limitations
The FIA assesses only 'how much' forest is available to the forest manager. It does not
inform the forest manager 'where is' the forest. Reliable information about the location
condition, and extent of a forest resource is a prerequisite for overall effective forest
management.
The VIA is also very costly. At about $250 per field plot, multiplied by 8500 permanent
plots, yields $2,125,000 in costs for field plots about every 10 years. Even with the frequency of
remeasurement dropping through the use of growth projection models, the high cost of
measuring each plot is inescapable.
2.2 Stand Exams 
Stand exams have many different titles depending on which one a resource agency is
using. Essentially, they are fundamentally the same. Similar forest stands are identified from
aerial photography and field checked. The following stand exam description called Phase II is
the methodology the Minnesota DNR Resource Assessment Unit uses to inventory forested
areas on state and county-owned lands.
Before Phase II there was the State Land Use Inventory as described by Knox (1956).
This forest survey was started in 1952 by the DNR to more accurately assess all state-owned
land. Forest types were defined on aerial photographs and subsequently field checked. The
State Land Use Inventory eventually became outdated from lack of updates and obsolescence,
but the underlying principles became the foundation on which the Phase II forest inventory was
constructed.
The purpose of the Phase II inventory or as it is now called, Cooperative Stand
Assessment (CSA) as described in the manual (Minnesota Department of Natural Resources,
1982), is to collect and maintain forest inventory data for the operational management of state
and county-owned lands.
The Cooperative Stand Assessment forest inventory is based on the field examination of
each forest stand on 6.9 million acres of state and county administered lands. In 1982 for
example, the Minnesota DNR Resource Assessment Unit consisted of approximately 60
inventory foresters and had a $2,500,000 budget to carry out the CSA forest inventory (Heinzen,
1987 -- personal communication).
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The first step in the CSA inventory is to interpret forest stands from large scale
(1:15840) black and white or color infrared aerial photographs. After a forest stand has been
outlined on mylar overlaying an aerial photograph, the stand is visited by a cruiser and tallyman
to sample the stand with plots and measure stand parameters. Stand parameters include: tree
species, average diameter, site index, volume per acre, stems per acre, physiographic class, site
index, insect and disease factors, shrub and ground cover.
Figure 2.1 portrays a section of forest cover type, size and densities from a completed
township using CSA forest inventory procedures.
1 Air
Figure 2.1 CSA forest inventory map of section 13, township 143 N,
range 28 W, Cass County, Minnesota.
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The first number in each stand label designates a sequential stand number. The letter(s)
represents a timber type species group. If it is letter(s) only, a non-forest type such as lakes,
marshes, or roads is indicated. The first and second numbers following the letter(s) are the size
class and density class codes, respectively. The minimum cover type mapping size for CSA is
five acres.
••••
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Each cover type is described by three records; each with 80 characters as illustrated by
the Cover Type Examination Data Sheet (Figure 2.2).
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Figure 2.2 CSA Cover Type Examination Data Sheet.
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Within the first record for example, such items as section number, township, range, county, state
forest, main cover type/size/density, understory type/size/density, acres, year of inventory,
topography, site index, physiographic class stand age, basal area, cords per acre, and stand
composition are listed. The second record lists all tree parameters greater than five inches at
diameter breast height (DBH) for the stand. The third record lists all tree parameters less than
five inches DBH for the stand. _
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All of the Cover Type Examination Data is derived from tabulated field sheets (Figure
2.3) filled out by survey crews while cruising a timber type delineated on an aerial photograph.
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Figure 2.3 CSA Field Tally Sheet.
2.2.1 Uses
The CSA inventory provides the day to day information the DNR forester needs to
manage state-owned land. It provides visual information with which the forester can plan
harvesting, planting, or other silvicultural practices. The primary outputs of CSA are forest
type/size/density maps (similar to Figure 2.1) and forest stand tabular data for townships with
state or county-owned lands. The maps are produced on an Arc/Info geographic information
system. The system is easily capable of recording alterations to the CSA inventory due to
harvesting, fire, planting, or updates. This allows the forester to have access to accurate up-to-
date information on the forests they manage.
With Arc/Info as a geographic information system, the forester can ask for maps which
show for example: the most productive aspen stands, the oldest red pine stands, or stands
within 1000 feet of a primary highway. However, due to the limited computer resources within
the DNR Forest Resource Assessment and Analysis Program, requests for such maps are limited
at this time.
2.2.2 Limitations
Although it might seem the CSA inventory answers all the forester's needs for
information, it has one major restriction, it is limited to county and state-owned lands. Forest
information for private and federal ownerships are not readily available. The DNR could use
the same methods to expand this inventory over the entire state but the costs would exceed the
available budget.
Since the CSA system relies on updates to be completed by each district forester and
through the use of growth projection models, the DNR requires district foresters to check their
forest inventories to make sure it stays current. Otherwise, the CSA inventory will depreciate
similarly to its predecessor, the State Land Use Inventory.
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3 OBJECTIVES
Forest managers need information which can be localized in the field. The way to
present this information is to produce a map where the forest has been divided into forest
stands. The Minnesota Department of Natural Resources, Resource Assessment Unit partially
fulfills this requirement by utilizing their Cooperative Stand Assessment forest inventory data
derived from intensive aerial photo interpretation and field verification on state and county
lands.
The limitation with the CSA inventory is that it does not plot forest inventory
information on private or federal lands, it only maps state and county-owned lands. With the
FIA inventory information, it depicts only 'how much' timber there is -- not where it may be
located (ex. forest inventory map). To alleviate these limitations, this project is to demonstrate,
in part, methods to classify forest types over all ownerships using satellite imagery.
The first objective of this thesis is to follow up Dr. Margaret Moore's (1986) work by
evaluating the accuracy of an unsupervised classifier to map forest types extensively, for Itasca
State Park using spectral features from a Landsat Thematic Mapper (TM) satellite image.
Extensive mapping means delineating broader classes (not as detailed as a CSA inventory) of
forest stands. For example, a forest stand identified from classification of satellite data may only
be an 'Upland Hardwood' type; whereas from the CSA inventory, the stand may be classified as
Oak, 9-15" diameter, 30-40 cords per acre.
A second objective is take texture information derived from a SPOT panchromatic
image, combine it with spectral data from a Landsat TM image and evaluate whether more
accurate forest cover and forest structure (crown closure) information classes can be derived for
Itasca State Park. The third objective will be to see if texture alone from the SPOT data can
be linked to the crown closure reference data from the 1985 Itasca State Park Forest Cover
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Types Map. A demonstration of a two step classification by joining the results from the
unsupervised classification and the texture classification (objectives one and three) will be the
fourth objective.
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4 LITERATURE REVIEW
4.1 Satellite Forest Inventories and Classifications 
Although multispectral remote sensing of forest vegetation has been around for twenty
years or more (Lauer, 1969; Rohde and Olson, 1972), most of the discussion here will primarily
focus on recent forest classifications and inventories using Landsat MSS, TM, and/or SPOT
satellite imagery over North America and Europe.
4.1.1 Minnesota
Eller and Ulliman (1974) conducted one of the earlier investigations using ERTS-1 data
(now called Landsat-1 MSS) over three parts of Minnesota. Although they were able to
differentiate conifers and hardwoods to some degree, Eller and Ulliman concluded that ERTS-1
had limited applications for forest management purposes. Mead and Meyer (1977) concurred
with similar results using different techniques over a different study area. Classification
accuracies of 52% for lowland conifers, 64% for upland conifers, and 23% for mixed forest were
achieved.
Myroczynski et al. (1980) looked into whether FIA ground plots can be used to train
and classify Landsat MSS data. Unforlunately, this technique would not work unless the ground
plots were interpreted with aerial photos. Even when aerial photo interpretation was used, the
classification was limited to forest and non-forest classes. The Landsat MSS forest plots could
not be further delineated into type, size and density classes.
A Thematic Mapper Simulator (TMS) investigation into the separability of boreal forest
species was done by NASA over the Lake Jennette area, northeast of Ely, Minnesota (Shen et
al. 1985). They achieved species separation (aspen, birch, jack pine, red pine, and black spruce)
with an overall accuracy of 84%.
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Accordingly, the most important study related to this paper is Margaret Moore's 1986
Ph.D. dissertation on the "Classification of forest vegetation in north-central Minnesota using
Landsat Multispectral Scanner and Thematic Mapper Data". In addition to comparing MSS and
TM supervised classifications, Moore analyzed spectral response, spectral band/date
combinations, and temporal profiles of greenness. Supervised TM accuracies will be given in the
Results and Discussion chapter.
4.1.2 United States
Within the United States, use of satellite imagery to forestry has been essentially limited
to basic research within specific states. There has been one nationwide investigation (Mazade,
1981) and several scattered studies within the United States by the USDA Forest Service
(Lachowski and Allison, 1985; Lachowski and Bowlin, 1988). The Mazade study achieved 70%
accuracy or better to distinguish hardwoods, conifers, grasslands, and water using Landsat MSS
data at a cost of five cents per acre.
Although there have been similar, more recent multistage forest inventory studies
(Rohde, 1978; Winterberger, 1984, LaBau and Winterberger, 1988), one of the largest, most
comprehensive inquiries was the Washington Forest Productivity Study (Harding and Scott,
1978). The Washington study was developed to meet the needs for an extensive, economical,
and detailed forest survey. It proved that a multistage design using Landsat MSS, aerial
photography, and ground sampling can be effective to inventory forests for all of western
Washington.
In Oregon, Walsh (1980) demonstrated classification accuracies greater than 80% for
Crater Lake National Park using Landsat MSS data. Twelve cover types were identified
including distinguishing densely and poorly stocked forest stands.
California forests have been the subject of many investigations. Peterson (1983)
describes the statewide landcover map assembled from Landsat MSS imagery. Fox (1985)
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reports on achieving 89% overall accuracy for Humbolt County and 74% for Mendocino County
in mapping forest productivity classes (prime, non-prime, nonforest) using Landsat MSS data.
Fox (1983) describes an 83% clustering classification accuracy for timber type, size, and stocking
levels from MSS data for the Shasta-Trinity National Forest. Levitan and Bowlin (1986) discuss
the addition of texture to an MSS classification for two national forests in California. No
accuracy results were given. Although the MSS studies are of importance, the studies of Benson
and DeGloria (1985), Franklin et al. (1986), and Franklin (1986) are more relevant to this paper
because they utilized Landsat Thematic Mapper data.
Benson and DeGloria concluded that an increase in overall classification accuracy comes
from using TM over MSS data for broad cover types. Franklin demonstrated the capability of
separating some coniferous forest stands spectrally by employing regression techniques on
Thematic Mapper Simulator data against leaf biomass and stand basal area. Basal area and
foliage biomass proved to be inversely related to scene brightness and visible reflectance.
Franklin et al. presented another approach by incorporating terrain and texture information with
MSS data for inventorying coniferous forests within two national forests using the FOCUS
system. The texture was used as a second stage stratifier to indicate tree height and density for
each pixel. The texture measure was a standard deviation algorithm applied on a 3x3 window.
For the Eldorado National Forest, the FOCUS classification system produced 84% overall
accuracy for 128 randomly selected points.
SPOT and TM combination techniques are described for Arizona by the work of Chavez
(1984), Chavez and Berlin (1984), and Chavez and Bowe11 (1988). Lillesand (1987) describes
similar techniques for Wisconsin. Further studies for Wisconsin include a forest cover type
mapping (90% overall accuracies for level II and III classes) and spruce budworm defoliation
detection investigation using simulated SPOT imagery by Buchheim et al. (1985) and improved
forest type mapping (85% and 93% overall accuracies for two case study sites) results using TM
instead of MSS (Hopkins et al., 1988) using a maximum likelihood classifier.
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In the eastern U.S., Williams and Nelson (1986) discuss results for Maine, North
Carolina, and Pennsylvania in which TMS data provided 20% higher overall classification
accuracy than MSS data for mapping detailed forest classes. South Carolina was the site for
Latty's (1981) analysis of how lower spatial resolutions (80m pixels as compared to 15m pixels)
increased forest cover classifications accuracies. For Maine, there are two works of importance.
Bryant et al. (1980) reported Landsat MSS maps had some similar features with conventional -
inventory maps but information from satellite imagery did not meet the operational needs of the
forest land manager. Nelson et al. (1984) achieved 58% test pixel classification accuracy for 13
level II-III landcover classes and 65% test pixel classification accuracy for ten level II landcover
classes using fall (October 12, 1981) Landsat Thematic Mapper Simulator data.
The addition of a terrain component in classifying vegetation from MSS data is
discussed by Hoffer and Fleming (1978) for Colorado. This was followed by another MSS study
(Nelson and Hoffer, 1979) in Colorado comparing different supervised and unsupervised
methods for forestland classification. Butera (1986) researched the correlation between canopy
closure and TMS spectral response in the San Juan National Forest, Colorado which could lead
to more detailed classifications using Landsat TM data. Butera found the 0-25% crown closure
(cc) class to be 71% accurate; the 25-75% cc class to be 61% accurate; and the 75-100% cc
class to be 57% accurate.
4.1.3 Canada
The use of remote sensing for forestry purposes has been addressed by many people
(Leckie, 1986; Ahern and Leckie, 1987; Jano, 1988) for Canadian forestry. Each report discusses
how current remote sensing systems are being used and how they are meeting the information
requirements of foresters across the provinces. Remote sensing applications for forest
inventories, insect/disease detection, forest fire mapping, regeneration assessment, and clearcut
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reconnaissance are portrayed. Epp (1986) points out barriers (a stable program, timely, and
cost-effective data) to an operational remote sensing system for Canada.
The attitude towards remote sensing (Murtha, 1979) and the role of Landsat MSS data
(Sayn-Wittgenstein, 1979) for resource inventories have been expounded early on for Canada.
An early investigation of Landsat MSS data proved adequate for initial typing of broad forest
classes in Ontario (Zsilinszky and Pala, 1978). Beaubien (1979) reported similar findings for
Quebec using MSS data although no accuracy figures were listed.
Kirby and Hall (1980) reported on a multistage approach to timber inventory utilizing
Landsat MSS and aerial photography for Alberta. A stand-alone system using Landsat MSS was
explored by ICalensky et al. (1981) for forest classification in northern Saskatchewan. Kalensky
et aL concluded that it would be unlikely an accurate automated forest classification system from
remote sensing would be possible in order to define timber type, size and densities although it
worked well for broad timber classes.
Thematic Mapper inquiries towards forestry in Canada have been conducted by a
number of investigators. Teillet et al. (1981) looked at differences between MSS and TMS
imagery and concluded TMS was better by 16% over MSS for identifying forest types. Horler et
al. (1983) investigated principle component, normalized difference, and different band
combinations without comparing to other classification methods. Ahern and Archibald (1986)
described early results from TM classifications from around the country. For forest inventories,
Ahern and Archibald indicated that Landsat TM would not likely provide adequate specie
separation. Horler and Ahern (1986) evaluated principal component analysis of TM imagery for
forest information content. They found the best three bands for separating conifer classes to be
TM bands 1, 4, and 5.
Robertson and Nesby (1986) address the integration of 'FM and high resolution
multispectral optical imaging scanner (MEIS) for Alberta forest inventories. Treitz et al. (1989)
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further examines the utility of high resolution MEIS-II data for detailed vegetation mapping
using a 'tree' supervised classification technique.
4.1.4 Europe
Early investigations with Landsat MSS data for forest mapping in Germany (Carneiro
and Hildebrandt, 1978; Hildebrandt, 1979) were disappointing. Only broad forest classes could
be determined. Further studies with Landsat TM and SPOT simulated data show improvement
over MSS data for broad scale mapping and classification with accuracies for forest types greater
than 90% (Hildebrandt, 1986a, Stibig and Schardt, 1986; Hildebrandt and Schardt, 1988).
Hildebrandt (1986b) further reports on possible uses of satellite remote sensing (Landsat TM
and SPOT) for forest inventory and forest damage assessment. In Switzerland, Bodmer (1988)
agrees with Hildebrandt by showing similar findings using Landsat TM data (83% overall
accuracy for a minimum distance classifier).
The Scandinavian area (Norway, Sweden, Finland) has been the focus of numerous
satellite investigations (Sohlberg, 1986). Similar findings (broad forest type classifications only)
to Central European and North American studies for forest type mapping using MSS data show
comparable results (Hame, 1984; Tails, 1979; Jaakkola, 1986d). In Finland, Poso and his
colleagues have concentrated on the use of satellite imagery as part of forest inventories,
particularly for forest compartment delineation (Poso, 1979; Poso et al., 1984; Poso and Simila,
1986; Hame and Tomppo, 1986; Tomppo, 1986; Poso et al., 1987). Poso's studies correlated
stand parameters (age, volume, species, etc.) to Landsat TM imagery. Hame and Tomppo
concentrated their efforts in demonstrating more efficient methods for forest stand delineation
prior to inventory using satellite imagery. Swedish research has recently focused on SPOT data
(in addition to Landsat TM data) applications in forestry (Jaakkola et al., 1984; Jaakkola, 1986a
c; Johansson, 1986; Jaakkola and Hagner, 1988). Jaakkola et al. used SPOT simulator data to
obtain forest classification accuracies of 64% for nine classes, 93% for six classes, and 91% for
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three classes. The addition of a standard deviation texture measure to the simulator data
reduced accuracies an average of 25%. Johansson demonstrated a two to seven overall accuracy
increase for six and nine classes using two different types of filters in a contextual classifier.
4.2 Texture 
Texture from remotely sensed images has been used for a variety of applications such as
radar analysis (Shanmugan et al., 1981) and land-use mapping (Hlavka, 1987). There have been
many studies into different statistical methods to quantify texture (Haralick et al., 1973; Weszka
et al., 1976; Shanmugan et al., 1979; Smith and Davis, 1975; Zucker and Terzopoulos, 1980). As
an example, eight statistical approaches using texture are described by Haralick: run lengths,
gray tone cooccurence, textural edgeness, autoregressive models, structural elements,
autocorrelation functions, optical transforms, and digital transforms.
Land cover and forestland classifications using the statistical texture methods have been
documented by Iisaka (1979), Logan and Strahler (1980), Woodcock and Logan (1980), and Van
der Lubbe (1983). For example, Woodcock and Logan demonstrated a standard deviation
texture measure using a 3x3 window to create a new channel. The new channel was added as a
fifth channel to four MSS channels in an unsupervised classification. No accuracy tests were
performed.
Irons and Petersen (1981) found statistical texture measures applied to Landsat MSS
imagery to be a better measure of edge detection rather than a useful tool for land cover
mapping. Irons and Petersen evaluated supervised and unsupervised MSS texture classifications
of 11 different texture measures (mean, variance, skewness, kurtosis, range, Pearson's second
coefficient of skewness, absolute value of mean norm length differences, mean squared norm
length differences, maximum of squared norm length differences, and mean euclidean distance).
Repeated classification efforts failed to resemble the land cover of the study area. The authors
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speculate that spatial resolution may be part of the problem and suggest looking at higher
resolution sensors.
Yuan and Vleck (1989) report on the use of high resolution MEIS scanner data (.75m2)
to classify coniferous forest species in Alberta using spectral and texture features. They
documented a 27% increase in accuracy with the addition of texture to the classification.
Woodcock (1989) partially overcomes the edge detection problem with an adaptive
window technique to generate textured images. The adaptive window technique uses criteria (ex.
least variance) to select the best window to generate a texture value for which a pixel belongs
(given a 3x3 window, a pixel occurs in nine windows). In this demonstration to segment forest
stands, Landsat TM, SPOT HRV, and simulated forest images were shown with traditional
centered window texture measures and with the adaptive window technique. Accuracy results
were not given.
A study which closely relates to this paper is by Reed (1988). Using Landsat TM data,
Reed evaluated angular second movement and contrast texture measures with an unsupervised
classifier. The texture channels were added with the TM data for classification (stacked-vector
method). Accuracies for the texture only classification were 51% for pine, 65% for mixed pine,
62% for prairie, and 59% for "Hole-in-the-donut". Accuracies for spectral/texture classification
were 65% for pine, 71% for mixed pine, 79% for prairie, 94% for hardwood hammocks, 62%
for "Hole-in-the-donut", and 100% for Water. Accuracies for spectral only classification were
67% for pine, 68% for mixed pine, 86% for prairie, 94% for hardwood hammocks, 67% for
"Hole-in-the-donut", and 100% for water. Reed concluded Landsat TM derived texture did not
improve classification accuracies; the accuracies actually degraded in most cases.
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5 STUDY AREA
Originally, the purpose of this study was to look at coincidental dates of Landsat TM
and SPOT panchromatic data over a managed forest area to see if forest type, size, and density
classes could be extracted from the imagery. The College of Natural Resources' Cloquet
Forestry Center was chosen as the first study site because of its extensive history of forest
management research and because concurrent Landsat and SPOT images were available.
Unfortunately, the SPOT image had random 'raking' patterns across its image which made it
useless for texture analysis. Therefore, another study site had to be selected.
After searching the state again for coincidental Landsat and SPOT images over forest
inventoried areas, only two areas were identified as suitable locations. One of the locations,
Itasca State Park, was chosen because of its past, present and future forest, biological, and
remote sensing research.
As luck would have it, more image acquisition problems surfaced when after purchasing
the SPOT panchromatic image, the coincidental Landsat TM image was not available because an
agreement for EOSAT to provide NASA with TM data had not been completed. Instead of
looking for another study site it was decided to modify the study objectives and use a May, 1984
TM image which was already available.
5.1 Previous Studies 
Itasca State Park is located in southeastern Clearwater County (see park map in back
pocket) in north-central Minnesota. Since the park is positioned on the Itasca Moraine, the
park's landforms can be described as glaciated with kettle and knob topography (Wright, 1%5).
23
After the last period of glaciation about 12,000 years ago, the vegetation history of the
park has been very dynamic (McAndrews, 1966). As the ice melted out, a spruce forest
dominated the area (11,000 years ago) as it did throughout the country from the Dakotas to the
Atlantic coast. As a result of continued warming that caused the ice sheet to retreat, the spruce
forest could not regenerate and was replaced by paper birch, red pine, and jack pine about 8500
years ago. This climatic warming trend continued until it was too warm for these trees as well
and prairie plants took over with a scattering of oak trees. This trend reversed itself about 7000
years ago by climatic cooling and a deciduous forest (oak, elm, basswood, maple) emerged.
White pine began to appear about 3000 years ago as this cooling continued with red and jack
pine emerging about 1000 years ago.
Itasca State Park's establishment in 1891 was to protect the source of the Mississippi
River and some of the last remaining large stands of virgin red and white pine. The early
general history of the park was first documented by the park's first commissioner -- J. V. Brower
(1904). In this first extensive record, Brower describes native American and European
inhabitants of the area, the logging activities in the park, and the park surveying program.
Dobie (1959) is another historical source who describes the park's management plans, plants and
animals.
The influence of fire on pre-settlement biotic communities within the park is well
documented by Frissel (1971). In addition, Frissel reconstructed a predominantly pine forest
cover for Itasca State Park from vegetation descriptions in the field notes of the land survey
(1875-1879).
Post-settlement effects on vegetation in the park has been chronicled by many studies.
Man's effects through logging in the park has been studied by Aaseng (1976). The ecology of
the forest communities is explained by Hansen et al. (1974). Hansen characterizes quaking or
trembling aspen (Populus tremuloides) as the predominant forest type (with scattered patches of
bigtooth aspen (Populus grandidentata)) as a result of logging. However, there are indications
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that as the aspen matures and dies, an upland hardwood community of sugar maple (Acer,
saccharum), American basswood (Tilia americana), northern red oak (Quercus rubra), and other
minor species of red maple (Acer rubrum), paper birch (Betula papyrifera), ironwood (Ostrya 
vireiniana), bur oak (Quercus macrocarpa), and green ash (Fraxinus pennsylvanica) are taking
over.
Red pine (Pinus resinosa) remains as the dominant pine type and symbol of the park.
It covers approximately one quarter of the park with an intermixing of white pine (Pinus
strobus) and jack pine (Pinus banksiana). The jack pine is also maturing and dying out at this
time. Balsam fir (Abies balsamea) and white spruce (Picea glauca) tend to inhabit the mesic
sites between the upland and lowland forest communities.
The lowland forest communities tend to be small scattered pockets of black ash
(Fraxinus nigra), black spruce (Picea mariana), and tamarack (Larix laricina). Alder (Alnus
spp.) and willow (Salix spp.) shrubs are inclined to mix in with these lowland forests.
Furthermore, they become a lowland brush type if they overtake all other forest reproduction.
Cattails (Typha latifolia) and sedges (Carex spp.) are the common marsh plants.
The most important research directly related to this project is Margaret Moore's 1987
Ph.D. dissertation on supervised Landsat TM and MSS forest cover classifications of Itasca State
Park. She concluded that the improved spectral resolution of Thematic Mapper data increased
classification accuracies 15-20% over Multispectral Scanner data.
5.2 Satellite Imagery
The first objective, in the initial search for suitable imagery was to find simultaneous
dates of Landsat TM and SPOT data. The second objective was to find spring or fall imagery
because of a tendency for clear, low haze, cloud free weather. Therefore, a May 6, 1987 SPOT
panchromatic image (scene i.d. 15792558705061719091P) was ordered. A corresponding Landsat
TM image was to be ordered but because of the problems mentioned earlier, I was compelled to
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use a May 18, 1984 Landsat TM image (scene i.d. 50078-16320) which the Remote Sensing
Laboratory already had on hand. This is also the same scene Moore used for comparing TM
and MSS supervised classifications.
5.3 Reference Aerial Photography
To provide a reference data set in order to make a comparison to classified images,
Meyer's 1966 Vegetation of Itasca State Park map needed to be updated. To revise the map,
three sets of aerial photography were obtained:
date film size/type orig. scale print scale 
July 12, 1983 9x9 B&W IR 1:15,840 1:15,840
Sept. 25, 1985 35mm CIR 1:91,440 1:15,840
May 13, 1989 70mm CIR 1:60,000 1:15,840
5.4 1985 Itasca State Park Forest Cover Types Map 
To create an updated reference map, Meyer's 1966 map was first digitized using a pc-
Arc/Info geographic information system. A mylar plot was generated so it could be overlaid on
the 9x9-inch and 70mm (enlarged to 10x10 inch prints) aerial photography and interpreted to
reflect 1985 vegetation. The 35mm photography was projected onto the map using a slide
projector and interpreted. The minimum mapping unit was one hectare (2.5 acres).
Field checking during one week in the summer of 1989 was limited to those types which
had substantially changed from 1966 and which were easily accessible.
The updated map was then geo-referenced to a Universal Transverse Mercator (UTM)
projection (Snyder, 1982) by linking section corners on the 1966 map to similar section corners
on 1:24,000 U.S. Geological Survey topographic quadrangles (Lake Itasca and Anchor Hill).
Because topographic maps had not been published in 1966 for Itasca State Park, Meyer resorted
to radial-line plotting methods (Avery, 1977). Due to errors inherent in the 1966 radial-line
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map, the aerial photographs used to update the photography, and the digitizing and rectification
process, one can expect position errors as great as 200 feet.
To illustrate, refer to the 1985 Itasca State Park Forest Cover Types Map located in the
back pocket of this thesis. Look at the east entrance to the park where Hwy 71 and 200 split
(see the Itasca State Park Summer Trails Map for exact location) and notice how the road
plotted in red going north (Hwy 200) of the east entrance diverges from the roadway type (in
white, no pattern). The plotted road in red was digitized from the U.S. Geological Survey topo
quads and the roadway type from aerial photography updates and the 1966 map.
The importance of this discussion will be more relevant later on in the thesis where
boundary filters applied to the reference forest types will increase classification accuracies by
removing the position errors.
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6 METHODS
6.1 Image Processing Parameters 
The Earth Resources Data Analysis System (ERDAS) image processing and geographic
information system was used as the hardware/software host for this study. All image processing, .
classifications and comparisons were performed with this system.
Originally, image processing for this study was going to involve techniques to combine
Landsat TM and SPOT panchromatic images (Brennen et W., 1989; Chavez, 1986; Cliche et al.,
1985; Price, 1987; Welch and Ehlers, 1987). However, due to the problems mentioned earlier of
obtaining simultaneous dates from both satellites, these techniques were not fully tested.
After selecting subscenes from both the Landsat TM and SPOT imagery which covered
the park, both images_ were resampled using a nearest neighbor algorithm (to preserve spectral
values) to a ten meter grid cell size within a Universal Transverse Mercator (UTM) projection.
Root mean square error for rectifying and resampling the Landsat data was .98 pixel and .64
pixel for SPOT.
The park boundary (as it was in 1985) was digitized on the pc-Arc/Info system,
converted to raster, and transferred over to the ERDAS system to act as a park boundary mask
on the satellite imagery. Likewise, the dover type reference data set (Figure 6.2) and the
reference crown closure data set (Figure 7.10) were converted from vector to raster within the
pc-Arc/Info system and similarly transferred.
Successive ten meter boundary filters (0x0, 6x6, 9x9, 12x12 pixels; these equaled Moore's
30m Ox0, 2x2, 3x3, 4x4 pixel filters) were applied to remove mixed pixel and position errors
native to the reference data. Similar pixel clumps smaller than one hectare were removed from
the unsupervised classifications to match the minimum mapping unit of one hectare on the 1985
Itasca State Park Forest Cover Types Map.
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The TEXTURE algorithm (ERDAS, 1988) was applied to the SPOT panchromatic band
(Figure 6.1) in order to add it with the Landsat TM bands (stacked-vector approach) for the
TM/texture analysis. The algorithm can only compute tonal variance contained in a 3x3 pixel
window as the window moves across the image, thereby generating a texture image. The texture
image was either added as another band with the Landsat TM bands or kept separate for single
band classification.
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Figure 6.2 Forest types reference data - 17 type classes from the Itasca State Park Forest
Cover Types Map.
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6.2 Classifications
6.2.1 spectral
Figure 6.3 is the outcome of using the CLUSTR algorithm in ERDAS on the six visible -
and infrared bands of Landsat TM images. This unsupervised classification is the best one after
approximately 30 different attempts (each classification taking 6-12 hours) using different
variations within each try. Listed below are ranges of parameters tested in the CLUSTR
algorithm:
skip factor (x & y) 1 - 100
distance between clusters 1 - 17
cluster radius 1 - 7
number of clusters 1 - 100
In some instances the program blew up when the array bounds were exceeded by the input
parameters. The parameters used to generate Figure 6.3 were: skip factor = 60; distance
between clusters = 16; cluster radius = 5; number of clusters = 25 (only 18 were found). The
program defaults of 256 points before merging and one percent threshold elimination were kept
for all iterations. The intent with each progressive run was to have the computer distinguish
similar spectral groups by progressively using larger distances between groups (clusters) and the
smaller grouping radii. Thus, as the program runs and new cluster means are identified, the
migration of each cluster would not overlap with another which would reduce mixing of spectral
groups.
A limitation of the CLUSTR algorithm is the way it obtains training data to build
clusters. It systematically samples across the image to build clusters. Unfortunately, in the case
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of Itasca State Park, this can lead to 100 classes of aspen and one class of conifers if the
sampling only occurs over the park's predominant forest cover type - aspen. This problem is
particularly acute when one understands that types like tamarack, black spruce, and lowland
hardwoods, tend to be small and scattered. Therefore, the CLUSTR program during the
sampling stage could miss these small types entirely.
The STATCL/MAXCLAS algorithms are another unsupervised classification technique
available in ERDAS. This method was not tried in the initial classification because it operates
like the CLUSTR algorithm but takes a little longer in processing time. The MAXCLAS
algorithm has a maximum likelihood classifier option but the classification time would triple on
average. One other disadvantage to using the STATCL to build clusters is the way it obtains
training samples. The algorithm uses a 3x3 moving window which systematically samples every
pixel for building training clusters. Therefore, the maximum number of training clusters can be
reached before the algorithm reaches the end of the first row within the image. If the image
has one or two types in the first row, the program could generate 100 classes of spectral
variation for those one or two types while ignoring the rest of the information classes contained
in the rest of the image.
Figure 6.4 is the recoding of Figure 6.3 down to seven classes. The high density
conifers (red) and medium and low density conifers (crimson) were combined into one conifer
class (red). Lowland hardwoods (cyan) were merged with aspen/birch (green).
An attempt to differentiate conifers into separate specie types was made by masking out
the conifer spectral values using the conifer classification component and running the CLUSTR
and STATCL/MAXCLAS algorithms on them solely. This procedure is comparable to Toomey
and Scarpace's (1987) two stage classifier. Using similar parameter ranges listed previously and
after about 15 more runs, the results were inconclusive. This may be due to the limits of the
software to keep very similar spectral groups from migrating into each other causing confusion
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in the output. Maximizing spectral variation within the conifer component by realigning the
band axes using principal components was also tried but the findings were still indefinite.
6.2.2 spectral/texture
Using similar methods as described by Reed (1988) were used to determine if a texture
element can aid in distinguishing cover types more effectively. The texture band was added as a
seventh channel with the six Landsat 'TM channels in the CLUSTR unsupervised classifier.
Figure 7.9 is the result using the same exact processing parameters as those used to generate
Figure 6.3 (the only difference is the addition of the texture data to the six Landsat bands). No
attempts were made to scale or weight the texture band.
In spite of the outcome described in the results for the TM/texture cover type
classification, a different tactic was checked to determine if SPOT derived texture could be
independently correlated to crown closure classes interpreted from aerial photography. By using
step-wise binary classification procedures (Queen, 1988) on the texture layer, 256 classes of
texture were recoded into three classes (high, medium, and low tonal variance) and compared to
crown closure classes from the reference data set.
A two step classification method is demonstrated by the combination of the texture
binary classification to the unsupervised seven type classification. The method shows (Figure
7.12) three type/crown closure classes for aspen/birch, upland hardwoods, and conifers.
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7 RESULTS AND DISCUSSION
Accuracy assessment procedures (Hudson, 1987, and Mead and Szajgin, 1982) and
methods to improve accuracy (Kenk et al., 1988, and Skidmore and Turner, 1988) have been
addressed by many investigations. With this study, Moore's procedures for accuracy assessment
using similar per-point and per-field (Latty and Hoffer, 1981) techniques, and discrete
multivariate analysis statistical techniques (Congalton et al., 1983, and Conga1ton and Mead,
1986) were followed.
In comparing the results of this thesis to Moore's work, one should keep in mind that
the satellite image was resampled to ten meter pixels using the nearest neighbor method and
rectified to a UTM projection. This may have some unexplored effect on classification
accuracies when compared to Moore's results.
One additional point to consider is the use of the word accuracy in this thesis. Measure
of agreement or precision may be a more appropriate terms to describe the results when the
classifications are compared to the reference map since there are undoubtedly some errors in
the reference map. The reference map was made as a general guide for all forest and biological
research and management purposes taking place in the park. It was not produced as a strict
reference data set for satellite comparisons. Therefore, classification accuracies may not truly
reflect values which would be obtained if a satellite reference map could be produced.
7.1 Spectral
This section describes unsupervised classification accuracies from Landsat TM data only.
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7.1.1 four type classes
In order to compare Moore's supervised classifications with unsupervised classifications,
the reference data and the classifications (Figures 6.2 and 6.3) were recoded into four and seven
classes. Figure 7.1 is the four class reference data set and Figure 7.2 is the unsupervised four
class data set with similar pixel clumps less than one hectare removed. The comparison for
Figures 7.1 and 7.2 is listed in accuracy Table 1 (all accuracy tables are in the Appendix). A
similar table is given in Table 2 except with a 12x12 boundary filter for the reference data
classes.
One can see the overall accuracy increase from 71% (Table 1 -- Ox0 filter) to 84%
(Table 2 -- 12x12 filter) for four classes using a large boundary filter. Moore's results were 69%
(OxO filter) and 86% (4x4 30m filter). Both methods illustrate the effect of mixed pixel or
boundary pixels. The mixed pixels lie in transition zones between changing types. Boundary
pixels occur in areas where errors inherent in the reference map (errors from the original map,
aerial photos, or the digitizing/rectification process) show up as another type, instead of the
same type as the boundary pixel.
One may also wonder why the conifer classification accuracy is so low (this will be
evident in the seven class comparison as well). This can be explained by how the original 1966
and the 1985 reference maps were interpreted. To illustrate, since the large red and white pines
overshadow all other tree species when they are mature (120 ft. height for red pine versus 70 ft.
height for aspen), the sparsely populated pine areas were interpreted as pine types because they
were enough dominant and co-dominant pine trees to be considered as a separate type. In the
satellite data, an understory of mature aspen in a sparsely populated mature pine area would be
classified as an aspen type.
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Four type classes with no bounda filter 
Figure 7.2 Unsupervised classification - four type classes with pixel clumps less than one
hectare removed.
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7.1.2 seven type classes
Below is a comparison of the effect of different boundary filters and the removal of
pixel clumps smaller than one hectare on the overall classification accuracies for seven classes.
filter all pixels pixel clumps < 1 ha removed 
Ox0 (3) 52% (4) 56%
6x6 (5) 60% (6) 64%
9x9 (7) 63% (8) 67%
12x12 (9) 64% (10) 68%
[numbers in ( ) reflect corresponding table number]
Removing all continuous pixel clumps less than one hectare from the unsupervised data
sets (Figures 7.4 and 7.6) increased accuracies an average of four percent. This procedure is to
make the comparison of the unsupervised data sets to the reference data sets (see Figures 7.3
and 7.5) more realistic since the minimum mapping unit for the 1985 reference map was one
hectare.
One should also note the effect of mixed and boundary pixels on overall accuracies from
the use of boundary filters on the reference data sets. From the Ox0 to the 6x6 filter, accuracy
increased 7%; 3% increase from 6x6 to 9x9 filter; and only a 1% increase going from the 9x9 to
the 12x12 filter. Figure 7.8 shows the effect of a 12x12 filter on the reference data set (Figure
7.7). Without the filter, there are 13,214 hectares (the size of the park) of reference data.
With a 12x12 filter, there are only 4448 hectares of reference data -- a 66% drop!
It may be possible that an increase in classification accuracies could result from a more
accurate reference data set (in terms of location accuracy). Small types like tamarack, for
example, are probably being confused with other classes (boundary pixel case) using a Ox0 filter.
With a 12x12 filter, the small tamarack types are eliminated from consideration. This problem
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could be reduced if the means to generate a more accurate (in terms of location) reference map
could be easily obtained.
Referring to the tables for seven classes again, one may wonder about the low
classification accuracy for upland hardwoods. Looking at Figures 7.3 and 7.4, the orange upland
hardwood types match fairly well except for one large type (about four square miles) in the
reference data west of Elk Lake about two miles. This discrepancy may be explained by two
reasons: 1) the type was interpreted with 1989 aerial photos and may reflect what is currently
growing, not what was there in 1984 when the Landsat imagery was acquired, 2) the type was
not field checked because it is located in an inaccessible part of the park.
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Figure 7.6 Close-up of Figure 7.4 with pixel clumps less than one hectare removed.
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7.2 Spectral/Texture 
Section 7.2.1 describes the effect of adding texture to classify forest types solely. Section
7.2.2 depicts how texture alone is used to classify forest densities. Section 7.2.4 illustrates a two
step classification technique to generate forest types and densities from satellite imagery.
7.2.1 seven type classes with texture
The result of adding texture (stacked-vector method) is evident in Figure 7.9. Notice
the conifers are now classified as water. Table 11 (0x0 filter) and 12 (12x12 filter) list 12% and
14% lower overall accuracies for seven classes. This classification used the same image
processing parameters as the original data set (Figure 6.3). The only difference is the addition
of the texture feature (Figure 6.1) to the TM bands. The decrease in accuracy is similar to what
Reed (1988) found in his analysis.
One possible explanation for this is that the texture vectors in the conifer stands were
so similar to the water texture vectors, the classifier could not distinguish between the two types.
The texture vectors must have also been statistically strong to overshadow the spectral values.
In addition, since a euclidean distance measure is the means for classification in the CLUSTR
algorithm, the variance in the spectral groups would have been ignored. There could also be a
design flaw in the classifier.
Originally, a goal was to go a step further to determine if types and crown closure could
be obtained from Landsat TM and SPOT texture. Given this result, it was pointless to continue
with this method. However, section 7.2.2 depicts another technique which was tried by applying
texture in a post classification stage.
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Figure 7.9 Unsupervised classification with texture data - seven type classes.
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7.2.2 three density classes
Tables 13-16 list results of classifying texture from SPOT (Figure 7.11) using Queen's
binary classification technique and comparing to crown closure classes from the 1985 reference
map (Figure 7.10). Although accuracies of around 70% were obtained for the 34-66% crown
closure class, the other two classes were below 30%. Overall accuracies ranged from 44 to 46%.
Texture as defined by the American Society of Photogrammetry (1983) is: "the frequency
of change and arrangement of tones". The ERDAS texture algorithm measures tonal variance
only in a 3x3 pixel window. It cannot describe the spatial arrangement of tones. In addition,
one can expect inconsistent results from SPOT data because of the spatial resolution limit of
ten meters. SPOT texture features may be able to segment forest stands with large tree crowns
(around ten meters) into density classes but would be unable to see texture of forest stands
consisting of small tree crowns. Even if other texture measures were tried with SPOT data, the
results would probably remain inconclusive.
Understanding this is crucial when comparing the results of Tables 13-16. Because the
aerial photo interpreter is defining stands which have common elements of tone, texture,
pattern, size, site, shape, shadows, and association (Lillesand and Kiefer, 1979), the crown
closure reference data set incorporates more interpretation elements than texture. That is why
the accuracy results are so low and why Figures 7.10 and 7.11 are so dissimilar.
7.2.3 size classes
To determine if size classes could be correlated to satellite imagery, intensive ground
surveying would be required. Since the field verification was very limited, the size classes on the
reference map do not adequately reflect the true complexity of tree size classes in the park.
Preliminary visual investigations indicated no correlation of texture to size classes although there
seemed to be some spectral correlation to young sapling aspen stands (identified as cutover
areas). More studies should be done in determining how size classes can be correlated to
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satellite imagery. However, a more diverse managed forest should serve as a study area instead
of a predominantly mature forest (Itasca State Park).
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Figure 7.10 Forest density reference data - three crown closure classes.
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Figure 7.11 Binary classification - three tonal variance classes.
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7.2.4 thirteen type and crown closure classes
Figure 7.12 is a demonstration of a two step classification as the unsupervised seven
class data set (Figure 6.4) is combined with the SPOT texture classification (Figure 7.11). Only
the forest classes were segmented with the texture information. Accuracy Tables 17 and 18 list
the results of 31% and 39% for Ox0 and 12x12 filters, respectively. The tables show the 34-
66% crown closure forest types to be the most accurate. Figure 7.13 is a close-up of Figure
7.12 to show the integrity of the class types maintained with the addition of the texture
classification.
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S CONCLUSIONS
8.1 General 
The objective of the satellite forest inventory project is up-to-date forest information
through the use of satellite data to inventory and map Minnesota's forest resources (Bauer et al.,
1989). Mapping the forest resource with satellite imagery requires identification of how far
image processing and geographic information systems technology can be pushed to separate
spatial forest information components -- type, size and density.
One goal of this project was to determine the limits of the ERDAS unsupervised
classifier as related to identifying forest types. Overall test field accuracies of 84% for four
classes is comparable to Margaret Moore's work of 86% for four classes. A discrepancy in the
reference map between upland hardwoods and aspen/birch may explain the disparity of 67%
overall accuracy for seven classes as compared to Moore's 84% overall accuracy for seven type
classes. Attempts were made to delineate more than seven classes by masking out spectral
values from the conifer group and reclassifying with the CLUSTR and MAXLIKE programs in
ERDAS. Unfortunately, the overall accuracies were less than 40%. This may be due to the
inability of the classifiers to separate spectral groups with this particular satellite date.
Similarly, Moore's test field results for 14 classes (same date and filter) listed accuracies of less
than 50% for each of the conifer classes. Further studies with other image dates may yield
greater results.
The addition of texture from SPOT panchromatic data in the unsupervised classification
resulted in a 14% decrease in overall accuracy (7 classes, 12x12 filter) for forest type
delineation. The decrease may be caused by problems within the classification algorithm.
Another classifier such as maximum likelihood should be investigated because of its ability to
account for covariance in the data.
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Texture classification alone compared to a crown closure reference data set only
achieved 44-46% overall accuracies. The problem with this particular investigation is how one
defines where the texture of SPOT data is related to specific tree crown sizes. As crown closure
reference pixels were compared to the SPOT texture values, the accuracies reflect some
correlation of SPOT texture to larger tree crowns. However, it was very difficult to link crown
closure classes for the smaller tree crown types to corresponding texture classes from SPOT
data. A multiresolution satellite image to define multiresolution texture classes may solve this
problem.
A two step classification method was demonstrated by combining the forest density
classification (SPOT texture only) and the forest type (seven classes) classification (Landsat TM
only). Overall accuracies were 31 to 39 percent.
8.2 Recommendations 
Selected CSA forest inventory stands could serve as reference and/or training data sets
because of the comprehensive CSA database. The CSA data is more thorough than what is
currently available in Itasca State Park. Stands selected should be monotypic, homogeneous,
identifiable, and current. The stand parameters (age, volume, site index, height, type size
density, etc.) could be checked for correlation to satellite imagery. Similar approaches to
determine the correlation of forest stand parameters are depicted by Spanner et al. (1984) and
Peterson et al. (1986). By using principle components and supervised classification techniques,
Spanner et al. achieved 64% crown closure class accuracy and 74% size class accuracy. Peterson
et al., found high correlations for canopy closure (r = .62-.69).
Another approach to the debate of supervised vs. unsupervised classifiers may be a
combination of the two -- use supervised training samples as cluster fields instead of letting the
computer systematically select fields which do not reflect the distribution of the types.
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Buchheim and Lillesand (1987) and Chuvieco and Congalton (1988) illustrate similar approaches
in their papers.
Ideally, classification should involve reflectance values -- not radiance values intrinsic
with satellite data. Since the NASA forest inventory project will involve multiple images,
multiple dates across the state, reducing the effects of atmosphere, sensor, and sun angles should
be an objective. Even though there have been suggestions on how to calibrate radiometric
values of Landsat TM images (Chavez, 1989), the logistics required to achieve this goal could
prove to be difficult.
The procedures outlined by Myers (1985) may prove to be a good method to relate
spectral values from satellite imagery to forest structure information from permanent plots
through the use of canonical correlation analysis, multivariate analysis of variance, multivariate
discriminant analysis, principle component analysis and/or cluster analysis. However, if FIA
permanent plots are to be used in this approach, the selection of plots should be limited to
those in pure, identifiable (from satellite imagery) forest types to avoid pixels and plots lying in
transition zones (Deegan and Befort, 1989).
Deegan and Befort also imply a multitemporal approach may be needed to identify types
with a dominant conifer understory or overstory component in hardwood forests. The use of
winter satellite imagery with conifers as the dominant infrared component could be subtracted
from summer imagery in order to determine an understory or overstory conifer element in the
inventory. This same procedure may also work to better discriminate tamarack. The ultimate
goal is to obtain the most refinement of forest types from the satellite imagery; it should not be
to determine which image date is the best.
In regards to the flow of information, the natural tendency from most forest inventories
is to flow from the bottom (local) to the top (national). The trend for satellite inventories is
from the top to the bottom. Steps will need to be taken to insure the flow is both ways (Sayn-
Wittgenstein, 1977) to insure acceptance by natural resource managers.
Extensive and accurate demonstrations must be made to natural resource managers who
may use the satellite forest inventory information. One has to carefully describe how the system
works and its limitations (DeGloria and Benson, 1985). The system should be sold as a
complement to existing systems and not as a replacement. Otherwise, it will be viewed as an
elitist system from non-photographic remote sensors (Meyer and Werth, 1989). The natural
resource managers need tools which get the job done -- inexpensively, effectively and efficiently.
Attempts to obtain forest type, size and density classifications using a stacked-vector
method of combining spectral and texture features should be approached with caution. The
results indicate that if spectral and texture features are combined into one classifier, a method
should be developed to regulate the influence of the texture component on the spectral bands in
the classifier. This would be to prevent confusion of information classes as happened in this
thesis - classification of conifers as water. It may be better to preserve spectral classifications
and use texture as a secondary classifier.
Additional texture measures such as those investigated by Haralick could be studied
further, but the limit to the capabilities of the texture measures may not be the algorithms used
but the resolution of the sensors. Multiresolution data may be required to identify the
multiresolution texture features contained in a forest canopy -- very small tree crowns (one
meter) to very large tree crowns (ten meters). Contextual classifiers could also be researched in
conjunction with the texture measures.
There are elements of the remote sensing community that believe the time has come to
recognize the limits of computer-based image interpretation (Ryerson, 1989). This doesn't imply
a reversal back to manual image interpretation solely but to recommend the use of all
techniques available (manual and digital) to achieve the best, most efficient, least costly
interpreted information possible.
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To conclude, I would like to finish with a quote from Michael Helfert (1989) which I
believe states what the aim of the remote sensing community should be:
In summary, I feel that we in the remote sensing
community should use all data sources, regardless of data form
or originating platform. Our goal in the larger scientific
community should be larger than the data, that is, we should
attempt to achieve understanding by all means possible of the
processes operative on this particular planet or any other
heavenly body that we may, at some future time, seek to
explore. These goals are achieved by utilizing both proven and
imaginative technologies to gather data that will aid in planetary
understanding and modelling, and not by the debilitating
arguments on the advantages and disadvantages of man versus
machine, or digital versus analog data structures.
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TABLE I
ACCURACY TABLE -- 4 classes, Ox0 filter, 1 ha clumps removed
class 1 = Hardwoods; 2 = Conifers; 3 = cutover/grass/brush; 4 = water
NEW
DATA
CLASS
#:
TOTAL #ERRS %COMM
1794490234900 29.6
2157766 33103 21.0
3 83862 41414 49.4
4139553 27092 19.4
REFERENCE DATA CLASS #:
1 2 3 4
559590154542 63004 17354
23190124663 6996 2917
33162 5904 42448 2348
12910 5611 8571112461
TOTAL: 628852290720121019135080
#CORR: 559590124663 42448112461
%CORR: 89.0 42.9 35.1 83.3
#ERRS: 69262166057 78571 22619
XOMM: 11.0 57.1 64.9 16.7
class zero pix = -32768; non-zero pix =1175671; correct pix = 839162; overall acc. = 71.4; avg.
class acc. = 62.5
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.50880 0.51020 0.51159
TH1 TH2 TH3 TH4 VARIANCE
0.713773 0.415628 0.645332 0.899062 0.00000051
THE Z STATISTIC IS: 717.01251
75
TAKE 2
ACCURACY TABLE -- 4 classes, 12x12 filter, 1 ha clumps removed
class 1 = Hardwoods; 2 = Conifers; 3 = cutover/grass/brush; 4 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4
NEW 1284700 49245 17.3 235455 42720 6423 102
DATA 2 51423 2639 5.1 2461 48784 45 133
CLASS 3 24809 12425 50.1 11502 901 12384 22
#: 4 47891 403 0.8 137 63 203 47488
TOTAL: 249555 92468 19055 47745
#CORR: 235455 48784 12384 47488
%CORR: 94.3 52.8 65.0 99.5
#ERRS: 14100 43684 6671 257
%OHM: 5.7 47.2 35.0 0.5
class zero pix = -32768; non-zero pix = 408823; correct pix = 344111; overall acc. = 84.2; avg.
class acc. = 77.9
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.69920 0.70131 0.70343
TH1 TH2 TH3 TH4 VARIANCE
0.841711 0.470051 0.825060 1.119169 0.00000117
THE Z STATISTIC IS: 649.02441
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TABLE 3
ACCURACY TABLE -- 7 classes, Ox0 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
NEW
DATA
CLASS
#:
TOTAL #ERRS %COMM
1658911330049
2175734113955
3184788 52854
4 31855 15449
5 9092 4630
REFERENCE DATA CLASS #:
1 2 3 4 5 6 7
50.1 328862122781151595 4671 185 36432 14385
64.8 68923 61779 10440 10064 1070 18858 4600
28.6 27817 9785131934 489 41 8714 6008
48.5 4018 2118 2070 16406 474 5716 1053
50.9 - 700 116 559 596 4462 2410 249
6 95555 73184 76.6
7152815 36438 23.8
30666 24808 9448 3219 875 22371 4168
9480 7385 8481 636 47 10409116377
TOTAL: 470466228772314527 36081 7154104910146840
#CORR: 328862 61779131934 16406 4462 22371116377
%CORR: 69.9 27.0 41.9 45.5 62.4 21.3 79.3
#ERRS: 141604166993182593 19675 2692 82539 30463
%0MM: 30.1 73.0 58.1 54.5 37.6 78.7 20.7
class zero pix = -32768; non-zero pix =1308750; correct pix = 682191; overall acc. = 52.1; avg.
class acc. = 49.6
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.35357 0.35474 0.35592
TH1 TH2 TH3 TH4 VARIANCE
0.521254 0.258052 0.293562 0.365561 0.00000036
THE Z STATISTIC IS: 591.44928
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TABLE 4
ACCURACY TABLE -- 7 classes, Ox0 filter, 1 ha clumps removed
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1653691325501 49.8 328190121807149727 4103 170 35917 13777
DATA 2140799 86160 61.2, 54954 54639 4815 8754 810 13250 3577
CLASS 3157766 33103 21.0 17933 5257124663 174 40 6782 2917
#: 4 23638 7430 31.4 1991 652 1069 16208 368 2986 364
5 6012 1716 28.5 279 33 239 93 4296 994 78
6 54212 38773 71.5 14864 15343 4596 1473 591 15439 1906
7139553 27092 19.4 6798 6112 5611 396 27 8148112461
TOTAL: 425009203843290720 31201 6302 83516135080
#CORR: 328190 54639124663 16208 4296 15439112461
%CORR: 77.2 26.8 42.9 51.9 68.2 18.5 83.3
#ERRS: 96819149204166057 14993 2006 68077 22619
%OHM: 22.8 73.2 57.1 48.1 31.8 81.5 16.7
class zero pix = -32768; non-zero pix =1175671; correct pix = 655896; overall acc. = 55.8; avg.
class acc. = 52.7
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.39108 0.39235 0.39362
TH1 TH2 TH3 TH4 VARIANCE
0.557891 0.272424 0.334765 0.438571 0.00000042
THE Z STATISTIC IS: 605.23853
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TABLE 5
ACCURACY TABLE -- 7 classes, 6x6 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
NEW
DATA
CLASS
#:
TOTAL #ERRS %COMM
1414858174256
2103205 62879 60.9
3107084 17217 16.1
4 18842 6334 33.6
5 5010 1547 30.9
6 49712 43317 87.1
7 85197 7578 8.9
REFERENCE DATA CLASS #:
1 2 3 4 5 6 7
42.0 240602 80307 84052 2439 4 5898 1556
46649 40326 3879 7220 255 4475 401
12049 3308 89867 149 0 783 928
2164 872 531 12508 194 2429 144
272 27 129 246 3463 852 21
20969 15696 4021 1855 306 6395 470
2091 1448 1879 122 0 2038 77619
TOTAL: 324796141984184358 24539 4222 22870 81139
#CORR: 240602 40326 89867 12508 3463 6395 77619
%CORR: 74.1 28.4 48.7 51.0 82.0 28.0 95.7
#ERRS: 84194101658 94491 12031 759 16475 3520
XOMM: 25.9 71.6 51.3 49.0 18.0 72.0 4.3
class zero pix = -32768; non-zero pix = 783908; correct pix = 470780; overall acc. = 60.1; avg.
class acc. = 58.3
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.43653 0.43809 0.43965
TH1 TH2 TH3 TH4 VARIANCE
0.600555 0.289128 0.371011 0.450921
THE Z STATISTIC IS: 551.45398
0.00000063
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TABLE 6
ACCURACY TABLE -- 7 classes, 6x6 filter, 1 ha clumps removed
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1412110171863 41.7 240247 79758 82878 2043 0 5802 1382
DATA 2 85687 49702 58.0 37934 35985 1420 6428 152 3404 364
CLASS 3 96034 9212 9.6 6722 1438 86822 20 0 525 507
#: 4 15368 2981 19.4 968 165 217 12387 156 1463 12
5 3951 536 13.6 89 10 38 1 3415 398 0
6 27897 22733 81.5 10008 9800 1774 696 212 5164 243
7 81881 4709 5.8 1204 1074 636 96 0 1699 77172
TOTAL: 297172128230173785 21671 3935 18455 79680
#CORR: 240247 35985 86822 12387 3415 5164 77172
%CORR: 80.8 28.1 50.0 57.2 86.8 28.0 96.9
#ERRS: 56925 92245 86963 9284 520 13291 2508
%0MM: 19.2 71.9 50.0 42.8 13.2 72.0 3.1
class zero pix = -32768; non-zero pix = 722928; correct pix = 461192; overall acc. = 63.8; avg.
class acc. = 61.1
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.48010 0.48173 0.48336
TH1 TH2 TH3 TH4 VARIANCE
0.637950 0.301425 0.410849 0.511058 0.00000069
THE Z STATISTIC IS: 579.96545
TABLET
ACCURACY TABLE -- 7 classes, 9x9 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1291600109201 37.4 182399 58772 46850 3076 1 223 279
DATA 2 74497 45026 60.4 35864 29471 1858 6661 127 475 41
CLASS 3 58735 7930 13.5 6244 1345 50805 95 0 92 154
#: 4 13420 2453 18.3 1431 447 130 10967 130 291 24
5 3369 562 16.7 194 8 9 187 2807 161 3
6 31730 30586 96.4 15342 10832 1807 2419 105 1144 81
7 60810 1953 3.2 470 257 629 229 0 368 58857
TOTAL: 241944101132102088 23634 3170 2754 59439
#CORR: 182399 29471 50805 10967 2807 1144 58857
%CORR: 75.4 29.1 49.8 46.4 88.5 41.5 99.0
#ERRS: 59545 71661 51283 12667 363 1610 582
%0MM: 24.6 70.9 50.2 53.6 11.5 58.5 1.0
class zero pix = -32768; non-zero pix = 534161; correct pix = 336450; overall acc. = 63.0; avg.
class acc. = 61.4
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.46259 0.46450 0.46641
TH1 TH2 TH3 TH4 VARIANCE
M..
0.629866 0.308805 0.414282 0.509038 0.00000095
THE Z STATISTIC IS: 476.34827
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TABLES
ACCURACY TABLE -- 7 classes, 9x9 filter, 1 ha clumps removed
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1290014107833 37.2 182181 58455 46166 2760 0 198 254
DATA 2 62547 36286 58.0 29431 26261 420 5972 40 382 41
CLASS 3 53359 3911 7.3 3247 468 49448 9 0 63 124
#: 4 11752 962 8.2 637 58 28 10790 118 121 0
5 2937 138 4.7 65 0 0 0 2799 73 0
6 17109 16062 93.9 7109 6732 715 1399 51 1047 56
7 59717 914 1.5 137 153 68 199 0 357 58803
TOTAL: 222807 92127 96845 21129 3008 2241 59278
#CORR: 182181 26261 49448 10790 2799 1047 58803
%CORR: 81.8 28.5 51.1 51.1 93.1 46.7 99.2
#ERRS: 40626 65866 47397 10339 209 1194 475
%0MM: 18.2 71.5 48.9 48.9 6.9 53.3 0.8
class zero pix = -32768; non-zero pix = 497435; correct pix = 331329; overall acc. = 66.6; avg.
class acc. = 64.5
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.50637 0.50835 0.51032
TH1 TH2 TH3 TH4 VARIANCE
0.666075 0.320812 0.453862 0.564891 0.00000102
THE Z STATISTIC IS: 504.03857
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TABLE 9
ACCURACY TABLE -- 7 classes, 12x12 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1237405 87389 36.8 150016 42490 42889 930 0 969 111
DATA 2 57959 36902 63.7 29533 21057 1951 4191 104 1088 35
CLASS 3 55484 5785 10.4 4867 676 49699 7 0 68 167
#: 4 10424 2590 24.8 1207 228 138 7834 94 913 10
5 2741 461 16.8 221 14 43 80 2280 101 2
6 25248 23969 94.9 13297 7590 2055 928 66 1279 33
7 48853 1365 2.8 424 94 626 8 0 213 47488
TOTAL: 199565 72149 97401 13978 2544 4631 47846
#CORR: 150016 21057 49699 7834 2280 1279 47488
%CORR: 75.2 29.2 51.0 56.0 89.6 27.6 99.3
#ERRS: 49549 51092 47702 6144 264 3352 358
%OHM: 24.8 70.8 49.0 44.0 10.4 72.4 0.7
class zero pix = -32768; non-zero pix = 438114; correct pix = 279653; overall acc. = 63.8; avg.
class acc. = 61.1
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.47344 0.47554 0.47765
TH1 TH2 TH3 TH4 VARIANCE
0.638311 0.310354 0.420560 0.509705 0.00000115
THE Z STATISTIC IS: 443.52057
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TABLE 10
ACCURACY TABLE -- 7 classes, 12x12 filter, 1 ha clumps removed
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/I. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1236030 86185 36.5 149845 42303 42178 699 0 930 75
DATA 2 48670 29977 61.6 24614 18693 542 3835 27 932 27
CLASS 3 51423 2639 5.1 2282 179 48784 0 0 45 133
#: 4 9081 1299 14.3 428 8 4 7782 94 765 0
5 2424 144 5.9 72 9 29 0 2280 34 0
6 13304 12176 91.5 6341 4644 868 283 18 1128 22
7 47891 403 0.8 71 66 63 8 0 195 47488
TOTAL: 183653 65902 92468 12607 2419 4029 47745
#CORR: 149845 18693 48784 7782 2280 1128 47488
%CORR: 81.6 28.4 52.8 61.7 94.3 28.0 99.5
#ERRS: 33808 47209 43684 4825 139 2901 257
%0MM: 18.4 71.6 47.2 38.3 5.7 72.0 0.5
class zero pix = -32768; non-zero pix = 408823; correct pix = 276000; overall acc. = 67.5; avg.
class acc. = 63.7
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.51885 0.52101 0.52317
TH1 TH2 TH3 TH4 VARIANCE
.M.10
0.675109 0.321717 0.459443 0.561905 0.00000122 .
THE Z STATISTIC IS: 471.90396
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TABLE 11
ACCURACY TABLE -- texture & TM, 7 classes, Ox0 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
NEW
DATA
CLASS
#:
TOTAL #ERRS %COMM
1496075233371
2272476222212
3 86215 32549
47.0
81.6
37.8
4 48061 32646 67.9
5 5764 5706 99.0
6 97085 73522 75.7
7303074180282 59.5
REFERENCE DATA CLASS #:
1 2 3 4 5 6 7
262704129399 66111 5789 99 23968 8005
111613 50264 76021 7169 874 21229 5306
18312 6329 53666 375 26 5197 2310
7930 6413 2498 15415 4248 10343 1214
2595 916 797 81 58 770 547
29452 19148 10822 5967 1467 23563 6666
37860 16303104612 1285 382 19840122792
TOTAL: 470466228772314527 36081 7154104910146840
#CORR: 262704 50264 53666 15415 58 23563122792
%CORR: 55.8 22.0 17.1 42.7 0.8 22.5 83.6
#ERRS: 207762178508260861 20666 7096 81347 24048
%OM: 44.2 78.0 82.9 57.3 99.2 77.5 16.4
class zero pix = -32768; non-zero pix =1308750; correct pix = 528462; overall acc. = 40.4; avg.
class acc. = 34.9
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.23314 0.23421
TH1 TH2
0.23527
TH3 TH4 VARIANCE
• • •
0.403791 0.221448 0.211299 0.270025 0.00000030
THE Z STATISTIC IS: 430.91339
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TABLE 12
ACCURACY TABLE -- texture & TM, 7 classes, 12x12 filter
class 1 = Aspen/Birch/L. Hardwoods; 2 = U. Hardwoods; 3 = Conifers; 4 = cutover/u. brush;
5 = grass/agriculture; 6 = marsh/l. brush; 7 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7
NEW 1200041 70136 35.1 129905 50518 16837 1706 0 1036 39
DATA 2 84425 70773 83.8 43425 13652 22643 2906 562 1221 16
CLASS 3 23112 4915 21.3 3968 853 18197 16 0 48 30
#: 4 13754 6569 47.8 2191 1052 247 7185 1817 1260 2
5 1350 1347 99.8 941 207 160 18 3 12 9
6 20879 20086 96.2 11117 4789 1992 2021 127 793 40
7 94553 46843 49.5 8018 1078 37325 126 35 261 47710
TOTAL: 199565 72149 97401 13978 2544 4631 47846
#CORR: 129905 13652 18197 7185 3 793 47710
%CORR: 65.1 18.9 18.7 51.4 0.1 17.1 99.7
#ERRS: 69660 58497 79204 6793 2541 3838 136
%OHM: 34.9 81.1 81.3 48.6 99.9 82.9 0.3
class zero pix = -32768; non-zero pix = 438114; correct pix = 217445; overall acc. = 49.6; avg.
class acc. = 38.7
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.30184 0.30379 0.30574
TH1 TH2 TH3 TH4 VARIANCE
0.496321 0.276538 0.329548 0.416658 0.00000099
THE Z STATISTIC IS: 305.31277
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TABLE 13
ACCURACY TABLE -- 3 crown closure classes, Ox0 filter
class 1 = low crown closure; 2 = med. crown closure; 3 = high crown closure
NEW
DATA
CLASS
TOTAL #ERRS %COMM
1 96856 87377 90.2
2692194371408 53.7
REFERENCE DATA CLASS #:
1 2 3
9479 39330 48047
7374320786297634
3235253113976 48.4 15556 98420121277
TOTAL: 98809458536466958
#CORR: 947932078612127
%CORR: 9.6 70.0 26.0
#ERRS: 89330137750345681
%OHM: 90.4 30.0 74.0
class zero pix = -32768; non-zero pix =1024303; correct pix = 451542; overall acc. = 44.1; avg.
class acc. = 35.2
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.04002 0.04196 0.04390
TH1 TH2 TH3 TH4 VARIANCE
0.440829 0.416337 0.434766 0.937501 0.00000098
THE Z STATISTIC IS: 42.45527
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TABLE 14
ACCURACY TABLE -- 3 crown closure classes, Ox0 filter, 1 ha clumps removed
class 1 = low crown closure; 2 = med. crown closure; 3 = high crown closure
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3
NEW 1 73525 66481 90.4 7044 29052 37429
DATA 2692122371337 53.7 73771320785297566
CLASS 3218238104241 47.8 13492 90749113997
TOTAL: 94307440586448992
#CORR: 7044320785113997
%CORR: 7.5 72.8 25.4
#ERRS: 87263119801334995
%0MM: 92.5 27.2 74.6
class zero pix = -32768; non-zero pix = 983885; correct pix = 441826; overall acc. = 44.9; avg.
class acc. = 35.2 -
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.04244 0.04451 0.04658
_TH1 TH2 TH3 TH4 VARIANCE
0.449063 0.423396 0.455151 1.001889 0.00000111
THE Z STATISTIC IS: 42.17794
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TABLE 15
ACCURACY TABLE -- 3 crown closure classes, 12x12 filter
class 1 = low crown closure; 2 = med. crown closure; 3 = high crown closure
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3
NEW 1 72555 68346 94.2 4209 29517 38829
DATA 2477032245518 51.5 26808231514218710
CLASS 3163582 76714 46.9 5515 71199 86868
TOTAL: 36532332230344407
#CORR: 4209231514 86868
%CORR: 11.5 69.7 25.2
#ERRS: 32323100716257539
%0MM: 88.5 30.3 74.8
class zero pix = -32768; non-zero pix = 713169; correct pix = 322591; overall acc. = 45.2; avg.
class acc. = 35.5
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.04084 0.04324 0.04563
TH1 TH2 TH3 TH4 VARIANCE
0.452335 0.427584 0.456032 0.987097 0.00000150
THE Z STATISTIC IS: 35.35825
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TABLE 16
ACCURACY TABLE -- 3 crown closure classes, 12x12 filter, 1 ha clumps removed
class 1 = low crown closure; 2 = med. crown closure; 3 = high crown closure
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3
NEW 1 55439 52101 94.0 3338 21706 30395
DATA 2476982245469 51.5 26808231513218661
CLASS 3151181 69988 46.3 4526 65462 81193
TOTAL: 34672318681330249
#CORR: 3338231513 81193
%CORR: 9.6 72.6 24.6
#ERRS: 31334 87168249056
%OHM: 90.4 27.4 75.4
class zero pix = -32768; non-zero pix = 683602; correct pix = 316044; overall acc. = 46.2; avg.
class acc. = 35.6
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.04372 0.04628 0.04885
TH1 TH2 TH3 TH4 VARIANCE
MM.
0.462322 0.436228 0.478473 1.055178 0.00000172
THE Z STATISTIC IS: 35.33801
TABLE 17
ACCURACY TABLE -- 13 type and crown closure(cc) classes, Ox0 filter
class 1 = Aspen/Birch-lo cc; 2 = Aspen/Birch-med cc; 3 = Aspen/Birch-hi cc; 4 = U. Hardwoods-lo cc; 5 = U. Hardwoods-med cc; 6 = U.
Hardwoods-hi cc; 7 = Conifers-lo cc; 8 = Conifers-med cc; 9 = Conifers - hi cc; 10 = cutover/u. brush; 11 = grass/agriculture; 12 = marsh/l.
brush; 13 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7 8 9 10 11 12 13
NEW 1 55143 54100 98.1 1043 8945 8716 176 1709 6433 2820 5694 3134 713 130 9288 6342
DATA 2456320335169 73.5 9369121151 90698 1506 28998 57427 38033 55076 21132 2966 53 22929 6982
CLASS 3147425103271 70.0 2150 42632 44154 378 6479 19662 7702 13116 4882 992 2 4215 1061
#: 4 32288 32218 99.8 237 4709 6136 70 2003 3226 854 1551 906 1948 842 7529 2277
5118481104866 88.5 1132 21933 25591 616 13615 30106 2927 2173 1185 6696 225 10255 2027
6 24956 16916 67.8 214 4043 4923 127 3973 8040 429 263 151 1420 3 1074 296
7 16315 15121 92.7 252 1875 1307 106 364 1576 1194 2402 1705 194 10 2626 2704
8115596 77054 66.7 1620 11896 4573 213 2689 3185 11515 38542 33371 247 20 4977 2748
9 52869 29007 54.9 303 4248 1743 35 889 723 3099 16241 23862 48 11 1111 556
10 31853 15447 48.5 32 1014 2971 110 1206 802 1023 817 229 16406 474 5716 1053
11 9092 4630 50.9 10 126 564 0 50 66 • 237 167 155 596 4462 2410 249
12 95537 73166 76.6 1442 13930 15293 339 8426 16028 4110 3367 1969 3219 875 22371 4168
13152804 36427 23.8 470 5019 3988 350 813 6219 2454 3958 2064 636 47 10409116377
TOTAL: 18274241521210657 4026 71214153493 76397143367 94745 36081 7154104910146840
#CORR: 1043121151 44154 70 13615 8040 1194 38542 23862 16406 4462 22371116377
%CORR: 5.7 50.2 21.0 1.7 19.1 5.2 1.6 26.9 25.2 45.5 62.4 21.3 79.3
#ERRS: 17231120370166503 3956 57599145453 75203104825 70883 19675 2692 82539 30463
%0MM: 94.3 49.8 79.0 98.3 80.9 94.8 98.4 73.1 74.8 54.5 37.6 78.7 20.7
class zero pix = -32768; non-zero pix =1308679; correct pix = 411287; overall acc. = 31.4; avg. class acc. = 28.1
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.21692 0.21783 0.21875
TH1 - TH2 TH3 TH4 VARIANCE
....... ...... .... .......
0.314276 0.123304 0.092610 0.106627 0.00000022
THE Z STATISTIC IS: 465.87949
TABLE 18
ACCURACY TABLE -- 13 type and crown closure(cc) classes, 12x12 filter
class 1 = Aspen/Birch-to cc; 2 = Aspen/Birch-med cc; 3 = Aspen/Birch-hi cc; 4 = U. Hardwoods-to cc; 5 = U. Hardwoods-med cc; 6 = U.
Hardwoods-hi cc; 7 = Conifers-to cc; 8 = Conifers-med cc; 9 = Conifers - hi cc; 10 = cutover/u. brush; 11 = grass/agriculture; 12 = marsh/t.
brush; 13 = water
REFERENCE DATA CLASS #:
TOTAL #ERRS %COMM 1 2 3 4 5 6 7 8 9 10 11 12 13
NEW 1 9330 9072 97.2 258 2038 3469 7 274 1451 160 903 587 52 0 50 81
DATA 2141860 94762 66.8 2686 47098 41442 207 7670 21207 6052 10862 3244 623 0 742 27
CLASS 3 59503 37223 62.6 586 19146 22280 46 1868 9385 1541 3438 778 255 0 177 3
#: 4 6312 6304 99.9 17 1058 2609 8 551 405 6 279 200 768 99 282 30
5 38993 34488 88.4 243 8555 10936 120 4505 10533 273 247 124 2749 8 698 2
6 9609 6572 68.4 54 1931 2193 12 1508 3037 40 47 2 674 0 108 3
7 1163 1124 96.6 22 220 161 0 15 42 39 338 217 0 0 7 102
8 20448 13288 65.0 331 1621 796 0 156 336 1981 7160 7954 6 0 48 59
9 11882 5727 48.2 39 839 290 0 45 82 712 3700 6155 1 0 13 6
10 10361 2527 24.4 9 283 898 18 137 73 58 6 28 7834 94 913 10
11 2739 459 16.8 0 2 219 0 9 5 0 21 20 80 2280 101 2
12 23533 22254 94.6 386 5180 7077 45 2575 4895 457 308 304 928 66 1279 33
13 48482 991 2.0 24 215 120 1 15 78 65 193 59 8 0 213 47491
TOTAL: 4655 88186 92490 464 19328 51529 11384 27502 19672 13978 2547 4631 47849
#CORR: 258 47098 22280 8 4505 3037 39 7160 6155 7834 2280 1279 47491
%CORR: 5.5 53.4 24.1 1.7 23.3 5.9 0.3 26.0 31.3 56.0 89.5 27.6 99.3
#ERRS: 4397 41088 70210 456 14823 48492 11345 20342 13517 6144 267 3352 358
%OHM: 94.5 46.6 75.9 98.3 76.7 94.1 99.7 74.0 68.7 44.0 10.5 72.4 0.7
class zero pix = -32768; non-zero pix = 384215; correct pix = 149424; overall acc. = 38.9; avg. class acc. = 34.2
Kappa statistics (using program by R.Congalton, U.C.Berkeley):
LOWER LIMIT KHAT UPPER LIMIT
0.27602 0.27787 0.27973
TH1 TH2 TH3 TH4 VARIANCE
0.388907 0.153762 0.135650 0.156041 0.00000090
THE Z STATISTIC IS: 293.55325
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ITASCA State Park is located 20 miles north of Park
'Rapids, Minn., on U.S. Highway 71 in three counties:
Clearwater, Hubbard, and Becker. Highway map index: F-9.
GENERAL DESCRIPTION
At Itasca State Park, the mighty Mississippi River begins
its 2,552-mile journey to the Gulf of Mexico. Established in
1891 to preserve remnant stands of virgin pine and to
protect the basin around the Mississippi's source, this
32,000-acre park has become a famous natural and cultural
landmark in North America.
INTERPRETIVE PROGRAM
In summer, self-guided and naturalist-led activities give
visitors a firsthand introduction to Itasca. A receptionist at
the Headwaters and Forest Inn Interpretive Centers
answers questions. Posted throughout the park are
schedules of hikes, tours, children's activities, and evening
programs.
POINTS OF INTEREST
Itasca State Park offers visitors a variety of interesting
things to see and do:
• Douglas Lodge. This historic log hotel offers food
service, rooms and cabin rental from late May through
September. Dining room open 7:30 a.m. to 8:00 p.m. daily.
• Forest Inn. A massive log and stone structure erected
by the C.C.C.'s in the 1930's has a gift shop, interpretive
programs, and meeting room.
• Preacher's Grove. Named for a religious convention
that once camped here, this stand of more than 250 year
old Red pine began growing after a major forest fire swept
the region in 1714.
• Peace Pipe Vista. A wide-angle view of Lake Itasca
and favorite place to watch sunsets, take pictures, and
listen to evening loon music.
• Campgrounds. 218 family campsites are located at
Bear Paw Campground on the lake and at Pine Ridge
Campground just east of Park Headquarters. Both
campgrounds have showers and flush toilets. A dump
station for travel trailers is located at Bear Paw. 12181
266-3655.
• U of M Forestry and Biological Station.
• Park Headquarters. The administrative office of the
park is open through the day, year around. Telephone: 12181
266-3654.
• Boat Landing, Picnic Grounds, Swimming Beach.
Between Park Headquarters and Brower Inn are parking lots
for these activities. Boat rental and launching is available.
The beach has a change house.
• Brower Inn and Natural History Museum. Open in the
summer, Brower Inn offers a snack bar downstairs for
beach attire and one upstairs for the general public. A short
walk north along the lakeshore brings visitors to the wildlife
museum.
• Indian Mounds and Wegmann Cabin. These
500-year-old mounds were partially excavated in 1890.
Laws now prohibit disturbance of these old burial sites. A
short distance to the east, visible from the park drive, is the
Wegmann Cabin beside its replica.
• Mississippi Headwaters. Here, 1,475 feet above sea
level, the mighty river begins its run to the Gulf of Mexico.
Facilities include Interpretive Center, Souvenir Shop, and
toilets.
• Wilderness Drive. One way, heading west from the
Headwaters. Narrow and curvy in places. Drive slowly.
Watch for cars parked ahead. The following are at different
places along the drive:
• Boat landings. Rent boats at Squaw Lake and Elk
Lake through Itasca Landing. Rent boats at Mary Lake
through Douglas Lodge.
• Group Camps. Primitive sites are available to groups
by reservation only at Squaw Lake (with dining hall and
kitchen) and Elk Lake.
• Forestry Demonstration Area. Here visitors can see
and compare forest management methods.
• Wilderness Area. In 1965, University of Minnesota
researchers succeeded in having this 2,000-acre virgin
forest designated a Registered Natural Landmark by the
National Park Service.
• Minnesota Record White Pine. Minnesota's largest
White Pine is also found in the Park. The tree is located
in the Wilderness Area not far from the record Red Pine.
There is a trail leading to the tree.
• Big Pine Trail. Minnesota's record red — or Norway
— pine, a species especially adapted to withstand fire.
Scars on the trunk indicate that it has survived six forest
fires. Age: 300 years.
• Bison Site. A sign marks the location of
archaeological studies that established the presence of
people in this area 8,000 years ago.
• Observation Tower. South off Wilderness Drive, this
lookout tower offers visitors panoramic views of the
park.
• Telephone. At Campgrounds, Douglas Lodge, and at
Park Headquarters.
• Ice and Firewood. Purchase at the campground
registration station.
• Laundry, Groceries, Gas. Obtain locally outside the
park.
• Bicycle Rental. Available during summer season at
Bear Paw Campground and Itasca boat landing.
• Boat Tours. Available during summer season by
Douglas Lodge.
1. Brower Trail. Parallels the east shore of Lake
Itasca from Douglas Lodge to the boat-landing at Bear
Paw Campgrounds. Highlights of this trail include:
Schoolcraft Hill, a geological formation called an esker;
Schoolcraft monument plaque (near cabin 71 marking
the location where Schoolcraft first viewed Lake Itasca
in 1832; Preacher's Grove; Peace Pipe Vista overlook
along with many fine examples of Itasca's diverse
vegetation communities.
2. Mary Lake Trail. This trail begins just south (to the
right) of Forest Inn. After going along the northeast
shore of Mary lake, the trail terminates at the deer
exclosure.
3. Ozawindib Trail. Starting from the Douglas Lodge
area, this trail heads along the west side of Mary Lake to
Iron Corners where it connects to the east end of the
Eagle Scout trail. Crosses the Red Pine Trail at about the
mid
-point.
4. Okerson Heights Trail. From the Ozawindib Trail to
the Red Pine Trail. Leads to the pine-covered Okerson
Heights, the third highest point in Itasca.
5. Red Pine Trail. From the Park Drive between Arco
and Josephine Lakes (south entrance road) to the Deer
Park Trail. Passes through large stands of Red (Norway)
Pine as it winds past Budd and Myrtle Lakes. This trail
intersects the Ozawindib, Okerson Heights, and
Crossover trails providing several loop options.
6. Deer Park Trail. A long trail beginning in the
southeast part of the Douglas Lodge area and
terminating at its junction with the Eagle Scout trail in
the southern part of the park. Passes several beautiful
lakes. Watch for loons at McKay Lake (just south of the
Crossover trail junction). A good trail for a "sack lunch"
excursion".
7. Aiton Heights Trail. An east-west trail from the
Ozawindib trail along the west side of Mary Lake to the
Aiton Heights Observation Tower. To hike from Douglas
Lodge to the tower, take either the Deer Park or
Ozawindib trails until they intersect with the Aiton
Heights trail. Head west (right) to the Observation
Tower.
8. Big Pine Trail. A short trail off Wilderness Drive
where two of Itasca's most popular sites are located —
the bison kill site and Minnesota's largest red (Norway)
pine.
9. Eagle Scout Trail. Well named! This trail is for real
"scouters." Accessible only by hiking the Ozawindib,
Deer Park, DeSoto, or Nicollet, the Eagle Scout winds
through some magnificent pine stands with spectacular
views of remote lakes. At the junction with the
Ozawindib trail, walk approximately 100 feet south to
find the Iron Corners historical marker, marking the
junction of three Minnesota counties.
10. DeSoto Trail. From Wilderness Drive south to the
Eagle Scout trail. First established as a forestry road for
fire emergencies, this trail is in excellent condition and
takes you through mostly aspen forest. For a shorter
loop, take the crossover at the mid-point of the DeSoto
and return on the Deer Park.
11. Nicollet Trail. From Wilderness Drive to Hernando
DeSoto Lake. This trail, a former trunk trail, passes
through large red pine stands. Nicollet and DeSoto
cabins are located near the south end of the Nicollet
trail. These old cabins were built to house rangers during
the forest fire season in the early days at Itasca.
12. Headwaters Trail. Leads to the outlet of Lake
Itasca. Definitely the busiest trail in the park.
13. Allen Lake Trail. This short and interesting nature
trail starts at the Aiton Heights Observation Tower
parking lot. Terminates at Allen Lake. Look for signs of
wildlife along this trail.
14. Two Spot Trail. Leads west from the mid-point of
Wilderness Drive. Originally an old forestry road, the two
spot will take you to the Twin Lakes on the west side of
the park.
15. Bohall Wilderness Trail. Extends from the
Wilderness Drive to Bohall Lake. This short trail passes
through some of the outstanding examples of the
red-white pine forest community to be found in Itasca
State Park.
16. Schoolcraft Trail. You will find the trail head at the
southeast corner of the Headwaters parking lot. This
trail terminates at Hill point with a view of Lake Itasca
and Schoolcraft Island. An excellent birdwatching trail.
17/18. Professor Cheyney/Professor Green Trails.
These two trails will take you between Bear Paw
Campground and the boat landing. They provide safe
hiking from the campground to the beach. Itasca's
Pioneer Cemetery can be found on the shore of Lake
Itasca along the Professor Cheyney Trail.
19. LaSalle Trail. An excellent trail for an evening walk
from the east side of Pine Ridge Campgrounds. This trail
takes you by a pine regeneration experiment area.
20. Beaver Trail. This trail starts from the far northeast
corner of the park. It will take you to LaSalle Creek, a
place where beaver activity can be found during most
years.
21. Unnamed. From Pine Ridge Campground to the
Mississippi Headwaters.
22. Dr. Robert's Trail. This 2 mile nature trail has an
in-depth self-guiding booklet (available at Douglas
Lodge). The trail takes you through a bog, to the old
timer's cabin and along the ridge overlooking
Lyen-decker Lake. An excellent trail for wildflower
photography and plant identification.
23. Crossover. These two connecting trails (DeSoto
to Deer Park and Deer Park to Ozawindib) were
constructed in 1980 and were appropriately named for
their purpose. These two trails permit the trail-hiker or
cross-country skier a number of alternate routes in this
part of Itasca.
24. Landmark Interpretive Trail. Located at the
Wilderness Sanctuary parking area on Wilderness Drive.
This short trail will introduce you to the wilderness
character of the original Itasca landscape. Points of
interest along the trail include the National Natural
Landmark plaque, a tree finder, the big windfall and
lightning tree. Self guiding leaflets available.
SO EVERYONE CAN ENJOY THE PARK
• Deer hunting is permitted in certain areas of the park
to prevent over-browsing and starvation that could
result from the absence of large predators such as the
timber wolf.
• No intoxicating liquors may be consumed in the
park.
•Pets must be kept on a controlled leash no longer
than six feet and attended.
• Motorized vehicles may not use park trails.
However, snowmobiles may use designated trails during
winter.
• Leave plants, rocks, or artifacts where they are. Let
others enjoy them.
• Air mattresses and other floats are prohibited in the
swimming area.
•Build fires only in fire rings or in fireplaces provided
for that purpose. Do not scavenge dead wood from
forest floor.
• The park is closed from 10 p.m. to 8 a.m., except in
the cabin or campground area.
• Loud noises or other disturbances are prohibited
after 10 p.m.
• All vehicles require park permits, which may be
purchased at headquarters or at entrance stations when
open.
• Motor boats may not exceed 10 mph on park lakes.
• No camping in undesignated areas. Backpack
camping by permit only.
FOR MORE INFORMATION
Itasca State Park Manager
Lake Itasca, MN 56460
(218) 266-3654
OR
Department of Natural Resources
Division of Parks and Recreation
Information Center
500 Lafayette Road
St. Paul, MN 55155-4040
(6121296-6157
Or TOLL FREE from within Minnesota
1-800-652-9747 (ask for the DNR)
Designed/Produced by Engineering 25,010/4/89
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FOREST TYPES
A Aspen, Paper Birch
LH - Lowland Hardwoods
VII - Upland Hardwoods
Jack Pine
Red Pine
11( - White Pine
ST T
OVER
1 5
F _ Balsam Fir, White Spruce
S - Black Spruce
T - Tamarack
co - cutover area
hONFOREST TYPES
( C</s
Y•IN
W ate r
Roadway
Marsh
Lowland Brush
Upland Brush
Upland Crass
Development
4 - section corner
- roads
FOREST CLASSIFICATION EXAMPLES
SIZE CLASS
a - 0-/"
b - 1-5"
C - 5-9"
d - 9+"
average tree
diameter al
breast height
CROWN CLOSURE
- 0-33
2 - 34-66
3 - 67-100
percent crown
closure of dominant
and co-dominant trees
Ac2 Aspen/Birch, stand, 5-9" d,bh class, 34-66 percent crown closure
Rd3 = Red pine stand, 9+" dbh class, 67-100 percent crown closure
This map was !3rigirtally_pr oclu.ced in 1966 by Professor Merle
Meyer. at a scale of 1.15)840 :isAstng radial tine mapping
techniques from 1.15,840 9r9 black & white infrared
aerial photographs flown August 16, 1.966 with a 6.0" focal
length camera. Subsequently, July 12, 1.983 9x9" black &
white 1:15,840 infrared aerial photography and
0
September 25, 1985 35mni color infrared aerial photography
were photointerpreted to update this 1985 version, Minimal
field checking was done during the summer of 1989. Type
lines may vary as much as 200 feet due to errors inherent
in the photography and from rectifying the original map to
a Universal Transverse Mercator (UT M) projection.
SCALE 1:24,000
.25 .5 75 I m..tc
Prepared by Brian Huberty, Remote Sensing Laboratory
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