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の移動距離は 2点の直線距離を用いて計算可能である．点 Aでの座標を (xa, ya)，
点Bでの座標を (xb, yb)とすると移動距離 dは
d =
√
































Start Time Mouse Move Key Input
2010-04-01 8:00:00 3214 3
2010-04-01 8:15:00 342 165
2010-04-01 8:30:00 0 503
2010-04-01 8:45:00 0 386
2010-04-01 9:00:00 23248 0



















































Start Time Process Name Duration (sec)
2010-04-01 8:00:30 Web 403
2010-04-01 8:07:13 Mail 165
2010-04-01 8:10:15 Word 503
2010-04-01 8:18:38 Web 386
2010-04-01 8:25:04 Excel 303
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て，多変量解析の手法である特異値分解 (SVD : Singular Value Decomposition)と






































































3.3. 分析手法 　　 21
本研究では主成分を求める方法とし特異値分解を用いる．そこで，まず特異値
分解について主成分分析の観点から確認をしておく．行列Xの特異値分解を
X = UΣV 
とおくと，V の i列成分Viは第 i主成分負荷量となる．U の i列 (1 ≤ i ≤ p)成分
Uiは分散を 1に基準化した X の第 i主成分得点であり，Σの (i, i)対角成分 Σii







W = 〈wt1 , wt2 , . . . , wtn〉
とおく．ここで，ti はウインドウ遷移時刻であり，i < jかつそのときに限り ti < tj
である．また，wti を時刻 ti で遷移したウインドウのプロセス名とする．ある時
刻 Tiから始まるウインドウの遷移系列 s(i) を以下のように定義する．
s(i) = {wtj | Ti ≤ tj < Ti +ΔT}
ここでΔT をウィンドウ幅と呼ぶ．また，Ti+1 − Tiを定数時間 Sとしてスライド
幅と呼ぶことにする． 図 3.2に例を示す．この例では，ウインドウ幅ΔT = 60分
，スライド幅 S = 15分であり，













s(j + 1) = 〈word,mail,www,excel〉




Hi(W ) = −
∑
w∈s(i)









次にウィンドウ遷移の条件付きエントロピーHi(W | W ′)を次のように定義する．

































Pr(W ′ = w′)
∑
w∈s(i)


























































本研究では，まず，ユーザー ui(i ∈ {1, 2, . . . , n}), の時刻 tj (j ∈ {1, 2, . . . ,m})
における変量を xi(j)とし，ユーザー uiの時系列データベクトルを xiとおく．
xi = (xi(1), xi(2), . . . , xi(m))

26 　　 第 3章 多変量解析を用いたパターン分析
さらに，m× nの行列Xを次のように定義する．
X = (x1,x2, . . . ,xn) =
⎛
⎜⎜⎜⎜⎜⎜⎝
x1(1) x2(1) . . . xn(1)









X = UΣV 






































対象ログにおいては，第 1主成分の寄与率は 52.9%，第 2主成分までの累積寄与
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また，第 4主成分までを利用し階層型クラスタリングを行った結果を図 3.7 に示
す．図 3.6と同様に各ユーザーは部署番号で表示されている．樹形図の下の濃淡図
は，各主成分の主成分負荷量を示している．
この図より部署 2，部署 5，部署 7，部署 3，部署 4がそれぞれ近い位置でクラス
タ化されている様子が見える．　
最後にアプリケーションの使用比率の主成分を抽出し，その主成分得点を 3次
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が多いことに気づく．特に，部署Dでは 2人または 3人の複数の固まりが確認で



























































































































































3.4. NMFを用いた分析 　　 33
3.4.1 非負値行列因子分解 (NMF)
非負値行列因子分解は，全ての要素が非負であるような行列を非負値からなる 2
つの行列の積で近似する手法である [15]．n×mの非負値行列 V が与えられた時，
NMFは
V ≈ WH
となるW とHを求める．この時W は n × r行列，Hは r ×m行列であり，rは
ランクと呼ばれるパラメーターである．
n個の変数で表現されるm個の個体が与えられた場合，i番目の個体を n次元の
ベクトルを用いて vi = (vi1, . . . , vin) と表わすとする．V をm列の vTi で構成した
場合














NMFを用いて得られるW とHをwi = (wi1, . . . , win),
hi = (hi1, . . . , hir) として以下のように表わす．










w1n . . . wrn
⎞
⎟⎟⎟⎠
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上記アルゴリズムは V とWH間のコスト関数が小さくなるようにW とHの更新
を行う．コスト関数に関しては複数提案されているが，本研究では以下の関数を
用いる．











































場合，ウィンドウ遷移ログLはL = (L1, . . .Lγ)のように分割される．ユーザー a
の第 k週の時刻 tから時刻 t+Δtの間の p個のアプリケーション使用頻度ベクトル
をuak(t) = (u1ak(t), . . . , u
p
ak(t))とする．ここで各 uxak(t)はLk内のログのタイムス






各ユーザーの週ごとのアプリケーション頻度ベクトル系列uak = (uak(t1), . . . ,uak(tT ))
を 1個体とし，入力行列 V を構成する．ここで t1は分析対象とするログの開始時




, . . . ,uTa1γ,u
T
a21





1 . . . ua1γ(t1)






p . . . ua1γ(t1)
p . . . uasγ(t1)
p
ua11(t2)
1 . . . ua1γ(t2)






p . . . ua1γ(tT )





このような V からNMFアルゴリズムを用いてW およびHを求める．W の各
列は基底ベクトルであり，V の各列と同等の構造を持つと考えることができ，基
底となるアプリケーション使用頻度ベクトル系列を得ることができる．
3.5. 分析結果と考察 　　 37
本分析においては 1部署の平日の 8:00から 21:00までのウィンドウ遷移ログを
対象に行った (t1 = 8, tT = 21)．対象部署の 16人を分析対象とし，18週分 (4ヶ月)
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図 3.11: USER1のアプリケーション使用頻度ベクトル系列










アプリケーション数 p = 9,観測時間 T = 13，対象ユーザー数 s = 16，観測期間
γ = 18であるため，入力行列 V は縦 n = 117，横m = 288の行列となる．本分析
では実験的にパラメーター rを 16 とした．





































































































































































































ベクトル 6は午前中から 16:00まで高頻度であり，基底ベクトル 7は 16:00 以降で
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の中盤部分の傾向は一致していることが分かる (基底ベクトル 1, 7, 11)．このよう
に，実際の業務の内容が変化したことが混合係数の傾向の変化で表現され，同一
の業務を行っている場合に混合係数の傾向が似ているというが確認できる．











































































































HMMのパラメーター λ = {S,A,B, π}を以下のように定義する．
• S: 状態の集合 S = {1, 2, · · ·, K}
• A: 状態遷移確率 A = {aij} aijは状態 iから状態 jへ遷移する確率
• B: 出力確率 B = {bi(o)} biは状態 iの時に o ∈ V が観測される確率
• π: 初期確率 π = {πi} πiは最初の状態が iである確率
図 4.2はHMMを状態遷移図として表わした例である．各状態はそれぞれ初期確
率を πiとし，その状態に滞在する場合に oが観測される出力確率 bi(o)を持つ．例
えば状態 1に関して，bi(’A’) = 0.2,bi(’B’) = 0.8の場合，状態 1に遷移した場合’A’
が観測される確率が 0.2，’B’が観測される確率が 0.8である．

















測値の系列から各パラメーター π, aij, bi(o)の推定を行う．
Baum-Welchアルゴリズムは HMMのパラメーター推定を行う非常によく知ら




• 時刻 tで状態 Siに滞在しており，時刻 tまでの観測値の系列を出力する確率
αt(i) = Pr[o1, o2, . . . , ot, qt = Si|λ]
• 時刻 tで状態 Siに滞在している場合に，時刻 t+ 1から最後 (時刻 T )までの
観測値の系列を出力する確率
βt(i) = Pr[ot+1, ot+2, . . . , oT |qt = Si, λ]















• 時刻 tで状態 Siに滞在しており，時刻 t+ 1で状態 Sjに滞在する確率
ξt(i, j) = Pr[qt = Si, qt+1 = Sj|o, λ]
• 時刻 tで状態 Siに滞在している確率
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Viterbiアルゴリズム
ViterbiアルゴリズムはHMM λと観測値系列O = o1o2 . . . oT が与えられた場合
に状態遷移の最尤経路Q = q1q2 · · · qT を求めるアルゴリズムである．





P[q1q2 · · · qt = i, o1o2 . . . ot|λ]














ψt(j) = arg max
1≤i≤N
[δt−1(i)aij]
最後に時刻 T における滞在確率が最も高い状態 q∗T を求め，
q∗T = arg max
1≤i≤N
[δT (i)]
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Viterbiアルゴリズムでは長さ T の観測値系列に対して，KT の状態遷移の経路









Eをログ中ExcelやWordのように記録されているイベント {e1, . . . , em}の集合
とする．等間隔に測定された離散的なインターバル t ∈ {0, . . . , T}に対して，イン
ターバル [t, t+1)中に観測されたイベントの集合を観測値とする．ここで，[t, t+1)
は t ≤ t′ < t+1を満たす期間 t′とする．例として t ∈ {8 00, 8 10 . . . , 21 00}とする
と [8 00, 8 10)は 8:00から 8:09:59までの期間である．インターバル [t, t + 1)に観
測されたイベントの集合を otとし，
ot = {e ∈ E | e occurs in [t, t+ 1)}と定義する．これにより，ログから観測値と
してイベント集合の系列を得る．




まず隠れマルコフモデル (Hidden Markov Model:HMM)を用いてイベント集合
の系列を生成する確率的モデルを構築する．従業員が業務を行う際には，各業務
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抽象度の高い業務パターンモデルを作成するため，イベント集合系列O = (o1, . . . , oT )
を I = (I1, . . . , Iτ )に分割する．
o1, . . . , ot1−1︸ ︷︷ ︸
I1
, ot1 , . . . , ot2−1︸ ︷︷ ︸
I2
, ot2 , . . . , otτ−1, otτ , . . . , oT︸ ︷︷ ︸
Iτ
,
ここで t1 < t2 < · · · < tτ ≤ T とし，i ∈ {1, . . . , τ}に対して各セグメントを
Ii = (oti , . . . , oti+1−1)とする．
タスク遷移
業務において従業員はK個のタスク (作業)状態を持つとして，それぞれに固有
の状態 si ∈ {s1, . . . , sK}を与えることとする．従って，タスク状態は状態の集合と
してS = {s1, . . . , sK}と表記される．また，I中の各セグメント Iiは i ∈ {1, . . . , τ}
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表 4.1: 表記
0, . . . , T 離散時間系列
E = {e1, . . . , em} イベントの集合
O = (o1, . . . , oT ) イベント集合の系列
ot ⊆ E 時刻 tに観測された
イベントの集合
I = (I1, . . . , Iτ ) セグメントの系列
S = {s1, . . . , sK} タスク状態の集合
S = (σ(1), . . . , σ(τ)) Iに対応する状態の系列
に対して，それぞれタスク σ(i) ∈ Sに対応する．これにより，ユーザーはセグメ
ント I1の σ(1)から業務をスタートしセグメント Iτ 中の σ(τ)で終わる場合，タス
ク遷移S = (σ(1), . . . , σ(τ))を得る．
si, sj ∈ Sにおける状態 siから状態 sjへの遷移確率は a(si, sj)で表記され，行列
A = {aij}で表わされる．初期確率 πsはユーザーが状態 s ∈ Sから業務をスター






ことが容易に予想出来る．それゆえ，タスク s ∈ Sでユーザーが使用するアプリ
ケーションウィンドウの集合 o ⊆ E は出力確率 bs(o)に従うと想定する．ここで，
全ての状態 s ∈ Sに対する出力確率 bs(o)の集合をBとし，o ⊆ E とする．
与えられた集合Bに対して状態 sでアプリケーションウィンドウ eがフォアグ
ラウンドウィンドウになる確率は Ps(e)で与えられ，以下のように推定される．
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Ps(e) =
∑
o⊆E such that e∈o
bs(o)
従って，アプリケーションの数をmとした時，タスク sのおけるユーザーはそ
れぞれのアプリケーションウィンドウ e1, . . . , emに対して確率 Ps(e1), . . . , Ps(em)
で出現する．タスク sに対して，これら出現確率をm次元のベクトルとして
Ms = (Ps(e1), . . . , Ps(em))
と定義し，sのタスク要約と呼ぶことにする．
4.2.4 業務パターンモデルの推定
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cost(Ii, Ii+1) = − log2(P (Ii ◦ Ii+1 |M ′i,i+1))
+ log2(P (Ii |M ′i)) + log2(P (Ii+1 |M ′i+1))
ここで− log2(P (Ii |M ′i))はセグメント IiをモデルM ′i を用いて記述した時に必要
なビット数を意味する．モデルM ′i は Iiから推定される各アプリケーションの出
現頻度である (Pi(e1), . . . , Pi(em))で表現される（前節のタスク要約と類似してい
るが同一のものではない）．各 Pi(ej)は n(e, I)をセグメント I 中に eが観測され
た回数とすると Pi(ej) = n(ej, Ii)|/|Ii|で計算できる．同様に n(ē, I)はセグメント
I中に eが観測されなかった回数である．（M ′i,i+1も同様にセグメント Ii ◦ Ii+1から
推定される．）







ステップ 2において，各セグメント Iiは k-meansクラスタリングによって状態
s ∈ Sが付与される．クラスタリングを行う際に 2つのセグメント Iiと Ijの距離を
















を ct ∈ Sとする．
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ステップ 3ではステップ 2で得られた結果を基に HMMの初期パラメーターを
決定する．D(s)をクラスタ sに割り当てられた観測値の集合とし，n(e,D(s)) を
D(s)でイベント eが観測された回数とする．
まず，タスクsのタスク要約Ms = (Ps(e1), . . . , Ps(em))はPs(e) = n(e,D(s))/|D(s)|
から決定される．次に C(s)を {t ∈ {1, . . . , T} | ct = s}とし，HMMの初期パラ




















直感的には図 4.5のように，このカーネルは 2つのグラフ上を 2つのランダム
ウォーカーが移動した軌跡を比較することに相当する．ランダムウォーカーはあ
る頂点を出発し，辺の遷移確率に従って次の頂点へと移動する．τ ステップ後には


























スク遷移グラフのタスク要約と一致する．また，E ⊆ S × Sは有向辺の集合であ
る．長さ τ のタスク系列は S = (v1, . . . , vτ )で表記し，v1, . . . , vτ は S上の頂点を
意味し，頂点 viと vi+1は (vi, vi+1) ∈ Eで結ばれている．また，グラフG上の長
さ τ のタスク系列の集合をSτ (G)と表記する．
Gのランダムウォークによってタスク系列S ∈ Sτ (G) が得られる確率は







ここで，ランダムウォーカーが頂点 v1からスタートする確率を πv1とし，頂点 vτ
で終了する確率を πvτ とする．a(vi−1, vi)は頂点 vi−1から頂点 viへの遷移確率であ
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i)はタスク要約Ms = (Ps(e1), . . . , Ps(em))とMs′ = (Ps′(e1), . . . , Ps′(em))間




































図 4.6は同一クラスタに属するグラフのある 2つのノード間の遷移確率を 0.1で
量子化した場合の度数分布である．この例では，遷移確率は 0付近と 1.0付近で遷
移確率が 2極化している．このような場合に平均を用いてしまうと，0.6という本













C を 1つのクラスタに属する作業パターンモデルグラフの集合 G(1), . . . , G(N))
とすると各グラフは遷移確率行列Ak = a(k)ij で表現できる．
これより，クラスタCの共通部分G∗,Ak = a∗ijは以下のように計算できる．
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は高いとして得られる．一方，ノード 2とノード 3間ではグラフ Cのみが高い遷
移確率を有しているが，他の 2つのグラフでは遷移確率が 0であるため，共通部
分としての遷移確率も 0となる．この場合グラフ Cのノード 2とノード 3間の遷














平日の 8:00から 21:00までを対象に 4か月分のログを用いて行った．
対象企業全体のアプリケーション使用率を計算することにより上位 8種類のアプ
リケーションをイベントとして用い，これら以外のアプリケーションは “Others”
として合計 9つのカテゴリを使用した (m = 9)．




Explorerや Firefox ，Google Chromeなどが含まれる．











この図から分かるように 9月は状態 7, 8, 11が多く見られるが，10月では状態
5, 7, 10, 11，11月以降では 5, 7, 10と滞在する状態に変化が見られる．状態 7はど
の月にも多く見られることから状態 7はUSER1の基本的な業務単位であると捉え
る事が出来る．






態の滞在率を表現する．この図よりUSER1は状態 2,状態 7と状態 10の滞在率が
高いことが分かる．
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図 4.11: カーネル PCAで得られた各ユーザー月ごとのプロット




























た日を意味する．また “校正”と “原稿提出” は一日を通してUSER2が同一の業務
を行った日を意味する．この表よりクラスタ 3と 4がそれぞれ “校正”と “原稿提
出”と対応することが分かる．11/22および 11/30は “一般”であるが複数の業務
の中で “原稿提出”に含まれる業務が多くあったことが予想出来る．また，クラス
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クラスタ 1 状態 4(Mail,Excel)と状態 2(NOP)間に非常に強い遷移が見られる．こ
れより USER2は自席にあまりいないか，PCを使用しない作業を行ってお
り，時々メールのチェックとExcelでの作業を行っていることが想定できる．
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表 4.3: クラスタと実際の業務
No 日付 業務
1 11/1 Mon 一般
1 11/5 Fri 一般
1 11/26 Fri 一般
2 11/2 Tue 一般
2 11/8 Mon 一般
2 11/12 Fri 一般
2 11/18 Thu 一般
2 11/24 Wed 一般
2 11/29 Mon 一般
No 日付 業務
3 11/4 Thu 校正
3 11/10 Wed 校正
3 11/11 Thu 校正
3 11/19 Fri 校正
3 11/25 Thu 校正
4 11/9 Tue 原稿提出
4 11/15 Mon 原稿提出
4 11/16 Tue 原稿提出
4 11/17 Wed 原稿提出
4 11/22 Mon 一般
4 11/30 Tue 一般
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4.5.1 対象ログ













当する．この値はUSER AとUSER Cでは 1.5倍以上の差があり，切り替え頻度
に個人差があることが分かる．
表 4.5: ログ取得対象者
ユーザー名 入社月 有効日数 ログ数 平均ログ数
USER A 2010/09 824日 727426行 882行/日
USER B 2010/09 684日 784328行 1146行/日
USER C 2011/04 616日 828426行 1344行/日
USER D 2011/04 717日 722240行 1007行/日
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まず，ログから日別に観測値系列 Inを作成し日付順に並べると，ログの有効日
数を T とすると系列 I = (I1, . . . , IT )を得ることができる．n番目の業務パターン
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分布が確認でき，重なりあっている箇所が少ないことから，それぞれ固有のパター
ンを保持していることが予想出来る．
















































図 4.18: 4人のカーネル PCA結果
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2010/09 2014/06 2011/04 2014/06


































































































































































































































































































































































































































































































































図 4.20: 原点からの距離とクラスタ (左:USER A,右:USER C)
用いて業務パターンモデルを作成し，カーネルPCAおよびクラスタリングを行っ








76 　　 第 4章 HMMを用いたパターン分析
表 4.6: 実業務のヒアリング調査結果
USER A 該当業務 USER C 該当業務
A 　　　　　　研修 J 研修
B 引き継ぎ K 引き継ぎ
C 事務 L 事務
D 引き継ぎ M 事務+自席外作業
E 経理業務 N 資料整理
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を付与して起動する必要がある．
///////////////////////////////////////////////////////////////////////////













HINSTANCE hInst; // 現在のインターフェイス
TCHAR szTitle[MAX_LOADSTRING]; // タイトル バーのテキスト




LRESULT CALLBACK WndProc(HWND, UINT, WPARAM, LPARAM);
HWND g_hWnd = NULL;
BOOL g_bExit = FALSE;
HHOOK g_hKeyHook = NULL;
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//マウス情報を保持する変数
POINT g_pt = {0,0};
//時間内の移動距離を保持する変数




#define OUTPUT_TIMER_INIT_EVENT 1000 //最初の出力イベント
#define OUTPUT_TIMER_EVENT 1001 //2回目以降の出力イベント
#define OUTPUT_TIMER_MINUTE 1 //出力周期（分）
#define OUTPUT_TIMER_SPAN (OUTPUT_TIMER_MINUTE*1000*60) //1分
//dwProcIDで指定されたプロセスの実行ファイル名を pExePathに格納
BOOL GetExePathFromProcessID( DWORD dwProcID, PCHAR pExePath, DWORD dwSize)
{
BOOL bRet = FALSE;
//引数のチェック
if( dwProcID != 0 && pExePath != NULL && dwSize > 0){
//プロセスを OPEN
HANDLE hProcess = OpenProcess(PROCESS_ALL_ACCESS,FALSE,dwProcID);
if( hProcess != NULL ){
//実行ファイル名を取得
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//プロセス名とと期間をファイルに出力
//YYYY-MM-DD HH:MM:SS,プロセス名,期間（秒）
BOOL WriteWndLog( PCHAR pExeName ,DWORD dwDuration)
{
BOOL bRet = FALSE;
//引数のチェック
if( pExeName != NULL ){
FILE *fp = NULL;
//出力用ファイルを追記書き込みでオープン　
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//ウィンドウの切り替えを検出するスレッド
DWORD WINAPI RecordWindowThread( PVOID pParam )
{
DWORD dwRet = 0;
DWORD dwPreProcID = 0;
//前回の切り替え時刻を保持しておく
//GetTickCountはシステムが起動してからのミリ秒を返す
DWORD dwPreTime = GetTickCount();
HWND hPreWnd = NULL;
DWORD dwProcID;





while( g_bExit == FALSE ){
//現在のアクティブ（Foreground）のウィンドウを取得
hWnd = GetForegroundWindow();





if( dwPreProcID != dwProcID){
DWORD dwDuration;
dwDuration = (GetTickCount()-dwPreTime);
if( cExePath[0] != 0x00 ){
//切り替えられたウィンドウの情報を出力
WriteWndLog( cExePath ,dwDuration );
}





cExePath, sizeof(cExePath)) != FALSE )
{
//パスの場合はファイル名を切り出す
pExeName = (PCHAR)_mbsrchr((PBYTE) cExePath, ’\\’);
























BOOL bRet = FALSE;
FILE *fp = NULL;
//出力用ファイルを追記書き込みでオープン　
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//マウス Hookの CALLBACK関数
LRESULT CALLBACK MouseHookProc(int nCode, WPARAM wParam, LPARAM lParam )
{
if( nCode == HC_ACTION ){
if( wParam == WM_MOUSEMOVE ){
PMSLLHOOKSTRUCT pmh = (PMSLLHOOKSTRUCT) lParam;
//前回の位置を用いて距離を計算
g_nDistance += (int)floor(sqrt(pow(g_pt.x - pmh->pt.x, 2.0 )






return CallNextHookEx( g_hMouseHook, nCode, wParam, lParam);
}
//キーボード Hookの CALLBACK関数
LRESULT CALLBACK KeyHookProc( int nCode, WPARAM wParam, LPARAM lParam )
{
if( nCode == HC_ACTION ){
//キーが離されたときの回数を覚える
//（押下時は取得できない場合や押しっぱなしの場合に複数発生するため）
if( wParam == WM_KEYUP||wParam == WM_SYSKEYUP ){
g_nKeyCount++;
}else if( wParam==WM_KEYDOWN ){
//PAUSE/BREAKキーが押されたら本プログラムを終了する
PKBDLLHOOKSTRUCT pkh = (PKBDLLHOOKSTRUCT)lParam;





return CallNextHookEx( g_hKeyHook, nCode, wParam, lParam);
}
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//Windows　 Main関数










HANDLE hThread = NULL;
DWORD dwThreadID = 0;
SYSTEMTIME CurrentTime;
//同時に２つ以上起動しないようにするため、MUTEXを作成
if( (hMutex = CreateMutex( NULL, FALSE, SEM_MUTEX_NAME ) ) == NULL





hThread = CreateThread( NULL, 0,
(LPTHREAD_START_ROUTINE)RecordWindowThread,NULL,0,&dwThreadID);
// グローバル文字列を初期化しています。
LoadString(hInstance, IDS_APP_TITLE, szTitle, MAX_LOADSTRING);
LoadString(hInstance, IDC_RECORDLOG, szWindowClass, MAX_LOADSTRING);
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MyRegisterClass(hInstance);
// アプリケーションの初期化を実行します:










g_hKeyHook = SetWindowsHookEx( WH_KEYBOARD_LL,
(HOOKPROC)KeyHookProc, NULL, 0);
//マウス用　 CALLBACK関数の設定








DWORD dwStartPending = CurrentTime.wMilliseconds?
1000-CurrentTime.wMilliseconds:0;
dwStartPending += (60-CurrentTime.wSecond
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- (CurrentTime.wMilliseconds?1:0) )*1000;
dwStartPending += (OUTPUT_TIMER_MINUTE




SetTimer( g_hWnd, OUTPUT_TIMER_INIT_EVENT, dwStartPending, NULL);
}
// メイン メッセージ ループ:
while (GetMessage(&msg, NULL, 0, 0))
{

















if( hThread != NULL ){
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WaitForSingleObject( hThread, 3000 );
















wcex.hIcon = LoadIcon(hInstance, MAKEINTRESOURCE(IDI_RECORDLOG));




wcex.hIconSm = LoadIcon(wcex.hInstance, MAKEINTRESOURCE(IDI_SMALL));
return RegisterClassEx(&wcex);
}
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HWND InitInstance(HINSTANCE hInstance, int nCmdShow)
{
HWND hWnd;
hInst = hInstance; // グローバル変数にインスタンス処理を格納します。
hWnd = CreateWindow(szWindowClass, szTitle, WS_OVERLAPPEDWINDOW,






































if( wParam == OUTPUT_TIMER_EVENT ){
//キーボードとマウスの情報を出力
OutputMousKeyLog();
}else if( wParam == OUTPUT_TIMER_INIT_EVENT ){
//Timerの削除
KillTimer( hWnd, OUTPUT_TIMER_INIT_EVENT );
//以降のキーボードとマウスの情報を出力するイベントを設定
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