ABSTRACT
INTRODUCTION
Few if any of the large and complex economic systems are indeed predictable (KeilisBorok, 2011) . In many cases, predictions are based on qualitative considerations. Insights regarding the "actual" model of a system and the way it works are frequently empirical.
The huge interest for the subject (around 2 450 000 hits on Google for "conferences on economic modeling") (* * *, Wikipedia) should be enough to justify the effort of developing a model and an algorithm that should converge to the approximated system based on accumulation of information regarding the states the system proves to find itself in its evolution. Each such state becomes information to be used in adapting / training the approximating model to better reflect the behavior of the approximated system.
Hypotheses
H1. The approximated system is describable by a continuous function. Even if not true in many cases, the approximation through an analytical function that is continuous is beneficial. The impact of this hypothesis has not yet been evaluated but it is part of the further research plan. H2. Any kind of model built is supposed to be fully described (a full set of input values, parameters and output values is available). Of course, in the absence of a part of the necessary data the model could either decrease its precision in making predictions or could even become unable make any predictions.
Limits of the model
The theoretical limits of this model are the following: L1. The approximated function is "known" only through a limited number of values corresponding to a finite number of points (T points). There is infinity of functions that pass exactly through those points. When developing the approximating function, only the smoother functions will be well approximated. L2. Having only information regarding T points, the convergence can be discussed only in relationship with those points and not with a given continuous function. L3. Determining the trajectory of the non-linear dynamic system is as well subject to approximations, on top of limits discussed above.
APPROXIMATING THE NONLINEAR SYSTEM FUNCTION
We consider a general form for a dynamic system (* * *, Wikipedia):
where x, F(x) ϵ R n . The non-linearity of the above system supposes that * + * <> + ( ) but the proposed method would be applicable both to non-linear and linear systems (for which a much richer range of methods exists).
Comment: the chosen representation of the dynamic system covers the entire relationship between inputs, state parameters and outputs of the system (which would be the traditional representation of a system, as in Figure 1 ). Once the function F is known, the evolution of the system itself could be determined with any of the known integration (numerical) methods (Atkinson, 2009) . A transformation of (1) into a discrete dynamical system leads to a difference equation:
which could serve as well in determining approximated future states of the system. Thus, the first step in determining the future evolution of a system is to determine its function F(x).
The approximating function
Let's consider that the observation of the approximated system has led to the following set of data:
1 , … , , where, ∈ -called the approximation points (3) and +1 = * ( +1 − )
that represent successive states of "to be" approximated system.
The task is to build an approximating function for F based on this data. A wide variety of methods exist already (Judd, 2012) . In order to choose the right solution (existing or new method), the following design specifications have been drawn (S1 … S4).
S1. The approximating function should converge to the "to be approximated" -called from now on "approximated" function in the above T points of ; S2. For each component of F, the approximating function should be built as a sum of simple functions that each of them have relevant value in the vicinity of one of the approximation points and are tending to zero the farther we are from that vicinity; in this case, we will have T simple functions, one for each approximation point and for each component of F; S3. As the approximated function is supposed to be continuous, we should choose a continuous approximating function; S4. The T approximating simple functions for each component of F should have more than one parameter in their expression, allowing in this case the imposition of additional conditions. Based on the above considerations (especially S2), a new method has been developed and the chosen expression for the scalar simple functions is:
where , and − 2 is the scalar product of the difference vector − with itself, is an approximation point and x is another point in where the approximated value of F is to be calculated.
The chosen function meets the above design specifications. The component of F will have thus the form:
Since the approximation of the vector function F is reduced to the approximation of its components, further, we shall discuss the approximation of the scalar function .
The approximation algorithm
Corresponding to each component of F, we extract from the given set of data the relevant components that specify for each ∈ the values should have for each approximating point (
The first iteration of the approximating function is defined as follows: 1. Determine the minimum and maximum values of , and and their corresponding approximating points and . 2. Determine the parameters for the first iteration of the approximating function, corresponding to and :
by imposing the following conditions:
1 ( ) = (8) and,
3. Determine the next-iteration-to-approximate-values :
by substracting the approximated through values of from the actual values of . For a certain iteration "k", the steps would be similar (Figure 2 The parameters' expressions are determined by conditions (7), (8) and (9). In addition, as we have three conditions and 4 parameters, we may add the supplementary condition = = .
(11) The results are the following:
= 9 8 * ( + 3 )
The stop criterion could be given (not the only conceivable one) by the following inequation:
where ԑ is small enough to satisfy the approximation precision needs.
The stop criterion is based on the idea that the  distance between the o approximating values and the o approximated ones becomes after k iterations sufficiently (relatively) small as compared to the approximated values (supposing that the approximation method is convergent).
The function
As defined in (4), The convergence of the approximation to the approximated function
As the approximated function is known only through its T values (approximation points and their corresponding values) the convergence could be discussed only within the limits of the convergence of the approximating function to the corresponding known values in the approximation points.
The degree of convergence is measured by the STOP criterion (15). At the moment of the submittance of this article, no formal demonstration of the convergence was available. However, beyond the intuitive convergence due to the fact that for each iteration the next approximation is made for the previous approximated difference, strong experimental data presented in the next chapter supports this hypothesis. One of the author's objectives is to further formally prove the convergence.
Testing the proposed approximation method
For simplicity reasons and without losing the generality, the testing was done for 1-dimensional functions. The to-be approximated values were generated using 52 types of functions, for which values were calculated in randomly generated points and with randomly generated coefficients for a total of 1000 cases.
The Distance between the approximating function and the approximated one has been defined through the following function -see (15):
The smaller D (the approximation error), the higher the degree of convergence. D was calculated after 10 approximation iterations. This shows that after not more than 10 iterations, only:  2.8% of the cases had a lower convergence corresponding to D between 8% and 32%.  About 8% of the cases had a convergence corresponding to D between 4% and 8% and  the rest of 89.2% of cases had a convergence corresponding to D between 0% and 4%. Table 1 shows the convergence depending on the type of function approximated. With the exception of the first two types of functions having the shape presented sketchlike in Figure 5 -which present a lower degree of convergence (a higher approximation error -D=21,495% and D= 10,683) -the average approximation error for the other types of graphics is below 8%. A trainable model should be based on the gradual accumulation of as-much-as-possible non-redundant data, by using (2):
Each new input-state-output vector x (called reference vector) should be tested against the model's capability to predict the state based on the previous state.
If the prediction error is below an acceptable threshold, no learning based on this vector should take place. If the model's capability to predict is affected by an error above the chosen threshold, the new vector should be learned and added to the existing set of reference vectors and the model (the function F -in fact each of its components of F) should be re-approximated through the φ functions associated to each reference vectors x. If associated to a vector x we find two different successor vectors 1 2 , the interpretation would be that we cannot decide if the prediction should be 1 2 .
In order to discriminate and choose correctly, additional information is needed and such information should take the form of a "hidden" parameter that would increase the dimension of the input-state-output space by one. Further system evolution should include the values of the new parameter. So inability to predict is a good clue that the system's model is based on an incomplete set of parameters.
