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The Green’s function plays a crucial role when studying the nature of quantum many-body sys-
tems, especially strongly-correlated systems. Although the development of quantum computers in
the near future may enable us to compute energy spectra of classically-intractable systems, meth-
ods to simulate the Green’s function with near-term quantum algorithms have not been proposed
yet. Here, we propose two methods to calculate the Green’s function of a given Hamiltonian on
near-term quantum computers. The first one makes use of a variational dynamics simulation of
quantum systems and computes the dynamics of the Green’s function in real time directly. The
second one utilizes the Lehmann representation of the Green’s function and a method which cal-
culates excited states of the Hamiltonian. Both methods require shallow quantum circuits and are
compatible with near-term quantum computers. We numerically simulated the Green’s function of
the Fermi-Hubbard model and demonstrated the validity of our proposals.
I. INTRODUCTION
The advent of a primitive but still powerful form
of quantum computers, called noisy intermediate-scale
quantum (NISQ) devices, is approaching [1]. NISQ de-
vices have a few hundreds to thousands of qubits under
highly precise control but they are not fault-tolerant. It
is believed that the behaviour of NISQ devices will soon
reach a stage that one cannot simulate its dynamics us-
ing classical computers, due to exponentially-increasing
size of the Hilbert space with the number of qubits [2–6].
Therefore, many researchers expect that NISQ devices
will exhibit supremacy over classical computers for some
specific tasks, even though they cannot execute compli-
cated quantum algorithms requiring a huge number of
qubits and gate operations due to the erroneous nature
of them [1].
One of the most promising tasks in which near-term
quantum computers may outperform classical comput-
ers is quantum simulation, where one computes energy
eigenvalues and/or eigenstates of a given quantum sys-
tem. It enables us to calculate and predict properties of
quantum many-body systems, which is of great impor-
tance to many fields such as quantum chemistry, con-
densed matter physics, and material science [7, 8]. The
most celebrated algorithm for quantum simulation on
near-term quantum computers is the variational quan-
tum eigensolver (VQE) [9–12], in which energy eigen-
states and eigenenergies of the system are obtained based
on the variational principle of quantum mechanics. Al-
though the VQE was originally proposed for finding only
the ground state, its extension to excited states was dis-
cussed in several recent works [13–17].
However, other important quantities to investigate
quantum many-body systems other than eigenenergies
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and eigenstates have remained relatively disregarded
in the recent development of near-term quantum algo-
rithms, i.e., the Green’s function and the spectral func-
tion [18–20]. They are fundamental to study quantum
many-body systems, especially strongly-correlated sys-
tems; for example, in condensed matter physics, the spec-
tral function tells us that the dispersion relation of quasi-
paticle excitations of a system, which gives crucial infor-
mation on high-Tc superconductivity [21], magnetic ma-
terials [22], and topological insulators [23]. While several
methods based on the Suzuki-Trotter decomposition of
the time evolution operator [24, 25] or quantum phase
estimation [26–28] were already proposed to calculate the
Green’s function on quantum computers (including gen-
eral multi-point time correlation functions [29] used in
gauge theories and nuclear physics [30–32]), they require
a large number of qubits and gate operations which are
hard to realize with near-term quantum computers.
In this paper, we propose two different algorithms for
evaluating the Green’s function on near-term quantum
computers. The first one takes advantage of the varia-
tional quantum simulation (VQS) algorithm [33–37] for
an efficient calculation of the Green’s function in real
time. We extend the original VQS algorithm in order
to calculate the transition amplitude of general quan-
tum operators between two different quantum states af-
ter time evolution. The second one is based on the
Lehmann representation of the spectral function [18–20].
By calculating excited states of a given system and eval-
uating the transition amplitude of appropriate operators
by using the subspace-search variational quantum eigen-
solver (SSVQE) [13] or the multistate contracted VQE
(MCVQE) [16], one can compute the spectral function
(hence the Green’s function). We confirm the validity of
our methods using numerical simulations of the Fermi-
Hubbard model, a model of strongly-correlated system.
The extension of our methods to finite temperature and
general correlation functions is also discussed.
The rest of the paper is organized as follows. In Sec. II,
we briefly review the definition of the Green’s function
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2and the spectral function at zero temperature. In Sec. III,
we propose a method to calculate them by using the VQS
algorithm. We describe another method to calculate the
Green’s function and the spectral function as a simple ap-
plication of the SSVQE algorithm [13] and the MCVQE
algorithm [16] in Sec. IV. Sec. V is dedicated to demon-
stration of our methods by performing numerical sim-
ulations calculating the spectral functions of the 2-site
Fermi-Hubbard model. Sec. VI discusses how the depth
of the ansatz for the VQS affects the accuracy of numer-
ical simulations. In Sec. VII, we discuss the feasibility
of implementing our proposed algorithms on near-term
quantum computers from the viewpoint of the number of
gate operations and their error rate required. We present
the extension of our methods to the finite temperature
Green’s function in Sec. VIII. We discuss implications
and possible future directions of our results, and make a
conclusion in Sec. IX. Appendix A provides detailed re-
source estimations of our algorithms. In Appendix B, we
describe details of the discussion in Sec. VII. Appendix C
provides additional numerical results, e.g., four-site Hub-
bard model simulation. Appendix D gives details of the
numerical simulations.
II. REVIEW OF THE GREEN’S FUNCTION
AND THE SPECTRAL FUNCTION AT ZERO
TEMPERATURE
In this section, we briefly review definition of the
Green’s function at zero temperature for consistency [18–
20].
Let us consider a fermionic system described by Hamil-
tonian H which is composed of fermionic creation (anni-
hilation) operators ca, c
†
a, where a is a label to specify
the fermionic mode. For example, a can be (k, σ), where
k denotes the momentum and σ =↑, ↓ denotes the spin
of the fermion. The retarded Green’s function at zero
temperature is defined as
GRab(t) = −iΘ(t) 〈ca(t)c†b(0) + c†b(0)ca(t)〉0 , (1)
where Θ(t) is the Heaviside step function, ca(t) =
eiHtcae
−iHt is the Heisenberg representation of the oper-
ator ca, and 〈. . .〉0 = 〈G| . . . |G〉 denotes the expectation
value by the ground state of the Hamiltonian, |G〉. We
employ the natural unit where the Plank constant ~ and
the Boltzmann constant kB are ~ = kB = 1. For sim-
plicity, throughout this paper we consider the Green’s
function GRab with a = b = (k, ↑), namely, the Green’s
function in the momentum space with identical spin. We
simply write
GR(k,↑),(k,↑)(t) = G
R
k (t) (2)
in all other parts of the paper. We note that extension of
proposed methods in this study to the Green’s function
with general indices is straightforward.
The Green’s function is related to another important
physical quantity to investigate quantum many-body sys-
tems, namely, the spectral function Ak(ω). It is defined
through the Fourier transform of GRk (t),
G˜Rk (ω) =
∫ ∞
−∞
dt ei(ω+iη)tGRk (t) (3)
=:
∫ ∞
−∞
dω′
Ak(ω
′)
ω − ω′ + iη , (4)
where η → +0 is a factor to assure the convergence of the
integral. The spectral function and the Green’s function
G˜Rk (ω) have a relation
Ak(ω) = −pi−1Im G˜Rk (ω). (5)
Finally, we introduce the Lehmann representation of the
spectral function which utilizes the energy eigenvalue En
and the eigenstate of the Hamiltonian |En〉,
Ak(ω) =
∑
n
(
| 〈En|c†k|G〉 |2
ω + EG − En + iη
+
| 〈En|ck|G〉 |2
ω − EG + En + iη
)
,
(6)
where we call the first (second) term as particle (hole)
part of the spectrum function.
In Sec. III, we compute the spectral function by per-
forming the Fourier transformation to GRk (t) calculated
by the VQS-based method while we compute it by the
Lehmann representation (6) with quantities calculated
by the VQE-based method in Sec. IV.
III. COMPUTATION OF GREEN’S FUNCTION
WITH VARIATIONAL QUANTUM SIMULATION
In this section, we first review the VQS algorithm [33–
36] which calculates a quantum state after the time evolu-
tion by a given Hamiltonian within parametrized ansatz
states. Next we propose the method to compute the
Green’s function by extending the original VQS algo-
rithm.
A. Review of variational quantum simulation
Here we review the variational quantum real time sim-
ulation algorithm introduced in Ref. [33]. Let us con-
sider an ansatz quantum state created by a parametrized
quantum circuit,
|ψ(~θ)〉 = U(~θ) |ϕ0〉 = UNθ (θNθ ) . . . Ui(θi) . . . U1(θ1) |ϕ0〉 ,
(7)
where Ui(θi) is some unitary gate with (real-valued) pa-
rameter θi, Nθ is the number of parameters, and |ϕ0〉
3is a reference state to create the ansatz state. We as-
sume that Ui(θi) is composed of a set of Pauli rotation
gates, eiα
(j)θiP(j) with a coefficient α(j) and a Pauli ma-
trix P(j), and other non-parametrized gates. For a given
initial state |ψ(~θ(0))〉 and Hamiltonian H, the VQS al-
gorithm finds the solution of the Schro¨dinger equation,
d |ψ(~θ(t))〉
dt
= −iH |ψ(~θ(t))〉 , (8)
within the Hilbert space spanned by the ansatz quan-
tum state, {|ψ(~θ)〉}~θ. Specifically, the time evolution de-
scribed by Eq. (8) is mapped to the time evolution of
parameters θ(t). Although there are several variational
principles to map Eq. (8) to the equations for θ(t) [38–
40], we choose McLachlan’s variational principle [40] in
this paper because it is the most stable and physically
reasonable among them [34].
McLachlan’s variational principle [40] maps Eq. (8)
to the equation of motion of the parameters ~θ(t) by
minimizing the distance between the exact evolution
of the Schro¨dinger equation and the evolution of the
parametrized ansatz state under infinitesimal variation
of time δt [33],
min δ
∥∥∥∥( ∂∂t + iH
)
|ψ(~θ(t))〉
∥∥∥∥ , (9)
where ‖ |ϕ〉 ‖ = 〈ϕ|ϕ〉 is the norm of |ϕ〉. One can explic-
itly write down the equation determining {θ˙i}i,∑
j
Mi,j θ˙j = Vi, (10)
where
Mi,j = Re
(
∂ 〈ψ(~θ(t))|
∂θi
∂ |ψ(~θ(t))〉
∂θj
)
,
Vi = Im
(
〈ψ(~θ(t))|H∂ |ψ(
~θ(t))〉
∂θi
)
,
(11)
for i = 1, . . . , Nθ. We note that the matrix M and vector
V can be efficiently obtained by measurements of quan-
tum circuits as described in Refs. [33, 41].
Finally, from the solution of Eq. (10), one can evaluate
the parameter at time t+ δt as ~θ(t+ δt) ≈ ~θ(t) + ~˙θ(t)δt.
By iterating this procedure from the initial parameters
~θ(0), we can obtain the time evolution of the parame-
ters ~θ(t) and the quantum state |ψ(~θ(t))〉. We note that
the VQS algorithm can be viewed as approximating the
time evolution operator U(t) = e−iHt by the variational
quantum circuit U(~θ(t)), although the approximation is
valid only when the operators are applied for the initial
state |ψ(~θ(0))〉: U(~θ(t)) is optimised to the chosen ini-
tial state |ψ(~θ(0))〉 and U(~θ(t)) |ψ1〉 6= e−iHt |ψ1〉 for a
different initial state |ψ1〉 in general.
B. Computation of Green’s function
Now, we discuss how we can apply the VQS algorithm
for evaluating the Green’s function. What we want to
evaluate is the retarded Green’s function for t > 0,
GRk (t) = −i
(
〈G| eiHtck↑e−iHtc†k↑ |G〉
+ 〈G| c†k↑eiHtck↑e−iHt |G〉
)
.
(12)
The first and second term can be evaluated similarly, so
we focus on the first term.
First, we prepare the (approximate) ground state of a
given Hamiltonian H described by N qubits on near-term
quantum computers, by using the conventional VQE
method [9–12] or the variational imaginary time simu-
lation algorithm [35, 42]. We denote it as |G〉 = UG |ϕ0〉
with a unitary UG and a reference state |ϕ0〉. Next, we
decompose the fermion operator ck,↑ into a sum of Pauli
matrices [7, 8, 43–45],
ck,↑ →
Nk∑
n=1
λ(k)n Pn, c
†
k,↑ →
Nk∑
n=1
λ(k)∗n Pn, (13)
where Pn is a tensor product of Pauli matrices acting
on N qubits that satisfies P †n = Pn, P
2
n = IN and λ
(k)
n
is a (complex) coefficient. For example, one can adopt
the Jordan-Wigner transformation [45] for the decompo-
sition. The first term of Eq. (12) can be rewritten as∑
i,j
λ
(k)
i λ
(k)∗
j 〈G| eiHtPie−iHtPj |G〉 . (14)
Therefore, the problem reduces to finding a way to com-
pute 〈G| eiHtPie−iHtPj |G〉 on near-term quantum com-
puter.
1. Direct method to compute Green’s function
A direct way to evaluate 〈G| eiHtPie−iHtPj |G〉 by the
VQS algorithm is as follows. The time evolution of the
states |G〉 and Pj |G〉 are approximated on quantum com-
puters as
e−iHt |G〉 ≈ U (1)(~θ1(t)) |G〉 , (15)
e−iHtPj |G〉 ≈ U (2)(~θ2(t))Pj |G〉 , (16)
where U (1,2)(~θ) are parametrized unitary circuits and
the initial parameters ~θ1(0) and ~θ2(0) of the VQS are
taken so as to satisfy U (1,2)(~θ1,2(0)) = IN . Note that, as
U (1)(~θ1(t)) and U
(2)(~θ2(t)) are optimised for initial states
|G〉 and Pj |G〉, respectively, generally U (1)(~θ1(t)) 6=
U (2)(~θ2(t)) holds. Then, 〈G| eiHtPie−iHtPj |G〉 can be
evaluated as the transition amplitude of Pi between
4FIG. 1. Quantum circuit to compute Eq. (17). The upper hor-
izontal line represents the ancillary qubit and the lower line
does the qubits for the system of interest. The initial state for
the ancillary qubit is taken as 2−1/2(|0〉+eiφ |1〉). The expec-
tation value of Z-measurement on the ancillary qubit yields
Re
(
eiφ 〈G|U (1)(~θ1)†PiU (2)(~θ2)Pj |G〉
)
/2. Hence by choosing
φ = 0, pi/2, we can measure both the real and imaginary part
of Eq. (17).
e−iHt |G〉 and e−iHtPj |G〉,
〈G| eiHtPie−iHtPj |G〉
≈ 〈G|
(
U (1)(~θ1(t))
)†
PiU
(2)(~θ2(t))Pj |G〉 . (17)
This can be evaluated by using the quantum circuit
shown in Fig. 1.
However, this quantum circuit necessitates a huge
number of control operations from an ancillary qubit,
because two controlled-unitary operations for U (1)(~θ1(t))
and U (2)(~θ2(t)) are present. Since control operations in
near-term quantum computers are costly and have rela-
tively low fidelity in general, the large number of them in
the algorithm will deteriorate the performance of compu-
tations in real near-term quantum computers. Therefore,
we propose another more efficient method to evaluate
〈G| eiHtPie−iHtPj |G〉 which will safely run on near-term
quantum computers.
2. Efficient method to compute Green’s function
The problem in the previous method stems from the
fact that the variational representations of the time evo-
lution operator U(t) = e−iHt are different between two
initial states, |G〉 and Pj |G〉. If we can construct the
variational circuit U(~θ(t)) which simultaneously approx-
imates the time evolution operator for the initial states
|G〉 and Pj |G〉, we obtain
〈G| eiHtPie−iHtPj |G〉
≈ 〈G|
(
U(~θ(t))
)†
PiU(~θ(t))Pj |G〉 . (18)
In this case, the quantum circuit for evaluating the term
is significantly simplified as depicted in Fig. 2. We will
now describe how to construct such variational quantum
circuit which simultaneously approximates the time evo-
lution operator for general multiple states.
Here, we consider the most general case where we have
L multiple initial states for the time evolution, {|ψl〉}L−1l=0 .
FIG. 2. Quantum circuit to compute Eq. (18). Again, the up-
per horizontal line represents the ancillary qubit and the lower
line does the qubits for the system of interest. The initial state
for the ancillary qubit is taken as 2−1/2(|0〉 + eiφ |1〉). The
expectation value of Z-measurement on the ancillary qubit
yields Re
(
eiφ 〈G|U(~θ)†PiU(~θ)Pj |G〉
)
/2, so we can measure
both the real and imaginary part of Eq. (18) by choosing
φ = 0, pi/2. The number of required controlled operations is
only two in this case. We can further eliminate controlled
operations by using the method proposed in Ref. [41].
Let us consider a state with ancilla,
|Ψ0〉 = 1√
L
L−1∑
l=0
|l〉a ⊗ |ψl〉s , (19)
where subscripts a and s denote the ancilla and the sys-
tem of interest, respectively, and {|l〉a}l is orthonormal
state of the ancilla. We note that when 2k−1 < L ≤ 2k,
k ancilla qubits are needed. By using the VQS algorithm
to the state |Ψ0〉 with the variational quantum circuit
Ia⊗Us(~θ), we can construct the unitary operator Us(~θ(t))
which approximately behaves as the time evolution oper-
ator for {|ψl〉}L−1l=0 . To be more concrete, the ansatz state
for the VQS algorithm is,
|Ψ(~θ)〉 := Ia ⊗ Us(~θ) |Ψ0〉
=
1√
L
L−1∑
l=0
|l〉a ⊗ |ψl(~θ)〉s , (20)
where we define |ψl(~θ)〉s = Us(~θ) |ψl〉s. The M matrix
and V vector in Eq. (11) become
Mi,j = Re
(
∂ 〈Ψ(~θ(t))|
∂θi
∂ |Ψ(~θ(t))〉
∂θj
)
=
1
L
L−1∑
l=0
Re
(
∂ 〈ψl(~θ(t))|s
∂θi
∂ |ψl(~θ(t))〉s
∂θj
)
, (21)
and
Vi = Im
(
〈Ψ(~θ(t))|H∂ |Ψ(
~θ(t))〉
∂θi
)
=
1
L
L−1∑
l=0
Im
(
〈ψl(~θ(t))|sH
∂ |ψl(~θ(t))〉s
∂θi
)
. (22)
From this expression, one notice that this algorithm
minimizes the average of δ
∥∥∥(∂/∂t+ iH) |ψl(~θ(t))〉∥∥∥ for
l = 0, . . . , L − 1. We also note that the algorithm it-
self can run without resorting to the ancilla because each
5FIG. 3. The ansatz quantum circuit for the VQS algorithm
to construct the variational unitary gate Us(~θ(t)) which ap-
proximates the time evolution operator U(t) = e−iHt for |G〉
and Pj |G〉. Here, we assume that the ground state |G〉 is
obtained as |G〉 = UG |ϕ0〉.
summand in Eqs. (21), (22) can be computed by a dis-
tinct quantum circuit: one can compute each term in
different run of quantum computers and sum up them
by classical computers. The advantage of using the an-
cilla is that we can compute M and V for exponentially
increasing number of input states in terms of the num-
ber of ancilla qubits. For example, when L = 4 one
should sum up results of four runs of quantum comput-
ers without the ancilla whereas one run is necessary with
the ancilla (accompanying with the drawback of the com-
plicated quantum circuit). We remark that the evalua-
tion of the transition amplitude between the time-evolved
states |ψl(~θ)〉s = Us(~θ) |ψl〉s requires some ancilla qubits
in general such as Fig. 2.
In the case of calculation of the Green’s function, the
initial states are |ψ0〉 = |G〉 and |ψ1〉 = Pj |G〉. The
ansatz quantum state (20) for the VQS algorithm can be
constructed by a quantum circuit shown in Fig. 3.
To sum up, the calculation of each term in Eq. (14),
and consequently the Green’s function, with the VQS
algorithm proceeds as follows:
0. Prepare the approximate ground state of a given
Hamiltonian H by conventional methods on near-
term quantum computers, such as the VQE [9–12].
We denote the ground state as |G〉 = UG |ϕ0〉.
1. Construct the variational quantum circuit U(~θ)
which approximates the time evolution e−iHt for
two initial states |G〉 and Pj |G〉. The VQS algo-
rithm with the circuit shown in Fig. 3 will find such
U(~θ).
2. Evaluate 〈G|U(~θ)†PiU(~θ)Pj |G〉 by the quantum
circuit shown in Fig.2.
Finally, we present a detailed resource estimation
about the number of required distinct runs of the quan-
tum circuits for this algorithm in Appendix A.
IV. COMPUTATION OF GREEN’S FUNCTION
WITH EXCITED-STATES SEARCH
ALGORITHM
In this section, we describe another method to com-
pute the Green’s function of a given quantum system.
We compute the energy eigenstates and transition am-
plitudes of fermion operators by the algorithm based on
the SSVQE method [13] and the MCVQE method [16],
and take advantage of the Lehmann representation of
the spectral function (6). We discuss two types of algo-
rithms for calculating the excited states and the transi-
tion amplitudes. The first one is based on the SSVQE
algorithm with different weights where one obtains the
excited states directly on quantum computers, while the
second one is based on the SSVQE algorithm with iden-
tical weights where some classical post-processing after
the use of quantum computers are required. The compu-
tation of the first algorithm is simpler than that of the
second one, but the convergence of the algorithm is better
for the second one in general. We note that the essential
part of the algorithm described in this section is already
discussed in Refs. [13, 16], so our contribution will be
application of it for calculation of the Green’s function.
A. Computation by SSVQE with different weights
Let us consider finding K smallest eigenenergies and
eigenstates of a given Hamiltonian. The SSVQE algo-
rithm with different weights finds the variational quan-
tum circuit U(~θ∗) which makes input orthonormal states
{|ψj〉K−1j=0 } into approximate eigenstates of H, |E˜j〉 :=
U(~θ∗) |ψj〉. The approximate eigenenergies are obtained
as E˜j := 〈E˜j |H |E˜j〉 = 〈ψj |U(~θ∗)†HU(~θ∗) |ψj〉. The al-
gorithm performs this task by minimizing the cost func-
tion
C0(~θ) =
K−1∑
j=0
wj 〈ψj |U(~θ)†HU(~θ) |ψj〉 , (23)
with respect to the parameters ~θ, where w0 > ... >
wK−1 > 0 are weights which assure the approximate
eigenstates {E˜j}j have the ascending order, E˜0 ≤ ... ≤
E˜K−1. After convergence of the classical minimization
for C0(~θ), one obtains optimal parameters ~θ∗ and can
compute {E˜j , |E˜j〉}j .
To compute the Lehmann representation of the spec-
tral function (6), we also need the transition amplitude
of the fermions ck,↑, c
†
k,↑, such as 〈E˜j |ck,↑|E˜k〉. In gen-
eral, the evaluation of the transition amplitude between
different quantum states needs a complicated quantum
circuit, but in this case the evaluation will be done in
a simple way due to the fact that |E˜j〉’s are created
from the same unitary gate U(~θ∗). Specifically, if we
can easily make superpositions of the input states, |ψj〉
and |ψk〉, 〈E˜j |ck,↑|E˜k〉 can be evaluated by simply taking
the expectation value of ck,↑ for several superpositions.
To see this, first we map ck↑ into qubit operators like
Eq. (14) and decompose it into real part and imaginary
part, ck↑ = Ak + iBk, where Ak and Bk are hermitian
6operators. Then we have
〈ψj′′ |U(~θ∗)†ck↑ U(~θ∗) |ψj′〉 = 〈ψj′′ |U(~θ∗)†AkU(~θ∗) |ψj′〉
+i 〈ψj′′ |U(~θ∗)†BkU(~θ∗) |ψj′〉 .
(24)
Each term can be evaluated by using |ψ±j′,j′′〉 =
U(~θ∗)(|ψj′〉 ± |ψj′′〉)/
√
2 and |ψi±j′,j′′〉 = U(~θ∗)(|ψj′〉 ±
i |ψj′′〉)/
√
2 as
Re
(
〈ψj′′ |U(~θ∗)†AkU(~θ∗) |ψj′〉
)
= 〈ψ+j′,j′′ |Ak |ψ+j′,j′′〉
− 〈ψ−j′,j′′ |Ak |ψ−j′,j′′〉
Im
(
〈ψj′′ |U(~θ∗)†AkU(~θ∗) |ψj′〉
)
= 〈ψi+j′,j′′ |Ak |ψi+j′,j′′〉
− 〈ψi−j′,j′′ |Ak |ψi−j′,j′′〉 ,
(25)
and similar equations for the Bk term.
In typical situations, the input states are taken as sim-
ple states, e.g., computational basis, so preparing super-
positions of them on quantum computers is not so diffi-
cult. Therefore, by substituting eigenenergies of Eq. (6)
with E˜j and the transition amplitudes with 〈E˜0|ck,↑|E˜k〉,
we can evaluate the spectral function, and the Green’s
function accordingly.
B. Computation by SSVQE with identical weights
Next, we introduce another type of algorithms to ob-
tain excited states and the transition amplitude between
them. This algorithm combines the SSVQE algorithm
with identical weights and the quantum subspace expan-
sion method [17, 46], and is essentially the same as the
MCVQE algorithm [16].
The procedure of the algorithm is as follows. First,
we prepare orthonormal input states {|ψj〉K−1j=0 }, which
are simple and easy to realize a superposition of them on
quantum computers. Then we minimise the cost function
C1(~θ) =
K−1∑
j=0
〈ψj |U†(~θ)HU(~θ) |ψj〉 , (26)
with respect to parameters ~θ, where U(~θ) is the ansatz
quantum circuit. After the optimisation, the sub-
space spanned by {U(~θ∗) |ψj〉}K−1j=0 will be close to that
spanned by the true K eigenstates {|Ej〉}K−1j=0 , where
~θ∗ is the parameters after optimisation. At this stage,
U(~θ∗) |ψj〉 is generally the superposition of the excited
states {|Ej〉}K−1j=0 and 〈ψj |U(~θ∗)†HU(~θ∗) |ψj〉 is not a
good approximation to the true eigenvalue Ej . There-
fore, to obtain the eigenstates and eigenvalues of H,
we solve the eigenvalue problem within the subspace
spanned by {U(~θ∗) |ψj〉}K−1j=0 ,
HV = VE , (27)
where Hi,j = 〈ψi|U†(~θ∗)HU(~θ∗) |ψj〉, V is K×K matrix
containing eigenvectors as its columns, and E is a diago-
nal matrix whose diagonal elements are eigenvalues. The
approximate m-th excited state |E˜′m〉 is expressed as
|E˜′m〉 =
∑
j
Vj,mU(~θ∗) |ψj〉 , (28)
and the approximate eigenenergies appear as E˜′j = Ej,j .
The transition amplitude C
(k)
m,n = 〈E˜′m| ck↑ |E˜′n〉 can be
computed as
C(k)m,n =
∑
j′,j′′
V∗j′′,mVj′,n 〈ψj′′ |U(~θ∗)†ck↑ U(~θ∗) |ψj′〉 .
(29)
The quantity 〈ψj′′ |U(~θ∗)†ck↑ U(~θ∗) |ψj′〉 can be evalu-
ated in the way described in the previous subsection.
Thus, we can compute the transition matrix C
(k)
m,n, and
evaluate the spectral function by Eq. (6) and the Green’s
function.
V. NUMERICAL DEMONSTRATION
In this section, we numerically demonstrate our pro-
posed methods to calculate the Green’s function and the
spectral function at zero temperature. We consider the
Fermi-Hubbard model of two sites with the particle-hole
symmetry,
H = −t
∑
σ=↑,↓
(
c†1,σc2,σ + h.c.
)
+ U
2∑
i=1
c†i,↑ci,↑c
†
i,↓ci,↓
−U
2
∑
i=1,2,σ=↑,↓
c†i,σci,σ
(30)
where t is a parameter characterizing hopping between
the sites and U denotes the strength of the on-site
Coulomb repulsion [47–49]. We set the hopping pa-
rameter t = 1 throughout this paper. We simulate
two proposed protocols in Secs. III and IV by classical
computers with the fast quantum circuit simulation li-
brary Qulacs [50]. We use the Jordan-Wigner transfor-
mation [45] to map the fermionic Hamiltonian (30) into
the qubit one with four qubits by using the library Open-
Fermion [51].
A. Numerical simulation of the method based on
variational quantum simulation
We calculate the real-time Green’s function of the
model (30) at zero temperature by using the method de-
scribed in Sec. III. First, we prepare the ground state
of the model (30) by the standard VQE algorithm with
7FIG. 4. Hardware-efficient-type ansatz used to obtain the
ground state of the model (30) for the VQS algorithm. Each
rotational gate RY (θ) = e
iθY/2, RZ(θ
′) = eiθ
′Z/2 has a pa-
rameter angle and D denotes the depth of the ansatz.
a hardware-efficient-type ansatz [10] depicted in Fig. 4.
Then, we perform the VQS algorithm. As an ansatz
quantum state, we adopt the so-called variational Hamil-
tonian ansatz [52, 53] inspired by the Suzuki-Trotter de-
composition of the time evolution operator e−iHt. The
variational Hamiltonian ansatz is defined through the
qubit representation of the Hamiltonian,
Hqubit =
∑
m
cmPm, (31)
where Pm is a (multi-qubit) Pauli matrix and cm is a co-
efficient. An ansatz state for the variational Hamiltonian
ansatz is given by |ψ(θ)〉 = UV HA(θ) |ϕ0〉, where
UV HA({θ(d)m }m,d) =
nd∏
d=1
(∏
m
exp
(
iθ(d)m Pm
))
, (32)
and nd denotes the depth of the ansatz. We note that
we remove the identity operator from Eq. (31) when con-
structing the ansatz. If the qubit representation of the
Hamiltonian (31) has NP terms (except for the identity
operator), the number of parameters of the ansatz will be
NPnd. In our simulation, NP = 6 and we choose nd = 8,
so there are 48 parameters in the parametrized quantum
circuit whereas general unitary operators on the system
have (24)2 = 256 parameters. Further details on numer-
ical calculations are described in Appendix D.
The result is shown in Fig. 5. The VQS algorithm
nicely reproduces the exact dynamics (the panels in left
and center columns), and the spectral function (right
columns). These figures illustrate the possibility of the
VQS algorithm proposed in this study to calculate the
Green’s function. In section VI, dependence of the re-
sults on the depth of the ansatz is analyzed. Further-
more, numerical simulations for nd = 4 and the four-site
Fermi-Hubbard model are presented in Appendix C. One
can see that numerical results for nd = 4 have almost the
identical performance compared to the case of nd = 8;
therefore depending on strength of physical noises, the
choice of nd = 4 may be recommended to avoid accumu-
lation of physical errors.
B. Numerical simulation of the method based on
excited-state search
Next, we numerically simulate the method described in
Sec. IV. We adopt the symmetry-preserving ansatz [54]
drawn in Fig. 6, which preserves the total number of par-
ticles in the system. We use the SSVQE algorithm with
identical weight and calculate five energy eigenstates of
the model (30). As an input states, we simply choose the
computational basis states with desired particle number:
to calculate the particle (hole) part of the spectrum func-
tion, we choose |ϕ0〉 = |0011〉 for the ground state, |ϕ1〉 =
|0001〉 , |ϕ2〉 = |0010〉 , |ϕ3〉 = |0100〉 , |ϕ4〉 = |1000〉
(|ϕ1〉 = |0111〉 , |ϕ2〉 = |1011〉 , |ϕ3〉 = |1101〉 , |ϕ4〉 =
|1110〉) for the excited states.
Figure 7 shows the result of numerical simulation. The
SSVQE algorithm almost perfectly reproduces the exact
result obtained by exact diagonalization.
VI. DEPENDENCE OF ACCURACY OF THE
VARIATIONAL QUANTUM SIMULATION ON
DEPTH OF THE ANSATZ
In this section, we provide a systematic analysis on how
the accuracy of the numerical simulations of the varia-
tional quantum simulation (VQS) in Sec. V depends on
the depth nd of the Hamiltonian ansatz (Eq. (32)). We
run numerical simulations for nd = 4, 5, · · · , 10 under the
same conditions as in Fig. 5.
To see the accuracy of the simulations quantitatively,
we calculate the mean absolute error (MAE) of the spec-
trum function at k = pi in the region of ω ∈ [−5, 5],
∆E(k) =
1
2Nω + 1
Nω∑
n=−Nω
∣∣∣∣Aexact(k, ω = 5nNω
)
−AVQS
(
k, ω =
5n
Nω
) ∣∣∣∣,
(33)
where 2Nω + 1 is the total number of data points and
Aexact(VQS)(k, ω) is the spectrum function calculated by
exact diagonalization (VQS). We take Nω = 5000. In-
terestingly, as seen from Fig. 8, the MAE decreases with
the inverse of the depth of the ansatz. This dependence
reminds us of the Suzuki-Trotter decomposition of the
time evolution operator, i.e.,
U(t) = e−iHqubitt ≈ UTrotnd (t) =
(∏
m
e
−icmPm· tnd
)nd
(34)
with the error of O(t2/nd), where we have used the no-
tation in Eq. (31). In Fig. 8, we also show the MAE
of the spectrum function calculated by the dynamics
obtained from the approximate time evolution operator
Eq. (34) with the same time step and duration used for
the VQS. The MAE for this case exhibits 1/nd depen-
dence as expected, but the values of the MAE are much
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FIG. 5. Numerical simulation of the VQS algorithm to compute the Green’s function in real time GRk (t) (a, b, d, e) and the
spectral function (c, f) for the model (30) of U = 3 (a-c) and U = 6 (d-f). The time step is taken as dt = 0.1(0.03) for U = 3(6).
The exact spectral function is calculated by the exact dynamics of the Green’s function in real time from t = 0 to t = 100 with
step dt = 0.1. We take η = 0.2 for the calculation of the spectral functions.
FIG. 6. (top) Definition of the symmetry-preserving
ansatz [54] used for the demonstration of the SSVQE algo-
rithm with identical weight. (bottom) Definition of the A
gate. Here, R(θ, φ) is defined as R(θ, φ) = RY (θ+pi/2)RZ(φ+
pi), where RY (θ) = e
iθY/2 and RZ(φ) = e
iφZ/2.
larger than those for the VQS; the slope of the fit of the
MAE with 1/nd is about six times smaller for the VQS
(1.820/0.285 ≈ 6.4). The result shown in Fig. 8 not only
provides an estimation of errors in the VQS calculation
when the ansatzes with various depths are used, but also
illustrates the practical advantage of employing the VQS
compared with the Suzuki-Trotter decomposition of the
time evolution operator which has the same-depth quan-
tum circuit.
VII. FEASIBILITY OF QUANTUM
ALGORITHMS ON NEAR-TERM QUANTUM
COMPUTERS
In this section, we discuss the feasibility of implement-
ing our proposed algorithms on near-term quantum com-
puters. Let us consider 25 sites two-dimensional Fermi-
Hubbard model on a square lattice, whose simulation re-
quires 50 qubits and is almost intractable for classical
computers. The model is defined as
H2d = −t
∑
〈i,j〉,σ
(
c†i,σcj,σ + h.c.
)
+ U
∑
i
c†i,↑ci,↑c
†
i,↓ci,↓,
(35)
where 〈i, j〉 runs nearest-neighbor sites on a square lattice
and σ =↑, ↓ denotes the spin. Based on the argument in
Ref. [55], using the Hamiltonian ansatz (Eq. (32)) with
the Jordan-Wigner transformation, we need Ntwo ≈ 1000
two-qubit gates per depth of the ansatz when we em-
ploy the rotation Z gate and partial swap gates as ele-
mentary gates. Although near-term quantum computers
contain inevitable noise in gate operations, the technique
of quantum error mitigation [56, 57] can suppress errors
and recover noiseless results with a reasonable overhead
when the error rate per gate gate satisfies Ngategate . 2,
where Ngate is the number of gates. Therefore, when we
adopt the Hamiltonian ansatz of two depths as an ansatz
quantum circuit for the VQS or the SSVQE, we need
at least 2/2000 = 0.1% for the error rate of two-qubit
gates, which has been achieved in current experimen-
tal setups [58, 59]. We note that the error of single-
qubit gate is ignored here because it is negligible com-
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FIG. 7. Result of numerical simulation of the method described in Sec. IV for calculating the spectral function of the model (30)
at U = 3 (a) and U = 6 (b).
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FIG. 8. The MAEs (Eq. (33)) calculated for the spectrum
function obtained by the VQS (black dots) and the Suzuki-
Trotter decomposition of the time evolution operator, Eq. (34)
(red dots), for k = pi and U = 3. Dotted lines represent
fittings of the data by a linear function y = ax, where the
slope a is a parameter to be optimized. The values of the
slope for both cases are shown in the legend.
pared with that of two-qubit gate. Only a few additional
controlled operations in the VQS-based algorithm intro-
duced in Sec. III is also be neglected. In addition, for the
VQS-based algorithm, gates for the unitary UG which
prepares the ground state of the system must be taken
into account. The more detailed argument has been made
in Appendix B.
VIII. EXTENSION TO FINITE TEMPERATURE
GREEN’S FUNCTION
Here, we discuss the extension of our proposed meth-
ods to the Green’s function at finite temperature. For
finite temperature T > 0 or inverse temperature β =
1/T <∞, the retarded Green’s function is defined as
GRk (t;β) =
1
Z(β)
∑
n
e−βEnGRk,n(t),
Z(β) = Tr
(
e−βH
)
,
GRk,n(t) = −iΘ(t)
(
〈En| eiHtck↑e−iHtc†k↑ |En〉
+ 〈En| c†k↑eiHtck↑e−iHt |En〉
)
,
(36)
where |En〉 and En denote the eigenstates and eigenval-
ues of Hamiltonian H, respectively. The corresponding
spectral function is
G˜Rk (ω;β) =
∫ ∞
−∞
dt ei(ω+iη)tGRk (t;β),
Ak(ω;β) =
1
Z(β)
∑
n,m
e−βEm
×
(
| 〈En|c†k|Em〉 |2
ω + Em − En + iη +
| 〈En|ck|Em〉 |2
ω − Em + En + iη
)
.
(37)
A. Variational quantum simulation for Green’s
function at finite temperature
Equation (36) can be evaluated on quantum comput-
ers by combining the VQS method and the thermofield
double technique which purifies the Gibbs state of the
system. The procedure is essentially the same as the
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FIG. 9. The ansatz quantum circuit for obtaining the purified
Gibbs state |Φ(β)〉 for N = 2.
FIG. 10. The ansatz quantum circuit for the VQS algorithm
to construct the variational unitary gate Us(~θ(t)) which ap-
proximates the time evolution operator U(t) = e−iHt for
the purified state Gibbs state |Φ(β)〉 = Vse(~θGib) |Φ0〉 and
P
(s)
j |Φ(β)〉 simultaneously (N = 2).
finite-temperature version of the density matrix renor-
malization group method [60, 61]. We note that several
methods based on the typically of the Hilbert space to
evaluate physical quantities at finite temperature [62–64]
might also be combined with the VQS algorithm.
Let us consider a N -qubit “environment” system (de-
noted by subscript e) in addition to the original N -qubit
system of interest (denoted by subscript s). First We pre-
pare a state |Φ0〉 which satisfies Tre (|Φ0〉 〈Φ0|) = Is. For
example, we choose |Φ0〉 = 1√
2N
∑2N−1
i=0 |i〉s ⊗ |i〉e where
|i〉s,e is the computational basis of the system and envi-
ronment. By using the method of variational imaginary
time evolution introduced in Ref. [34], one can obtain the
state |Φ(β)〉 ≈ Z(β)−1/2e−βH/2 |Φ0〉. Namely, the varia-
tional imaginary time evolution for the total system with
the “Hamiltonian” H ⊗ Ie and the variational quantum
circuit drawn in Fig. 9 will produce |Φ(β)〉. We note that
|Φ(β)〉 satisfies
Tre (|Φ(β)〉 〈Φ(β)|) ≈ 1
Z(β)
e−βH . (38)
Next, we perform the same VQS algorithm for the
Green’s function at zero temperature by replacing |G〉
with |Φ(β)〉. It will bring out the variational quantum
circuit on the original system Us(~θ) satisfying
〈Φ(β)|Us(~θ)†P (s)i Us(~θ)P (s)j |Φ(β)〉
≈ 〈Φ(β)| eiHtP (s)i e−iHtP (s)j |Φ(β)〉
=
1
Z(β)
∑
n
e−βEn 〈En| eiHtP (s)i e−iHtP (s)j |En〉 ,
(39)
where superscript of the Pauli operator P
(s)
i implies that
it only acts on the system s. In Fig. 10, we show the
ansatz quantum circuit to construct the unitary gate
Us(~θ(t)). By substiting the above quantity into Eq. (36),
we can evaluate (each term of) Gk(t;β).
We finally remark on another way to evaluate Eq. (36)
based on the VQS algorithm. It is possible to obtain sev-
eral approximate eigenenergies {E˜n}Kn=1 and eigenstates
{|E˜n〉}Kn=1 of the system by the SSVQE or MCVQE al-
gorithm, and to perform the VQS algorithm in Sec. III
for each obtained eigenstate |E˜n〉. The result approxi-
mates GRkn(t) in Eq. (36), so substituting it as well as E˜n
into Eq. (36) will give the Green’s function at finite tem-
perature (with truncating the summation up to n = K).
This type of the algorithm dose not need the environ-
ment qubits, but the number of energy eigenstates K to
evaluate the Green’s function with fixed accuracy would
exponentially increase as the size of the system and the
inverse temperature β.
B. Computing Green’s function at finite
temperature with excited-states search method
Extension of the algorithm in Sec. IV to the finite
temperature Green’s function is rather simple. Since
we already introduce a way to evaluate the quantity
| 〈E˜n|ck,↑|E˜m〉 |2, putting them into Eq. (37) gives the
spectral function at finite temperature with truncating
the summation up to n = K, where K is the number
of eigenstates obtained by the excited-states search algo-
rithms. Again, this method also has a potential problem
of the exponentially increasing number of eigenstates re-
quired to compute the Green’s function with fixed accu-
racy.
IX. DISCUSSION AND CONCLUSION
In this paper, we proposed two methods for calculat-
ing the Green’s function compatible with NISQ hard-
wares. One of the proposed methods uses the conven-
tional VQE to prepare a ground state, and directly cal-
culate the real time retarded Green’s function for the
obtained ground state by the VQS algorithm. We in-
troduced a method for constructing a variational quan-
tum circuit which acts as the time evolution operator
for multiple initial states simultaneously, and makes the
quantum circuit for computation of the Green’s function
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significantly shallower. Note that this method can be
straightforwardly applied to evaluation of the linear re-
sponse function [65] expressed as
φBA(t− t′) = i 〈B(t− t′), A(0)〉0 ,
B(t− t′) = eiH(t−t′)Be−iH(t−t′) (40)
where A is an observable coupled to external field, for
example, magnetic moment or charge density, B an ob-
servable to be measured. The other proposed method
evaluates the transition amplitude of the fermion opera-
tors between energy eigenstates of the system by exploit-
ing either the SSVQE or MCVQE method, and computes
the spectral function and the Green’s function with the
use of the Lehmann representation.
In numerical simulation for the Green’s function at
zero temperature, both methods successfully reproduced
the spectral function of the 2-site Fermi-Hubbard model.
We here discuss possible causes to hinder or deteriorate
the performance of the methods for general large systems.
For the first method by the VQS algorithm, the choice of
the ansatz for the real time evolution is crucial: once the
variational quantum state is out of the correct trajectory
in the Hilbert space, it is rare that the state returns to it.
Therefore the ansatz has to be chosen carefully so that
the simulated quantum state has remained in a correct
trajectory. As for the second method by the excited-
states search methods, it is in general unclear how many
excited states are required to reach the desired precision
of the Green’s function. It will possibly grow exponen-
tially as the inverse temperature β and the size of the
system N . We leave the investigation of these problems
and further comparison of two methods proposed in this
study to future work.
Since the Green’s function is fundamental to study the
nature of quantum systems, we believe our study will
extend the possibility to utilize near-term quantum com-
puters in condensed matter physics, quantum chemistry
and materials science.
Note added: Recently, a paper discussing calculation
of the Green’s function with NISQ devices appeared [66].
The method used in that paper is based on the Lehmann
representation of the Green’s function, and the authors
calculated excited states of the system by performing the
VQE with penalty terms which are proportional to the
overlaps between previously-found low excited states [14,
15].
ACKNOWLEDGMENTS
A part of the numerical simulations in this work
were done on Microsoft Azure Virtual Machines pro-
vided through the program Microsoft for Startups. YON
and SE acknowledge valuable discussion with Kosuke
Mitarai, Xiao Yuan, Sam McArdle, Zhenyu Cai and
Takamichi Umetsu. IK was supported by Qunasys Inc.
This work was also supported by MEXT Q-LEAP JP-
MXS0118068682.
[1] J. Preskill, Quantum 2, 79 (2018).
[2] A. W. Harrow and A. Montanaro, Nature 549, 203
(2017).
[3] S. Boixo, S. V. Isakov, V. N. Smelyanskiy, R. Babbush,
N. Ding, Z. Jiang, M. J. Bremner, J. M. Martinis, and
H. Neven, Nature Physics 14, 595 (2018).
[4] B. Villalonga, D. Lyakh, S. Boixo, H. Neven, T. S. Hum-
ble, R. Biswas, E. G. Rieffel, A. Ho, and S. Mandra`,
Quantum Science and Technology 5, 034003 (2020).
[5] Z.-Y. Chen, Q. Zhou, C. Xue, X. Yang, G.-C. Guo, and
G.-P. Guo, Science Bulletin 63, 964 (2018).
[6] J. Chen, F. Zhang, M. Chen, C. Huang, M. Newman,
and Y. Shi, arXiv:1805.01450 (2018).
[7] S. McArdle, S. Endo, A. Aspuru-Guzik, S. Benjamin,
and X. Yuan, arXiv:1808.10402 (2018).
[8] Y. Cao, J. Romero, J. P. Olson, M. Degroote, P. D. John-
son, M. Kieferova´, I. D. Kivlichan, T. Menke, B. Per-
opadre, N. P. D. Sawaya, S. Sim, L. Veis, and A. Aspuru-
Guzik, arXiv:1812.09976 (2018).
[9] A. Peruzzo, J. McClean, P. Shadbolt, M.-H. Yung, X.-Q.
Zhou, P. J. Love, A. Aspuru-Guzik, and J. L. O’brien,
Nat. Commun. 5, 4213 (2014).
[10] A. Kandala, A. Mezzacapo, K. Temme, M. Takita,
M. Brink, J. M. Chow, and J. M. Gambetta, Nature
549, 242 (2017).
[11] N. Moll, P. Barkoutsos, L. S. Bishop, J. M. Chow,
A. Cross, D. J. Egger, S. Filipp, A. Fuhrer, J. M. Gam-
betta, M. Ganzhorn, et al., Quantum Sci. Technol. 3,
030503 (2018).
[12] J. R. McClean, J. Romero, R. Babbush, and A. Aspuru-
Guzik, New J. Phys. 18, 023023 (2016).
[13] K. M. Nakanishi, K. Mitarai, and K. Fujii,
arXiv:1810.09434 (2018).
[14] O. Higgott, D. Wang, and S. Brierley, Quantum 3, 156
(2019).
[15] T. Jones, S. Endo, S. McArdle, X. Yuan, and S. C.
Benjamin, Phys. Rev. A 99, 062304 (2019).
[16] R. M. Parrish, E. G. Hohenstein, P. L. McMahon, and
T. J. Mart´ınez, Physical Review Letters 122, 230401
(2019).
[17] J. R. McClean, M. E. Kimchi-Schwartz, J. Carter, and
W. A. de Jong, Phys. Rev. A 95, 042308 (2017).
[18] V. L. Bonch-Bruevich and S. V. Tyablikov, The Green
function method in statistical mechanics (Courier Dover
Publications, 2015).
[19] A. A. Abrikosov, L. P. Gorkov, and I. E. Dzyaloshin-
ski, Methods of quantum field theory in statistical physics
(Courier Corporation, 2012).
[20] A. L. Fetter and J. D. Walecka, Quantum theory of many-
particle systems (Courier Corporation, 2012).
12
[21] H. Ding, T. Yokoya, J. C. Campuzano, T. Takahashi,
M. Randeria, M. Norman, T. Mochiku, K. Kadowaki,
and J. Giapintzakis, Nature 382, 51 (1996).
[22] J. M. Coey, Magnetism and magnetic materials (Cam-
bridge university press, 2010).
[23] M. Z. Hasan and C. L. Kane, Reviews of modern physics
82, 3045 (2010).
[24] B. Bauer, D. Wecker, A. J. Millis, M. B. Hastings, and
M. Troyer, Phys. Rev. X 6, 031045 (2016).
[25] J. Kreula, S. R. Clark, and D. Jaksch, Scientific reports
6, 32940 (2016).
[26] D. Wecker, M. B. Hastings, N. Wiebe, B. K. Clark,
C. Nayak, and M. Troyer, Physical Review A 92, 062318
(2015).
[27] A. Roggero and J. Carlson, Phys. Rev. C 100, 034610
(2019).
[28] T. Kosugi and Y.-i. Matsushita, arXiv:1908.03902
(2019).
[29] J. S. Pedernales, R. Di Candia, I. L. Egusquiza,
J. Casanova, and E. Solano, Phys. Rev. Lett. 113,
020505 (2014).
[30] H. Lamm, S. Lawrence, and Y. Yamauchi (NuQS Col-
laboration), Phys. Rev. D 100, 034518 (2019).
[31] N. Mueller, A. Tarasov, and R. Venugopalan, arXiv
preprint arXiv:1908.07051 (2019).
[32] H. Lamm, S. Lawrence, and Y. Yamauchi, arXiv preprint
arXiv:1908.10439 (2019).
[33] Y. Li and S. C. Benjamin, Physical Review X 7, 021050
(2017).
[34] X. Yuan, S. Endo, Q. Zhao, S. Benjamin, and Y. Li,
arXiv:1812.08767 (2018).
[35] S. McArdle, T. Jones, S. Endo, Y. Li, S. C. Benjamin,
and X. Yuan, npj Quantum Information 5, 1 (2019).
[36] S. Endo, J. Sun, Y. Li, S. Benjamin, and X. Yuan, arXiv
preprint arXiv:1812.08778 (2018).
[37] K. Heya, K. M. Nakanishi, K. Mitarai, and K. Fujii,
arXiv:1904.08566 (2019).
[38] Aˆ. I. Frenkel, Bull. Amer. Math. Soc 41, 776 (1935).
[39] P. A. M. Dirac, Mathematical Proceedings of the Cam-
bridge Philosophical Society 26, 376 (1930).
[40] A. D. McLachlan, Mol. Phys. 8, 39 (1964).
[41] K. Mitarai and K. Fujii, Phys. Rev. Research 1, 013006
(2019).
[42] J. Stokes, J. Izaac, N. Killoran, and G. Carleo,
arXiv:1909.02108 (2019).
[43] J. T. Seeley, M. J. Richard, and P. J. Love, The Journal
of chemical physics 137, 224109 (2012).
[44] S. B. Bravyi and A. Y. Kitaev, Annals of Physics 298,
210 (2002).
[45] P. Jordan and E. Wigner, Zeitschrift fu¨r Physik 47, 631
(1928).
[46] J. I. Colless, V. V. Ramasesh, D. Dahlen, M. S. Blok,
M. Kimchi-Schwartz, J. McClean, J. Carter, W. De Jong,
and I. Siddiqi, Physical Review X 8, 011021 (2018).
[47] M. C. Gutzwiller, Phys. Rev. Lett. 10, 159 (1963).
[48] J. Kanamori, Progress of Theoretical Physics 30, 275
(1963).
[49] J. Hubbard, Proceedings of the Royal Society of London.
Series A. Mathematical and Physical Sciences 276, 238
(1963).
[50] “Qulacs,” (2018), https://github.com/qulacs/qulacs.
[51] J. R. McClean, I. D. Kivlichan, K. J. Sung, D. S. Steiger,
Y. Cao, C. Dai, E. S. Fried, C. Gidney, B. Gimby,
P. Gokhale, et al., arXiv:1710.07629 (2017).
[52] D. Wecker, M. B. Hastings, and M. Troyer, Phys. Rev.
A 92, 042303 (2015).
[53] J.-M. Reiner, F. Wilhelm-Mauch, G. Scho¨n, and
M. Marthaler, Quantum Science and Technology 4,
035005 (2019).
[54] B. T. Gard, L. Zhu, G. S. Barron, N. J. Mayhall, S. E.
Economou, and E. Barnes, arXiv:1904.10910 (2019).
[55] Z. Cai, arXiv preprint arXiv:1910.02719 (2019).
[56] K. Temme, S. Bravyi, and J. M. Gambetta, Physical
review letters 119, 180509 (2017).
[57] S. Endo, S. C. Benjamin, and Y. Li, Physical Review X
8, 031027 (2018).
[58] T. Harty, D. Allcock, C. J. Ballance, L. Guidoni,
H. Janacek, N. Linke, D. Stacey, and D. Lucas, Physical
review letters 113, 220501 (2014).
[59] C. Ballance, T. Harty, N. Linke, M. Sepiol, and D. Lucas,
Physical review letters 117, 060504 (2016).
[60] M. Zwolak and G. Vidal, Phys. Rev. Lett. 93, 207205
(2004).
[61] F. Verstraete, J. J. Garc´ıa-Ripoll, and J. I. Cirac, Phys.
Rev. Lett. 93, 207204 (2004).
[62] S. Sugiura and A. Shimizu, Phys. Rev. Lett. 108, 240401
(2012).
[63] E. M. Stoudenmire and S. R. White, New Journal of
Physics 12, 055026 (2010).
[64] J. Cohn, K. S. Najafi, F. Yang, B. Jones, and J. K.
Freericks, arXiv:1812.03607 (2018).
[65] R. Kubo, Journal of the Physical Society of Japan 12,
570 (1957).
[66] I. Rungger, N. Fitzpatrick, H. Chen, C. Alderete,
H. Apel, A. Cowtan, A. Patterson, D. M. Ramo, Y. Zhu,
N. Nguyen, et al., arXiv preprint arXiv:1910.04735
(2019).
[67] M. A. Nielsen and I. Chuang, “Quantum computation
and quantum information,” (2002).
[68] S. McArdle, X. Yuan, and S. Benjamin, Physical review
letters 122, 180501 (2019).
[69] C. Song, J. Cui, H. Wang, J. Hao, H. Feng, and Y. Li,
Science advances 5, eaaw5686 (2019).
[70] A. Kandala, K. Temme, A. D. Co´rcoles, A. Mezzacapo,
J. M. Chow, and J. M. Gambetta, Nature 567, 491
(2019).
[71] S. Zhang, Y. Lu, K. Zhang, W. Chen, Y. Li, J.-N. Zhang,
and K. Kim, Nature communications 11, 1 (2020).
[72] T. E. Oliphant, A guide to NumPy, Vol. 1 (Trelgol Pub-
lishing USA, 2006).
Appendix A: Resource estimation of the algorithm based on the variational quantum simulation
In this section, we discuss the number of distinct runs of quantum circuits required to implement our algorithm
based on the VQS introduced in Sec. III. We firstly show that the error of the Green’s function can be upper bounded
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by a product of the operator norm of observables involved in the Green’s function and the trace distance between the
ideal time-evolved state and the state computed by the VQS. Next, based on the argument in Ref. [33], we discuss
the errors of the real time Green’s function and clarify two sources of error: algorithmic error and implementation
error. Finally, we estimate the number of total distinct runs of quantum circuits needed to achieve a certain accuracy
in computing the Green’s function in the frequency domain, i.e., the spectral function.
1. Relationship between the error of the Green’s function and the trace distance
a. Difference of expectation values of an observable between two states
First, we prove the difference of expectation values of an observable M for two distinct quantum states (density
matrices) ρ and σ can be upper bounded by the product of the operator norm of M and the trace distance of the two
states. It follows that
Tr(M(ρ− σ)) =
∑
k
mkTr(Ek(ρ− σ))
≤
∑
k
|mk||Tr(Ek(ρ− σ))|
≤
∑
k
‖M‖Tr(Ek|ρ− σ|) = 2‖M‖D(ρ, σ),
(A1)
where ‖M‖ is an operator norm of M (the largest singular value of M), and M = ∑kmkEk is the spectral decompo-
sition of M (mk is an eigenvalue of M and Ek is the corresponding projector). We used |Tr(Ek(ρ−σ))| ≤ Tr(Ek|ρ−σ|
[67] and
∑
k Ek = I.
b. Error of the Green’s function as the trace distance of the ideal state and the trial state
Next, we show the trace distance between the exact state after time evolution and the state obtained by the VQS
gives the upper bound of the error of the calculated Green’s function in our algorithm. For simplicity, we only consider
t > 0.
Let us introduce two wavefunctions as
|Ψ(~θ(t))〉 = 1√
2
(
|0〉a ⊗ U(~θ(t)) |G〉s + |1〉a ⊗ U(~θ(t))Pj |G〉s
)
, (A2)
|Φ(t)〉 = 1√
2
(|0〉a ⊗ e−iHt |G〉s + |1〉a ⊗ e−iHtPj |G〉s) , (A3)
where a subscript a denotes an ancilla qubit and |G〉s is the ground state of the system.
In our algorithm based on the VQS, the Green’s function is calculated based on the following decomposition (Eq. (14)
in the main text),
GRk (t) =
∑
i,j
λ
(k)
i λ
(k)∗
j 〈G| e−iHtPie−iHtPj |G〉 ≡
∑
i,j
λ
(k)
i λ
(k)∗
j G
(0)
ij (t). (A4)
The quantity G
(0)
ij (t) is approximated by
Gi,j(~θ(t)) ≡ 〈Ψ(~θ(t))|XaPi |Ψ(~θ(t))〉+ i 〈Ψ(~θ(t))|YaPi |Ψ(~θ(t))〉 , (A5)
where the measurement of XaPi and YaPi correspond to the cases we set φ = 0, pi/2 in Fig. 2 in the main text,
respectively. By using Eq. (A1), the error of this approximation is upper bounded as
i,j ≡
∣∣∣G˜i,j(~θ(t))−G(0)i,j (t)∣∣∣ . 2√2D(|Ψ(~θ(t))〉 , |Φ(t)〉) + √2√Nm , (A6)
where G˜i,j(~θ(t)) is an experimentally obtained value of Gi,j(~θ(t)) according to Eq. (A5) and we denote the trace
distance between two pure states |ϕ〉 〈ϕ| and |ϕ′〉 〈ϕ′| as D(|ϕ〉 , |ϕ′〉). The second term in the right hand side indicates
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the shot noise, where Nm is the number of measurements for XaPi and YaPi. Finally, we can describe the error of
the Green’s function as follows:
R ≡
∑
i,j
|λ(k)i ||λ(k)j |i,j ≤
∑
i,j
|λ(k)i ||λ(k)j |
(
2
√
2D(|Ψ(~θ)〉 , |Φ(t)〉0) +
√
2√
Nm
)
= α
(
2D(|Ψ(~θ(t))〉 , |Φ(t)〉0) +
1√
Nm
)
,
(A7)
where α =
√
2
∑
i,j |λ(k)i ||λ(k)j |.
2. Algorithmic and implementation errors
We now analyze sources of errors of the real time Green’s function in this subsection and clarify two of main
contributions of them: algorithmic and implementation errors. According to Ref. [33], we can upper bound the trace
distance between the ideal time-evolved state and the simulated state by the VQS as
D
(
|Ψ(~θ(T ))〉 , |Φ(T )〉0
)
≤ D
(
|Ψ(~θ(0))〉 , |Φ(0)〉0
)
+
Nstep∑
n=1
D
(
U |Ψ(~θ((n− 1)δt))〉 , |Ψ(~θ(nδt))〉
)
, (A8)
where T is the time to be simulated, U is the exact time evolution operator of small time step δt described as U =
exp(−iHδt), and Nstep = T/δt is the number of time steps. The first term corresponds to the state preparation error of
the ground state via the variational quantum eigensolver (VQE), which we denote as s = D
(
|Ψ(~θ(0))〉 , |Φ(0)〉0
)
. The
second term, which accumulates an error for each time step, can be decomposed into two types of errors: algorithmic
and implementation errors. Algorithmic errors contains error due to imperfection of the ansatz approximating the
trial state and one due to a finite time step. Implementation errors are caused by physical errors stemming from the
noisy nature of near-term quantum computers and the shot noise. We assume physical errors can be ignored because
it can be suppressed by using quantum error mitigation techniques [56, 57, 68–71], i.e., we consider only the shot
noise as the implementation error. By using the triangle inequality, it follows that
D
(
U |Ψ(~θ((n− 1)δt))〉 , |Ψ(~θ(nδt))〉
)
≤ D
(
U |Ψ(~θ((n− 1)δt))〉 , |Ψ(0)(~θ(nδt))〉
)
+D
(
|Ψ(~θ(nδt))〉 , |Ψ(0)(~θ(nδt))〉
)
,
(A9)
where |Ψ(0)〉 denotes the state without implementation errors. The first term in the right hand side corresponds to
the algorithmic error and the second term does to the implementation error for each time step. We denote these
errors δA(n) and δI(n), respectively.
a. Algorithmic error
The algorithmic error can be written as [33]
δA(n) ≡ D
(
U |Ψ(~θ(n− 1)δt))〉 , |Ψ(0)(~θ(nδt))〉
)
=
√
∆
(2)
n δt2 + ∆
(3)
n δt3 +O(δt4), (A10)
where
∆(2)n = 〈δΨ(~θ(nδt))|δΨ(~θ(nδt))〉 −
∣∣∣〈δΨ(~θ(nδt))|Ψ(~θ((n− 1)δt))〉∣∣∣2 ,
|δΨ(~θ(nδt))〉 = −iH |Ψ(~θ((n− 1)δt))〉 −
∑
k
θ˙
(0)
k
∂ |Ψ(~θ((n− 1)δt))〉
∂θk
,
∆(3)n = ‖H‖‖H2‖+
1
3
‖H3‖+ ‖dR˜
dt
‖‖d
2R˜
dt2
‖+ 1
3
‖d
3R˜
dt3
‖
+ ‖H2‖
(
‖dR˜
dt
‖2 + ‖d
2R˜
dt2
‖
)
+
(‖H‖+ ‖H2‖) ‖dR˜
dt
‖,
(A11)
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the matrix norm ‖ . . . ‖is induced by the vector norm, the operator d/dt is defined as d/dt = ~˙θ(t) · ∂/∂~θ, and
R˜ ≡= Ia⊗U(~θ(t)) is the unitary circuit consisting of the ansatz (Eq. (20)). The term proportional to ∆(2)n stems from
limited representative capability of the ansatz state |Ψ(0)(~θ)〉 approximating the true state. The term proportional to
∆
(3)
n is, on the other hand, due to a finite time step δt. Therefore, the total accumulation of algorithmic errors from
t = 0 to t = T is
A =
Nstep∑
n=1
δA(n) .
√
∆
(2)
maxT +
√
∆
(3)
maxδt, (A12)
where ∆
(2)
max = maxn ∆
(2)
n and ∆
(3)
max = maxn ∆
(3)
n . The first term in the right hand side does not depend on the time
step δt because this is the error caused by imperfections of the ansatz to represent the quantum state after the time
evolution, whereas the second term can be suppressed by taking the small time step.
Here, we also show another important property of our algorithm based on the VQS. By denoting |Ψ(~θ(t))〉 as
|Ψ(~θ(t))〉 = 1√
2
(
|0〉a ⊗ |ψ1(~θ(t))〉+ |1〉a ⊗ |ψ2(~θ(t))〉
)
for simplicity, we have
∆(2)n =
1
2
(
〈δψ1(~θ(nδt))|δψ1(~θ(nδt))〉+ 〈δψ2(~θ(nδt))|δψ2(~θ(nδt))〉
)
− 1
4
(∣∣∣〈δψ1(~θ(nδt))|ψ1(~θ(nδt))〉∣∣∣2 + ∣∣∣〈δψ2(~θ(nδt))|ψ2(~θ(nδt))〉∣∣∣2)
− 1
2
Re
(
〈δψ1(~θ(nδt))|ψ1(~θ(nδt))〉 〈δψ2(~θ(nδt))|ψ2(~θ(nδt))〉
)
=
1
2
(∆
(2)
n,ψ1
+ ∆
(2)
n,ψ2
) +
1
4
∣∣∣〈δψ1(~θ(nδt))|ψ1(~θ(nδt))〉 − 〈δψ2(~θ(nδt))|ψ2(~θ(nδt))〉∣∣∣2 ,
(A13)
where
∆
(2)
n,ψi
= 〈δψi(~θ(nδt))|δψi(~θ(nδt))〉 −
∣∣∣〈δψi(~θ(nδt))|ψi(~θ((n− 1)δt))〉∣∣∣2 ,
|δψi(~θ(nδt))〉 = −iH |ψi(~θ((n− 1)δt))〉 −
∑
k
θ˙
(0)
k
∂ |ψi(~θ((n− 1)δt))〉
∂θk
.
(A14)
From the expression above, one can see that ∆
(2)
n for |Ψ〉 is not just a mean of ∆(2)n s for |ψ1〉 and |ψ2〉 but also includes
the term δ12 =
1
4 | 〈δψ1|ψ1〉 − 〈δψ2|ψ2〉 |2. This term, δ12, indicates that the algorithmic error due to the insufficient
ansatz increases when we want to find a unitary operator to evolve two input states simultaneously, compared with
finding different unitaries for each state. The term δ12 clarifies the drawback of our algorithm to find a unitary which
simultaneously approximates the time evolution operator for multiple states.
However, as seen in numerical simulation in Sec. V, we successfully reproduced the real time Green’s functions of
the two site fermi-Hubbard model, which implies that the effect of δ12 can be made small. In general, the cost for
employing different unitaries for multiple states and the circuit like in Fig. 1 is much larger than employing a single
unitary and the circuit like in Fig. 2.
b. Implementation error
The implementation error is caused by the shot noise and give errors in the solution of Eq. (10) in the main text,
M~˙θ = ~V , (A15)
where
Mi,j = Re
(
∂ 〈Ψ(~θ)|
∂θi
∂ |Ψ(~θ)〉
∂θj
)∣∣∣∣∣
~θ=~θ(nδt)
, (A16)
Vj = Im
(
〈Ψ(~θ)|H∂ |Ψ(
~θ)〉
∂θj
)∣∣∣∣∣
~θ=~θ(nδt)
. (A17)
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At each time step, the matrix M and the vector V are obtained by measuring outputs of appropriate quantum
circuits [33, 41], which include the shot noise. We denote error-free values of the matrix M and the vector ~V as M0
and ~V0, and observed values of them as M0 + δM and ~V0 + δ~V , respectively. The solution of Eq. (A15) calculated by
M0 and ~V0 is denoted by ~˙θ0 and the one calculated by M0 + δM and ~V0 + δ~V as ~˙θ0 + δ~˙θ. In the first order of δM0
and δ~V0, it follows
δ~˙θ ≈M−10 δ~V −M−20 δM ~V0, (A18)
and we thus have
‖δ~˙θ‖ ≤ ‖M−10 ‖‖δ~V ‖+ ‖M−10 ‖2‖V0‖‖δM‖. (A19)
Since we consider only the shot noise, ‖δ~V ‖ and ‖δM‖ can be described as
‖δM‖ ≈ ∆M√
Nr
, (A20)
‖δ~V ‖ ≈ ∆~V√
Nr
, (A21)
where Nr is the number of shots to evaluate M and ~V . When we denote the derivative of the state |Ψ(~θ)〉 as
∂ |Ψ(~θ)〉
∂θk
=
ND,k∑
i=1
gk,iIa ⊗ (UN · · ·Uk+1Pk,iUk−1 · · ·U1) |Ψ(~θ)〉 , (A22)
where gk,i is a complex number and Pk,i is a Pauli operator (recalling that we have assumed the ansatz has the form
of Eq. (7) in the main text), ∆M can be written as
∆M = 2
√√√√√∑
k,q
∑
i,j
|g∗k,igq,j |2
. (A23)
Similarly, ∆~V is written as
∆~V = 2
√√√√√∑
k
∑
i,j
|g∗k,ihj |2
, (A24)
where the Hamiltonian is written as H =
∑
j hjPj with Pj being a Pauli operator and hj a coefficient.
In Ref. [33], the implementation error is shown to be approximated as
δI(n) ≡ D
(
|Ψ(~θ(nδt))〉 , |Ψ(0)(~θ(nδt))〉
)
=
√
δ~˙θTBδ~˙θδt2 +O(δt3)
.
√
‖B‖‖δ~˙θ‖δt
.
√
‖B‖ ∆I√
Nr
δt,
(A25)
where ∆I = ‖M−10 ‖∆~V + ‖M−10 ‖2‖V0‖∆M and
Bi,j =
∂ 〈Ψ(~θ((n− 1)δt))|
∂θi
∂ |Ψ(~θ((n− 1)δt))〉
∂θj
− ∂ 〈Ψ(
~θ((n− 1)δt))|
∂θi
|Ψ(~θ((n− 1)δt))〉 〈Ψ(~θ((n− 1)δt))| ∂ |Ψ(
~θ((n− 1)δt))〉
∂θj
.
Finally, the total implementation error will be
I ≡
Nstep∑
n=1
δI(n) ≤
√
‖B‖max∆
(max)
I√
Nr
T, (A26)
where the superscipt and subscript “max” on ‖B‖ and ∆I represents the maximum value for n = 1, . . . , Nstep.
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3. Resource estimation
a. Evaluation of the error of the real time Green’s function and the resource estimation
From Eqs.(A7)(A12)(A26), the error of the computed Green’s function by our algorithm based on the VQS reads
as
R ≤ α
(
2(s + A + I) +
1√
Nm
)
= α
(
2
(
s +
√
∆(2)T +
√
∆(3)δtT +
√
‖B‖ ∆I√
Nr
T
)
+
1√
Nm
)
,
(A27)
where we omitted the subscript and superscript “max” for simplicity. The first and second terms in the right
hand correspond to the state preparation error and the (part of) algorithmic error, respectively. Both stems from
imperfections of the ansatz to represent the ideal quantum state to be simulated and the analysis of them is not
straightforward; e.g., it depends on details of the system (Hamiltonian) and/or the ansatz as well as the optimisation
method used for the VQE. We leave them for the future work. On the other hand, the third, forth, and fifth terms
in the right hand side can be suppressed by employing sufficiently small time step δt and the large number of shots
Nr, Nm for measuring the quantum circuits. Those terms represent the algorithmic error due to a finite time step, the
implementation error, and the shot noise in evaluating the Pauli matrices involved in the Green’s function, respectively.
Let us evaluate the size of time step δt and the number of shots Nr, Nm so as to bound each term in the right hand
side of Eq. (A27). To upper bound the third term by εA, we need the time step
δt =
ε2A
4α2∆(3)T 2
. (A28)
It means that the number of time steps will be
Nstep =
T
δt
=
4α2∆(3)T 3
ε2A
. (A29)
To upper bound the fourth term by εI , we need to set the number of shots to evaluate the matrix M as
Nr =
4α2‖B‖T 2
ε2I
. (A30)
Similarly, if we want to upper bound the fifth term by εm, it is required
Nm =
α2
ε2m
. (A31)
Finally, let us count the number of distinct runs of the quantum circuits to obtain the Green’s function and discuss
its dependence on the required error bound to the Green’s function. The number of shots (distinct runs of quantum
circuit) to populate M and V matrix is at most N2θN
2
D + NθNHND, where Nθ is the number of parameters (the
number of elements of ~θ), NH is the number of terms of the Hamiltonian, and ND is maxkND,k. Hence the number
of distinct runs of the quantum circuits to obtain the Green’s function will be
Ntot = Nstep ×Nr × (N2θN2D +NθNHND) +Nk ×Nm
=
16α4‖B‖∆(3)T 5
ε2Aε
2
I
(N2θN
2
D +NθNHND) +
Nkα
2
ε2m
, (A32)
where Nk is the number of the Pauli matrices in which we expand the electron creation operator ck (see Eq. (13) in
the main text). This is one of the main results for the resource estimation for calculating the Green’s function based
on the VQS, although this number is a very loose, or pessimistic estimation.
We note that further simplification may be possible when we set εA = εI = εm = ε/3, i.e., we set the total error of
the Green’s function to ε, ignoring the errors originating from imperfections of the ansatz,
Ntot =
1296α4‖B‖∆(3)T 5
ε4
(N2θN
2
D +NθNHND) +
9Nkα
4
ε2
≈ 1296α
4‖B‖∆(3)T 5
ε4
(N2θN
2
D +NθNHND). (A33)
We will use this relationship in the next subsubsection.
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b. Evaluation of the error of the Green’s function in frequency domain and the resource estimation
The Green’s function in frequency domain is defined as
G˜Rk (ω) =
∫ ∞
0
ei(ω+iη)tGRk (t)dt (η → +0), (A34)
and its imaginary part Im G˜Rk (ω) gives the spectrum function. Suppose the Hamiltonian of interest has the energy
spectrum {Emin, . . . , Emax}, where Emin(max) is the minimal (maximum) energy. We assume all energies are positive,
Emin > 0, without loss of generality. According to the sampling theorem, to avoid aliasing in G˜
R
k (ω), we need to
sample the real time Green’s function GRk (t) with over twice the maximum frequency contained in it. It means that
we need to have the time step
δt ≤ 1
2fmax
=
1
Emax/pi
, (A35)
where fmax = Emax/2pi is the maximum frequency of the real time Green’s function, in the VQS algorithm. It is
important to note that this bound is constant with regard to the required accuracy to the real time Green’s function
while the time step shown in Eq. (A28) depends on it, so we adopt Eq. (A28) as the time step to be considered.
Meanwhile, the necessary evolution time T0 to obtain information of the lowest frequency component is T0 = 2pi/Emin.
In our simple numerical integration scheme, the real time Green’s function is sampled at t = 0, δt, . . . , T0. The
Green’s function in frequency domain is approximated as
G˜Rk (ω) ≈
∫ T0
0
ei(ω+iη)tGRk (t)dt (η → +0)
≈
Nstep∑
n=0
GRk (nδt)e
iωnδtδt+O(δt)
(A36)
where Nstep = T0/δt is the total number of time steps for simulation. We note that the first term in the last line is
O(δt0). When the errors of all data {GRk (nδt)}Nstepn=0 are bounded by ε˜, the error of the imaginary part of G˜Rk (ω) can
be upper bounded as
δ
(
Im[G˜Rk (ω)]
)
. Nstep · ε˜ · δt = ε˜ T0. (A37)
The same argument can be made for the real part. Therefore, if we want to set total accuracy of G˜
(R)
k (ω) to ε, i.e.,
we should take ε˜ = ε/T0. In that case, the total number of measurements (Eq. (A32)) will be
Ntot =
1296α4‖B‖∆(3)T 90
ε4
(N2θN
2
D +NθNHND)
=
(2pi)9 × 1296α4‖B‖∆(3)
ε4E9min
(N2θN
2
D +NθNHND).
(A38)
Conversely, when the time step δt is fixed and take only errors related to δt into account, the error of the Green’s
function in frequency domain is
δ
(
Im[G˜Rk (ω)]
)
∼ 2αT 3/20
√
∆(3)δt. (A39)
Appendix B: Details of discussion on the feasibility of our algorithms in Sec.VII
In this section, we provide details of the discussion on the feasibility of our proposed algorithms in Sec. VII based
on Ref. [55].
We take the the two-dimensional Hubbard model (Eq. (35) in the main text) of Nsite sites with the open boundary
condition as an example. By applying the Jordan-Wigner transformation, the Hamiltonian will have the form of
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H =
∑
j hjPj , where hj is real coefficient and Pj is Pauli matrices. The Hamiltonian ansatz is defined as (Eq. (32)
in the main text)
nd∏
d=1
∏
j
exp
(
iθ
(d)
j Pj
) , (B1)
where nd is the depth of the ansatz and θ
(d)
j is a parameter to be optimized in the ansatz. In Ref. [55], it is shown
that the number of single qubit gates and two-qubit gates to implement the single-depth (nd = 1) Hamiltonian ansatz
of this model is
Nsingle = 4N
3
2
site + 7Nsite − 4
√
Nsite,
Ntwo = 8N
3
2
site +Nsite − 4
√
Nsite,
(B2)
with assuming the Z rotation gate and the partial swap gate as elementary single and two-qubit operations. Therefore,
the total number of gates is nd(Nsingle + Ntwo). By putting nd = 1 and Nsite = 25 as in the main text, we obtain
Nsingle ≈ 650, Ntwo ≈ 1000. Alternatively, when we set nd = Nsite, the total number of gates is Nsingle ≈ 16400, Ntwo ≈
2600. In this case, the tolerable error rate for quantum error correction, Ngategate . 2, gives gate = 8× 10−2% even
if we consider only the two-qubit gates. This value indicates that the further improvement of two-qubit gate fidelity
is required.
Appendix C: Additional simulation results
Here, we show additional numerical results. The results for nd = 4 are presented in Fig. 11. We can see that the
results are almost identical with the result of nd = 8 in Fig. 5 in the main text although the peaks of the spectral
function are slightly smeared.
Furthermore, we present results of the variational quantum simulation (VQS) for four-site Fermi-Hubbard model
for further convincing the readers of the feasibility of our algorithm. The Hamiltonian of the four-site Fermi-Hubbard
model is defined as
H = −
∑
i,=1,2,3,4,σ=↑,↓
(
c†i,σci+1,σ + h.c.
)
+ U
4∑
i=1
c†i,↑ci,↑c
†
i,↓ci,↓ −
U
2
∑
i=1,2,3,4,σ=↑,↓
c†i,σci,σ. (C1)
Simulating this model requires eight qubits, so it is closer to the current experiments of the near-term quantum
computers. We employ the Hamiltonian ansatz (32) of the depth nd = 16 which has 320 parameters (the number of
Pauli terms in the Hamiltonian except for the identity operator is NP = 20). The result of the numerical simulation
of the VQS is displayed in Fig. 12, which well reproduces the exact result. While general unitary operators on the
system have (28)2 = 65536 real parameters, our ansatz only uses real 320 parameters to simulate the dynamics for
computing the Green’s function by using the VQS algorithm in Sec. III.
Appendix D: Details on numerical simulation
For the numerical calculation in Sec. III, we evaluate the derivatives appearing in Eq. (11) by numerical differen-
tiation by taking δθi = 10
−4 for all parameters θi of the ansatz quantum state. We solve Eq. (10) by minimizing
‖M~˙θ − ~V ‖ by using numpy.linalg.lstsq function implemented in Python library Numpy [72] with neglecting the
singular values of M smaller than 10−8. The size of the time step dt is taken so small that there is no significant
change in the final result when decreasing dt.
20
0 5 10 15 20 25 30 35
1.0
0.5
0.0
0.5
1.0
Re
 G
R 0(
t),
 U
=3
(a)
VQS
Exact
0 5 10 15 20 25 30
t
1.0
0.5
0.0
0.5
Im
 G
R 0(
t)
VQS
Exact
0 5 10 15 20 25 30 35
1.0
0.5
0.0
0.5
1.0
Re
 G
R
(t)
, U
=3
(b)
VQS
Exact
0 5 10 15 20 25 30
t
1.0
0.5
0.0
0.5
Im
 G
R
(t)
VQS
Exact
6 4 2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
Im
G
R k
(
)/
,  
U
=
3
(c)
VQS, k = 0
Exact, k = 0
VQS, k =
Exact, k =
0 5 10 15 20 25 30 35
1.0
0.5
0.0
0.5
1.0
Re
 G
R 0(
t),
 U
=6
(d)
VQS
Exact
0 5 10 15 20 25 30
t
1.0
0.5
0.0
0.5
Im
 G
R 0(
t)
VQS
Exact
0 5 10 15 20 25 30 35
1.0
0.5
0.0
0.5
1.0
Re
 G
R
(t)
, U
=6
(e)
VQS
Exact
0 5 10 15 20 25 30
t
1.0
0.5
0.0
0.5
Im
 G
R
(t)
VQS
Exact
6 4 2 0 2 4 6
0.0
0.2
0.4
0.6
0.8
1.0
1.2
Im
G
R k
(
)/
,  
U
=
6
(f)
VQS, k = 0
Exact, k = 0
VQS, k =
Exact, k =
FIG. 11. Numerical simulation of the VQS algorithm to compute the Green’s function in real time GRk (t) (a, b, d, e) and the
spectral function (c, f) for nd = 4 and the model (30) of U = 3 (a-c) and U = 6 (d-f). The time step is taken as dt = 0.1(0.03)
for U = 3(6). The exact spectral function is calculated by the exact dynamics of the Green’s function in real time from t = 0
to t = 100 with step dt = 0.1. We take η = 0.2 for the calculation of the spectral functions.
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FIG. 12. Numerical simulation of the VQS algorithm to compute the Green’s function in real time GRk=0(t) (a) and the
spectral function (b) of the four-site Fermi-Hubbard model (C1) of U = 6. The Hamiltonian ansatz (32) of the depth nd = 16
is used and the time step is taken as dt = 0.03. The exact spectral function is calculated by the exact dynamics of the Green’s
function in real time from t = 0 to t = 100 with step dt = 0.1. We take η = 0.4 for the calculation of the spectral functions.
