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Abstract
Information retrieval (IR) techniques are used
in question answering (QA) to retrieve passages
from large document collections which are rele-
vant to answering given natural language ques-
tions. In this paper we investigate the impact
of document segmentation approaches on the re-
trieval performance of the IR component in our
Dutch QA system. In particular we compare
segmentations into discourse-based passages and
window-based passages with either ﬁxed sizes or
variable sizes. We also look at the eﬀect of over-
lapping passages and sliding window approaches.
Finally, we evaluate the diﬀerent strategies by
applying them to our question answering system
in order to see the impact of passage retrieval on
the overall QA accuracy.
Keywords
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1 Introduction
Question answering (QA) systems commonly include a
passage retrieval component to reduce the search space
for information extraction modules when looking for
appropriate answers of a given natural language ques-
tion. Most systems rely on standard information re-
trieval (IR) techniques to retrieve relevant passages. In
general, one prefers to work with textual units smaller
than documents in QA systems. This is not only be-
cause of eﬃciency reasons but also because QA re-
quires high recall in order to identify possible answers.
Recall in general is improved by increasing the number
of units retrieved but answer extraction methods are
too expensive to work on a high number of large doc-
uments. Furthermore, answer extraction is less likely
to make mistakes if the textual units are small and fo-
cused on relevant passages instead of documents that
may contain a lot of extra information irrelevant to
answering the question.
There are two general strategies to passage retrieval
in QA [13]: (1) a two-step strategy of retrieving docu-
ments ﬁrst and then selecting relevant passages within
these documents (search-time passaging), and (2) a
one-step passage retrieval strategy (index-time pas-
saging), see, for instance, [4]. Furthermore, in the
ﬁrst strategy we can distinguish between approaches
that return only one passage per relevant document
(for example the widely used Okapi model [14]; see
[15] for a discussion on other algorithms) and the ones
that allow multiple passages per relevant document to
be returned (for instance [11]. In our QA system we
adopt the second strategy (index-time passaging) us-
ing a standard IR engine to match keyword queries
generated from a natural language question with pas-
sages in the index. Thus, we always allow multiple
passages per document to be returned (which is also
preferable according to [13]) and the IR engine de-
cides for the overall ranking of all passages. The focus
of this paper is to investigate the impact of diﬀerent
passaging approaches within the chosen setup.
Passage retrieval in QA is diﬀerent from ordinary
IR in at least two points: Firstly, queries are gener-
ated from user questions and not manually created as
in standard IR. Secondly, the units to be retrieved are
usually much smaller than documents in IR (as men-
tioned already). Here, the division of documents into
passages is crucial. The textual units have to be big
enough to ensure IR works properly and they have to
be small enough to enable eﬃcient and accurate QA.
In this paper, we investigate the impact of changing
the segmentation size on the retrieval performance and
on the overall QA results. For this we look at ﬁxed-
sized and variable-sized segmentations using diﬀerent
degrees of redundancy. We compare our results with
standard segmentations using the document structure.
The advantages of passage retrieval over full-text
document retrieval has been investigated in various
studies, see, e.g., [8, 1, 6, 7]. The main argument for
passage retrieval is based on the normalization of tex-
tual units especially in cases where documents come
from very diverse sources. In IR the task of comparing
diverse documents with each other and with a given
query is a serious problem and standard approaches
have a lot of shortcomings when applying similarity
measures to documents of various sizes and text types.
The contents of the dataset we are working with is ev-
idently very diverse. Most of the documents are very
short but the longest one contains 625 sentences. The
distribution of document sizes in our collection is plot-
ted in ﬁgure 1.
Standard measures using, for instance, vector-space
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Fig. 1: Distribution of document sizes in terms of
sentences they contain in the Dutch CLEF corpus.
based models for ranking documents according to their
relevance have often a strong bias for certain text types
raising problems of discrimination between documents
of diﬀerent lengths and content densities. Passages on
the other hand provide convenient units to be returned
to the user avoiding such ranking diﬃculties [8]. We
can distinguish two approaches to the incorporation
of passages in information retrieval: (1) using passage-
level evidence to improve document retrieval [1, 6] and
(2) using passages directly as the unit to be retrieved
[8, 7]. We are only interested in the second approach
as we prefer small units to be returned in QA.
Minister Andriessen ( economische zaken ) wil dat ondernemers
die door de watersnood in Limburg zijn gedupeerd , sneller en
goedkoper krediet kunnen krijgen om hun bedrijf aan de gang
te houden .
De rente van 7,5 procent op de middenstandskredieten moet
worden gehalveerd en de provisie van 3 procent moet vervallen
. Andriessen , gisteren voor de NOS-televisie : ” Het moet ook
allemaal veel sneller dan gebruikelijk . De mensen moeten niet
stikken in de papieren . ”
KNOV-voorzitter Kamminga antwoordde meteen dat niet vol-
doende te vinden : ” De klappen zijn daar z groot , dat voor
velen een goedkope lening niet zal helpen . Er zal meer moeten
gebeuren . ”
Pagina 3 :
VVD vraagt 100 miljoen voor rampgebied
Verscheidene ministers bespreken vanmiddag wat er voor het
rampgebied moet gebeuren . Het ministerie van binnenlandse
zaken kon gisteravond nog niet zeggen met welke voorstellen
minister Dales naar het overleg komt . Het kabinet heeft 15
miljoen gulden toegezegd , maar enkele ministers hebben al laten
weten dat dit bedrag moet worden verhoogd .
De Tweede-Kamerleden Van Rey en De Korte ( VVD ) hebben
er bij minister Kok ( ﬁnancin ) op aangedrongen voor de getrof-
fen gebieden 100 miljoen gulden beschikbaar te stellen van de
meevaller van ruim 4 miljard gulden op de rijksbegroting van
1993 .
Fig. 2: Discourse passages using paragraph markup.
Passages can be deﬁned in various ways. An obvious
way is to use logical divisions given in the documents
such as sections and paragraphs. Existing markup or
segmentation heuristics (such as empty lines) can be
used to detect these units. Such segmentations based
on document structure are known as discourse pas-
sages [8]. Problems with this approach often arise
with special structures such as headers, lists and tables
which are easily mixed with other units such as proper
paragraphs. Hence, discourse passages can vary sub-
stantially in terms of size and contents and similar
problems as with standard IR may appear. An exam-
ple segmentation of a document in our collection using
existing paragraph markup is shown in ﬁgure 2.
Despite of the remaining diversity the variety in size
is smaller at the paragraph level than at the document
level and, therefore, the problems with a length bias
in IR partly fades away.
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Fig. 3: Distribution of paragraph sizes in terms of
sentences in the Dutch CLEF corpus.
The distribution of paragraph sizes in our collection
is plotted in ﬁgure 3. It shows that there is less diver-
gence among paragraphs compared to the document
size distribution. However, the longest paragraph still
contains 156 sentences. The fact that we still have to
deal with a large variety of paragraphs can be seen in
ﬁgure 4 which plots the distribution of paragraph sizes
in terms of characters.
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Fig. 4: Distribution of paragraph sizes in terms of
characters in the Dutch CLEF corpus.
Another type of passages are semantic passages.
Here, the main idea is to split documents into seman-
tically motivated units using some topical structure.
TextTiling is an approach to such a segmentation us-
ing word frequencies to recognize topic shifts [5] We
do not include semantic passages in our experiments.
Finally, there are window-based passages that use
ﬁxed or variable-sized windows to segment documents
into smaller units. Usually, windows are deﬁned in
terms of words or characters [8, 12]. However, sen-
tences or paragraphs can also be used to deﬁne passage
2windows [16, 10]. Commonly, window-based passages
have a ﬁxed length using non-overlapping parts of the
document. However, dynamic deﬁnitions of windows
have been proposed in order to create passages of vari-
able lengths and starting positions, i.e., passages with
overlapping parts [8, 12]. Arbitrary passages of ﬁxed
sizes can also be seen as sliding windows. More details
are discussed later in the paper.
The remainder of the paper is organized as follows:
Section 2 includes an overview of the retrieval compo-
nent in our QA system and a detailed description of
the various segmentations included in our experiments.
In section 3 our results are shown and discussed and,
ﬁnally, section 4 summarizes the paper with conclu-
sions and some prospects for future work.
2 Passage retrieval in Joost
In our research, we are working with Dutch open-
domain question answering. Our QA system, Joost,
includes two strategies: (1) A table-lookup strategy
using fact databases that have been created oﬀ-line,
and, (2) an “on-line” answer extraction strategy with
passage retrieval and subsequent answer identiﬁcation
and ranking modules. We will only look at the second
strategy as we are interested in the passage retrieval
component and its impact on QA performance. Let us
ﬁrst have a look at the retrieval module in our system.
2.1 Overview of the retrieval module
The passage retrieval component in our system imple-
ments an interface to several open-source IR engines.
The query is generated from the given natural lan-
guage question after question analysis. Keywords are
sent to the IR engine and results (in form of sentence
IDs) are returned to the QA system. The passage re-
trieval component generates the query in the required
format used by the IR engine and translates retrieved
units (for example paragraphs) into sequences of sen-
tence IDs which are needed by the subsequent answer
extraction modules. The retrieval component is trans-
parent and we can easily switch between diﬀerent IR
engines and even combine them in various ways.
In the experiments described here, we apply Zettair
[9], an open-source IR engine developed by the search
engine group at the RMIT University in Melbourne,
Australia. It implements a very eﬃcient standard
IR engine with high retrieval performance according
to our experiments with various alternative systems.
Zettair is developed for English and was mainly used
for the TREC retrieval tasks. In our experiments we
used version 0.6.1 and the Okapi BM-25 metric with
standard parameters [14]. We applied the system to
our Dutch data without any special adjustments and
it seems to be very robust and comparable (in terms of
retrieval performance) to other systems such as Lucene
with integrated Dutch stemming and stop word ﬁlter-
ing. Zettair is optimized for speed and is very eﬃcient
in both, indexing and retrieval. The outstanding speed
in indexing is very fortunate for our experiments in
which we had to create various indexes with diﬀerent
document segmentations which are discussed in the
following section.
2.2 Document segmentation
We work with the Dutch data from the QA tasks at
the cross-lingual evaluation forum (CLEF) [2]. The
document collection used there is a collection of two
daily newspapers from the years 1994 and 1995. It in-
cludes about 190,000 documents (newspaper articles)
with altogether about 4 million sentences including ap-
proximately 80 million words. The documents include
additional markup to segment them into paragraphs.
Naturally, we apply this segmentation in one of our
retrieval experiments. Note, that headers, signatures
and other small units are treated as paragraphs on
their own in the data. The average length of a para-
graph is therefore rather small: around 4 sentences.
Paragraph sizes may vary a lot depending on the doc-
ument structure. This may inﬂuence the retrieval per-
formance signiﬁcantly which is our main motivation
for the experiments with alternative segmentation ap-
proaches as described below.
We decided to deﬁne passages in terms of sequences
of sentences as our QA system expects complete sen-
tences for extracting answer candidates. Hence, pas-
sages of the same size (in terms of sentences) may
have diﬀerent lengths in terms of words and charac-
ters. We also deﬁne document boundaries as “hard”
boundaries, i.e., passages may never come from more
than one document in the collection.
Using this setup we apply the following segmenta-
tion strategies in our retrieval experiments:
Window-based passages: Documents are split
into passages of ﬁxed size (in terms of number
of sentences). As mentioned earlier, we respect
document boundaries and never cross them when
creating a passage to be indexed. We use various
sizes from 1 up to 10 sentences.
Variable-sized arbitrary passages: In this ap-
proach, passages may start at any sentence in
each document and may have variable lengths.
This is implemented by adding redundant infor-
mation to our standard IR index: We create pas-
sages starting at every sentence in a document for
each length deﬁned (for instance lengths 1 up to 5
sentences). In this way we include many overlap-
ping passages in our index that may be considered
when querying the database. The IR ranking will
decide which one to use when matching queries
to documents. We deﬁne the following settings:
arbitrary passages from 1 to 5 sentences, 5 to 10
sentences, and 1 to 10 sentences.
Sliding window passages: A sliding window ap-
proach also adds redundancy to the index by slid-
ing over documents with a ﬁxed-sized window
(again in terms of number of sentences). All pas-
sages have the same size but may start at arbi-
trary positions in each document.1 In our experi-
ments, we apply sliding window passages for sizes
from 2 to 10.
The segmentation strategies described above do not
use any semantic or discourse information from the
1 Note that we still do not cross document boundaries, i.e.,
passages may not start at any other sentence included in the
last passage of a document except the ﬁrst one.
3documents (except for the document and sentence
boundaries). We are interested in comparing such
knowledge-poor approaches with the retrieval based
on available paragraph markup. Especially, we would
like to know if there is a length-based preference of
the IR engine which would have a negative impact
on variable-sized settings. Here, an advantage of the
ﬁxed-size segmentation should be observable. On the
other hand, it is interesting to see whether it is prefer-
able to include redundant information in the index. In
these cases the system can directly compare various
competing document segmentations returning the one
with the best match. The variable-size approach has
the additional advantage that the IR engine may even
decide the passage size necessary to match the given
query. However, a general length bias of the IR engine
would again have a negative impact on the retrieval
results when variable-sized passages are involved.
The following section describes the experiments car-
ried out using the settings described above.
3 Experiments
3.1 Setup
All experiments were carried out with the same data
sets. The entire Dutch CLEF document collection is
used to create the index ﬁles with the various segmen-
tation approaches. For evaluation we applied ques-
tions from the previous Dutch QA tasks at CLEF. In
particular we used all annotated questions (annotated
with their answers) from the tracks in 2003, 2004, and
2005. Altogether, there are 777 questions, each ques-
tion may have several answers. For each setting we re-
trieved 20 passages per question2 using the same query
generation strategy (basically using all words in the
question). We used several measures to evaluate the
retrieval performance:
Mean reciprocal ranks: The mean of the recipro-
cal rank of the ﬁrst passageretrieved that contains
a correct answer.
MRRIR =
1
N
N X
1
1
rank(ﬁrst relevant passage)
Coverage: Percentage of questions for which at
least one passage is retrieved that contains a cor-
rect answer [13].
Redundancy: The average number of passages re-
trieved per question that contain a correct answer
[13].
We use simple string matching to decide whether a
correct answer is included in a passage or not. We also
count the number of sentences contained in all pas-
sages retrieved. The main purpose of passage retrieval
is to reduce the search space for subsequent answer
extraction modules which works on the sentence level.
Hence, the number of sentences retrieved has a large
impact on the QA system and its eﬃciency.
2 In [3] the authors show that about 20 passages are optimal
for the end-to-end performance of their QA system. We ex-
perienced similar results when experimenting with diﬀerent
numbers of retrieved passages.
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Fig. 5: Coverage and redundancy of passages retrieved
for various segmentation strategies. 1-5, 5-10, 1-10 re-
fer to the variable-size arbitrary passages and settings
with the suﬃx ’s’ refer to sliding window approaches.
Note that there are 3 diﬀerent scales on the Y-axis (one
for coverage, one for redundancy and one for number
of sentences). Hence, the curves should not be com-
pared directly with each other.
3.2 Coverage and redundancy
Intuitively, recall is more important in passage re-
trieval for QA than precision as mentioned already be-
fore. Passage retrieval is merely a ﬁltering routine to
make on-line QA feasible. It is a bottleneck because
text segments that have been missed by the retrieval
component are lost forever and cannot be found by
any other means of the system. Therefore, we like to
achieve the highest coverage possible to support ques-
tion answering. Furthermore, we like to get as many
relevant passages as possible to make it easier for the
answer extraction modules to spot possible answers.
This reduces the likelihood of selecting the wrong an-
swer string by providing stronger evidence for the cor-
rect ones. Hence, high redundancy is desired as well.
Figure 5 plots coverage and redundancy of the various
approaches. Both measures are not directly compara-
ble as they use diﬀerent scales. Still, it is interesting
to plot them on top of each other in order to illustrate
dependencies between them.
As we can see in ﬁgure 5, coverage is best for the
segmentation approach using pre-deﬁned paragraphs.
Redundancy on the other hand can be improved by
considering larger units such as window-based segmen-
tation techniques with 7 or more sentences. Using
larger units increases the chance of including an an-
swer in a selected passage. However, as illustrated
in the ﬁgure the number of sentences to be searched
is signiﬁcantly increased for these segmentation ap-
proaches. The lowest scores are achieved for the slid-
ing window approaches with large window sizes. This
is somewhat surprising but the redundancy in the data
seems to have a negative inﬂuence on the retrieval per-
formance. We believe that the drop in coverage and
redundancy is due to the overlap of passages. Many
passages are included in the index with only small dif-
ferences between them (one or a few sentences). These
4passages are probably ranked similarly and, therefore,
many overlapping passages are retrieved. In this way,
the chance of ﬁnding an alternative relevant section
is decreased. Hence, redundancy goes down and also
coverage is decreased because of less variety in the re-
trieval results. However, we did not include a qualita-
tive analysis of the results to support this hypothesis.
If the hypothesis is true and many overlapping pas-
sages cause the drop in retrieval we could easily im-
plement additional constraints to avoid such results.
However, this has not been done in the present study.
3.3 Mean reciprocal ranks
In the case were passage retrieval is purely seen as
a ﬁltering step, ordering of the retrieved documents
does not play a role. Ranking possible answers is then
done entirely based on information extraction patterns
according to the question independent of the ranking
provided by the retrieval component. Therefore, cov-
erage and redundancy should be suﬃcient to describe
the quality of passage retrieval. However, the amount
of data to be searched inﬂuences answer extraction
modules not only in terms of eﬃciency but also in
terms of error rates. Large amounts of data to be
searched increase the likelihood of erroneous decisions
made by answer extraction. Furthermore, the rank-
ing of the passage retrieval component is usually an
important clue to rank sentences with answer candi-
dates. Hence, in our system, retrieval scores are in-
corporated in the ﬁnal ranking equation. Therefore,
we will now look at the mean reciprocal ranks of re-
trieved passages. These scores are compared with the
performance of the overall QA system using the vari-
ous passage retrieval strategies. For the latter we use
mean reciprocal ranks again but this time in terms of
answers found by the question answering system (us-
ing the ﬁrst 5 answers only):
MRRQA =
1
N
N X
1
1
rank(ﬁrst correct answer)
In ﬁgure 6 the mean reciprocal ranks for passage
retrieval and for question answering are compared.
Again, we also plot the number of sentences retrieved
for each segmentation strategy.
Surprisingly, we can see a lot of diﬀerences in the
plot of the passage retrieval MRR (MRRIR) and the
MRR of the QA system (MRRQA). The MRRIR
scores are increased with larger passage sizes but the
corresponding MRRQA scores decline. On the other
hand, MRRQA scores are well above the other ap-
proaches (except paragraph segmentation) when us-
ing variable-sized paragraphs. This is also surprising
when comparing the MRR scores to coverage and re-
dundancy plotted in ﬁgure 5. The variable-sized seg-
mentation approaches did not score well, neither on
coverage nor on redundancy but they did very well
on MRRQA. Here, we can clearly see the eﬀect of
retrieval size in terms of number of sentences. Con-
cluding from the experimental ﬁgures small units are
preferred in the variable-sized segmentation approach.
The number of sentences retrieved is comparable to the
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retrieve 20 sent par doc
nr of sentences 16,545 51,260 323,582
coverage (%) 74.42 83.03 84.70
redundancy 2.61 3.72 5.33
MRRIR 0.445 0.529 0.617
MRRQA 0.441 0.479 0.432
Table 1: Discourse-based segmentation: 20 sen-
tences/paragraphs/documents per question
ﬁxed-size window approaches with sizes 2 and 3. For
example, the average number of sentences retrieved
for variable-sized passages of size 1 to 10 is about 40
per question which refers to an average passage size
of 2 sentences (20 passages are retrieved per ques-
tion). The MRRIR scores, however, are much bet-
ter for variable-sized passages than for ﬁxed-sized pas-
sages. There are probably quite a few one-sentence
passages in the one-to-x passage approaches and some
larger passages where it is necessary to include larger
context to match the query. To summarize the dis-
cussion, retrieving little amounts of precise data is ap-
parently preferable for question answering compared
to larger retrieval results even with better coverage.
Hence, measuring retrieval performance in terms of
coverage, redundancy and mean reciprocal ranks only
is misleading according to our data. Most relevant is
the relation between the measures just mentioned and
the average size of the retrieved text units.
3.4 Discourse passages
In the comparison above, we could also see that the
discourse-based segmentation performs best in terms
of MRRQA except for a slight improvement when
using variable-sized arbitrary passages of size 1 to
10. However, this improvement is not signiﬁcant and
does not justify the extra redundancy in the retrieval
database. In general, IR does not seem to be harmed
by variable passage lengths.
We now also compare diﬀerent discourse-based seg-
mentations: sentence level, paragraph level and doc-
575 sent 20 par 5 doc
nr of sentences 61,075 51,260 80,264
coverage (%) 83.03 83.03 75.45
redundancy 5.35 3.72 1.86
MRRIR 0.451 0.529 0.607
MRRQA 0.458 0.479 0.407
Table 2: Discourse-based segmentation: 75 sentences,
20 paragraphs, 5 documents per question
ument level segmentation. Table 1 summarizes the
results.
The scores for the discourse-based segmentations
follow the same tendencies as the other segmenta-
tion techniques. Larger units produce better perfor-
mance in passage retrieval but cause a larger search
space for sub-sequent QA modules. As we can see
at the MRRQA scores, paragraph level segmentation
performs best in our setup even though coverage and
redundancy are below document retrieval results. Sen-
tence retrieval on the other hand is not preferable due
to low coverage and redundancy even though it pro-
duces the least amount of data to be searched.
Finally, we also compare the three discourse-
based passage segmentation approaches with similar
amounts of sentences retrieved. Table 2 shows the
scores for retrieving 75 sentences, 20 paragraphs and
5 documents respectively.
We can see that document retrieval still yields the
best MRR scores in the retrieval step. However, redun-
dancy and coverage are much lower when reducing the
number of documents retrieved. On the other hand,
the coverage of the sentence retrieval approach is now
identical to the paragraph approach and redundancy
is much higher due to the higher number of individual
units retrieved. However, paragraph retrieval still pro-
duces the best results in terms of question answering
accuracy. Single sentences seem to be too small as a
unit for information retrieval whereas documents are
too broad for question answering.
4 Conclusions
Our experiments show that accurate passage retrieval
is essential for question answering that integrates IR
techniques as a one-step pre-ﬁltering step. Not only
coverage and redundancy are important for such a
module but also the ranking and the size of the re-
trieval result have a large impact on the success of
such a QA system. We could show that discourse-
based segmentation into paragraphs works well with
standard information retrieval techniques. Other seg-
mentation approaches may improve coverage and re-
dundancy but do not work well when looking at the
overall performance of the QA system. Among the
window-based approaches a segmentation into over-
lapping passages of variable-length performs best, in
particular for passages with sizes of 1 to 10 sentences.
With this, QA performs comparable to the paragraph
retrieval approach. We could also show that para-
graph retrieval is more eﬀective than full document
retrieval which is also much more eﬃcient considering
the expensive information extraction tools in subse-
quent modules of the QA system. Improvements to
the discourse based segmentation remain to be inves-
tigated. For example, merging headers and other spe-
cial units with proceeding paragraphs may lead to fur-
ther improvements. Additionally, we want to look at
combinations of several retrieval settings using various
segmentation approaches. For example, we want to
consider combinations of sentence-level evidence with
paragraph retrieval and multi-step approaches in the
form of zoom-in techniques.
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