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Resumen
El cerebro es el o´rgano ma´s desconocido del cuerpo humano, por lo que su
estudio es altamente valorado entre la comunidad cient´ıfica. Es debido a esto
que en los u´ltimos an˜os han empezado a surgir numerosos estudios relacionados
con este o´rgano y sus funciones ma´s en profundidad.
Las tecnolog´ıas de electroencefalograf´ıa se encargan, a partir de electrodos, de
medir la actividad cerebral de un individuo para su ana´lisis, organizando las
sen˜ales recibidas en las ondas cerebrales ma´s comunes y relevantes en este tipo
de estudios.
Este proyecto se centrara´ en el estudio de la actividad cerebral en cuanto a
pensamientos del individuo para clasificar los mismos utilizando sistemas en-
trenados previamente. El objetivo final del proyecto sera´ poder realizar dicha
clasificacio´n en tiempo real.
Los pensamientos a clasificar se centrara´n en pensamientos relacionados con
el movimiento de un personaje virtual, la dificultad del proyecto radica en la
complejidad del pensamiento debiendo representar a la vez la propia accio´n,
la palabra y la tecla que deber´ıa accionar el sujeto para dicho movimiento del
personaje.
Palabras clave: Interfaz cerebro-ordenador, Electroencefalograf´ıa, Clasifica-
cio´n.
v
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Cap´ıtulo 1
Introduction
During this chapter, the most important topics regarding this project will
be reviewed, like the main focus of the project and the motivation to complete
it. After this first approximation, the dissertation structure of the project will
be explained for a better understanding of each chapter for the reader.
1.1. Motivation of the project
All this years, the equipment used in electroencephalography have been pur-
chased mainly by hospitals or research laboratories because of the very expensive
price of such equipment. This created a very large empty space referred to in-
vestigation of this kind of technologies that could have been filled with the large
amount of casual users that develop software in their free time knowing the big
number of forums and communities working together in internet.
Nowadays some companies are selling low-cost products related to this kind
of technologies, this makes the difference for that type of users, making the ap-
proximation to the development of software related to brain interaction much
easier.
Emotiv Systems is one of the companies selling this sort of low-cost electro-
encephalography equipment, their main product, Epoc+ is sold for about 600
euros while the usual price for this set of product is around several thousand
euros, this is a really huge difference regarding prices. Obviously the quality of
the product is not as good in Emotiv equipment but several studies had proven
the value of such technology as it presents good enough results for the number
of electrodes used, its wireless connection and the price of the product.
Now that is possible for the casual user to buy such equipment, a new mar-
ket is being created, so software developed for the use of this type of equipment
could be very handy in a short period of time, this will be the main topic of this
project.
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1.2. Objetives
The main idea of the project is to control the movement of a video game
character using mainly brain waves, this will be performed using an electroen-
cephalography headset. This headset will have 16 electrodes positioned using
the standardized 10-20 system. Those electrodes will capture 14 brain waves.
A wireless connection between the headset and the computer running the soft-
ware for capturing the information will be made before the beginning of the
data capture session. That data will be saved in a text file for it to be operated
later.
Once we have the data, we must pre-process it in the way we want and af-
ter we must prepare the file and convert to .arff so the software for classification
we will use, called Weka, is able to use the data.
The program created will be able to store data into a prepared to use .arff fi-
le, train the desired classification and classify in real time the thoughts of a user.
The main objetives of the project are:
Develop a program capable of record data in real time in a .txt file using
the equipment provided by Emotiv, Epoc+.
Modify the data stored in the .txt file depending on the type of pre-
processing we want to perform.
Once the pre-processing is finished, modify the file so it can be used in the
classification software Weka for study the best way of classification and
prepare the basis for the real time classification.
Prepare the program so that it can create a classifier, train it with a
pre-recorded training set of data, record data, pre-process that data and
classify the final stream in real time.
When the classification is performed, send signals to the computer so that
it interprets the key it should press in the keyboard, this will automatically
send the information to the video game that will move the character.
Adjust the movement of the character in the video game so that the user
has the most immersive experience possible.
1.3. Contents of the project
During this section all the chapters of the projects will be explained briefly to
create a simple guide for the reader. The document is divided into nine chapters,
also several appendices are added at the end.
Chapter 1. An introduction to the project is presented, regarding the
motivation of the project. The main focus of the project and the objectives
are discussed. Also is briefly explained the method selected to archive such
objectives.
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Chapter 2. In this chapter the state of art surrounding the project is
written. It starts explaining general topics about electroencephalography.
It is explained from a general point of view the software and hardware
of low-cost Brain Computer Interfaces. After this, the same information
is given for the equipment used during the project, Epoc+. Also some
articles regarding these technologies are shown.
Chapter 3. During this chapter the development and the implementation
of the project is explained. It starts talking about why the software we are
using and the programming language are the most useful for the project.
Also all the software and libraries used are briefly explained. The functio-
nality of every class developed for the program is explained given some
examples of the code used.
Chapter 4. Explains very briefly how the process for acquiring the data
from the headset works, the starting point and every step until the data
set is successfully stored in the computer for its posterior use.
Chapter 5. Contains a detailed explanation of which kinds of pre-processings
for the data have been selected for the project and how are performed.
Also in each section of the chapter is mentioned how the data will be
affected by this sort of modification.
Chapter 6. In this chapter the relevant experiments for the project are
shown, those are related with the training of a classifier and the posterior
classification of another set of data. It includes lots of different tests using
several classifiers, sets of data and subjects. The results are given in per-
centage of correctly classified instances, average precision and F1 score.
Also some explanations of the behavior for the results are given.
Chapter 7. During this chapter there will be given an easy to read version
of the result with short explanations for the reader to be able to detect
the best performances of the classifiers and sets of data.
Chapter 8. The planning for the time used for the project, divided for each
goal for a better final performance during the period of work. Regulatory
framework rules regarding software are listed in case of future develops of
the project. Finally the economic framework around the project is explai-
ned.
Chapter 9. In this chapter the reader will find the conclusions of the pro-
ject regarding the results giving the final evaluation of the global project.
Includes future develop points for the project in the way of modifications
or improvements.
At the end of the document some appendices are attached. The reader will
find an extended summary on the first append, deeper explanations regarding
all the process of electroencephalography, how the brain is divided, how neurons
and brain waves works during the second append, finally, how the electric signals
are captured using the electrodes in the headset during the third append.
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Cap´ıtulo 2
Estado del arte
2.1. Tecnolog´ıas de electroencefalograf´ıa
Las tecnolog´ıas que captan la “imagen” del cerebro como la electroencefalo-
graf´ıa (EEG) han estado hasta ahora en hospitales o laboratorios especializados.
Pero ahora las EEG esta´n disponibles a bajo precio usa´ndolas junto a un ordena-
dor, esto esta´ dando lugar a numerosas investigaciones en este campo. Las EEG
miden los impulsos ele´ctricos a traves de los sensores colocados en la superficie
de la cabeza de una persona. Estos aparatos son wireless, fa´ciles de colocar y
pueden interactuar con aplicaciones de ordenador.
Se ha desarrollado software capaz de traducir datos EEG en para´metros emo-
cionales o estados de a´nimo, intentando entender las respuestas humanas a di-
ferentes situaciones, lugares, ima´genes...
Las ondas cerebrales se miden con respecto a su amplitud, entre 10 y 100 micro
voltios normalmente, y su frecuencia, entre 1 y 80 Hz. Las ondas EEG se clasifi-
can en diferentes bandas de frecuencia: alpha, beta, gamma, delta, theta y mu.
Estas bandas de frecuencia son independientes entre ellas y suelen ser mapea-
das en estados mentales espec´ıficos. Por ejemplo, valores elevados de la banda
alpha (8-12 Hz) indican un estado mental relajado, por otro lado, la banda beta
(12-30Hz) predomina durante un estado activo o alerta de la mente, esto puede
representar los estados de a´nimo de una persona.
Una interfaz cerebro ordenador (BCI) como Epoc+ puede traducir los datos
EEG en mensajes espec´ıficos o comandos para permitir al usuario comunicarse
con por ejemplo un ordenador, su tele´fono movil, incluso dibujar en CAD [25].
2.2. Interfaces cerebro-ordenador
En este apartado de la memoria explicaremos lo que son las interfaces cerebro-
ordenador, en ingle´s conocidas como Brain-Computer Interfaces, y como funcio-
nan tanto a nivel de hardware como de software, centra´ndonos posteriormente
en Epoc+ ya que es el material con el que se ha realizado el proyecto.
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La definicio´n de interfaz cerebro-ordenador ser´ıa un equipo que permita la unio´n
entre un ser humano y un ordenador detectando los impulsos ele´ctricos del ce-
rebro del humano, comprenderlos y, a trave´s de un programa, traducirlos al
lenguaje del ordenador. Esto significar´ıa literalmente interpretar el pensamien-
to de un ser humano para realizar una accio´n con una entidad externa a e´l ya
sea de forma digital o f´ısica, poniendo como ejemplos sencillos de ambos, mover
a un personaje en un videojuego o mover una silla de ruedas. Gracias a que
actualmente empiezan a aparecer dispositivos de este tipo de precio reducido,
es posible que ma´s programadores e investigadores se sumen al desarrollo de
aplicaciones para este tipo de tecnolog´ıas.
2.2.1. Software de una BCI
El software que presenta la gran mayor´ıa de estos equipos consta de tres par-
tes principales por lo menos, teniendo en cuenta nuevamente que cada empresa
desarrollara´ las aplicaciones que considere segu´n los objetivos de su producto,
estas partes son:
Configuracio´n:
Es indispensable en cualquier aparato tecnolo´gico poder configurar el equi-
po de tal manera que dependiendo de la situacio´n los resultados obtenidos
sean los o´ptimos para la persona que los este´ recogiendo. Las funcionalida-
des ba´sicas de esta parte del software deben ser al menos poder comprobar
el estado de los electrodos y si cumplen con las caracter´ısticas esperadas en
el momento actual, es importante poder determinar tambie´n si el electrodo
esta´ bien colocado o no antes de empezar a tomar los datos.
Entrenamiento:
Durante la fase de entrenamiento, el usuario ira´ an˜adiendo datos al soft-
ware de manera que este podra´ ir interpretando cada vez de forma ma´s
eficiente los pensamientos del sujeto. Existe la posibilidad de que si el soft-
ware tiene almacenados ma´s de dos usuarios, debido a toda la informacion
almacenada por cada uno de ellos individualmente a lo largo del tiempo,
el sistema sea incluso capaz de detectar cual de los diferentes sujetos lleva
el equipo puesto en el momento actual.
Observacio´n de los datos:
Es indispensable para ver las variaciones en las sen˜ales poder ver los cam-
bios en las mismas en tiempo real, esta caracter´ıstica esta´ implementada
por la mayor´ıa de las empresas que fabrican este tipo de dispositivos y es
una de las que ma´s informacio´n da a los usuarios.
2.2.2. Hardware de una BCI
Los equipos de electroencefalograf´ıa en la mayor´ıa de los casos comparten
los mismos componentes en su totalidad, teniendo en cuenta que cada empresa
construye el producto segu´n unos objetivos distintos y usando distintos mate-
riales. Las partes en general de este tipo de equipos son las mostradas en la
siguiente figura [3].
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Figura 2.1: Esquema de las partes del sistema de electroencefalograf´ıa
Electrodos:
Existen dos tipos de divisiones dentro de los electrodos, la primera depen-
diendo de si esta´n alojados dentro o fuera del sujeto, es decir, si la te´cnica
para posicionarlos es invasiva o no, dado que en la mayor´ıa de los casos
en electroencefalograf´ıa el me´todo de posicionamiento de los electrodos es
fuera del sujeto la divisio´n para este tipo de electrodos sera´ la siguiente:
• Adheridos:
Su forma es la de platos de metal pequen˜os que se colocan en el cuero
cabelludo del sujeto. Una caracter´ıstica de este tipo de electrodos es
su baja impedancia. En la mayor´ıa de los casos estos electrodos se
pegan a la cabeza del sujeto por lo que la movilidad del mismo queda
fuertemende limitada [7].
Figura 2.2: Fotograf´ıa de un electrodo del tipo adherido
• De contacto:
Su forma es la de tubos de metal pequen˜os, en general son de pla-
ta. En el extremo por el que se espera recibir las sen˜ales ele´ctricas
son colocadas unas almohadillas mojadas en un l´ıquido que ayuda a
mejorar la conductividad, el otro extremo del tubo esta´ conectado al
dispositivo que captara´ la sen˜al y la interpretara´ mostrando el resul-
tado en el equipo.
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• Casco de malla:
Los propios electrodos esta´n posicionados en un casco ya construido,
de manera que su colocacio´n es mas ra´pida y fa´cil para el sujeto. la
forma de los electrodos en este tipo de sistemas es un anillo. Al igual
que en los casos anteriores presentara´n una impedancia pequen˜a. Una
ventaja importante de este tipo de sistemas es lo poco que pueden
afectarle los artefactos generados por equipos externos.
Figura 2.3: Imagen de un casco de malla con electrodos funcionales
Preparacio´n y amplificacio´n de la sen˜al:
Durante esta parte del sistema se prepara la sen˜al para interpretar los cam-
bios detectados por los sensores, en nuestro caso los electrodos. Despue´s
de este pequen˜o paso, esa sen˜al sera´ amplificada para conseguir visualizar
mejor los cambios y tener una mayor precisio´n en la representacio´n de la
sen˜al. En la mayor´ıa de los casos un equipo de electroencefalograf´ıa tendra´
una impedancia en la entrada elevada con muy poco ruido y estara´ bien
aislado del sujeto para evitar interferencias en la sen˜al y la toma de datos
[11].
Filtro:
Al tener tan poco voltaje las sen˜ales captadas con un equipo de electroen-
cefalograf´ıa cualquier interferencia influye en gran medida nuestros datos,
para evitar que esto ocurra, este tipo de equipos necesitan un filtro que
elimine ese tipo de interferencias. La mayor´ıa de equipos para captar este
tipo de sen˜ales ele´ctricas llevan en su arquitectura un filtro que elimina
las frecuencias de la electricidad dome´stica, siendo esta de 50 Hercios en
Europa y de 60 Hercios en Estados Unidos[29].
Env´ıo de datos al equipo:
Cuando los datos esta´n preparados para ser operados es indispensable que
lleguen a un dispositivo capaz de almacenarlo, normalmente un ordenador,
las formas de transferencia ma´s comunes son:
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• Por cable:
Esta conexio´n es la ma´s ra´pida y fiable, simplemente se conecta un
cable a ambos extremos, siendo uno la salida del equipo de electro-
encefalograf´ıa y el otro el ordenador donde se almacenara´n los datos.
Bien es cierto que debido a la distancia con el equipo no es tan ne-
cesaria una conexio´n por cable ya que limita la movilidad del sujeto.
• Wireless:
La forma ma´s normal de implementer el me´todo wireless en este tipo
de equipos es a trave´s de Bluetooth, el equipo de electroencefalograf´ıa
incorporar´ıa una antena capaz de enviar los datos y el ordenador
podr´ıa recibirlos simplemente instala´ndole un software o conectando
un USB que reciba los datos.
2.3. Interfaz cerebro ordenador basada en Emo-
tiv Epoc+
Emotiv Systems es una compan˜´ıa australiana que se dedica a desarrollar
interfaces cerebro-ordenador. Es la empresa creadora de Epoc+, una tecnolog´ıa
de encefalograf´ıa.
Esta tecnolog´ıa nos proporciona acceso a datos EGG de alta calidad usando
el software para pruebas y el SDK de Emotiv [1].
En este apartado hablaremos ma´s en profundidad tanto del hardware como del
software del casco de electroencefalograf´ıa Epoc+ ya que es el utilizado durante
las pruebas de este proyecto.
2.3.1. Software de Epoc+
Emotiv nos ofrece varias opciones para el software, una versio´n de pago y
una gratuita, durante el proyecto utilizaremos la gratuita llamada “Epoc Control
Panel” y se comentara´n sus funciones. La versio´n utilizada sera´ la 2.0.0.21 [2].
Configuracio´n:
Nos dara´ las opciones para afinar el software de tal manera que podamos
obtener los resultados o´ptimos dependiendo de la situacio´n en la que es-
temos recogiendo los datos, asegura´ndonos de que todo este´ en orden a la
hora de comenzar con el procedimiento. Todas las versiones del software
vienen con un manual digital de instrucciones que explica el funcionamien-
to del mismo al usuario para el correcto uso, facilitando as´ı la interactua-
cio´n con el sistema.
La manera de conocer si los electrodos esta´n correctamente colocados o no
se basa en diferentes colores asociados a la posicio´n de cada electrodo en
una imagen que aparece en la pantalla inicial del software. Este color sera´
dado dependiendo de la impedancia media que aparezca en el electrodo,
siendo los colores los siguientes:
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• Verde: posicio´n o´ptima del electrodo, significando esto la mejor colo-
cacio´n posible del mismo para la transferencia de datos.
• Amarillo: La posicio´n no es perfecta pero la sen˜al llega al sistema de
manera aceptable, de tal forma de que aunque muy probablemente
llegue de manera atenuada, la sen˜al sera´ operable.
• Naranja: La posicio´n del electrodo es ma´s bien mala, queriendo esto
decir que lo ma´s probable es que la sen˜al que llegue sea erro´nea o
demasiado de´bil para ser u´til en el estudio posterior de los datos.
• Rojo: La sen˜al recibida sera´ demasiado mala para su posterior pro-
cesado.
• Negro: sin sen˜al, si este color aparece en alguno de los electrodos, no
llegara´ nada de informacio´n al ordenador. En algunos casos, debido
al uso alguno de los electrodos o de los contactos se ha podido defor-
mar por lo que quiza´s cambiando los electrodos de posicio´n se puede
arreglar este problema.
Figura 2.4: Pantalla “Headset setup”
Adema´s de los datos sobre los electrodos podremos ver informacio´n como
la cantidad de bater´ıa restante, la intensidad de la conexio´n Bluetooth en-
tre el equipo y el ordenador, cuanto tiempo hace que la conexio´n comenzo´
entre ambas partes y el usuario actual, permitiendo en este u´ltimo caso ir
cambiando entre usuarios en una pequen˜a pestan˜a de seleccio´n.
Expressiv suite:
En esta pestan˜a se observa a un personaje virtual animado que imitara´
en tiempo real los movimientos faciales del usuario, esta es una de las
funcionalidades sin necesidad de entrenamiento para el software de este
dispositivo, esto es debido a que este tipo de movimientos siguen un patro´n
gene´rico entre todas las personas por lo que la sen˜al sera´ reconocida inde-
pendientemente del usuario.
A la derecha de esta pestan˜a se podra´n ajustar la sensibilidad de cada
accio´n a las sen˜ales recibidas y asignar una tecla f´ısica en caso de que el
usuario prefiera realizar alguno de los movimientos del personaje a trave´s
del teclado.
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Figura 2.5: Pantalla “Expressiv suite”
Affectiv suite:
En esta pestan˜a el usuario podra´ ver una gra´fica con varios estados cam-
biantes relacionados con el sujeto. Entre esos estados se encuentran el
estado de calma y excitacio´n del usuario, el estado de concentracio´n y
distraccio´n y por u´ltimo el estado de meditacio´n.
Adema´s, tendremos esos tres estados en dos versiones diferentes durante
el proceso de la toma de datos, la primera versio´n, mostrada encima, ge-
nerara´ los estados en tiempo real, por lo que se podra´ ver el estado actual
del usuario en lo referente a los tres estados.
En la segunda versio´n, mostrada debajo, se vera´n los tres estados mencio-
nados pero referidos al largo plazo, es decir, durante todo el periodo de
tiempo en el que el sujeto tenga puesto el casco, el sistema registrara´ esa
informacio´n y la mostrara´ en esa gra´fica para poder ver los cambios en
funcio´n del tiempo para un periodo largo del mismo.
Figura 2.6: Pantalla “Affectiv suite”
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Cognitive suite:
En esta parte del software se podra´ entrenar un clasificador para prepa-
rar la seleccio´n de diversos pensamientos en tiempo real, los elementos a
clasificar sera´n pensamientos relacionados con el movimiento de un cubo
tridimensional.
Tenemos muchos movimientos como arriba, abajo, izquierda, derecha,
traer al frente, mandar al fondo y rotar el cubo. La dificultad de este
apartado del software, como en cualquier otro clasificador, radica en el
numero de clases a clasificar, cuantas ma´s acciones sean entrenadas, ma´s
dif´ıcil le resultara´ al software determinar la accio´n que el usuario esta´ pen-
sando, tal y como se muestra a la derecha de la pantalla, los niveles de
dificultad radican en ese nu´mero de acciones, dejando el propio programa
un ma´ximo de cuatro acciones posibles aparte del estado “neutral”.
Figura 2.7: Pantalla “Cognitive suite”
Mouse emulator:
En esta pestan˜a se podra´ activar un modo de uso del rato´n del ordenador
a trave´s de los giroscopios del propio equipo Epoc+, con esto se podr´ıa
mover el cursor por la pantalla simplemente moviendo la cabeza. En la
pantalla se muestra una imagen indicando los grados hacia los que avan-
zar´ıa el cursor en caso de que esta parte del software estuviera activa. En
la imagen destaca un circulo que indicar´ıa la direccio´n actual en la que
estamos moviendo el cursor por la inclinacio´n de nuestra cabeza.
A la derecha esta´n los botones para activar y resetear el software junto
con un mensaje informativo para desactivar esta funcionalidad en caso de
necesidad desde el teclado. Tambie´n aparece una barra para ajustar la
sensibilidad de movimiento del cursor para la comodidad del usuario.
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Figura 2.8: Pantalla “Mouse emulator”
2.3.2. Hardware de Epoc+
Tal y como se ha explicado en los conceptos generales de hardware de los
sistemas de electroencefalograf´ıa, el sistema Epoc+ consta de las partes funda-
mentales de hardware, el dispositivo completo se puede observar en la siguiente
figura.
Figura 2.9: Equipo Emotiv Epoc+
Electrodos:
El tipo de los electrodos que usa este sistema es de contacto, es decir utili-
zara´n una almohadilla humedecida con un l´ıquido para facilitar la conduc-
cio´n de la sen˜al ele´ctrica entre el cuero cabelludo y el metal del electrodo.
Una particularidad importante de estos electrodos es que presentan un
nivel de impedancia que aumenta en comparacio´n con el instante en el
que se aplica el l´ıquido conductor. Por este motivo es importante no usar
durante largos periodos de tiempo ya que la variacio´n de la impedancia
podr´ıa alterar la muestra de datos.
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Estos electrodos presentan otro problema comu´n, pasado un tiempo, debi-
do al uso de los mismos, por las condiciones de humedad en los que deben
ser usados el metal del que esta´n hechos se acaba oxidando, esto hace que
los electrodos puedan acabar perdiendo calidad a la hora de recibir la sen˜al
ele´ctrica.
Preparacio´n y fitrado:
Durante esta fase del sistema se obtendra´n datos dentro de las frecuencias
entre 0.2 y 50 Hercios, se consigue ese rango de frecuencias al filtrar las
sen˜ales entrantes con dos filtros de quinto orden, uno paso bajo y otro paso
alto. Al mismo tiempo, durante el filtrado eliminamos el ruido producido
por la red ele´ctrica. La resolucio´n que obtendremos con este procedimiento
sera´ de 51 micro Voltios, manteniendo un ancho de banda de 16 bits. Las
muestras por segundo que este dispositivo recogen teor´ıa son 2.048 pero
en la realidad tras todo el proceso son 128 debido al coste computacional
que representa el uso de los filtros y debido a que los mismos an˜aden cierta
latencia a los datos.
Figura 2.10: Circuiter´ıa de la preparacio´n y filtrado de la sen˜al
Alimentacio´n:
Este sistema esta´ alimentado por una bateria de Litio, cuyas caracter´ısticas
principales son 800 mili Amperios, con un voltaje de 3.7 Voltios. Para
cargar el equipo se utilizara´ un cable mini-USB. El propio equipo dispone
de un indicador de estado de la bater´ıa, mientras el equipo se esta´ cargando
el indicador (un diodo LED) aparecera´ de color rojo y cuando el equipo
este´ completamente cargado, aparecera´ de color verde. La duracio´n de la
bater´ıa ronda las doce horas.
Comunicacio´n:
El punto fuerte de Epoc+ es este, ya que utiliza la tecnolog´ıa Bluetooth
por lo que la movilidad del sujeto no se ve afectada al utilizar el equipo.
Por motivos de seguridad ya que este es un sistema inala´mbrico los datos
reciben una encriptacio´n antes de ser enviados al ordenador para que una
persona no autorizada que interceptase la conexio´n no pudiese descifrar
los datos.
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Figura 2.11: Circuiter´ıa de la alimentacio´n y comunicacio´n
2.3.3. Emotiv Epoc+
En resumen, las caracter´ısticas te´cnicas de Epoc+ aportadas por el propio
fabricante son:
Sen˜alizacio´n:
Nu´mero de canales:
14 canales (aparte de las referencias CMS/DRL, localizadas en P3/P4)
Nombres de los canales:
AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4
Resolucio´n de la sen˜al:
Me´todo de sampleo:
Sampleo secuencial.
Sampling rate:
128 SPS o 256 SPS* (2048 Hz internos)
Resolucio´n:
14 bits 1 LSB = 0.51 micro Voltios ( 16 bit ADC, 2 bits ruido instrumental
descartado), o 16 bits*
Ancho de banda:
0.2 - 43Hz, filtros Notch digitales a 50Hz y 60Hz
Filtrado:
Construido con un filtro digital de sincronizacio´n de quinto orden.
Rango dina´mico(referenciado a la entrada):
8400 micro Voltios(pp)
Conectividad:
Wireless:
Banda de 2.4GHz
Bluetooth Smart
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2.4. Enfoques adoptados
ADASTRA
Adastra puede ser utilizado en distintos escenarios, como OpenVibe, que se
usa para adquirir y filtrar la informacio´n EEG para generar vectores clave a
partir de ella. Estos vectores son devueltos a los algoritmos de aprendizaje de
Adastra. Este aprendizaje se utiliza para que Adastra pueda detectar acciones
como por ejemplo, controlar el cursor del rato´n con o´rdenes como izquierda/de-
recha, o arriba/abajo.
Este tipo de software puede ser tremendamente u´til para personas con diversa
discapacidad o dificultad a la hora de usar el rato´n del ordenador.
Engaging the brain: Implications of mobile EEG for spatial represen-
tation
Inicialmente, los sistemas BCI se desarrollaban con la idea en mente de
permitir a las personas con discapacidades neuromusculares a comunicarse o a
realizar acciones.
La capacidad de un sistema como Epoc para traducir la actividad cerebral
a informacio´n u´til va ganando importancia como me´todo para entender la ex-
periencia del usuario en un rango de aplicaciones basada en biofeedback y en
investigacio´n. Una de las principales ventajas del EEG frete a GSR(respuesta
galva´nica de la piel) permite a los investigadores identificar las regiones del ce-
rebro que se activan y la parte que toman en el comportamiento.
El sistema Epoc se disen˜o´ para testear videojuegos y para disen˜ar juegos que res-
pondieran en alguna forma a los estados emocionales del jugador. Su intencio´n
es mejorar la estimulacio´n visual y las experiencias por pantalla, como visualizar
ima´genes, pel´ıculas, o jugar a videojuegos. Tambie´n proporciona datos EEG sin
tratar, las plataformas de procesamiento de EEG tienen librer´ıas de software
para integrar Epoc en estudios sobre neurociencia.
El neuromarkentig (Lee et al) propone que se deber´ıa intentar entender la base
neural de preferencia, el comportamiento de mercado, las elecciones del consu-
midor, confianza en marcas, precios, negociaciones o incluso redefinir la e´tica
del marketing.
George Mackerron es el creador de Mappiness, una aplicacio´n de smartpho-
ne basada en investigacio´n crowd-sourced. El objetivo de Mappiness es explorar
la geograf´ıa de las emociones en Reino Unido preguntando a sus usuarios regu-
larmente como se sienten y para proporcionar informacio´n sobre su localizacio´n,
actividad y situacio´n, creando as´ı un estudio geogra´fico extensivo sobre la ex-
periencia afectiva de un gran nu´mero de individuos [23].
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Figura 2.12: Dispositivo Epoc Insight
Estimation of Eye Closure Degree Using EEG Sensors and Its Appli-
cation in Driver Drowsiness Detection
Normalmente , el ca´lculo del ECD (grado en el que los ojos esta´n cerrados)
se basa en procesado de imagen, pero este requiere una iluminacio´n adecuada y
una distancia a la ca´mara estable, por lo que alguna limitacio´n podr´ıa ser que
el conductor trabajase por la noche o si llevaran gafas.
Un sistema EEG no depende de ninguna de estas cosas, y se puede determi-
nar igualmente el grado en el que los ojos esta´n cerrados independientemente
del resto de condiciones [9].
Development of a Mobile EEG-Based Feature Extraction and Classifi-
cation System for Biometric Authentication, Masters Thesis, Aalborg
University Copenhagen, June 2012
Usar ondas cerebrales para autenticar usuarios en sus dispositivos tiene ven-
tajas frente a otro tipo de autenticaciones biome´tricas como las huellas dacti-
lares o esca´neres del iris dado que no es posible que las ondas cerebrales o los
pensamientos sean le´ıdos por otras personas [17].
Brain-Computer Interface Based on Generation of Visual Images
Hay trabajos recientes que demuestran la habilidad humana para volunta-
riamente regular la actividad de las neuronas responsables de la generacio´n de
ima´genes, pero estos experimentos se basan en me´todos invasivos. Datos de MRI
reales sugieren que varios patrones de activacio´n del cerebro esta´n correlados con
formas espec´ıficas de imaginar o de percibir ima´genes. De acuerdo con estos da-
tos, la generacio´n de ima´genes se activa en la misma zona del cerebro en la que
se produce la percepcio´n de ima´genes.
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Se ha demostrado tambie´n que los patrones de actividad del cerebro var´ıan
no solo con el tipo de ima´genes si no tambie´n entre ima´genes del mismo tipo, el
ana´lisis de esos patrones podr´ıa permitirnos identificar la imagen que el sujeto
esta´ observando, incluso analizando los patrones de los datos EEG general las
ima´genes que el cerebro imagina.
Una posible utilidad podr´ıa ser crear retratos robot de forma casi instanta´nea.
Enfocando de otra manera la parte del cerebro que se quiere analizar podr´ıa
crearse un programa para generacio´n de texto basado en lo que el usuario quie-
re comunicar [16].
IpsiHand: Direct Recoupling of Intention and Movement (Washington
University in St. Louis)
Las lesiones cerebrales trauma´ticas (TBI) causan pe´rdidas unilaterales del
del control motor a largo plazo debido al dan˜o cerebral en el lado opuesto del
cuerpo. Terapias neurolo´gicas convencionales han descubierto la ineficiencia de
rehabilitar las funciones de los miembros tras el dan˜o cerebral. Dispositivos BCI
toman directamente las sen˜ales cerebrales, por lo que parecen prometedores a
la hora de proporcionar rehabilitacio´n a estos miembros. El principal problema
es que si debido al dan˜o, las sen˜ales cerebrales han sido eliminadas, este tipo de
sistema no puede funcionar.
Este art´ıculo presenta la IpsiHand. Estudios recientes han demostrado que du-
rante el movimiento de la mano el hemisferio cerebral del mismo lado de la mano
tambie´n se activa. Usando datos EEG para grabar estas sen˜ales y procesarlas
podr´ıa conseguirse que el hemisferio sano pudiera controlar ambas manos [5].
Figura 2.13: Modelo funcional de IpsiHand
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NeuroPhone: brain-mobile phone interface using a wireless EEG head-
set. Paper presented at the Proceedings of the second ACM SIG-
COMM workshop on Networking, systems, and applications on mo-
bile handhelds
Un cambio en la forma de usar los tele´fonos mo´viles ser´ıa controla´ndolos con
las sen˜ales neuronales del cerebro sin necesidad de usar las manos. Recopilando
datos de sistemas EEG ser´ıa posible crear aplicaciones que basaran su inter-
accio´n en este tipo de datos. Utilizando los principios P300 podr´ıa ser posible,
por ejemplo, llamar al contacto deseado sin necesidad de buscarlo en la lista de
contactos [20].
Using brain-computer interfaces to detect human satisfaction in human-
robot interaction
Uso de un sistema BCI para obtener feedback emocional del usuario humano
como respuesta a la accio´n de un robot humanoide en entornos de colaboracio´n.
El objetivo ser´ıa detectar el nivel de satisfaccio´n humano y usarlo como feedback
para corregir y mejorar el comportamiento del robot para as´ı maximizar el nivel
de satisfaccio´n del usuario [8].
Biofeedback in Virtual Reality Applications and Gaming, University
of Massachusetts Lowell. Introduction to Biosensors. Spring 2011
Los videojuegos y la realidad virtual se asocian comunmente a una serie de
mandos, joysticks, teclados para el input de informacio´n al sistema. Estos sis-
temas no satisfacen las necesidades de las aplicaciones de realidad virtual que
en la actualidad esta´n emergiendo. Las te´cnicas de biofeedback permitir´ıan al
usuario tener un mejor control y tener una mejor inmersio´n en el mundo virtual
a diferencia de los dispositivos actuales.
Los sensores basados en EEG utilizar´ıan las ondas cerebrales del usuario pa-
ra interactuar con el entorno virtual de formas ma´s naturales que el movimiento
f´ısico. Se podr´ıa conseguir una respuesta emocional del usuario capaz de crear o
cambiar el entorno de juego a trave´s de sensores GSR/HRV. Combinando ambos
sensores se podr´ıa mejorar enormemente la experiencia del usuario en realidad
virtual y aumentar la eficiencia de, por ejemplo, terapia psicolo´gica o tecnolog´ıa
de asistencia basados en la realidad virtual [14].
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Cap´ıtulo 3
Implementacio´n del
proyecto
En este apartado se hablara´ de la implementacio´n seguida para cada parte
del proyecto, todas ellas ser´ıan llevadas a cabo utilizando el lenguaje de progra-
macio´n Java y el entorno virtual Eclipse Mars 1. Antes de empezar se explicara´
el motivo por el que dicho lenguaje de programacio´n, entorno virtual y software
de clasificacio´n fueron seleccionados.
3.1. Alternativas de disen˜o
En esta seccio´n se comentara´n las alternativas pensadas para el desarrollo
del proyecto, sus ventajas e inconvenientes y se finalizara´ comentando la decisio´n
del lenguaje de programacio´n y el software seleccionado.
3.1.1. Lenguaje de programacio´n
Al principio del proyecto se penso´ en cuatro alternativas para trabajar, estas
fueron las siguientes:
Java:
Las principales ventajas de este lenguaje eran la fluidez con la que se desen-
volver´ıa el programador y el entorno virtual Eclipse, tambie´n conocido por
el mismo. otras ventajas pod´ıan ser la extensa cantidad de librer´ıas dis-
ponibles, la facilidad para unirlo con Weka y con el propio software del
casco Epoc+, su buena portabilidad y su documentacio´n.
Sus principales inconvenientes eran la facilidad para escribir un programa
que no fuera o´ptimo, bugs en las librer´ıas y que las clases primitivas no
hereden de objetos.
C:
Entre las principales ventajas de C encontramos su flexibilidad, limpieza,
potencia y su facilidad para ser usado en programas C++.
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Los mayores inconvenientes fueron la dificultad para manejar strings y la
necesidad de liberar memoria en cada parte del programa.
Python:
La principal ventaja de python fue la facilidad de lectura y escritura ha-
ciendo que el co´digo sea mucho ma´s corto al final.
Los inconvenientes pensados fueron la lentitud de python comparado con
otros lenguajes y el menor nu´mero de usuarios que lo utiliza en caso de
futuras mejoras del proyecto.
Matlab:
Este lenguaje fue planteado por el conocimiento que el programador po-
se´ıa del mismo, este fue su principal y u´nica ventaja.
Fue´ ra´pidamente descartado al verse la poca facilidad a la hora de unirlo
con las otras partes del proyecto distintas a la clasificacio´n.
Finalmente se decanto´ la balanza a favor de Java dado que es el lenguaje con
el que el programador se desenvolv´ıa con ma´s soltura. Se tuvo en cuenta que el
desarrollador tabie´n conoc´ıa el funcionamiento del entorno virtual Eclipse por
lo que el trabajo se facilitar´ıa au´n ma´s.
3.1.2. Software de clasificacio´n
Debido a que el desarrollador hab´ıa aprendido a usar recientemente la he-
rramienta de clasificacio´n Weka, hubo pocas dudas en cuanto a este aspecto del
proyecto por el conocimiento pose´ıdo al inicio del proyecto sobre este software.
Dicho programa tambie´n contiene un nu´mero muy elevado de clasificadores dis-
tintos con los que hacer pruebas para sacar diversas conclusiones durante todo
el proceso.
De manera adicional se utilizo´ en una de las pruebas el software Sklearn de-
bido a que el software Weka no posee un clasificador concreto que ofrec´ıa unos
resultados muy prometedores, el clasificador “Extra Trees”.
3.1.3. Seleccio´n de librer´ıas
Se planteo´ la idea al principio de desarrollar librer´ıas para la toma de datos
desde el casco pero se vio´ que era un objetivo inviable para un Trabajo de Fin de
Grado por lo que finalmente se decidio´ utilizar las librer´ıas del IEDK de Emotiv
Systems para la toma de datos. Estas librer´ıas requerian a su vez de las librer´ıas
JNA y JRE de Java.
Ya que se utilizaron el sotware de Weka y Sklearn las librer´ıas de ambos fueron
necesarias para la implementacio´n del proyecto.
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3.2. Librer´ıas
Antes de hablar de la implementacio´n individual de cada parte del programa
y de los distintos pasos que ha seguido el proceso durante el proyecto hay que
tener en cuenta que desde el principio han sido necesarias librer´ıas para poder
utilizar el conjunto completo del programa.
Para empezar, han sido necesarias para la utilizacio´n del equipo Emotiv Epoc+,
as´ı como parte del software de la mı´sma compan˜´ıa, dado que sin estas librer´ıas
las funcionalidades como la obtencion de datos en bruto del casco a partir de
los electrodos esta´n limitadas o sufren de encriptacio´n.
Las librer´ıas Utilizadas con respecto a esta parte del proyecto se denominan
Iedk y constan de las partes mostradas en la siguiente figura.
Figura 3.1: Librer´ıas contenidas en el Iedk de Epoc
Junto a esas, han sido necesarias librer´ıas tanto del JRE como del JNA de
Java, dado que algunas de las funciones llaman a otras contenidas en dichas
librer´ıas. Las versiones utilizadas sera´n la version JavaSE-1.8 del JRE y la ver-
sio´n 3.0.9 del JNA.
Una vez tengamos las librer´ıas mencionadas hasta este punto sera´ posible cap-
turar datos del casco Epoc+ de Emotiv Systems con la programacio´n adecuada.
Para finalizar, dado que durante el proceso del programa se realiza el entre-
namiento del clasificador y clasificacio´n de los datos que se tomen en tiempo
real, necesitaremos las librer´ıas referentes al software de clasificacio´n de Weka,
que sera´ el software que usaremos para dicha tarea.
Estas librer´ıas estara´n preparadas para la versio´n de software 3.7.3 de Weka.
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Figura 3.2: Librer´ıas del JRE y JNA de Java junto con las de Weka
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3.3. Funcionamiento de la clase para la toma de
datos
El primer paso en el proyecto ha sido la toma de datos, esta se ha realizado
modificando en parte el software de Emotiv para centrarnos en la manera de
enfocar el problema que a nosotros nos interesa.
Comenzamos con la clase “EEGLogger”, al principio de esta clase se realiza
una llamada a trave´s de “IEE EngineRemoteConnect()” para conectar con la
clase “EmoComposer”. Una vez tengamos la conexio´n, la consola nos avisara´.
Despue´s de que la conexio´n queda abierta, es necesario crear un handler para
manejar los datos que se pretende recoger, la variable usada para ello sera´ hDa-
ta y se creara´ llamando a la funcio´n “IEE DataCreate()” alojada en “IEegDa-
ta.INSTANCE”. Durante todo el tiempo en el que se reciban datos, el EmoEngi-
ne mantendra´ un buffer de datos con su sampleo medido en segundos, pero antes
de ello, se debe crear el buffer llamando a la funcio´n “IEE DataSetBufferSizeInSec()”.
Al haber creado la conexio´n con el EmoComposer al principio del progra-
ma, se habra´ creado el registro de un usuario permitiendo una vez que se
ha completado este paso la adquisicio´n de datos a trave´s de la llamada a
“IEE DataAcquisitionEnable”, una vez esta flag este´ activa, el equipo comen-
zara´ a registrar los datos EEG para el usuadrio y los almacenara´ en el buffer.
Todos los datos que el casco genere aparecera´n en la consola.
Figura 3.3: Creacio´n variable de datos junto avisos por consola
Cuando queramos recuperar los datos del buffer para utilizarlos en los si-
guientes pasos, se llamara´ a “IEE DataUpdateHandle()”, de esta manera, todos
los datos recopilados desde la u´ltima llamada a esta misma funcio´n nos sera´n
devueltos.
Si de alguna forma simplemente quisie´ramos obtener alguno de los datos que el
casco puede ofrecernos, llamar´ıamos a la funcio´n “IEE DataGet()”. De la ma-
nera que se ha orientado el proyecto, usaremos este me´todo que sera´ explicado
en los siguientes apartados.
Figura 3.4: Co´digo para la toma de datos individuales
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3.4. Toma de datos de entrenamiento
Ahora que conocemos los conceptos de la clase EEGLogger, comenzaremos
explicando las modificaciones aplicadas para realizar la toma de datos de entre-
namiento para el clasificador.
Antes de comenzar con cualquiera de los pasos descritos antes, generaremos
el archivo .txt que tendra´ el nombre que el usuario elija, el archivo sera´ creado
en el directorio que el usuario desee. Crearemos una variable String con el di-
rectorio donde se encontrara´ ese archivo y se le dara´n permisos de escritura a
trave´s del programa actualmente en proceso.
Debido al idioma de Windows en el ordenador en el que el proyecto ha sido
desarrollado, ha sido necesario dentro del propio programa cambiar el sistema
de escritura decimal del lenguaje de “,” a “.” para que el clasificador Weka
pudiera interpretar los datos correctamente.
Figura 3.5: Seleccio´n de archivo, permiso de escritura y formato de escritura
Una vez que el archivo ha sido generado en el directorio deseado se prepara
el formato adecuado para ser utilizado por Weka, tal y como se muestra en la
siguiente figura:
Figura 3.6: Formato necesario para el procesado por Weka
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Una vez que el archivo esta´ preparado, el software de Emotiv empieza a fun-
cionar, se crea la conexio´n entre el casco y el ordenador y comienza la recogida
de datos. Esta se realiza de forma c´ıclica durante un periodo de entre cinco y
diez segundos, la variacio´n se ha dado con respecto el proyecto ha ido avanzan-
do, las primeras pruebas para familiarizarse con los datos y los resultados fueron
de cinco segundos por las ventajas que ofrec´ıan la rapidez y el mejor manejo
de los datos debido a su taman˜o, pero una vez que el proyecto fue avanzando
mayores registros fueron necesarios.
Antes de comenzar la recogida de datos se da un pequen˜o periodo de espe-
ra, cercano a dos segundos, para evitar que el usuario distra´ıdo por pulsar el
boto´n de “inicio de registro” pueda generar datos falsos que confundan al clasi-
ficador, este periodo esta´ pensado para que el usuario pueda despejar la mente
antes de que comience el proceso.
El bucle se basa en recoger los 14 valores u´tiles referentes a las ondas EEG
que ofrece el casco, al comienzo del proyecto se recib´ıan 17 valores, pero como
sera´ explicado en la parte de preprocesado, tres de estos valores acabaron siendo
irrelevantes y de utilidad, en la mayor´ıa de los casos, negativa para el clasifica-
dor. Durante el bucle se toma valor a valor intoducie´ndolo individualmente en
el archivo .txt deseado seguido de ”,”para mantener el formato necesario para
Weka, una vez los 14 atributos esta´n escritos en la misma l´ınea, se an˜ade al final
la referencia a la tecla, siendo esta “w”, “s”, “a”, “d” o “neutral”, las cuatro pri-
meras referencias hacen alusio´n al movimiento de un personaje digital queriendo
simbolizar “adelante”, “tra´s”, “izquierda” y “derecha” respectivamente, la u´lti-
ma referencia se refiere a un estado mental del usuario en el que no pensara´
ninguna de las anteriores, es decir, ningu´n movimiento, asumiendo un estado
mental relajado del usuario.
Lo normal para crear los archivos de entrenamiento sera´ crear un archivo di-
ferente para cada clase, haciendo que sean mucho mas manejables los datos
durante el preprocesado, aunque dado el co´digo usado para el registro de infor-
macio´n ser´ıa posible tomar todos los datos juntos dentro del mismo archivo.
Figura 3.7: Ejemplo de muestras guardadas en un archivo de texto
3.5. Entrenamiento y clasificacio´n
Una vez tengamos los archivos necesarios para el entrenamiento del clasifi-
cador, pasaremos precisamente a la etapa de entrenamiento y clasificacio´n. Esta
etapa utiliza ba´sicamente el mismo co´digo que la clase para la recogida de datos
de entrenamiento con algunas modificaciones.
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En primer lugar, en vez de crear un archivo para escribirlo, u´nicamente se leera´
el archivo con el que se entrena el clasificador, para ello se crea un buffer de
lectura que leera´ linea a l´ınea el archivo a trave´s de un FileReader, a este buffer
se le llamara´ brtrain. Para que Weka pueda manejar los datos debera´ ser creada
una variable de instancias que sera´ denominada traindata y a la que se debe
asignar un ı´ndice para que al realizar las operaciones pertinentes en el entre-
namiento y la clasificacio´n, las funciones de Weka no busquen datos fuera de
los l´ımites marcados ya que no deber´ıan encontrarlos. El co´digo utilizado para
realizar todo esto se encuentra en la siguiente figura.
Figura 3.8: Buffer de lectura de datos desde archivo de texto
Al haber le´ıdo el archivo con los datos es imprescindible decirle a Weka el
me´todo de clasificacio´n que debe usar, por ejemplo, programado para utilizar
Random Forest ya que es uno de los clasificadores con mejores resultados du-
rante el proyecto. En este caso, se creara´ un nuevo clasificador Random Forest
con “new RandomForest()”, seleccionando los atributos que se consideren nece-
sarios, el resto Weka los seleccionara´ de serie, en la realizacio´n de este proyecto
se modifica el nu´mero de a´rboles aumentando la complejidad y la semilla que
variara´ la generacio´n de nu´meros aleatorios en el proceso de generado de a´rbo-
les, esta semilla es la utilizada ya que por el proceso de prueba y error se ha
demostrado que es la que mejores resultados da.
Finalmente se genera el clasificador basa´ndose en los datos de entrenamiento
haciendo una llamada a “buildClassifier()”. El proceso total quedar´ıa como en
la siguiente figura.
Figura 3.9: Generado y acondicionamiento del clasificador
Antes de continuar es fundamental generar una variable de evaluacio´n basa-
da en el set de entrenamiento para poder evaluar posteriormente los datos en
tiempo real, como se muestra en la u´ltima l´ınea de la figura anterior.
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Una vez se entra en el bucle de toma de datos los pasos son similares al apar-
tado anterior, la diferencia principal reside en la creacio´n de un archivo .txt y
acondicionamiento de la misma forma que antes para que Weka pueda utilizar
los datos de evaluacio´n a medida. La creacio´n del archivo se hara´ de la forma
mostrada en al siguiente figura.
Figura 3.10: Creacio´n de archivo .txt
Una vez tengamos el archivo, tendremos que darle derechos de escritura y
prepararlo con los atributos necesarios para las operaciones de Weka.
Cuando el archivo esta´ listo, se procede a llenarlo con los 14 atributos pero
en lugar de introducir la referencia a la tecla se introducira´ “?”, que es el s´ımbo-
lo que indicara´ a Weka que no se posee esa informacio´n, de esta manera, se
seguira´ aceptando esos datos como va´lidos a la hora de evaluarlos.
Dependiendo de las pruebas que estemos realizando los datos se tomaran de
una forma u otra y se preprocesara´n o no, por ejemplo intentando clasificar
datos en bruto simplemente se guardara´ en el archivo una l´ınea y se le pasara´ al
clasificador para su evaluacio´n, pero si utilizamos algunos de los preprocesados
referentes a la media de Laplace, se guadar´ıan en arrays 10 muestras con los 14
atributos ma´s la variable de referencia “?” y se les aplicar´ıa la media segu´n el
proceso requiriese, una vez hecho esto, ese resultado ser´ıa el que se escribir´ıa en
el archivo .txt.
Cuando el archivo .txt de evaluacio´n tiene los datos deseados introducidos, se
crea un nuevo buffer de lectura, una variable de instancias con un ı´ndice asig-
nado tal y como se ha explicado anteriormente para el set de entrenamiento
y se genera un valor de evaluacio´n con la funcio´n “evaluateModelOnceAndRe-
cordPrediction()”, a esta funcio´n le sera´n introducidos el clasificador, el set de
evaluacio´n y el nu´mero de la instancia a clasificar, dado que en nuestro caso
la clasificacio´n es en tiempo real solo tendremos una instancia cada vez y este
nu´mero siempre sera´ cero. Un ejemplo de la l´ınea de co´digo es mostrado en la
siguiente figura.
Figura 3.11: L´ınea de co´digo para la evaluacio´n de datos
El valor de la variable devuelta ira´ desde cero hasta el nu´mero total de clases
menos uno, indicando las clases en el mismo orden que este´n escritas en el atri-
buto “key” del archivo de datos, es decir, tal cual las ha ordenado Weka al leerlas.
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Cuando se obtiene este valor, se pasa por una serie de bucles “else if” de tal
manera que se entre en el indicado para la tecla correcta. Una vez dentro del
correcto el programa le pasa a Windows una sen˜al que representa la orden de
pulsacio´n de la tecla buscada con su correspondiente orden de levantamiento
de tecla. Este proceso indicara´ al personaje virtual la direcio´n a la que debe
moverse.
Finalmente, dado que no queremos que se repitan muestras en los datos borra-
remos el archivo totalmente, esto no es problema ya que el coste computacional
de crear un archivo .txt en blanco y borrarlo con tan poco peso es minu´sculo y
por ello la creacio´n del archivo esta´ dentro del bucle.
Figura 3.12: Borrado del archivo de datos de evaluacio´n
3.6. Media Laplaciana
Varios de los me´todos de preprocesado se basara´n en la media Laplaciana,
calcula´ndola para cierto nu´mero de valores, ya sean grupos o el total de ellos.
3.6.1. Media Laplaciana aplicada a grupos de datos
Este sera´ uno de los me´todos usados, se basa en la toma de grupos de mues-
tras de diez en diez, y el ca´lculo de la media Laplaciana para cada una de los
14 atributos, de esta manera se reducira´ el ruido, artefactos y el nu´mero de
muestras reduciendo el tiempo de entrenamiento.
El proceso comienza creando el archivo .txt en el que sera´n guardados los datos
segu´n el preprocesado se vaya realizando, se le dara´n permisos de escritura tal
y como se ha explicado anteriormente.
Sera´ necesario leer del archivo de texto cuyos datos quieran ser preprocesa-
dos, por lo que se creara´ un String con la informacio´n del directorio en el que
esta´ situado el mismo y su nombre.
Se crea un array de doubles para guardar la l´ınea de datos le´ıda en el instante
actual y otro sobre el que se calculara´ la media. Tambie´n se crea un contador
para leer las l´ıneas de diez en diez.
Se entrara´ en un bucle de lectura hasta que se llegue al final del archivo tal
y como se muestra en la siguiente figura, en el que se dividira´ la l´ınea cada vez
que el programa lea el s´ımbolo “,” de tal manera que guardara´ en cada posicio´n
del array el valor del atributo.
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Figura 3.13: Bucle de lectura y separacio´n de valores por s´ımbolo
Se ira´ sumando en el array el valor de los atributos de la l´ınea le´ıda al valor
anterior del array hasta leer las diez l´ıneas, una vez llegados a este punto el valor
de cada atributo se dividira´ entre diez para obtener el valor medio.
Cuando tenemos el valor medio se escribe el array en el archivo .txt deseado,
eliminando el valor de ambos arrays una vez queda escrito en el archivo para
evitar errores en la siguiente ronda, adema´s, se escribe nuevamente la referencia
a la tecla deseada. Vuelve a empezar el bucle para los siguientes diez valores.
3.6.2. Media Laplaciana aplicada al total de los datos
En este caso se recorrera´ dos veces el archivo que se quiere preprocesar. La
primera vez para calcular la media de cada atributo, y la segunda para restar
la media correspondiente a cada atributo. Esto centrara´ la media en cero.
Al igual que en el proceso anterior necesitaremos escribir en un archivo .txt,
lo crearemos en el directorio deseado con el nombre que el usuario elija y se le
dara´n permisos de escritura nuevamente.
Una vez creado el archivo .txt comenzaremos un bucle de lectura del archi-
vo de datos a preprocesar, este bucle leera´ el archivo l´ınea a l´ınea hasta el final
del archivo.
Se guardara´n los datos le´ıdos en un array de doubles actualizando el valor de
las posiciones del array en cada iteracio´n del bucle sumando el nuevo valor le´ıdo
al valor nume´rico anterior. Al mismo tiempo se actualizara´ un contador que se
usara´ para conocer el nu´mero total de l´ıneas le´ıdas. El proceso de Divisio´n de
los datos le´ıdos en doubles es el mismo que en el proceso anterior. Una vez se ha
le´ıdo el archivo completo se divide la suma total de cada atributo del array entre
el nu´mero de l´ıneas le´ıdas para conseguir la media de cada atributo individual.
Una vez tenemos la media, se vuelve a leer el archivo de tal manera que ca-
da vez que se guarde el valor del atributo en el array se le resta su media. Una
vez restada se escribe ese array en el archivo final, an˜adiendo la referencia a la
tecla deseada para terminar cada muestra.
Figura 3.14: Bucle de centrado en cero de la media de cada atributo
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Con este procedimiento no se disminuye el nu´mero de muestras, por lo que
el tiempo de entrenamiento sera´ el mismo que antes del preprocesado.
3.7. Fast Fourier Transform (FFT) o Transfor-
mada de Fourier
Transformando los datos utilizando las ecuaciones matema´ticas de la trans-
formada de Fourier se espera dar un nuevo enfoque a los mismos haciendo que
el clasificador los interprete de una forma ma´s acertada al ser procesados desde
el punto de vista de la frecuencia.
Con este procedimiento conseguiremos acelerar el entrenamiento debido al down-
sampling que conlleva en nuestro caso, reduciendo el nu´mero de muestras que
entrenara´n al clasificador.
El programa utilizara´ librer´ıas de sklearn para crear y entrenar el clasifica-
dor “Extra Trees”. Al comienzo se crean dos variables nume´ricas indicando el
nu´mero de puntos de la FFT, siendo en nuestro caso 128.
Se define una constante que guardara´ la totalidad de los datos por lo que sera´
necesario leer de los archivos de datos, junto con un array que guardara´ los datos
en los grupos determinados.
La totalidad de los datos entrara´n en un bucle para su divisio´n en ventanas
de 128 muestras, tal y como marcamos al principio del programa.
Una vez realizada la divisio´n en ventanas se procede a la divisio´n por clases, es
decir por las posibles teclas a pulsar o pensamientos realizados por el sujeto.
Una vez tengamos todas las divisiones realizadas se procede a la realizacio´n
de la FFT de todos los datos. Nos quedaremos con los atributos que conside-
ramos ma´s relevantes, siendo estos la media, la mediana, los valores mı´nimo y
ma´ximo, la desviacio´n t´ıpica y los percentiles 25 y 75.
Cada vez que se realice el proceso, todos estos atributos sera´n an˜adidos al nuevo
archivo con los datos transformados que sera´ utilizado para la clasificacio´n.
Cap´ıtulo 4
Recogida de datos
La recogida de datos en este proyecto esta´ basada en los datos que nos ofrece
el casco Epoc+. Este casco funciona a partir de 16 electrodos que tienen que
ser humedecidos previamente, y que se colocara´n en su posicio´n correspondiente
del cuero cabelludo del individuo que esta´ generando los datos. Es importante
la colocacio´n correcta de estos electrodos para exprimir al ma´ximo la eficiencia
de este equipo a la hora de recoger los datos.
Los datos que se recogen son 14 valores nume´ricos de tipo decimal medidos
en micro voltios, junto a otros 8 valores que recogen datos como la calidad de la
sen˜al u otros valores que pueden ser de intere´s. Estos datos el software de Epoc
los denomina:
ED COUNTER, ED AF3, ED F7, ED F3, ED FC5, ED T7, ED P7, ED O1,
ED O2, ED P8, ED T8, ED FC6, ED F4, ED F8, ED AF4, ED GYROX,
ED GYROY, ED TIMESTAMP, ED FUNC ID, ED FUNC VALUE,
ED MARKER y ED SYNC SIGNAL.
4.1. Requerimientos
Para poder realizar la recogida de datos sera´ necesario contar con una correc-
ta configuracio´n del casco. Para conseguir esto Emotiv nos ofrece un software
de prueba (Emotiv control panel) que nos muestra una imagen de la cabeza del
sujeto con las 16 posiciones de los electrodos y un indicador basado en colores
de los electrodos. Este sistema de colores sera´ negro, rojo, naranja, amarillo o
verde, siendo el color verde indicativo de una colocacio´n de ma´xima eficiencia,
con color naranja de eficiencia media y de color rojo refirie´ndose a una eficiencia
baja. Este software tambie´n nos muestra la intensidad de la sen˜al Wireless del
casco que, obviamente, cuanto mejor sea esta, mejor recibira´ el ordenador los
datos. El receptor de la sen˜al sera´ un USB que tendra´ que estar conectado al
ordenador en cada toma de datos que se quiera realizar.
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Adema´s del servicio de configuracio´n (“setup”) para probar las funcionalida-
des del casco, permite an˜adir distintos usuarios y cuenta con pequen˜as demos
para controlar expresiones faciales, medir elementos emocionales, y realizar mo-
vimientos con un cubo en un espacio tridimensional basa´ndose en comandos por
pensamiento. Para poder realizar los comandos por pensamiento sera´ necesario
un proceso de entrenamiento previo que asocie un pensamiento a cada accio´n
deseada.
4.2. Proceso de recogida de datos
Utilizando Eclipse como entorno virtual y Java como lenguaje de progra-
macio´n, se recogera´n los datos que el sistema Epoc+ ofrece. Para obtener los
datos del casco, tambie´n se hara´ uso de las librer´ıas de funciones que Emotiv
ha desarrollado expl´ıcitamente para Java junto a las librer´ıas JRE de Java. Con
todo esto se elaborara´ un co´digo que se debe ejecutar.
Una vez se ejecute este programa, en primera instancia las librer´ıas facilitan
al ordenador que entre en contacto con el casco de forma inala´mbrica y prepara
la comunicacio´n para el env´ıo de datos en “stream”. Una vez sea establecida esta
conexio´n, el programa entrara´ en un bucle infinito de recogida de datos da´ndole
previamente un periodo de espera para que el usuario deje la mente en blanco.
Esto u´ltimo es fundamental para facilitar la recogida de datos que en de otra
forma podr´ıa devolver datos inutilizables al tener influencia de pensamientos
y circunstancias previas que afectan tal y como se ha explicado en apartados
anteriores.
El bucle infinito que se ejecuta facilita la posibilidad de tomar medidas de dife-
rentes taman˜os y de esta forma hacer diversos tests. Estos taman˜os del archivo
de datos van marcados por el tiempo que se va a dedicar al entrenamiento del
casco, donde a mayor tiempo, mayor taman˜o tendra´ el conjunto de datos reco-
gido.
Una vez esperado el tiempo deseado para la recogida de datos, se para la ejecu-
cio´n del programa. Ahora se puede contar con un conjunto de datos “en crudo”,
estos no pueden ser procesados directamente ya que es posible que haya datos
que sobren, haya que asignar a cada dato una variable o que haya que normalizar
los mismos.
Cap´ıtulo 5
Preprocesado de los datos
Una vez se cuenta con los datos descargados, se querra´ proceder a analizarlos.
Para ello en primer lugar es necesario darles el formato adecuado para su ana´lisis,
en este caso eso sera´ en formato .txt ya que se usara´ la herramienta de software
Weka, lo normal ser´ıa el formato .arff pero usando Weka desde el propio Eclipse
da la posibilidad de utilizar archivos de texto. En este caso se trabajara´ con
muchos sets de datos utilizados para sacar diferentes conclusiones.
5.1. Criba de datos innecesarios
De todos los datos que se recogen solo se utilizara´n en el archivo los 14 datos
correspondientes directamente a valores de la actividad cerebral proporcionados
por los electrodos.
El programa a la hora de preparar el archivo generara´ el archivo .txt con los
14 valores nume´ricos incluyendo adema´s un valor extra que indicara´ la tecla a
pulsar, nuestras posibilidades sera´n:
Neutral: indicando no pensar ninguna accio´n.
w: indicando pensar “adelante”.
s: indicando pensar “atra´s”.
a: indicando pensar “izquierda”.
d: indicando pensar “derecha”.
Estos valores se asocian a esas teclas dado que este proyecto esta´ orientado
al movimiento del personaje en un videojuego donde al igual que el pensamiento
la tecla “w” se asocia con caminar hacia adelante y as´ı con el resto de teclas.
Una vez terminado el proceso tendremos los archivos preparados para su uti-
lizacio´n con Weka, tanto en entrenamiento del clasificador deseado como en
clasificacio´n del set de datos seleccionado.
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5.2. Criba de datos selectiva
En un intento de mejorar los tiempos de procesamiento y posibles resultados
obtenidos con el preprocesado basado en la criba de los tres datos considerados
inecesarios durante la toma de datos, se dio´ un paso ma´s en cuanto a este pro-
ceso procurando eliminar los posibles atributos referentes a las ondas cerebrales
que aportasen menos informacio´n al clasificador.
Este proceso se basara´ en quedarse u´nicamente con la mitad de los atributos
del set de datos, es decir, con siete de los catorce atributos que tenemos en este
momento, se probara´ a utilizar tres modelos distintos siguiendo este sistema,
quedarse con los siete primeros atributos, los siete atributos centrales o los siete
finales.
Hay que tener en cuenta que debido a la aleatoriedad de la forma de la sen˜al
entre individuos e incluso entre sesiones este es un estudio arriesgado y debera´n
investigarse las distintas opciones individualmente en cada caso.
5.3. Media Laplaciana
Se utilizara´ una aproximacio´n a la media Laplaciana. Para ello existen di-
versas para realizarla. Para poder obtener la media Laplaciana, usaremos dos
me´todos distintos, mediante grupos de datos y mediante la resta de la media
total a todos y cada uno de los valores.
5.3.1. Media Laplaciana en grupos de datos
En esta aproximacio´n se cogera´n bloques de 10 grupos de datos (un grupo
de datos contiene 14 datos, uno por cada onda recibida en este software). A ese
bloque de 10 se le calculara´ la media de cada uno de los 14 valores, haciendo
que se tengan un total de 14 valores en lugar de los 140. Esto tambie´n ayudara´
al tiempo requerido para el entrenamiento del clasificador haciendo que este se
reduzca notablemente.
Lo que se quiere conseguir mediante este procedimiento es eliminar el ruido
de la sen˜al en cada canal. Eliminando as´ı sus interferencias y mejorando as´ı la
calidad de los datos a analizar. Esto implica que la clasificacio´n sera´ ma´s sencilla
y sera´ ma´s fa´cil obtener un clasificador mejor con estos datos. Tambie´n es po-
sible que esto suponga la eliminacio´n de cierta informacio´n u´til, pero al mismo
tiempo se considera que las ocasiones en que ocurra esto sera´n tan pocas que
no afectara´n al resultado final de la clasificacio´n.
5.3.2. Media Laplaciana en la totalidad de los datos
Este procedimiento es muy similar al anterior. La diferencia radica en que
este se basa en restar la media total de cada uno de los 14 atributos a todos los
valores centrando de esta forma la media en 0. Con esto se obtiene una reduccio´n
de ruido y de todos los artefactos y consecuencias que el ruido puede generar.
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El principal problema que conlleva esta aproximacio´n es que el porcentaje de
datos u´tiles perdidos se incrementa frente al me´todo anterior. Esto implica que
esta vez s´ı que es posible que, en el proceso de la limpieza del ruido, se pierda
algu´n dato u´til que al contrario que en caso de la media Laplaciana en grupos
de datos, que afecte al resultado final de la clasificacio´n.
Puede ocurrir tambie´n que algu´n est´ımulo produzca un ascenso o descenso ge-
neral del voltaje del canal. Una posible solucio´n a este problema, podr´ıa ser
aumentar la muestra, o incluir un tiempo de espera para el antes y el despue´s
del comienzo del est´ımulo. Adema´s, se le puede an˜adir como un atributo extra
la media del canal, no obstante, por cuestiones de tiempo no se ha llegado a
probar.
5.4. Fast Fourier Transform (FFT)
Una vez se cuenta con un set de datos donde se ha hecho una seleccio´n re-
duciendo de los 17 datos iniciales a 14, debido a la clasificacio´n tan pobre que
esto genera (similares a lo que una clasificacio´n aleatoria ofrecer´ıa), se realiza
este otro preprocesado basado en la transformada de Fourier (FFT). Con este
preprocesado se pretende abrir una nueva v´ıa que facilite el proceso de clasifi-
cacio´n de los mismos ofreciendo ma´s precisio´n.
El primer intento de llevar a cabo este me´todo fue agrupar en bloques de 10
los datos tomados. Esto es un proceso de “downsampling”, ya que se reducen
las muestras, donde se obtienen ventajas como que el tiempo de entrenamiento
necesario para el clasificador se reduce notablemente.
Con este proceso se pretende aproximar desde otro enfoque la clasificacio´n de los
datos ya que desde el dominio de la frecuencia es posible que el clasificador sea
capaz de asociar mejor los l´ımites de cada tecla con los pensamientos ofrecidos
en el set de entrenamiento. Esto lo ofrece la transformada de Fourier ya que este
proceso matema´tico es el que se utiliza para convertir sen˜ales que se encuentran
en el dominio del tiempo en el dominio de la frecuencia.
Para poder implementar este preprocesado se utilizara´ el lenguaje de programa-
cio´n Java en el compilador Eclipse y se hara´ uso de una clase de Java llamada
FFT.java que implementa el proceso matema´tico a nivel de programacio´n. Para
poder ejecutar este proceso se llama a la funcio´n FFT donde se le pasara´ un
array de nu´meros reales y un array de nu´meros imaginarios, siendo los nu´meros
imaginarios 0 para este caso y el de nu´meros reales siendo los grupos de 10 de
valores que se quieren analizar.
Con estos datos, el co´digo se ejecuta realizando la transformada y guardando en
un nuevo archivo los datos preprocesados. En este caso tambie´n se eliminara´ la
parte imaginaria que devuelve, ya que casi todos los valores de esta componente
son 0 y se entiende que esto apenas aporta informacio´n al set de datos, que
aumentar´ıa notablemente el tiempo de clasificacio´n para no variar el resultado,
o, en el peor de los casos, empeorarlo.
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Una vez tengamos el archivo con los datos transformados podra´ ser utilizado en
Weka ya que por la propia programacio´n del preprocesado quedara´ preparado
con la estructura necesaria para su total funcionalidad en el software. Los sets
de datos, ahora con ma´s atributos podra´n ser utilizados para el entrenamien-
to de clasificadores o para la clasificacio´n utilizando clasificadores ya entrenados.
Este proceso no tuvo mucho e´xito en los resultados por lo que al final se modifico´
al explicado en el cap´ıtulo 3.
Cap´ıtulo 6
Clasificacio´n de los datos
Tras el preprocesado de los datos, el siguiente paso a seguir es el de clasificar
los mismos para obtener un sistema que sea capaz de asociar un pensamiento
recogido por el casco a una accio´n, que en este caso sera´ el equivalente a presio-
nar una tecla.
El objetivo u´ltimo de este proyecto, ser´ıa el poder clasificar los pensamientos
en tiempo real. Para llegar a tal fin se ha realizado la mayor parte de las prue-
bas en modo “oﬄine”, esto significa que usando Weka se ha intentado clasificar
un set de datos habiendo entrenado con otro set de datos distinto al clasificador.
Para esto se realizara´n distintas pruebas, una para cada me´todo explicado del
preprocesado y aparte pruebas co´mo, por ejemplo, intentar clasificar datos de
una sesio´n tomados con los ojos cerrados o datos de una persona con datos de
otra persona distinta.
Para llevar a cabo las pruebas se pueden utilizar muchos y muy distintos cla-
sificadores que sirven para propo´sitos muy variados. En este caso se utilizara´
principalmente dos de ellos, los cuales son: clasificador “Random Forest” y cla-
sificador “KNN”.
Adema´s, iremos probando cada uno de estos clasificadores para los distintos
sets de datos preprocesados de diferentes formas tal y como se ha explicado
en el apartado anterior. En primer lugar, con los datos en bruto, seguido de la
criba, la criba selectiva, la media Laplaciana y por u´ltimo la FFT.
6.1. Clasificador “Random forest”
El clasificador “Random Forest” esta´ basado en un conjunto de a´rboles de
decisio´n, de ah´ı el nombre de “Forest” que significa bosque en ingle´s, do´nde cada
a´rbol depende de valores aleatorios que se prueban independientemente en cada
a´rbol y donde se mantiene constante la distribucio´n aleatoria [12]. El algoritmo
“Random Forest” sigue el siguiente proceso:
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1: Teniendo N casos de prueba tendremos M nu´mero de variables en el
clasificador.
2: Siendo m la cantidad de variables en la entrada usadas para determinar
la decisio´n en un nodo dado; m tendra´ que ser mucho menor que M.
3: Se determinara´ un set de entrenamiento para el a´rbol y se utilizara´ el
resto de casos de prueba para poder aproximar el error cometido.
4: En cada nodo del a´rbol, m variables sera´n escogidas aleatoriamente
para calcular la decisio´n. Esta´ sera´ determinada a partir del set de entre-
namiento.
Cuando se realice la prediccio´n, el a´rbol sera´ recorrido de arriba abajo, en el
nodo donde se termine la bu´squeda, sera´ la prediccio´n que se le asigne al caso.
Esto se realiza en todos y cada uno de los a´rboles del “Random Forest” [15].
Entre las ventajas que ofrece se ha de tener en cuenta que el clasificador “Ran-
dom Forest” es uno de los algoritmos de aprendizaje ma´s efectivos, tiene un
buen funcionamiento para un set de datos grande. Adema´s, es capaz de mane-
jar cientos de atributos al mismo tiempo, es capaz de determinar que atributos
son importantes y cua´les no, puede llegar a estimar datos que faltan, localiza
tambie´n valores poco frecuentes y que son muy distintos al resto [6].
Al mismo tiempo, existe la posibilidad en el lado negativo de que lleve a un
sobreajuste de datos con ruido [27], es dif´ıcil para los seres humanos interpretar
la clasificacio´n que realiza el algoritmo debido a lo poco intuitiva que es [4].
Adema´s, en datos con variables correladas, los grupos de variables pequen˜os, se
tienen ma´s en cuenta frente a los grupos de variables grandes.
6.2. Clasificador “KNN”
El clasificador “KNN” (“K nearest neighbours” o “los k vecinos ma´s cer-
canos”) es un algoritmo de clasificacio´n supervisada, es decir, un sistema de
aprendizaje que es en un primer lugar basado en un set de entrenamiento. Este
me´todo estima los valores de la funcio´n de densidad de probabilidad (fdp). Los
datos de entrenamiento, son convertidos a vectores de un espacio multidimensio-
nal, donde el nu´mero de atributos sera´ equivalente al nu´mero de dimensiones de
ese espacio. Para la clasificacio´n, lo ma´s normal sera´ usar la distancia Eucl´ıdea.
En el momento de clasificar, los datos sera´n tratados en un vector en el espacio
generado. La distancia Eucl´ıdea entre los vectores ya almacenados y el que se
acaba de introducir, es procesada y se eligen los k elementos ma´s pro´ximos. El
elemento introducido ahora es clasificado con la clase ma´s repetida entre esos k
vectores ma´s cercanos.
Un problema asociado a la utilizacio´n de esta clasificacio´n es que atributos
irrelevantes pueden llegar a condicionar la clasificacio´n final frente a otros atri-
butos que s´ı que tienen relevancia, sobre todo en el caso en que los atributos
irrelevantes se encuentran ma´s cerca (en te´rminos de distancia Eucl´ıdea).
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Una forma de intentar eliminar este problema, se le puede asignar un valor
de relevancia a la distancia entre los atributos [13].
Figura 6.1: Ejemplo de espacio 2D para el clasificador KNN
6.3. Entrenamiento y clasificacio´n con sets de
datos de distintas sesiones
Compararando sets de datos de d´ıas distintos para un mismo usuario, por
lo que guardar´ıan un parecido inferior al o´ptimo, pero au´n mantendr´ıan alguna
relacio´n. En este caso, en general, obtenemos resultados algo peores que en los
casos en los que los sets han sido tomados durante la misma sesio´n.
Esta diferencia en los resultados es debida a que la concentracio´n del usuario ha
podido cambiar, variando de alguna manera su estado mental, de la misma ma-
nera, es casi imposible que los electrodos se mantengan colocados en la misma
posicio´n que en la sesio´n anterior lo que generara´ diferencias entre ambos datos
au´n si se les aplicase algu´n tipo de preprocesado, dificultando as´ı la operacio´n
de clasificacio´n para obtener resultados correctos.
6.3.1. Datos en bruto
El primer intento y el ma´s sencillo de clasificar los datos, ser´ıa introducie´ndo-
los directamente en Weka (el software encargado de llevar a cabo la clasificacio´n
a partir de unos datos insertados), es decir, no realizar ningu´n tipo de prepro-
cesado en los datos antes de realizar la clasificacio´n. A este proceso se le ha
denominado “datos en bruto”.
Para este proceso sera´n necesarios dos archivos .arff uno de entrenamiento y
otro de evaluacio´n. En primer lugar, cargaremos el archivo .arff de entrenamien-
to que servira´ para entrenar el clasificador, como su nombre indica. Una vez
entrenado, utilizaremos otro set de datos, denominado set de evaluacio´n, e in-
tentaremos clasificar cada uno de sus datos como una de las clases que hemos
identificado en el set de entrenamiento.
Una vez cargado el set de entrenamiento se selecciona el clasificador a entre-
nar y comienza el proceso de entrenamiento.
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En primer lugar, haremos la prueba para un set de entrenamiento y de evalua-
cio´n con tres clases: “neutral”, “w” y “s”, correspondientes a los pensamientos
“neutral”, “adelante” y “atra´s” respectivamente.
Tenemos varias pruebas realizadas y cada una con un set de resultados. La
primera prueba se basa en utilizar un set de datos grande para clasificar un set
de datos pequen˜o, utilizando los valores que Weka ofrece de manera predetermi-
nada para el clasificador Random Forest. Para estas circunstancias se obtiene un
28,61 % de instancias correctamente clasificadas, frente al 71,39 % que se clasi-
fican incorrectamente, y siendo la precisio´n media de un 33,4 %. Como se puede
observar para el caso con tres variables, estos resultados son muy cercanos al
de una seleccio´n aleatoria para la clasificacio´n, por lo que nuestro resultado no
es fiable. Este es el caso de datos sin preprocesado, es decir, con 17 atributos a
analizar por parte del clasificador.
Cuadro 6.1: Matriz de confusio´n Random Forest predeterminado, datos en bruto
a b c classified as
251 470 529 a=w
229 252 511 b=s
124 133 297 c=neutral
El segundo paso es en el que modificar´ıamos los para´metros iniciales del
Random Forest y no utilizando los valores predeterminados, esto puede hacerse
simplemente aumentando el nu´mero de a´rboles. En nuestro caso queda de la
forma mostrada en la siguiente figura.
Figura 6.2: Lista de para´metros utilizados en el clasificador Random forest
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Al realizar este paso, estamos haciendo que el clasificador Random Forest
aumente su grado de complejidad, su capacidad de toma de decisio´n y, teo´ri-
camente, su precisio´n. Por desgracia, esto no se ve reflejado en los resultados,
donde se puede apreciar que las instancias correctamente clasificadas solo han
aumentado al 31 % de instancias correctamente clasificadas, frente al 68 % de
instancias incorrectamente clasificadas, teniendo en esta clasificacio´n un 36,5 %
de precisio´n media. Esto representa cierta mejora, pero no la esperada frente
al cambio en el incremento del coste computacional y del tiempo de espera pa-
ra el entrenamiento del clasificador. La matriz de confusio´n en este caso es la
siguiente.
Cuadro 6.2: Matriz de confusio´n Random Forest modificado, datos en bruto
a b c classified as
231 443 576 a=w
216 274 502 b=s
70 122 362 c=neutral
Repitiendo estos mismos pasos para el clasificador KNN, en el primer caso,
es decir, con los 17 atributos, obtenemos un 31,5 % de instancias correctamen-
te clasificadas, frente al 68,4 % de incorrectamente clasificadas, teniendo una
precisio´n media del 36,4 %.La matriz de confusio´n para esta clasificacio´n es la
siguiente.
Cuadro 6.3: Matriz de confusio´n KNN, datos en bruto
a b c classified as
411 393 446 a=w
356 289 347 b=s
50 323 181 c=neutral
Figura 6.3: Datos del sujeto 1 sin criba visualizados en Weka
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6.3.2. Datos cribados en el preprocesado
El siguiente paso a seguir es el de realizar una criba para dejar un total de 14
atributos, eliminando los 3 atributos que hemos considerado innecesarios. Los
atributos son “COUNTER”, “INTERPOLATED” y “RAW CQ” que dan da-
tos subsidiarios que o no aportan ninguna informacio´n al clasificador o incluso
llegan a aportar ruido dificultando al mismo.
Al terminar este proceso nos quedamos con los restantes 14 canales indican-
do los valores recogidos para las ondas cerebrales, y an˜adir´ıamos un atributo
extra que en el conjunto de entrenamiento ser´ıa la tecla pulsada, y en el con-
junto de evaluacio´n se refiere a la variable a estimar.
En este caso, volviendo a utilizar el Random Forest con los valores predetermi-
nados que nos ofrece el software Weka, obtenemos unos resultados del 29,97 %
de instancias correctamente clasificadas frente a las 70,03 % incorrectamente
clasificadas, teniendo una precisio´n media del 35,3 %. Como era de esperar este
resultado tampoco ha mejorado mucho respecto al intento previo, pese a ello
s´ı que se ha notado una leve mejora al obviar en el set de datos los atributos
que solo an˜ad´ıan ruidos a la muestra. La matriz de confusio´n en este caso es la
siguiente.
Cuadro 6.4: Matriz de confusio´n Random Forest predeterminado, criba
a b c classified as
273 441 536 a=w
223 278 491 b=s
132 135 287 c=neutral
Entrenando al clasificador Random Forest modificando los para´metros a los
mostrados en la figura 6.2 obtenemos un 31,01 % frente al 68,99 % incorrecta-
mente clasificadas, todo esto con una precisio´n media del 36,5 %. La matriz de
confusio´n obtenida es la siguiente.
Cuadro 6.5: Matriz de confusio´n Random Forest modificado, criba
a b c classified as
251 435 564 a=w
208 281 503 b=s
111 108 335 c=neutral
Como u´ltimo recurso, hemos intentado utilizar como set de datos de entre-
namiento un set muy grande uniendo varios sets. Como resultado de esto, no
se ha tenido ma´s remedio que bajar el nu´mero de a´rboles (siendo esto uno de
los para´metros que se pueden configurar del clasificador Random Forest) a 400
frente a los 700 que ten´ıamos previamente. Esto trae consigo la consecuencia de
una bajada de la precisio´n en el clasificador. Esto es debido a las limitaciones de
los ordenadores que hemos utilizado para el taman˜o del set de datos que hemos
tratado de manejar.
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Realizando este proceso se ha conseguido un 41,13 % de instancias correcta-
mente clasificadas, frente al 58,87 % de instancias incorrectamente clasificadas
y teniendo una precisio´n media de 43 %.
Cuadro 6.6: Matriz de confusio´n Random Forest modificado, criba, set grande
a b c classified as
1234 1441 267 a=w
1339 2387 211 b=s
1402 1167 451 c=neutral
En el segundo caso, reduciendo los 17 atributos iniciales a 14 en el clasi-
ficador KNN (15 si tenemos en cuenta la variable de la tecla), las instancias
correctamente clasificadas son 31,3 % frente al 68,6 % incorrectamente clasifica-
das, y un 38,8 % de precisio´n media. La matriz de confusio´n en este caso sera´ la
siguiente.
Cuadro 6.7: Matriz de confusio´n KNN, criba
a b c classified as
425 492 333 a=w
282 330 380 b=s
9 424 121 c=neutral
Las pruebas para el caso restante siempre han empeorado los resultados,
as´ı que no las consideramos relevantes para esta memoria. Esto es variando los
para´metros del clasificador KNN frente a los para´metros que nos ofrece el soft-
ware Weka como predeterminados.
Por u´ltimo, para el caso en el que usamos un set de datos muy grande para
entrenar el clasificador KNN, conseguimos un 42,2 % de instancias correctamen-
te clasificadas, frente al 57,8 % de instancias incorrectas y dando una precisio´n
media del 41,2 %. En este caso la matriz de confusio´n es la siguiente.
Cuadro 6.8: Matriz de confusio´n KNN, criba, set grande
a b c classified as
723 1393 826 a=w
954 2143 840 b=s
728 980 1312 c=neutral
Podemos observar en los resultados la mejora que representa la eliminacio´n
de los atributos innecesarios presentes en los datos iniciales que ba´sicamente
aportaban incongruencias al set de entrenamiento haciendo al clasificador con-
fundir clases en un mayor nu´mero de ocasiones.
A continuacio´n se muestra una figura del modelo de los datos una vez se realiza
la criba de los tres atributos innecesarios para la clasificacio´n.
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Figura 6.4: Datos del sujeto 1 con criba visualizados en Weka
6.3.3. Criba de datos selectiva
Como prueba para ver si alguno de los atributos de la muestra de datos no
aporta informacio´n o incluso aporta informacio´n negativa, vamos a seleccionar
solo parte de los mismos atributos. Esto facilitara´ la rapidez a la hora de entre-
nar nuestro clasificador y nos puede servir como ejemplo para futuras pruebas.
Las divisiones que haremos sera´ cogiendo la mitad de los atributos de la muestra
total, es decir, 7 de los 14 atributos. Los 7 primeros, los 7 centrales y por u´ltimo
los 7 finales.
Los dos u´ltimos casos dieron resultados negativos haciendo que el porcentaje
de acierto bajase con respecto al caso anterior. Por tanto, no comentaremos los
resultados en este trabajo, centra´ndonos u´nicamente en el caso de los primeros
siete atributos.
La mejora de la primera mitad puede ser debida a que, con pensamientos comple-
jos como el movimiento, es muy dif´ıcil precisar que partes del cerebro responden
y co´mo lo hacen, y suponiendo variaciones importantes entre una persona y otra.
Durante las pruebas con Weka, los resultados obtenidos utilizando el clasificador
Random Forest con los valores predeterminados fueron un 35,4 % de instancias
correctamente clasificadas frente al 64,6 % de instancias incorrectamente clasi-
ficadas, teniendo una precisio´n media del 39,6 %.La matriz de confusio´n es la
siguiente.
Cuadro 6.9: Matriz de confusio´n Random Forest predeterminado, criba selectiva
a b c classified as
449 312 489 a=w
303 190 499 b=s
158 45 351 c=neutral
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Utilizando el clasificador Random Forest con los para´metros mostrados en
la Figura 6.2 obtuvimos un 35,01 % de instancias correctamente clasificadas
frente al 64,99 % de instancias incorrectamente clasificadas, teniendo una pre-
cisio´n media del 39,7 %. En este caso la matriz de confusio´n es la mostrada a
continuacio´n.
Cuadro 6.10: Matriz de confusio´n Random Forest modificado, criba selectiva
a b c classified as
425 302 523 a=w
297 200 495 b=s
157 43 354 c=neutral
De la misma manera, entrenando con un set muy grande el clasificador Ran-
dom Forest con los para´metros predeterminados en Weka se obtienen un 35,35 %
de instancias correctamente clasificadas, frente al 64,64 % de instancias incorrec-
tamente clasificadas, con una precisio´n media del 36,1 %. La matriz de confusio´n
en este caso se muestra a continuacio´n.
Cuadro 6.11: Matriz de confusio´n Random Forest predeterminado, criba selec-
tiva, set grande
a b c classified as
1037 1137 768 a=w
1504 1370 1063 b=s
1057 870 1093 c=neutral
Pasamos ahora al clasificador KNN, seguiremos el procedimiento habitual,
primero entrenando con un set u´nico de datos y posteriormente uniremos varios
sets para tener un set de entrenamiento grande.
Utilizando el clasificador KNN de Weka con los para´metros de serie obtuvimos
un 38,34 % de instancias correctamente clasificadas frente al 61,65 % de ins-
tancias incorrectamente clasificadas, teniendo una precisio´n media del 42,2 %.
Obtenemos la siguiente matriz de confusio´n.
Cuadro 6.12: Matriz de confusio´n KNN, criba selectiva
a b c classified as
510 269 471 a=w
369 246 377 b=s
194 44 316 c=neutral
Utilizando un set muy grande de entrenamiento para el clasificador KNN se
obtiene un 36,49 % de instancias correctas, un 63,51 % de instancias incorrectas
con una precisio´n media del 36,4 %. La matriz de confusio´n es la siguiente.
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Cuadro 6.13: Matriz de confusio´n KNN, criba selectiva, set grande
a b c classified as
819 1308 815 a=w
1091 1489 1357 b=s
774 941 1305 c=neutral
6.3.4. Media Laplaciana en grupos de datos
Como se ha explicado en la etapa de preprocesado, se cogera´n grupos de
datos de 10 en 10 y se les aplicara´ la media. De esta forma, se eliminara´n parte
de los artefactos que aparezcan en la sen˜al, parte del ruido en baja frecuencia y
se reducira´ el nu´mero de muestras a una de´cima parte. Los resultados obtenidos
son los siguientes:
Con el clasificador Random Forest con los para´metros predeterminados, un
27,95 % de instancias acertadas frente a un 72,05 % con una precisio´n media
del 31,6 %. La matriz de confusio´n obtenida en este caso es la siguiente.
Cuadro 6.14: Matriz de confusio´n Random Forest predeterminado, media en
grupos
a b c classified as
29 30 66 a=w
32 10 57 b=s
4 12 39 c=neutral
Utilizando el clasificador Random Forest con los para´metros especificados
en la figura 6.2, obtenemos un 29,39 % de instancias correctamente clasificadas
frente al 70,6 % de instancias incorrectamente clasificadas, con una precisio´n
media del 32,6 %. La matriz de confusio´n sera´ la siguiente.
Cuadro 6.15: Matriz de confusio´n Random Forest modificado, media en grupos
a b c classified as
27 32 66 a=w
32 12 55 b=s
4 8 43 c=neutral
Podemos apreciar como nuevamente con el clasificador Random Forest ob-
tenemos unos resultados ma´s bajos de los normales al tener un set de datos de
entrenamiento tan pequen˜o.
Para terminar, utilizamos como set de entrenamiento un set de datos pequen˜o,
de unas 30 muestras para cada tecla. Utilizando el clasificador Random Fo-
rest con los para´metros de serie marcados por Weka, obtenemos un 42,65 % de
instancias correctamente clasificadas frente al 57,35 % de instancias incorrecta-
mente clasificadas, con una precisio´n media del 48,6 %. En este caso la matriz
de confusio´n es la siguiente.
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Cuadro 6.16: Matriz de confusio´n Random Forest predeterminado, media en
grupos, set pequen˜o
a b c classified as
52 70 3 a=w
18 40 41 b=s
7 21 27 c=neutral
Si utilizamos los para´metros mostrados en la figura 6.2 para el clasificador
Random Forest, obtenemos un 42,65 % de instancias correctamente clasificadas
frente a un 57,35 % de instancias incorrectamente clasificadas, todo esto para
una precisio´n media del 49,1 %. Como se puede observar en estos valores, aunque
las instancias correctas no aumenten, la precisio´n media s´ı que aumenta, esto
es un factor que se debe tener en cuenta a la hora de elegir el clasificador
mejor preparado para nuestro objetivo. La matriz de confusio´n se muestra a
continuacio´n.
Cuadro 6.17: Matriz de confusio´n Random Forest modificado, media en grupos,
set pequen˜o
a b c classified as
52 70 3 a=w
18 38 43 b=s
5 21 29 c=neutral
Si utilizamos el clasificador KNN con los para´metros de serie con el que
obtenemos un 38,7 % de instancias correctamente clasificadas frente a un 61,3 %
de instancias incorrectamente clasificadas, todo esto con una precisio´n media de
un 46 %. La matriz de confusio´n se muestra a continuacio´n
Cuadro 6.18: Matriz de confusio´n KNN, media en grupos
a b c classified as
45 54 26 a=w
14 38 47 b=s
11 19 25 c=neutral
El mejor caso hasta el momento para la clasificacio´n de nuestros datos, repre-
sentando una mejora del 50 % ma´s frente a la seleccio´n aleatoria de pensamientos
por parte del clasificador se consigue con el procedimiento descrito a continua-
cio´n.
Reduciendo el set de entrenamiento a 30 muestras nuevamente y utilizando el
clasificador KNN de serie, obtendremos un 47,31 % de instancias correctamente
clasificadas frente al 52,69 %. La precisio´n media esta vez sera´ del 55,9 %. La
matriz de confusio´n obtenida durante esta clasificacio´n es la siguiente.
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Cuadro 6.19: Matriz de confusio´n KNN, media en grupos, set pequen˜o
a b c classified as
53 43 29 a=w
7 60 32 b=s
8 28 19 c=neutral
Figura 6.5: Datos preprocesados realizando la media visualizados en Weka
6.3.5. Media Laplaciana en la totalidad de los datos
En este caso restaremos la media total de cada atributo al propio atributo,
de esta forma se centrara´ la media en cero. El objetivo de esta pra´ctica es eli-
minar en mayor medida el ruido con respecto al anterior tipo de preprocesado
basado tambie´n en la media Laplaciana, a riesgo de eliminar ma´s cantidad de
informacio´n u´til.
El primer paso del procedimiento es utilizar el clasificador Random Forest con
los para´metros de serie, obteniendo un 37,98 % de instancias correctamente cla-
sificadas frente al 62,02 % de instancias incorrectamente clasificadas y con una
precisio´n media del 46 %. La matriz de confusio´n es la siguiente.
Cuadro 6.20: Matriz de confusio´n Random Forest predeterminado, resta media
a b c classified as
491 202 556 a=w
252 257 482 b=s
190 50 313 c=neutral
Si ahora se utiliza Random Forest con los para´metros de la figura 6.2 obte-
nemos un 37,55 % de instancias correctamente clasificadas frente al 62,45 % de
instancias incorrectamente clasificadas, todo esto para una precisio´n media de
46 % .En este caso la matriz de confusio´n es la siguiente.
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Cuadro 6.21: Matriz de confusio´n Random Forest modificado, resta media
a b c classified as
481 201 567 a=w
242 256 493 b=s
191 50 312 c=neutral
Si reducimos el set de entrenamiento a 30 muestras por tecla y utilizamos el
clasificador Random Forest de serie en Weka, obtenemos un 44,25 % de instan-
cias correctamente clasificadas frente a un 55,75 % de instancias incorrectamente
clasificadas con una precisio´n media del 40,5 %. La matriz de confusio´n obtenida
es la siguiente.
Cuadro 6.22: Matriz de confusio´n Random Forest predeterminado, resta media,
set pequen˜o
a b c classified as
585 553 111 a=w
269 642 80 b=s
203 341 9 c=neutral
Utilizando con el mismo set de muestras pequen˜o el clasificador Random
Forest modificando sus para´metros tal y como se muestra en la figura 6.2 se
obtendra´n un 45 % de instancias correctamente clasificadas, frente al 56 % de
instancias incorrectamente clasificadas, presentando una precisio´n media del
42,6 %. La matriz de confusio´n en este caso es la siguiente.
Cuadro 6.23: Matriz de confusio´n Random Forest modificado, resta media, set
pequen˜o
a b c classified as
621 446 182 a=w
287 602 102 b=s
219 300 34 c=neutral
Hasta el momento, con el clasificador Random Forest, los resultados me-
diante este procedimiento son siempre mejores que en los casos anteriores en
los que utilizabamos la media laplaciana en grupos de diez muestras de datos
por lo que parece que este sistema, restando la media total a cada atributo,
ofrece resultados prometedores frente al anterior pese al riesgo de eliminar ma´s
informacio´n u´til. Sin embargo, los resultados con respecto al clasificador KNN
anterior siguen siendo peores, por lo que a continuacio´n se tendra´ en cuenta
dicho clasificador utilizando este me´todo de preprocesado.
Utilizando el clasificador KNN con los para´metros predeterminados, obtenemos
40,42 % de instancias correctamente clasificadas frente al 59,58 % de instancias
incorrectamente clasificadas con una precisio´n media del 41,3 %. En este caso la
matriz de confusio´n es la siguiente.
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Cuadro 6.24: Matriz de confusio´n KNN, resta media
a b c classified as
626 381 242 a=w
379 283 329 b=s
236 97 220 c=neutral
Volviendo al mismo set de entrenamiento de 30 muestras por tecla y utili-
zando el clasificador KNN de serie en Weka, obtenemos un 39,67 % de instancias
correctamente clasificadas frente el 60,33 % de instancias incorrectamente cla-
sificadas para una precisio´n media del 38,1 %. Clasificando de esta manera la
matriz de confusio´n obtenida es la siguiente.
Cuadro 6.25: Matriz de confusio´n KNN, resta media, set pequen˜o
a b c classified as
625 499 125 a=w
365 427 199 b=s
296 201 56 c=neutral
Figura 6.6: Visualizacio´n de los datos preprocesados centrando la media en cero
6.3.6. Datos preprocesados mediante la transformada de
Fourier
En el caso de los datos preprocesados mediante la transformada de Fourier
(FFT) repetiremos los pasos realizados para los casos anteriores.
En el primer caso utilizaremos el clasificador “Random Forest” tal como lo
sugiere Weka, sin modificar los valores predeterminados del mismo y utilizando
un set de datos de entrenamientos ma´s grande que el set de datos de evaluacio´n.
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Los resultados de este procedimiento son del 27,24 % de instancias correcta-
mente clasificadas frente al 72,76 % de instancias incorrectamente clasificadas,
teniendo un 32,6 % de precisio´n media. Como se puede observar, este resultado
nos lleva a un porcentaje de acierto mucho menor que los u´ltimos resultados
que esta´bamos obteniendo. La matriz de confusio´n en este caso se muestra a
continuacio´n.
Cuadro 6.26: Matriz de confusio´n Random Forest predeterminado, FFT
a b c classified as
30 21 4 a=w
54 16 29 b=s
48 47 30 c=neutral
Cambiando los valores predeterminados del clasificador a los valores mos-
trados en la Figura 6.2, obtenemos un porcentaje de instancias correctamente
clasificadas del 25,4 % frente a un 74,5 % de instancias incorrectamente clasifica-
das, todo para una precisio´n media del 29,1 %. La matriz de confusio´n obtenida
es la siguiente.
Cuadro 6.27: Matriz de confusio´n Random Forest modificado,FFT
a b c classified as
21 22 12 a=w
52 12 35 b=s
44 43 38 c=neutral
Los resultados siguen siendo bastante peores que los que hemos llegado a
obtener por otros me´todos, y peores incluso que los que obtendr´ıamos con un
clasificador completamente aleatorio, esto puede deberse a que a usar un nu´me-
ro de muestras tan bajo, el clasificador no puede entrenarse correctamente.
Al utilizar el clasificador KNN predeterminado de Weka obtenemos unos re-
sultados de un 34,05 % de instancias correctamente clasificadas frente al 65,9 %
de instancias incorrectamente clasificadas, teniendo un 35 % de precisio´n media.
La matriz de confusio´n es la siguiente.
Cuadro 6.28: Matriz de confusio´n KNN, FFT
a b c classified as
29 0 26 a=w
55 7 37 b=s
45 21 59 c=neutral
Finalmente vemos que, en cualquier caso, el procedimiento de FFT no mejora
los resultados de los datos en bruto para grupos pequen˜os de sets de entrena-
miento, por lo que ma´s adelante se hara´n pruebas con sets grandes.
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Figura 6.7: Datos tras la tranformada de Fourier visualizados en Weka
6.4. Entrenamiento y clasificacio´n con sets de
datos de la misma sesio´n
Si en lugar de comparar datos de sesiones distintas, realizamos la clasifica-
cio´n comparando un set de datos con un otro de la misma sesio´n, es decir, ambos
sets se han tomado en un corto periodo de tiempo entre pruebas y por tanto
manteniendo unas caracter´ısticas del entorno muy parecidas. En teor´ıa estos
son los datos que mejor resultados nos dara´n teniendo en cuenta que ambos sets
tendra´n valores muy parecidos en los atributos para cada una de las clases.
Procurando un entorno libre de distracciones para el usuario como ruidos acu´sti-
cos y sin mover los electrodos de posicio´n durante la toma completa de datos, se
tomaron diez muestras completas de “neutral”, “adelante” y “atra´s”, esta fue
la toma ma´s larga y aparentemente ma´s limpia del proyecto. Ha tenido mucho
valor u´til ya que se han conseguido los mejores resultados posibles, igualando
los resultados o´ptimos de Epoc+, pero tiene poca utilidad pra´ctica ya que di-
cha toma, al igual que para conseguir los mismos resultados con el software de
Emotiv, requiere un tiempo demasiado largo para un usuario casual. Alrededor
de una hora u hora y media.
6.4.1. Datos cribados en el preprocesado
Ya que se ha demostrado la mejora de los resultados eliminando los atributos
“COUNTER”, “INTERPOLATED” y “RAW CQ” comenzaremos directamen-
te en este paso durante esta parte del proyecto. Asimismo, ya que en la mayor´ıa
de los casos con la criba de datos selectiva, dejando u´nicamente los siete prime-
ros atributos hace que descienda el porcentaje de acierto de la casificacio´n, se
obviara´ ese proceso.
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El primer paso, como siempre, es probar en Weka con los datos cribados, se
probo´ a entrenar con un solo set de datos y clasificar otro utilizando el clasi-
ficador Random Forest con los ajustes predeterminados de Weka con un solo
set de datos y clasificando otro set de datos, los resultados obtenidos son un
61,12 % de instancias correctamente clasificadas, frente al 38,88 % de instancias
incorrectamente clasificadas, obteniendo un 68 % de precisio´n media. La matriz
de confusio´n obtenida es la siguiente.
Cuadro 6.29: Matriz de confusio´n Random Forest, misma sesio´n
a b c classified as
1905 533 346 a=w
1466 2954 180 b=s
1369 208 1590 c=neutral
Si entrenamos el clasificador Random Forest cambiando los ajustes a los
mostrados en la figura 6.2, los resultados obtenidos mejoran ligeramente, aunque
no lo suficiente con respecto al aumento del tiempo de procesado necesario. Los
resultados obtenidos ser´ıan un 61,32 % de instancias correctamente clasificadas,
frente al 38,68 % de instancias incorrectamente clasificadas, presentando una
precisio´n media del 68 %, como podemos observar, este u´ltimo valor se mantiene
igual que en el caso con el clasificador Random Forest predeterminado. La matriz
de confusio´n es la siguiente.
Cuadro 6.30: Matriz de confusio´n Random Forest modificado, misma sesio´n
a b c classified as
1881 541 362 a=w
1456 2957 187 b=s
1343 192 1632 c=neutral
Este es el mejor resultado obtenido hasta ahora, por lo que ma´s adelante se
investigara´n las posibilidades que nos ofrecen otros clasificadores en a´rbol.
Si entrenamos el clasificador KNN con los ajustes predeterminados de Weka
se obtiene un 56,23 % de instancias correctamente clasificadas, frente al 43,74 %
de instancias incorrectamente clasificadas, teniendo a su vez, una precisio´n me-
dia del 60,8 %. La matriz de confusio´n es la siguiente.
Cuadro 6.31: Matriz de confusio´n KNN, misma sesio´n
a b c classified as
1438 636 710 a=w
1488 2789 323 b=s
1181 280 1706 c=neutral
Al tener tantos datos el siguiente paso lo´gico fue crear un set de entrena-
miento con la mayor´ıa de los sets de datos, en concreto siete, dado que los dos
u´ltimos sets daban unos resultados bastante peores que el resto, seguramente
debido al aumento de la impedancia a lo largo del tiempo en los electrodos de
este equipo, lo que hace que la sen˜al empeore.
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Entrenando el clasificador KNN con los ajustes predeterminados de Weka con
esos siete sets y clasificando el set restante se obtiene un 55,59 % de instancias
correctamente clasificadas, frente al 44,41 % de instancias incorrectamente cla-
sificadas, teniendo de media una precisio´n del 54,8 %. La matriz de confusio´n
en este caso es la siguiente.
Cuadro 6.32: Matriz de confusio´n KNN, misma sesio´n, gran set de entrenamiento
a b c classified as
1799 1345 1467 a=w
986 2607 280 b=s
1078 382 2527 c=neutral
6.4.2. Media Laplaciana en grupos de datos
Para sets de datos tomados durante la misma sesio´n repetimos el procedi-
miento realizando la media en grupos de diez muestras de datos para eliminar
ruido e interferencias en la sen˜al, dejando as´ı lo ma´s limpio posible el set de
datos adema´s de reducir el taman˜o del mismo facilitando el procesado.
Empezamos comparando un set de datos con otro utilizando el clasificador
Random Forest con los para´metros predeterminados de Weka. Des esta ma-
nera obtenemos un 60,81 % de instancias correctamente clasificadas, frente al
39,19 % de instancias incorrectamente clasificadas, presentando un 65,6 % de
precisio´n media durante la clasificacio´n. La matriz de confusio´n en este caso
sera´ la mostrada a continuacio´n.
Cuadro 6.33: Matriz de confusio´n Random Forest, media en grupos, misma
sesio´n
a b c classified as
174 56 48 a=w
147 276 37 b=s
103 22 191 c=neutral
Si modificamos los para´metros del clasificados Random Forest a los mostra-
dos en la figura 6.2, los resultados obtenidos son los siguientes, las instancias
correctamente clasificadas representan un 61,29 % de la totalidad del set clasi-
ficado, frente al 38,71 % de las instancias incorrectamente clasificadas, presen-
tando una precisio´n media del 65,1 %. La matriz de confusio´n obtenida es la
siguiente.
Cuadro 6.34: Matriz de confusio´n Random Forest modificado, media en grupos,
misma sesio´n
a b c classified as
166 61 52 a=w
139 283 38 b=s
94 25 197 c=neutral
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Si utilizamos Un set grande de entrenamiento y el clasificador Random Forest
con los para´metros predeterminados de Weka obtenemos un 56,9 % de instan-
cias correctamente clasificadas, frente al 43,1 % de instancias incorrectamente
clasificadas, teniendo una precisio´n media del 60,1 % en este caso. La matriz de
confusio´n obtenida es la siguiente.
Cuadro 6.35: Matriz de confusio´n Random Forest, media en grupos, misma
sesio´n, set grande
a b c classified as
203 222 36 a=w
42 337 8 b=s
190 39 169 c=neutral
El siguiente paso a seguir es clasificar un set de datos con otro distinto
utilizando el clasificador KNN con los valores predeterminados en Weka. Los
resultados obtenidos fueron de un 54,36 % de instancias correctamente clasifica-
das, frente al 45.64 % de instancias incorrectamente clasificadas, teniendo una
precisio´n media del 57,6 %. La matriz de confusio´n para este caso es la siguiente.
Cuadro 6.36: Matriz de confusio´n KNN, media en grupos, misma sesio´n
a b c classified as
133 78 67 a=w
140 282 38 b=s
116 42 158 c=neutral
Utilizando un set de entrenamiento muy grande uniendo varios sets de datos
y clasificando otro set de datos distintos utilizando el clasificados KNN obte-
nemos un 57,46 % de instancias correctamente clasificadas frente al 42,54 % de
instancias incorrectamente clasificadas, teniendo una precisio´n media del 57,8 %
durante la clasificacio´n. En este caso la matriz de confusio´n obtenida es la si-
guiente.
Cuadro 6.37: Matriz de confusio´n KNN, media en grupos, misma sesio´n, set
grande
a b c classified as
165 215 81 a=w
41 335 8 b=s
136 46 216 c=neutral
6.4.3. Media Laplaciana en la totalidad de los datos
Dado que los resultados en el anterior procesado de este tipo de preprocesado
fueron peores que los otros resultados obtenidos por otros medios referentes a la
media Laplaciana, se obviara´ este apartado de los datos en el proceso referente
a los datos tomados en la misma sesio´n.
58 CAPI´TULO 6. CLASIFICACIO´N DE LOS DATOS
6.4.4. Datos preprocesados mediante la transformada de
Fourier
Intentando investigar las mejoras que nos ofrecen los Random Trees, tal y
como se ha explicado en la implementacio´n se disen˜o´ un programa con el cual,
mediante las librer´ıas de machine learning “sklearn” y el algoritmo de clasifi-
cacio´n Extratrees se han obtenido los siguientes resultados utilizando como set
de entrenamiento nueve de las muestras tomadas en la misma sesio´n tras haber
sido preprocesadas aplica´ndolas una tranformada de Fourier de 128 puntos.
Al realizar este procedimiento se utiliza un algoritmo LOSO (Leave One Sub-
ject Out), es decir, entrenaremos el clasificador con nueve de los sets de datos e
intentaremos clasificar el restante. Los resultados de las diez rondas fueron los
siguientes:
Ronda 1:
Accuracy: 0.619964
F1 Score: 0.628754
Ronda 2:
Accuracy: 0.731976
F1 Score: 0.696421
Ronda 3:
Accuracy: 0.839849
F1 Score: 0.843217
Ronda 4:
Accuracy: 0.813353
F1 Score: 0.808162
Ronda 5:
Accuracy: 0.757083
F1 Score: 0.747514
Ronda 6:
Accuracy: 0.770821
F1 Score: 0.757082
Ronda 7:
Accuracy: 0.668842
F1 Score: 0.669062
Ronda 8:
Accuracy: 0.664656
F1 Score: 0.665588
Ronda 9:
Accuracy: 0.522985
F1 Score: 0.499394
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Ronda 10:
Accuracy: 0.479063
F1 Score: 0.442834
El programa durante el proceso generara´ las matrices de confusio´n de 3x3,
tal y como se han visto en el formato de Weka, en de cada una de las rondas.
Se pueden visualizar en orden en la siguiente figura.
Figura 6.8: Matrices de confusio´n Extra Trees
No´tense los colores, un azul ma´s oscuro indica ma´s instancias correctamente
clasificadas, por lo que el caso o´ptimo de matriz de confusio´n ser´ıa en la que
apareciera color azul oscuro en la diagonal y el resto de casillas blancas.
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Podemos ver que por los colores de las matrices de confusio´n las mejores rondas
han sido la tercera y la cuarta, y si nos fijamos en los resultados nume´ricos as´ı
es, de la misma forma los peores resultados se dan en las rondas nueve y diez
por lo que repetiremos el experimento descartando ambas rondas, quedando as´ı
u´nicamente con ocho rondas. Los resultados obtenidos son los siguientes:
Ronda 1:
Accuracy: 0.839111
F1 Score: 0.842040
Ronda 2:
Accuracy: 0.792171
F1 Score: 0.774664
Ronda 3:
Accuracy: 0.890991
F1 Score: 0.892871
Ronda 4:
Accuracy: 0.895673
F1 Score: 0.894609
Ronda 5:
Accuracy: 0.839910
F1 Score: 0.840790
Ronda 6:
Accuracy: 0.722528
F1 Score: 0.717718
Ronda 7:
Accuracy: 0.634769
F1 Score: 0.629095
Ronda 8:
Accuracy: 0.592275
F1 Score: 0.601457
Como se observa, los resultados al eliminar esos dos sets mejora notablemen-
te, llegando en el mejor de los casos a un acierto del 89,56 %. Hay que tener en
cuenta que este resultado se da en condiciones o´ptimas pero los mejores resulta-
dos de Emotiv tambie´n se dan en este tipo de condiciones y con este resultado
se ha conseguido igualarlos.
Se debe tener en cuenta que un entrenamiento con ocho sets de datos es un
entrenamiento pequen˜o, cabe la posibilidad de poder incluso mejorar los re-
sultados superando a los de Emotiv si se dedicase ma´s tiempo y ma´s sets de
datos a entrenar el clasificador para otorgarle capacidad de decisio´n en el mayor
rango de situaciones posibles, incluso an˜adiendo sets de sesiones distintas para
perfeccionar el sistema al ma´ximo.
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6.5. Pruebas adicionales
6.5.1. Entrenamiento y clasificacio´n utilizando un solo set
de datos
Hay que tener en cuenta que si usamos las herramientas de Weka de “cross-
validation” o de “Percentage Split”, utilizando un solo set de datos como set
de entrenamiento y clasificacio´n, dividie´ndolo para que no aparezcan las mis-
mas muestras en un lado y en otro, los resultados son incre´ıblemente mejores
obteniendo para el primer caso (cross-validation) y utilizando “10 folds” un
98,35 % de instancias correctamente clasificadas, frente al 1,64 % de instancias
incorrectamente clasificadas, con una precisio´n media de del 98,4 %.
Figura 6.9: Resultados Random Forest con me´todo cross-validation
En el segundo caso (Percentage Split) usando un valor del 66 % para la di-
visio´n, obtendremos un 98,1 % de instancias correctamente clasificadas, frente
al 1,8 % de instancias clasificadas incorrectamente, todo esto para una precisio´n
media del 98 %.
Cabe mencionar que, durante la realizacio´n de todas las pruebas, el objetivo
principal del proyecto era conseguir mover al personaje de un videojuego en
tiempo real, objetivo que alcanzamos. No obstante, el movimiento del personaje
era bastante erra´tico debido a que siempre aparecen distracciones del usuario
o el set de entrenamiento no cubre todas las posibilidades, pero si tenemos en
cuenta el modo oﬄine en el que obtuvimos un 98 % de efectividad al clasificar
las instancias, podr´ıamos disen˜ar un laberinto en el videojuego y hacer que el
personaje lo recorriera correctamente, si por ejemplo, el jugador viese el labe-
rinto en vista de pa´jaro previamente para “entrenar” al personaje buscando que
realice las acciones deseadas una vez iniciado el programa.
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6.5.2. Entrenamiento y clasificacio´n con sets de datos de
tomados de distintos sujetos
Este experimento se basa en comparar los datos tomados de una persona
con los datos tomados de otra persona distinta.
En este caso, la precisio´n es incluso peor que en procentajes aleatorios, ya que
la manera de interpretar los pensamientos de un cerebro a otro y la forma que
tienen los impulsos de recorrer las redes neuronales var´ıan de forma importante
de persona a persona, por lo que resulta imposible tener un buen clasificador
a partir del entrenamiento de una persona y que este sea capaz de clasificar
correctamente los pensamientos de otra persona.
Hay que tener en cuenta que actividades motoras como los movimientos fa-
ciales s´ı que son comunes entre todas las personas, as´ı que siempre y cuando la
persona no tenga lesiones cerebrales, en principio, el casco no tendr´ıa problemas
para interpretar esas sen˜ales.
En un caso de comparativa Entrenando con el set de datos de un sujeto y
clasificando un set de datos tomados a otro sujeto, siendo los mismos pensa-
mientos para ambos (estado “neutral”, “adelante” y “atra´s”).
Los resultados obtenidos utilizando el clasificador Random forest con los valores
predeterminados son un 27,25 % de instancias correctamente clasificadas, frente
al 72,75 % de instancias incorrectamente clasificadas, presentando un 27,1 % de
precisio´n media.
Los resultados Entrenando el clasificador KNN con los valores predeterminados
en Weka utilizando el set de datos de un sujeto y clasificando el set de datos de
otro resultaron en un porcentaje de acierto del 26,52 % frente al 73,48 % de ins-
tancias incorrectamente clasificadas, teniendo de media una precisio´n del 26,5 %.
Tal y com espera´bamos, los resultados obtenidos nos muestran un resultado
de acierto realmente bajo, siendo el peor obtenido hasta el momento tal y como
espera´bamos, esto se debe a las grand´ısimas diferencias entre los datos de las
distintas ondas cerebrales.
Debido a dichos resultados con ambos clasificadores se obviara´n el resto de
pruebas realizadas dado que presentan una serie de resultados similares con un
porcentaje realmente bajo de instancias acertadas durante la clasificacio´n.
Para ver las diferencias entre los pensamientos de ambos sujetos utilizaremos
la herramienta de visualizacio´n de Weka para comparar la forma que toman los
datos de las ondas cerebrales generadas durante los mismos pensamientos. Esta
comparacio´n entre visualizaciones se muestra en la siguiente figura, arriba el
sujeto uno y abajo el sujeto dos.
6.5. PRUEBAS ADICIONALES 63
Figura 6.10: Comparativa de los datos entre sujetos
Como podemos observar la diferencia entre las formas de los datos que repre-
sentan las ondas cerebrales es absolutamente distinta en ambos casos, por lo que
se explica el motivo por el que el clasificador obtiene unos resultados tan bajos
como para estar por debajo del porcentaje aleatorio a la hora de seleccionar la
accio´n pensada por el sujeto.
6.5.3. Entrenamiento y clasificacio´n con sets de datos de
complejidad aumentada
Si decidie´semos utilizar 5 clases en lugar de tres, incluyendo los movimientos
de izquierda y derecha asociados a las teclas “a” y “d” respectivamente. En
este caso, la precisio´n desciende ligeramente debido a que cuantas ma´s divisio-
nes tenga que hacer un clasificador ma´s incrementa la probabilidad de error del
mismo.
Los resultados mostrados a continuacio´n fueron obtenidos utilizando sets de
datos tomados en sesiones distintas preprocesados aplicando el procedimiento
de la media Laplaciana en grupos de datos.
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Utilizando el clasificador Random Forest con los para´metros predeterminados
obtenemos un 21,27 % de instancias correctamente clasificadas, frente al 78,73 %
de instancias incorrectamente clasificadas, con una precisio´n media del 27,2 %.
Utilizando el clasificador KNN obtenemos un 21,51 % de instancias correcta-
mente clasificadas, frente al 78,49 % de instancias incorrectamente clasificadas,
con una precisio´n media del 25,8 %.
Como se observa, los resultados vuelven a niveles aleatorios, siendo mucho ma´s
bajos que los obtenidos por el mismo procedimiento con sets con tres clases de
datos distintos, por lo que se descarto´ este tipo de procedimientos durante el
proyecto.
6.5.4. Entrenamiento y clasificacio´n con sets de datos to-
mados con los ojos cerrados
Como se explica en esta memoria, las sen˜ales captadas por los dispositivos
de electroencefalogra´ıa son muy sensibles a las interferencias externas, el ruido
y a las propias funciones del individuo del que se esta´n tomando datos.
Una de las principales fuentes de interferencia en la sen˜al son los propios par-
padeos de la persona de la que esta´n siendo captadas las ondas cerebrales, por
lo que una manera de mejorar cualquier resultado con este tipo de dispositivo
es grabar los datos manteniendo el sujeto los ojos cerrados.
Estas pruebas no son relevantes para el proyecto dado que se busca el movi-
miento del personaje en un videojuego por lo que es imprescindible la visio´n
del usuario, pero se mencionara´ brevemente que se hicieron algunas pruebas
referentes a este tipo de datos y los resultados mejoraban en la mayor´ıa de los
casos entre el 4 % y el 8 % las mismas pruebas con los ojos abiertos.
Cap´ıtulo 7
Resultados
En este cap´ıtulo se mostrara´n todos los resultados obtenidos de manera que
sea fa´cil visualizar el conjunto total de valores en tablas para los conjuntos de
datos de diferentes sesiones y de la misma sesio´n.
7.1. Resultados con datos de sesiones distintas
A continuacio´n se muestra una tabla con los resultados obtenidos en porcen-
taje de acierto de las clasificaciones para los datos clasificados utilizando un set
de entrenamiento tomado en una sesio´n distinta.
Cuadro 7.1: Resultados para clasificacio´n de datos en sesiones distintas
Clasificador
VS
Preprocesado
Datos en
bruto
Criba
Criba
selectiva
Media en
grupos
Resta
media
FFT
Random Forest 28,61 % 29,97 % 35,4 % 27,95 % 37,98 % 27,24 %
Random Forest
modificado
31 % 31,01 % 35,01 % 29,39 % 37,55 % 25,4 %
Random Forest
set grande
- 41,13 % 35,35 % - - -
Random Forest
set pequen˜o
- - - 42,65 % 44,25 % -
KNN 31,5 % 31,13 % 38,34 % 38,7 % 40,42 % 34,05 %
KNN set
grande
- 42,2 % 36,49 % - - -
KNN set
pequen˜o
- - - 47,31 % 39,67 % -
Los Porcentajes resaltados en negrita representan el mejor resultado para ca-
da tipo de preprocesado, mientras que el resultado subrayado representa el mejor
resultado de la totalidad de las pruebas realizadas, siendo el mejor resultado ob-
tenido hasta el momento el 47.31 % de instancias correctamente clasificadas.
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Como se puede observar, pra´cticamente en la totalidad de los casos el mejor
clasificador para este tipo de datos es el clasificador KNN, esto puede ser de-
bido a las diferencias entre las sen˜ales, ya que habiendo sido tomadas durante
sesiones distintas aparecera´n mayores variaciones entre ellas.
Estos cambios pueden afectar en mayor medida a los clasificadores de tipo a´rbol
que tienen a exagerar el ruido, haciendo que los porcentajes de acierto sean en
algunos casos bastante menores que utilizando el clasificador KNN.
7.2. Resultados con datos de la misma sesio´n
En este apartado se muestra la tabla correspondiente a los resultados ge-
nerados al clasificar sets de datos entrenados con otros sets de datos tomados
durante la misma sesio´n sin que el sujeto se quite o mueva disposivo Epoc+.
Cuadro 7.2: Resultados para clasificacio´n de datos de la misma sesio´n
Clasificador
VS
Preprocesado
Datos cribados
Media en grupos
de datos
Transformada de
Fourier
Random Forest 61,2 % 60,81 % -
Random Forest
modificado
61,32 % 61,29 % -
Random Forest
set grande
- 56,9 % -
KNN 56,23 % 54,36 % -
KNN set
grande
55,9 % 57,46 % -
Extra trees
10 sets de datos
- - 83,98 %
Extra trees
8 sets de datos
- - 89,56 %
Nuevamente, los porcentajes en negrita representan los mejores resultados
para cada tipo de preprocesado y el resultado subrayado, el mejor resultado de
todos los obtenidos entre las clasificaciones utilizando un set de entrenamiento
de la misma sesio´n.
El motivo por el que se utilizo´ el clasificador “Extra Trees” fue que para es-
te tipo de sets de datos, como se puede observar, los clasificadores en a´rbol nos
ofrec´ıan los mejores resultados con una diferencia de aproximadamente el 6 %,
representando un cambio suficientemente grande como para querer indagar ma´s
en las posibilidades que pod´ıan ofrecernos.
Como podemos observar, gracias a la utilizacio´n de este nuevo clasifcador, los
resultados obtenidos aumentaron su efectividad en un 37 % con el preprocesado
basado en la transformada de Fourier, representando unos resultados equipara-
bles a los mejores obtenidos con el propio software de Emotiv Systems.
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Con estos resultados completar´ıamos todos los objetivos principales del pro-
yecto, habiendo conseguido clasificar con unas de las mejores efectividades con-
seguidas hasta la fecha en cualquier tipo de pruebas relacionadas con este tipo
de dispositivos low-cost.
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Cap´ıtulo 8
Planificacio´n, marco legal y
presupuesto
8.1. Planificacio´n
Todo este proyecto ha sido desarrollado durante diferentes etapas planifica-
das al principio del mismo. El periodo total del proyecto abarca desde Febrero
de 2016 hasta Junio de 2016. Durante este periodo han ido surgiendo diferentes
problemas para los que se ha tenido que encontrar algu´n tipo de solucio´n antes
de poder avanzar para lograr el objetivo final del proyecto.
La primera fase del proyecto duro´ desde mediados del mes de Febrero hasta
principios del mes de Marzo, durante esta fase se establecieron las bases del
proyecto, como se iba a plantear el desarrollo, el lenguaje de programacio´n que
se iba a utilizar, en cuyo caso Java fue seleccionado y el clasificador que mejor
se adaptaba a nuestras necesidades, en este caso se eligio´ Weka. Tambie´n em-
pezo´ la curva de aprendizaje de Latex y Weka necesaria para la escritura de la
memoria y la realizacio´n del proyecto.
Una vez sentadas las bases del proyecto comenzar´ıa la segunda fase, esta se
basar´ıa en conseguir un enlace estable con el dispositivo Epoc+. Esta fase abar-
car´ıa desde principios de Marzo hasta mediados de Abril. Durante esta fase se
plantearon dos objetivos. El primero fue conseguir obtener datos en tiempo real
del casco Epoc+, esta parte tuvo algunos retrasos debido a que Emotiv dificulta
mucho la comunicacio´n siempre y cuando no se compre su software, como era
el caso. Descubrimos que pra´cticamente la u´nica forma de poder conseguir los
datos del casco era “piratea´ndolo” de una forma no muy segura, por lo que al
final se decidio´ que la mejor manera de avanzar en el proyecto era utilizar las
librer´ıas de Emotiv. Una vez programando con esas librer´ıas en cuestio´n de un
par de d´ıas tuvimos un enlace estable de datos en tiempo real entre el casco y
el ordenador, guardando los datos deseados en un archivo .txt para su posterior
procesado.
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El segundo objetivo de esta fase fue la clasificacio´n en tiempo real de los datos.
Utilizando el clasificador Weka, se pod´ıa usar un set de entrenamiento de otra
sesio´n o un set de datos tomado justo antes de la clasificacio´n para entrenar el
clasificador, una vez entrenado el programa comenzar´ıa a tomar datos en tiempo
real del sujeto clasificando las muestras correspondientes cada vez.
Durante todo el proceso de clasificacio´n comienzan las pruebas en Weka de
los diversos sets de datos y los distintos tipos de preprocesados para comparar
y encontrar los mejores resultados aplicando as´ı dicho procedimiento en la cla-
sificacio´n en tiempo real.
El objetivo de la tercera fase es conseguir una reaccio´n del ordenador debi-
do a la clasificacio´n. Esta fase durara´ desde mediados de Abril hasta mediados
de Mayo. En esta fase se busca que, mediante sen˜ales, el programa le diga al
ordenador la tecla que deber´ıa pulsar segu´n la clasificacio´n obtenida. Una vez
desarrollada la clasificacio´n en tiempo real solo hay que an˜adir una pequen˜a
parte a la programacio´n para conseguir este resultado. Las primeras pruebas
se realizaron con el bloc de notas, comprobando que efectivamente se pulsaban
las teclas “w”,“s”,“a”,“d” o ninguna en el caso del pensamiento “neutral”. Una
vez esta fase estaba finalizando se paso´ a realizar pruebas en videojuegos, con-
siguiendo mover al personaje del videojuego deseado al recibir el ordenador la
orden pensada por el sujeto.
Fue necesario equilibrar la fluidez del movimiento del personaje en el video-
juego ajustando el tiempo de pulsacio´n de la tecla por cada orden clasificada
para ayudar a la inmersio´n en el videojuego.
El principal problema del proyecto se dio´ cuando en la clasificacio´n en tiempo
real no funcionaba tan bien como se esperaba, las teclas pulsadas no corres-
pond´ıan con las acciones deseadas por el usuario. Debido a esto se preciso´ de un
estudio intensivo de los sets de datos y la forma de procesarlos durante el mes
de Mayo.
Este proceso comenzo´ probado distintos clasificadores de Weka con los datos
en bruto obtenidos del casco Epoc+. Se decidio´ utilizar los clasificadores KNN
y Random Forest tras estas pruebas.
El siguiente paso fue ir eliminando algunos de los atributos de los datos para
comprobar hasta que punto se pod´ıan mejorar los datos sin dan˜ar la informacio´n,
se decidio´ que la mejor accio´n era eliminar los tres atributos que no aportaban
informacion de la propia onda cerebral, “COUNTER”, “INTERPOLATED” y
“RAW CQ”.
Despue´s de tener los menores datos posibles, se hicieron pruebas modificando los
propios datos, las principales pruebas hicieron referencia a procesos relacionados
con la media Laplaciana para eliminar la mayor cantidad de ruido, dejando de
esta forma una sen˜al lo mas n´ıtida posible, y con la transformada de Fourier,
intentando al cambiar de plano una mejor representacio´n y lectura de la onda
por parte del clasificador.
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Tras todo el proceso de prueba y error, se llego´ finalmente a la conclusio´n de
que la mejor forma de operarlos es utilizar sets de datos de la misma sesio´n,
utilizar la transformada de Fourier y entrenar el clasificador “Extra trees”.
Tras conseguir unos resultados de clasificacio´n tan buenos, el siguiente paso
fue unir las tres partes, el proyecto actual, el preprocesado que mejor resultados
daba y el clasificador que mejor se adaptaba a nuestras necesidades. De esta ma-
nera se esperaba conseguir un movimiento del personaje lo ma´s acertado posible.
Durante todo el proceso se fue redactando la memoria segu´n se hac´ıan avances
pero dado que no estaba terminada las semanas restantes se utilizaron para
terminar de redactar la memoria, an˜adir los apartados restantes y terminar de
arreglar el formato dejando el tiempo suficiente para su lectura por parte del
tutor e impresio´n por parte del alumno.
Figura 8.1: Diagrama de Gantt de la planificacio´n
8.2. Marco legal
Cualquier programa desarrollado a partir de este proyecto no tendra´ ningu-
na limitacio´n legal ma´s lejos de los te´rminos y condiciones de uso de Emotiv
Systems, los cuales son los siguientes:
Acuerdo de licencia de usuario final:
El uso del software y los servicios de Emotiv esta´ sujeto a sus te´rminos
y condiciones junto a los te´rminos y condiciones de EULA, en caso de
conflicto entre ambos te´rminos, prevalecera´n los de Emotiv.
Licencia:
Emotiv concede una licencia limitada, no exclusiva, no sublicenciable, no
transferible y revocable para instalar y usar el software en un PO compati-
ble de la propiedad del usuario comprador para propo´sitos NO comerciales
y privados.
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Derechos de propiedad:
Emotiv conserva todos los derechos de software y servicio no concedidos
espec´ıficamente en los te´rminos de uso. Emotiv posee el software y servi-
cios, incluyendo todos los derechos, t´ıtulo e intereses, incluyendo toda la
propiedad intelectual y otros derechos de propiedad.
Datos escaneados:
El usuario conserva la propiedad de los datos escaneados con el sistema
Epoc.
Aparte de dichas restricciones legales, se debera´n tener en cuenta las res-
tricciones legales referentes al uso del entorno virtual Eclipse, este software se
encuentra bajo una licencia EPL (Eclipse Public License), cuyos te´rminos y
condiciones son los siguientes:
Contribuciones:
Cualquier contibucio´n, ya sea modificacio´n o an˜adido al co´digo de Eclipse,
sera´n considerados mo´dulos externos al programa con su propia licencia.
Concesio´n de derechos:
Sujeto a los te´rminos y condiciones, cualquier contribucio´n concede una
licencia “royalty-free” para la reproduccio´n o desarrollo de dicha contribu-
cio´n. Si dicha contribucio´n esta´ patentada, dicha patente no hara´ efecto.
Requerimientos:
Todo contribuidor puede decidir distribuir su programa bajo su propia
licencia siempre y cuando cumpla los te´rminos y condiciones citados por
Eclipse.
Distribucio´n comercial:
Los distribuidores comerciales de software pueden aceptar ciertas respon-
sabilidades con respectos a los usuarios finales y compan˜eros de negocios.
No garant´ıa:
El programa se ofrece sin garant´ıas de nigu´n tipo, expresadas o impl´ıcitas.
Para finalizar el u´ltimo elemento de software utilizado fue Weka, este es
software libre y esta´ reconocido en la GNU General Public License. Utilizando
una licencia GPL, siendo esta completamente abierta, Por lo que Su uso y
modificacio´n no tiene restricciones legales.
8.3. Entorno socioecono´mico
El desarrollo de cualquier programa basado en este proyecto requiere que se
tengan en cuenta los costes de los recursos f´ısicos y laborales necesarios para la
realizacio´n de la mismo.
Los recursos de hardware utilizados durante el desarrollo de este proyecto han
sido los siguientes:
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Sistema Epoc+ de Emotiv Systems:
En este paquete vienen incluido el casco Epoc+, los electrodos, solucio´n
salina para la conductividad de los electrodos, un USB que se encargara´
de la conexio´n inala´mbrica del casco con el ordenador y el libro de instruc-
ciones para que el usuario realice el uso correcto de todo el set. El precio
del set ha sido de 799 euros.
Solucio´n salina:
La solucio´n salina es imprescindible para el uso del equipo Epoc+ y la
cantidad incluida en el paquete de Emotiv es muy reducida por lo que ha
sido necesaria la compra de ma´s durante el proyecto. El precio por cada
bote ronda los 3 euros.
Ordenador:
Por fortuna el software utilizado no requiere de un ordenador potente
ni tampoco el programa desarrollado por lo que un ordenador de gama
media deber´ıa ser suficiente. No obstante el ordenador que ma´s se ha
utilizado para el desarrollo del proyecto es de gama mediaalta, con un
coste aproximado de 900 euros. Au´n as´ı los tiempos de entrenamiento del
clasificador no han sido los mejores y en algunos casos el software de Weka
se quedaba sin memoria por lo que ser´ıa aconsejable un ordenador de gama
media con 16GB de memoria RAM.
Asimismo se han utilizado herramientas de software para poder desarrollar
el programa y realizar las pruebas necesarias durante todo el proceso. Estas han
sido las siguientes:
IEDK de Emotiv Systems:
Estas son las librer´ıas necesarias para recibir datos del casco Epoc+, con
la programacio´n adecuada se encargara´n de generar a trave´s del enlace
Bluetooth la conexio´n entre el casco y el ordenador,el env´ıo de datos en
tiempo real y realizar la desencriptacio´n de los datos. El precio de este
software es de 100 euros.
Weka 3:
Este es el software utilizado para la clasificacio´n de los datos, ha sido nece-
sario para realizar todas las pruebas de clasificacio´n del proyecto. Gracias
a e´l entrenaremos el clasificador deseado y se realizara´ la clasificacio´n en
tiempo real. Por fortuna para el desarrollo del proyecto este software es
gratuito.
Eclipse Mars 1:
Este es el entorno virtual utilizado para el desarrollo del programa en
lenguaje Java, facilitando la labor de desarrollo. Afortunadamente este
software tambie´n es gratuito.
8.3.1. Coste total
A continuacio´n se muestra una tabla con todos los costes asociados al pro-
yecto, estos comprenden tanto el software como el hardware necesarios para la
realizacio´n del mismo.
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Cuadro 8.1: Costes totales del proyecto
Concepto Precio en euros
Paquete Epoc+ 799
Solucio´n salina 3
IEDK 100
Ordenador 900
Total 1802
8.3.2. Estimacio´n del precio del producto
Los costes de otros programas con la misma finalidad de e´ste proyecto rondan
los 80 euros, pero teniendo en cuenta que este proyecto no esta´ tan optimizado
como dicho software, no tiene tantas funcionalidades, no ha habido un equipo
grande de personas trabajando en su desarrollo y ha llevado cuatro meses de
trabajo, su coste no deber´ıa ser mayor de 40 euros. De todas formas si alguien
quisiera adquirirlo el producto se ofrecer´ıa bajo licencia open source y ser´ıa
gratuito para la investigacio´n sin buscar fines comerciales.
Cap´ıtulo 9
Conclusions
During this chapter, the conclusions made during this project will be analy-
zed taking into account the process and results obtained. Also future modifica-
tions and improvements will be included at the end.
9.1. Conclusions
The main goal of the project was to create a program able to classify in real
time brain waves from a user using electroencephalography equipment based on
the Emotiv Epoc+ headset, creating a connection between the headset and the
computer, create the desired classifier, storing and pre-processing the training
data and use it to train the classifier, and finally, store and pre-process the data
to classify for the real time classification of that data.
As the real time classification is being made, each time a signal is sent to the
computer telling it which action should perform, in the case of this project,
keyboard keys signals would be sent so the movement of a character in a video
game would be controlled.
As we have divided our work in several ways, the conclusions must be divided
also, taking into account the same divisions, those would be, online and oﬄine
mode; inside oﬄine mode, classification using a classifier trained with a set from
the same or a different session and finally conclusions about the additional test
performed.
9.1.1. Oﬄine mode
This division of the work is related to all the test performed not in real time,
this means, using Weka’s GUI. During all this tests the main differentiation is
made during the training, this could have been made with a set of data taken
in the same session than the data to classify or from a different session.
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Different sessions
As shown in chapter 7, we can see that this kind of training gives us a per-
centage of correct classification approximate to 50 % in the best case, with more
data sets this could be improved but the time needed to train the classifier each
time would be bigger and each set could also lower that value adding samples
that do not represent the real desired though.
The best performance during this sort of test is given by KNN classifier, with
a very little training set, this could be explained because, with data from diffe-
rent sessions, the position of the electrodes will be different, creating differences
in the final signal, those differences were lower by using a Laplacian operator
during the pre-processing but it seems that it was not enough for keeping the
signals as similar as possible. Also with different sessions the thoughts can chan-
ge in some way, the emotions of the users, the concentration level, etc. this will
create even more differences between the sets of data making the classification
even more difficult to be performed.
As Random Forest normally makes the noise, or differences between signals
affect more than usual to the final classification results, this is the reason why
only in one scenario during this tests Random Forest got better results than
KNN classifier, we saw that, on the contrary, with same session data, tree clas-
sifiers got the best results every time.
Same sessions
During the test performed in this part of the project the results changed
drastically, having even without operating the data 61,32 % of correctly classi-
fied instances, 14 % more than in the best case of training and classifying with
sets from different sessions.
The results obtained sowed that tree classifiers did offer the best results for
this sort of data using big training sets, this is why a new type of tree classifier
was used trying to improve even more the results.
Those final results reached 89,56 % of correctly classified instances making the
project reach the best levels of performance considered in the official software
provided by Emotiv Systems.
We have to take into account that those results are obtained in the optimal
way, and in a real time application could never be possible to obtain, neither
with Emotiv software. There are too many variables affecting the signal, ex-
ternal interferences, low concentration level from the user, acoustic noises that
changes the signal, etc.
As shown in chapter 7, those results were archieved using a pre-procesing of
the data based on the Fourier transform, using the “Extra trees” classifier trai-
ned before classifieng the data.
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9.1.2. Online mode
This part of the project represent the real time classification of data. This
means select a previously taken training set, train the selected classifier with it
and classify a real time stream of data taken from the user with the headset. As
explained before, this creates the problem of bad classification using a training
set from a different session. This can be solved taking the training set just before
the real time classification starts but not every set we take are valid and this
makes the process very long if it is needed to record several sessions for a large
training sets every time; for the best results obtained during this project 1 hour
was needed for recording the 10 sets of data.
Even with a valid set of data the classification depends on lots of external varia-
bles from the classifier and the training set, for example the user could move the
headset changing the signal, the mental state of the person could change, giving
the system false signatures inside the data that would lead to false positives
during the classification...
Those are the main reasons why during the project a stable classification could
not be reached at the end, because, even when using the official software provi-
ded by Emotiv it is very difficult to get such stable results.
9.1.3. Additional tests
Training and classification using only one set of data
During this type of test the classification could perform even the 98,35 %
of samples correctly classified using the cross-validation method of Weka, this
is the highest percentage obtained during the whole project. This is the least
interesting aspect, but it could lead to other projects related to this one, for
example prepare some sort of software which train a robot, or a virtual cha-
racter previously for performing actions in a determined order. Those actions
would be recorded by the user looking at the environment in which the actions
will be made.
The good part of this kind of training is that it is only needed one set of data
for training and classification, making the recording process very short and the
computational force needed very low.
Training and classification using sets of data from different users
The tests performed in this part of the project were meant just for showing
the reader that is nearly impossible to classify thoughts of one user using a
training set of data recorded from a different user due to the extreme difference
between both sets of data. This difference is given because each brain has a
different shape and the neurons in the cortex are aligned in a different way,
making the electric potentials go through the connections in a really different
way from one user to another.
78 CAPI´TULO 9. CONCLUSIONS
Training and classification using data sets with increased complexity
As the results did prove during the processing chapter, if we increase the
number of actions that the classifier must differentiate, obviously the aleatory
percentage decreases but also the percentage of correctly classified instances,
this is due because for each new class to classify, the classifier needs a more
precise range of values to select the correct output, making this objective more
difficult to reach. Also with this kind of signals, the changes between one though
and another are very little so it is needed an extremely precise system to per-
form such classification with a correctly pre-processed data.
In the main software from Emotiv we can observe that for three and four diffe-
rent thoughts the level of difficulty is called “hard” or “extreme”.
Training and classification using sets of data recorded with eyes closed
This part of the project is just to prove how blinks affects the final results of
the classification. As explained in the processing chapter, with the eyes closed,
the classification process change the percentage of correctly classified instances
in most of cases being between 4 % and 8 % better than results with the eyes
open.
Obviously those results are not relevant as in the project the user will try to
move the character in a video game and will need to see the environment, that
is why those results are just mentioned briefly.
9.2. Future work
Having developed a program capable of recording and classifying in real ti-
me the thoughts of a user using electroencephalography technologies, there is
room for many possible uses for such software and improvements related to
the way of getting the training sets for the classifier. Also, with software develo-
ped using Java, there is always ways to improve the code for better performance.
In this section some of the possible modifications or improvements that have
been coming to the mind of the writer during the whole project work will be
enumerated and briefly explained.
Unify program with game engine:
As one of the objectives of the project is to move the character of a video
game using Epoc+ headset, it would be useful to develop libraries that
connect the headset with the game engine being able to change the options
of the headset and making the process of recording easier.
Design a video game based on the software developed:
Now that we have the software for moving a character in a basic way, a
simple video game could be developed in order to test in the best way
possible the program as, being it created by the same programmer would
deal to the aspects developed in the way needed.
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Record training data inside the video game:
One of the main problems of the project have been the time needed for
the record of the training sets, dividing it inside some parts of the game
would make it less tedious for the user, making the experience much more
entertaining.
Change focus of the classification:
Instead of move a character in a video game, this sort of technologies
could make life much easier for people with disabilities, for example, if we
could change the program so it could move a wheelchair instead of a virtual
character could make a person with total paralysis due to tetraplegia move
again using this device. If we talk about a person with certain mobility, we
could still make his or her life easier if with this technology with actions
as simple as open doors or turn on or off the light.
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Ape´ndice A
Summary
During this append there will be explained an introduction to this project
with the main objectives presented during the planning of itself. The implemen-
tation of the software is briefly explained. Also the results obtained at the end
of the working period will be discussed, adding easy to read tables with all the
obtained results. Finally the conclusions obtained at the end of the project are
explained with some possible future lines of work.
A.1. Introduction
The brain is the most unknown organ in the human body, this is why the
studies regarding this organ are considered of high value inside the scientific
community. Because of that, during the last years a high number of studies
related with this topic have emerged, trying to understand this organ and its
functions more deeply.
Electroencephalography technologies are responsible of measure the electric ac-
tivities generated in the brain of the patient using electrodes for the posterior
analysis of the signal. The electric activity is organized in the most common
and relevant brain waves for this sort of studies.
This project will focus on the study of the brain activity related to thoughts
from the patient, classifying those thoughts using previously trained systems.
The final goal of the project is to perform such classification in real time.
The point of view for the classification of thoughts will be centered around
thinking about the movement of a virtual character inside a video game. The
main difficulty of the project resides in the complexity of those kind of thoughts,
as the person needs to think at the same time in the movement of the character,
the action performed, the word and the key that is usually needed to be pressed
in order to get the movement in the game.
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A.2. Emotiv and Epoc
The hardware used for accomplish the objectives is based on a low-cost elec-
troencephalography equipment from a company called Emotiv, this enterprise
have more than one product related to such technologies but the one used du-
ring this project is Epoc+.
The main characteristic of this device given by Emotiv Systems are the fo-
llowing:
Signaling:
Number of channels:
14 cchanels (references CMS/DRL, located in P3/P4)
channels names:
AF3, F7, F3, FC5, T7, P7, O1, O2, P8, T8, FC6, F4, F8, AF4
Signal resolution:
Sampling method:
Sequential sampling.
Sampling rate:
128 SPS o 256 SPS* (2048 Hz internal)
Resolution:
14 bits 1 LSB = 0.51 micro Volts ( 16 bit ADC, 2 bits instrumental noise
deleted), or 16 bits*
Bandwidth:
0.2 - 43Hz, digital Notch filters, 50Hz and 60Hz
Filtering:
Built in digital 5th order Sinc filter
Dynamic range(referenced to the input):
8400 micro Volts(pp)
Connectivity:
Wireless:
2.4GHz band
Bluetooth Smart
Emotiv also offers software for using and calibrate the equipment, users can
find such software in a free version and also a version that needs payment. Du-
ring this project the software used will be ’Emotiv Control Panel 2.0.0.21’ in
the free version.
This software have several tabs in it that mostly represent different programs,
during this section the two most important tabs are commented, those are
“Headset setup” tab and “Cognitive suite” tab.
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Headset setup:
This tab will give us the relevant options for adjust the software for get
the optimal results depending on the situation in which the data is being
recorded, letting the user to be sure that everything is working as expected
before the procedure starts.
Every version in this software comes with a digital instruction manual
which explains all the functionalities inside the software for its correct
use, making the interaction with the program easier.
The most important aspect of this tab resides in the image that appears
in the left of the screen, in this image we can see the position of the elec-
trodes in the head, this will guide the user for positioning correctly the
electrodes for the right signal recording.
All the electrodes in the image will change their color depending on how
well they are positioned in the head of the patient. The color systems is
the following:
• Green: optimal signaling.
• Yellow: good signaling.
• Orange: good enough signaling.
• Red: bad signaling.
• Black: no signal
Those states are calculated depending on the medium impedance in the
electrode.
In this tab the user can find also the battery and connection states and
how many time have passed since the connection has been established.
Figura A.1: “Headset setup” tab
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Cognitive suite:
Inside this tab the user can find a multidimensional cube at the left with
several actions at the right. This program will train a classifier in order
to move the cube depending on the thoughts of the user in real time. A
selection of four action for the cube can be made at the right of the screen
as the classifier is not able to take decisions for more classes, also a state
representing a calm state of mind in recorded.
Figura A.2: “Cognitive suite” tab
A.3. Development
At the beginning of the project several ways for the development of it were
proposed, as programing language, software and libraries to be used. The clas-
sification software selected at the end was Weka with the libraries needed for it.
The programming languages proposed were the following:
Java.
C.
Python.
Matlab.
Finally, the selected language was Java and the virtual environment Eclipse
Mars 1 would be used for making the process easier.
For using Epoc+ equipment Emotiv Systems IEDK libraries were needed with
Java JNA and JRE libraries for the correct behavior of the software.
Once all the software and libraries are prepared, we have to start the process
of development for the final program of the project. The part of this program
must:
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Make the connection between the headset and the computer.
Start the real time lecture of electric activity in the brain of the user.
Record the data in a .txt file in the computer.
Pre-process, if needed, such data before training the classifier and classify
the data.
Create and train the desired classifier.
Classify in real time the data recorded from the brain activity.
Send the needed signaling to the computer regarding the selected class
during the classification.
A.4. Pre-processing
There has been selected several ways for pre-processing the data recorded
in order to present such sets of information to the classification software We-
ka in different manners so it can interpret it depending on that selected pre-
processing. Those are the following:
Raw data:
This is the most simple way to send the data to the classifier for training or
classification, in this way the set is not modified, all the 17 attributes will
be sent to Weka, including three of them than later on will be considered
not useful. Obviously, this method gives us results that are lower than any
other input already pre-processed.
Not useful data deleted:
In this kind of pre-processing the data will delete three attributes consi-
dered not useful, those will be “COUNTER”, “INTERPOLATED” and
“RAW CQ” that will represent a count in the number of samples, the time
stamp of the sample and the quality of the sample.
During several tests it has been proven that those attributes reduce the
effectiveness of the classification so deleting them is the best way of action,
also reducing the time needed for training and classification.
Selection of attributes:
As deleting some of the attributes did increase the effectiveness of the clas-
sification, reducing even more the number of attributes could lead to an
even better result. For this process a selection of seven over the fourteen
total attributes will be made, the first, central and final seven attributes.
The best results during this process appear selecting the first seven at-
tributes but due to the complexity of this type of signals the number of
such cases were not relevant for taking this method as valid for increasing
the classification results.
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Laplacian mean:
Using the Laplacian mean two different processes were developed, the first
one will divide the sets of data in groups of ten samples and calculate the
mean for each attribute, this will eliminate some noise and reduce the set
making the time needed for the training and classification shorter.
The second type will calculate the total mean from each attribute of each
class inside a set and rest it to the value of all the attributes of the samples,
centering all the means of the attributes around zero, this will eliminate
even more noise but can lead to more loss of information.
Fast Fourier Transform (FFT):
This process will transform to the frequency domain all the data instead of
having it in the time domain, this will give the classifier the most different
way to interpret the data recorded, giving us a new chance to get better
results during the training and classification.
Using very big data sets for training the classifiers and using sets recorded
in the same session, this method gave us the best results in the project,
around 90 % of correct classification of samples, making such classification
equal to the best results gotten with the official Emotiv software.
A.5. Results
For an easy to read results, a table is shown with all the percentages obtained
during the tests made using sets of data for training recorded in a different
session than the data used for classification.
Cuadro A.1: Results for classification of data from different sessions
Classifier
VS
Pre-processing
Raw data Deletion
Attribute
selection
Mean in
groups
Rest
mean
FFT
Random Forest 28,61 % 29,97 % 35,4 % 27,95 % 37,98 % 27,24 %
Random Forest
modified
31 % 31,01 % 35,01 % 29,39 % 37,55 % 25,4 %
Random Forest
big set
- 41,13 % 35,35 % - - -
Random Forest
small set
- - - 42,65 % 44,25 % -
KNN 31,5 % 31,13 % 38,34 % 38,7 % 40,42 % 34,05 %
KNN big set - 42,2 % 36,49 % - - -
KNN small set - - - 47,31 % 39,67 % -
The percentages in bold represent the best result for the pre-procesing met-
hod, while the result underlined shows the best result of all the test performed.
As shown in the table, the best result is 47,31 % of the data correctly clas-
sified, this is an improvement of the 50 % over the aleatory selection of classes
by the classifier during the classification process.
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The other test performed are related with sets of data recorded during the
same session, without the user moving or taking off the headset, this kind of
data sets should keep more similarity between them, resulting in better results
at the end.
Cuadro A.2: Resultados para clasificacio´n de datos de la misma sesio´n
Classifier
VS
Pre-processing
Deletion Mean in groups Fourier Transform
Random Forest 61,2 % 60,81 % -
Random Forest
modified
61,32 % 61,29 % -
Random Forest
big set
- 56,9 % -
KNN 56,23 % 54,36 % -
KNN big set 55,9 % 57,46 % -
Extra trees
10 data sets
- - 83,98 %
Extra trees
8 data sets
- - 89,56 %
The percentages in bold represent the best result for the pre-procesing met-
hod, while the result underlined shows the best result of all the test performed.
At the end of the project, the “Extra Trees” classifier was selected, as the
best obtained results during this section of the project were obtained using tree
classifiers, it was important to check all the possibilities offered from this new
classifier based on this structure.
Thanks to the use of such classifier at the end of the project the levels of correct
classification did reach 90 %, those levels represent the best levels reached using
Emotiv software. With this kind of results, joining the rest of the parts of the
project, the whole work can be considered finished.
A.6. Conclusions
The main objetive of the whole project was to develop a software program
able to classify in real time thoughts from a user using an electroencephalo-
graphy headset, the hardware used will belong to the company Emotiv and it
is called Epoc+.
The program will create a connection between the headset and the computer,
create the desired classifier, store and pre-process the training data and use it
to train the classifier, and finally, store and pre-process the data to classify for
the real time classification of that data.
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While the real time classification of the data is being made, each time the
classification is finished the program will send a signal to the computer repre-
senting the action to do, in the case of this project, keyboard keys signals will
be sent representing the movement of a video game character.
The work has been divided in several ways, being those the following:
Oﬄine mode:
Test performed using Weka’s GUI. During all this tests the main differen-
tiation is made during the training, being that division the following:
• Different sessions:
The best restuls obtained in this kind of tests are gotten by KNN
classifier, using a small training set, the explanation for this is that,
with data recorded in different sessions, the position of the electrodes
could be different, creating differences during the data, the differen-
ces were lower using a Laplacian operator during the pre-processing
phase but it was not enough for the desired results.
Recording data in different sessions may lead to the thoughts to chan-
ge, the emotions of the users, the concentration level, etc. may affect
the data. This will create even more differences between the sets of
data.
Random Forest usually emphazises the noise, affecting more than
usual to the final classification results, this is the reason why only in
one scenario during this tests Random Forest got better results than
KNN classifier, we saw that, on the contrary, with same session data,
tree classifiers got the best results every time.
• Same sessions:
Without operating the data 61,32 % of correctly classified instances
results were obtained, 14 % more than in the best case of training
and classifying with sets from different sessions.
Tree classifiers did offer the best results for this sort of data using
big training sets.
Results using those type of classifiers reached 89,56 % of correctly
classified instances making the project reach the best levels of per-
formance considered in the official software provided by Emotiv Sys-
tems.
Fourier transform for pre-procesing, using the “Extra trees” classifier
trained before classifieng the data was used for the best results.
Online mode:
Real time classification of data, selecting a previously recorded training
set, train the selected classifier with it and classify a real time stream of
data taken from the user with the headset.
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Even with a valid set of data the classification depends on lots of ex-
ternal variables from the classifier and the training set, the user could
move the headset, the mental state of the user could change...
Stable classification could not be reached at the end.
Aditional tests:
• Training and classification using only one set of data:
Classification performed 98,35 % of samples correctly classified with
cross-validation method of Weka, this is the highest percentage ob-
tained during the whole project. Prepare some sort of software which
train a robot, or a virtual character previously for performing actions
in a determined order could be programmed.
• Training and classification using sets of data from different users:
Is nearly impossible to classify thoughts of one user using a training
set of data recorded from a different user due to the extreme difference
between both sets of data. The shape of the brain and the neurons in
the cortex aligned in a different way, makes the electric potentials go
through the connections in a different way from one user to another.
• Training and classification using data sets with increased complexity:
If we increase the number of actions that the classifier must differen-
tiate the aleatory percentage decreases, decreasing also the correctly
classified samples as more precise range of values is needed for the
selection.
• Training and classification using data sets recorded with eyes closed:
blinks affects the final results of the classification. Changing the per-
centage of correctly classified instances to a range between 4 % and
8 % better.
A.7. Future work
Some of the possible modifications or improvements tought during the whole
process of the project are the following:
Unify program with game engine:
develop libraries that connect the headset with a game engine being able
to change the options of the headset and making the process of recording
easier in case of it to be used for a video game.
Design a video game based on the software developed:
Develop a simple video game in order to test the program as, being it
created by the same programmer would deal to the aspects developed in
the way needed.
Record training data inside the video game:
dividing the time for recording the training sets inside some parts of the
game would make the experience better for the user.
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Change focus of the classification:
For people with disabilities, changing the program so it could move a
wheelchair instead of a virtual character could make a person with total
paralysis due to tetraplegia move again using this device. If we talk about
a person with certain mobility, we could still make his or her life easier if
with this technology with actions as simple as open doors or turn on or
off the light.
Ape´ndice B
Electroencefalograf´ıa y el
cerebro
B.1. Electroencefalograma
La electroencefalograf´ıa se basa en registrar la actividad bioele´ctrica del ce-
rebro. La actividad registrada evalu´a los potenciales ele´ctricos de la actividad
cerebral, esto se obtiene mediante una serie de electrodos que colocados en el
cuero cabelludo o la base del cra´neo del sujeto investigado[22].
La actividad ele´ctrica percibida por estos sensores sera´ la actividad de las neu-
ronas del ence´falo. Estas medidas se hacen basa´ndose no solo en la magnitud en
voltios que miden los electrodos, sino que tambie´n tiene en cuenta la frecuencia
que estas sen˜ales detectadas portan. La actividad medida variara´ en gran me-
dida dependiendo de la localizacio´n de los electrodos, entre otros factores como
puede ser el momento en el que se toman las medidas, las diversas situaciones o
los individuos. Esto implica que no es lo mismo tomar las medidas a un indivi-
duo que se encuentre en reposo que a ese mismo individuo realizando cualquier
tipo de actividad.
Figura B.1: Ejemplo de un electroencefalograma
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Existen otras maneras de captacio´n de la actividad bioele´ctrica cerebral.
Uno de estos me´todos se conseguir´ıa mediante la colocacio´n de electrodos en el
cerebro expuesto o en localizaciones cerebrales profundas llamadas electrocor-
ticograma y este´reo electroencefalograma respectivamente. Estos me´todos son
mucho ma´s precisos debido a que los electrodos esta´n en contacto directo con el
cerebro y producen resultados muchos ma´s fiables. No obstante, estos me´todos
son muy invasivos, lo cual supone un gran obsta´culo ya que, para realizar un
estudio sobre un nu´mero elevado de pacientes requerir´ıa una cantidad impor-
tante de cirug´ıas con un coste importante, conllevando esto un nivel de riesgo y
peligrosidad importante y mermando la calidad de vida del paciente.
B.2. Sen˜ales EEG
Las ondas registradas durante la obtencio´n de sen˜ales del electroencefalo-
grama no suelen tener una forma de onda que las distinga entre ellas [24]. Pero
ocasionalmente, esas ondas representan ritmos caracter´ısticos que son divididos
en Alfa, Beta, Theta y Delta:
Ondas alfa:
Presentan frecuencias comprendidas alrededor de los 8 y 13 Hercios, el
voltaje que pueden presentar va desde los 20 hasta los 200 micro voltios.
Lo normal es encontrar este tipo de ondas en personas despiertas con
un estado mental relajado mientras mantienen los ojos cerrados aunque
existe la posibilidad mediante est´ımulos externos de conseguir obtenerlas
en pacientes con los ojos abiertos. Las zonas del cerebro en las cuales se
registran este tipo de ondas son las regiones occipital y frontal.
Ondas Beta:
Presentan frecuencias comprendidas alrededor de los 14 y 30 Hercios, el
voltaje que pueden presentar va desde los 5 hasta los 30 micro voltios.
Dentro de estas ondas existen dos tipos claramente diferenciados llamadas
Beta1 y Beta2, las primeras doblan en frecuencia a las segundas pero las
ondas Beta2 u´nicamente aparecen durante una actividad importante del
sistema nervioso central en momentos de estre´s para el paciente. Las zonas
del cerebro en las cuales se registran este tipo de ondas son las regiones
frontal y parietal.
Ondas Theta:
Presentan frecuencias comprendidas alrededor de los 3.5 y 7.5 Hercios, el
voltaje que pueden presentar es mayor de 20 micro voltios. Estas ondas se
encuentran sobretodo en nin˜os, aunque tambie´n son encontradas en per-
sonas adultas en situaciones de tensio´n o enfado, es posible encontrarlas
durante la fase de Rapid Eye Movement (REM) del paciente. Se han rea-
lizado estudios que demuestran que este tipo de ondas esta´n relacionadas
con actividades creativas y con el subconsciente de los sujetos. Las zonas
del cerebro en las cuales se registran este tipo de ondas son las regiones
frontal y temporal [21].
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Ondas Delta:
Presentan frecuencias comprendidas alrededor de los 1 y 3 Hercios, el vol-
taje que pueden presentar es inconstante. Este tipo de ondas son obtenidas
durante las fases de suen˜o profundo del sujeto. La deteccio´n de este tipo
de ondas es importante ya que si fuesen encontradas durante periodos en
los que el paciente se encuentra despierto, podr´ıan indicar problemas en
el cerebro del sujeto.
Aparte de lo explicado anteriormente existen otras tres divisiones en estados
segu´n el voltaje y la frecuencia de la ondas. Manteniendo una frecuencia elevada
pero un voltaje inferior encontrar´ıamos un ritmo despierto. Por el contrario, si
encontra´semos una frecuencia baja mientras el sujeto tuviese un voltaje elevado,
ese sujeto se encontrar´ıa en un ritmo dormido. Por u´ltimo si tanto la frecuencia
como el voltaje fuesen al mismo tiempo elevados el sujeto se encontrar´ıa en un
ritmo convulsivo.
Figura B.2: Principales ondas cerebrales
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B.3. Artefactos
Durante la recogida de datos de un electroencefalograma pueden aparecer
artefactos, estos son distorsiones en lo que deber´ıa ser la sen˜al real, estas dis-
torsiones provienen de otras sen˜ales ele´ctricas no provenientes del cerebro que
se suman a la que esta´ siendo recogida. Estas sen˜ales dependiendo de donde
provengan pueden dividirse en dos clases distintas. En la primera de las clases,
esta actividad ele´ctrica proviene del propio sujeto y son denominados biolo´gicos.
La segunda clase de artefactos provienen de una fuente externa al sujeta y son
denominados artefactos te´cnicos.
B.3.1. Artefactos biolo´gicos
Los artefactos biolo´gicos surgen de actividades inconscientes del paciente co-
mo por ejemplo respirar,lo normal es que este tipo de sen˜ales ele´ctricas presenten
un voltaje mucho ma´s elevado en los datos finales con respecto a la actividad
cerebral normal durante el electroencefalograma. Las causas ma´s normales para
que aparezcan este tipo de artefactos pueden ser:
Movimiento ra´pido de los ojos y los parpadeos del sujeto: Ambos movi-
mientos generan pequen˜as alteraciones en la zona frontal de la cabeza que
influyen en las sen˜ales obtenidas.
Figura B.3: Ejemplo de artefacto por el parpadeo del ojo
Movimientos musculares: todos los movimientos musculares conscientes
pasan antes por el cerebro, o´rdenes que se mandan a los mu´sculos tam-
bie´n sera´n captadas por los electrodos del casco de electroencefalograf´ıa
alterando as´ı la muestra obtenida.
Movimientos musculares inconscientes: pese a que no son acciones pensa-
das por el sujeto, las o´rdenes que se les manda a mu´sculos como el corazo´n
tambie´n generan cierta actividad ele´ctrica que sera´ recogida durante el
electroencefalograma.
B.3.2. Artefactos te´cnicos
Los artefactos te´cnicos se refieren a cualquier alteracio´n de la sen˜al que de-
penda de la actividad externa al paciente, como cualquier campo electromagne´ti-
co que provenga de las cercana´s del sujeto, algunos de los causantes pueden ser:
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Red de electricidad: debido a que este tipo de pruebas necesitan de algu´n
ordenador, necesitara´n a su vez de una red ele´ctrica de la que este orde-
nador se alimente, en todas las casas, laboratorios y hospitales podemos
encontrar este tipo de red que aunque no sea nociva para los usuarios si
que puede afectar a materiales tan precisos como este tipo de cascos.
Ruido te´rmico: ruido generado por los componentes del propio equipo de
electroencefalograf´ıa.
Electrodos: si en alguno de los electrodos utilizados para la obtencio´n de
la sen˜al hubiera un cambio de la impedancia aparecer´ıa un artefacto en la
sen˜al en ese momento.
Ambiente: Todo instrumento electro´nico genera un campo electromagne´ti-
co, por lo que las mejores condiciones para la toma de datos sera´ con el
menos nu´mero de este tipo de instrumentos cerca del sujeto y del casco
de electroencefalograf´ıa.
B.4. Fisiolog´ıa del ence´falo
El ence´falo se encuentra dentro del cra´neo, es la parte ma´s grande del Siste-
ma Nervioso Central (SNC) y comprende el tallo cerebral, cerebelo y cerebro, a
continuacio´n explicados:
Tallo cerebral:
Es la parte del ence´falo que une el co´rtex cerebral, el cerebelo y la me´dula
espinal. Se encarga de algunas funciones involuntarias como por ejemplo,
que el organismo mantenga inconscientemente tanto el ritmo card´ıaco co-
mo el respiratorio. Asimismo se encarga de algunos reflejos motores [18].
Cerebelo:
Se encarga de los movimientos voluntarios del sujeto, es decir, los mo-
vimientos conscientes, tambie´n se encarga de mantener el equilibrio del
cuerpo mientras elimina todas las sen˜ales que podr´ıan generar espasmos
en los mu´sculos de la persona.
Cerebro:
En el cerebro se localizan las funciones conscientes del sistema nervioso
(sin incluir los movimientos voluntarios, de los cuales se encarga el cere-
belo). Este esta´ divido en dos hemisferios, donde cada uno se encarga de
la parte opuesta del cuerpo, es decir, el hemisferio izquierdo se encarga de
los miembros de la parte derecha del cuerpo y viceversa.
La parte exterior del hemisferio se denomina co´rtex, y es donde se re-
cibe la informacio´n sensorial. La corteza cerebral contiene 9 de los 12
billones de neuronas que contiene el cerebro humano en todo su conjunto,
encontra´ndose estas en la parte ma´s externa del cerebro.
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Figura B.4: Vista del ence´falo con sus principales lo´bulos
En este trabajo nos centraremos en el estudio de las sen˜ales que se pueden
obtener del cerebro, ma´s concretamente de las sen˜ales ele´ctricas que aparecen
en la corteza cerebral durante las sesiones en las que el sujeto debera´ mantener
diversos pensamientos en su mente.
Todas las sen˜ales sensoriales, pasan por la corteza cerebral donde se pueden
encontrar ciertos patrones a distintas actividades. La zona de actividad relacio-
nada con cada parte del cuerpo, es proporcional al nu´mero de nervios sensitivos
de dicha zona.
La corteza cerebral tiene una forma tan irregular para maximizar la superficie
de la misma, aumentando asi el nu´mero de conexiones neuronales. Las fisuras
que dan lugar a esa forma son a su vez utilizadas para delimitar los lo´bulos del
cerebro, siendo estos:
Lo´bulo frotal:
Es el principal encargado de controlar los impulsos, de generar el lenguaje,
de acceder a la memoria, del movimiento del individuo, del estado de a´nimo
y las capacidades sociales. Toma parte importante en la programacio´n y
organizacio´n del comportamiento del individuo.
Lo´bulo parietal:
Se ocupa de parte de los sentidos como podr´ıan ser el tacto, la presio´n y
la temperatura. Tambie´n se sabe que es una parte del cerebro relacionada
con el conocimiento matema´tico.
Lo´bulo occipital:
Crea las ima´genes que interpreta el cerebro, en e´l se encuentra la corteza
visual, estando directamente relacionado con lo que el individuo ve.
Lo´bulo temporal:
Realiza actividades relacionadas con la visio´n de manera compleja, como
por ejemplo el reconocimiento facial.
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Tambie´n se encarga de obtener e interpretar la informacio´n procedente
de los o´ıdos, se ocupa del equilibrio del individuo y su coordinacio´n. Tiene
un papel muy importante a la hora de recibir e interpretar la informacio´n
relacionada con los olores. Es el encargado de regularizar algunos senti-
mientos como la furia o la felicidad. Tiene relacio´n con el lenguaje y el
nombre que se le aplica a los objetos.
B.5. Unidad celular del sistema nervioso
La unidad ma´s simple que podemos encontrar en el cerebro son las neu-
ronas, es importante entender que debido a su composicio´n estas ce´lulas son
las candidatas ido´neas para enviar la informacio´n en forma de sen˜ales ele´ctri-
cas a trave´s del cerebro. Son capaces de percibir los est´ımulos y de transmitir
los impulsos nerviosos entre ce´lulas del mismo tipo e incluso a ce´lulas diferentes.
Las neuronas esta´n formadas por tres partes fundamentales:
Soma:
Constituye la parte ma´s importante de la neurona. Dentro se encuentran
subelementos como el nu´cleo, ribosomas o mitocondrias. Se encarga de
metabolizar e integrar la informacio´n recibida ya que es precisamente por
e´l por donde esta es transferida.
Dendritas:
Se extienden desde el soma en forma de ramificaciones, se podr´ıan conside-
rar enlaces de la neurona y se dedican a percibir est´ımulos al ser utilizados
como los perceptores de las sen˜ales que provienen de otra neurona trave´s
de su axo´n.
Axo´n:
Es una extensio´n que parte desde el soma, tiene forma alargada, conduce
la sen˜al ele´ctrica hacia la siguiente neurona, normalmente tiene ramifi-
caciones de manera que de una sola neurona puede llegar a varias a la
vez.
Figura B.5: Estructura de la neurona
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Dependiendo de la manera en que las neuronas se unan entre ellas, estas
estara´n manteniendo un tipo distinto de sinapsis. Con esta unio´n las neuronas
sera´n capaces de conseguir que la sen˜al ele´ctrica siga avanzando por la red ner-
viosa hasta llegar a su destino. Hay dos tipos de sinapsis:
Ele´ctrica:
Se basa en el env´ıo de iones de una neurona a otra utilizando acoplamien-
tos de tipo gap, estos acoplamientos utilizan los canales generados por la
conexio´n de complejos proteicos en neuronas fuertemente unidas.
Qu´ımica:
En este tipo de sinapsis, la sen˜al ele´ctrica comienza con una liberacio´n
de componentes qu´ımicos, la sen˜al es generada en la membrana de la
ce´lula. Cuando esta sen˜al llega al final del axo´n, esta ce´lula libera ciertos
neurotransmisores que se situara´n en la zona entre la neurona originaria
de la sen˜al y la siguiente. Con los neurotransmisores la siguiente neurona
sabra´ si debe no no transmitir la sen˜al ele´ctrica recibida.
Ape´ndice C
Obtencio´n de potenciales
ele´ctricos
Como se ha explicado anteriormente, las neuronas son capaces de enviar
sen˜ales electricas a trave´s de ellas, el principio ba´sico para que los electrones se
desplacen en un “cable” es la diferencia de potenciales ele´ctricos de los extremos
del mismo. Si una neurona conduce o no dicha sen˜al esta´ generando esa dife-
rencia de potencial en los extremos, al ser la neurona una unidad tan pequen˜a
es imposible medir esa diferencia neurona a neurona. Actualmente la diferencia
de potencial se mide en conjuntos de neuronas para medir ese valor [28].
El me´todo utilizado para obtener sen˜ales ele´ctricas de una zona cerebral se basa
en colocar electrodos en la base del cuero cabelludo, los electrodos recibira´n dife-
rencias entre los potenciales que reciben cada uno y esa sera´ la informacio´n que
env´ıen al equipo. Los valores que pueden tomar son tremendamente pequen˜os
por lo que debera´n ser amplificadas para ser ma´s viable su observacio´n [10].
C.1. Me´todos para la obtencio´n de potenciales
segu´n el nu´mero de electrodos utilizados
Obviamente, para calcular los distintos potenciales entre dos puntos necesi-
taremos al menos dos electrodos en distintas posiciones, esas posiciones no son
aleatorias, existen zonas estudiadas que dan los mejores resultados para conse-
guir las sen˜ales deseadas. Una vez seleccionados los electrodos a utilizar y segu´n
los objetivos que se planteen a la hora de obtener y analizar los datos de la
ondas cerebrales, existen varias formas de obtencio´n de datos, estas son:
Modo monopolar:
Este procedimiento se realiza utilizando un solo electrodo para la toma
del potencial ele´ctrico sin tener en cuenta el resto. Teniendo este primer
potencial, el segundo se toma de un electrodo “de referencia” y la compa-
racio´n se hace respecto al potencial de ese segundo electrodo, obteniendo
as´ı el resultado que sera´ considerado el dato obtenido.
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La situacio´n ideal para este segundo electrodo ser´ıa presentando un po-
tencial nulo, este caso es muy difc´il de conseguir en situaciones reales
por lo que se intentan conseguir potenciales muy pro´ximos colocando este
electrodo en lugares indicados para ello, como por ejemplo la barbilla del
sujeto. Un sistema ma´s complejo de conseguir una referencia funcional es
aplicar a ese electrodo el sumatorio de potenciales obtenidos en el resto de
electrodos que se le colocar´ıan al sujeto excepto del electrodo con el que
vamos a comparar el potencial. Lo normal es que ese sumatorio de cero,
por lo que obtendr´ıamos el resultado deseado sin necesidad de recurrir a
aproximaciones. El principal problema que presenta este me´todo es que
como necesitamos utilizar todos los electrodos a la vez para poder realizar
el sumatorio, solo sera´ posible obtener la diferencia de potencial con res-
pecto a un solo electrodo en cada toma de datos, alargando as´ı el proceso
por el cortocircuito presente entre el resto de electrodos.
Figura C.1: Montaje y funcionamiento del sistema monopolar
La forma ma´s conocida de esquivar ese aumento de tiempo en la toma de
datos es utilizar resistencias con una impedancia baja para conectar todos
los electrodos para tomar parte en el sumatorio, de esta forma se pueden
tener tantos electrodos de referencia como se quiera, teniendo en cuenta
los canales totales que se obtienen a la salida. Este me´todo es conocido
como el sitema Wilson.
Figura C.2: Esquema del sistema Wilson para obtener datos en electroencefalo-
graf´ıa
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Modo bipolar:
Utilizando dos electrodos al mismo tiempo, se comparan los potenciales
ele´ctricos de ambos, esta sera´ la informacio´n que sera´ mostrada en el equi-
po. De esta manera es posible conseguir much´ısima informacion ya que
habiendo normalmente un mı´nimo de 16 electrodos, el nu´mero de compo-
siciones entre pares de electrodos es enorme. Hay que tener en cuenta que
la mayor´ıa de estas composiciones no nos aportara´n informacio´n u´til y que
ya existen ciertas comparaciones o´ptimas para los resultados. Una ventaja
de e´ste me´todo es que al utilizar dos electrodos para cada obtencio´n de
datos se pueden generar a la vez varias tomas de datos ahorrando tiempo.
Figura C.3: Montaje y funcionamiento del sistema bipolar
C.2. Colocacio´n de los electrodos en el cuero ca-
belludo
Hemos hablado de los modos de obtencio´n de datos con respecto a la forma
de utilizacio´n de los electodos, pero es importante tener en cuenta a su vez la
posicio´n de los mismos en el cuero cabelludo ya que dependiendo de la zona
donde este´n colocados obtendremos una sen˜al u otra[26].
De todos los me´todos conocidos, es ma´s normal encontrar actualmente a la ho-
ra de observar un procedimiento de electroencefelograf´ıa el me´todo diez-veinte.
Ahora mismo este me´todo es considerado el estandar de colocacio´n de electrodos
para la electroencefalograf´ıa.
Lo ma´s usual en este me´todo es encontrar la numeracio´n de los electrodos de la
mitad izquierda de la cabeza impar, siendo a su vez los electrodos de la mitad
derecha de la cabeza nu´meros pares, los electrodos que se colocan en la separa-
cio´n de ambas mitades son conocidos como electrodos cero. Este es el sistema
de nombramiento de electrodos americano.
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Figura C.4: Posicionamiento de los electrodos en el sistema 10-20
En el sistema europeo el nombre que reciben los electrodos var´ıa un poco,
junto con algunas posiciones ligeramente. De esta manera, al final tenemos los
siguientes nombres para los electrodos:
Temporales mediales (T3 y T4 en el sistema americano) pasan a ser lla-
mados Tm.
Temporales anteriores (F7 y F8 en el sistema americano) pasan a ser
llamados Ta.
Temporales posteriores (T5 y T6 en el sistema americano) pasan a ser
llamados Tp.
Frontales superiores (F3 y F4 en el sistema americano) pasan a ser llama-
dos Fs.
Parietales (P3 y P4 en el sistema americano) pasan a ser llamados P.
Centrales (C3 y C4 en el sistema americano) pasan a ser llamados CI y
CD respectivamente.
Aparte aparecen un par de electrodos llamados mastoideos colocados en
las apo´fisis mastoideas, son denominados por la letra M.
Figura C.5: Nomenclatura de los electrodos en el sistema 10-20 europeo
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Es importante a la hora de la obtencio´n de datos tener en cuenta lo siguiente:
Para una configuracio´n o´ptima sera´n necesarios dieciseis canales pero siem-
pre y cuando haya un mı´nimo de ocho el resultado sera´ fiable.
El posicionamiento de los electrodos debera´ seguir una configuracio´n 10-20
para el mejor registro de datos posible[19].
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