Introduction. The rate of decrease at infinity of the Fourier transform of the characteristic function χ of a compact set C has been studied by several authors under various regularity assumptions on ∂C (see [6] , [7] , [10] and [11] ). If C is also convex, then there exist precise estimates, depending on the Gauss curvature, of the behavior of χ at infinity (see [6] and [11] ). In this paper we consider the non-convex N -dimensional case. We produce an asymptotic estimate for χ(x) as x → ∞. Such an estimate depends on the number of points of the boundary "having normal in the same direction". The estimate holds for a certain direction if that number is finite. More precisely, let C ⊂ R N be a compact set which is the closure of its interior points and whose boundary ∂C is a manifold of class [ (a) the sets σ j (A) are pairwise disjoint; (b) for every θ ∈ A the Gauss curvature at σ j (θ) is different from zero; (c) for every θ ∈ A the points σ 1 (θ), . . . , σ q (θ) are the only points of ∂C having normal in direction θ.
Our main results are the following: Theorem 1. Let C satisfy the above conditions. Let χ be the characteristic function of C and χ be its Fourier transform. Then, for every compact set K ⊂ A, θ ∈ K and r > 0,
(1)
where Γ (σ j (θ)) is the signature of the first fundamental form of the surface ∂C at σ j (θ), K(σ j (θ)) is the absolute value of the Gauss curvature at σ j (θ) and |E r | ≤ M K r −N/2−1 for a suitable constant M K depending on K but not on r and θ.
As a consequence of Theorem 1 we can obtain precise estimates for the Lebesgue constants, on the torus T N , associated with C.
be the Dirichlet kernel with respect to C and let
be the Lebesgue constant with respect to C. Then if C satisfies the same assumptions as in Theorem 1, there exist positive constants C 1 and C 2 such that
for τ sufficiently large.
We use the method of stationary phase in the N -dimensional case for the estimate of oscillatory integrals. General references for this method are [4] , [9] and [12] .
Proof of the theorems. Let R n denote the n-dimensional euclidean space and T n the n-dimensional torus. If Ω is an open set in R n and X a subset of R k we denote by C m (Ω, X) the set of all functions from Ω × X to some R h having m continuous derivatives with respect to the first n variables. C m c (Ω, X) will denote the set of all functions in C m (Ω, X) with compact support in Ω × X. If f is a twice differentiable function, let H f (x) denote the matrix [∂ 2 f (x)/∂x i ∂x j ] and let δ f (x) denote the signature of the quadratic form associated with H f (x).
(Ω, U (θ 0 )) (we suppose m ≥ 1). If ∇ x f (x, θ) is bounded away from zero for every (x, θ) ∈ supp g, then there exists a constant M independent of θ and λ such that
for every θ in a suitable neighborhood U (θ 0 ).
where l is a multi-index . Then there exists a constant M independent of θ and λ such that
Proofs for Lemmas 1 and 2 when the functions involved are independent of the parameter θ can be found in the literature. See for example [12] (Proposition 4, p. 316 for Lemma 1, and p. 320, formula (2.4) for Lemma 2). A careful reading of the proofs shows that the estimates are uniform with respect to the parameter θ.
, depending on the parameter θ, such that
for every v ∈ V and θ ∈ U (θ 0 ). Moreover , the Jacobian of the diffeomorphism F at the point (0, θ) is given by |det H f (0, θ)| −1/2 and the quadratic form on the right hand side of (4) has the same signature as the matrix
In the original version of Morse's lemma the function f does not depend on the parameter θ. Using the original version we can only ensure that, for every fixed θ, there exist a neighborhood V (0) and a function F defined on V (0), both depending on θ, such that (4) holds. But the local inverse theorem implies that the neighborhood in which the inverse function exists depends continuously on the derivative of the function. A careful reading of the proof of Morse's lemma shows that, if θ belongs to a suitable neighborhood U (θ 0 ), then V (0) can be chosen independent of θ, and F ∈ C m−2 . For the proof of Morse's lemma see for example [8] , p. 6.
Then there exist a constant M , independent of θ and λ, and a neighborhood
Since ∇ x f (x, θ) is bounded away from zero on the support of g(x, θ)[1 − ξ(x − φ(θ))], applying Lemma 1 to I 2 , we obtain I 2 ≤ M 1 λ −m+1 . Let us consider the integral I 1 . By the change of variable z = x − φ(θ) we obtain
Since ∇ x f (φ(θ), θ) = 0 we can apply Lemma 3 to the function f . If we choose r and U (θ 0 ) sufficiently small, then setting z = F (v), I 1 becomes
where G(θ) = F −1 (B(0, r), θ) and J(F ) is the Jacobian of F . Let h(x, θ) = g(φ(θ) + F (v), θ)ξ(F (v))J(F ) and observe that h ∈ C m−3 c (G(θ), U (θ 0 )). Since G(θ) depends continuously on θ we may suppose, provided that we restrict U (θ 0 ), that G(θ) ⊂ Q(0, ), where Q(0, ) is a cube of side 2 centered at the origin and is independent of θ. Let
We choose β ∈ C ∞ 0 (R) such that β(t) = 1 for |t| ≤ /2 and β(t) = 0 for |t| ≥ and B(v) = β(v 1 )β(v 2 ) . . . β(v n ). So we can write I 3 = I 4 + I 5 where
Lemma 1 is applicable to the integral I 5 and so |I 5 | ≤ M 2 λ −m+1 . For the integral I 4 we write h(x, θ) = h(0, θ)+ k v k h k (v, θ), for suitable h j ∈ C m−4 , and we split I 4 into the sum I 4 = h(0, θ)I 6 + k I k where
We have
(see [1] for details) and so
(remember that the quadratic form ±x 2 j has the same signature as the matrix H f (φ(θ), θ)). Applying Lemma 2 to the integrals I k we obtain |I k | ≤ M 3 λ −(n+1)/2 . Finally,
where |E λ | ≤ M 4 λ −(n+1)/2 for a suitable constant M 4 independent of λ and θ. P r o o f o f T h e o r e m 1. Clearly it suffices to prove the estimate (1) in a suitable neighborhood of every θ ∈ A. We choose θ 0 ∈ A and consider a neighborhood U (θ 0 ). Let h ∈ C ∞ 0 (R N ) be such that h(x) = 1 for |x| ≤ a/2 and h(x) = 0 for |x| ≥ a. If h j (x, θ) = h(x − σ j (θ)) we can choose a and U (θ 0 ) so that the supports of h j are pairwise disjoint. Set h 0 (x, θ) = 1 − q j=1 h j (x, θ). Then, by the divergence theorem,
We shall estimate separately I 0 and I j for j > 0. Let ξ k be a partition of unity such that the support of every ξ k lies in a part of the surface with a representation φ : Ω ⊂ R N −1 → R N . Let h 0k = h 0 ξ k and consider the integral
where ∂S/∂u is the surface element of ∂C. Applying Lemma 1 we obtain
. Consider now the integrals I j . We may suppose, by a suitable choice of the parameter a in the definition of the function h, that the support of h j lies in a part of the surface having a representation φ :
Let us observe that Lemma 4 is applicable to the integrals I j since ∇ u θφ(u) = 0 means that θ has the same direction as the normal to the surface ∂C at φ(u). Moreover, the condition of H θφ being non-singular is satisfied since the Gauss curvature is not zero. So
is the Gauss curvature we obtain (1).
Using Theorem 1 we can now extend Theorem 1 of [1] to the N -dimensional case.
Lemma 5. Let C ⊂ R N satisfy the same assumptions as in Theorem 1. Then if ψ τ is the Fourier transform of the characteristic function of τ C, there exist a measurable set F ε ⊂ T N and positive constants M ε (depending on ε), M 1 and M 2 (independent of ε) such that 1)
P r o o f. Let U (θ 0 ) be a neighborhood in which Theorem 1 is applicable and x = |x|θ be such that θ ∈ U (θ 0 ). Then
Let Γ be the cone with vertex at the origin such that Γ ∩ S N = U (θ 0 ). We choose a cube F ⊂ Γ with sides parallel to the axes and set F ε = εF . Since |x| ≤ M 3 ε for all x ∈ F ε , we have
Arguing as in [1] (p. 238) we claim that there exists a positive constant M 5 such that for every ε > 0 sufficiently small and for every τ sufficiently large
Let ε n and τ n be as in [1] . The proof follows in the same way as in [1] if we can show that 1 meas
tends to zero. If we change variable and put
the integral becomes
where {e k } is the standard basis of R N . But y∂σ j /∂y k = y∂σ 1 /∂y k = 0 since y is normal to the surface and the ∂σ j /∂y k are tangent. So ∂G/∂y k = e k (σ j (θ)−σ 1 (θ)). Since σ j (θ) = σ 1 (θ) we may suppose ∇G = 0. Integration by parts shows that (5) tends to zero. P r o o f o f T h e o r e m 2. The upper estimate is contained in [15] . As for the lower estimate, arguing as in [1] and [2] and using Lemma 5 we have
and, since the Minkowski upper measure of ∂C is bounded (see [15] for a definition), 
