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Abstract
In this thesis the dispersion of floating particles near a water surface is 
studied to understand the near-surface exchange processes. Two experimental flows 
are considered, namely: the flow in a tank of water stirred by a vertically oscillating 
grid of bars and the flow produced by wind blowing over the surface of a 6 m long 
wind-wave tank contained within a wind tunnel.
An oscillating grid produced turbulence that advected upwards to impinge on 
the water surface. This experimental flow modelled the turbulence at the water 
surface produced by bottom-generated turbulence in rivers or lakes. Within the 
experimental flow there were no cases when a floating particle could be dislodged 
from contact with the water surface. There was a thin viscous layer next to the water 
surface. Exchange of gases that have their transport limited on the water-side of the 
interface was expected to be controlled by molecular diffusion in a thin, stable 
sublayer adjacent to the water surface.
By contrast, the same particles were readily ejected from the surface of a 
wind-blown model lake at reference windspeeds greater than 4.1 m s'1. Short gravity 
waves were generated by the wind with parasitic capillary waves riding downwind of 
each wave crest. Using quantitative flow visualisation, approximately 10% of all 
waves were determined to break at a reference windspeed of 5.3 m s'1. The variability 
between the height and length of the breakers was examined; wave slope proved to 
be a poor predictor for breaking. The variability in the size of breakers was related to 
the surface drift velocity beneath the wavelets, as predicted by theory. Wave 
elevation and airflow measurements showed that some waves were likely to break
for reference windspeeds greater than 4.1 m s'1. The ejection of the particles is 
suggested to be caused by a convergent flow near the crest of breaking waves. Gas 
exchange is expected to be enhanced by periodic disruption of a thin molecular 
sublayer next to the interface.
In both experimental flows, dispersion of floating particles from the water 
surface was tested by monitoring the concentration of particles in the interior. 
Consequently, the factors that influenced the distribution of particles were 
investigated. For the dispersal of floating algae in a laboratory wind-driven lake, the 
downwind length scale of concentration variation was inversely related to the 
flotation velocity of the algae, as predicted by theory.
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1Introduction
The processes that control the exchange of momentum, heat and gases across 
a wind-blown air-water interface are fundamental to the description of many 
geophysical problems. However, studying the exchange is difficult because the air- 
water interface is mobile, unsteady and highly sheared. At the water surface the wind 
generates waves at wavelengths between a few centimetres and many hundreds of 
metres. These waves are known to play a significant role in the exchange processes, 
although details of their dynamics are not well understood.
When the wind blows over the water surface a tangential stress is imparted 
and strong velocity gradients are produced at the surface. Molecular viscosity 
dominates in a thin surface drift-layer; further below the surface the flow becomes 
unstable. The instability leads to turbulence that is an effective mechanism for 
exchange. Furthermore, the surface drift-layer destabilises the wind-waves to cause 
breaking (Banner and Phillips, 1974): a further mechanism for exchange. Small- 
scale wind-waves, defined here as those with wavelengths X  < 10 cm, can be very 
unstable because the length scales are small and the velocity shears high. The 
breaking mechanism for the small-scale wind-waves (wavelets), termed here "micro­
breaking", is augmented by the surface tension dominated limitation of wave growth 
(Phillips, 1977). During this process the sharp wave crest of the primary wave 
generates parasitic capillaries. The energy of the primary wave is extracted by the 
parasitic capillary waves and is dissipated by molecular viscosity.
2Much information on turbulence and wind-wave breaking in the upper layers 
of the ocean has been obtained by tracing the movements of bubbles injected with 
most breaking waves. Bubbles have had a dual importance for study; first, because 
they can act as a tracer for the turbulence and wave breaking and second, because 
they are an important gas exchange mechanism at high windspeeds (Thorpe, 1992). 
Bubbles are dispersed by the turbulent motions produced by breaking waves, and are 
advected with the mean motions in the upper ocean. However, because bubbles float, 
they can reveal the long-term behaviour of organised (Langmuir) convection cells. 
This is because the bubbles are carried by convergent surface flows into the 
down welling zones associated with Langmuir circulation. There they are partially 
trapped and can accumulate.
Although bubbles (or floating particles) have been used successfully as 
tracers of turbulence, wave breaking or organised motions in the ocean, their virtues 
have not been fully exploited in the laboratory. Okuda et al. (1976) introduced small- 
diameter buoyant polystyrene beads into a wind-wave tank to measure the mean 
velocity shear at the water surface. The beads were occasionally ejected downwards 
from the surface. Okuda (1982a) classified the wavelets that caused the downward 
dispersion, and related the dispersion to wave-slope. However, no further work
appears to have been done.
3Objectives
The aim of this thesis is to exploit floating particles to study the role of 
breaking wavelets upon exchange and dispersal near a wind-blown water surface. 
Rather than attempt to observe the movements of particles near the water surface 
directly, as did Okuda et al. (1976) and Okuda (1982a), particle concentrations in the 
fluid interior are used to study the dispersal at the surface. Consequently, the first 
objective is to understand the factors that influence the particle concentrations in the 
interior of the experimental flows.
Within a wind-blown model lake, it was found that dispersal at the surface 
was related to windspeed. At low windspeeds the floating particles remained on the 
surface, whereas at high windspeeds the floating particles were ejected into the 
interior. The second objective is to use the observed correlation between the 
reentrainment of particles from the water surface and windspeed, to study the 
dynamics of the micro-breaking wavelets.
4Motivation
Motivation for this study derives from two sources.
First, the mechanism that enhances the exchange of gases across the air-water 
interface at medium windspeed and short fetches appears to be poorly understood. At 
low windspeeds (1-5 ms'1), Denmead and Freney (1992) measured the carbon- 
dioxide, ammonia and methane fluxes from a small lake. Their measured gas transfer 
velocities kw were well described by the smooth-wall exchange model of Deacon 
(1977), given by
1 v
- ( — ) K.  • 
b D
g
( 1)
Flere b= 12.1, DK is the molecular diffusivity of the gas, v is the kinematic viscosity, 
ut is the water-side friction velocity and n = 2/3. Equation (1) was also verified at 
low-windspeeds in a number of wind-wave tanks by Jähne et al. (1989). However, at 
higher windspeeds ( > 3 m s'1) Jähne (1992) showed that the transfer velocity was 
greater than predicted by equation (1); n changes to 1/2 and b depended on the wave 
field. He suggested that the key parameter that described the value of b was the mean 
square slope of the waves. The mechanism that caused the enhanced gas exchange 
was unknown, but it was likely that the same mechanism also altered the exchanges 
of momentum and heat.
What caused the enhanced gas exchange? And how do Jähne's (1992) results 
apply to larger fetch water bodies such as lakes or oceans? Jähne suggests the 
answer is related to the dynamics of micro-breaking wavelets.
5The second motivation for this study was that micro-breaking wavelets were 
thought to be important for the dispersion of floating phytoplankton (algae) from the 
surface of a lake. From the shore of a small eutrophic lake in northern Victoria, 
Australia, Dr Webster (pers. comm.) observed algae floating on the surface on a 
windless morning. By midmorning the algae had disappeared from the surface 
although the wind had only increased to a gentle breeze. Why did the algae 
disappear? A hypothesis was that the algae were dispersed by micro-breaking 
wavelets, and this suggestion could be examined by laboratory experiment.
It is very important to understand why the algae disappeared from the surface 
of this lake because of the need to accurately predict the distribution of the algae. 
Large uncontrolled increases in the population of toxic algae are producing 
significant water quality deterioration in Australian lakes, reservoirs and rivers. The 
reasons for the appearance of algal blooms are not understood. However, central to 
the examination of algal population dynamics is to understand the distribution of the 
algae within a river or lake. If the total algal population is determined from sparse 
samples in a lake, the result can be misleading unless the distribution is understood. 
This is particularly true for floating species that can form into highly concentrated
regions next to the lake shores.
6Thesis layout
This thesis is divided into four chapters.
Before examining the dispersion of floating particles by wavelets, it was 
important to determine if floating particles could be dislodged from a water surface 
by the action of a turbulent eddy impinging on the surface from below. Furthermore, 
the exchange processes at a flat water surface are of general interest. Chapter one 
describes experiments on the dispersal of floating particles within a laboratory tank 
stirred by a vertically oscillating horizontal grid of bars.
The second chapter examines the two-dimensional dispersal of floating algal 
colonies within a laboratory wind tunnel-tank with the aim of understanding the role 
of wavelets upon dislodgment of algae from the surface. In a second experiment, 
small weakly floating particles were released at the upwind end of the wind-tunnel 
tank in order to determine the lowest windspeed that caused particles to be dislodged 
from the water surface.
In the third chapter, three sets of measurements are used to examine the 
dynamics of micro-breaking wavelets. The measurements used are airflow separation 
from the wavelets, wave elevation and the flow structure beneath the wavelets.
Finally, in the last chapter the results of all three chapters are discussed, 
followed by suggestions for further work.
7Chapter 1
One dimensional dispersal of floating particles
This chapter explores the dispersion of floating particles from a flat water 
surface. The balance of forces on a spherical particle residing at a water surface is 
analysed to determine the controlling parameters. Next, laboratory experiments of the 
dispersion of floating particles in a tank stirred by an oscillating grid are described.
1.1 Forces on a particle at a water surface
Consider the rigid solitary particle in contact with a water surface shown in 
figure 1.1. The balance of forces determines if the particle can be dislodged from the 
interface. The forces considered are the gravitational body force, the hydrodynamic 
force, the hydrostatic forces and the molecular (surface tension) force. The particle is 
assumed to be large enough so that Brownian forces need not be considered (> 4 pm 
in diameter). It is assumed that there are no interactive forces between particles, e.g. 
a particle cannot be ejected from the boundary by impact with another mobile
particle.
8Mean water 
surface
Figure 1.1 The geometry of a lyophilic (water-liking) floating sphere in contact with a water 
surface.
In a coordinate system with vertical axis upward and normal to the still water 
surface, the vertical force due to gravity g for a uniform density pp spherical particle 
of radius r, may be written as
The hydrodynamic force F  is a combination of the pressure and shear stress 
force given by
Here u is the fluid velocity, n is the unit normal to the surface area A, p is the fluid 
density, p is the viscosity and p and u are solutions to the equations of motion for
( 1 . 1 )
( 1.2)
9incompressible flow,
p —  = -Vp + pV2w, V.m = 0, (1.3)
Dr v 2
with the appropriate boundary conditions. The hydrodynamic force can be resolved
into two horizontal components and a vertical component, F .
There is no known exact solution to equations (1.2) and (1.3), but solutions 
exist for a few simplified flows. O'Neil (1968) derived a solution where the inertial 
term can be neglected (the Stokes flow equations). He solved for the low Reynolds 
number flow around a sphere fixed to a wall. Without the sphere the flow is 
considered a uniform linear shear flow. Both the cross-stream and wall-normal 
components of the fluid force on the sphere are zero.
Saffman (1965) and Bretherton (1962) both considered variations to the 
problem of a particle attached to a solid wall. For a single rigid spherical particle, 
whatever the velocity profile, no sideways force is derived from the Stokes flow 
equations. Saffman (1965) showed that when small inertial terms are considered 
there is a force on a sphere in the direction normal to the applied flow. His solution 
only applies in the interior of a flow and not when the particle is fixed to the 
boundary.
For flow configurations other than the simple Stokes flow, the explicit 
calculation of the hydrodynamic forces on a particle fixed to a boundary is expected 
to be extremely complicated. This is particularly true when the boundary layer flow 
is turbulent, when the interaction between more than two particles needs to be 
considered or when the boundary is rough. There is no theoretical model of the 
hydrodynamic force on a particle attached to a water surface.
10
Surface tension acts on a particle attached to a water surface. The force of 
adhesion depends on the interfacial tension, the contact angle, and the geometry of 
the particle's surface at the three-phase boundary line. Surface tension, or the free 
surface energy, is due to the asymmetry of the van der Waals force field acting on 
molecules at the interface between two materials. These molecules are subject to a 
strong inward attraction perpendicular to the interface. Mechanical extension of the 
interface, for example by the presence of a solid material at the surface, requires 
molecules to be brought to the surface, and this requires energy. The surface tension 
at a fluid-fluid interface is expressed by a force per unit contact length. At a solid- 
fluid-fluid interface the interaction is expressed as the contact angle 0 at which the 
fluid rests on the solid. In practice the contact angle rarely has a definite value. It may 
have any value between two extremes according to whether the liquid is advancing 
over a dry surface or receding from a previously wetted one (Adam, 1968).
For a spherical particle in contact with an air/liquid interface (figure 1.1), the 
vertical component of the force due to surface tension is given by
Ft = 2tt: 7>sina, ( 1.4)
where a is the angle between the tangent to the sphere at the point of contact and the 
horizontal and T is the surface tension of the air/liquid interface.
Because of surface tension there is a vertical displacement ( between the flat 
interface and the position where the fluid contacts the particle. Resolving the 
hydrostatic forces over the area beneath the contact line gives a resultant vertical 
force equal to the cross-sectional area of the contact plane multiplied by the local 
hydrostatic pressure.
1 1
For the spherical particle this force is given by
Fh = 7rr2pgCsin2a. (1.5)
Figure 1.1 has been drawn for the case of a lyophilic solid: one that likes to be wet. 
Note that when the contact angle is less than 90° both F, and Fh act downwards. 
When the solid is lyophobic, F, and Fh act upwards.
Buoyancy forces are exerted on a particle due to the difference between the 
fluid and particle densities. The magnitude of this force is equal to the mass of fluid 
displaced by the particle and is directed opposite to that of the gravitational force. 
For the spherical particle the buoyancy force is given by
A particle will be dispersed from the water surface when the force balance on 
the particle becomes unstable. For a buoyant sphere attached to a water surface, this 
will occur when
Assuming the hydrodynamic force is proportional to a viscous drag force on 
the sphere given by
where u and 6 are the characteristic velocity and viscous length scales near the water 
surface, then the components that make up the force balance can be analysed for their
( 1.6)
F + F.  + F + F +  F, < 0.z b g t h (1.7)
( 1.8)
nondimensional groups.
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These are the following ratios:
P p
P
r
*
6
v w r
*c 0, and
T
gpr 2
(1.9)
Considering only lyophilic particles of constant 0, where surface tension 
varies only by a small amount (< 10% of T), then the dominant parameters that 
determine if particle entrainment will occur are expected to be p;/p , r/6 and vu/gr2.
1.2 Grid-tank experiments
In this section an experiment is described that examined whether particles can 
be dislodged from a water surface using turbulence produced by stirring a tank with 
an oscillating grid. Two methods are used to determine if particles are dislodged 
from the interface: first, direct observation of the particles at the surface and second, 
monitoring the dispersal of the particles in the interior. The second method requires 
development of a simple theory for the one-dimensional dispersal of floating 
particles in a turbulent flow.
1.2.1 One-dimensional dispersal in a turbulent flow
Martin and Nokes (1988) developed a theory for the settling of weakly 
buoyant particles within a turbulent fluid. They applied the model to the settling of 
mineral crystals on the base of vigorously convecting subterranean magma chambers 
and described a mechanism for sorting minerals into homogeneous layers. Their 
model, adapted for floating particles and a water surface, is as follows:
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Consider the case of weakly floating particles of uniform size and density, 
vertically dispersed within a highly turbulent fluid. The flotation velocity is 
considered to be much less than the mid-depth root-mean-square vertical component 
of the turbulent velocity. Within the interior of the flow, the concentration of 
particles is approximately uniform vertically. The fluid container is assumed to have 
a uniform cross-sectional area A and height h.
At the water surface, the normal component of the turbulent velocity must be 
zero. Consequently, there is a thin layer of thickness 6 near the water surface where 
the particles must rise at their terminal flotation velocity w,. It is assumed that no 
particles are reentrained back into the fluid. The change in the number of particles N 
in the tank at any time t is then equal to the flux of particles onto the boundary, or 
equivalently,
dN  . . .---- = -A w c(ö),
dt  '
( 1. 10)
where c(6) is the concentration of particles near the water surface at z = 6.
As the concentration is approximately uniform, then c(6) is equivalent to the 
average concentration,
N
c( )  = 7 ~ h  0-U)
Substitution of (1.11) into (1.10) gives a first order differential equation, with the 
following solution:
-w . t
c = c0exp(------ ), (1.12)
h
where c0 is the number of particles in the tank at time t = 0.
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This theory is an asymptotic solution of the more general problem of particle 
flotation in one dimension. The decay time scale for particle concentration is given 
by h/w, and is independent of the intensity of the turbulence. There is another 
asymptotic solution to the general problem that occurs when the mid-depth r.m.s. 
turbulent velocity is much less than the flotation velocity (or zero). The time scale for 
flotation is again h/w, and is independent of the intensity of the turbulence, but then 
the average particle concentration within the tank falls linearly with time. When the 
solution falls between the two asymptotes, the flotation time scale depends on the 
turbulent intensity.
There are two features of Martin and Nokes's theory that are relevant to this 
study. First, turbulent mixing in the interior of a flow does not suspend particles 
indefinitely. Particle suspension, or the steady concentration of particles in the 
interior, is entirely dependent on reentrainment of particles from the boundary. 
Without reentrainment all particles eventually float out onto the water surface. This 
feature can be used as an indirect method to test if particles are reentrained in the 
grid-stirred tank. Second, agreement between equation (1.12) and experimental data 
would suggest the existence of a thin viscosity-dominated region near the water 
surface. This is an assumption made in the development of the one dimensional 
dispersion theory. Agreement between the experiment and the theory would also 
show that the shear-force on a particle is small in comparison to the force due to
buoyancy.
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1.2 .2  G r id - s t ir r e d  tu r b u le n c e
Grid-turbulence is the turbulence produced by a uniform flow of fluid 
through a grid of bars (Tennekes and Lumley, 1972). This type of turbulence is 
homogeneous in planes parallel to the grid and both increases in length scale and 
decreases in velocity scale away from the grid. Grid-stirred turbulence is produced 
in a grid-tank by the longitudinal reciprocal motion of a lateral grid of bars (figure 
1.2). Ideally there is no mean flow and the turbulence produces no mean shear in the 
fluid or on the container boundaries.
60cm
Water-filled 
tank
ELEVATION
25cm H
Light
box
z :: _ : o
PLAN
Figure 1.2 Schematic diagram showing plan and side views of the grid-tank.
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Grid-tanks have been used in a range of exchange studies. Thompson and 
Turner (1975) and Hopfinger and Toly (1976) used a grid-tank to study the 
entrainment across a density interface due to turbulence. Brumley and Jirka (1987) 
used a grid-tank in an experiment on the transport of soluble gases through an air- 
water interface. These investigators have also made contributions to the description 
of the structure of the turbulence produced in grid-stirred tanks. A brief summary of 
this work follows.
Within the interior of the fluid, well away from the boundaries, the horizontal 
integral length scale le increases linearly with distance z from the centre of the grid 
stroke,
l e = e z > ( 1.12)
where the constant e = 0.1 (Thompson and Turner, 1975); while Hopfinger and Toly 
(1976) found e = 0.15-0.35 depending on the mesh size of the grid and the stroke. 
Hopfinger and Toly (1976) measured the turbulent structure in the interior of a grid- 
tank over a range of grid-frequencies^,, mesh spacings M, and grid-strokes S, and 
developed an empirical relation for the r.m.s. turbulent velocity fluctuation
W7 = S m M mz-'. (1.13)
From (1.13) and (1.14) a turbulent Reynolds number can be formed,
Re[ -
w 7(2 l e) (1.14)
which is independent of z and therefore constant throughout the interior of the tank.
Brumley and Jirka (1987) made measurements of the vertical variations in the
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structure of the near-surface turbulence in a grid-stirred tank. They found good 
agreement between their measurements and theoretical predictions made by Hunt and 
Graham (1978). Near to the surface, Brumley and Jirka (1987) provided numerical 
approximation functions to the theoretical vertical velocity fluctuation and integral 
length scale profiles. Figure 1.3 shows the variation of w 'and le expected in the grid- 
tank, as predicted by combining the models of Brumley and Jirka (1987) and 
Hopfinger and Toly (1976). For this case, the grid parameters were^, = 1.86 Hz,
M= 50 mm, S = 40 mm and hs — 232 mm, where hs is the distance between the water 
surface and the centre of the grid stroke.
From the closest measurements to the surface, Brumley and Jirka (1987) 
found thin boundary layers of reduced horizontal and vertical-fluctuation intensity. 
Although they were uncertain of the mechanism maintaining this boundary layer, 
they show it was consistent with a viscous boundary layer of thickness
6 = /, Re~m ( 1.15)
formed when an eddy of length scale le impinges on the free surface (Hunt, 1984). 
For the experiment that follows, substitution of the grid parameters into equations 
(1.13), (1.15) and (1.16) gives Re,= 166, le = 23 mm and 6 = 1.8 mm.
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centre of grid surface
centre of grid surface
Figure 1.3 Vertical variation of (a) r.m.s turbulent velocity, and (b) integral length scale, 
expected in the grid-tank.
1.2.3 Equipment
The grid-tank was constructed of 1 cm thick clear acrylic, 25 cm square by 
60 cm high (figure 1.2). The horizontal grid was manufactured from 1 cm square 
acrylic bars spaced 5 cm apart, placed at a mean height of 8 cm above the tank
bottom. Between the end of the bars and the tank walls there was 0.5 cm clearance.
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Reciprocation of the grid was by a variable speed, direct-current motor connected to 
a crankshaft and connecting rod. The grid was connected at the centre to a 6 mm 
diameter vertical shaft that passed through a waterproof gland in the base of the tank. 
The stroke of the grid could be varied by shifting the offset of the main bearing on 
the crankshaft, but was fixed for all the following experiments at 4 cm. A motor 
controller allowed the frequency of the grid to be manipulated through 0-8 Hz.
1.2.4 Procedure
The grid-stirred tank was filled to a depth of 32 cm with filtered town supply 
water, and the water density was increased to 1045.16 kg m'3 by adding salt (NaCl). 
Unexpanded spherical polystyrene beads of diameter 0.42-0.50 mm were added to 
the water.
Bead density was previously measured by dispersal into a tank containing a 
linear density stratification. After some time the beads settled at their neutral density 
level. A sample of the fluid was drawn from this level and the density measured 
using an Anton Paar densitometer. The vertical concentration of the beads was 
normally distributed about a mean value of 1040.9 ± 0.5 kg m'3. Beads used in the 
experiment were extracted from this density level.
In their dry state the polystyrene beads were not easily wetted when placed 
directly into water. By adding two drops of surfactant into a beaker containing the 
beads and a small quantity of fluid, the beads were easily wetted. The surfactant used 
was "Photoflo", a reagent used for wetting photographic paper. The major 
constituents of Photoflo are: water 70%, ethylene glycol 25% and p-tertiary- 
octylphenoxy polyethyl alcohol 5%. Subsequent observation of the beads resting at
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the water surface in the tank showed that the contact angle was less than 90 , 
indicating that the wetted beads were lyophilic.
The grid was set to oscillate at 4 Hz and all beads at the surface were 
dispersed into the interior by dislodgment with a paddle. The decay in the interior 
bead numbers was then monitored using a photographic technique. Two powerful 
electronic studio flash guns were mounted 3 m on either side of the grid-stirred tank 
and directed towards the tank sidewalls. Black masks were fixed to both sidewalls so 
that the light from the flash guns produced a 1 cm wide vertical slice through the 
water. Particles were illuminated by the flash, and images were captured using a 
35-mm camera equipped with a 105-mm f4.0 lens and Kodak Technical Pan film. 
The field of view was the full width of the tank, but did not include the water surface 
nor the region below the upper position of the grid. Photographs were taken at 60 s 
intervals for a total of 1600 s. The negatives were developed onto 20 cm by 13 cm 
positive paper and each photograph was converted into an 8-bit digital halftone 
(grey) image by a paper scanner attached to a computer.
The data were analysed by converting each halftone image into a line (black 
and white) image by applying a threshold light level. This level was chosen so that 
the beads could clearly be distinguished from noise in the line image. However, the 
level was not high enough for the image of a bead to be greatly reduced in area. 
Counting of the bead images was done by computer analysis.
1.2.5 Preliminary results
During the experiment the interior bead concentration fell as the beads rose 
and lodged on the water surface. The concentration of beads was approximately
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uniform vertically. The bead concentration reduced exponentially with time and the 
fitted line yields a decay time-scale of / = 810.1 s (figure 1.4). From (1.12), 
w, = h/t^xp = 0.395 mm s'1.
200 400 600 800 1,000 1,200 1,400 1,600 1,800
Figure 1.4 The decay in bead concentration with time. The fitted line yields a flotation 
velocity estimate of 0.395 mm s'1. The initial concentration was c0 = 1150 beads l'1 and 
the average deviation between the straight line and the data is 0.023.
The terminal flotation velocity of a spherical bead moving through a 
stationary fluid is given by
4 ( p - p  p)gd 
\ |  3PC 0
(1.16)
where Cn is the drag coefficient for a sphere of diameter d. Morsi and Alexander 
(1972) provided empirical relations between CD and the Reynolds number 
Rep = w,d/v, given by
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C,
22.73 0.0903 „ ^--------+ ---------- + 3.69
Rep Re 2p  p
29.167 3.8889
+ 1.222
Re Re 2p  p
for Re < 0.1
p
for 0.1 < Re < 1
p
for 1 < Re < 1 0
p
(1.17)
Using (1.16) and (1.17) the terminal flotation velocity for bead density and 
diameter values previously stated gave a value of 0.386 ±0.108 mm s'1 . The mean 
empirical value is within 3% of the experimental value and is within the errors 
associated with the estimate of the bead size and density.
The results of the first grid-tank experiment showed that the bead dispersal 
was adequately described by the Martin and Nokes theory. Particles were not 
entrained from the water surface as the beads all eventually rose to rest at the water 
surface. Close agreement between the one-dimensional dispersion theory and the 
results shows that the hydrodynamic force on beads near the water surface is 
negligible compared to the buoyancy force.
This experiment showed that bead reentrainment was not occurring for one 
set of the parameters: p^p = 0.9959, rib = 0.13, 77pgr2 =101 and vu/gr2 = 0.04. 
The characteristic velocity u was estimated from (1.14) at one integral length scale 
from the surface. To enlarge the range of parameters, further experiments were
performed.
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1.2.6 Further experiments
Similar experiments to that described in §1.2.4 were performed, but with the 
following modifications:
(a) The studio flash guns, used to illuminate the floating beads in §1.2.4, were 
replaced with a linear light source. Twin 1500 W halogen lamps were mounted 
end-to-end in a metal cabinet and placed behind a slotted-aperture. The resultant 
sheet of light was projected through the tank sidewall, as shown in figure 1.2.
(b) The photographic technique for capturing bead images was replaced by a 
digital video camera. The camera had a spatial resolution of 1280 horizontal pixels 
by 1024 lines. Experiments could be rapidly analysed and repeated, an advantage 
compared to the previous method.
(c) The parameters controlling the turbulent intensity in the tank were varied.
This included the depth of water in the tank, the grid frequency and the grid stroke.
(d) Two different bead materials and three size ranges were used. These were 
0.46 mm and 0.9 mm diameter unexpanded polystyrene spheres and 0.30 mm 
crushed and sieved styrene/acrylate interpolymer. The later material was "Pliolite 
AC-80", distributed by Australian Synthetic Rubber Co. Ltd.
(e) Various amounts of Photoflo were added to examine the effects of varying 
surface tension.
(f) For each set of parameters, the experiment was repeated to enable an estimate
of the experimental error.
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1.2.7 Results
Table 1 is a summary of the results. Here t is the measured flotation time 
scale, tlh is the theoretical time scale h/w, and wt is the empirical value given by 
(1.17) and (1.18). The long times required to do experiments #4, #5 and #6 precluded 
repetition and experimental errors were not calculated. Bead flotation velocity was 
gradually reduced by altering the bead size and fluid density. There was always close 
agreement between the observed flotation time scale and the theoretical value 
consistent with no or minimal reentrainment. Table 2 summarises the parameters 
used. The beads always rose to the water surface and were never observed to be 
dislodged from the surface.
At the conclusion of each experiment, after all beads had settled onto the 
water surface, the grid frequency was increased to the maximum value (~8 Hz). Very 
vigorous turbulent motions were generated, but no beads were dispersed down from 
the water surface.
Expt w,
/ , ; h r No. ^exp ^exp/^th ^ e x p h h
No. (mm s'1) (Hz) (mm) (mm) of runs (s) (mean) (%sd)
1 4.740 1.91 348 0.9 4 70 0.954 4.2
2 3.139 1.86 312 0.9 4 108 0.920 3.0
1.711 2.60 550 0.9 4 312 0.971 6.1
4 0.698 2.70 550 0.3 1 776 0.986 -
5 0.395 1.80 232 0.46 1 587 0.977 -
6 0.265 2.70 550 0.3 1 2126 0.974 -
Table 1. Results o f all the grid-tank experiments.
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Expt No. Re, p/p p r/6 v u/gr2
1 140 0.9824 0.15 0.0039
2 138 0.9892 0.17 0.0043
348 0.9947 0.15 0.0049
4 328 0.9821 0.05 0.0490
5 138 0.9959 0.17 0.0180
6 336 0.9934 0.05 0.0480
Table 2. Parameters used in grid-tank experiments. Reh p, p/;, r, 6 and u are respectively, the 
turbulent Reynolds number, fluid density, particle density, particle radius, viscous boundary 
layer thickness and velocity scale.
1.2.8 Discussion
When an eddy impinges upon a clean flat water surface, the fluctuating 
shear-stress that it exerts on the water surface is zero (Hunt, 1984). A small particle 
{rib < 1) residing at the water surface would not be subjected to any shearing forces. 
However, on contaminated water surfaces a fluctuating shear-stress can be supported 
because of the presence of a surface film and the particle could be subjected to a 
fluctuating shear-force. In the grid-stirred tank the water surface was allowed to 
remain dirty. Thus, the likelihood of a particle being dispersed from the surface was 
higher than if the surface was kept clean. However, there were no situations when 
particles were observed to be dispersed downwards.
Close agreement between the experimental dispersion and the Martin and 
Nokes theory shows that the hydrodynamical force exerted on the particles was 
always smaller than the buoyancy force. A large downwards force on beads close to 
the water surface would have resulted in a delay in the arrival of the beads at the
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boundary. Subsequently, the ratio would be significantly less than one.
From Table 1 the average t^Vt,,, ratio is 0.963, a value 4% less than the 
theoretical value of one. This difference is not due to the effects of a downwards 
force on beads near the water surface. It is due to small vertical variations in the bead 
concentration with depth during the experiment. The parameter that is important to 
the vertical variation in bead concentration is the Peclet number Pe = \\’,h/K, where K 
is the eddy diffusivity. The Martin and Nokes theory is valid in the limit of very 
small Peclet numbers Pe «  1. By using an estimate of K = w 'l , the experimental 
values of the Peclet number were in the range 0.1< Pe < 1. The numerical solution of 
a one-dimensional advection-diffusion model (not detailed here) showed that the 
experimentally obtained ratio teXf/tlh was consistent with simulations for 0.1< Pe < 1.
It is unlikely that small weakly floating algae could be entrained by an eddy 
impinging on the water surface caused by thermal convection or bottom generated 
turbulence in a lake or a gently sloping river. A typical night-time heat loss from an 
inland lake in Australia is Q ~ 100 Wm'2. Surface cooling drives convective motions 
in a zone next to the water surface. If the convecting layer depth in the lake is h = 1 
m, then the convective velocity scale in the water body is
w ' ~ (—---—) 3 = 3.0 m m s-1, (1.18)
where C is the specific heat capacity of water and a, is the thermal expansion 
coefficient (Martin et al., 1987). Using (1.18) with a radius ~ 0.5 mm and density 
995 kg m'3 (values typical for floating algae), the entrainment parameters are 
vw 7gr2 = 0.0014, rib = 0.025 and p;/p  = 0.995. The parameters vw f/gr2 and pyp
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are within the experimental range and r/b is less than the smallest value used. It is 
expected that entrainment will be less as the parameter r/6 -  0. Similar calculations 
can be made for bottom generated turbulence in lakes.
In rivers, the scale for the turbulent velocity fluctuations generated by the 
interaction between the flow and the bottom is
w ' ~ \jghS, (1-19)
where h is the river depth and S is the river slope (Fischer et al., 1979). For a typical 
river in inland Australia h= 10 m, S = 5 cm km'1, so that the velocity scale is 
~ 70 mm s'1. The entrainment parameters are vw' / gr 2 = 0.035, r/b =0.12 and 
p;/p  = 0.995; these are within the range expected to result in no reentrainment of 
algae. In steeply sloping rivers, particularly rivers where the bottom is covered with 
large boulders or stones, the water surface can be covered in turbulent "boils". Here 
there are large surface displacements and distinctive lines of convergence. These 
conditions are beyond those considered in these experiments and it is possible that 
beads could then be entrained from the surface.
The effect of surface tension was considered here as a vertical force that acted 
downwards on a particle. Surface tension is changed in the presence of surface films 
and the films can modify the shear-stress at the water surface. These effects were not 
considered. Although not relevant to this study, this might be important for very dirty
surfaces, such as those covered in slicks.
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Chapter 2
Dispersal of floating particles in a wind tunnel-tank
This chapter describes two experiments devised to examine the role of the 
wavelets upon the dispersal of weakly floating particles in a laboratory wind tunnel- 
tank.
In the first experiment the reentrainment of weakly floating algae from the 
water surface at a moderate windspeed was detected. Reentrainment was estimated 
indirectly by comparing the measured distribution of floating algae with a theoretical 
dispersion model. In the second experiment, the lowest windspeed for particle 
dislodgment from the surface was found by observing the dispersion of floating 
beads at different windspeeds.
2.1 The dispersal of algae in a wind tunnel-tank
Webster (1990) presented a theory to explain how wind-induced flows and 
turbulence combine to determine the horizontal and vertical distributions of weakly 
floating algae populations in lakes. The distribution of algae under steady-state 
conditions in a lake was assumed to be determined by a balance between vertical 
mixing, horizontal transport by the mean wind-driven circulation, and by the 
flotation tendency of the individual colonies or cells.
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The theory of Webster (1990) predicts that the depth-averaged horizontal 
concentration variation, c, for algal colonies of a particular flotation velocity along a 
lake or in a wind-tunnel tank should be given by
c = c0exp(-x/D), (2.1)
where c() is the concentration at the downwind end (x = 0), x is distance from the 
downwind end and D is the length scale of concentration variation. The length scale, 
D, is calculated from the flotation velocity, w,, the wind speed at a height of 10 m, 
U]0, and the water depth, h , as
D = 9.0 x 10-* Ul0hlwr (2.2)
Webster (1990) used the concept of an eddy diffusivity to quantify the 
transport of algae due to fluid turbulence. The eddy diffusivity, K, was assumed to 
have a constant value equal to the fluid eddy viscosity. Webster used a boundary 
condition at the water surface of no net phytoplankton flux through the surface, given 
by
d cw(c - K —  = 0 at z = 0, (2.3)
dz
where z is the vertical coordinate and z = 0 is at the surface.
The following theorem is a direct consequence of the boundary condition, 
equation (2.3).
Theorem : If K = 0 at the water surface then the only steady solution of the
concentration of floating algae in the lake is c -  0, or no algae in the lake.
Proof: If K = 0 at the water surface and wt is positive, then it follows directly
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from (2.3) that c = 0 at z = 0. The steady concentration for the entire lake must then 
be zero, because the maximum steady concentration of floating algae is to be found 
at the water surface.
The theorem has the following corollary.
Corollary : Achievement of a steady-state distribution of floating algae in a lake
implies that K is nonzero somewhere on the water surface.
In physical terms, a nonzero eddy diffusivity at the water surface means that 
particles are being dispersed from the water surface and mixed into the interior. A 
combination of the corollary with the steady-state prediction, equations (2.1) and 
(2.2), provides a useful method of determining if particles are being dispersed 
downwards from the water surface. This indirect method is more powerful than 
direct observation because the latter is subjective and difficult to quantify.
In the first section of this chapter, an experiment is described in which algae 
are dispersed into a laboratory wind-tunnel tank at a moderate windspeed. The aim is 
to examine if the distribution of algae was invariant in time, and therefore to detect if 
the algae were dispersed from the water surface. The horizontal distribution of the 
algae in the wind-tunnel tank was measured and a quantitative comparison was made
with Webster's (1990) theory.
31
2.1.1 Algae
In February 1992 there was a 2-3 week bloom of Microcystis aeruginosa in 
Lake Burley Griffin, Australian Capital Territory. Microcystis is a cyanophyte that 
can produce toxins of sufficient strength to harm or kill wild fowl, domestic animals 
or humans. It is an algal species of major interest in water quality studies. The algae 
can regulate their buoyancy by addition of carbohydrate ballast, or by production of 
gas that reside in gas vacuoles. An individual cell is ~2-3 pm in diameter, but in the 
lake the cells usually clump together in colonies of many hundreds. Plate 1 shows a 
400x photograph of Microcystis colonies taken from a sample of the bloom. 
Colonies shown here are ~ 50 pm in diameter, but the bloom contained colonies as 
large as 2 mm in diameter. The colonies can be considered as roughly spherical in 
shape.
Samples of algae were collected from a downwind surface scum in the near­
shore regions of Lake Burley Griffin. They were then placed in plastic tubs, with 
lake-water, in a darkened cool-room for 1 day before dispersal into the wind-tunnel 
tank. During storage, the tanks of algae were refreshed with oxygen using an 
aquarium air-pump and sintered air-stone.
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Plate 1. A 400x photograph of colonies of the alga Microcystis 
aeruginosa taken from a sample o f the bloom in Lake Burley G r i f f in .  
The large clumps of ce l ls  are « 50 ym in diameter, and roughly 
spherical in shape.
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2.1.2 Experimental equipment
The experimental facility consisted of a water-filled, glass-walled tank 5.5 m 
long, 1.0 m wide and 0.15 m deep, installed on the centre-line of a 16 m long wind- 
tunnel (figure 2.1).
<J: Wind
5.5 m
Water-filled
tank
Side view
End view
15 cm
Camera
Light box
Figure 2.1 Schematic diagram of the water tank installed in the wind tunnel. The light box 
and camera were used to measure the distribution of algae.
The tank base rested on the tunnel floor and the airflow was raised to the height of 
the tank by a wooden false-floor. To generate a deep turbulent airflow, the false-floor 
extended 7.3 m upwind from the tank and was covered in 6 mm road gravel. The
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wind-tunnel was designed for atmospheric boundary layer studies and is of the open- 
return blower type. The working cross-section is 1.8 m wide by 0.75 m high. Tunnel 
details are available in Mulhearn et al. (1976), with the modification that the working 
section length has been extended to 16 m. False-flooring was placed between the 
tank sides and the wind-tunnel walls. These boards were not covered in gravel, but 
were left bare to reduce the effects of lateral variations in the airflow development. It 
was felt that the smooth boards would have a surface roughness akin to that of the 
water surface.
Figure 2.2 shows a diagram of the junction between the upstream end of the 
tank and the false-floor. It was necessary to have a drop of 9 mm between the top of 
the false-floor and the mean water surface to stop wavelets overflowing the tank 
walls further downwind.
Mean airflow streamlines
6 mm 
gravel
Mean water 
surface
9 mm \
141 mm
12 mm wooden 
false floor
12 mm thick glass tank
Figure 2.2 The junction between the false-floor and the tank at the upstream end. Conjectured 
streamlines are shown. The horizontal scale of the separation bubble is ~ 10 cm.
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The horizontal distribution of the algal colonies was measured using an 
optical technique. The light cabinet, previously described in §1.2.6, was placed 
below and on the centre-line of the tank. The light projected upwards and illuminated 
algae contained within a region 1 cm wide and 60 cm long (figure 2.1). Photographs 
of the algae were taken normal to the light sheet with a 35-mm SLR camera next to 
the tank sidewall. The camera was equipped with a 50-mm fl.4 lens and high speed 
Kodak TMAX 3200 ASA film. The light source and the camera were shifted to 
obtain photographs at different positions in the tank. Photographic negatives were 
digitised with a negative film scanner to a spatial resolution of 207 pm per pixel to 
produce a halftone (grey) image.
To count and size the colonies, the images were converted into line (black 
and white) images by applying a threshold light level. This level was chosen visually 
as the point at which colonies could clearly be distinguished from noise in the line 
image, but not so high that a colony's image was greatly reduced in area. The total 
range of colony sizes was divided into many smaller sub-ranges and the number of 
colonies within each sub-range was counted for each image. Counting and 
measurement of the algae images were performed by computer analysis.
2.1.3 Airflow
Vertical profiles of the air velocity were made using DISA (type 55P61 
X-array) constant temperature hot wires and a traversing system (plate 2), from a 
position 1 m upstream of the upwind edge of the tank, to 5 m downstream.
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Plate Z. The view looking across the wind-tunnel tank a t  the 
hot-wire traversing system. Wind is  blowing from r ight  to l e f t .  
Hot-wires were mounted in the probe support a t  the upwind end 
of the traverse gear.
z 
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m
)
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During the experiment, the free-stream windspeed within the wind-tunnel 
was set to 5.3 m s'1. The height of the tunnel roof was adjusted to ensure that there 
was no measurable horizontal pressure gradient and minimal change in the free- 
stream windspeed, over the full length of the wind tunnel. Figure 2.3 shows the 
development of the Reynold stress u 'w ' with distance downstream. The origin of 
the horizontal coordinate x is at the upwind edge of the tank and is positive in the 
downwind direction.
-1 0 1 2 3 4 5
I----- 1----- 1----- 1 x (m)
0 0.03 0.06 0.09
- u'w' (m2 s-2)
Figure 2.3 Development of vertical profiles of Reynolds stress along the tank. 
The dashed line shows the top of a growing internal boundary layer.
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The profile at x = -1 m shows that a boundary layer was developed upstream 
of the tank with a constant u 'w' region from the wind tunnel floor to a height of 8 
cm. At the downwind end of the tank, x = 5 m, the region of approximately constant 
u'w' is 12 cm high.
Near to the upstream edge of the tank, there were sources of vorticity that 
diffused upwards to produce an internal boundary layer. The sources were an adverse 
pressure gradient caused by the drop in height at the junction of the false-floor 
(figure 2.2), and an acceleration of the airflow at the junction upon reaching the 
moving water surface. Finnigan et al. (1990) have shown that the top of the internal 
boundary layer can be identified as the vertical location where there is an inflection 
point in the Reynolds stress. These positions are shown by the dashed line in 
figure 2.3.
Figure 2.4 shows the vertical profiles of the mean horizontal velocity at 
x = -1 m and 5 m. As the airflow passes from the rough gravel surface to the smooth 
water surface, the drag on the surface reduces and the boundary layer flow
accelerates.
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Figure 2.4 Vertical profiles of mean horizontal velocity plotted with a logarithmic ordinate. 
Key: above the 6 mm gravel surface at x = -1 m, o; above the water surface at x = 5 m, •. The 
solid lines are the best fit to the log-linear law.
By fitting the form for a rough wall turbulent boundary layer, given by
Ü(z) = iog( i^ V ) , (2.4)
K zo
to the profile at x = -1 m, the values = 0.34 m s'1, d=  2.7 mm and z0 = 0.96 mm 
were obtained. This fit is shown by the solid line in figure 2.4. Here z = 0 is at the 
base of the 6-mm gravel, z0 is the roughness length and d is the zero plane
40
displacement. The von Karman constant was taken to be k  = 0.37, as recommended 
by Tseng et al. (1992). The form for the rough wall turbulent boundary layer moving 
relative to the water surface is given by
u*a z - du(z) - us = ---- log(----- ). (2.5)
K Z0
Applying this to the velocity profile at x = 5 m, gives = 0.22 m s'1, z0 -  0.04 mm 
and <7=0 (figure 2.4). When measuring over the water surface there was a change in 
the vertical origin, so that z = 0 coincided with the mean surface elevation. The value 
of the surface drift velocity used was us = 0.55 ut , as suggested by Wu (1968).
Figure 2.5 shows the development of the stress on the surface. The surface- 
stress was estimated by using the eddy correlation technique at a height of 5 mm 
above the mean water surface (Tseng et al., 1992). At x = 1 m the stress at the water 
surface i 02 has decreased to less than half the upstream value i 0]. Gradually the 
stress increases with downstream distance and appeared to approach a constant value
at x = 5 m.
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Figure 2.5 Development of the ratio of the surface stress to the value at x = -1 m. The peak 
near x = 0 is due to the separation at the junction of the tank and false-floor.
At x = 0.05 m there is a deceleration in the mean horizontal velocity near the 
water surface and a peak in the surface stress. It is likely that this behaviour is a 
result of the reattachment of a separation bubble generated immediately behind the 
lip of the tank (figure 2.2). For later calculations, the average surface stress was 
calculated from the six downwind measurements and this value was 33 mPa. The 
average did not include the value at x = 0.05 m.
The development of the mean velocity, the Reynolds stress and the surface 
shear are broadly similar to profiles measured for rough to smooth transitions on 
fixed surfaces (Kaimal and Finnigan, 1993).
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2.1.4 Procedure
Thirty minutes after starting the flow, 800 ml of loosely packed algae with a 
small quantity (-500 ml) of lake water were released at the downwind end of the 
tank. Photographic images for algal concentration determinations were then obtained 
at fourteen positions along the length of the tank at hourly intervals over a period of 
7 h. A set of photographs took 20 min to collect.
2.1.5 Observations
Features of the circulation and turbulence within the tank were detected from 
movements of the algal colonies in this experiment and from the movements of small 
particles of various types in other experiments at similar windspeeds.
The surface-flow in the tank consisted of a thin (1-3 mm), laminar shear- 
layer at the upwind edge of the tank that gradually thickened downwind. At x ~ 0.6 
m the shear-layer became unstable and turbulent, and suddenly thickened (1-3 cm). 
Further downwind the surface-flow was turbulent and approximately a third to a half 
of the depth of the tank in thickness; beneath, a less turbulent return flow was 
evident. Every 3-6 s, within a small viewing area ~ 20 cm long, parcels of fluid 
were ejected downwards from near the surface into the interior of the flow.
The wind produced steep wavelets at all locations downwind from the 
upwind tank edge except in the first metre where only small capillary waves were 
evident. As the wavelets propagated downwind they grew in height and wavelength. 
They acquired significant crosswind structure halfway along the tank and attained a 
maximum wavelength (5-7 cm) and height (3-4 mm) at the downwind end. The 
mean wavelet period was 0.2 s. Fine scale (parasitic) capillary waves were developed
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downwind from the crests of the wavelets (figure 2.6).
beach turbulence ^ wind 4- circulation
PLAN
steep, short gravity wavesalgal mat
surface film
Figure 2.6 Elevation and plan view of the features observed at the downwind end of the tank.
I
From the flotation measurements all the algal colonies were determined to be 
positively buoyant. Turbulent water motions actively mixed the algae used in the 
wind-tunnel experiment through most of the tank. Colonies that reached the water 
surface were temporarily transported downwind rapidly for between 3 and 6 s before 
removal from the surface in turbulent ejections. Twenty minutes after release, the 
algae had dispersed throughout the tank and were observed to be more concentrated 
at the downwind end of the tank. Large colonies, 2-3 mm in diameter, showed a
I
strong downwind accumulation. Algal colonies of smaller size showed a more even
distribution along the tank.
44
Soon after the algae were released into the tank, a surface film began to 
collect next to the downwind beach (see §2.1.6 for more detail). The length of the 
film changed, extending 50 cm away from the shore 5 minutes after the experiment 
began, to 100 cm after 2 h. Sharp crested wavelets, propagating down the tank 
through most of its length, became smooth crested upon entering the film. Parasitic 
capillary waves, evident on the downwind side of sharply crested waves, disappeared 
in the zone covered by the surface film.
Before the appearance of the film, the downwind mean circulation reversed 
close to the end wall. Strong turbulence was created at the surface, near to the end 
wall. However, the film modified the horizontal downwind mean circulation, 
reversing it near the film edge (see figure 2.6). Beneath the film no parcels of fluid 
were observed to be ejected from the surface.
Turbulent eddies beneath the film appear to have diffused from upwind of the 
film edge. Algae, transported beneath the film by the turbulent eddies, gradually 
floated into the film and became trapped there. Ejections of parcels of near surface 
fluid from beneath the film were not apparent. Colonies trapped within the film 
gradually moved through the film to accumulate in a dense mat next to the beach 
(figure 2.6). The size of the mat increased with time. After 40 min from the 
beginning of the experiment, the mat extended 1 cm away from the shore (measured 
at the centre of the tank); 80 min later its length had increased to 6 cm.
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2.1.6 Algal flotation rates
The flotation velocity of the algae was measured using the grid-tank and the 
method described in §1.2.4. During operation of the grid-tank, the colonies floated 
up through the turbulence and lodged onto the water surface. The mean height of the 
grid, the oscillation frequency and stroke were adjusted so that the colonies were 
approximately uniformly distributed in the tank. Colonies were trapped at the surface 
and the number of colonies in the water column was assumed to decrease with time 
according to the Martin and Nokes (1988) prediction, given in equation (1.12). The 
colonies did not appear to be broken up by the action of the grid or by the turbulence 
which it produced.
A quantity of algae (50 ml, densely packed), drawn from the same batch used 
in the wind-tunnel experiment, was used to measure the flotation rates of the algal 
colonies. Flotation measurements were contemporaneous with the wind-tunnel 
experiments. The grid frequency was set to 1 Hz; the grid stroke and mean grid 
height was 4 cm. A series of photographs was taken over a period of 4 h and later 
digitised to a spatial resolution of 134 pm per pixel. The photographs showed a 
range of colony areas. Since the colony flotation rate depends on the colony size, the 
flotation rate analysis was performed separately on each of seven sub-ranges of 
colony area. For each photograph, the number of colonies within each sub-range was 
counted. Figure 2.7 shows an example of the decay in colony concentration for 
colonies having an image area of 0.30 mm2 (17 pixels). Using equation (1.12) the 
fitted line yields a flotation velocity of 0.053 mm s'1.
46
12,000 15,000
Figure 2.7 The decay in colony concentration for colonies having an image area of 0.30 mnf 
(17 pixels). The fitted line yields a flotation velocity of 0.053 mm s'1 and the average 
deviation of the data from the straight line is 0.096.
The flotation velocity for the complete range of imaged colony size, plotted 
versus the mean of each sub-range image area, is shown in figure 2.8. Flotation rate 
increases approximately linearly with imaged area, but the relationship does not pass 
through zero imaged colony area. The flotation velocity and size of the algal colonies 
were sufficiently small so that their velocity can be described by Stokes' Law; i.e. 
that the flotation velocity is proportional to the square of the colony diameter (or 
circular colony area, A) and proportional to the difference between the density of the 
colony, , and the water density p, given by;
w, = —  g A ( p  -  p j g " 1 . (2.6)9n p v 7
Equation (2.6) shows that the graph of flotation velocity versus colony area should 
pass through the origin. Stokes' Law is obeyed if the physical colony area is in fact
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larger than the imaged colony area by a constant amount, namely 0.225 mm2, as 
shown in figure 2.8. Applying equation (2.6) to these modified flotation results gives 
an estimate of the reduced density (p - pp) = 0.145 kg m'3.
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Figure 2.8 Measured flotation velocities of the algal colonies used in the experiment. The 
dashed line is the best fit to the data modelled with equation (2.6). The average deviation 
of the data from the straight line is 0.003 mm s'1.
The reason for the difference between the physical and imaged colony area is 
unknown. A hypothesis is that it was due to one, or more, of the following imaging 
limitations: grain size of the photographic emulsion, spatial digitisation resolution, 
diffraction effects, photographic depth of field, and contrast reduction due to back-
0.0
I____
-0.225
scatter from the very small colonies.
48
2.1.7 Algal distributions
The following analysis of algal distributions was carried out on data collected 
30 min after the beginning of the experiment. By this time, transients in 
concentrations associated with the commencement of the experiment were deemed to 
have disappeared.
As with the measurement of the flotation velocity, equation (2.1) was fitted 
separately to sub-ranges of colony area (thirteen in this case). The experimentally 
determined length scale and flotation velocity for the zth sub-range are denoted by D, 
and w , respectively. For each sub-range, the measured distributions of algal 
colonies along the tank could be represented by an exponential function. Figure 2.9 
shows an example of the measured concentrations versus downwind distance for the 
fifth (z=5) smallest imaged sub-range, 0.7 to 0.77 mm2 (53 to 58 pixels). Also shown 
is the line given by equation (2.1), where D3 = 0.256 m'1 is the best-fit concentration
length scale.
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Figure 2.9 An example of the horizontal variation in the number of measured colonies having 
an image area in the range 0.70 to 0.77 mm2 (53-58 pixels). The fitted straight line yields an 
experimental length scale of 0.256 m'1 and the average deviation of the data from the 
straight line is 0.036.
Figure 2.10 shows the inverse length scales, 1 /Dr plotted against the mean 
imaged colony area of each sub-range. The plotted data suggest a relationship 
between these two parameters that is linear but, as for the flotation measurements, 
not directly proportional. A colony of zero area should have a zero flotation rate and 
would therefore necessarily be evenly distributed throughout the tank. D for zero 
colony area should be infinite. This can be accomplished if it is assumed that the 
physical colony area is larger than the imaged colony area by 0.5 mm2 . Note that the 
difference between the estimated physical colony area and the imaged colony area is 
different in the two cases of flotation in the grid-tank and algal distribution in the 
wind tunnel-tank. This is reasonable since the two imaging systems used different 
lighting and different distances between camera and photographic target.
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Figure 2.10 The inverse of the experimental length scale of concentration variation for each 
of the measured colony areas. See text for explanation of the physical colony area. The 
straight line is the best fit to the data. The average deviation of the data from the 
straight line is 0.03 m'1.
Using the transformations between imaged area and true colony area just 
outlined, the flotation data and the algal distribution data are combined to obtain a 
plot of inverse length scale versus flotation-rate (figure 2.11). D,and w are inversely 
proportional to one another as predicted by equation (2.2). This equation assumes a 
relationship between the surface friction velocity in the water, ut = / r/p, and
UI0 , given by Webster (1990) as
u - 1.2 x 10~3U,n .
% 10 (2.7)
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Here t is the applied stress on the surface due to the wind. For comparison with the 
observations presented, Uw is eliminated from equation (2.4) using (2.7) to give the 
theoretical expression
d = tU'^hiw,, (2.8;
where e is 0.75.
Substituting the estimate of =5.7 mm s'1, obtained from the measured 
t = 33 mPa and the tank depth h = 0.15 m into (2.8), gives the theoretical 
relationship illustrated in figure 2.11. The best fit to the experimental data is 
modelled by (2.8) with the coefficient e = 0.49 . Webster's (1990) theory 
overestimates e by a factor of 0.5.
w t . (mms'1)
Figure 2.11 The observed and theoretical relationships between the horizontal length scale of 
the algae and their corresponding flotation velocity. The dashed line is the theoretical 
relationship given by D = e h/w „  where e = 0.75. The solid line is a line of best fit to the 
observations, modelled by this relationship, but with e = 0.49. The average deviation between 
the data and the straight line is 0.02 m 1.
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Surveys of the algae distribution recorded after 90, 140, 240, 310, 480 and 
600 min were analysed similarly to the one at 30 min. The distribution of the algae 
showed identical length scale variations, but the total number of algae had decreased. 
Figure 2.12 shows the decrease in the total number of colonies in the tank N of each
1 i
colony size, recorded in the images for all thirteen stations along the tank during each 
survey.
2,000
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0 0.5 1 1.5
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Figure 2.12 The total number of algae colonies counted during the 7-h dispersion experiment. 
The values in [ ] are the time in minutes after the start of the experiment.
The resolution of the imaging system did not allow algae smaller than 0.09 
mm2 to be measured and therefore the peak in figure 2.12 is artificial. It is expected 
that N t continued to increase as the colony area decreased. For each sub-range of
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colony size, the temporal decay in N was fitted well by an exponential decay
‘ i
function. Figure 2.13 shows the inverse of the decay time td for each colony sub­
range. Physical colony area has been obtained from the imaged colony area as done 
previously. The inverse of the decay time depends linearly on the colony area.
5 0.5 0.75 1
Physical colony area (mrrf)
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Figure 2.13 The inverse of the decay time for algae removal from the wind-tunnel tank. The 
dashed line is the best fit to the data and has an average deviation of 0.009 msec'1.
2.1.8 Discussion
The results plotted in figure 2.11 give strong support to the principles 
underlying the theory of Webster (1990). There is, however, a 50% difference 
between theoretically and experimentally determined coefficients relating D and
MV
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Most of the difference in the value of e could be due to the greatly simplified 
parameterisation of turbulent mixing of plankton and momentum in the Webster 
(1990) theory. In particular, Webster assumes that the coefficient of turbulent 
diffusivity, K , is constant throughout the water column. It is well known that K is 
usually a function of distance away from a flat solid boundary such as the bottom. 
Similarly, K is likely to depend upon distance from the water surface in the upper 
part of the water column because of the influence of waves. Momentum transfer and 
current profiles in the near-surface zone have been shown by Cheung and Street 
(1988) to be modified in the presence of waves.
Webster and Hutchinson (1994) presented an analysis for algal distributions 
which accounts for depth variations in K (appendix 1). They used a description of 
the eddy diffusivity that varied quadratically with depth. For windspeeds above 
2-3 ms'1, a constant eddy diffusivity within a zone six times the wave height from 
the water surface was used. Values of the coefficient e, obtained from this new 
analysis, for the wave conditions and the length scales appropriate to the 
experimental arrangement, are in accord with the measured value.
Observations show that algae were continuously removed from the body of 
the water-tank into a mat next to the beach. This raises the question whether a 
conservative steady-state model can be applied to the distribution measurements and, 
subsequently, if algae were reentrained from the water surface. This question is 
addressed by comparing the time rate of change of the concentration term dc/dt, in 
the advection-diffusion equation for plankton concentration,
(2.9)
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with one of the other terms in the concentration balance such as the advective term, 
udc/dx. For any particular colony size, the ratio of these terms is given by
dc/dt 1 D
u dc/dx td u (2. 10)
Assuming a value for the horizontal velocity scale of u = 0.02 m s'1 , the measured 
values of td and D (figures 2.11 & 2.13), shows that for all imaged colony sizes,
dc/dt
udc/dx
< 0.05 « 1, (2 . 11)
implying that the algal concentrations can be considered as steady-state. Applying the 
corollary stated in §2.1, the algae that floated onto the water surface during the 
experiment must have been dispersed downwards into the interior flow. The process 
responsible for the dispersion from the surface is hypothesised to be the micro­
breaking of wavelets.
It is unlikely that algae floating on the surface of the wind-driven tank could 
have been dislodged from the water surface by impingement of bottom-generated 
turbulence. Given that the hydrodynamical roughness of the glass bottom was 
zQ = v /9u t , and that a typical mean horizontal velocity in the bottom boundary layer 
of the tank was 1.5 cm s'1 , 2.5 cm above the bottom, then substitution into the form 
for a smooth log-linear boundary layer gives a characteristic turbulent velocity 
estimate of = 0.5 cm s'1. Assuming that the characteristic length scale of the 
turbulence is 10% of the depth and that the floating algae have a diameter of ~ 0.25 
mm, then vu^/gr2 = 0.0052, rib = 0.1 and p;/p  = 0.9896. These are values similar to 
those used in the grid-tank experiment (chapter 1) where no reentrainment was
observed.
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The origin and chemical nature of the surface film is unknown. It was not a 
contaminant contained in the town water as a similar film was not observed in the 
tank without the algae. It is certain that either the algae released the film material or 
that it was introduced with the lake water.
The nature of the turbulence and flow underneath the film corresponded to 
that expected if the film were acting as a thin rigid lid. Nevertheless, there was a 
slow horizontal motion within the film. Algal colonies were observed to circulate 
slowly in two symmetric gyres having generally downwind movement down the 
middle of the tank and upwind flow along its sides. However, the algal colonies must 
have been moving relative to the film, for gradually over time these colonies 
accumulated in a mat along the beach.
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2.2 Critical windspeed for dispersal from the water surface.
Measurements of the distribution of algae in the wind-tunnel tank showed 
that at a free stream windspeed of 5.3 m s'1, algae were reentrained from the water 
surface. The process responsible was hypothesised to be the micro-breaking of 
wavelets and this process is expected to be dependent on the windspeed. The aim of 
the following experiment is to determine a critical windspeed that separates the two 
dispersion regimes. Below the critical windspeed, algae (or floating beads) are 
expected to float to the water surface and remain there. Above the critical windspeed 
the algae are expected to be dispersed from the surface into the interior.
The motivation for this experiment is to provide a windspeed that can be used 
in later experiments to examine the flow that occurred in the two regimes, but 
without the need to have particles in the flow.
2.2.1 Previous evidence
Entrainment of particles from a water surface has previously been observed 
by Okuda et al. (1976). They used the movements of weakly buoyant polystyrene 
beads of various sizes to measure the mean surface shear beneath short wind-waves 
generated in a laboratory tank. While performing their measurements, they found that 
some beads were dispersed downwards near the forward-face of waves.
Okuda et al. (1976) showed that the particles were dispersed from steep waves, but 
they did not formalise the dependence of the dispersion on windspeed.
Jähne et al. (1989) have shown for wind-generated waves in a laboratory 
tank, that the mean square wave slope 5 2 increases with increasing windspeed and 
fetch (figure 2.14). Wave-slope increases rapidly with increased fetch for short
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fetches then increases less rapidly past a fetch of 6 m. At all fetches, the wave-slope 
increases with windspeed and shows a rapid increase above a windspeed of 3.6 m s'1. 
The mean square wave slope is a measurement that indicates the instability of the 
wind-wave field, and the rapid increase above 3.6 m s'1 could have been due to the 
onset of wavelet micro-breaking. The measurements of Okuda et al. (1976) and 
Jähne et al. (1989) suggest that particles are dislodged from the steeper waves, which 
occur at windspeeds above 3.6 m s'1.
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Figure 2.14 Fetch and windspeed dependence of the mean square wave slope. The values in 
[ ] are the windspeeds in units of m s'1. Reproduced from Jähne et al. (1989).
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The lowest reference windspeed in the wind tunnel where particles were 
judged to be dispersed from the water surface, is defined here as the "critical 
windspeed". Following Wu (1971), the reference height was chosen at 10 cm. Small 
weakly floating beads were released beneath the surface at the upwind end of the 
tank. The critical windspeed was determined by monitoring the particle dispersion at 
a position downstream.
2.2.2 Experimental equipment
The wind-tunnel tank was filled with filtered town supply water and 
increased in density to 1056 kg m'3 by adding commercial swimming pool salt 
(NaCl). Weakly buoyant unexpanded polystyrene beads (50 g) were dispersed into 
2 L of the saline tank water and held in a 20 L plastic bucket maintained at a height 
of 1.5 m above the water level in the wind-tunnel tank. Using the bead diameter of 
0.21-0.31 mm and density of 1043 kg m°, the flotation velocity w, = 0.3 mm s'1, as 
given by equations (1.17) and (1.18).
The beads were maintained in their dispersed state in the bucket by vigorous 
mixing provided by a stirring paddle connected to an electric motor. When released 
by turning a valve at the base of the plastic bucket, the bead slurry ran into a plastic 
tube and exited, via a nozzle, into the flow at the upwind end of the wind-tunnel 
tank. The nozzle was made from 10-mm diameter copper tube and was positioned on 
the centre-line of the tank, 2.5 cm below the water surface. The exit point was 10 cm 
downstream from the upwind tank edge and was directed horizontally downstream. 
Plate 3 shows the relative position of the nozzle and a plume of bead slurry.
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Plate 3. The view through the tank sidewall at the upwind end of 
the wind tunnel-tank. Bead slurry is seen exiting from an underwater 
nozzle. As the bead slurry travelled downwind i t  rose onto the 
water surface.
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An adjustable tubing clamp regulated the flow of slurry so that nozzle exit velocity 
was similar to the surrounding flow.
At the downwind end of the wind tunnel-tank a beach and drain were 
installed. The beach was manufactured from plexiglass (figure 2.15) and had a slope 
of 0.1, a value designed to reduce wave reflection. The deepest point on the beach 
was 2.5 cm, and at this location the beach was met by a vertical wall that extended to 
the bottom of the tank. An overflow drain was mounted downwind from the beach. 
Together, the beach and drain formed a weir. Excess water in the tank was allowed 
to pass over the beach and into a 200 L plastic drum placed beneath the drain. To 
maintain a flow over the weir, a submersible pump was installed in the drum. A 
regulated amount of water was fed to an entry point midway down the vertical wall 
in the tank. The height of water in the wind tunnel-tank was maintained by the 
pump. The constant flow over the beach (0.08 1 s"') transported particles arriving at 
the beach to a 100-pm sieve where they were collected.
Bead numbers in the tank were estimated using a digital video camera. The 
camera was fitted with a 50-mm fl .4 lens and placed next to the wind tunnel-tank 
side wall. As in previous experiments, the light-cabinet was placed midway across 
and beneath the tank. The camera was focused on the light sheet so that the 
measurement volume was 1 cm wide, 14 cm high and 18 cm wide, but did not 
include the water surface or the bottom of the tank. A measurement of the bead 
number was available at this location every 18 s. The beads were counted in real 
time by computer analysis using a technique identical to that in §2.1.2.
62
Header
bucket
WIND
I Measurement 
I RegionBeach
Light box
—  3.3m
Reservoir =Q9 Pump
Figure 2.15 Schematic of the wind tunnel-tank configuration during the experiment to 
determine the critical windspeed.
2.2.3 Procedure.
Runs were performed at reference windspeeds of 3.7, 4.0, 4.1, 4.5 and 
7.1 m s'1. All beads remaining in the tank from previous runs were removed. After 
the beginning of each experiment twenty minutes was allowed for the wave field and 
tank circulation to settle before the bead slurry was released into the wind tunnel- 
tank. Measurement of bead number began when the bead slurry first appeared at the 
exit nozzle. The bead slurry flowed for 80 s and measurements continued for 1 h.
2.2.4 Observations and results
At all windspeeds the plume of beads rose to the surface within 80 cm of the 
upwind edge of the tank. In this region the beads quickly dispersed due to shear near 
the water surface. Plate 3 shows a photograph of the bead plume taken 60 s after
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releasing the beads from the header tank.
At 7.1 m s'1 windspeed, the water surface was covered with steep gravity 
waves that clearly exhibited sharp crests and many short wavelength (est. 1 -2 mm) 
parasitic capillaries on their forward faces. The beads were transported on the surface 
to x ~ 200 cm, then were vigorously ejected from the water surface. Near the exit 
nozzle the downwind distribution of beads on the surface was longitudinally 
uniform, but beyond x ~ 200 cm the distribution became patchy and showed 
crosswind striations. Figure 2.16 shows that the number of beads N  in the 
measurement area rose to a maximum value of 155 at t = 400 s after release. The 
same data plotted logarithmically shows that after reaching the maximum value, the 
number of beads fell with an exponential time constant of 980 s.
Figure 2.16 Decay of the number of particles A counted in the measurement area with time. 
The values in [ ] are the reference windspeeds of each run.
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At 3.7 m s'1 windspeed, the waves had smooth crests and from three to four 
parasitic capillaries of long wavelength (est. 2-3 mm) on their forward faces. The 
beads rose to the surface, as before, but were transported on the water surface to the 
beach. Removal of the beads from the tank was very rapid, most having entered the 
weir 200 s after the moment of release. Figure 2.16 shows that several beads were 
counted and this value rose to a maximum of nine at t = 650 s. These particles 
appeared into the measurement region from downstream, and were the result of 
inefficient removal by the weir flow at the beach. At this windspeed, no beads were 
seen to leave the water surface.
At 4.5 and 4.1 m s'1 windspeed, the wave fields appeared similar to the high 
wind case, but the waves were smaller in height and shorter in wavelength. Sharp 
crested waves were seen less frequently at a windspeed of 4.0 m s'1, than at the 
higher windspeeds. There was no notable change in the water surface appearance 
between windspeeds of 4.1 and 4.0 m s'1. However, figure 2.16 shows that a major 
change is recorded between the evolutions of N measured at these three windspeeds. 
At 4.5 m s'1 the evolution of N  shows almost identical form to that at 7.1 m s'1, but at 
a windspeed of 4.0 m s'1, the maximum value of N  has fallen to less than one fifth 
of the value at the highest windspeed.
2.2.5 Discussion
The variation of the form of N for the different windspeeds is interpreted as 
reflecting the percentage of micro-breaking events that occurred during each run. 
Below 3.7 m s'1, no particles were dislodged from the surface, suggesting that there 
were no micro-breaking events. Between 4.0 and 4.5 m s'1, micro-breaking began and
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had reached a sufficient level at 4.5 m s'1 that all available particles at the water 
surface had been dislodged. The critical windspeed is measured as 4.1 ±0.1 m s'1.
Micro-breaking depends on the value of the surface tension T. As T 
decreases the wavelets loose their sharp crests and the generation of the parasitic 
capillaries are limited, or even suppressed, as seen when the wind-waves propagated 
through the surface film in the algae experiment (see §2.2). The effect of changing T 
upon the critical windspeed was not examined in this experiment, but the surface 
tension of the saline water was measured so that the flow field could be reproduced 
in the micro-breaking investigations that follow. Surface tension was 
55 ± 1.0 dyne cm'1, as measured using the "Rod in Free Surface" technique (Padday 
et al., 1975). This value is typical for a dirty water surface in the natural
environment.
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Chapter 3
Micro-breaking wavelets
This chapter presents evidence that wavelets were micro-breaking in the wind 
tunnel-tank. Micro-breaking is defined to occur when there is a two-dimensional 
(longitudinal and vertical) stagnation point on the water surface in the reference 
frame of the moving wave. In §3.1 this definition is combined with quantitative 
measurements using flow visualisation beneath the wavelets to show that ~ 7% of all 
wavelets were breaking at a reference windspeed of 5.3 m s'1. Typical flow structures 
beneath a breaking wavelet are described. Variability in the height and wavelength of 
the breakers is shown to be related to the wind-drift velocity, in accord with the 
theoretical model of Banner and Phillips (1974).
Sections 3.2 and 3.3 present measurements of the airflow and wave elevation 
in the wind-tunnel tank. Previous investigators have shown that these measurements 
can be used as indicators for wave breaking. Their models are described and 
compared to the experimental measurements. These measurements confirmed that 
wavelets began breaking at windspeeds above the critical windspeed for particle
reentrainment of 4.1 m s'1.
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3.1 Flow measurements beneath wavelets
Previously there have been few experimental measurements of the flow 
structure beneath breaking wavelets largely because of the extreme difficulty in 
measuring close to an unsteady, highly-sheared, moving water surface. There have 
also been few theoretical models of wavelet dynamics. However, notable 
contributions have been made by Banner and Phillips (1974), Okuda (1982a, b), 
Csanady (1990) and Longuet-Higgins (1992).
By tracing the movements of hydrogen bubbles, Okuda (1982a) made flow 
measurements beneath four 10-15 cm long wavelets in the laboratory. The wind- 
wave tunnel that Okuda used was 15 cm wide and had water and airflow depths of 23 
and 50 cm, respectively. Presumably the narrow tank width suppressed any 
crosswind flow beneath the wavelets, because Okuda (1982b) considered the flow to 
be two dimensional. Okuda (1982a) showed that there was a high vorticity region 
near the crest of steep wavelets accompanied by a thin surface-layer flow in excess of 
the wave celerity (figure 3.1). He attributed these motions to large tangential 
stresses, induced by the airflow, near the crest.
Okuda (1982b) proposed that the excess flow accompanied intense rotational 
motions with a downward component on the downwind side of the wavelet crest 
(termed a "forced convection"). Okuda (1982a) suggested that the forced convection 
ejected floating particles from contact with the water surface. Identification of the 
forced convection relied upon subtraction of the irrotational wave orbital motion 
from the measured flow field. However, this technique could be inappropriate as 
there is no reason to expect that the wave orbital motion was irrotational.
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high vorticity crest-roller
narrow region 
of excess flow
parastic capillaries
wave profile forced convection
Figure 3.1 Schematic diagram of the location of the crest-roller, excess flow and parasitic 
capillaries on a wavelet. Reproduced from diagrams by Okuda (1982a) and Longuet-Higgins 
(1992).
Csanady (1990) studied the momentum flux in breaking wavelets. Prompted 
by the observations of Okuda (1982a, b), among others, Csanady considered a 
breaking wavelet to be a vortical crest-roller and a trailing turbulent wake riding on 
an irrotational wave. By modelling the wavelet, he showed how the wavelet 
momentum might be converted into a shear flow.
Longuet-Higgins (1992) studied the dynamics of the parasitic capillaries that 
ride downwind of a wavelet crest. He proposed that the vorticity generated by the 
capillaries diffuses downward and is advected toward the wavelet crest to contribute 
to the vorticity in the crest-roller. Longuet-Higgins argued that the configuration of 
the crest roller and the capillaries is self-sustaining, with energy for the flow being 
drawn from the gravity wave. Ultimately, the flow breaks down and Longuet-Higgins 
suggested three possibilities. First, the energy may be dissipated as the wavelet 
flattens when it moves through a wave group; second, the capillaries dissipate energy 
by growing to their limiting wave form and trapping air bubbles; and third, the flow
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becomes unstable and the parasitic capillaries are replaced by an unstable shear layer 
between the roller and the underlying flow.
Banner and Phillips (1974) provided a model for the influence of wind-drift 
upon the stability of a wavelet. They predicted that the presence of a thin wind drift- 
layer will cause wavelet breaking to occur at a wave amplitude less than that given 
by the limiting form of a steady irrotational gravity wave with a sharp crest. By 
neglecting the effects of molecular viscosity, the vorticity equation near the water 
surface was approximated and Banner and Phillips showed that the surface velocity 
at the crest of a wavelet is given by
(«,) = C - [(C - u0) 2 - q(2C - (3-1)
*  crest u
Here (u ) is the tangential surface velocity at the crest, q is the tangential surface
s  crest
velocity at the point where the wave profile crosses the mean water surface, U() is the 
amplitude of the wave orbital velocity and C is the wave celerity. In the present 
study, both the surface velocity us and q are the velocities in the laboratory reference 
frame. Equation (3.1) can be expressed in the form
(1 - T)2 = (1 - P)2 - y(2 - Y ) ,  (3.2)
where T = (w ) /C, ß = UJC, and y = q/C; and its predictions can be plotted in
s crest u
the form shown in figure 3.2.
70
Y = q/C
Figure 3.2 Contours of T as a function of the orbital velocity at the wave crest U0 and the 
surface drift velocity q at the mean water level. Reproduced from Banner and Phillips (1974).
Incipient breaking is predicted by the line T = 1 in figure 3.2. As the drift 
velocity increases, the maximum orbital velocity that can be attained without wavelet 
breaking decreases.
There are two main assumptions made by Banner and Phillips in their model. 
First, the response of the wind drift layer to variations in the tangential wind stress is 
considered long compared to the wave period. Second, the unbroken wave is 
considered steady in a frame of reference moving with the wave profile. These 
assumptions will be examined in more detail when the measurements are compared
with the model predictions.
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3.1.1 Particle Image Velocimetry
To obtain quasi-instantaneous two dimensional flow measurements beneath 
the water surface, the "Particle Image Velocimetry" (PIV) technique was employed. 
This technique involved seeding the flow with small light-scattering particles which 
were illuminated by a sheet of laser light. A camera was placed to view the in-plane 
movement of the illuminated particles and the laser sheet was pulsed on and off at 
high frequency. Multiple exposures of particle positions were recorded in a single 
image. The velocity of the particle was obtained by analysing a small area of the 
image containing one or two trails of bright dots. This small area is termed the seed- 
particle image.
To determine the average velocity vector within the seed-particle image, a 
digital form of an approach based upon the diffraction of light was used. In this 
analogous method a beam of coherent light is shone through the image recorded on 
photographic positive fdm. At locations on the film where particles are illuminated, 
the film is transparent and the laser light passes through. However, between 
illuminated particle images the film is opaque and the laser light is stopped. On a 
screen placed beyond the plane of the film, diffraction fringes appear. This 
phenomenon is identical to that in Young's double slit interferometer experiment. 
The spacing and orientation of the diffraction fringes are geometrically related to the 
spacing and orientation of the trail of bright dots in the seed-particle image
(figure 3.3).
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beam of trail of bright dots diffraction fringes
coherent light in seed-particle image on screen beyond
Figure 3.3 Schematic diagram o f the spacing and orientation o f diffraction fringes that result 
from projecting coherent light through a small portion o f film containing a trail o f bright 
dots.
An average particle velocity in the seed-particle image is obtained from the 
diffraction fringe spacing and orientation, and the interval between the laser sheet 
pulses. This method has a directional ambiguity that is usually resolved by coding 
the sequence of laser light flashes. In the following experiments the intensity of the 
laser sheet pulses was reduced from the moment of the first flash when the aperture 
of the camera was opened. The intensity and hence the size of individual dots 
decreased (figure 3.3). A summary of other techniques used to code the laser flashes 
is given by Grant and Lui (1990).
The digital technique of obtaining diffraction fringes was performed by 
calculating a two dimensional Fourier transform of the light intensity data that makes 
up a seed-particle image. Diffraction fringes are seen in the Fourier transform plane 
(Willert and Gharib, 1991). The form of the laser sheet illumination sequence was a 
ramp-windowed sin2 profile, as shown in figure 3.4.
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Figure 3.4 Ramp-windowed sin2 laser illumination profile.
There were nine laser flashes over a period of 30 msec. By varying the laser 
intensity sinusoidally, the energy in the first order diffraction fringe was maximised 
and the fringes are sharpened for easier analysis (Shepherd et al., 1991).
3.1.2 Fluid and particles
Rhodamine impregnated polystyrene seed-particles, having a mean diameter 
of 30 pm and density ~ 1050 kg m'3, were used for flow measurement. These 
particles were supplied by Prof. J. Katz of the Department of Mechanical 
Engineering, Johns Hopkins University. One problem with the implementation of 
PIV is obtaining sufficient scattered light from the seed-particles. This problem is 
compounded by the requirement that the laser sheet must be viewed perpendicular to 
the direction of the light projection as the light scattered in this direction is usually 
weak. The amount of light scattered can be increased by using a more powerful laser- 
light source, by increasing the particle size, or by changing the particle material. 
There are disadvantages for the first two options; increased cost and complexity of
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the laser, in the first case, and an increase in the likelihood that the particle motion 
will be different to the fluid motion in the second case. By impregnating the seed- 
particles with rhodamine, some laser light is absorbed and remitted between 
wavelengths 553 and 577 pm (orange). This fluorescent source is in addition to the 
component of the scattered light so that the particles appear brighter.
Five 200 LI plastic drums were filled with filtered town supply water. So that 
the seed-particles were approximately neutrally buoyant in the fluid, commercial 
swimming pool salt (NaCl) was added to the water to increase the fluid density to 
1050 kg m'3. Additionally, the salt caused very fine sediment that remained in the 
water to flocculate together and fall to the bottom of the drums. Lids were fitted to 
the water drums and left undisturbed for two days to allow the water to clear, after 
which time the fluid was pumped via a filter into the wind-tunnel tank. The optical 
clarity of the resulting fluid was exceptionally good - a desirable feature for 
application of PIV. Seed-particles were added shortly before the flow measurements.
3.1.3 Laser and optics
A 6-W Argon-ion laser (model: 190-6, manufactured by Coherent Scientific) 
operating at maximum power in the multi-line power mode (wavelengths 514.5 
through 457.9 pm) was used to illuminate the seed-particles.
To obtain the laser illumination profile given in figure 3.4, the laser beam 
was projected through an acousto-optic modulator (AOM) (model: N30085-3, 
manufactured by Newport Electro-Optics Systems). The AOM was driven by the 
85 MHz acoustic source provided by an analog driver (model: N31085-6AS). Input 
to the AOM drive was a 0-1 V signal from a Digital to Analog Converter (DAC),
75
which was in turn driven by a 486 Personal Computer (PC). When the acoustic 
signal to the AOM was off, the laser beam passed through the crystal without 
modification and was terminated at a blackened metal stop. However, when the 
acoustic signal was applied, part of the input laser power was diffracted into a first- 
order diffraction beam and it was this beam that was used to illuminate the flow. The 
amount of laser power that was refracted varied with the acoustic input power, and at 
maximum input the AOM could refract 85% of the input laser power into the first- 
order beam. Figure 3.5 shows the layout of the laser and associated optical 
components.
4.3 m laser sheet
wind-tunnel tankupwind end wave gauge
len se  array
light stop
argon-ion  laser
mirrorAOM wave gauge 
electronics
low erAOM driver
386 PC486 PC
display m onitor
Figure 3.5 Schematic diagram of equipment layout. The heavy solid line and dappled area 
represents the laser light and the dashed lines denote electrical connections.
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Placed beneath the wind-tunnel tank, the laser projected a horizontal beam of 
light in a direction normal to the wind-tunnel walls. After travelling 2.5 m from the 
AOM, the refracted beam had separated from the non-refracted beam by 2 cm 
allowing the later beam to be stopped. The refracted beam was then reflected 
upwards by a mirror and entered a 6 mm focal length plano-concave, then a 50 mm 
focal length plano-convex, cylindrical lens. The expanded axis of the laser sheet was 
aligned in the wind-direction and the laser sheet projected upwards and on the centre­
line of the glass bottom of the wind-tunnel tank (plate 4).
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Plate 4. The view from above the water surface looking at the laser 
sheet and the wave height gauge. Wind blows r ig h t  to l e f t .  At the 
water surface the laser sheet was 10 cm wide and 4 mm th ick  and was 
inc lined  towards the lower camera.
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3.1.4 Lower camera
PIV images were captured by a high resolution digital camera (Megaplus, 
manufactured by Eastman Kodak Co.), with a resolution of 1280 horizontal by 1024 
vertical pixels. The camera was fitted with a micro-Nikor 105-mm f4.5 lens. Digital 
images were available from the camera at 5 Hz, but the PC hardware limited the 
storage rate of images to one every 4 s. Each image occupied 1.3 Mbytes of hard disk 
memory on an Intel 486 PC.
The camera was placed at the sidewall of the wind-tunnel tank and orientated 
perpendicularly to the wind-tunnel walls and opposite to the laser-light sheet. 
Previous measurements (not detailed here) using the refraction of a laser beam 
passed vertically through the water surface, showed that the maximum crosswind 
wave-slope of the wavelets at reference windspeed 5.3 m s'1 and x = 4.3 m was no 
greater than 8 °. The optical axis of the camera was inclined upward at 8 ° to the 
horizontal, so that images of the seed-particles on the laser sheet could be viewed 
very close to the water surface. Otherwise, the region near the wavelet crests would 
have been often obscured by crosswind troughs. Similarly, the axis of the laser sheet 
was inclined toward the camera at 8° to the vertical so that there was no change in 
focus from the top of the image to the bottom (plate 4). The field of view of the 
lower camera was 3 cm horizontally by 2 cm vertically.
3.1.5 Wave profile
Plate 5 shows a typical false-colour image of the seed-particle movements
beneath the water surface taken with the lower camera.
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Plate 5. A fa lse -co lour image o f the seed-partic le  movements beneath 
the water surface taken with the lower camera. Light in te n s ity  is 
red (h igh), green (medium), blue (low). The white l in e  near the top 
of the image is  the position o f the surface obtained from the upper 
camera. The wave was t ra v e l l in g  from l e f t  to r ig h t .
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The white line near the top of Plate 5 is the water surface and could not be 
distinguished from the lower camera image because of the reflection of laser light 
from the mirror-like underside of the water surface. However, viewed from above the 
water, the intersection of the laser sheet with the water surface clearly outlined the 
profile of the wave. The data for the white line was obtained from an upper camera 
(figure 3.6).
u p p e r  c a m e r a  
f o r  w a v e  p r o f i l e  
m e a s u r e m e n t
w a t e r  s u r f a c e
l o w e r  c a m e r a  
f o r  f l o w  m e a s u r e m e n t
Figure 3.6 The layout o f the upper and lower cameras.
An analog video camera (Model: WV-F15E, manufactured by Panasonic) 
was placed outside a clear acrylic window in the wind-tunnel wall and focused on the 
wave profile. The field of view was the width of the 10 cm long intersection of the 
laser sheet with the water surface. The video frame rate was 50 Hz and the shutter 
speed of the video camera was set to 1/125 s.
During the flow measurements the wind-tunnel room was darkened. Each
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time the seed particles were illuminated by the laser and a PIV image was captured, 
the upper video camera recorded the profile of the wave. Video and timing signals 
were recorded on VHS video tape for later processing. The total duration of the nine 
laser flashes was 30 ms, so that the wave profile was typically captured on one or 
two of the video frames. To transfer the wave profile from video tape to the lower 
camera image, the video images were digitised by focusing the digital camera on 
each video frame of a wave profile displayed on a high resolution video monitor 
(Model: AG-6720A, manufactured by Panasonic). The digital wave profile images 
contained light intensity data that was differentiated spatially to detect the location of 
the most rapid change in light intensity. These locations defined the water surface. 
Before the experiment a thin card scribed with graticules was placed in the position 
of the laser sheet and images of the card were recorded through both cameras. The 
graticule marks on the card were located in each image so that the wave surface data 
could be transferred between the upper and lower camera views.
It is estimated that the wave profile was located vertically in the lower camera 
image to within ±0.5 mm of the actual surface position, and horizontal features of 
wavelength greater than 3 mm were accurately recorded. The image of the wave 
profile from the upper camera was weighted towards the position of the wave at the 
start of the laser flash because the pulses were brighter there.
The wave profile data were fitted by least-squares to the form of a third-order 
Stokes wave (Kinsman, 1965), given by
1 2
T) = acos(£;c + 0 ) + — a kcos(2(kx + 0 ) + 1)
2
+ — ö 3 & 2 (cos (3 {kx + 0)),
8
(3.3)
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where the fitting variables are a, k and 0. These variables are respectively, the 
amplitude, wavenumber and phase of the Stokes wave. Figure 3.7 shows the best fit 
to the surface profile for the wavelet corresponding to the PIV image in Plate 5.
x' (cm)
Figure 3.7 The surface profile of the wave shown in plate 5. The solid, dotted and dashed 
lines denote, respectively, the wave profile from the upper video camera, the best fit of the 
third order Stokes wave model and the field of view of the lower camera. The coordinate 
system is rectangular cartesian and referenced to the moving wave profile. The wave was 
propagating from left to right.
3.1.6 Image capture
To obtain high spatial resolution flow measurements near the water surface, 
the field of view of the lower camera was limited to approximately half a wave 
length. Also, the most interesting flow structures appeared to be from those between 
the crest of the wavelet and the next downwind trough. For these reasons the capture 
of a PIV image was coordinated with the wave cycle. A wave gauge (see §3.3.1 for 
more detail) was deployed 1 cm crosswind and beyond the laser sheet (plate 4 and 
figure 3.5). Each PIV image was triggered when the water height rose above the
mean water level.
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The usual precautions against accumulation of surface films were followed, 
then approximately 5 g of seed-particles were released into the flow. Twenty minutes 
was allowed for starting transients in the circulation of the wind-tunnel tank to 
disappear before 200 PIV images were captured. The reference wind-speed was set to 
5.3 m s'1.
3.1.7 Velocity vectors
Each of the PIV images was processed using the digital diffraction technique. 
Software for this task was developed by Shepherd and La Fontaine (1990) (trade 
name: FLOMAP). The digital image was divided into 1024 small overlapping 
analysis regions and for each region the digital diffraction technique was applied to 
the seed-particle images.
The FLOMAP software was of limited use in this application. Approximately 
5% of all the seed-particle images yielded useful velocity vectors. The poor return 
rate was largely due to the large shear and poor contrast near the water surface. To 
obtain the other 95% of vectors, further software was written that determined the 
velocity vectors from either the mean spacing of the bright dots in each seed-particle 
image or from the total length of the trail of dots. This technique was manual, so the 
advantages of the automatic processing afforded by FLOMAP were lost. Plate 5 
shows that some particle traces were curved, particularly downwind from the wave 
crest where the wave orbital velocity is rapidly changing direction. To obtain velocity 
vectors from these particle traces the locations of bright dots were fitted by least-
squares with a linear vector.
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Each PIV image yielded 150-200 velocity vectors. For the wavelet shown in 
plate 5 the velocity vectors obtained are shown by the red vectors. The length of each 
vector is proportional to the magnitude of the velocity and the direction is away from 
the hollow red circles.
Velocities and coordinates were transformed from a rectangular cartesian 
coordinates (x',z), to a curvilinear coordinate system (c{),i|/), given by the 
transformation
(j> = x'  -  a e kz sin kx'
,  k z '  i  ‘ (5 -4 )i|/ = z -  ae  cos kx
Both coordinate systems were referenced to the wave profile. Piere x' = (j) = 0 at the 
wavelet crest and z' = 0 is at the water surface.
Using a scheme for the bivariate interpolation of arbitrarily positioned data 
onto a regular grid (routines TRMESH, GRADL and SFVAL2) as described by 
Morris (1993), velocities were interpolated at 400-600 locations in the curvilinear 
coordinate system. An example of the interpolated velocity field for the PIV image in
plate 5 is given in figure 3.8.
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Figure 3.8 The field of interpolated velocity vectors for the PIV image shown in plate 5. The 
heavy line is the water surface.
Wave celerity was calculated from the third order Stokes wave model 
(Kinsman, 1965) given by
C 2 = £ (1  + (ak + —a 3k 3)2), 
k 8
(3.5)
where a and k were obtained from the best fit of a third-order Stokes wave to the 
wave profile, equation (3.3).
3.1.8 Flow structure beneath a breaking wavelet.
Of the 200 PIV images recorded, 117 images contained information that was 
suitable for analysis. Unsuitable images contained two or more superimposed short 
wavelets, or had some portion of the flow field obscured by a crosswind wave 
trough. These images were discarded.
Each PIV image was captured at a fixed interval (~ 20 msec) after the wave
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gauge indicated that the wave elevation had increased above the mean water level. 
Most images recorded the flow structure from the crest, downwind through to the 
wavelet trough. Based on groups of wavelets (5-10) having similar wavelet heights 
and lengths, average flow fields were calculated. However, at most locations in the 
average flow field, the variability about the mean was comparable with the mean at 
that location. Therefore, the average flow structures are not only related to the height 
and length of waves but depend upon other parameters.
Nine wavelets were found to have horizontal particle velocities greater than 
the wave celerity, and are breakers. Table 3 summarises the wavelet amplitudes, 
lengths, celerities and slopes of these breakers.
amplitude length slope celerity T<*s
(mm) (cm) = ak (cm s'1) II I
2.8 7.1 0.248 34.4 1.15
1.5 6.5 0.145 32.3 1.06
2.0 6.2 0.203 31.6 1.07
1.9 5.9 0.202 31 1.01
2.3 5.9 0.245 31.2 1.09
2.2 4.9 0.282 28.7 1.00
2.4 8.1 0.186 36.2 1.03
2.4 6.6 0.228 32.9 1.09
2.1 5.6 0.235 30.4 1.05
2.2 (0.3) 6.3 (0.9) 0.22 (0.04) 32.1 (2.1) 1.06 (0.04)
Table 3. The amplitude, length, slope and celerity of the best-fit third-order Stokes wave for 
each of the breaking wavelets. T is the ratio of the maximum horizontal velocity measured at 
the wavelet crest to the wave celerity. The last row contains the mean and standard deviation 
( ) of each column.
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If a wavelet had a large slope ak then it was more likely that the wavelet was 
breaking. However, out of 117 wavelets there were a further nine wavelets that had 
slopes greater than the mean slope of the breaking wavelets (<ak = 0.22), but were not 
breaking. Wavelet slope by itself was not a useful predictor of wavelet breaking . 
Figure 3.9 shows the ratio Yobs plotted against the slope of each wavelet There is a 
very weak dependence of Yobs on wave slope and a large scatter around a linear 
model. All breaking waves had ak > 0.15.
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Figure 3.9 Dependence of the observed tangential surface velocity upon wave-slope for each 
wavelet. The dotted line is the best fit of a linear model to the data. The dot-dash line divides 
the breaking from the non-breaking wavelets based on the (w ) Ic > 1 criterion.
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Plate 6 shows the PIV image of a breaking wavelet. The left-hand side of the 
image is at 0  = -1 °, upwind from the wavelet crest and the right-hand side is 
0  = 132°, downwind from the crest. The flow is horizontal and downwind near the 
crest; slightly downwind from the crest there are particle traces that yielded velocity
estimates in excess of the wave celerity.
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Plate 6. A false-colour PIV image of a breaking wavelet. Particle 
velocities near the crest are in excess of the wave celerity. The 
wave was travelling from le f t  to right.
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By differentiating the interpolated flow field, the crosswind component o f the 
vorticity,
( “ >* =
ÖW 
dx 1
du
dz'  ’
(3.6)
was calculated. Figure 3.10 shows the vorticity beneath the breaking wavelet 
depicted in plate 6. There is a region o f high negative vorticity, 0.8 cm downwind 
from the wavelet crest, with a maximum value o f -160 s'1 in the narrow region on 
the downwind wave face. Denoting the boundaries o f the vortical layer by the 
contour (gj)* = - 20 s'1, this layer is ~ 3 mm thick and extends from the wave crest 
downwind beyond the location where the mean water surface intersects the wave 
profile (jc'=  1.8 cm). The position o f the high negative vorticity region relative to the 
wave crest (see figure 3.10) is similar to the one measured by Okuda (1982a). 
However, the magnitude o f the vorticity is twice as large as for any o f Okuda's 
waves.
At x f = 1.1 cm, the surface inclination reached a maximum value o f 30°.
This is close to the maximum surface inclination for a stable progressive gravity 
wave o f 30.37 °, predicted by Longuet-Higgins and Fox (1977) (see the discussion
later in §3.3).
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Figure 3.10 Contours o f the crosswind component o f the vorticity beneath the breaking 
wavelet shown in Plate 6. Units are s'1. The heavy line denotes the water surface. Note the 
narrow region of high negative vorticity near the surface, 0.8 cm forward from the wave crest.
By contouring values of the horizontal component of the interpolated 
velocity, the shape and size of the region of excess flow is shown in figure 3.11. This 
region, or "roller", is 0.8 cm downwind from the wave crest and approximately 
0.5 mm deep and 1 mm long. On both ends of the roller there must be a stagnation 
point where the horizontal component of the velocity is equal to the wave celerity. 
On the downwind end of the roller there must also be a convergence in the flow. 
Either there was a crosswind velocity component at this point, or there was a 
component normal to the interface and downwards. It is expected that it was at these 
convergence points that floating particles were dislodged from the surface (see 
further discussion on p92).
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x’ (cm)
Figure 3.11 Contours of the ratio of the horizontal component of the interpolated velocity to 
the wave celerity. The heavy line denotes the water surface. There is a small region near the 
surface, 0.8 cm downwind from the wave crest, where there is flow in excess of the wave 
celerity.
Visual observations of a wavelet propagating downwind in the tank (for more 
information see §3.2) showed that the wavelet height was strongly modulated as it 
moved forward through the wave group. Flow streamlines were not calculated 
because the flow was weakly divergent. The measured flows were divergent, but the 
distribution of the divergence for the nine breaking wavelets appeared to be 
dominated by a combination of small errors in the velocity measurements and weak
turbulence.
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Small bubbles should have been observed in the laser light if the breaking 
process was controlled by the parasitic capillaries reaching their limiting waveform 
(c.f. Longuet-Higgins, 1992). However, before the seed-particles were added to the 
flow, but after the windspeed was set, no micro-particles or bubbles were observed in 
the water.
None of the breaking wavelet flows had visible turbulent flow structures near 
the wave crest, or near the downwind wave face. Longuet-Higgins (1992) proposed 
that the vortical flow could become turbulent with an unstable shear layer between 
the roller and the underlying flow. This did not appear to have happened in the 
breaking wavelets detailed here. Furthermore, based upon the dimensions of the 
high vorticity region and the maximum horizontal velocity (see figures 3.10 and 
3.11) a local Reynolds number can be formed. This number is ~ 600 and is not 
considered to be large enough to produce a turbulent flow.
In this section it is hypothesised that particles were dislodged at the 
convergence points downwind from the wave crest. However, near the water surface 
of the grid stirred tank there must have been similar convergent flows, but no 
particles were observed to be ejected from the water surface. In this case it was 
shown that it was a viscous layer near the water surface that acted to trap floating 
particles. Apply this result to the current experiments suggests that downwind from 
the crest of breaking wavelets the viscous boundary layer must have been 
temporarily disrupted for the particles to be dislodged.
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3.1.9 Incipient wavelet breaking
From the interpolated flow fields of the 117 images, the maximum tangential 
surface velocity at the crest (u ) and observed surface drift velocity qohs were
5 crest
obtained. The drift velocity was estimated as the average of the tangential 
components of two velocity vectors close to the location where the best-fit Stokes 
wave profile intersected with mean water level on the downward face of the wave. 
One vector was at the water surface and the other was 0.6 mm immediately below.
For a third-order Stokes wave, the orbital velocity at the wave crest is given 
by Kinsman (1965) as
q  ak(  1 -  —  +  - k 2a 2 )
Un = C ( a ---- a 3k 2)ke 2 8 , (3.7)
8
where the wave celerity C is given by (3.5). The best-fit values for wave amplitude 
and wavenumber were substituted into (3.5) and (3.7) to obtain U() for each of the 
measured wavelets. Figure 3.12a shows the resulting contours of Y , = (w ) 1C
0DS s crest
in relation to the theoretical model for incipient wave breaking.
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Figure 3.12 The orbital velocity at the wave crest U0 as a function of the measured drift 
velocity on the downwind wave face at the mean water level, (a) Contours of the ratio of the 
maximum tangential surface velocity to the wave celerity, (b) The nine breakers, which all 
had tangential surface velocities greater than the phase speed. The dashed lines and the 
numbers in [ ] are the model predictions for T, given by equation (3.2).
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The orbital and drift velocities for nine wavelets that were breaking are 
shown in figure 3.12b. General features of the theoretical model of Banner and 
Phillips (1974) are reproduced in the experimental data. Observed contours of Tohs 
are roughly aligned with the predicted curves and T obs increased from low values of 
(y,ß) to high values, as predicted.
Wavelets observed to be breaking (Tohs > 1), are always to the right of the 
theoretical line T = 1. However, some breaking wavelets are well to the right of the 
theoretical line. For these cases the tangential velocity on the downwind-face could 
have been influenced by breaking, so that qobs increased.
Comparison of the contours of Tobs and T/;, (see figure 3.12a) shows that 
some wavelets predicted to be breaking according to the theory ( Tlh > 1), had values 
Tobs < 1, and were not breaking. This feature could have been due to variations in the 
measured drift velocity caused by the parasitic capillaries that ride on the lee-face. 
The wavelet depicted in Plate 5 is an example. The high velocities at the surface, 
near the centre of the plate, appear to be influenced by a ~ 4 mm long parasitic 
capillary wave. There were seventeen similar cases. Nine of these cases had 
Tobs> 0.7 and were close to breaking.
The first of the assumptions in the Banner and Phillips model was that the 
vortical wind-drift layer was long-lasting compared to the wave period. This 
assumption could not be quantitatively tested because the PIV images were not 
recorded frequently enough. It is clear that the vortical layer is disrupted when the 
wavelet breaks, as shown in the trough of the breaker in figure 3.10. In non-breaking 
wavelets there was usually a weak vortical layer in the trough.
The second assumption of the model was that the flow was steady. Clearly,
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this assumption is not true because the wave height was observed to be changing 
rapidly as it travelled through a wave group (see fig 3.18). Also, in the reference 
frame of the moving wave, the flow vectors in the curvilinear coordinate system 
showed nonzero normal velocities at the surface, indicating the non-steady nature of 
the flow.
Measurements of the drift velocity are certain to be influenced by the 
parasitic capillaries and this is expected to have caused some disagreement between 
the measurements and the model for breaking waves. Longuet-Higgins (1992) 
suggests that the capillaries play an active role in the breaking process. These 
measurements do not address this issue. However, a test of the dynamic role of the 
capillaries in the breaking process could be performed by repeating these 
experiments, with measurements of the drift velocity at the mean water level on the 
upwind wave face. There the measurement would not be influenced by the 
capillaries.
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3.2 Airflow separation
When a wavelet breaks, by the definition provided in §3.1, there is a 
stagnation point on the free surface in the reference frame of the moving wavelet. If 
there is continuity of the velocity across the free surface, Banner and Melville (1976) 
suggested that there must also be a stagnation point in the airflow and therefore 
separation of the mean airflow from the wavelet. The aerodynamic drag over the 
wavelets should have increased at the point of wavelet breaking. This section 
describes measurements of the aerodynamic drag for a range of windspeeds in the 
wind tunnel-tank. The objective is to determine if the critical windspeed coincided 
with changes in the drag and subsequently, with the onset of wavelet breaking.
Section 3.2.1 shows how the aerodynamic drag is related to the roughness 
Reynolds number and to measurements of the mean horizontal velocity. Section
3.2.2 contains details of the measurements, followed by a discussion in §3.2.3.
3.2.1 Roughness Reynolds number
The properties of the mean horizontal velocity U(z) in both rough-wall and 
smooth-wall boundary layers are obtained by asymptotically matching the flow in the 
overlap region between outer and inner layers (Raupach et al., 1991). The roughness 
elements are considered horizontally uniform and the boundary fluid is considered of 
uniform density. In the outer layer the flow scales with the friction velocity 
ut = (x/p)1/2and the boundary layer depth 6. The flow in the inner layer is 
postulated to scale with a set of length scales S.
For smooth walls, S consists only of the viscous length scale v/w4, whereas
98
for a rough surface, S consists of the viscous length scale as well as length scales /, 
that characterise the roughness. The latter are typically the physical roughness height 
h and the two orthogonal horizontal roughness dimensions.
For a rough wall the origin for z is vertically displaced and the displacement 
height, Z = z - d, becomes an additional length scale for the inner layer. The zero 
plane displacement d is the mean height of momentum absorption by the surface 
(Jackson, 1981). After non-dimensionalising the length scales with the roughness 
height, the asymptotic matching proceeds, and produces the logarithmic law in the 
form
U ( z )
u *
K"'ln(—) + const (Reh, IJh). 
h (3.8)
Here Reh = h u j \  is a Reynolds number based on the roughness height and k is the 
von Karman constant. In (3.8) the integration constant is incorporated into the 
logarithmic term to produce a roughness length z0 . The logarithmic law now has the 
familiar form
m  .  K-'ln^A (3.9)
The drag or total stress on the solid boundary can be specified by a drag 
coefficient
CD(hr)=(uJU(h))\ (3.10)
or using equation (3.9), equally well by
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>(*,)
h -  d
[K-1ln(—------)] 2
Z0
(3.11)
where hr is a reference height. Equation (3.11) shows that a combination of z0 and d 
is directly related to the drag coefficient.
The flow is dynamically fully rough when the roughness height greatly 
exceeds the viscous length scale. For solid boundaries z0 then becomes independent 
of Reh, and depends only on the roughness geometry. By equation (3.10), CD(hr) is 
constant. Within the inner layer of a fully rough flow, the drag is supported by 
pressure forces acting across the roughness elements. On the scale of the roughness 
elements, the airflow separates and creates a turbulent wake in the lee of the 
roughness element. Raupach et al. (1991) show that the fully rough flow regime over 
sand is observed to occur for Reh > 70.
The flow is dynamically smooth as h -  0 and then z0 = 0.14 v/w +. The surface 
stress is supported by viscous drag. Dynamically smooth flow over sand is observed 
to occur for 0< Reh< 5 . Between smooth and fully rough flows, there is a 
transitional regime where the surface stress is supported by a combination of viscous 
and form drag. Denoting the aerodynamical roughness Reynolds number by 
Rer = zQu J \  , and using the observation that for fully rough flow over sand 
zQ ~ /z/30, the flow regimes can be characterised by limits on Rer . The flow is 
dynamically smooth for Rer = 0.14 and dynamically fully rough for Rer > 2.33 .
For the airflow over a water surface, the relationship of Reh to zQ is not as 
simple as it is for airflow over a solid boundary. No longer is z0 independent of Reh 
for fully rough flow, because the roughness elements become a dynamical part of the 
process. Wu (1980) showed that z() continues to increase after the flow is fully rough,
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and is related to ut , g and a non-dimensional constant Y by
There is considerable scatter in the observed values of Y. Toba and Ebuchi 
(1992) related g z j u J  to the wave age opuJg  where op is the peak wave frequency. 
However, when experimental data are plotted in terms of g z j u m2 and opuJg,  
scatter remains. Toba and Ebuchi (1992) suggested that this scatter is due to high 
frequency fluctuations in the wind field. Melville (1977) examined (3.12) and 
expanded upon the theory for the limiting amplitude of small gravity waves under the 
action of wind drift and swell, as developed by Phillips and Banner (1974). Melville 
showed that (3.12) is obtained when the effects of wind drift and swell are ignored.
There are two significant facts that Melville (1977) and Toba and Ebuchi 
(1992) have established. First, it is the short gravity waves on the ocean surface that 
act as the aerodynamic roughness elements. Second, the variation in the observed 
value of Y is due to the amount of modification that the short gravity wave field 
undergoes by wind drift and swell.
Previous evidence for the concurrence of airflow separation over short gravity 
waves with wave breaking have been provided by Gent and Taylor (1977), Banner 
and Melville (1976) and Melville (1977). Gent and Taylor (1977) provided 
numerical simulations of the airflow over wavelets and suggested that airflow 
separation occurs at the point of incipient wave breaking. Banner and Melville 
(1976) demonstrated the concurrence in a wind-wave flume experiment. Their 
experiments showed a large jump in the aerodynamic form drag at the point of wave 
breaking. Melville (1977) compiled data from five field experiments and showed that
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the measurements were consistent with the beginning of fully rough atmospheric 
flow, and subsequently the onset of wave breaking and airflow separation, at 
Re = 2.r
3.2.2 Airflow measurements
The hot-wires and traversing gear used in §2.1.3 were deployed at a fetch of 
4.5 m in the wind tunnel-tank. The configuration of the wind-tunnel tank was 
identical to the experiment in §2.1. Thirteen vertical traverses were made between 
reference windspeeds of 2 m s'1 and 6 m s'1. Outputs from the two hot-wires were 
recorded at 5 kHz for 20 s at each of forty vertical levels. Figure 3.13 shows a 
schematic diagram of the hot-wire configuration. The lowest vertical position was 
14 mm above the still water surface, and the highest was 297 mm. Due to a vertical 
separation of 142 mm between the two hot-wires, there was a vertical overlap of 
sensor positions during each traverse. This feature was used for inter-comparison of 
hot-wire calibrations. Absolute calibration was performed at the beginning and end 
of the experiment, by comparing the hot-wire velocity estimates with the velocity 
estimated from a pitot-static tube. The angle of attack the hot-wires made with the 
mean horizontal wind was varied during a second calibration, so that the alignment 
of the two 5 pm tungsten wires of each sensor was accurately known. Measurement, 
and the subsequent compensation for misalignment of the sensors, is critical for 
estimation of the high order turbulent moments. Perry (1982) shows that errors of 6%
in u 'w ’ are obtained per degree of misalignment.
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Figure 3.13 Configuration o f the two hot-wire anemometers.
Prior to the beginning o f the experiment, a light wind was blown down the 
tunnel, and the water surface was skimmed by overflowing into the weir at the 
downwind end. Any pre-existing surface-film, such as that developed by aerosols, 
was removed from the water surface. The fluid in the tank was identical to the saline 
water used during the critical windspeed experiment (see §2.2). The surface tension 
o f a sample o f tank water was analysed and found to have a value o f 
59 ± 1.0 dynes cm"1. A t each reference windspeed the airflow, wave field and tank 
circulation was allowed to settle for 20 min before the beginning o f each vertical 
traverse. Each vertical traverse was completed within 10 min.
14 mm
X I
103
3.2.3 R esu lts
Figure 3.14 shows the measurements made during the vertical traverse at a 
reference windspeed of 5.2 m s'1. There is a very small (< 0.5% mean windspeed) 
disagreement between the mean horizontal velocities recorded by the two hot-wires 
in the overlap region at z ~ 18 cm. The mean Reynolds stress -u 'w '  has a maximum 
value at ~ 13 cm, then decreases slowly towards the water surface, and more rapidly 
with increased height. At a height ~25 cm -u 'w ' decreased to 10% of the maximum, 
and this position marks the edge of the layer influenced by the boundary. An estimate 
of the friction velocity, denoted as (wj , was made by extrapolating -u 'w '  to the 
boundary and employing
K ) e
as z  ^ 0 . (3.13)
0 0.02 0.04 0.06 0.08 0.1 0.12
-u'w' (nr2 s’2)
Figure 3.14 The vertical profiles of horizontal mean velocity, • , and - u ' w ' , O, made at a 
reference windspeed of 5.2 m s'1.
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Measurements of w(z) beneath z = 12 cm were used to linearly regress 
equation (2.5) by the method of least squares. The roughness length and a second 
estimate of the friction velocity (u ) were obtained. The von Karman constant was
p
chosen as k = 0.37, as in §2.1.3. Tseng et al. (1992) suggest that the displacement 
height depends on the density of the roughness elements. They give measurements to 
support their claim. Here, no account is taken of the variations of d, and d is set to 
zero. Figure 3.15 summarises the best fit values for each reference windspeed and the 
roughness Reynolds number. Also plotted in figure 3.15 are the corresponding values 
as given by a model of Wu (1971) using equation (3.1.2) with 0.011, 
v = 1.5X10“5 m2 s'1 and a reference height /z of 10 cm. The friction velocity obtained 
from the eddy correlation technique was used in all calculations.
3.2.4 Discussion
At a reference windspeed of ~ 3.5 m s'1 the measured value of Rer= 0.5, 
indicating that the aerodynamic boundary layer was in the transitional flow regime.
At a reference windspeed of ~ 5 m s'1, Rer ~ land the viscous drag on the boundary is 
of similar magnitude to the form drag. Air flow separation is not occurring over all 
the roughness elements, because in that case Rer > 2, but it could have been 
occurring over the breaking waves. There is a 50% increase in Rer between 
windspeeds 4.2 m s'1 and 4.8 m s'1 that suggests a change in the surface boundary 
flow. It is therefore reasonable that the airflow separation and wavelet breaking was 
occurring at the critical windspeed of 4.1 m s'1.
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Figure 3.15 The variation with reference windspeed of (a) aerodynamic roughness length; 
(b) friction velocity, key: profile method, O, eddy-correlation method, x and (c) roughness 
Reynolds number. The solid lines are the relations given by the model of Wu (1971).
There is a good agreement at reference windspeed ~ 4 m s ' 1 between the 
friction velocities estimated from the profde and eddy correlation methods. However, 
at lower windspeeds the profile method produces a higher estimate than does the 
eddy-correlation method. Above 4 m s'1 windspeed the reverse is true. Using k = 0.4 
gives better agreement between the estimates obtained using the two methods. This 
result is in contrast to the result of Tseng et al. (1992), which showed that at k = 0.37 
the fit was better than at k = 0.40.
Comparison of the experimental results with the model of Wu (1971) shows
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that the data fall below the model prediction. Equation (3.12) is only valid when the 
aerodynamic drag on the water surface is dominated by form drag. Therefore, below 
a reference windspeed of 2 m s'1 Wu's model is not valid and z0 and CD would have 
increased as the windspeed decreased.
107
3.3 Surface elevation
This section presents measurements of the surface elevation in the wind 
tunnel tank. Surface inclination is expected to be related to wave breaking. Section
3.3.1 describes previous measurements and related theories. The remaining sections 
describe and discuss the measurements made in the wind tunnel tank at different 
windspeeds.
3.3.1 Maximum surface inclination
Measurements of breaking wind-waves have been made using wave height 
gauges in the field by Longuet-Higgins and Smith (1983), Weissman et al. (1984) 
and Thorpe and Humphries (1980), and in the laboratory by Xu et al. (1986) and 
Hwang et al. (1989). The principles and techniques used by these researchers are 
similar and most have evolved from the theoretical considerations suggested by 
Longuet-Higgins and Fox (1977).
Longuet-Higgins and Fox predicted theoretically that the maximum stable 
surface inclination of a progressive gravity wave is 30.37 ° . This criterion provides a 
limit on the maximum rate of change of surface elevation for a stable wave given by
<  tan_1(30.37°)C = 0.586C, (3 14)
dt ’
where r\(t) is the surface elevation and C is the phase speed of the gravity wave.
The rate of change in surface elevation can be measured using a wave height 
gauge. If (3.14) is exceeded at some point on a breaking wave, the measurements 
made by a single wave height gauge can be used to determine several statistics about 
the breaking waves. Examples of these statistics are:
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1) . the breaking probability, i.e. the number of waves in a record where (3.14) is 
exceeded, divided by the total number of waves,
2) . the breaking phase inception, i.e. the location, relative to the crest, of the 
point where (3.14) was first exceeded,
3) . the jump height, i.e. the difference in surface elevation where the surface 
inclination rises above, then falls below, the critical value, and
4) . the jump duration, i.e. the period when the surface inclination exceeds the 
critical value.
Weissman et al. (1984) used the occurrence of peaks in the high frequency 
wave energy spectrum and the location relative to the crest of the nearest low 
frequency wave to detect breaking. Their approach was empirical and they had 
difficulty in providing a threshold level for breaking.
Here criterion (3.14) is applied to a wave height time series obtained for a 
variety of windspeeds and the breaking wave statistics are calculated.
3.3.2 Wave height gauge
The height of the wavelets was measured using a resistance wave height 
gauge. Two parallel 0.2 mm diameter platinum wires were mounted in a support
frame 3 mm apart (figure 3.16).
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Figure 3.16 Schematic diagram of the wave height gauge. All dimensions are in millimetres. 
The dotted line denotes signal wires.
The platinum wires were electrically isolated from each other and from the support 
frame. To avoid movement of the platinum wires by wave forces, and to limit the 
nonlinear response of the instrument, the length of the wires was restricted to 40 mm. 
The support frame was manufactured from stainless steel and the vertical post was 3 
mm in diameter and 160 mm in height. Horizontal support arms were made from 65- 
mm long rectangular 3x1-mm strip. All dimensions were selected to maximise 
rigidity and to reduce flow distortion.
Signal wires were connected to the resistance wires at the lower support arm 
and connected to an electronic bridge circuit. The bridge output voltage was then 
connected to an a 5 kHz low pass filter, offset by the addition of a constant DC 
voltage, and amplified so as to match the +5 to -5 V input voltage range of a data 
logger (Analog Devices RTI-815). The resultant signal was digitised at 500 Hz for
1 10
660 s and stored on the hard disk of a 486 PC.
Static calibration of the wave gauge was performed by placing the gauge in a 
2 L beaker containing fluid extracted from the wind-wave tank. The output signal 
was monitored as the water gauge was lowered to various levels within the beaker. 
Throughout the range of expected wave heights, the relationship between output 
signal and static water level was linear and the voltage response was typically 
~ 1.6 mm V'1. When the calibration was obtained by raising the sensor rather than 
lowering it, no change was recorded in the calibration equation. Consequently, 
hysteresis effects on the wetting direction were considered negligible.
No dynamic calibration was performed on the wave gauge. However, the 
dimensions and layout of the resistance wires are similar to the parallel-wire wave 
gauge designed and used by Mitsuyasu and Honda (1974). Both instruments should 
behave similarly. Mitsuyasu and Honda showed that their instrument responded 
satisfactorily up to a wave frequency of 40 Hz. Because the diameter of the wire used 
here is larger than that used by Mitsuyasu and Honda (they used 0.1 mm diameter 
wires), the wave height gauge is conservatively rated as satisfactory up to a wave 
frequency of 20 Hz.
3.3.3 Experiment
The conditions within the wind-wave tank were identical to that used in 
previous experiments (see §2.1 and §3.1). After removing surface films, the wave 
gauge was placed at a fetch of 4.5 m and a series of wave elevation measurements 
were made for 11 reference windspeeds between 2.3 and 5.4 m s'1. Twenty minutes 
elapsed after each change in windspeed before measurement started. During the
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experiment there was a very weak flow (~ 1.0 1 min'1) passing over the weir to 
continuously remove any surface film.
3.3.4 Data processing
An individual wave was identified in the record by the displacement that 
occurred between sequential up-crossings of the mean water level, defined as 
instances when
> 0 and Ti - r\ = 0. (3.15)
Here p is the mean wave level. The period of a wavelet was estimated as the time 
between sequential up-crossings, and the height was estimated as the range in 
elevation that occurred during the same interval.
Equation (3.14) requires an estimate of the phase speed for each wave. This 
value was obtained from the second order dispersion relation for progressive gravity 
waves of finite height given by
c = £(1 + (ak)\  k =— . (3.16)
0 g
Here a is the wavelet frequency, a is the amplitude and k is the wavenumber. Hogan 
(1980) has calculated the dispersion relation for capillary-gravity waves of finite 
height. A comparison between equation (3.16) and Hogan's solution showed that for 
A > 40 mm, ak < 0.4 and T — 0.057 N m'1, the effect of surface tension upon the 
phase speed was a change of less than 3%.
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Each wave was analysed in two passes of the wave record. During the first 
pass each wave was identified and the period, height and phase speed were 
calculated. On the second pass a time series of the rate of change in surface elevation 
was estimated as
1 dr] 1 ~ *1,-)
C dt C At
j
(3.17)
Here C/ denotes the phase speed of the jth wavelet in the time series, At is the 
sampling interval and the subscript on rp indicates the ith sample. This second time 
series was subsequently used to calculate the wave breaking statistics. Waves with 
frequencies greater than 20 Hz were not used to calculate the breaking statistics.
3.3.5 Observations
Figure 3.17 shows the probability density distributions P of the measured 
wavelet period tp and height for a selected number of windspeeds.
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Figure 3.1 7 The probability density distribution for wavelets, (a) period and (b) height for a
selected number of reference windspeeds at x = 4.5 m. Key:-------- , 3.2 ; ------- , 3 .5 ;........,
4 .0 ;--------- , 4.5 and----------- ,5.4 m s'1.
Below a reference windspeed of ~ 3 m s'1 , the water surface was glassy in 
appearance with small wavelet undulations of height h < 1 mm. At 3.5 m s'1 between 
three and four capillary waves were present on the forward face of the higher 
wavelets (h ~ 1 mm). The wavelength of the parasitic capillaries was 2-3 mm and 
the wavelet crests were rounded in appearance. The most dominant wavelets had a 
frequency of 8.2 Hz (period 0.12 s, see figure 3.17a).
At reference windspeed ~ 4 m s'1, the significant wavelet height was 2 mm, 
but for most wavelets h < 1.5 mm. Parasitic capillaries were associated with wavelets
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for h > 1 mm. On wavelets where h < 1.5 mm there were three or four parasitic 
capillaries, but for wavelets where h > 2 mm the number of parasitic capillaries was 
between four and six. These fine capillaries had wavelengths of 1-2 mm. Near the 
forward edge of a high wavelet crest, there was a sharp surface discontinuity. The 
most dominant wavelet frequency was 7.5 Hz.
At reference windspeed ~ 4.5 m s'1, the significant wavelet height was 
2.5 mm. The high wavelets h > 3 mm carried more than six parasitic fine capillary 
waves (X <2 mm). Packets of wavelets were observed in the wave elevation record, 
with the highest in the packet occurring near the centre and smaller waves towards 
the tails. Within a distance of 3-4 wavelengths, a wavelet increased in elevation 
from a smooth crested displacement with few parasitic capillaries, to a high wavelet 
with a sharp crest discontinuity and many fine capillaries. The wavelet exhibited the 
characteristics of a high wave for 1 -2 wavelengths, and then decayed in height 
within another 1-2 wavelengths.
3.3.6 Results
Figure 3.18 shows a portion of the elevation and surface slope time series for 
windspeed 5.4 m s'1. The dashed line is the maximum stable surface inclination of 
0.586. The two high waves at 6.2 and 6.5 s have exceeded the critical slope and are 
theoretically unstable and breaking according to the criterion of Longuet-Higgins and 
Fox (1977). Of 4014 waves at 5.4 m s'1, 469 exceeded the critical slope criterion, 
thus the breaking probability was 11.7%. The average height and period of the 
breaking waves were 4.8 ± 1.4 mm and 163 ± 20 ms, respectively. Using equation 
(3.16) the wavelength was 42 ± 10 mm, so that the mean slope of the breakers was
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ak = 0.363 ± 0.05.
5.5 6 6.5 7 7.5
t (s)
Figure 3.18 (a) The surface elevation and (b) the surface inclination for 2 s of the time series 
at a reference windspeed 5.4 m s'1. The dashed line is the maximum theoretical surface 
inclination for a stable wave given by equation (3.14).
The breaking inception phase and jump duration for windspeed 5.4 m s'1 was 
54.5 ± 13.3° and 1.5 ± 1.2 ms, so it was that portion of a breaker between 41 ° and 
67° forward of the wavelet crest that was unstable.
Table 4 summarises the statistics of the wavelets at each windspeed. As the 
windspeed increased the wave period increased, so that the total number of waves 
recorded at each windspeed decreased. The significant wave height hs, or the mean 
of the highest one-third of the waves, has been calculated from the root mean square
1 16
surface elevation using =  3.13y(r|2) as suggested by Longuet-Higgins (1952). 
The number of waves that exceeded the maximum surface inclination criterion 
increased with windspeed. Figure 3.19 shows that the breaking probability increased 
above 1% at reference windspeed of 4 m s'1.
Reference 
windspeed 
(m s'1)
Total number 
of waves
Percentage 
(and no.) of 
breakers
Significant 
wave height 
(mm)
Average wave 
period (s)
2.35 13739 0.07 (9) 0.22 0.047
2.74 9526 0.03 (3) 0.30 0.068
3.20 6010 0.02(1) 0.68 0.109
3.50 5605 0.12(7) 1.11 0.117
3.70 5279 0.23 (12) 1.48 0.124
3.90 5044 0.48 (24) 1.71 0.129
4.15 4801 1.5 (74) 2.02 0.136
4.40 4781 2.9(138) 2.18 0.137
4.50 4625 3.3 (153) 2.38 0.142
4.85 4495 5.0 (227) 2.69 0.146
5.40 4014 11.7 (469) 3.79 0.163
Table 4. A summary of the wavelets recorded at each reference windspeed.
117
£
>>
' I
o
£
0.01
U h(m s-1)
Figure 3.19 The breaking probability of wavelets recorded in the wind-tunnel tank.
The statistics of the breaking wavelets at windspeeds above «4  m s'1 are summarised 
in table 5. The average height of all the breaking wavelets was 3.9 mm. There was 
little variation in the average height with windspeed, although there was an increase 
in the standard deviation at low windspeeds. The phase speed and wavelength of the 
average breaking wavelet was calculated from the dispersion relation (3.16). The 
average slope, ak, of the breaking waves was 0.375. Here the wave amplitude is
estimated as a = h/2.
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Ref. Inception Average Average Phase Wave- Slope
wind phase height period speed length (= ak)
(m s'1) (deg) (mm) (s) (mm s'1) (mm)
3.90 47 ±27 3.9 ±3.0 0.135 249 28.4 0.431
4.15 43 ±55 3.9 ±3.2 0.139 253 30.2 0.406
4.40 57 ±21 3.3 ±1.2 0.137 241 29.3 0.354
4.50 60 ±18 3.6 ±1.0 0.144 252 32.4 0.349
4.85 57 ±14 3.7 ±1.0 0.146 256 33.3 0.349
5.40 54 ±13 4.8 ±1.4 0.163 288 41.5 0.363
Table 5. The statistics o f the wavelets that exceeded the maximum surface inclination, 
criterion (3.14). The values prefixed by ± are the standard deviations o f the quantity.
3.3.7 Discussion
The measured relationship between breaking probability and windspeed 
suggests that wave breaking was occurring at windspeeds above 4 m s'1. On average, 
the maximum surface inclination criterion was first exceeded 53° downwind from 
the wave crest. This location is on the steep downwind face of the wavelet where the 
parasitic capillaries normally ride.
From §3.1, the directly measured wavelength and celerity of breaking waves 
at windspeed 5.3 m s'1 were, respectively, 6 cm and 32 cm s'1 (table 3). Here, table 5 
shows that the same parameters were, respectively, 4 cm and 29 cm s'1. Both the 
wavelength and celerity determined using the wave gauge, are less than expected. 
This difference is due to the way the wavenumber was estimated. In §3.1 the 
wavenumber was obtained directly, but here it was estimated from the wave
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frequency. The wave frequency is influenced by the surface current and is doppler- 
shifted. At low-order in wave-slope, the difference in the estimated wave celerities 
can be accounted for by a surface current of u ~ Xf - c = 6/0.163 -32 = 5 cm s'1, 
where/is the wave frequency. Flow measurements in the wind tunnel-tank (not 
detailed here) show that u = 5 cm s'1 is a reasonable value for the average downwind 
flow in the top 5 cm of the tank.
The breaking criterion is influenced by the celerity, as shown by criterion 
(3.14). Flowever, the effect of the surface current on the estimated wavenumber and 
celerity, equation (3.16), could not be considered explicitly because the surface 
velocity was not measured with the wave height. It is suggested that there will be a 
small decrease in the estimated number of breaking waves after correcting for the
surface current.
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Chapter 4
Summary and discussion
This thesis has presented experiments that explored the dispersal of floating 
particles in two experimental free-surface flows. These experiments have contributed 
to an understanding of the exchange mechanisms near a flat water surface and near a 
water surface covered by small scale wind-generated gravity waves. Experimental 
data have been provided to test theoretical models on the factors that influence the 
distribution of floating particles in a wind-blown lake, and on the dynamics of 
breaking wind-generated waves.
4.1 First objective
Because direct observations of particle movements near a water surface are 
difficult, in this thesis the concentration of particles in the interior was used to study 
the exchange at the surface. The first objective of this thesis was to understand the 
factors that influenced the particle concentrations in the interior of the experimental 
flows. In the grid-stirred tank and the wind tunnel-tank, the first objective was met 
by comparing theoretical models for the dispersal of weakly floating particles with 
laboratory experiments.
Chapter one examined the ability of turbulence, impinging upon the water 
surface from below, to dislodge small floating beads from the surface. A theory for 
the one-dimensional dispersal of weakly floating particles in a turbulent flow beneath 
a flat water surface was described. The factors that influence the particle
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concentration were predicted to be the Peclet number and whether or not particles 
were reentrained from the surface. At very small Peclet numbers the particle 
concentration is independent of the intensity of the turbulence. Consequently, for a 
known flotation velocity and depth of tank, the interior particle concentration was 
predicted to depend only on reentrainment at the water surface.
The concentration of floating beads in a grid-tank was monitored and 
compared with the theory. The results showed excellent agreement between the 
theory and the experiments. Vigorous turbulence in the interior of the tank was not 
capable of causing reentrainment of the beads from the water surface. These results 
have the following implications.
First, adjacent to the water surface of the grid-tank there was a thin viscous 
layer. This layer acted to trap floating beads and was not easily disrupted by the 
impinging turbulence. For gases that have their exchange limited on the waterside of 
the interface, e.g. carbon dioxide, the transport across the interface would have been 
limited by molecular diffusion in a thin sublayer adjacent to the water surface. The 
thickness of the sublayer would have varied with the strength of the instantaneous 
shear stress, but it was unlikely that it would have been completely disrupted. To 
model the gas exchange, a theory based upon periodic convergences and divergences 
of the molecular sublayer would be appropriate.
Second, the experimental data suggest that turbulence generated at the bottom 
of lakes or rivers is unlikely to reentrain small floating particles (or algae) from the 
water surface. In particular, the beads used to measure the critical windspeed in the 
wind tunnel-tank were not reentrained from the surface by turbulence generated at 
the bottom of the tank. For the smooth surface of a lake or river, floating algae are
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predicted to accumulate on the water surface. Weak surface flows, e.g. flows due to 
thermal convection or light winds, would then transport the algae on the surface to 
regions where it would be concentrated into dense scums or mats. This process is a 
potential method for extracting problem algae from a water body and is suggested as 
an area of future research.
Third, the experimental technique used was a simple and effective method for 
measuring the terminal velocity of weakly floating particles in water. Previously this 
measurement has been difficult and unreliable. Many devices and techniques have 
been developed, and all are based upon measuring the terminal velocity in the 
interior of a stationary fluid. However, thermally induced motions often dominate the 
measurements. Various techniques are used to combat these effects, such as thermal 
insulation of the measurement vessel or vertical density gradients within the vessel, 
but none are very effective. By contrast, thermal motions are insignificant in the grid- 
tank. The terminal settling velocity is obtained by observing the dispersion of 
particles within a highly turbulent flow. Development of this technique into a useful 
field instrument for measuring the terminal velocity of algae is a potential area for 
future work.
In chapter two, the distribution of floating particles in the wind tunnel-tank 
was monitored in an attempt to understand the role of breaking wavelets upon 
reentrainment at the water surface. From the theory for two-dimensional dispersal in 
a wind-blown lake, the factors influencing the concentration of weakly floating 
particles were predicted to be windspeed, water depth, and flotation velocity. 
Comparison between an experiment using floating algae with the theory, showed that 
algae must have been reentrained from the water surface at a reference windspeed of
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5.3 m s'1. Furthermore, the horizontal concentration length scales was shown to 
depend inversely on the flotation velocity of the algae, as predicted. A critical 
windspeed was found that determined whether or not the particles would be 
reentrained from the water surface. The process that caused the reentrainment was 
hypothesised to be a convergent flow near the crest of breaking wavelets.
Speculating that a critical windspeed exists for real lakes, then the experimental 
results suggest the following.
First, the distribution of the algae within a lake would be very different 
depending on whether the windspeed was greater than or less than the critical 
windspeed. Suppose that there are floating algae in a lake and that after a night of 
very low winds, the algae had all floated to the surface. A daytime wind of less than 
the critical windspeed would be incapable of mixing algae from the water surface. 
Consequently, the wind would blow the population towards the downwind end of the 
lake at the speed of the surface current. Once the floating algae reached the 
downwind shore, they would stay there. By contrast, a daytime wind having a speed 
higher than the critical speed would cause the wavelets to break and to reentrain the 
algae into the water column. Eventually, the algae population would distribute itself 
throughout the entire lake if the wind were to blow long enough.
Second, for windspeeds above the critical value, gas exchange across the 
water surface will be enhanced once the wavelets start micro-breaking. The diffusion 
sublayer can be expected to be occasionally disrupted forward from the wave crest. 
Exchange may no longer be controlled only by diffusion across a thin sublayer, as 
fluid at the surface could be entrained into the interior flow.
Third, surface films may play an important role in the exchange process at the
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water surface. The gradual accumulation of algae into a surface film at the downwind 
end of the tank was an unexpected feature of the experiments. Surface accumulations 
of algae were also observed extending from the windward shore of Lake Burley 
Griffin. Judging by the lack of parasitic capillary waves throughout the region of 
accumulation, which extended ten or more metres from the shore of the lake, a 
surface film existed there too. In the experiments, the wind was quite incapable of 
mixing algae downwards from the film although vigorous vertical mixing was 
occurring upwind. In lakes, such films may represent an efficient mechanism for 
trapping algae along the windward shore. Management strategies for dealing with 
problem blue-green algae in natural or man-made water bodies could be based upon 
the manipulation of surface films. Studies of film formation, film composition, and 
the effects of these films on algal aggregation represent areas of potential research.
In a long lake or river, the critical windspeed could be lower than in the wind 
tunnel-tank. At the downwind end of a tank longer than the one used, it is expected 
that the wavelets would have grown to be higher and longer. The same breaking 
wavelets examined at short fetch in the wind tunnel-tank might have been produced 
at a lower windspeed in a longer tank. However, this hypothesis is an area requiring 
further examination because of the following complications.
First, applying Wu's (1971) model to a water body that is longer than the 
wind tunnel-tank shows that for the same reference windspeed, but at the height 
corresponding to the longer fetch, the drag is less. For example, in a 10 km long lake 
at Uh= 5 m s'1 the model predicts that hr= 1.6 m, = 0.19 m s'1 and z0 = 0.04 mm. 
Both the surface stress and the roughness length are less than in the wind tunnel-tank 
(figure 3.15). Wu (1968) showed that the surface drift velocity is related to the shear
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stress, so the surface drift velocity in the long lake would also be lower than in the 
wind tunnel-tank. Applying the result of Banner and Phillips (1974), wavelets in the 
long lake would therefore be less likely to be breakers. Consequently, the critical 
windspeed in a lake might be higher than in the experiments.
Second, in a lake or river long gravity waves are developed. Short wavelets 
travel upon the backs of the long-waves and can become unstable due to straining by 
long-wave orbital motions (Phillips and Banner, 1974). This mechanism might lower 
the critical windspeed in a lake.
Third, wavelets respond very quickly to gusts in the wind. The time required 
for a wavelet to grow and reach a breaking point is likely to be similar to the time- 
span of a wind gust. One can readily observe these events as small, darkened, ruffled 
patches on the water surface called cat's paws (Kinsman, 1965). Gustiness of the 
wind is expected to have a dominant effect upon the critical windspeed.
All of the complicating effects on the critical windspeed might be examined 
by making high frequency wave and airflow measurements in a lake. Rather than use 
a single wave height gauge to calculate the water surface inclination and the wave 
breaking statistics, as done in §3.3, a double wave height gauge (or surface slope 
gauge) could be used. Such a study was done in the laboratory by Melville (1983).
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4.2 Second objective
The second objective of this thesis was to use the observed correlation 
between reentrainment of particles from the water surface and windspeed to study 
the dynamics of the micro-breaking wavelets. This objective was met by 
measurements of the flow structure beneath wavelets, airflow separation and wave 
elevation.
Quantitative measurements beneath the wavelets in the wind tunnel tank at a 
reference windspeed of 5.3 m s'1 showed that ~ 7% of all wavelets were breakers. 
These wavelets were unsteady, but had no visible turbulent flow structures near the 
crest, or near the downwind wave face. No air-bubbles were seen to be trapped 
beneath breaking wavelets. Wave-slope was tested as a predictor for wave breaking 
and found to be only weakly related. The variability of the length and height of 
breakers was found to be related to the wind-drift velocity, as predicted by the theory 
of Banner and Phillips (1974).
Air-flow measurements showed the air boundary layer was transitionally 
rough. Close to the critical windspeed there is a 50% increase in the roughness 
Reynolds number. This is consistent with a rapid change in the surface flow and the 
onset of airflow separation over some breaking wavelets.
From wave elevation measurements at a windspeed of 5.3 m s'1, it was 
deduced that ~ 12 % were breakers. The difference between the estimates from this 
method and the flow visualisation is thought to be due to the influence of surface 
drift on the estimated wave celerity (as discussed in §3.3.7), and the small number of 
PIV images. Many more PIV images beneath wavelets could improve the reliability 
of estimates of the breaking probability.
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The model for the dynamics of the crest roller and parasitic capillaries, by 
Longuet-Higgins (1992), has not been explored in this thesis as the flow 
measurements made were not suitable for a direct comparison. This subject is a 
potential area for future work. To make useful measurements a wavelet needs to be 
made stationary in the laboratory frame of reference. An obstacle placed beneath the 
water surface in a water-wind flume (c.f. Banner and Melville, 1976), may make it 
possible to obtain reliable measurements. Alternatively, a wavelet could be made 
stationary by moving the camera and laser at the same speed as a wavelet in the wind 
tunnel-tank.
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Appendix 1
Effect of wind on the distribution of 
phytoplankton cells in lakes — revisited
Ian T. Webster
CSIRO Centre for Environmental Mechanics, GPO Box 821, Canberra, ACT 2601,
Australia
Paul A. Hutchinson
Research School of Earth Sciences, Australian National University, GPO Box 4,
Canberra, ACT 2601, Australia
Abstract
Experimental evidence suggests that winds having speeds greater than 2 to 3 m s'1 
are required to mix floating phytoplankton cells (or colonies) away from the water 
surface. We consider theoretical, steady-state distributions of phytoplankton in a 
lake, caused by turbulence and circulation patterns induced by winds having speeds 
above this critical level. The model incorporates an eddy diffusivity which varies 
with position in the water column. It predicts concentration variations in the 
downwind direction which are more in accord with experiment evidence than a 
previously presented model having an eddy diffusivity uniform in the vertical. If the
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windspeed is less than the critical value, then a floating phytoplankton scum is 
expected to remain on the surface. The horizontal distribution of a phytoplankton 
population will be very different depending on whether the windspeed is greater or 
less than the critical speed.
1. Introduction
Webster (1990) presented a theory which shows how the circulation and 
mixing induced by a steady wind blowing over a lake should lead to horizontal 
heterogeneity in the distribution of a non-neutrally buoyant phytoplankton population 
within the lake. The theory predicts that a buoyant population should be more 
strongly concentrated towards the downwind end of the lake. This prediction is in 
accord with the measured distributions of blue-green algae in lakes observed by 
Baker and Baker (1976), George and Edwards (1976), and Stauffer (1982), for 
example. In order to test features of Webster's (1990) theory, Hutchinson and 
Webster (1994) experimented with a population of Microcystis placed in a water 
tank within the floor of a wind tunnel. The experiments confirmed the theoretical 
prediction that the concentration of algae with a particular flotation rate should 
increase exponentially towards the downwind end of the tank. The theoretical 
expectation that the length scale of concentration variation should be inversely 
proportional to flotation rate was also confirmed. However, the coefficient relating 
the concentration length scale to the windspeed, water depth, and the algal flotation 
rate was determined experimentally to be 50% different from the theoretical value.
Hutchinson and Webster hypothesized that the difference between theoretical 
and experimental values of the coefficient was due to the assumption by
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Webster (1990) that the eddy diffusivity used to parameterize turbulent mixing did 
not vary with position in the water column. A uniform eddy diffusivity was chosen 
for its simplicity, not because it was expected to be an accurate representation of a 
highly complicated turbulent process. Here, we revisit the problem posed by Webster 
to consider the implications of using a more realistic prescription of turbulent mixing 
on the currents within a lake and on the phytoplankton distributions. The primary 
refinement is the introduction of an eddy diffusivity which is a function of position in 
the water column.
We will suggest in this study that the nature of the mixing process at the 
water surface differs depending on whether the windspeed is above or below a 
critical level. Below the critical windspeed, wind-generated turbulence is incapable 
of mixing floating phytoplankton cells or colonies into the water below the surface. 
Surface scums of floating phytoplankton will develop. Above the critical windspeed, 
interactions between wind-generated turbulence, mean currents and waves cause a 
continual ejection of floating cells or colonies downwards into zones of active 
turbulent mixing. Surface accumulations of phytoplankton do not occur in this 
instance. Whether the windspeed is above or below the critical windspeed will have a 
profound effect on the horizontal distribution of a phytoplankton population within a 
lake as well as on its vertical distribution in the water column.
2. Flow and concentration equations
As does Webster (1990), we consider phytoplankton dispersion in a lake of 
uniform depth //, of uniform width, and of length L. The vertical coordinate is z and
x is the horizontal coordinate in the direction of the wind. The water surface is z = 0
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and the lake bottom is z = -H {Fig. 1). Within the interior of the lake away from the 
end walls and the sides, the wind-induced flow is purely in the x direction and varies 
only with z; that is u = u(z).
Wind
z = 0
z = -H
x = 0
x = -L/2 x = -L/2 + d
Figure 1. Schematic of the lake showing the coordinate system.
The steady-state distribution of phytoplankton within the lake is assumed to 
be dominated by horizontal advection by the wind-induced flow, by vertical mixing 
due to wind-generated turbulence, and by the buoyancy of the phytoplankton. The 
concentration of phytoplankton c(x,z) can be described mathematically by the 
advection-diffusion equation
dc _ dc d 
u —  +  F —  =  —
dx dz dz
where F is the flotation rate of the phytoplankton cells or colonies (assumed 
constant). The eddy diffusivity K which is the parameterization of turbulent mixing, 
is assumed to be a function of z.
We require that there be zero fluxes of phytoplankton through the water 
surface and through the bottom, or equivalently that
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de
Fe - K —  = 0 at z = 0, - H . (2)
dz
As does Webster (1990), we further require that there be zero net horizontal transport 
of phytoplankton; that is,
(3)
For a solution, u(z) must be specified. The x-momentum equation in the lake's 
interior is taken to be
J_dp _ _d_ 
p dx dz
where p is water density and p is pressure. The eddy diffusivity for momentum, 
which is usually referred to as the eddy viscosity, is taken to be equal to the eddy 
diffusivity of phytoplankton; that is, the K in Eq. 4 is the same as the K in Eq. 1.
We solve Eq. 4 subject to the conditions that the wind stress, t, matches the 
water stress at the water surface, that is
i
P
that the velocity go to zero at the bottom, that is
(5)
u = 0 at z = - H  ; (6)
and that there be no net horizontal flow
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o
f u d z  = 0 . (7)
- H
A measure of the magnitude of the turbulent velocity fluctuations in the water 
is defined by
um = \/(T/ P) • (8)
As does Webster (1990), we estimate ua from the windspeed Ua as
«. = 1.2 x 10"3 Ua . (9)
Note that the no-slip condition at the bottom (Eq. 6) differs from the stress condition 
applied there by Webster.
3. The determination of eddy diffusivity
Presently, there is not a universal prescription for eddy diffusivity 
(Craig et al., 1993). We consider an eddy diffusivity which is quadratic with depth 
where k = 0.4 is von Karman's constant. This is a reasonably common expression for 
K (e.g. Bowden and Hamilton, 1975). Its prime virtue is that its limiting form as the 
surface and bottom are approached is
K  = km, 6 (10)
where 6 is the distance from the boundary. This limiting form for K can be derived 
on the basis of scaling or mixing length arguments and it gives rise to a logarithmic 
profile in the mean velocity near the boundary (Tennekes and Lumley, 1972).
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Implicit in the adoption of Eq. 10 is that the bottom stress be pw 2which is not 
correct. Nevertheless, we do expect velocity fluctuations near the bottom to scale as 
U' so that Eq. 10 is likely to be a reasonable approximation.
There is good experimental evidence for logarithmic velocity profiles against 
solid flat boundaries (Monin and Yaglom, 1971) and in the bottom boundary layer in 
the ocean (Grant and Madsen, 1986), but its validity against the water surface 
appears to depend upon windspeeds and wave conditions. Kitaigorodskii et al.
(1983) found that breaking waves had a major impact on the structure of turbulence 
to a depth of about ten times the root-mean-square wave amplitude in Lake Ontario, 
but at greater depths the structure was consistent with an eddy diffusivity given by 
Eq. 11. These observations are broadly supported by those of Thorpe (1984, 1986).
Jenkins (1987) suggested a series of forms for K near the water surface which 
allow higher near-surface values than would be obtained from Eq. 10. Here, we 
adopt his "medium" profile which has K constant to a distance A from the water 
surface. Thus
K = kw + A for z = 0, A . (U )
Jenkins suggests that A should be roughly six times the wave height. We will 
assume that A is non-zero for high enough windspeeds. Figure 2 shows a depth 
profile for K assuming that A = HI 10 and Uu = 5 m s'1 . Also shown is a profile for 
A = 0 and Ua = 2 m s'1, the profile shape we will use for low windspeeds.
0-1  I-
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Figure 2. Depth profiles of eddy diffusivities for Ua = 2 m s'1, (------ ); and for Ua= 5 m s'1,
( --------- ).
4. Velocity profiles
Rather than applying the no-slip condition (Eq. 6) at z = -H, we apply it at a 
small height zh above the boundary termed the roughness height. Thus
u = 0 at z = -H  + zb . ( 12)
This procedure accounts for the role of molecular processes or roughness elements 
on the bottom in mediating momentum exchange in the immediate vicinity of this 
boundary (Monin and Yaglom, 1971). We use forms for zh suggested by Monin and 
Yaglom. For a smooth boundary such as the glass floor of the tank used in our 
experiments, we take
v 
9 u
*
( 13)
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where v is the molecular viscosity of water (~ KT6 m2 s"1). For a hydrodynamically 
rough surface such as the sandy bottom of a lake,
h
z b = —  ( 14)
where h is the height of the roughness elements, e.g. the diameter of sand grains.
At low enough windspeeds, K decreases linearly as the surface is approached; 
that is, the waves do not play a significant role in momentum exchange and 
turbulence generation. The surface stress condition in Eq. 5 must be applied at a 
small distance below the water surface zv, where zs = v/9 is the smooth boundary 
roughness height. The measurements of Cheung and Street (1988) in a wind-water 
tunnel show that at a windspeed of 1.5 m s'1, the mean velocity profile near the water 
surface was consistent with a surface roughness given by this expression. However, 
at their next highest windspeed of 2.6 m s'1, the effective surface roughness was 
significantly greater than the computed smooth boundary roughness height, 
presumably because of increased wave height. Cheung and Street also found that, 
whereas the velocity profiles measured near the surface for windspeeds less than 
3 m s'1 were consistent with an eddy viscosity of the form of Eq. 11, the profiles 
measured at higher windspeeds were not.
Liu et al. (1978) presented a functional form for the roughness on the air-side 
of the air-water boundary compiled from the results of a number of researchers. 
Figure 3 shows their form for this roughness z0, determined as a function of 
windspeed at 10 m height. Also shown is z0 = v/9w+, which is the air-side roughness 
that we would expect if the water surface were aerodynamically smooth at all 
windspeeds. The influence of waves on roughness is clearly apparent at windspeeds
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greater than about 2 m s'1. Waves, gauging by their influence on roughness, appear to 
play an important role in the transfer of momentum from the wind to the water 
surface starting at windspeeds between 2 and 3 m s'1. We expect that downwards 
transfer of momentum from the water surface will also be altered by waves at these 
windspeeds.
Figure 3 Roughness heights o f the water surface on the air side o f the surface as functions o f 
windspeed at 10 m height due to the Liu et al. (1978) formulation under neutral conditions,
(--------- ); and due to zQ = v / 9 « t , ( -------- ). Air temperature is assumed to be 20°C.
The mechanism of gas transfer across the air-water interface appears to 
change with windspeed. Coantic (1986) has compiled data from six laboratory and 
field studies which demonstrated that at windspeeds below 2 to 3 m s'1, transfer 
occurred as if the water surface were a smooth solid surface; at higher windspeeds, 
transfer increased to that of a mobile interface. These results were obtained for gases 
whose transfer is limited at low windspeeds by diffusion in the water. It would seem 
that in the light of these results, those of Liu et al., and those of Cheung and Street, a
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windspeed of 2 to 3 m s'1 separates the regime in which the water surface can be 
considered to be hydrodynamically smooth from the one in which the surface is 
rough and in which waves play a significant role in momentum and solute transfer. 
We will define a low windspeed to be less than 2 m s'1 and a high windspeed to be 
greater than 3 m s'1.
Figure 4 shows the velocity profiles computed for windspeeds of 2 and 
5 m s ’. These were obtained using the profiles of K shown in Fig. 2 and a value of 
zh/H = 0.0001. The latter value would correspond to a lake of 5 m depth whose 
bottom was covered with pebbles of 15 mm diameter (zh = 0.5 mm). For the lower 
windspeed case, the water surface is assumed to hydrodynamically smooth. Both 
profiles show a downwind flow in the upper part of the water column and a return 
flow at depth. At most depths, flow magnitudes for the higher windspeed are also 
higher than those for the lower windspeed, but the surface flow speed for 
Ua — 2 m s“1 is calculated to be 6 cm s'1 versus 3 cm s'1 for a 5 m s’1 wind. This is a 
direct result of the differences in the prescription of K near the water surface.
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Figure 4 Depth profiles of horizontal velocity computed from the eddy diffusivities shown in
Fig. 2 ; ( /a = 2m  s"1 , (---------); and Ua = 5 m s'1, (------). Profiles are computed for
z,/H= 0.0001.
5. Phytoplankton distributions — high windspeeds
We first consider plankton distributions in a lake for the high windspeed 
regime. In contrast to the problem considered by Webster (1990), the problem posed 
here is not conveniently non-dimensionalized. In the paper by Webster, there was 
one intrinsic length scale namely H, the water depth; but with a more complex form 
for K, the solutions for velocities and phytoplankton distributions effectively depend 
on three length scales, namely A or zv, zb, and H. We non-dimensionalize our 
solutions by //, but it must be understood that solution similarity is only achieved for 
consistent values of A///, zJH and zJ H .
As for Webster (1990), the equation for the distribution of phytoplankton 
(Eq. 1) is separable in the horizontal and vertical directions; that is, c(x,z) can be 
represented as the product of a horizontal distribution function X(x) and a vertical
A -13
distribution function Z(z). Hence,
c = XZ . (15)
The horizontal distribution function is just
X  = exp (x/D) (16)
where D is a length scale of concentration variation. As for Webster, D is determined 
from the solution of an eigenvalue problem for the vertical distribution function Z.
We obtain sub-surface distributions of phytoplankton only for A > 0. Figure 5 
shows the behavior of the non-dimensional length scale of concentration variation 
D/H as a function of A for a non-dimensional flotation rate F/ut = 0.01, and for 
three values of the non-dimensional bottom roughness heights zh = 0.00001, 0.0001 
and 0.001. Non-dimensional length scales D/H are largest for A/H ~ 0.02, 
decreasing markedly as A/H increases. The influence of Zf/H on D/H is more modest.
Figure 5 Non-dimensional length scale of phytoplankton variation versus the non-
dimensional thickness of the zone of wave-enhanced mixing for Zf/H= 0.0001, (------ );
0.0001, (---- ); and 0.001, (--------). Solutions are computed for F!um = 0.01.
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Figure 6 shows the effect of changing the non-dimensional flotation rate 
F/ut on D/H for A/ / /=  0.02 and 0.5 and for z / / /  = 0.0001. Also shown is the 
relationship D /H  = 0.75 u J F  obtained using the simpler theory of Webster (1990). 
To a good degree of approximation, the non-dimensional length scale of 
concentration variation D/H is inversely proportional to non-dimensional 
phytoplankton flotation rate F/u,  as it is in the theory of Webster. Hence,
u H
D - a —— (17)
F
where a (A / H, z JH )  is a proportionality constant. Note that a = 0.75 for the 
Webster theory. For the present theory, a varies between 0.40 and 0.57 over the 
ranges of A/H  and zJH  shown in Fig. 5.
10,000
0.0001
F/u,
Figure 6 Non-dimensional length scale of phytoplankton variation versus non-
dimensional cell or colony flotation rate for A/H= 0.02, (------); and AIH= 0.5, (--------).
Solutions are computed for z,/H= 0.0001. Also shown is the relation 
D/H= 0.75 uJF,  (------- ).
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In a companion paper, Hutchinson and Webster (1994), we describe 
experiments investigating the distributions of Microcystis within a water-filled tank 
in the bottom of a wind tunnel. These experiments were carried out at a free stream 
windspeed of 5.3 m s'1 . The effective value of a based on measurements of algal 
distributions within the tank is 0.49. This value of a would be obtained from the 
present theory if we assume A/H= 0.22. Our tank had H= 0.15 m. An estimated 
wave amplitude for the middle of the tank is ( = 3 mm, giving A/C = 11. This value 
of the ratio of A to the wave height is not dissimilar to the value A/C = 6 
recommended by Jenkins (1987).
Next, we examine the theoretical vertical distribution of the phytoplankton 
encapsulated in the function Z in Eq. 16. As does Webster (1990), we find that for 
large values of D/H, the concentration is approximately uniform in the vertical. 
Variation in the vertical concentration function Z becomes greater as D/H is reduced 
or equivalently as F/u^ is increased. This behavior is illustrated in Fig. 7 which 
shows Z for the flotation rates F/wt =0.01, 003 and 0.1 with A/H= 0.02 and 
Zf/H = 0.0001. Figure 8 shows Z for the same flotation rates and value for z/H , but 
with A/H= 0.5. For each concentration profile, the average value of Z is 1.0. Figures 
7 and 8 show the maximum concentrations for all the profiles occurring just below 
mid-depth and the minimum concentrations occurring at the bottom. Local 
concentration maxima occur at the water surface; local minima occur just below it. It 
is primarily near the surface that the two sets of profiles differ significantly from one 
another. Whereas Z for A///=  0.5 gradually increases towards the surface, Z for 
A ///= 0.02 has a sharp peak there. Provided that Flu^ <0.1, the concentration varies 
by less than 10% through the water column above the immediate vicinity of the
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bottom. Only for larger values of F l u m are there significant depth variations in 
concentration through the bulk of the water column, but for these larger values we 
expect that the theory exceeds its limits of applicability (Webster, 1990).
Figure 7 Depth profiles of phytoplankton concentration for A/H = 0.02 and Zf/H= 0.0001. 
Profiles are computed for zb/H = 0.01, (------ ); 0.03, (---- ); and 0.1, (----------- ).
Figure 8 As for Fig. 7 with A/H = 0.5.
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6. Phytoplankton distributions — low windspeeds
As a hydrodynamically smooth water surface is approached, the capability 
diminishes for turbulence to vertically mix momentum and other properties of the 
fluid. This is reflected in the reduction of the eddy diffusivity towards zero as in Eq.
10. Within a thin layer adjacent to the surface, transfer of momentum, heat, or other 
dissolved substances must occur through molecular diffusion. However, 
phytoplankton, being particles, will not diffuse molecularly. For small enough 
particles, we suggest that a weakly floating cell or colony that rises into this viscous 
layer will become trapped; turbulence will be incapable of mixing it out again.
Wu (1975) has measured the thickness of this viscous layer to be
6 ™ = —  • ( 18)
For a windspeed of 2 m s'1, this thickness is 4 mm. A floating phytoplankton cell or 
colony having a diameter less than this thickness will be immersed in the surface 
viscous boundary layer at all windspeeds less than 2 m s'1.
Experimental evidence for the trapping of particles adjacent to a boundary 
was found by Martin and Nokes (1988). They found that the concentration of slowly 
sinking particles in a vigorously mixed chamber decreased exponentially with time. 
Once these particles had entered the viscous sublayer along the bottom of the 
chamber, they stayed there provided the mixing was not so intense that resuspension 
occurred. The concentration within the fluid column of height H at time t was 
estimated theoretically and validated experimentally to be
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\F\ tc = C0exp(--U -) (19)
t l
where C0 is the concentration at t = 0. Note that the rate of concentration decrease 
does not depend on the intensity of the mixing. The thickness of the sublayer along 
the bottom of the chamber decreases as mixing intensity increases, but this does not 
influence the rate of removal of particles from the interior of the chamber.
We placed buoyant Microcystis in a mixing chamber with a free surface 
(Hutchinson and Webster, 1994). Even with vigorous mechanical mixing or mixing 
driven by thermal convection, we found that the algae gradually accumulated on the 
surface. In effect, this experiment is an upside-down version of the experiment 
described by Martin and Nokes. The rate of decline of the algal concentration within 
the chamber also followed Eq. 20. The implication is that Eq. 20 can be used 
generally to describe the rate of reduction of phytoplankton from a water column 
bounded by a "sticky" surface such as would occur in a lake under low wind 
conditions. In this case, H could be taken to be the depth of active mixing which 
might be the whole water column or that part of the water column above the 
thermocline.
At higher windspeeds (we suggest windspeeds > 3 m s'1), the character of 
mixing at the water surface changes. Flow instabilities, which appear to be associated 
with the presence of capillary waves on the forward faces of short gravity waves, 
periodically result in vigorous, downward ejections of fluid from the water surface 
(Toba et al., 1975; Okuda et al., 1977 and Okuda, 1982). These ejections move 
particles that might have floated to the surface back into the deeper zones of active 
turbulent mixing. Our observations of small floating beads in a tank in the floor of
A-19
our wind-tunnel showed that at low windspeeds ( < 3 m s'1), beads accumulated at 
the surface. However, at moderate windspeeds, mixing away from the surface was 
sufficiently vigorous to prevent the surface accumulation of beads.
7. Discussion
Observational support for our hypothesis, that the wind is capable of mixing 
phytoplankton off the water surface at windspeeds above 2 to 3 m s'1, was obtained 
by Horne and Wrigley (1975). They found high concentrations of Aphanizomenon 
and Microcystis on the surface of Clear Lake, California, following a period when 
the winds were generally less than 4 mph (1.8 m s'1). A day later, the algae were 
found to have disappeared from the surface. Windspeeds in the 4 h preceding the 
latter observations exceeded 8 mph (3.6 m s'1). We have also observed scums of 
Microcystis on the surface of a small lake first thing in the morning after a night of 
light winds. As the windspeed increased in mid-morning, the scums disappeared 
quite suddenly. Unfortunately, windspeed measurements were not made at the time 
of these measurements.
An alternative explanation for the disappearance of the algae from the water 
surface is that they became denser than water and sank. It is well known that some 
species of cyanobacteria can regulate their buoyancies according to their light 
environment; they become denser when exposed to high levels of light such as would 
be encountered at the water surface (Walsby, 1969; Reynolds, 1987). Buoyancy 
changes occur through gas vessicle collapse or creation, and through the addition or 
consumption of carbohydrate "ballast". Since buoyancy alteration involves 
physiological changes to the algal cells, we might expect these alterations to occur
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gradually. Experiments by Ibelings et al. (1991), for example, show that the 
proportion of a Microcystis population which sank only gradually increased over 
some hours during its exposure to high light levels. As the algal scum in our lake 
disappeared within an hour, we believe that mixing rather than a buoyancy change 
was the main cause of the loss of the algae from the water surface.
The distributions of an algal population within a lake would be very different 
depending on whether the windspeed were greater or less than the critical windspeed 
which we estimate as 2 to 3 m s'1. Suppose after a night of very low winds the algae 
had all floated to the surface. A day-time wind of less than the critical windspeed 
would be incapable of mixing the algae from the surface. Consequently, the wind 
would blow the population towards the downwind end of the lake at the speed of the 
surface current. Once the floating algae reached the downwind shore, they would stay 
there. By contrast, a day-time wind having a speed higher than the critical speed 
would stir the algae from the water surface into the water column. The average 
horizontal transport speed could be much less than it would be if all the algae were 
on the surface. Eventually, the population would distribute itself throughout the 
entire length of the lake if the wind were to blow for long enough.
The predicted surface current for the case of Ua = 2 m s'1 is twice as high as it 
would be for Ua = 5 m s'1 which would further emphasize the difference in the 
horizontal speeds of movement of algal populations under these two wind 
conditions. Horne and Wrigley (1975) have observed very rapid movements of algal 
films on Clear Lake (up to 1.0 m s'1 over short distances). These movements 
generally occurred during light winds. That surface accumulations of algae might 
move faster under lower windspeeds than under higher windspeeds is consistent with
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our theory, but speeds of algal movement that Horne and Wrigley observed are much 
higher than the surface current speeds we predict. We speculate that the higher 
surface speeds observed by Horne and Wrigley might be associated with the transient 
response of the water surface to gusts. Our velocity predictions were obtained for 
steady-state conditions after the turbulence regime below the water surface had 
sufficient time to establish itself.
Hutchinson and Webster (1994) have noted the profound effect that surface 
films have on turbulence generation and currents in a water-filled tank in a wind- 
tunnel. Although the origin of the film was not established, it is likely that it was 
produced by the population of Microcystis being used in the experiments. The film 
acted to inhibit the generation of capillary waves, a property which is well known 
(Phillips, 1977). Accordingly, we expect that a surface film will act to diminish the 
capability of the wind to stir floating phytoplankton from the water surface into the 
water column below. The transition between the low and high windspeed regimes for 
phytoplankton mixing could very well occur at windspeeds greater than the 2 to 
3 m s'1 we have suggested here. This subject requires further investigation.
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Notation
c
D
F
H
K
t
u
Uu
ut
X, z
X, Z
Zs> Zb
a
A
c
v
P
T
Phytoplankton concentration, kg or 
no. m' 3
Horizontal length scale of plankton 
variation, m
Flotation or settling velocity of 
plankton cells, m s' 1 
Depth of lake or tank, m 
Vertical component of eddy 
diffusivity or eddy viscosity, m2 s*1 
Time, s
Background flow velocity in
x direction, m s' 1
Windspeed, m s_1
Friction velocity in water, m s' 1
Horizontal and vertical coordinates, m
Horizontal and vertical plankton
distribution function
Surface and bottom roughness heights, m 
Proportionality coefficient for plankton 
distribution length scale 
Thickness of wave influenced zone, m 
Wave height, m
Molecular viscosity of water, m2 s' 1
Water density, kg m' 3
Wind stress, kg mf1 s' 2 (N m'2)
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