Abstract--Specific quadratic continuous models are examined to study the dynamics of interacting cells of an organism that is affected by a disease or virus. We focus only on models that exhibit a chronic state and we study conditions on the parameters involved in the models to guarantee that the organism can obtain a level of sanity. Aggressive and nonaggressive treatments are applied when the organism can not reach such level of recovery.
INTRODUCTION
Viruses are parasites with diverse ways of interacting with their hosts. Some viruses initiate lytic infections, which result in high levels of virus replication followed by clearance of the virus. On the other hand, other viruses establish life-long persistent infections in which the virus has established a quasi-homeostasis with the organism. These behaviors have been studied in contemporary epidemiological theory and they can be traced back to the early part of the 20th century. Before this period, the mechanisms by which infectious disease agents spread within populations or within the human body had been revealed by microbiological research. The theoretical framework most commonly used to mimic the dynamics of viral and bacterial infections is one based on the division of the human population into categories containing susceptibles, infected who are not yet infectious (latent), infectious individuals, and those who are recovered and immune. However, most models that use these categories reflect the dynamics of the number of infected people without reference to the abundance of organisms within each individual.
In the literature there exist models whose main interest is the description of the interaction between viruses and the cells of the human body. Those models consider different populations of Typeset by AMS-]~X cells and virus (infected ceils, healthy cells, infectious virus, non infectious virus, etc.) and are represented by equations of quadratic type, displaying most of them one carrying capacity for the growth of the healthy ceils. The specific situations that are modelled in some works are mainly the introduction of intracellular delay (see [1, 2] ), the application of drugs that can be inhibiting or a genetically engineered defective interfering virus (see [3, 4] ) and the behaviors of healthy ceils and the human immunodeficiency virus (HIV) and how they affect each other.
One of the aims of this work is to elaborate a parametric study of families of quadratic models describing the behavior of the human ceils when they are affected by a disease or virus under the assumption that the dynanfics of the cells are similar regardless of the region of the organism that is under consideration. We seek conditions on the parameters to guarantee that the organism reaches a level of sanity or to achieve at least that the growth of the infected cells is almost null even though that they may be present in the organism. These conditions are mathematically equivalent to one of the following two conditions. First, to have all the orbits of the dynamical systems to approach to an equilibrium point that is considered as the level of total sanity, that is, solutions of the mathematical models approach to a state with the total number of cells being healthy. Second, that the mathematical models have a positive equilibrium point, considered as a chronic state, located close to a level of sanity and that the orbits near this point tend to stay in a vicinity of this point. We consider a chronic state as a particular state where a organism has a disease or disorder that is present over long periods of time, often the remainder of his lifetime. A second goal is to study the existence of a complex behavior in the models by means of a strange chaotic attractor. The presence of a chaotic attractor in a model does not allow long term predictions on the behavior of the cells and there is no support by experiments or field studies to validate the model, see [5] .
We consider two cases in the models under consideration. First case, when the fraction of healthy cells that are infected can be neglected and second case when the above fraction is important. For both cases we will obtain conditions for the parameters to obtain a unique positive equilibrium point, a chronic state. We will analyze the level of recovery of the organism by a stability analysis of such point and we will study the behavior of the orbits considering levels of sanity and level of quasisanity obtaining in this way a region of optimal initial conditions for recovery. For all those cases when the organism can not recover we will study the application of two types of treatments. One nonaggressive, that is, one which does not affect the healthy cells and an aggressive one, which may affect some healthy cells. We study in both scenarios the effect of the treatment. Finally, we apply our results to some models that have been used to describe the behavior of the HIV dynamics. This paper is organized as follows. Section 2 describes components and parameters of the families of models. The dynamic behavior of the models is analyzed in Sections 3 and 4 with or without treatment. The analogy and difference between different models of infections diseases are compared in Section 5.
QUADRATIC MODELS AND DYNAMIC PRELIMINARIES
Quadratic models arise in a variety of applications, see for example, [6] [7] [8] and so on. Two cases (one with the plus and the other with the minus sign) of a general quadratic model are the only cases that fit in our framework, namely,
Where X(t), Y(t), and Z(t) represent the densities of the healthy cells, infected cells and treatment respectively at time t. Coefficients a and d are the intrinsic growth rates of the healthy and infected cells respectively, b and k3 are intraspecific interaction coefficients, ~ and ~ are interspecific interaction coefficients, ~ is the coefficient of healthy cells that become infected, k2 is the coefficient that represents the aggressiveness of the treatment, and finally kl and k4 are the percentages of infected cells that heal and die with the application of the treatment respectively. If we denote by x0 the number of healthy cells and by Y0 the number of infected cells then the total number of cells of the organism at some initial time will be an element of the set {(x0,y0) I x0 _> 0, y0 >_ 0, x0 + Y0 < 1}, which we call the section of initial conditions. We introduce two levels of sanity by dividing this region in three parts. The first division is called the region of sanity, which is the region that the organism is healthy regardless of having some infected ceils, Region II as the zone of quasisanity and Region III as the zone of sickness as shown in Figure la , where the levels of sanity are considered as straight lines, labelled as NC and NCS. Since every organism needs a minimum number of healthy cell to survive and a minimum number of healthy cells to be healthy, we subdivided Region I, taking in consideration those cases where the organism is totally healthy, grouping these cases in a region that we called S. Then, we subdivide Region III by considering those cases where the organism can not survive and denoting that region as Region M, as is shown in Figure lb There are restrictions over the chronic state and the parameters that we shall impose to ensure realistic human dynamics. Since a chronic state is a disease or disorder that is present over long periods of time, we identify it as an equilibrium point of system (1) . An equilibrium point is a particular solution of (1) that does not change with time, and is determined by setting
An equilibrium point may be stable or unstable and it can be classified
into one of several classes using a linear stability analysis (see [9] ). This analysis is restricted to the region immediate to the equilibrium point. Thus, an equilibrium point can be classified as stable node or attractor (unstable node) if nearby orbits converge (diverge) to the equilibrium point, as a saddle point if there are nearby orbits converging and diverging from the equilibrium point and finally, as a center if all nearby solutions are bounded periodic solutions. We remark that the linear analysis is local in nature and thus a global stability of nonlinear systems may be a function of the operating conditions for the system, meaning that minor variations in the initial conditions resulted in large differences in their long time behavior. This irregular behavior of a class of nonlinear systems is generated by the existence of a strange chaotic attractor (see [5] ). There are basically two necessary criteria for a system to have a chaotic behavior. The system must be nonlinear and must have at least three independent dynamic variables. Of course, there are systems that satisfied these criteria and do no exhibit chaotic behavior. For our models, in order to that the equilibrium point, which we denote by (xf,yf) is in the region of interest and it is close to the level of sanity, it is necessary that xf > yf and x I +yf _< 1. 
= f(x,y,z, Sc,~).
QUADRATIC MODELS WITHOUT TREATMENT
A first objective is to find conditions on the parameters to make sure the organism reaches a level of sanity or total recovery. To obtain this goal we begin to study how the organism behaves without a treatment. That is, we will study a particular case of the families of system (2) namely,
(3)
We consider separately the cases. First, when d = 0 (fraction of healthy cells that are infected is null) and later when 5 > 0, since both cases lead us to different analytic conditions.
Case ~=0
With 5 = 0 in (3), we obtain two families of models that have been used to described the interaction of two species in population dynamics. Our first step in this case is to guarantee the existence of a chronic state in the region of interest. Conditions for its existence are given in the following proposition. The conditions mean that the number of encounters between the cells is bigger than the rates of growth of both type of cells and that the ratio between the rate of growth of the healthy ceils and infected cells is less than the ratio of the factors of encounters of the ceils. In the above proposition, we discarded the case when xf + yf = 1, since this condition will have the effect to produce a continuum of equilibrium points at the boundary of the region of interest and none at the interior.
Having the conditions for a chronic state our next step is to find its behavior when the values of the parameters are changed, its stability properties and finally the behavior of nearby orbits.
When we vary the values of the parameters in both models we observe that when we decrease (increase) the values of a and e the chronic state reduces (increases) its number of infected ceils and increases (reduces) its number of healthy cells, thus improving the health of the organism. When we vary the values of c and d we obtain the same results as varying a -1 and e -1, respectively.
For the first model (with the plus sign) with the infected cells having a negative rate of growth, the stability of the equilibrium point found in Proposition 1 depends on the value of 1/7 = aid. For centers, we have that when the chronic state is in Regions I, S, or II, the region of optimal initial conditions, defined as the set of initial conditions that lead the organism to a total recovery, is completely in the same region than the equilibrium point (surround the point), so a treatment is not required. We have a similar behavior when the point is an attractor and it is located in Region I or S. In all of the above cases, the region of optimal conditions can be considered in average as a circle with center in the chronic state and a small radius r; which is given by r = min{lNS-xol, INCS-xol, Yo, d(P, C), d(P, L)} where P denotes the chronic state, L is the straight line, x + y = 1, C is the boundary of the Region S and d(A,B) is the distance from A to B. If the chronic state is in Region II, the organism gets worse in time without any possibility to recover totally but perhaps a treatment could avoid it. For an unstable node the number of infected cells increases with time and therefore, a treatment is strongly required.
For the second model (with the minus sign) where the infected cells have a positive rate of growth the fixed point is always a saddle point. Only the points in Regions I and S have regions of optimal initial conditions. These regions are small, thus a treatment is required to increased the size of these regions.
Case 6 ¢ 0
In this case, we will consider separately the models that we have been studying. The reason is that the algebraic systems that define the equilibrium points are different.
For the model given by (2) with the plus sign we have two cases:
(1) First Case: ad -ce = 0. Which means that the product of the rates of growth is equal to the product of the factors of the encounters of the cells. 
PROOF. See the Appendix.
Notice that this equilibrium point approaches to the point of total sanity as 6 approaches to zero.
(2) Second Case: The product of the rates of growth is different to the product of the factors of the encounters of the cells, that is ad -ee 7 ~ O.
PROPOSITION 3. System (3) has a positive equilibrium point (x f, yf ) of the form
C x I = i --Yl, a - (ae - ad - e6) - - - e6) 2 - - ce)
Yl = 2 (ad -ce) '
with x I > Yl, xf + Yl < 1, if and only i£ ae < c6 + ad, ad < ce, a < c, and a (6 + e) < c (d -6).
The equilibrium point found is the &generalization of the equilibrium point given in Proposition 1.
For the model given by (2) with the minus sign, where the infected cells have a positive rate of growth, it is not possible to find a &generalization of the equilibrium point given in Proposition 1. However, it is possible to find an equilibrium point if we require that ad -ce ~ O. 
When we make 5 approach to zero the chronic state approaches to a state of total health. For the case 5 ¢ 0, the equilibrium point for the first model can be of three types: center, stable node or unstable node and for the second model only of one type, namely unstable node. In this last case, the organism approaches to a state with the total number of cells been infected. In both models the region of optimal initial conditions is smaller than the one for the case of 5 = 0 and when we vary the value of 5 the chronic state increases (reduces) its number of healthy cells and reduces (increases) its number of infected cells when we decrease (increase) the value of 5.
TREATMENT
Let us include in our systems the equation that models the treatment, which we had left out before. We will consider that the treatment can be non aggressive or aggressive. In the first one, the treatment will affect only to the infected cells making that a proportion of these get healthy and another proportion to die. The second one acts as the first one but now it affects also the healthy cells, that is why it is known as an aggressive treatment. We will consider three cases for the equation for the treatment: In the first, the equation for the treatment is of the form i = 0, meaning that the dose is constant and for the second one i = kl~ ) with kl > 0, meaning that the treatment is applied proportional to the speed of growth of the infected cells. Where m = 0 and n = 1 corresponds to the constant dose and m = 1 and n = 2 corresponds to the nonconstant dose. The parameter q indicates the aggressiveness of the treatment, p and s are respectively the percentages of infected cells that heal and die with the application of the treatment.
For these two cases, the treatment that has better results in the sense of increasing the region of optimal conditions is the one when the dose is constant and nonaggressive treatment, except for the case when 2a > c and 5 ~ 0. For this last case, it is better to have the nonconstant dose and an aggressive treatment. Now let us consider the third case. In order to investigate the key parameters for which the system may have a chaotic behavior we make use of a conjecture that establishes that systems that do not possess the Painleve property are nonintegrable, and therefore there exists a strong possibility of existence of chaos in them (see [10] ). Conditions for the integrability of the system are given in the following proposition. PROOF. See the Appendix.
From this result we discover that k2 is a critical parameter controlling tile possible turbulent dynamics of our models. Therefore, we can validate our models with data using only the previous two cases of the treatment.
MODELS OF HIV
We will like to use our models to compare them with other models that have been used in the literature in the study of some infectious diseases. We concentrate in some models of HIV and we use their data to fit our models, (see [1, [2] [3] [4] [11] [12] [13] ). We find that the values of the parameters for the model The values of 5 for both models were chosen to guarantee the existence of a chronic state. For the application of a known treatment (see [3] ) the proportion of infected cells that are affected by the treatment is approximately s = 1.2 and this is the value that we will consider in our simulations.
We varied all parameter and for both models the best results were obtained by a constant dose and non aggressive. In Figure 2 we show some numerical simulations using a specific set of parameters with an a nonaggressive and an aggressive treatment using a constant dose.
CONCLUSIONS
Studying families of simple quadratic models that describe the dynamics of infected diseases on organisms, which have a clear division between infected cells and healthy ceils, has led us to conclude that is possible to obtain conditions over the parameters to have a chronic state of the organism. In those cases, where the chronic state is classified as an attractor, there is a full recovery of the organism for a optimal region of initial conditions. In the cases where the chronic state is a center, unstable node or a saddle, it is not possible to obtain a recovery. We can reinstate the level of sanity in these last cases when we introduce a treatment that may or may not affect that healthy cells. Since we only add a specific type of treatment, an interesting topic to study in the near future is to analyze different possible types of treatments that lead to a full recovery. Let us first assume that system (2), with 5 = 0, has a unique positive equilibrium point (xf, yf) with xy > yy and x/+ yi < 1. Since the system has a unique positive equilibrium point, then the determinant ad -ce can be positive or negative. The determinant can not be positive, since if it were, then a -c > 0 and d -c > 0 in order to have a positive solution. Since xi + yf < 1, we get that (d -e)(a -c) < 0, which is a contradiction. Therefore, the determinant is negative, that is ad -ee < 0, and since the solution is positive, we get that a -c < 0 and d -e < 0. Now, since x I > YI, we obtain ed > ae. Combining these two results, we finally get e2e > ade > a2e and d < e. Now, let us assume that c2e > adc > a2e and d < e. From c2e > ade, we obtain that ce > ad, which means that the determinant of the algebraic system is negative. Thus, we obtain a unique solution. From adc> a2e we get ad -cd < ad -ae and since the determinant is negative, then xz > YI. The fact that the solution is positive comes from c2e > a2e and d -e < 0. Finally, since d -e < 0 and a -c < 0, then (d -e)(a -c) > 0, that is xy + yf < 1.
PROOF OF PROPOSITION 2. Notice first that the equilibrium points (xf,yy) with xy ¢ 0 must satisfy the quadratic equation 
Let us assume that the system (2) has a positive equilibrium point (xf,yf) , with x I > YI, xf + YI < 1. Since ad -ce = 0 equation (11) 
(ad -ce)
which implies that ad -ce < O, ae -c5 -ad < 0 and a -c < 0. Since zf > yf, then a(e + 5) < c(d-~). Now, from xf +yf < 1, yf > 0, and x/ = 1 -(c/a)yf, we obtain that a-e < 0.
Let us assume now that ae -c5 -ad < O, ad -ce < 0, a -c < 0, and a(e + ~) < c (d -5) . From the first two inequalities we get y/ > 0 and from a -c < 0 we get that xf > 0. Also from a-e < 0 and 9/ > 0, we get xf +yf < 1. Finally, from a(e+5)
< e(d-5)
we obtain that xf > yr.
PROOF OF PROPOSITION 4. The proof is similar to the one for Proposition 3.
PROOF OF PROPOSITION 5. We seek solutions to the system (9) of the form c~ x=(t-toF -aj(t-to) j , 0< It-t01 <R,
j=0 where to is an arbitrary constant. The dominant algebraic behavior is given by x ~ a(t -to) -a, y ~ c~(t-t0) -1, and z ~ c~(t-to) -a. Substituting x ~ c~(t-to) -3 +~l(t-to) r-3, y a(t -to) -1 +/32(t -to) ~'-a, and z ~ a(t -to) -a + ~a(t -to) ~-a into the simplified system leads to r = -1, which suggests that (12) 
System (13) has a variety of regular solutions, including those for which x2(0) = 22(0) # 0.
Therefore, every nonexponential solution of (13) corresponds to a movable logarithmic branch point of (9), thus making the system nonintegrable.
