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Optimal state transfer of a single dissipative two-level system
H. Jirari1, ∗ and N. Wu2
113, rue Saint Fulbert, 69008 Lyon, France
2Department of Chemistry, Princeton University, Princeton, New Jersey 08544, USA
Optimal state transfer of a single two-level system (TLS) coupled to an Ohmic boson bath via
off-diagonal TLS-bath coupling is studied by using optimal control theory. In the weak system-bath
coupling regime where the time-dependent Bloch-Redfield formalism is applicable, we obtain the
Bloch equation to probe the evolution of the dissipative TLS in the presence of a time-dependent
external control field. By using the automatic differentiation technique to compute the gradient
for the cost functional, we calculate the optimal transfer integral profile that can achieve an ideal
transfer within a dimer system in the Fenna-Matthews-Olson (FMO) model. The robustness of the
control profile against temperature variation is also analyzed.
I. INTRODUCTION
The unavoidable coupling to external degrees of free-
dom and the thereby caused decoherence still presents
the main obstacle for the realization of a quantum com-
puter [1, 2]. Several interesting schemes have been pro-
posed to eliminate the undesirable effects of decoher-
ence in open quantum systems such as the use of de-
coherence free-subspaces [3, 4], quantum error correc-
tion codes [1, 5, 6], quantum Zeno subspace [7], quan-
tum dynamical decoupling [8–13], and optimized pulse
sequence [14–21].
The starting point of decoupling techniques is the ob-
servation that even though one does not have access to
the large number of uncontrollable degrees of freedom of
the environment, it is still possible to interfere with its
dynamics by inducing motions into the system [13]. This
indirect influence of the environment can be obtained if
one can establish an additional coupling to the system by
means of a time-dependent external control [22]. One of
the most prominent examples is the application of a se-
quence of π-pulses that flip the sign the qubit-bath cou-
pling operator resulting in the so-called dynamical de-
coupling or bang-bang control [8]. The drawback of this
scheme is the fact that it eliminates only noise sources
with a frequency below the repetition of the rate pulses,
that is, the decoupling interactions have to be turned on
and off at extremely short time scales, even faster than
typical environment time scales [13].
However, these limitations might be circumvented by
using quantum optimal control techniques, which have
the great advantage that the decoherence control can
be achieved without moving into the regimes in which
control is much faster than the dynamical time scales of
the bath. Optimal control theory provides a systematic
and flexible formalism that can be used to find the time-
optimal pulse sequence for the manipulation of multi-
qubit dissipative systems.
In this work, we apply optimal control theory [14–
21] to the state transfer of a coherently controlled sin-
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gle TLS coupled to an Ohmic bosonic bath through off-
diagonal, or bit-flip TLS-bath interactions [23–25]. This
system can be described by a driven Ohmic spin-boson
model [26].
The spin-boson model [27, 28] is a widely studied
model system and is relevant to a number of physical situ-
ations, including the study of the role of electron-phonon
interaction in point defects and quantum dots, interact-
ing many-body systems [29], magnetic molecules [22],
bath assisted cooling of spins and two level Joseph-
son Junction [30], and energy transfer in biological sys-
tems [31, 32].
Unlike controlling a closed system with unitary dynam-
ical evolution, optimal control of a general open quan-
tum system is a highly nontrivial problem due to the
lack of reliable theoretical tools for treating the reduced
dynamics of general driven quantum systems under dis-
sipation. However, in the weak or strong system-bath
coupling regimes, Redfield-like master equations are be-
lieved to be proper methods to deal with driven dissi-
pative dynamics [18, 26, 32, 33]. In Ref. [18], we ap-
plied optimal control theory to the spin-boson model in
the strong system-bath coupling limit where the gradient
for the cost functional was obtained by using the Pon-
tryagin’s minimum principle [34] involving a Lagrange
multiplier. The application of this approach is possible
because the TLS-bath coupling there is diagonal hence
the propagator of the coherent system dynamics is triv-
ial. For the off-diagonal TLS-bath coupling, however,
if one is still interested in controlling the energy differ-
ence of the TLS, then master equations derived in the
weak system-bath coupling will generally involve non-
trivial propagations of the coherent system. In this case,
the application of the Pontryagin’s minimum principle to
optimal control problem is less easy. However, thanks to
the automatic differentiation method [35] which allows us
to compute the gradient for the cost functional with high
precision. Once the gradient is obtained, the minimum of
the cost function can be found out by using the conjugate
gradient method. The automatic differentiation method
has been successfully applied to optimal generation of a
single-qubit rotation within the spin-boson model with
off-diagonal qubit-bath coupling [17], where an impor-
2tant property of the cost functional is its independence
of the initial state.
By rotating the Hamiltonian around the y-axis by an
angle of π/2, the off-diagonal spin-boson model turns
out to be capable of describing the dynamics of a
strongly coupled dimer system in the Fenna-Matthews-
Olson (FMO) protein [31]. Due to the rotation, the
control energy difference profile in the original model is
transformed into the transfer integral profile in the FMO
model. We perform numerical simulations for the dimer
system in the weak exciton-phonon coupling regime and
find that our method can achieve an ideal state transfer
within physically relevant time scales.
This paper is organized as follows. In Section II we will
review the derivation of Born-Markov master equations
for dissipative N -level systems in the presence of time-
dependent external control fields. The master equation is
written as a set of Bloch-Redfield equations. This equa-
tion is the starting point for the derivation of the kinetic
equation for the driven spin-boson model in the weak
spin–boson coupling regime, as outlined in Section III.
In Section IV and V, we describe the methodology of
the optimal control problem and apply the model and
method to the study of state transfer in a dimer system
in the FMO model. Finally, Section VI gives a summary
of our findings.
II. THE BLOCH-REDFIELD FORMALISM
We begin by reviewing some basic facts about the
Bloch-Redfield formalism for general driven dissipative
systems in the weak system-coupling limit. Consider a
physical system S embedded in a dissipative environ-
ment B and interacting with a time-dependent classi-
cal external control field. The Hilbert space of the to-
tal system Htot = HS ⊗ HB is expressed as the tensor
product of the system Hilbert space HS and the envi-
ronment Hilbert space HB . Here, we suppose that HS is
N -dimensional with some time-independent orthonormal
basis {|i〉}, i = 1, 2 . . .N . The total Hamiltonian has the
general form
Htot = Hc(t) +HB +Hint, (1)
where Hc(t) is the system part of the Hamiltonian,
HB describes the bath, and Hint is the system-bath
interaction that is responsible for decoherence. The
operators Hc(t) and HB act on Hc and HB, respec-
tively. The system Hamiltonian Hc(t) is explicitly
time-dependent through the external control field. The
system-environment interaction is assumed to be of bi-
linear form Hint =
∑
α Aα ⊗Bα
with Aα and Bα Hermitian operators of the system
and the environment, respectively.
In order to investigate decoherence in the limit of weak
system-bath coupling, the Bloch-Redfield formalism can
be used to derive a set of a master equations for the
reduced density matrix ρS(t) = trB {ρtot(t)} describ-
ing the system dynamics, where ρtot is the total den-
sity matrix for both the system and the bath. Start-
ing from the Liouville-von Neumann equation iρ˙tot(t) =
[Htot, ρtot(t)] for the total density operator and after per-
forming Born and Markov approximations, one obtains
the Bloch-Redfield master equation for ρS(t) in the basis
{|i〉} [18, 22, 26]
ρ˙S,ij(t) = −
i
~
∑
kl
(HS,ik(t)δlj − δikHS,lj(t)) ρS,kl(t)
−
∑
kl
Rijkl(t)ρS,kl(t), (2)
where the first term on the right hand side represents
the unitary part of the dynamics generated by the sys-
tem Hamiltonian HS(t) and the second term accounts
for dissipative effects of the coupling to the environment.
The Redfield relaxation tensor Rijkl(t) is given by
Rijkl(t) = δlj
∑
r
Γ+irrk(t) + δik
∑
r
Γ−lrrj(t)
−Γ+ljik(t)− Γ
−
ljik(t), (3)
where the time-dependent rates Γ±ijkl(t) are evaluated as
Γ+lj,ik(t) =
1
~2
∫ t
0
dt′
∑
α,β
〈Bα(t− t
′)Bβ(0)〉B
Aα,lj ×
∑
m,n
U cim(t, t
′)Aβ,mnU c∗kn(t, t
′),
Γ−lj,ik(t) =
1
~2
∫ t
0
dt′
∑
α,β
〈Bβ(0)Bα(t− t
′)〉B
×
∑
m,n
U clm(t, t
′)Aβ,mnU c∗jn(t, t
′)Aα,ik, (4)
with
U c(t, t′) = T
{
exp
[
−
i
~
∫ t
t′
dτ Hc(τ)
]}
(5)
being the propagator of the coherent system dynamics
satisfying the Schro¨dinger equation
i~
∂
∂t
U c(t, t′) = Hc(t)U c(t, t′), U c(t′, t′) = I. (6)
In Eqs. (4), the environment correlation functions read
〈Bα(τ)Bβ(0)〉B = trB {Bα(τ)Bβ(0)ρB} , (7)
where ρB = exp(−βHB)/ZB is the thermal equilib-
rium density matrix of the bath with the inverse tem-
perature β = 1/kBT and the partition function ZB =
trB{ρB}. Eq. (2) was obtained under the assumption
that 〈Bα(τ)〉B = trB {Bα(τ)ρB} = 0, which states that
the reservoir averages of Bα(τ) vanish. Note that the
time-dependent control field which entersHc(t) is treated
non-perturbatively in the derivation of the master equa-
tion. Note also that the time-dependent control field en-
ters the dissipative part of the evolution as well through
3the field-dependent relaxation rates Γ±ijkl(t) via U
c(t, t′),
which is a consequence of quantum interference between
the system-bath coupling and the external coupling to
the control field. This allows for an external control of
dissipation [18, 22]. In the next section, we will apply the
foregoing formalism to a TLS coupled to a boson bath via
weak off-diagonal TLS-bath coupling, and derive the cor-
responding Bloch equations satisfied by the Bloch vector
of the TLS.
III. MODEL AND MASTER EQUATION
The driven spin-boson model in which a qubit or a
spin-1/2 coupled to a bosonic bath via off-diagonal spin-
bath coupling and subjected to a time-dependent exter-
nal force can be written as
Htot(t) = Hs +Hc(t) +Hb +Hsb,
Hs = −
ε0
2
σz −
∆
2
σx, Hc(t) = −
ε(t)
2
σz, (8)
Hb =
∑
i
ωib
†
i bi, Hsb =
σx
2
∑
i
ci(b
†
i + bi),
Here,Hs is the bare TLS Hamiltonian with energy level
spacing ε0 (with σx,z being the Pauli matrices in the com-
putational basis {|0〉, |1〉} of the TLS), ∆ measures the
transfer integral between the two levels. Hc(t) specifies
the external control term with varying energy difference
ε(t). Hb describes the free boson bath with annihilation
operator bi of the bath mode with frequency ωi. Hsb
captures the off-diagonal coupling of the bath with the
TLS with strength ci.
In order to investigate the TLS dynamics in the limit
of weak system-bath coupling, the Bloch-Redfield formal-
ism developed in the last section can be readily used to
derive a set of a master equations for the qubit density
matrix ρs(t) = trB {ρtot(t)}. For the two-level system
studied here, it is convenient to study the dynamics of the
Bloch vector p(t) = (px(t), py(t), pz(t))
T ∈ R3 defined by
p(t) = trS(~σρs(t)).
Straightforward application of Eq. (2) to the TLS in
its computational basis gives the following set of Bloch
equations,
p˙(t) = M(t)p(t) +R(t), (9)
with
M(t) =

 0 ε0 + ε(t) 0−[ε0 + ε(t) + Γyx(t)] −Γyy ∆
−Γzx(t) −∆ −Γzz(t)

 ,
R(t) = (0,−Ay(t),−Az(t))
T . (10)
Following the notation used in [26], the fluctuating terms
in the inhomogeneous part R(t) are given by
Ay(t) = 2
∫ t
0
dt′M′′(t− t′)Re [U11(t, t′)U∗12(t, t
′)] ,
Az(t) =
∫ t
0
dt′M′′(t− t′)Re
[
U11(t, t
′)2 − U12(t, t′)2
]
,
(11)
and the temperature dependent relaxation rates are de-
termined by
Γij(t) =
∫ t
0
dt′M′(t− t′)bij(t, t′), (12)
with Γzz(t) = Γyy(t).
In Eqs. (11) and (12), the functions M′ and M′′ are
the real part and imaginary part, respectively, of the bath
correlation function
M (t) =
1
π
∫ ∞
0
dωJ(ω)
cosh(βω
2
− iωt)
sinh(βω
2
)
, (13)
The functions bij(t, t
′) read
byx(t, t
′) = Im
[
U211(t, t
′)− U212(t, t
′)
]
,
byy(t, t
′) = Re
[
U211(t, t
′)− U212(t, t
′)
]
,
bzx(t, t
′) = −2Re [U11(t, t′)U∗12(t, t
′)] , (14)
where U(t, t′) is the non-dissipative time evolution opera-
tor for the spin system with U11(t, t
′) = 〈0|U(t, t′)|0〉 and
U12(t, t
′) = 〈0|U(t, t′)|1〉, and satisfies the Schro¨dinger
equation
U˙(t, 0) =
i
2
[∆σx + (ε0 + ε(t))σz ] U(t, 0). (15)
In this work, we will employ the Ohmic spectral den-
sity J(ω) = 2παωe−ω/ωc for the bath, where α is a di-
mensionless coupling constant and ωc is the bath’s cut-
off frequency. In the next section, we will apply quan-
tum optimal control theory to the Bloch equations Eq.(9)
and determine the optimal energy difference profile of the
TLS that can give a perfect population inversion of the
TLS within certain time interval.
IV. QUANTUM OPTIMAL CONTROL
PROBLEM
Our aim here is to present a general method that al-
lows us to solve the following inverse problem: what is
the time-dependent control field under which the Bloch
vector can switch from a given initial state to a given
prescribed target state within a fixed time interval t ∈
[0, tF ]? Now we formulate this problem in the frame-
work of optimal control theory [15–20]. Suppose the
system is prepared at time tI = 0 in the initial state
p(0) = pI . The objective is to compute an appropri-
ate time-dependent control function ε(t) steering the sys-
tem from the initial state pI into a desired state pD at
4time tF . This goal leads to the following optimal control
problem: determine a continuously differentiable func-
tion ε(t), t ∈ [0, tF ], which gives the minimal value of
the following cost functional
J(ε) =
1
2
‖p(tF )− pD‖
2
2 +
ν
2
∫ tF
0
dtε2(t), (16)
while, at the same time, satisfies the dynamic constraints
and the boundary conditions Eqs. (9)-(15).
Here, the cost functional J(ε) represents the deviation
of the state of the system at final time p(tF ) from the
desired state pD. Minimizing J(ε) leads to the physical
target we want to reach. The second integral penalizes
the field fluency E =
∫ tF
0
dt ε2(t) with weight ν > 0.
In principle one can use the Pontryagin’s minimum
principle to treat our optimal control problem and derive
the gradient for the cost functional J(ε) [15–20]. How-
ever, for the off-diagonal spin-boson model studied here,
the response of the system to the variation of the con-
trol ε(t) is determined by the master equation Eq. (9)
and the equation of motion for the propagator of the
coherent system dynamics Eq. (15). As a result, the ap-
plication of the Pontryagin’s minimum principle is less
straightforward since two Lagrange multipliers have to
be introduced to implement these two dynamical con-
straints.
An alternative to this approach is the technique of au-
tomatic differentiation [35] which in principle amounts to
doing calculus on the fully discretized form of the optimal
control problem. For this purpose, we firstly discretize
the time interval I = [0, tF ] into M equal-sized subinter-
vals ∆Ik with I =
⋃M
k=1 ∆Ik and then approximate ε(t)
as ε(t)→ ε(tk) = εk, k = 1 . . .M . Thus the problem be-
comes that of finding ~ε = (ε1, . . . , εM )
T
∈ RM such that
J(~ε) = inf
{
J(~ζ) : ~ζ ∈ RM
}
. Automatic differentiation
tools can be viewed as black boxes taking as input a pro-
gram computing the cost function J(~ε) : RM −→ R and
giving as output another program computing the gradi-
ent ∂J/∂~ε ∈ RM . Two approaches to automatic differ-
entiation are possibles : the forward (or tangent) mode
and backward (or adjoint) mode which is similar to the
adjoint method [35]. In this work, we employ the latter
since it is theoretically more efficient in computing the
gradient of a scalar value function. With the gradient
obtained from the adjoint mode of automatic differenti-
ation, the optimization of the cost function J(~ε) is then
performed by using the conjugate gradient algorithm.
Before starting the discussion of our numerical results,
let us first analyze the master equation without the con-
trol field, ε(t) = 0. For this undriven case, the analytical
expression of the matrix elements for the coherent prop-
agator are given by [36]
U11(τ) = cos(Ωτ/2) + iǫ0 sin(Ωτ/2)/Ω,
U12(τ) = i∆sin(Ωτ/2)/Ω, (17)
where Ω =
√
ǫ20 +∆
2. The decay rates follow as
Γyy =
∆2
Ω2
S(0) +
ǫ20
2Ω2
S(Ω), Γyx = −2αǫ0 log(ω/Ω)
Γzx =
∆ǫ0
Ω2
(S(Ω)/2− S(0)) , Az = −ǫ0πα, (18)
Ay = −
2αω∆ǫ0
Ω2
.
with S(ω) = J(ω) coth(βω/2). The stationary state solu-
tion of the master equation in the long-time limit t→∞
can be readily obtained as
pT (∞) = (∆/Ω, 0, ε0/Ω)× tanh(βΩ/2). (19)
V. APPLICATION TO STATE TRANSFER IN
LIGHT-HARVESTING SYSTEMS
As an illustration, we now apply our approach to
the optimal energy transfer in a widely studied pho-
tosynthetic system, the Fenna-Matthews-Olson (FMO)
protein [37, 38]. The complex is a trimer formed
by three monomers, each of which contains seven
bacteriochlorophyll-a (BChla) chromophores. It is
known that the transfer integral between the BChla 1 and
BChla 2 is the strongest among other electronic coupling
strengths [31, 39]. Thus, in the following, we will focus
on the energy transfer in this dimer system composed
by these two chromophores. In the single-excitation sub-
space, the dimer is described by the following rotated
Hamiltonian [31]
H˜ = eipiσy/4He−ipiσy/4
=
ε0 + ε(t)
2
σx −
∆
2
σz +
σz
2
∑
i
ci(bi + b
†
i ) +Hb,
(20)
where the control field now becomes the fluctuating
transfer integral on top of the bare one ε0.
We now consider the task of driving the system from
the population state |i〉 = |1〉 into a desired superposi-
tion state |f〉 = 1√
2
(|1〉+ i|0〉). Such a coherent state
has been considered before in the study of electronic co-
herence in the FMO complexes [40]. The above state
transfer is equivalent to the population inversion in the
unrotated frame, i.e., a transfer from the initial state
pI = (1, 0, 0)
T into the desired state pD := (0, 1, 0)
T
at time tF , since e
ipiσy/4|1x〉 = |1〉 and e
ipiσy/4|1y〉 =
1√
2
(e−ipi/4|1〉 + eipi/4|0〉). In the numerical simulations,
we employ the following parameters for the FMO com-
plex [31]: the energy gap ∆ = −75cm−1, the bare
transfer integral ε0 = 175.4cm
−1, 1/β = 53.5cm−1 (or
T = 77K), ωc = 166.7cm
−1, α = 10−3, and tF =
0.094/(cm−1) (or tF = 500fs). We stress that in or-
der to ensure the validity of the Bloch-Redfield formal-
ism, we have set the dimensional exciton-phonon cou-
pling strength α to be much smaller than its realistic
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FIG. 1. (Color online) Transfer from the initial state ~pI =
(1, 0, 0)T into target state ~pD = (0, 1, 0)
T in the unrotated
frame, which corresponds to the transfer from the initial state
|i〉 into target state |f〉 under the optimal transfer integral
profile of the dimer system. Parameters (in unit of cm−1):
ε0 = 175.4, ∆ = −75, ωc = 166.7,
1
β
= 53.5, tF = 0.094.
Dimensionless parameters : α = 10−3 and ν = 10−3.
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FIG. 2. (Color online) The optimized control field εopt(t) for
achieving a perfect state transfer from the initial state |i〉 =
|1〉 to the desired superposition state |f〉 = 1√
2
(|1〉 + i|0〉) in
the dimer system. The parameters are the same as that in
Fig. 1.
value (α ≈ 0.1) in the FMO model. The numerical sim-
ulations are thus only for illustration purpose.
The time evolution of the components of the Bloch
vector (in the unrotated frame) under the influence of
the optimized control field is shown in Fig. 1. We see
that perfect state transfer is achieved. The corresponding
optimized control field εopt(t) is shown in Fig. 2. We note
that the optimal profile varies smoothly over the time
interval considered, which makes coherent control of the
state transfer possible in practical situations.
In Fig. 3 we plot the time evolutions of the decay rates
appearing in the Bloch equation, under the optimal con-
trol field εopt(t). In contrast to the undriven case where
the rates are given by there stationary values Eq.(18), the
dynamics of these controlled rates reflects the temporal
structure of the optimal control.
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FIG. 3. (Color online) The time dependence of the decay
rates under the influence of the optimized control field. The
parameters are the same as that in Fig. 1.
In practical cases, the system parameters are usually
not fixed but subject to external perturbations or noises.
Because of these factors, practical devices are generally
not capable of operating precisely at the computed con-
trol field. So it is of great importance to know the sen-
sitivity of the optimal solution with respect to perturba-
tions of the system parameters. The spin-boson Hamil-
tonian depends on many parameters, namely the bias en-
ergy ε0, the tunneling splitting ∆, the coupling strength
α, the bath’s cutoff frequency ωc and the temperature
1/β , etc. For demonstration purposes, here we consider
the effect of slow fluctuations of the bath temperature
1/β under the optimal control pulse. We apply the opti-
mal control to an ensemble of systems with normal vari-
ation in the parameter β [41] and analyses how the un-
certainties in the system parameter β affect the quantum
purity P = ‖~p(tF )‖
2.
Our statistical analysis employs only mean values and
standard deviations given by P = 1i0Σ
i0
i=1Pi and σP =
[ 1i0Σ
i0
i=1(Pi − P)
2]1/2. The value of each parameter β is
individually replaced by a value randomly selected from
a normal distribution with a mean β = (53.5cm−1)−1
and a standard deviation σβ =
β
10
. We find the following
average purity P = 0.98605136 and the standard devi-
ation σP = 0.00948239. The high value of the average
purity indicate that the optimal pulse we obtained is in-
deed robust with random temperature variations.
6VI. SUMMARY
In this work, we considered the optimal state transfer
problem of a single two-level system coupled to a bo-
son bath through off-diagonal TLS-bath coupling. In the
weak system-bath coupling limit, we use the Bloch equa-
tion for the Bloch vector of the TLS under general time-
dependent coherent control field acting on the TLS. We
demonstrate the importance of automatic differentiation
method in evaluating the gradient of the cost functional,
because of the nontrivial coherent evolution of the TLS.
We then apply our method to study the coherent state
transfer in a dimer system within the FMO complex. Per-
fect transfer from an initial occupation state into a su-
perposition state is achieved in physical time scales. The
present method can also be applied to the study of state
preparations in multi-qubit dissipative systems.
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