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In this work, we improve the ability to tailor the switching mechanism in nanomagnets by
introducing an additional, highly controlled source of anisotropy: magnetocrystalline anisotropy.
We analyze the vortex dynamics in single crystal Fe nanotriangles with different orientations of the
crystalline axes. By experimental studies and simulation, we show that the angular dependence of
the vortex annihilation field springs from the convolution of the crystalline and configurational
anisotropies. In contrast, the remanence and the nucleation field present a much simpler behavior
controlled by the existence of a single symmetry axis when shape and crystalline orientation are
taken into account.VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4868401]
Magnetic nanostructures have become a highly active
research area due to their unique physical behavior and to their
relevance in established and emerging technological fields
such as spintronics, magnonics, magnetic storage, nanobio-
magnetism, and high frequency and superconducting
devices.1–7 A key issue in tailoring the hysteresis processes of
magnetic nanostructures lies in the control of the different ani-
sotropy energy contributions and their corresponding effective
fields.8,9 One of the main energy contributions in magnetic
nanodots is due to the internal dipolar (demagnetizing) fields.
These give rise to the so-called configurational anisotropy,10–12
which is related to the geometry of the dots. The reduction of
the large dipolar fields for dots in the range between the single
and multidomain regime is accomplished through the forma-
tion closed-flux structures called vortices.13–17 The hysteresis
of vortex dynamics is characterized by two large magnetiza-
tion jumps associated with the nucleation and annihilation of
the vortices, respectively, and very low remanence due to their
closed flux structure.10 Vortices nucleate at the dot edges upon
decreasing the applied field from saturation at a field value
called nucleation field Hn. They traverse the dot when the
applied field is reversed and they are finally expelled when the
annihilation field Hann is reached.
18–20 Vortex dynamics can be
controlled using different strategies. As an example, the nucle-
ation and annihilation sites can be selected and their corre-
sponding nucleation and annihilation fields can be tuned by
choosing the geometry of the dots in combination with the ori-
entation of the applied field.19–25 Most studies have empha-
sized the relevance of the dipolar fields in controlling the
hysteresis of dots. So far we know, the role of the magneto-
crystalline anisotropy energy (MAE) has not been usually con-
sidered since most of the experimental studies in the literature
deal with dots patterned on Permalloy14,15,18,23 (low MAE) or
on isotropic polycrystalline films16,22,25 (no preferential crys-
talline orientation). However, MAE might become a major fac-
tor in the magnetization mechanisms of single crystal dots and,
in fact, theoretical calculations indicate that it strongly affects
the hysteresis parameters.26
In this paper, we present an experimental study and sim-
ulation of the interplay between the MAE and magnetostatic
energy (MSE) contributions to the hysteresis processes in
two arrays of single crystal Fe nanotriangles with different
orientations of the crystalline axes. We will show that the
annihilation field presents a complex behavior resulting from
the combined symmetries of the MAE (four-fold) and of the
configurational anisotropy (six-fold). In contrast, the angular
dependence of the remanence and nucleation field exhibits a
two-fold structure around the single symmetry axis present
in each triangle when shape and crystalline orientation are
taken into account.
Two arrays of submicron dots were patterned by electron
beam lithography on a Au(001)/Fe(001)/MgO(001) thin film
grown by pulsed laser deposition (Fe) and molecular beam
epitaxy (Au). Previous studies proved the single crystal na-
ture of the Fe and Au layers, 25 nm and 10 nm thick, respec-
tively.9,27 Each array consists of a square lattice (1.4 lm
lattice parameter) of equilateral triangles of 600 nm side.
The large interdot separation, over twice their size, allows us
to neglect the dipolar interactions between neighboring trian-
gles.26,28 The Fe easy magnetocrystalline axes [100] and
[010] were either parallel and perpendicular (array A) or at
45 (array B) with respect to the base of the triangles (Fig.
1). As a consequence of the combined six-fold (geometry)
and four-fold (crystalline) symmetries, the triangles in both
arrays have a single symmetry axis corresponding to the
base-to-tip line. A magneto-optic Kerr effect setup was used
to measure the in-plane angular dependence of the hysteresis
properties of the arrays, under a maximum applied field of 5
kOe at room temperature. Micromagnetic simulations were
carried out using OOMMF code29 and typical values of the
Fe parameters: saturation magnetization MS¼ 1.7  106
A/m, exchange constant A¼ 2.1  1011 J/m, and anisot-
ropy constant K¼ 4.8  104 J/m3.30
The hysteresis loops of both arrays, measured with the
applied field along the base [h¼ 0, see sketch in Fig. 1(a)]
and base-to-tip (h¼ 90) directions, are shown in Fig. 1. As
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can be seen, all of them are constricted, with two large mag-
netization jumps. Upon decreasing the applied field from sat-
uration, the first jump takes the magnetization almost from
(positive) saturation to a value around zero whereas the sec-
ond one approaches it to (negative) saturation. The first jump
corresponds to the nucleation of a closed flux, vortex struc-
ture which appears in order to reduce the large MSE required
to keep the nanotriangles uniformly magnetized.10,13,15 The
nucleation field Hn associated with the first jump was eval-
uated from the magnetization slope of the upper branch of
the loops, see e.g., Fig. 1(c). It is close to zero in the loops of
array A and in the h¼ 0 loop of array B; in contrast, the
vortex nucleation in the h¼ 90 loop of array B occurs at a
positive field Hn 120Oe. As shown in previous studies,31,32
carried out in low anisotropy materials, the directions paral-
lel to the triangle sides correspond to easy axes from the
point of view of the MSE. On the contrary, the MSE is maxi-
mal when the triangle is magnetized along the base-to-tip or
shape-equivalent directions due to the large density of poles
at the triangle base and to the large dipolar (demagnetizing)
field they create. This induces the well-known six-fold con-
figurational anisotropy of nanotriangles, with an energy
maximum every 60.32 In the case of array B, the magneto-
crystalline anisotropy energy (MAE) is also maximum for
h¼ 90, i.e., this direction corresponds to a hard MSE and
MAE axis simultaneously, and, consequently, vortices nucle-
ate even though the applied field is positive. The equivalent
direction for array A is, on the other hand, an easy axis from
the point of view of the MAE. Both the applied field and the
magnetocrystalline anisotropy help to keep the magnetiza-
tion vertical and vortices nucleate only when the applied
field is reduced to a lower value, close to zero in our case.
Fig. 2(a) shows the angular dependence of the nucleation
field, which has a constant value Hn 120Oe in an angular
region approximately 620 around h¼ 90 in the case of
array B and drops to zero out of it. The nucleation field of
array A is essentially null (15Oe<Hn< 10Oe) at all
angles, which is due to the fact that there are no directions
corresponding to a coincident MAE and MSE maximum.
The vortex nucleation at positive fields in array B
around h¼ 90 leads to a steep magnetization decrease and
thus to the minimum remanence-to-saturation ratio,
MR/MS 0.15, as can be seen in Fig. 2(b). This low rema-
nence value is linked to an almost fully closed flux structure
occurring after the nucleation process is completed. On the
contrary, when the nucleation field is at its peak at H¼ 0, the
magnetization structures are not strictly closed and thus a
higher remanence was obtained. This is consistent with the
higher remanence-to-saturation ratio of array B in the angu-
lar region far from h¼ 90 and also in the whole angular
range for array A, as shown in Fig. 2(b). In both cases, the
nucleation field is close to zero and MR/MS varies between
0.32 and 0.44.
To get a further insight into the remanent magnetization
configuration, we measured the transverse component of the
remanence, i.e., the MRY component after saturating along x
(see axes on Fig. 1) and vice versa, for both arrays. The re-
manent state was induced in each array by applying a 5 kOe
saturating magnetic field and then switching it off. The array
was then rotated 90 and a new hysteresis loop was
FIG. 1. Hysteresis loops with the applied field along the base (h¼ 0) and
along the base-to-tip direction (h¼ 90) for arrays A (a) and B (b). The ori-
entation of the crystalline axes is shown for each array and inset in (a) shows
the angle scheme employed for both arrays. (c) Field derivative of the
demagnetization branch of the hysteresis loops of array B. The nucleation
field Hn and annihilation field Hann of array B (h¼ 90) are labeled in (b)
and (c).
FIG. 2. Angular dependence of the (a) nucleation field, Hn, and (b) rema-
nence, Mr/Ms, for both arrays. Black squares correspond to array A and red
triangles to array B in both graphs.
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measured. The starting point of the new hysteresis loop cor-
responds to the transverse component of the remanent mag-
netization after the initial saturation. The transverse
component of the magnetization was null in all four cases.
According to the micromagnetic simulations, after positive
saturation along the base (h¼ 0) a remanence configuration
resembling a “C” state is obtained, such as that shown in
Fig. 3(a), corresponding to array A. In this state, the trans-
verse (vertical) magnetization component is null, in agree-
ment with the experiment. A vortex nucleates at the center of
the base and, upon the application of a negative field, it
moves up to the center of the triangle, Fig. 3(b), it is annihi-
lated at the tip, Fig. 3(c) and, finally, the triangle is saturated,
Fig. 3(d). When the triangles are saturated from base to tip
(h¼ 90), the resulting remanent configuration is similar to a
“buckle” state31,32 (the magnetization bends parallel to the
base and then rotates to the tip), as shown in Fig. 3(e). No
symmetric “y” state is stable according to simulations, in
agreement with previous results on permalloy which indicate
that this state can only be stabilized under very restrictive
conditions (triangle size below 200 nm and sharp cor-
ners).31,32 The vortices nucleate at one of the sides of the tri-
angles and they move to the center, Fig. 3(f), and exit at the
opposite corner, Fig. 3(g), before saturation, Fig. 3(h). As
shown in Fig. 3(e), the buckle state is not left-right symmet-
ric and, consequently, the transverse (horizontal) magnetiza-
tion component is not null. However, there is no preference
for the right or left side as nucleation site in each triangle,
which means that, after vertical saturation, both left and right
nucleation sides are equally probable. This accounts for the
null transverse component of the magnetization in both
arrays even when they are vertically saturated.
The annihilation field Hann is the field required to break
the vortex structure and to align the magnetization with the
field. To account for the angular variation of the annihilation
field, we have to make several considerations. After vortex
annihilation, the magnetization is close to uniform and the
MSE increases due to the poles appearing at the edges. This
increase is maximum (minimum) along the base-to-tip (base)
and equivalent directions.32 The uniform magnetization
leads to a decrease in the exchange energy. Finally, we have
to consider that keeping the magnetization parallel to a hard
MAE axis requires a higher field than along an easy axis.
The annihilation field of array A [Fig. 4(a)] varies from
390Oe to 550Oe, approximately, and its maxima appear at
the hard MSE directions, h¼ 30, h¼ 90, and h¼ 150. The
fact that h¼ 90 corresponds to a relative maximum in spite
of the magnetization lying along an easy MAE axis makes
clear the higher weight of the MSE in the magnetization
mechanism. The absolute maxima at h¼ 30 and h¼ 150
are related to the proximity of the hard MSE and MAE direc-
tions, which are just 15 apart. The annihilation field of array
B [Fig. 4(b)] varies between 400Oe and 580Oe, approxi-
mately, with an absolute maximum at h¼ 90-coincident
with a hard MSE and MAE axis- and an absolute minimum
FIG. 3. Magnetization configurations
simulated for array A, with the applied
field either along the base (a–d) or
along the base-to-tip direction (e–h).
Different states are shown from rema-
nence after positive saturation (left) to
negative saturation (right); arrows indi-
cate the direction and amplitude of the
applied magnetic field.
FIG. 4. Angular dependence of the annihilation field (Hann) of array A (a)
and array B (b). Dots correspond to experiment and line shows the theoreti-
cal fit. Note: 180–360 interval is duplicated from the 0–180 interval for
clarity.
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when the field is applied along the base of the triangles,
which is an easy MSE but hard MAE direction, which con-
firms the predominance of the MSE. Two relative maxima
appear very close to h¼ 30 and h¼ 150, i.e., almost coin-
cident with the two remaining hard MSE axes.
To analyze the angular dependence of the annihilation
field, we have taken into account the functional form of the
in-plane MAE energy (four-fold), of the configurational ani-
sotropy (six-fold) and second order harmonics of both. We
have also taken into account that the annihilation field has in
itself inversion symmetry (two-fold). The Fe(001) in-plane
MAE, for array A, can be written as33
Ea ¼ K1
8
ð1 cos 4hÞ; (1)
where K1 is the first order anisotropy constant of Fe. From
this expression, the in-plane anisotropy, considered as the
energy difference between the hard and easy in-plane direc-
tions, is DEa¼K1/4. The MSE is proportional to the square
saturation magnetization MS
Em ¼ 1
2
l0M
2
Scð1 cos 6hÞ; (2)
with the factor c giving the energy difference in MSE
between a hard and an easy direction
DEm ¼ l0M2Sc: (3)
The annihilation field of array A was then fitted to the fol-
lowing expression:
HANN ¼ Dþ a A1 1 cos 4hð Þ þ A2 1 cos 8hð Þ

þ B1 1 cos 6hð Þ þ B2 1 cos 12hð Þ
 Cð1 cos 2hÞ: (4)
In this expression D and a are constants, A1 is proportional
to K1/8, B1 to cl0MS
2/2, C is the coefficient that accounts for
the field two-fold symmetry, and A2 and B2 are the coeffi-
cients associated with the second harmonics of the MAE and
MSE, respectively. In the case of array B, a similar expres-
sion was used with the MAE terms rotated 45. The fitting of
the experimental data (Fig. 4) yielded essentially a single set
of parameters valid for both arrays: for array A (B, when dif-
ferent), D¼ 370 (375) Oe, a¼ 30 (28) Oe, A1¼ 0.7,
B1¼ 1.7, A2¼0.1, B2¼0.45 (0.4), and C¼ 1.2. We
can compare the MSE and the in-plane MAE, with a clear
predominance of the first over the second, DEm/DEa 2.4.
Using the MS and K1 of Fe, the configurational anisotropy
coefficient of expression (2) results 1
2
l0M
2
Sc  1:45 104 J=m3
and a value of c 7.8 103 was obtained. These calcula-
tions confirm the predominance of the MSE over the MAE,
not only in low anisotropy dots or polycrystalline Co
dots16,22,25 but also in dots fabricated on single crystal
films.27
In summary, we have found the way to modify the six-
fold symmetry of the configurational anisotropy by choosing
the appropriate direction of the magnetocrystalline axes. We
have analyzed the relative weight of the MAE and of the
MSE in the magnetization processes of two arrays of single
crystal triangular nanodots with different orientations of the
crystalline axes. We have shown that the nucleation field and
the remanence of array A, in which the hard MAE and MSE
axes do no coincide, show a weak angular dependence, the
former being close to cero. In contrast, the nucleation field
and remanence of array B present a uniaxial symmetry with
maximum nucleation field and minimum remanence in a nar-
row angular region around the single hard MSE and MAE
axis. Out of this region the nucleation field drops to zero, as
in array A, and the remanence rises to values which are also
close to those of array A. The annihilation field exhibits a
complex angular dependence, clearly dominated by the six-
fold symmetry of the configurational anisotropy and modu-
lated by the MAE. In both arrays, the maximum annihilation
field is always obtained along or very close to the hard MSE
directions. The analysis of the angular evolution of the anni-
hilation field allowed us to estimate the value of the configu-
rational anisotropy constant, which is over twice the value of
the Fe in-plane magnetocrystalline anisotropy.
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