Using the existence of density processes, we derive a new class of stochastic partial differential equations for a collection of interacting measure-valued diffusions based on two orthogonal martingale measures.
Introduction
Interacting branching measure-valued diffusions (IBMDs) were introduced and characterized by Wang [16, 17] in order to model and study the behavior of one-dimensional super-Brownian motion in a random medium. In Wang [16] , it is shown that, when the diffusion coefficient for the medium is smooth enough, these IBMDs either have discrete support or have densities, according to whether or not the differential part of the associated generator is a singular operator. In the latter case, these IBMDs can also be viewed as those superprocesses associated with some of the branching-free interacting diffusion systems of McKean-Vlasov type studied by Kotelenez [11, 12, 13] and by Dawson and Vaillancourt [2] .
In the present paper, we derive a new class of stochastic partial differential equations (SPDEs) for the density processes associated with IBMDs, when these densities do exist. In order to state this result precisely, we need the following notation.
We denote by B(R) the space of all bounded Borel measurable functions from R into itself; C(R) ⊂ B(R), its subspace of all bounded continuous functions;Ĉ(R) ⊂ C(R), its subspace of continuous functions which vanish at (infinity) point ∂;Ĉ 2 (R) ⊂Ĉ(R), its subspace of all twice differentiable functions which vanish at ∂, together with both their first and second derivatives; S(R) ⊂Ĉ 2 (R), the space of infinitely differentiable functions which, together with all their derivatives, are rapidly decreasing at infinity. We write φ (x) or dφ(x)/dx for the derivative of φ ∈Ĉ 2 (R). S (R) is the Schwartz space of tempered distributions and M F (R), the Polish space of all bounded Radon measures on R, with the topology of vague convergence. We denote by < ·, · >: S(R)×S (R) → R the usual duality between S(R) and S (R) (and, by extension, that between B(R) and 
where, for some given g ∈ L
2
(R), we define the convolution ρ(z) := R g(z − y)g(y)dy and, for convenience, we let ρ = ρ(0) + 2 > 0 and σ 2 > 0. These martingale problems were introduced and studied by Wang [16, 17] . Let us first summarize in Theorem 1.1, three of his results which are relevant here, namely Theorem 2.1 from Wang [16] and Theorems 6.4 and 7.2 from Wang [17] . 
for all x ∈ R and be such that ρ ∈Ĉ 2 (R) holds. The martingale problem for operator A + B described above, started at some measure µ 0 ∈ M F (R) with compact support, is well-posed. If we write its unique solution as (Ω, F, P µ , µ t ), then the process
At the present time, no information is available about the regularity in (t, x) of the density t (x) other than joint measurability. This was established in Wang [16] , along with the identity 
holds for every t ≥ 0,P µ -almost surely.
The derivation of this SPDE runs roughly as follows: we first derive a Quasi-SPDE for the sequence of empirical measure-valued processes associated with the generating, finite particle systems, by way of the strong construction of a copy of the whole sequence on a common probability space; we then prove the tightness and L p -convergence of each term in the Quasi-SPDE; finally the solution to the SPDE of Theorem 1.2 emerges from the Quasi-SPDE by letting the size of the system grow to infinity.
The special case of Theorem 1.2 obtained by assuming g ≡ 0 was the subject of a seminal paper of Konno and Shiga [10] , where the independence of motion of the particles at every level allowed them to use a representation theorem for individual martingale measures. As one sees upon glancing at equation (1.3), the strong dependence between the motion of the various particles (even amongst the infinite system) gives rise to not one but two martingale measures, which turn out to be orthogonal to each other. The original approach of Konno and Shiga is therefore not directly applicable here.
Our derivation is analogous to that in Kotelenez [12, 13] , where the sources of motion for all the finite systems involved are a (deterministic) free force field and a highly correlated random environment. In the present paper, however, serious mathematical difficulties are introduced by allowing the particles to execute branching Brownian motions, independently of one another, given the state of the random environment -there is no force field here. The explicit construction provided in Section 2 gets us around these difficulties; the rest of the argument relies crucially on a decomposition theorem for orthogonal martingale measures. This approach for the derivation of the SPDE for empirical measure-valued processes is inspired in part by the pioneering work of Walsh [15] and extends some of his results to systems of highly dependent particles.
Proofs
The proof of the main result Theorem 1.2 is achieved by way of a series of lemmata. Let us begin by building explicitly a version of the model for IBMDs discussed in Wang [17] . The evolution of the particle system in between branching times takes the form of a strong solution to the following stochastic evolution equation.
for all x ∈ R and be such that ρ ∈Ĉ 
has a unique strong solution with continuous paths, for every countable collection of starting points {z
Proof: The usual method of successive approximations works here -see Wang [17] or Kotelenez [12, 13] for more details.
Since the strong solution of (2.4) only depends on the initial state z , t) for some measurable real-valued mapping x (omitting W in the notation as it is selected and fixed once and for all). We note in passing that, by Itô's formula, for any φ ∈ S(R), the unique solution to equation (2.4) verifies
Using this infinite collection of solutions to equation (2.4), we can now build the IBMDs as weak limits of a whole sequence of finite particle systems, denoted by {x α } and all built on a common probability space, as follows.
For any positive integer n, there is an initial system of m n 0 particles, each particle having mass 1/θ n and branching at rate γθ n . The offspring distribution {p k } satisfies
and m n 0 /θ n ≤ ξ, where both ξ > 0 and θ ≥ 2 are fixed constants. Let be the set of all multi-indices, i.e., strings of the form α = n 1 n 2 · · · n k , where the n i 's are non-negative integers. Let |α| be the length of α. We provide with the arboreal ordering: Recall that ∂ denotes a point at infinity -the cemetery -and put x α t = ∂ if either t < β(α) or t ≥ ζ(α) holds. We make the convention that any function f on R is extended to R ∪ {∂} by setting f (∂) = 0 -this allows us to keep track of only those particles not in the cemetery at any given time.
Given µ 0 ∈ M F (R) with compact support, assume that µ
is constructed from µ 0 as in Wang [17] so that µ 
Continuing in this way, we get a branching tree of particles for any given ω with initial state selected at random amongst {x 
For any A ∈ B(R) and t > 0
, define what will turn out to be an approximation "à la Donsker" to a new cylindrical Brownian motion:
representing a (scaled down) "brood size" for those particles dead by time t and positioned inside A upon the advent of their demise. Observation (2.5) above implies that each µ n satisfies, for every φ ∈ S(R),
where we use the notation
The four terms represent the respective components of the overall motion of the finite particle systems µ n t (φ) :=< φ, µ n t > contributed by the individual Brownian motions (U n t (φ)), the random medium (X n t (φ)), their common diffusive effect (Y n t (φ)) and the branching mechanism (Z n t (φ)). Using a result of Dynkin ([4] p.325, Theorem 10.13), we get at once the following theorem.
Theorem 2.2 ∀n ∈ N, µ n t defined by (2.9) is a right continuous strong Markov process which is a unique strong solution of (2.11) in the sense that it is a unique solution of (2.11) for fixed probability space (Ω, F, P) and given W , {B F, P) . Furthermore, all the {µ n t ; t ≥ 0} are defined on the common probability space (Ω, F, P).
Denote by {F n t : t ≥ 0} the filtration defined by writing F n t for the σ-algebra generated by the collection of processes
φ ∈ S(R), h ∈ B(R) .

Lemma 2.3 If we write σ
(ii) For any T ≥ 0 and n ≥ 1, we have 
9) is tight as a family of processes with sample paths in
Therefore, we get
Similarly, Doob's submartingale inequality yields
(iii) By Theorems 4.5.4 and 4.6.1 in Dawson [1] (plus part (ii), which precludes explosion in finite time), we only need to prove that, for any given > 0, T > 0, φ ∈ S(R) and any stopping time τ n bounded by T , then ∀ η > 0, ∃ δ, n 0 such that
Using the strong Markov property of µ n (φ), we obtain from (i) 13) which goes to 0 as t → 0.
converges weakly, then there exist a probability space (Ω,F,P) and
holds and,P-almost
cylindrical Brownian motions and the following stochastic integrals convergẽ
is unique in distribution and satisfies the equatioñ
Proof: (i) By a theorem of Mitoma [14] , we only need to prove that, for any φ ∈ S(R), the sequence of laws for (µ
). This is equivalent to proving that each component and the sum of each pair of components are individually tight in D([0, ∞), R). Since the same idea works for each sequence, we only give the proof for {Z n (φ)}. Let C = sup x φ(x) 2 and use Lemma 2.3 to get
which yields the compact containment condition. Now we use Kurtz's tightness criterion (cf. Ethier-Kurtz [5] p. 137, Theorem 8.6) to prove the tightness of {Z
By Lemma 2.3, lim δ→0 sup n E{γ T n (δ)} = 0 holds, so {Z n (φ)} is tight.
(ii) If we choose any countable dense subset {g i } i∈N of S(R) and any enumeration {t j } j∈N of all rational numbers, then Theorem 1.7 of Jakubowski [7] shows that the countable family {f ij : i, j ∈ N} of continuous functions (with respect to Skorohod topology on D([0, ∞), S (R))) separates points, when we define ) -if necessary, we construct V on an extension (Ω, F, P µ ) of probability space (Ω,F,P µ )). Let s (x) be the density process ofμ 0 s constructed in Wang [16] . Set 
