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Abstract
We show that preconditioners constructed by random sampling can perform well without meeting
the standard requirements of iterative methods. When applied to graph Laplacians, this leads to ultra-
sparsifiers that in expectation behave as the nearly-optimal ones given by [Kolla-Makarychev-Saberi-Teng
STOC‘10]. Combining this with the recursive preconditioning framework by [Spielman-Teng STOC‘04]
and improved embedding algorithms, this leads to algorithms that solve symmetric diagonally dominant
linear systems and electrical flow problems in expected time close to m log1/2 n .
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1 Introduction
Randomized constructions of algebraically similar objects are widely used in the design of efficient algo-
rithms. Sampling allows one to reduce the size of a problem while preserving its structure, and then solve
the problem on a smaller instance. It is a core component in randomized matrix algorithms [Mah11],
stochastic gradient descent [Bot04], and graph algorithms.
Smaller equivalents of graphs are known as sparsifiers, and the study of sampling methods for generating
them led to the cut sparsifiers by Benczur and Karger [BK96], and spectral sparsifiers by Spielman and
Teng [ST11]. Spectral sparsifiers are key routines in the first nearly-linear time solver by Spielman and
Teng [ST04], as well as in the subsequent improvements by Koutis et al. [KMP10, KMP11]. These solvers, in
turn, have many applications which are described in detail in surveys by Spielman [Spi10] and Teng [Ten10].
At the core of the Spielman and Teng solver is a recursive preconditioning framework which transfers
solutions between a sequence of sparsifiers known as a solver chain. Improvements to this framework led to
algorithms that run in about m log n time under exact arithmetic [KMP11]. The existence of an algorithm
that solves a given system in about m log1/2 n time after preprocessing can be derived from the nearly-
optimal ultra-sparsifiers by Kolla et al. [KMST10]. These ultra-sparsifiers build upon the nearly-optimal
spectral sparsifiers by Batson et al. [BSS09], and gain a factor of log1/2 n over randomized constructions.
However, the current fastest algorithm for constructing these objects by Zouzias [Zou12] takes cubic time.
As a result, finding nearly-linear time algorithms for constructing nearly-optimal sparsifiers and ultra-
sparsifiers were posed as an important open question in the article by Batson et al. [BSST13].
Recently, a new approach to solving SDD linear systems was proposed by Kelner et al. [KOSZ13], and
extended by Lee and Sidford [LS13]. Instead of constructing spectral sparsifiers, they show that fixing
single cycles chosen from an appropriate distribution leads to sufficient decreases in errors in expectation.
In this paper, we extend this approach to more general subgraphs, and show that this achieves the same
improvement per iteration as the optimal ultra-sparsifiers, in expectation. Our results can therefore be
viewed as an algorithmic answer to the open question by Batson et al. [BSST13] on efficiently generating
nearly-optimal sparsifiers.
Similar to the spectral sparsifiers by Batson et al. [BSS09], our results are applicable to general matrices.
Instead of aiming to show that the sampled matrix is a good spectral approximation, our analysis is geared
towards the intended application of the sample: use as a preconditioner for iterative methods for solving
linear systems. We discuss these iterative methods and the statistical bounds needed for their convergence
in Section 2. This randomized iterative method resembles to the randomized block Kaczmarz method
by Needell and Tropp [NT13]. However, our convergence guarantees are more akin to those of standard
iterative methods such as the ones presented in [Axe94].
For linear systems in Laplacians of graphs, our randomized iterative methods can be incorporated into
existing solver frameworks. In Section 4, we use the recursive preconditioning framework by Koutis et
al. [KMP11] to obtain the following result:
Theorem 1.1 Given a graph G with m edges, a vector b = LGx, and any error ǫ > 0, we can find w.h.p.
a vector x such that
‖x¯− x‖LG ≤ ǫ ‖x¯‖LG ,
in expected O(m log1/2 n log log3+δ n log(1ǫ )) time for any constant δ > 0.
In Appendix B, we show that this solver can also be used to generate electrical flows with approximate
minimum energy in similar time. This problem is dual to solving linear systems, and is the core problem
addressed by previous solvers that reduce distance in expectation [KOSZ13, LS13].
Our presentation of the solver in Section 4 aims for simplicity, and we do not optimize for the exponent
on log log n. This allows us to reduce to situations where errors of polylog n can be tolerated. Here we
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can use existing algorithms that are guaranteed to return good answers with high probability. We believe
that this algorithmic dependency is removable, and that the exponent on log log n can be reduced, or even
entirely removed by a more refined analysis.
We also assume that all arithmetic operations are exact in this paper. The iterative methods used
in our algorithm, namely the preconditioned Chebyshev iteration in Appendix A, are stated with robust
bounds that can absorb large absolute error. Therefore, only the Gaussian elimination stages need to be
checked to show the numerical stability of our algorithm in the setting of fixed-point arithmetic. Such an
analysis of the recursive preconditioning framework can be found in Section 2.6 of [Pen13], and should be
readily applicable to our algorithm as well.
2 Overview
Our starting point is the simplest iterative method, known as Richardson iteration. In the setting that we
use it in, it can also be viewed as iterative refinement. If our goal is to solve a linear system Y x = b , and
we have a matrix Z that’s similar to Y , this method generates a new x ′ using the step
x ′ = x − αZ−1 (Y x − b) . (2.1)
Here α is a parameter that we can choose based on the approximation factor between Z and Y . When
Z is an exact approximation, i.e. Z = Y , we can set α = 1 and obtain
x ′ = x − Y −1 (Y x − b) = x − x + Y −1b = Y −1b.
Of course, in this situation we are simply solving Zx = b directly. In general, iterative methods
are used when Z is an approximation of Y . The quality of this approximation can be measured using
relative condition numbers, which are defined using spectral orderings. While our main algorithm relies
on a weaker notion of approximation, this view nonetheless plays a crucial role in its intermediate steps,
as well as its analysis. Given two matrices A and B , we say A  B if B −A is positive semidefinite. Using
this ordering, matrix approximations can then be defined by giving both upper and lower bounds. The
guarantees of Richardson iteration under this notion of approximation is a fundamental result in iterative
methods [Axe94].
Fact 2.1 If Y  Z  κY for some parameter κ, and x is the exact solution satisfying Y x = b, then
taking the step in Equation 2.1 with α = κ gives:
∥∥x ′ − x∥∥
Y
≤
(
1− 1
κ
)
‖x − x‖
Y
,
Here ‖·‖
Y
is the matrix norm of Y , ‖·‖
Y
=
√
xTY x . It is the standard norm for measuring the convergence
of iterative methods.
As Equation 2.1 requires us to solve a linear system involving Z , it is desirable for Z to be smaller than
Y . One way to do this is to write Y as a sum of matrices, Y =
∑m
i=1 Yi, and pick a subset of these. This
in turn can be done via random sampling. Here a crucial quantity is the statistical leverage score. For a
matrix X , the leverage score of Yi w.r.t. X is
τ i
def
= Tr
(
X−1Yi
)
.
For some X and Y = Y1 + . . . + Ym, we can generate a preconditioner Z by sampling a number of Yis
with probabilities proportional to τ i. We can also use upper bounds on the actual leverage scores, τ i. The
pseudocode for a variant of this routine is given in Figure 1.
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Z = Sample({Y1, . . . , Ym},X, τ , δ), where Yi = vivTi are rank one matrices, τ i are upper
bounds of leverage scores, τ i ≥ τ i for all i, and δ < 1 is an arbitrary parameter.
1. Initialize Z to X.
2. Let s be
∑m
i=1 τ i and t = δ
−1s.
3. Pick an integer r uniformly at random in the interval [t, 2t− 1].
4. For j = 1 . . . r
(a) Sample entry ij with probability proportional to τ ij .
(b) Z ← Z + δ
τ ij
Yij .
5. Return Z.
Figure 1: Sampling Algorithm
By applying matrix Chernoff bounds such as the ones by Tropp [Tro12], it can be shown that 12Y 
Z  2Y when δ is set to 1O(logn) . We will formalize this connection in Appendix C. Scaling the resulting
Z by a factor of 2 then gives a preconditioner that can be used to make the step given in Equation 2.1.
The preconditioner produced contains X plus O(s log n) of the matrices Yis. The Kolla et al. [KMST10]
result can be viewed as finding Z consisting of only O(s) of the matrices, and Y  Z  O(1)Y , albeit in
cubic time.
Our main result is showing that if we generate Z using Sample with δ set to a constant, the step given
in Equation 2.1 still makes a constant factor progress in expectation, for an appropriate constant α. We
do so by bounding the first and second moments of Z−1 w.r.t. Y . These bounds are at the core of our
result. They are summarized in the following Lemma, and proven in Section 3.
Lemma 2.2 Suppose Yi = viv
T
i are rank one matrices with sum Y , X is a positive semidefinite matrix
satisfying X  Y , τ 1 . . . τm are values that satisfy τ i ≥ Tr
(
X−1Y
)
, and δ < 1 is an arbitrary parameter.
Then the matrix Z = Sample(Y1 . . . Ym,X, τ 1 . . . τm, δ) satisfies:
1. Er,i1...ir
[
xTZ−1x
] ≤ 11−2δxTY −1x, and
2. Er,i1...ir
[
xTZ−1x
] ≥ 13xTY −1xT , and
3. Er,i1...ir
[
xTZ−1Y Z−1x
] ≤ 11−3δxTY −1xT .
Using these bounds, we can show that an iteration similar to Richardson iteration reduces errors, in
expectation, by a constant factor each step.
Lemma 2.3 Suppose X and Y are invertible matrices such that X  Y , b = Y x , and x is an arbitrary
vector. If Z = Sample(Y1 . . . Ym,X, τ 1 . . . τm,
1
10 ), and x
′ is generated using
x ′ = x− 1
10
Z−1 (Y x − b) .
Then
Er,i1,i2,...ir
[∥∥x − x ′∥∥2
Y
]
≤
(
1− 1
40
)
‖x − x‖2
Y
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Proof We first rearrange both sides by substituting in b = Y x, and letting y = x¯− x. The term in the
LHS becomes
x¯−
(
x− 1
10
Z−1 (Y x− b)
)
=
(
I − 1
10
Z−1Y
)
y,
while the RHS becomes
(
1− 140
) ‖y‖2Y .
Expanding the expression on the LHS and applying linearity of expectation gives
Er,i1,i2,...ir
[∥∥∥∥(I − 110Z−1Y
)
y
∥∥∥∥2
Y
]
= Er,i1,i2,...ir
[
yTY y− 2
10
yTY Z−1Y +
1
100
yTY Z−1Y Z−1Y y
]
= yTY y− 2
10
Er,i1,i2,...ir
[
yTY Z−1Y y
]
+
1
100
Er,i1,i2,...ir
[
yTY Z−1Y Z−1Y y
]
Since Y y is a fixed vector, we can apply Lemma 2.2 with it as v. The lower bound on first moment in
Part 1 allows us to upper bound the first term at
Er,i1,i2,...ir
[
yTY Z−1Y y
] ≥ 1
3
yTY Y −1Y y
=
1
3
yTY y.
The second term can be upper bounded using Part 3 with the same substitution.
Er,i1,i2,...ir
[
yTY Z−1Y Z−1Y y
] ≤ 1
1− 3δy
TY Y −1Y y
=
1
1− 3δy
TY y
≤ 2yTY y,
where the last inequality follows from the choice of δ = 110 . Combining these then gives the bound on the
expected energy:
Er,i1,i2,...ir
[∥∥∥∥x¯− (x− 110Z−1 (Y x− b)
)∥∥∥∥2
Y
]
≤ ‖y‖2Y −
2
30
yTY y+
2
100
yTY y
≤
(
1− 1
40
)
yTY y

When X and Y are lower rank, we have that Z also acts on the same range space since X is added to
it. Therefore, the same bound applies to the case where X and Y have the same null-space. Here it can be
checked that the leverage score of Yi becomes Tr
(
X †Yi
)
, and the step is made based on pseudoinverse of Z ,
Z †. Also, note that for any nonnegative random variable x and moment 0 < p < 1, we have E [xp] ≤ E [x]p.
Incorporating these conditions leads to the following:
Corollary 2.4 Suppose X and Y are matrices with the same null space such that X  Y , b = Y x , and
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x is an arbitrary vector. If Z = Sample(Y1 . . . Ym,X, τ 1 . . . τm,
1
10), and x
′ generated using
x ′ = x− 1
10
Z † (Y x − b) .
Then
Er,i1,i2,...ir
[∥∥∥∥x¯− (x− 110Z† (Y x− b)
)∥∥∥∥
Y
]
≤
(
1− 1
80
)
‖x¯− x‖Y
3 Expected Inverse Moments
We now prove the bounds on Z−1 and Z−1YZ−1 stated in Lemma 2.2. For simplicity, we define uj :=
Y
−1
2 vj, and S := Y
−1
2 XY
−1
2 . Note that,
∑m
j=1 uju
T
j = I, while
uTi S
−1ui = v
T
i X
−1vi
= Tr
(
X−1viv
T
i
)
= τ i.
The following lemma is then equivalent to Lemma 2.2.
Lemma 3.1 Suppose Ri = uiu
T
i are rank one matrices with
∑m
j=1 uju
T
j = I, S is a positive definite matrix
satisfying S  I and τ 1 . . . τm are values that satisfy τ i ≥ Tr
(
S−1Ri
)
, and 0 < δ < 1 is an arbitrary
parameter. Then the matrix W = Sample(R1 . . . Rm, S, τ 1 . . . τm, δ) satisfies:
1. Er,i1...ir
[
xTW−1x
] ≥ 13xTx, and
2. Er,i1...ir
[
xTW−1x
] ≤ 11−2δxTx, and
3. Er,i1...ir
[
xTW−2x
] ≤ 11−3δxTx.
In remainder of this section, we prove the above lemma. To analyze the Sample algorithm, it will be
helpful to keep track of its intermediate steps. Hence, we define W0 to be the initial value of the sample
sum matrix W . This corresponds to the initial value of Z from Line 2 in the pseudocode of Figure 1, and
W0 = S. We define Wj to be the value of W after j samples. Thus Wj+1 = Wj +
δ
τ ij+1
uij+1u
T
ij+1
where
ij+1 is chosen with probability proportional to τ j+1.
Throughout this section, we use δ to refer to the constant as defined in lemma 3.1 and let
t := δ−1
m∑
i=1
τ i.
The following easily verifiable fact will be useful in our proofs.
Fact 3.2 With variables as defined in lemma 3.1, each sample δ
τ ij
uiju
T
ij
obeys
Eij
[
δ
τ ij
uiju
T
ij
]
=
1
t
I
As we will often prove spectral bounds on the inverse of matrices, the following simple statement about
positive definite matrices is very useful to us.
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Fact 3.3 Given positive definite matrices A and B where A  B,
B−1  A−1.
The lower bound on W−1 can be proven using these two facts, and a generalization of the arithmetic
mean (AM) - harmonic mean (HM) inequality for matrices by Sagae and Tanabe [ST94].
Lemma 3.4 (matrix AM-HM inequality, part of Theorem 1 of [ST94]) If w1, . . . ,w r are posi-
tive numbers such that w1 + . . .+w r = 1, and let M1, . . . ,Mr be positive definite matrices. Then(
w1M
−1
1 + . . . +wrM
−1
r
)−1  w1M1 + . . .+w rMr.
Proof of Lemma 3.1, Part 1: For all j, the matrix uju
T
j is positive semidefinite. Hence, using the
fact 3.2,
Er,i1,...,ir [W ]  Ei1,...,ir [W |r = 2t]
= S +
2t∑
j=1
Eij
[
δ
τ ij
uiju
T
ij
]
 3I
Consequently, by the AM-HM bound from Lemma 3.4 gives
Er,i1,...,ir
[
W−1
]−1  (3I)−1 .
Inverting both sides using Fact 3.3 gives the result. 
We can now focus on proving the two upper bounds. One of the key concepts in our analysis is the
harmonic sum, named after the harmonic mean,
HrmSum(x, y)
def
=
1
1/x+ 1/y
. (3.2)
The following property of the harmonic sum plays a crucial role in our proof:
Fact 3.5 If X is a positive random variable and α > 0 is a constant, then
E [HrmSum(X,α)] ≤ HrmSum(E [X] , α).
Proof Follows from Jensen’s inequality since
HrmSum(X,α) =
1
1
X +
1
α
= α
(
1− α
X + α
)
is a concave function in α when α > 0. 
We will also use a matrix version of this:
Fact 3.6 For any unit vector v, positive definite matrix A, and scalar α > 0
vT (A+ αI)−1 v ≤ HrmSum (vTA−1v, 1/α)
Proof By a change of basis if necessary, we can assume A is a diagonal matrix with positive entries
(a1, ..., an) on its diagonal. Then v
T (A+ αI)−1 v =
∑n
i=1
v2i
ai+α
= E [HrmSum(X,α)] where X is a random
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variable which satisfying X = 1ai with probability v
2
i . Then by Fact 3.5 we have
n∑
i=1
v2i
ai + α
= E
[
HrmSum
(
X,
1
α
)]
≤ HrmSum
(
E [X] ,
1
α
)
= HrmSum
(
vTA−1v,
1
α
)
because E [X] =
∑
i
v2i
ai
= vTA−1v. 
Fact 3.7 The function fH,v(x) defined by
fH,v(x) := v
T
(
H +
x
t
I
)−1
v
is convex in x for any fixed choices of vector v and positive definite matrix H .
Proof By a change of basis, we can assume H to be diagonal matrix without loss of generality. Let its
diagonal entries be (a1, ..., an). Since H is positive definite, ai > 0. The result then follows from
fH,v(x) =
∑
i
v2i
ai +
x
t
which is a convex function in x. 
This implies that
vTW−1i v+ f
′
Wj ,v(0) = fWj ,v(0) + (1− 0)f ′Wj ,v(0)
≤ fWj ,v(1).
Also, when v is a unit vector, we have by Fact 3.6:
fWj ,v(1) ≤ HrmSum(vTW−1j v, t),
which rearranges to
f ′Wj,v(0) ≤ HrmSum(vTW−1j v, t)− vTW−1j v.
Also, note that:
f ′Wj ,v(x) = −
1
t
vT (Wj + (x/t)I)
−2v
f ′Wj ,v(0) = −
1
t
vTW−2j v.
So
−1
t
vTW−2j v ≤ HrmSum(vTW−1j v, t)− vTW−1j v. (3.3)
We can also obtain a spectral lower bound W−1j+1 in terms of W
−1
j and W
−2
j . using the Sherman-
Morrison formula.
Lemma 3.8 Eij+1
[
W−1j+1|Wj
]
W−1j − (1−δ)t W−2j
Proof
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The Sherman-Morrison formula says that adding a single sample zjz
T
j :=
δ
τ ij+1
uij+1u
T
ij+1
to Wj gives:
(Wj + zjz
T
j )
−1 =W−1j −
W−1j zjz
T
j W
−1
j
1 + zTj W
−1
j zj
.
We then have
(Wj + zjz
T
j )
−1 =W−1j −
W−1j zjz
T
j W
−1
j
1 + zTj W
−1
j zj
W−1j −
W−1j zjz
T
j W
−1
j
1 + δ
W−1j − (1− δ)W−1j zjzTj W−1j .
Hence,
Eij
[
(Wj + zjz
T
j )
−1|Wj
] W−1j − (1− δ)W−1j Eij [zjzTj ]W−1j
W−1j −
(1− δ)
t
W−1j IW
−1
j
W−1j −
(1− δ)
t
W−2j .

Combining these two bounds leads us to an upper bound for E
[
W−1j
]
.
Proof of Lemma 3.1, Part 2: Combining Lemma 3.8 and Equation 3.3, we have
vTEij+1
[
(Wj + zj+1z
T
j+1)
−1|Wj
]
v ≤ vTW−1j v−
1− δ
t
vTW−2j v
≤ vTW−1j v− (1− δ)
(
vTW−1j v−HrmSum
(
vTW−1j v, t
))
= δvTW−1j v+ (1− δ)HrmSum
(
vTW−1j v, t
)
If we now include the choice of Wj in the expectation:
Ei1,...,ij+1
[
vTW−1j+1v
]
≤ Ei1,...,ij
[
δvTW−1j v+ (1− δ)HrmSum
(
vTW−1j v, t
)]
= δEi1,...,ij
[
vTW−1j v
]
+ (1− δ)Ei1,...,ij
[
HrmSum
(
vTW−1j v, t
)]
.
Applying Fact 3.5 with X = vTW−1j v and a = t gives
Ei1,...,ij+1
[
vTW−1j+1v
]
≤ δEi1,...,ij
[
vTW−1j v
]
+ (1− δ)HrmSum
(
Ei1,...,ij
[
vTW−1j v
]
, t
)
. (3.4)
For convenience, we define Ej := Ei1,...,ij
[
vTW−1j v
]
. So inequality 3.4 can be written as
Ei+1 ≤ δEi + (1− δ) HrmSum(Ei, t)
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Also, since we start with W0 = Y
−1
2 XY
−1
2 , we have Wj  Y
−1
2 XY
−1
2 . Thus, by fact 3.3
W−1j  (Y
−1
2 XY
−1
2 )−1 = Y
1
2X−1Y
1
2 .
So Tr
(
W−1j
)
≤ Tr
(
Y
1
2X−1Y
1
2
)
≤ ∑mi=1 τ i = tδ, and we have vTW−1j v ≤ ∥∥∥W−1j ∥∥∥ ≤ tδ, so Ej ≤ tδ < t.
This lets us write:
Ej+1 = δEj +
1− δ
1
Ej
+ 1t
=
1 +
δEj
t
1
Ej
+ 1t
≤ 1(
1
Ej
+ 1t
)(
1− δEjt
)
=
1
1
Ej
+ 1t − δt −
δEj
t2
≤ 1
1/Ej + (1− 2δ)/t .
So
1
Ej+1
≥ 1
Ej
+ (1− 2δ) /t
Then it follows by induction that after t steps
1
Ej
≥ (1− 2δ) .
Thus we have proved
Ei1,...,it
[
vTW−1t v
] ≤ 1
1− 2δ . (3.5)
Additionally, for any integer r ≥ t, Wr  Wt, so fact 3.3 gives W−1r  W−1t . This means that with r
chosen uniformly at random in the interval [t, 2t− 1], we have
Er,i1,...,ir
[
vTW−1r v
] ≤ 1
1− 2δ .

It remains to upper boundW−2r . Here we use the same proof technique in reverse, by showing that the
increase in W−1r is related to W
−2
r . Lemma 3.1, Part 2 gives that the total increase between t and 2t− 1
is not too big. Combining this with the fact that we chose r randomly gives that the expected increase at
each step, and in turn the expected value of W−2r is not too big as well.
Proof of Lemma 3.1, Part 3: Recall that the expected value of vTW−1j+1v − vTW−1j v, conditional
on Wj , was at most
vTW−1j+1v− vTW−1j v ≤(1− δ)f ′(0) =
−(1− δ)
t
vTW−2j v
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Taking expectation over everything gives:
Ei1,...,ij+1
[
vTW−1j+1v
]
− Ei1,...,ij
[
vTW−1j v
]
≤ Ei1,...,ij
[−(1− δ)
t
vTW−2j v
]
Telescoping this gives
Ei1,...,i2t
[
vTW−12t−1v
]− Ei1,...,it [vTWt−1v] ≤ 2t−1∑
j=t
Ei1,...,ij
[−(1− δ)
t
vTW−2j v
]
1
t
2t−1∑
j=t
Ei1,...,ij
[
vTW−2j v
]
≤ 1
1− δEi1,...,it
[
vTW−1t v
] ≤ 1
(1− 2δ)(1 − δ) ,
where the last inequality follows from equation 3.5. This implies that for an integer r chosen uniformly at
random in the interval [t, 2t− 1], we have
Er,i1,...,ir
[
vTW−2r v
] ≤ 1
(1− 2δ)(1 − δ) <
1
1− 3δ .

4 Application to Solving SDD linear systems
We now describe a faster algorithm for solving SDD linear systems that relies on preconditioners that
make progress in expectation. The reduction from solving these systems to solving graph Laplacians of
doubled size was first shown by Gremban and Miller [Gre96]. This reduction is also well-understood for
approximate solvers [ST08], and in the presence of fixed point round-off errors [KOSZ13]. As a result, we
only address solving graph Laplacians in our presentation.
The Laplacian of a weighted graph G is an n × n matrix containing the negated weights in the off-
diagonal entries and weighted degrees in the diagonal entries:
Definition 4.1 The graph Laplacian LG of a weighted graph G = (V,E,w ) with n vertices is an n × n
matrix whose entries are:
LG,uv =
{∑
v 6=uwuv if u = v,
−wuv otherwise.
The recursive preconditioning framework due to Spielman and Teng extends the ideas pioneered by
Vaidya [Vai91]. It generates graph preconditioners, called ultra-sparsifiers, by sampling a number of edges
to supplement a carefully chosen spanning tree. Using the notation introduced in Section 2, this corresponds
to setting X to the graph Laplacian of the tree and the Yis to the graph Laplacians of the off-tree edges.
The key connection between the statistical leverage score of a tree and combinatorial stretch of an edge
was observed by Spielman and Woo [SW09].
Fact 4.2 The statistical leverage score of the rank-1 matrix corresponding to an edge w.r.t. a tree is equal
to its combinatorial stretch w.r.t. that tree.
The reason that it is crucial to pick X to be a tree is that then the sizes of the recursive subproblems only
depend on the number of Yi’s considered within. Similar to previous solvers, our algorithm is recursive.
However, it chooses a different graph at each iteration, so that many distinct graphs are given in calls at
the same level of the recursion. As a result, we will define an abstract Laplacian solver routine for our
analyses.
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Definition 4.3 A routine Solver(·) is said to be a Laplacian solver when it takes as input a tuple
(G,T, τ , b , ǫ), where G is a graph, T a spanning tree of this graph, and τ upper bounds on the com-
binatorial stretch of the off-tree edges of G wrt. T , and the routine returns as output a vector x such
that ∥∥∥x − L†Gb∥∥∥
LG
≤ ǫ
∥∥∥L†Gb∥∥∥
LG
.
The following lemma about size reduction can be derived from partial Cholesky factorization. A detailed
proof of it can be found in Appendix C of [Pen13].
Lemma 4.4 Given a graph-tree tuple (H,T, τ ) with n vertices and m′ off-tree edges, and and a Laplacian
solver Solver, there is a routine Eliminate&Solve(H,T, τ ,Solver, b, ǫ) that for any input b = LH x¯,
performs O(n + m′) operations plus one call to Solver with a graph-tree tuple (H ′, T ′, τ ′) with O(m′)
vertices and edges, the same bounds for the stretch of off-tree edges, and accuracy ǫ and returns a vector x
such that
‖x¯− x‖LH ≤ ǫ ‖x¯‖LH .
With this in mind, one way to view the recursive preconditioning framework is that it gradually
reduces the number of edges using the statistical leverage scores obtained from a tree. For this, Koutis et
al. [KMP11] used the low-stretch spanning tree algorithms [AKPW95, EEST08, ABN08, AN12]. However,
the state of art result due to Abraham and embeddings takes O(m log n log log n) time to construct.
Instead, we will use the low-stretch embeddings given by Cohen et al. [CMP+13]. Their result can be
summarized as follows:
Lemma 4.5 Given a graph Gˆ with n vertices, m edges, and any constant 0 < p < 1, we can construct in
O(m log log n log log log n) time in the RAM model a graph-tree tuple (G,T, τ ) and associated bounds on
stretches of edges τ such that
1. G has at most 2n vertices and n+m edges, and
2. ‖τ‖pp ≤ O(m logp n), and
3. there is a |VGˆ| × |VG| matrix Π with one 1 in each row and zeros everywhere else such that:
1
2
L†
Gˆ
 Π1ΠL†GΠTΠT1  L†Gˆ.
Note that Π maps some vertices of G to unique vertices of Gˆ, and ΠT maps each vertex of Gˆ to a
unique vertex in G.
The spectral guarantees given in Part 3 allow the solver for LG to be converted to a solver for LGˆ while
preserving the error quality.
Fact 4.6 Let Π and Π1 be the two projection matrices defined in Lemma 4.5 Part 3. For a vector b̂, if x
is a vector such that ∥∥∥x − L†GΠTΠT1 b̂∥∥∥
LG
≤ ǫ
∥∥∥L†GΠTΠT1 b̂∥∥∥
LG
,
for some ǫ > 0. Then the vector x̂ = Π1Πx satisfies∥∥∥x̂ −Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† ≤ ǫ
∥∥∥Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† .
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(H,T ′) = RandPrecon(G,T, τ , δ), where G is a graph, T is a tree, τ are upper bounds
of the stretches of edges in G w.r.t. T , and δ < 1 is an arbitrary parameter.
1. Let X = LT , Y = LG, Yi be the rank-1 matrix corresponding to each edge.
2. Set τˆ to be the same as τ for non tree-edges, and 1 for all tree edges.
3. Repeat
(a) Z = Sample
(
Y,X, τˆ , 110
)
.
(b) Set
i. H be the edges corresponding to Z, and
ii. T ′ be the edges corresponding to the combinatorial components in T , and
iii. τ ′ to be δ times the number of times each off-tree edge is sample.
4. Until the number of off-tree edges in H is at most 4800 ‖τ‖pp, and ‖τ ′‖pp ≤ 480 ‖τ‖pp.
5. Return (H,T ′, τ ′).
Figure 2: Generation of a Randomized Preconditioner
Therefore, a good solution to LGx = Π
T b̂ also leads to a good solution to LĜx̂ = b̂. The constant
relative error can in turn be corrected using preconditioned Richardson iteration described in Section 2.
For the rest of our presentation, we will focus on solving linear systems in settings where we know small
bounds to ‖τ‖pp.
As Sample will sample edges with high stretch, as well as tree edges, we need to modify its construction
bounding both the number of off-tree edges, and the total off-tree ℓp-stretch. Pseudocode of this modified
algorithm for generating a preconditioner is given in Figure 2.
We start by proving some crude guarantees of this algorithm.
Lemma 4.7 RandPrecon(G,T, τ , 110 ) runs in expected O(m + ‖τ‖pp) time and produces a graph-tree
tuple (H,T, τ ′) such that
1. the number of off-tree edges in H is at most O(‖τ‖pp), and
2. ‖τ ′‖pp ≤ O(‖τ‖pp), and
3. for any pair of vectors x and b = LGx¯, we have
EH
[∥∥∥∥x¯− (x− 110L†H (LGx− b)
)∥∥∥∥
LG
]
≤
(
1− 1
160
)
‖x¯− x‖LG
Proof For an edge e, let Xe be a random variable indicating the number of times that e is sampled. The
call to Sample samples sδ edges where s is the total stretch of all edges. In each of these iterations, e is
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sampled with probability τes where τ e = Tr
(
χ
T
e L
†
Tχe
)
. This means the expected value of Xe is
E [Xe] ≤ 3
2
s
δ
τ e
s
=
3
2
δ−1τ e = 15τ e.
For an edge e, if τ e ≥ 1, then τ pe ≥ 1; otherwise, τ e ≤ τ pe. Therefore we have that the expected number of
distinct edges added to the tree is less than 15 ‖τ‖pp. Markov’s inequality then gives that we sample more
than 4800 ‖τ‖pp edges with probability at most 1320 .
For the expected stretch, note that as T is added to H, the stretch of an edge can only decrease.
Combined with the fact that each sampled edge has stretch δ with respect to T :
E
[
(τ ′e)
p
] ≤ E [(δXe)p] ≤ E [δXe]p ≤ 3
2
τ
p
e.
So the expected total ℓp-stretch of all off-tree edges is at most
3
2τ
p
e. Applying Markov’s inequality once
again gives that the probability of ‖τ ′‖pp ≤ 480 ‖τ‖pp is also at most 1320 .
Taking a union bound gives that each sample H fails the conditions with probability at most 1160 .
This means that the loop is expected to terminate in O(1) iterations. Also, this means that the expected
deviation in H only increases by a constant factor, giving
EH
[∥∥∥∥x¯− (x− 110L†H (LGx− b)
)∥∥∥∥
LG
]
≤ 1
1− 1160
(
1− 1
80
)
‖x¯− x‖LG
≤
(
1− 1
160
)
‖x¯− x‖LG .

We can then apply the elimination routine from Lemma 4.4 to obtain a high-quality solution to a linear
system by solving a small number of systems whose edge count is O(‖τ‖pp).
However, note that the error is in the LH -norm. To relate this to the LG-norm, we can use a spectral
bound derived from matrix concentration bounds. Such a bound is central in operator based solvers by
Koutis et al. [KMP10, KMP11], while we feel our use of it here is more tangential.
Lemma 4.8 There exists a constant c such that for any graph-tree tuple G, T , τ , H = RandPrecon(G,T, τ , 110 )
satisfies
1
c log n
LG  LH  c log nLG
with high probability.
We prove this bound in Appendix C. It means that the decrease in energy can still be guaranteed if we
set ǫ = O( 1cs logn) in our bounds. We can also check whether we have reached such an error using coarser
solvers.
Lemma 4.9 There exist a constant cZ such that given a graph-tree tuple G, T , τ , we can construct with
high probability a linear operator Z such that under exact arithmetic
1. L†G  Z  cZ log4 nL†G, and
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2. given any vector b, Zb can be evaluated in O(m+ ‖τ‖pp) time where p is any constant > 1/2.
Proof Consider scaling up the tree by a factor of log2 n and scaling down the bounds on leverage
scores accordingly to obtain G′, T ′, τ ′. Then LG  LG′  log2 nLG and Lemma 4.7 gives that H =
randPrecon(G′, T ′, τ ′) has O(‖τ ′‖pp) = O(log−2p n ‖τ‖pp) off-tree edges, and
1
c log n
LG′  LH  c log nLG′ .
Applying partial Cholesky factorization on H and then the solver algorithm by Koutis et al. [KMP11]
then gives an operator Z such that
1
2
L†H  Z  2L†H ,
and Zb can be evaluated in O(m+ log−2p n ‖τ‖pp log n log log1/2 n) ≤ O(m+ ‖τ‖pp) time. Propagating the
error guarantees then gives
Z  2L†H  2c log nL†G′  2c log nL†G,
for the upper bound, and
Z  1
2
L†H 
1
2c log n
L†G′ 
1
2c log3 n
L†G,
for the lower bound. Scaling Z by a factor of 2c log3 n then gives the required operator. 
Using this routine allows us to convert the expected convergence to one that involves expected running
time, but converges with high probability. This is mostly to simplify our presentation and we believe such
a dependency can be removed. Using this routine leads us to our randomized preconditioned Richardson
iteration routine, whose pseudocode is given in Figure 3.
The guarantees of this routine is as follows.
Lemma 4.10 Given a Laplacian solver Solver, any graph-tree pair (G,T ), bounds on stretch τ , vector
b = LGx¯ and error ǫ > 0, RandRichardson(G,T, τ ,Solver, b, ǫ) returns with high probability a vector
x such that
‖x− x¯‖LG ≤ ǫ ‖x¯‖LG , (4.6)
and the algorithm takes an expected O(log(ǫ−1) + log log n)) iterations. Each iteration consists of one call
to Solver on a graph with O(‖τ‖pp) edges and error 1O(logn) , plus an overhead of O(m+ ‖τ‖pp) operations.
Proof Consider each iteration step using the preconditioner Hi generated by RandPrecon. The error
reduction given in Lemma 4.7 gives:
EH
[∥∥∥∥x¯− (xi−1 − 110L†Hri
)∥∥∥∥
LG
]
≤
(
1− 1
160
)
‖x¯− xi−1‖LG .
On the other hand, the guarantee for Solver gives∥∥∥yi − L†Hri∥∥∥
LH
≤ ǫ1
∥∥∥L†Hri∥∥∥
LH
.
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x = RandRichardson(G,T, τ ,Solver,b, ǫ), where G is a graph, T is a tree, τ are upper
bounds of the stretches of edges of G w.r.t. T , b is the vector to be solved, and ǫ is the
target error.
1. Set ǫ1 =
1
320cs logn
and t = O (log (ǫ−1 log n)).
2. Let Z be the linear operator corresponding to the solver given in Lemma 4.9
3. Repeat
(a) x0 = 0.
(b) For i = 1 . . . t
i. (Hi, Ti, τ i) = RandPrecon(G,T, τ , δ).
ii. ri = LGxi−1 − b.
iii. yi = Eliminate&Solve (Hi, Ti, τ i,Solver, ri, ǫ1).
iv. xi = xi−1 − 110yi.
4. Until ‖Z (LGxt − b)‖LG ≤ ǫcZ log4 n ‖Zb‖LG .
5. Return xt
Figure 3: Randomized Richardson Iteration
Substituting in the spectral bound between LG and LH given by Lemma 4.8 in turn gives:∥∥∥yi − L†Hri∥∥∥
LG
≤
√
cs log nǫ1 ‖LG (x¯− xi−1)‖L†
H
≤ cs log nǫ1 ‖x¯− xi−1‖LG
≤ 1
320
‖x¯− xi−1‖LG .
Combining this with the above bound via the triangle inequality then gives
EH
[∥∥∥∥x¯− (xi−1 − 110L†Hri
)∥∥∥∥
LG
]
≤
(
1− 1
160
)
‖x¯− xi−1‖LG +
1
320
‖x¯− xi−1‖LG
≤
(
1− 1
320
)
‖x¯− xi−1‖LG .
Hence the expected error ‖x¯− xi‖ decreases by a constant factor per iteration. After O(log(ǫ−1 log n))
iterations the expected error is less than 12
ǫ
cZ log
4 n
, where cZ is the constant from Lemma 4.9. Markov’s
inequality gives that
‖xt − x¯‖LG ≤
ǫ
cZ log
4 n
‖x¯‖LG (4.7)
with probability at least 12 . By lemma 4.9 we have w.h.p
L†G  Z  cZ log4 nL†G.
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If this equation holds, then the termination criterion is satisfied whenever equation 4.7 holds, because
‖Z (LGxt − b)‖LG ≤ cz log4 n ‖xt − x¯‖LG
≤ ǫ ‖x¯‖LG
≤ ǫ ‖Zb‖LG .
On the other hand, when the termination criterion holds,
‖x¯− xt‖LG ≤ ‖LG (x¯− xt)‖Z
≤ ‖Z (LGxt − b)‖LG
≤ ǫ
cZ log
4 n
‖Zb‖LG
≤ ǫ ‖x¯‖LG .
This means that w.h.p. equation 4.6 is satisfied when the algorithm terminates, and the algorithm termi-
nates with probability at least 12 on each iteration. So the expected number of iterations of the outer loop
is O(1). 
It remains to give use this routine recursively. We correct for the errors of introducing scaling factors
into the tree using preconditioned Chebyshev iteration.
Lemma 4.11 (Preconditioned Chebyshev Iteration) Given a matrix A and a matrix B such that
A  B  κA for some constant κ > 0, along with error ǫ > 0 and a routine SolveB such that for any
vector b we have ∥∥∥SolveB(b)−B†b∥∥∥
B
≤ ǫ
4
30κ4
‖b‖B† ;
preconditioned Chebyshev iteration gives a routine SolveA(·) = PreconCheby (A,B,SolveB, ·) , such
that in the exact arithmetic model, for any vector b,
• ∥∥∥SolveA(b)−A†b∥∥∥
A
≤ ǫ ‖b‖A† ,
and
• SolveA(b) takes O(
√
κ log(1/ǫ)) iterations, each consisting of one call to SolveB and a matrix-vector
multiplication using A.
The pseudocode of our algorithm is given in Figure 4. Below we prove its guarantee.
Lemma 4.12 Given a parameter 1/2 < p < 1 and a graph-tree tuple (G,T, τ ) with m edges such that
‖τ‖pp ≤ m logp n. For any vector b = LGx¯, Solve(G,T, τ , b, 1320cs logn) returns w.h.p. a vector x such that
‖x¯− x‖LG ≤
1
320cs log n
‖x‖LG ,
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x = Solve(G,T, τ ,b, ǫ), where G is a graph, T is a tree, τ are upper bounds of the stretches
of edges in G w.r.t. T , b is the vector to be solved, and ǫ is the goal error.
1. Set κ = c(log log n)4/(2p−1)
(
‖τ‖pp
m
)1/p
for an appropriate constant c (dependent on p).
2. Let (H,T ′, τ ′) be the graph-tree tuple with T scaled up by a factor of κ, τ scaled
down by a factor of κ.
3. x = PreconCheby
(
G,H,RandRichardson(H,T ′, τ ′,Solve, ǫ4κ−4),b
)
.
4. Return x
Figure 4: Recursive Solver
and its expected running time is
O
m(‖τ‖pp
m
) 1
2p
log log2+
2
2p−1 n
 .
Proof The proof is by induction on graph size. As our induction hypothesis, we assume the lemma to
be true for all graphs of size m′ < m. The choice of κ gives∥∥τ ′∥∥p
p
≤ m
cp log log
2+ 2
2p−1 n
.
The guarantees of randomized Richardson iteration from Lemma 4.10 gives that all the randomized precon-
ditioners have both off-tree edge count and off-tree stretch bounded by O(‖τ ′‖pp) = O
(
m
cp log log
2+ 2
2p−1 n
)
.
An appropriate choice of cmakes both of these values strictly less thanm, and this allows us to apply the
inductive hypothesis on the graphs obtained from the randomized preconditioners by Eliminate&Solve.
As κ is bounded by c log2 n and ǫ is set to 1320cs logn , the expected cost of the recursive calls made by
RandRichardson is
O(m log log n).
Combining this with the iteration count in PreconCheby of
O(√κ log(1/ǫ)) = O
(log log n) 22p−1 (‖τ‖pp
m
) 1
2p
log log n

gives the inductive hypothesis. 
To prove theorem 1.1, we first invoke Solve with ǫ set to a constant. Following an analysis identical
to the proof of lemma 4.12, at the top level each iteration of PreconCheby will require O(m log log n)
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time, but now only
O(√κ log(1/ǫ)) = O
(log log n) 22p−1 (‖τ‖pp
m
) 1
2p

iterations are necessary. Setting p arbitrarily close to 1 means that for any constant δ > 0 and relative
error ǫ, there is a solver for LG that runs in O(m log1/2 n log log3+δ n) time. This error can be reduced
using Richardson iteration as stated below.
Lemma 4.13 If A, B are matrices such that A  B  2A and SolveB is a routine such that for
any vector b, we have
∥∥SolveB (b)− B†b∥∥B ≤ 15 ∥∥B†b∥∥B , then there is a routine SolveA,ǫ which runs in
O(cα log(1ǫ )) iterations with the guarantee that for any vector b we have
∥∥SolveA,ǫ(b)−A†b∥∥A ≤ ǫ ∥∥A†b∥∥A.
Each iteration involves one call to SolveB , a matrix-vector multiplication involving A and O(1) arithmetic
operations on vectors.
We will use Richardson iteration as the outer loop, while transferring solutions and errors to the original
graph using the guarantees of the embeddable tree given in Lemma 4.5.
Proof of Theorem 1.1: Using Fact 4.6 on the solver described above for LG gives a solver for
(Π1ΠL
†
GΠ
TΠT1 )
† with relative error 15 . This condition and Lemma 4.5 Part 3 then allows us to invoke
the above Lemma with A = LGˆ and B = Π1ΠL
†
GΠ
TΠT1 . Incorporating the O(log(
1
ǫ )) iteration count and
the reduction from SDD linear systems then gives the overall result. 
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A Chebyshev Iteration with Errors
We now check that preconditioned Chebyshev iteration can tolerate a reasonable amount of error in each
of the calls to the preconditioner. A more detailed treatment of iterative methods can be found in the
book by Trefethen and Bau [TB97]. Our presentation in this section is geared to proving the following
guarantee.
Lemma A.1 (Preconditioned Chebyshev Iteration) Given a matrix A and a matrix B such that
A  B  κA for some constant κ > 0, along with error ǫ > 0 and a routine SolveB such that for any
vector b we have ∥∥∥SolveB(b)−B†b∥∥∥
B
≤ ǫ
4
30κ4
‖b‖B† ;
21
Base case:
x0 = 0
x1 = SolveB(b)
Iteration:
yi+1 = SolveB (Axi − b)
xi+1 =
2δTi (δ)
Ti+1 (δ)
(
xi − yi+1
)− Ti−1 (δ)
Ti+1 (δ)
xi−1
Figure 5: Preconditioned Chebyshev Iteration
preconditioned Chebyshev iteration gives a routine SolveA(·) = PreconCheby (A,B,SolveB, ·) , such
that in the exact arithmetic model, for any vector b,
• ∥∥∥SolveA(b)−A†b∥∥∥
A
≤ ǫ ‖b‖A† ,
and
• SolveA(b) takes O(
√
κ log(1/ǫ)) iterations, each consisting of one call to SolveB and a matrix-vector
multiplication using A.
As the name suggests, Chebyshev iteration is closely related with Chebyshev Polynomials. There are
two kinds of Chebyshev Polynomials, both defined by recurrences. Chebyshev polynomials of the first
kind, Tn(x) can be defined as:
T0(x) = 1,
T1(x) = x,
Ti+1(x) = 2xTi(x)− Ti−1(x).
Preconditioned Chebyshev iteration is given by the following recurrence with δ set to 1 + 1κ :
To bound the convergence of this iteration, it is helpful to use the following closed form for Ti(x):
Ti(x) =
(
x−√x2 − 1
)i
+
(
x+
√
x2 − 1
)i
2
.
The following facts about Chebyshev polynomials of the first kind will be used to bound convergence.
Fact A.2 If x = cos(θ), then
Ti(x) = cos(iθ).
This implies that if |x| ≤ 1, |Ti(x)| ≤ 1, and we will pass the error of the algorithm through it. For
convergence, we also need the opposite statement for lower bounding Tn(x) when x is large.
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Fact A.3 If x = 1 + 1κ , then:
Ti(x) ≥ 1
2
(
x+
√
x2 − 1
)i
,
≥ 1
2
(
1 +
√
1 +
2
κ
− 1
)i
,
≥ 1
2
(
1 +
1√
κ
)i
.
We can also show that these terms are steadily increasing:
Fact A.4 If i ≤ j and x ≥ 1, then Ti(x) ≥ 12Tj(x).
Proof x ≥ 1 implies 0 ≤ x−√x2 − 1 ≤ 1 and 1 ≤ x+√x2 − 1. Therefore
Ti+1 (x) ≥
(
x+
√
x2 − 1
)i+1
2
,
≥
(
x+
√
x2 − 1
)i
2
,
≥ Ti (x)− 1
2
.
Fact A.3 also gives Ti+1(x) ≥ 12 . Combining these gives Ti(δ) ≥ 12Tj(δ). 
The errors given by SolveB will accumulate over the iterations. To bound them, we need Chebyshev
polynomials of the second kind. These polynomials, Un(x), follow the same recurrence but have a different
base case:
U−1(x) = 0,
U0(x) = 1,
Ui+1(x) = 2xTi(x)− Ti−1(x).
Chebyshev polynomials of the second kind are related to Chebyshev polynomials of the first kind by the
following identity:
Fact A.5
Ui(x) =
{
2
∑
j≤i odd Tj(x) If i is odd, and(
2
∑
j≤i even Tj(x)
)
− 1 If i is even.
Since T0 = 1, and |Tj(x)| ≤ 1 whenever x ≤ 1, this implies
Fact A.6 For all x satisfying |x| ≤ 1,
|Ui(x)| ≤ i+ 1
We will let the deviation caused by SolveB at iteration i to be erri, giving
yi+1 = B
† (Axi − b) + erri
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where ‖erri‖B ≤ ‖Axi − b‖B† . To analyze the recurrence, it is crucial to consider the matrix
X = δ
(
I −A1/2B†A1/2
)
.
The given condition of A  B  κA gives
1
κ
I  A1/2B†A1/2  I,
which when combined with the setting of δ = 1 + 1κ gives
0  X  I.
Fact A.2 then gives that Ti(X) has all eigenvalues between [−1, 1]. This ‘shrinkage’ property is key to our
analysis.
We can show that the deviation between xi and x¯ = A
†b behaves according to Chebyshev polynomials
of the first kind in X while the errors accumulate according to Chebyshev polynomials of the second kind
in X.
Lemma A.7 If X¯ = A†b, then at iteration i we have
Ti (δ) (xi − x¯) = A†1/2Ti (X)A1/2x¯+ 2δ
i∑
j=1
Tj−1 (δ)A
†1/2Ui−j (X)A
1/2errj,
where X = δ
(
I −A1/2B†A1/2) and Ti(X) and Ui(x) are Chebyshev polynomials of the first and second
kind respectively
Proof The proof is by induction.
The base case can be checked as follows:
x¯− x0 = x¯,
= A†1/2A1/2x¯;
x¯− x1 = x¯−B†b+ err1,
= x¯−B†Ax¯,
= A†1/2
(
I −A1/2B†A1/2
)
A1/2x¯+A†1/2A1/2err1.
For the inductive case, the recurrence can be rearranged to give:
Ti+1 (δ)xi+1 = 2δTi (δ)
(
xi − yi+1
)− Ti−1 (δ) (δ) xi−1
Recall from the definition of Chebyshev polynomials of the first kind that:
Ti+1 (δ) = 2 (δ) Ti (δ)− Ti−1 (δ)
So we can subtract both sides from Ti+1 (δ) x¯ to get:
Ti+1 (δ) (x¯− xi+1) = 2δTi (δ) (x¯i − xi + yi)− Ti−1 (δ) (x¯− xi−1)
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The change, yi, can be viewed as computed by multiplying the difference at iteration i by B
−1A, plus the
error vector erri:
yi+1 = B
† (Axi − b) + erri+1
= B† (Axi −Ax¯) + erri+1
= B†A (xi − x¯) + erri+1
Combining this gives
Ti+1 (δ) (x¯− xi+1) = 2δTi (δ)
(
I −B†A
)
(x¯− xi)− Ti−1 (δ) (x¯− xi−1) + 2δTi (δ) erri+1
= 2A†1/2XA1/2Ti (δ) (x¯− xi)− Ti−1 (δ) (x¯− xi−1) + 2δTi (δ) erri+1.
From this, we can then show the inductive case by collecting all the terms and checking that the
coefficients satisfy the recurrences for Chebyshev polynomials. Substituting in the inductive hypothesis
gives:
Ti+1 (δ) (x¯− xi) = 2A†1/2XA1/2
A†1/2Ti (X)A1/2x¯+ 2δ i∑
j=1
Tj−1 (δ)A
†1/2Ui−j (X)A
1/2errj

+A†1/2Ti−1 (X)A
1/2x¯+ 2δ
i−1∑
j=1
Tj−1 (δ)A
†1/2Ui−1−j (X)A
1/2errj + 2δTi (δ) erri+1
Since A, B and X share the same null space and the first term is left-multiplied by A†1/2, the A1/2 and
A†1/2 terms cancel with each other. Collecting the terms according to x¯ and errj then gives
Ti+1 (δ) (x¯− xi) = A†1/2 (2XTi (X)− Ti−1 (X))A1/2x¯
+ 2δ
i∑
j=1
Tj−1 (δ)A
†1/2 (2XUi−j (X)− Ui−1−j (X))A1/2errj + 2δTi (δ) erri+1
= A†1/2Ti+1 (X)A
1/2x¯+ 2δ
i∑
j=1
Tj−1 (δ)Ui+1−j (X)A
1/2errj + 2δTi (δ) erri+1
As U−1(x) = 0, we can also include in the j = i term in the summation of error terms. So the inductive
hypothesis holds for i+ 1 as well. 
The bound on Chebyshev polynomials of the second kind (Fact A.6) then allows us to bound the error
in the A-norm.
Lemma A.8 The accumulation of errors after i iterations can be bounded by:
‖x¯− xi‖A ≤
1
Ti (δ)
‖x¯‖A +
i∑
j=1
6i ‖errj‖A
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Proof By the identity proven in Lemma A.7 above, and the property of norms, we have:
‖x¯− xi‖A =
∥∥∥∥∥∥A†1/2Ti+1 (X)A1/2x¯+ 2δ
i−1∑
j=1
Tj−1 (δ)Ui+1−j (X)A
1/2errj + 2δTi (δ) erri+1
∥∥∥∥∥∥
A
=
1
Ti (δ)
∥∥∥∥∥∥Ti+1 (X)A1/2x¯+ 2δ
i∑
j=1
Tj−1 (δ)Ui+1−j (X)A
1/2errj
∥∥∥∥∥∥
2
,
on which triangle inequality gives:
‖x¯− xi‖A ≤
1
Ti (δ)
∥∥∥Ti+1 (X)A1/2x¯∥∥∥
2
+
2δTj−1 (δ)
Ti (δ)
i∑
j=1
∥∥∥Ui−j (X)A1/2errj∥∥∥
2
The upper bound on T implies that the eigenvalues of Ti(X) all have absolute value at most 1; similarly
the upper bound on U given in Fact A.6 implies that all eigenvalues of Uk(X) have absolute value at most
k+1. This implies that for any vector x, ‖Ti(X)x‖2 ≤ ‖x‖2 and ‖Uk(X)x‖2 ≤ (k+1) ‖x‖2. Furthermore,
by Fact A.3,
2δTj−1(δ)
< 6. Applying these bounds, and the definition of A-norm, gives
‖x¯− xi‖A ≤
1
Ti (δ)
‖x¯‖A + 6
i∑
j=1
(i− j + 1) ‖errj‖A
≤≤ 1
Ti (δ)
‖x¯‖A + 6
i∑
j=1
i ‖errj‖A

As the error bound guarantee of SolverB is relative, we need to inductively show that the total error
is small. This then leads to the final error bound.
Proof of Lemma A.1: The proof is by induction. We show that as long as i < κǫ−1, we have
‖x¯− xi‖A ≤
(
1
Ti (δ)
+
ǫ2i
2κ
)
‖x¯‖A ,
and ‖errj‖A ≤ ǫ
3
24κ2
‖x¯‖A for all j ≤ i.
The base case of i = 0 follows from T0(δ) = 0. For the inductive case, suppose the result is true for
i− 1. Then as i < κǫ−1 and Ti(δ) ≥ 1, we have ‖x¯− xi−1‖A ≤ 2 ‖x¯‖A. As the vector passed to solveB is
Axi−1 − b = A(xi−1 − x¯) and B†  A†, we have
‖A (xi−1 − x¯)‖B† =
√
(xi−1 − x¯)T AB†A (xi−1 − x¯) (1.8)
≤
√
(xi−1 − x¯)T A (xi−1 − x¯) (1.9)
= ‖xi−1 − x¯‖A (1.10)
≤ 2 ‖x¯‖A . (1.11)
Therefore the guarantees of SolverB gives ‖erri‖B ≤ ǫ
3
48κ2
. Combining this with A  B gives the bound
on erri.
Substituting these bounds into Lemma A.8 in turn gives the inductive hypothesis for i. The lower
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bound on Ti(δ) gives that when i = O(
√
κ log(1/ǫ)), the first term is less than ǫ2 . As log(1/ǫ) ≤ 1ǫ , the
second term can be bounded by ǫ2 as well. Combining these two error terms gives the overall error. 
We remark that the exponent on κ and ǫ in this analysis are not tight, and will be improved in a future
version.
B Finding Electrical Flows
We now show that the solver given in Theorem 1.1 can also be used to find electrical flows in similar time.
This problem can be viewed as the dual of computing vertex potentials, and is the core problem solved
in the flow energy reduction based algorithms by Kelner et al. [KOSZ13] and Lee and Sidford [LS13]. As
flows to defined on the edges of graphs instead of vertices, it is helpful to define the edge vertex incidence
matrix.
Definition B.1 The edge-vertex incidence matrix of a weighted graph G = (V,E) is given by
Be,u =

1 if u is the head of e
−1 if u is the tail of e
0 otherwise
It can be checked that if R is the diagonal matrix containing all the resistances, the graph Laplacian is
given by L = BTRB .
Given a flow f , its residual at vertices is given by BT f . Also, the energy of the flow is given by
ER(f ) = ‖f ‖R. The electrical flow problem is finding the minimum energy flow whose residue meets a set
of demands d . It can be characterized as follows.
Fact B.2 For a demand d , the minimum energy electrical flow f¯ is given by
f¯ = R−1BL†d ,
and its energy, ER(f¯ ) equals to ‖d‖L†.
As a result, a natural algorithm for computing a flow that approximately minimizes electrical energy is
to solve for approximate potentials L†d . Previous reductions between these problems such as the one by
Christiano et al. [CKM+11] ran the solver to high accuracy to recover these potentials. Then any difference
between the residue and demands are fixed combinatorially. Here we show that this exchange can happen
with low error in a gradual fashion. The following lemma is the key to our algorithm.
Lemma B.3 If x is a vector such
∥∥x − L†d∥∥
L
≤ ǫ ‖d‖
L†
, then f = R−1Bx is a flow such that ER(f ) ≤
(1 + ǫ) ‖d‖
L†
, and the energy required to send the flow d − Bf is at most ǫ ‖d‖
L†
.
Proof
Both steps can be checked algebraically. For the energy of the flow, we have
ER(f )2 = (R−1Bx )TR(R−1Bx ) = xTLx = ‖x‖2L .
Combining this with the error guarantees gives
ER(f ) = ‖x‖L ≤
∥∥∥L†d∥∥∥
L
+
∥∥∥x − L†d∥∥∥
L
≤ (1 + ǫ) ‖d‖
L†
.
For the energy needed to reroute the demands, note that Bf = Lx . Substituting this in gives:
‖Bf − d‖
L†
= ‖Lx − d‖
L†
=
∥∥∥x − L†d∥∥∥
L
= ǫ ‖d‖
L†
.
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This means that we can solve the resulting re-routing problem to a much lower accuracy. This decrease
in accuracy in turn allows us to change our graph, leading to a faster running time for this correction step.
We give an outline this procedure below, and will have a more detailed exposition in the full version.
Claim B.4 Given a graph G = (V,E, r ), a set of demands d , and any error parameter ǫ > 0 we can find
in expected O(m log1/2 npoly(log log n) log(ǫ−1)) time a flow f such that with high probability f meets the
demands, and ER(f ) ≤ (1 + ǫ) ‖d‖L† .
Proof Consider running the solver given Theorem 1.1 to an accuracy of ǫ
log3 n
, and using the resulting
flow f . Lemma B.3 then gives that it suffices to find another flow with a set of demands d ′ such that∥∥d ′∥∥
L†
≤ ǫ
log3 n
‖d‖
L†
. As the energy of f is at most (1 + ǫ
log3 n
) ‖d‖
L†
, it suffices to find a flow f ′ meeting
demands d ′ such that ER(f ′) ≤ ǫ2 ‖d‖L† .
The fact that we can tolerate a log
3 n
2 factor increase in energy in f
′ allows us to find this flow on a
graph with some resistances increased by the same factor. This allows us to reduce the value of ‖τ‖pp in
Lemma 4.5 by a factor of about log3p n. It can also be checked that it suffices to find electrical flows a
sparsified version of this graph. Therefore, the solve can be ran to an accuracy of 1
poly(n) on this smaller
graph without being a bottleneck in the running time.
Adding this flow in means that we in turn need to find a flow for some demand d ′′ with energy at most
poly(n)
∥∥d ′′∥∥
L†
. As the relative condition number of the minimum spanning tree with the graph can be
bounded by poly(n), using it to reroute the flow allows us to arrive at the final flow. 
C Relation to Matrix Chernoff Bounds
We now show a matrix Chernoff bounds based analysis of our sampling routine which gives bounds that
are off by log factors on each side with high probability. The matrix Chernoff bound that we will use is as
follows:
Lemma C.1 (Matrix Chernoff, Theorem 1.1 from [Tro12]) Let Mk be a sequence of independent,
random, self-adjoint matrices with dimension n. Assume that each random matrix satisfies 0  Mk and
λmax(Mk) ≤ R. Define µmin = λmin (
∑
k E [Mk]) and µmax = λmax (
∑
k E [Mk]). Then
Pr
[
λmin
(∑
k
E [Mk]
)
≤ (1− δ)µmin
]
≤ n ·
[
e−δ
(1− δ)1−δ
]µmin/R
for δ ∈ [0, 1],
and
Pr
[
λmin
(∑
k
E [Mk]
)
≤ (1 + δ)µmax
]
≤ n ·
[
e−δ
(1− δ)1−δ
]µmax/R
for δ ≥ 0.
As this bound is tailored for low error, we need an additional smoothing step. Here the fact that we
add X to the resulting sample is crucial for our analysis. It allows us to analyze the deviation between
Z + κX and Y + κX for a parameter κ that we will pick. We will actually prove a generalization of both
the δ = 1O(logn) case and the δ = O(1) case.
Lemma C.2 There exists a constant c such that the output of Z = Z = Sample({Y1, . . . , Ym},X, τ , δ)
satisfies with high probability
1
cδ log n
·Y  Z  cδ log n ·Y .
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Proof Note that our sampling algorithm also picks the number of samples, r, randomly between t and
2t−1. However, as we can double c, it suffices to show the result of taking t samples is tightly concentrated.
Let κ > 0 be a parameter that we set later to about δ log n, and consider the approximation between
Z + κX and Y + κX . We let M1 . . .Mt be the matrices corresponding to the samples, normalized by
Y + κX :
Mi
def
=
δ
τ ij
(Y + κX )−1/2 Yij (Y + κX )
−1/2 .
As all Yis are positive semidefinite, this random matrix is also positive semidefinite. Its maximum eigen-
value can be bounded via its trace
Tr (Mi) =
δ
τ ij
Tr
(
(Y + κX )−1/2Yij (Y + κX )
−1/2
)
= δ
Tr
(
(Y + κX )−1Yij
)
Tr
(
X−1Yij
)
≤ δ
κ
.
Where the last inequality follows from (Y + κX )−1  (κX )−1 = 1κX−1. It can also be checked that
Eij
[
δ
τ ij
]
Yij =
δ
sY , therefore
Ei1...it
 t∑
j=1
Mj
 = (Y + κX )−1/2Y (Y + κX )−1/2 .
This gives µmax = 1, but µmin can still be as low as
1
1+κ . Note however that Z is formed by adding
X to the result. Therefore, to improve the bounds we introduce δ−1κ more matrices each equaling to
δ (Y + κX )−1/2X (Y + κX )−1/2. As (Y + κX )−1/2  1κX−1, the maximum eigenvalue in each of these is
also at most δκ . They on the other hand gives E [
∑
kMk] = I , and therefore µmin = µmax = 1.
Invoking Lemma C.1 with R = δ−1κ then gives that when κ
def
= cδ log n, we have that the eigenvalues
of
∑
kMk are between
1
2 and 2 with high probability. Rearranging using the fact that the samples taken
equals to Z + (κ− 1)X gives
1
2
(Y + κX )  Z + (κ− 1)X  2 (Y + κX ) .
The X terms can then be removed using the fact that 0  X  Y , giving
1
2
Y  1
2
(Y + κX )  Z + (κ− 1)X  κZ ,
for the lower bound, and
Z  Z + (κ− 1)X  2 (Y + κX )  2(κ + 1)Y ,
for the upper bound. Recalling that κ = cδ log n then gives the bound. 
Invoking this with δ = O(1), and analyzing the amplification i error caused by sampling too many
off-tree edges in the same way as Lemma 4.7 then gives Lemma 4.8.
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D Propagation and Removal of Errors
As all intermediate solutions in our algorithms contain errors, we need to check that these errors propagate
in a natural way across the various combinatorial transformations. We do this by adapting known analyses
of the recursive preconditioning framework [ST08] and Steiner tree preconditioners [MMP+05, Kou07] to
a vector convergence setting. We also check that it suffices to perform all intermediate computations
to a constant factor relative errors by showing an outer loop that reduces this error to ǫ in O(log(1/ǫ))
iterations.
D.1 Partial Cholesky Factorization
Lemma 4.4 Given a graph-tree tuple (H,T, τ ) with n vertices and m′ off-tree edges, and and a Laplacian
solver Solver, there is a routine Eliminate&Solve(H,T, τ ,Solver, b, ǫ) that for any input b = LH x¯,
performs O(n + m′) operations plus one call to Solver with a graph-tree tuple (H ′, T ′, τ ′) with O(m′)
vertices and edges, the same bounds for the stretch of off-tree edges, and accuracy ǫ and returns a vector x
such that
‖x¯− x‖LH ≤ ǫ ‖x¯‖LH .
Proof The greedy elimination procedure from Section 4.1. of [ST08] gives a factorization of LH into
LH = U
T
(
I 0
0 LH′
)
U ,
where LH′ has O(m
′) vertices and edges and for any vector y , both U−Ty and U−1y can be evaluated
in O(n) time. It can also be checked that this elimination routine preserves the stretch of off-tree edges,
giving a tree T ′ as well.
For notational simplicity, we will denote the block-diagonal matrix with I and LH′ as P . Note that I
and LH′ act on orthogonal subspaces since their support are disjoint and solving a linear system in I is
trivial. This means that making one call to Solve with (H ′, T ′, τ ′) plus O(n) overhead gives solver routine
for P . More specifically, we have access to a routine SolveP such that for any vector b
′, x ′ = SolveP (b
′, ǫ)
obeys: ∥∥∥x ′ − P†b ′∥∥∥
P
≤ ǫ
∥∥∥P†b ′∥∥∥
P
.
We can then check incorporating U−1 and U−T the natural way preserves errors. Given a vector b , we
call SolveP with the vector b
′ = U−Tb, and return x = U−1x ′. Substituting the error guarantees above
gives ∥∥∥U x − P†U−Tb∥∥∥
P
≤ ǫ
∥∥∥P†U−Tb∥∥∥
P
.
Incorporating L†H = U
−1P†U−T then gives∥∥∥U (x − L†H) b∥∥∥
P
≤ ǫ ‖b‖
L
†
H
,
which simplifies to ∥∥∥x − L†Hb∥∥∥
LH
≤ ǫ
∥∥∥L†Hb∥∥∥
LH
.

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1. x = SolveB (b)
2. Let t = logα(
1
ǫ ). For i = 0...t
y = SolveA (b−Ax)
x = x+ y
3. Return x
Figure 6: Preconditioned Richardson Iteration
D.2 Transfer of Errors
Fact 4.6 Let Π and Π1 be the two projection matrices defined in Lemma 4.5 Part 3. For a vector b̂, if x
is a vector such that ∥∥∥x − L†GΠTΠT1 b̂∥∥∥
LG
≤ ǫ
∥∥∥L†GΠTΠT1 b̂∥∥∥
LG
,
for some ǫ > 0. Then the vector x̂ = Π1Πx satisfies∥∥∥x̂ −Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† ≤ ǫ
∥∥∥Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† .
Proof We first check that the RHS terms are equal to each other by switching the matrix norms.∥∥∥L†GΠTΠT1 b̂∥∥∥
LG
=
∥∥∥ΠTΠT1 b̂∥∥∥
L
†
G
=
∥∥∥b̂∥∥∥
Π1ΠL
†
G
ΠTΠT
1
=
∥∥∥Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† .
A similar manipulation of the LHS gives:∥∥∥x̂ −Π1ΠL†GΠTΠT1 b̂∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† =
∥∥∥Π1Π(x − L†GΠTΠT1 b̂)∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† .
Note that
(
Π1ΠL
†
GΠ
TΠT1
)†
is the Schur complement of LG on its rank space onto the column space of
Π1Π. As the Schur complement quadratic form gives the minimum energy over all extensions of the vector
w.r.t. the original quadratic form, we have:∥∥∥Π1Π(x − L†GΠTΠT1 b̂)∥∥∥(
Π1ΠL
†
G
ΠTΠT
1
)† ≤
∥∥∥x − L†GΠTΠT1 b̂∥∥∥
LG
.
which when combined with the equality for the RHS completes the result.
D.3 Preconditioned Richardson Iteration
Lemma D.1 If A, B are matrices such that A  B  2A and SolveB is a routine such that for any vector
b we have
∥∥SolveB (b)−A†b∥∥B ≤ 15 ∥∥A†b∥∥B . There is a routine SolveA,ǫ which runs in O(cα log(1ǫ ))
iterations with the guarantee that for any vector b we have
∥∥SolveA,ǫ(b)−A†b∥∥A ≤ ǫ ∥∥A†b∥∥A. Each
iteration involves one call to SolveB , a matrix-vector multiplication involving A and operations on vectors.
Proof A pseudocode of the routine SolveB is given in Figure 6. It suffuces to show that each iteration,∥∥x−A†b∥∥
A
decreases by a constant factor.
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We will use x ′ to denote the solution vector produced for the next iteration. As our convergence is in
terms of distance to the exact solution, it is convenient to denote the current error using r = x−A†b.
Applying the triangle inequality to the new error gives:∥∥∥x ′ − A†b∥∥∥
A
=
∥∥∥x + y − A†b∥∥∥
A
≤
∥∥∥x − A†b + B† (b − Ax )∥∥∥
A
+
∥∥∥y − b† (b −Ax ) r∥∥∥
A
.
If b is in the column space of A and B , b − Ax = A(A†b − x ) = −Ar . As the error is measured in the
A-norm, we can make this substitution, giving:∥∥∥x ′ − A†b∥∥∥
A
≤
∥∥∥(I − B†A) r∥∥∥
A
+
∥∥∥y − B†Ar∥∥∥
A
.
The first term equals to √
rTA1/2
(
I − A1/2B†A1/2)2A1/2r
Rearranging A  B  2A gives 0  I − A1/2B†A1/2  12I , which means the first term can be bounded by
1
2 ‖r‖A.
The second term can be bounded using the guarantees of SolveA and the bounds between A and B :∥∥∥y − B†Ar∥∥∥
A
≤
∥∥∥y − B†Ar∥∥∥
B
≤ α ‖r‖
B
≤ 2α ‖r‖
A
.
Summing these two terms gives
∥∥x ′ − A†b∥∥
A
≤ 910
∥∥x − A†b∥∥
A
, and therefore the convergence rate. 
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