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RIEMANN SLICE-DOMAINS OVER QUATERNIONS I
XINYUAN DOU AND GUANGBIN REN
Abstract. We construct a counterexample to a well-known extension the-
orem for slice regular functions, which motivates us to develop a theory of
Riemann slice-domains by introducing a new topology on quaternions. By
some paths describing axial symmetry in Riemann slice-domains, we rectify
the classical extension formula in the theory of slice regular functions and
prove a representation formula over slice-domains of regularity. This proof
involves an intertwining relation between imaginary units of quaternions and
a fixed matrix corresponding to a complex structure.
1. Introduction
The theory of slice regular functions is an extension of the theory of one complex
variable to quaternions, which is initiated by Gentili and Struppa [1, 2] and has
been in full development in the last decade (see [3–5]). It has been generalized to
Clifford algebras [6–9], octonions [10–13], and real alternative *-algebras [14–16].
In particular, a theory of quaternionic operators [17–19] based on slice regular
functions provides rigorous mathematical tools for quaternionic quantum mechanics
[20].
A key result in this theory is a so-called representation formula over axially
symmetric domains [21, 22]. This formula recovers the values of a slice regular
function on an axially symmetric domain from its values on a single slice complex
plane. Consequently, several results from complex analysis can be extended easily
to the theory of slice regular functions. Therefore, this formula plays an important
role in many respects, including the power series [23, 24], sheaves [25, 26], Schur
analysis [27] and quaternionic operators [28–30]. It also induces the definition
of slice functions in the theory of slice regular functions on real alternative *-
algebras [14–16].
However, the domain of definition of a slice regular function may not be axially
symmetric. An extension theorem in [21] guarantees that every slice regular func-
tion defined on a slice domain Ω can extend slice regularly to an axially symmetric
domain, the axailly symmetric completion of Ω. Unfortunately, the proof of this
extension theorem uses an identity principle implicitly, without verifying the con-
nectedness of the intersection of domains. There is a counterexample in Example
2.5, which indicates that the skew field of quaternions is not “large” enough for
this extension theorem. In fact, the slice regular extension of a given slice regular
function on a slice domain Ω might be a multivalued function, and there may not
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exist a branch of the multivalued function on the axially symmetric completion of
Ω.
Since this counterexample is a little intricate, we consider a simple classical
example (see e.g. [31, Problem 1.1]) to explain the motivation of introducing the
concept of Riemann slice-domains. We can define the square root function
fR : R
+ → R+, x 7→ √x,
with no ambiguities, by selecting positive square roots, where R+ := (0,+∞).
But in the complex case, fR can extend holomorphically to fı : Ωı → C, ı = 1, 2,
respectively, where
Ωı := C\({0} ∪ (−1)ıiR+).
We notice that
f1(−x) = i
√
x and f2(−x) = −i
√
x, ∀ x ∈ R+.
Therefore, the “largest” holomorphic extension of fR in C is a multivalued function.
To find out a single-valued holomorphic extension of a given holomorphic function
f , Weierstrass constructed the domain of existence of f (which is a Riemann domain
over C, see [32]) by analytic continuations (mentioned in [31, Page 67]).
In the quaternionic story, the skew field of quaternions H can be decomposed as
H =
⋃
I∈S
CI .
where
S := {q ∈ H : q2 = −1} and CI := {x+ yI : x, y ∈ R}.
Obviously, fR can extend holomorphically to its domain of existence in CI for each
I ∈ S. This implies that there also exists a multivalued slice regular extension of
fR on H\{0}. Thence, we should develop in our quaternionic setting a theory of
Riemann domains over H which Weierstrass has done in complex analysis.
Since the slice regularity of slice regular functions depends only on each slice
complex plane, the Euclidean topology is not suitable for the definition of Riemann
domains over H. Instead, we introduce a new topology τs on H, called the slice-
topology (see Definition 3.1). This topology is strictly finer than the Euclidean
topology (see Proposition 3.3). Therefore a Euclidean connected set may not be
connected in the slice-topology, e.g., a ball in the H may fail to be a domain in
(H, τs) (see Example 3.4). We define slice regular functions on open sets in (H, τs)
(see Definition 4.1). Fortunately, the slice regularity of these functions is similar to
the classical one. There also exist a splitting lemma and an identity principle for
slice regular functions on domains in (H, τs) (see Lemma 4.2 and Theorem 4.3).
Following the classical idea in complex analysis (see e.g. [32, Pages 87-91]), we
introduce a concept of Riemann slice-domains and prove some fundamental prop-
erties in Section 5. To describe axial symmetry in Riemann slice-domains, we
introduce finite-part paths, which in Riemann slice-domains play a similar role of
the Cartesian coordinate in quaternions (see Section 6). In the classical theory of
slice regular functions, points x + yI and x + yJ in H are treated as axially sym-
metric points, where x, y ∈ R and I, J ∈ S. Now, we fix a certain path (a so-called
N -part path, see Definition 3.10) γ in C, and choose some imaginary units Jı ∈ SN ,
ı = 1, 2, .., 2N . Then we get liftings γJıG , ı = 1, 2, .., 2
N , of the path γ in G (see Def-
inition 3.12 and Proposition 7.10), for some Riemann slice-domain G = (G, π, x0).
RIEMANN SLICE-DOMAINS OVER QUATERNIONS I 3
And we treat γJıG (1), ı = 1, 2, .., 2
N , as axially symmetric points. Due to the topo-
logical intricacy of Riemann slice-domains, the representation formula demands 2N
axially symmetric points (see Theorem 11.1), while the classical one [21, Theorem
3.2] needs only two such points.
We introduce real-connected sets in Riemann slice-domains (see 6.1) and then
prove that for any two points in Riemann slice-domains can be connected by a finite-
part path (see Theorem 6.11). We also define the unions of Riemann slice-domains
and envelopes of regularity in Sections 7 and 8, following [32, Pages 91-100].
We rectify the classical extension formula in the theory of slice regular functions
(see Proposition 9.2). And then we prove a new representation formula over slice-
domains of regularity (see Theorem 11.1), by some technical lemmas (see Lemmas
10.3 and 10.6). In particular, if the slice-domain of regularity is an axially symmetric
slice domain in H, our representation formula is the same as the classical one (see
Remark 11.3).
In the coming article [33], we will generalize the representation formula from slice-
domains of regularity to Riemann slice-domains. This result allows us to extend the
∗-product to some suitable Riemann slice-domains by introducing holomorphic stem
systems and tensor holomorphic functions. In the theory of slice-regular functions,
the ∗-product is introduced in [34] and generalized [21] to axially symmetric slice
domains in H with important applications [35, 36]. It is difficult to discriminate
on which Riemann slice-domains we can introduce the ∗-product of slice regular
functions. In fact, it is related to analytic continuations, which in the case of several
complex variables initiates the theories of analytic spaces and sheaf cohomology.
2. A counterexample of the extension theorem over quaternions
In this section, we give a counterexample of the extension theorem (see [21,
Theorem 4.1]). This counterexample shows that the slice regular extension also
initiates the multivalued functions in H and the Euclidean topology is not suitable
for analytic continuations. Thence we introduce the concept of Riemann slice-
domains in Sections 5, by a new topology on quaternions (see Section 3).
Let S be the 2-sphere of imaginary units of quaternions H, i.e.,
S := {q ∈ H : q2 = −1}.
For each I ∈ S, let
CI := {x+ yI : x, y ∈ R}
be the complex slice plane of H containing I, and the topology of CI be the Eu-
clidean topology. The skew field of quaternions H can be decomposed as
H =
⋃
I∈S
CI .
For each subset U of H and I ∈ S, we set
UR := U ∩ R and UI := U ∩ CI .
Definition 2.1. Let I ∈ S and Ω be an open set in CI . A function f : Ω → H is
said to be (left) holomorphic, if f has continuous partial derivatives and satisfies
∂¯If(x+ yI) :=
1
2
(
∂
∂x
+ I
∂
∂y
)f(x+ yI) = 0 on Ω.
In the following, we endow H with the Euclidean topology.
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Definition 2.2. Let Ω be a domain in H. A function f : Ω → H is said to be
(left) slice regular if, for each I ∈ S, the restriction of f to ΩI denoted by fI is left
holomorphic.
Definition 2.3. Let Ω be a domain in H. We say that Ω is a slice domain if, Ω∩R
is nonempty and ΩI is a domain in CI for all I ∈ S.
Theorem 2.4. ( [21, Theorem 4.1], Extension Theorem) Let Ω ⊆ H be an slice
domain, and let f : Ω → H be a slice regular function. There exists a unique slice
regular extension f˜ : Ω˜→ H, where
Ω˜ :=
⋃
x+yI∈Ω
x+ yS
is the axially symmetric completion of Ω.
Let i be an imaginary unit in the complex field C. We consider the field isomor-
phism PI : C→ CI , defined by
PI(x+ yi) := x+ yI, ∀ x, y ∈ R and I ∈ S.
Then, for each I, J ∈ S,
P JI := PJ ◦ P−1I : CI → CJ
is also an isomorphism.
For each x ∈ R, we set
⌊x⌋ := max{N ∈ Z : N ≤ x}
the floor integral part of x,
⌈x⌉ := min{N ∈ Z : N ≥ x}
the ceiling integral part of x, and
{x} := x− ⌊x⌋
the fractional part of x.
A path in a topological space X is a continuous function f from the unit interval
[0, 1] to X . We fix I ∈ S and let γ0, γ1 be two (continuous) paths in CI , defined by
γı(t) :=

− 1 + 2I + e(−1)ı2πIt, t ∈ [0, 1
2
],
2I − (1 − t)−1, t ∈ (1
2
, 1],
ı = 0, 1.
We set paths
γs := (1 − s)γ0 + sγ1, ∀ s ∈ [0, 1],
and define a function
g : R+ + {2I} → R, x+ 2I 7→ ln(x), ∀ x ∈ R+,
where ln : R+ → R is the natural logarithm function,
R+ := {x ∈ R : x > 0} and R+ + {2I} := {x+ 2I ∈ H : x ∈ R+}.
For each t ∈ [0, 1], we consider
ft : CI\γt → CI ,
which is the holomorphic extension of g. By the identity principle, we have
fs|R = ft|R =: fR, ∀ s, t ∈ [0, 1].
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For each J ∈ S, we set
T (J) := min{|J − I|, 1} and C+J := {x+ yJ ∈ CJ : x, y ∈ R, y ≥ 0},
and let U+J be the subset of C
+
J by removing a path corresponding to γT (J), i.e.,
U+J := C
+
J \P JI (γT (J)).
For each J ∈ S, we define a function on U+J
F+J (x+ yJ) :=
1− JI
2
fT (J)(x+ yI) +
1 + JI
2
fT (J)(x− yI)
for each x, y ∈ R with x + yJ ∈ U+J . By direct calculation (see the proof of [21,
Theorem 3.2]), F+J is a holomorphic extension of fR : R
+ → H on U+J in the
complex slice plane CJ . Then there exists a slice regular extension G : Ω → H of
fR on
Ω :=
⋃
J∈S
U+J ,
defined by
(1) G|U+
J
:= F+J , ∀J ∈ S.
Note that T : S→ [0, 1] and γ : [0, 1]2 → H are continuous, where
γ(s, t) := γs(t).
It follows that
H\Ω =
⋃
J∈S
P JI (γT (J))
is closed in H. Thus Ω is an open set in H. We notice that
Ω ∩ CJ = U+J ∪ U+−J
is a domain in CJ , and since R ⊂ Ω∩C, then Ω is path-connected. Therefore, Ω is
a slice domain in H.
Example 2.5. (A counterexample to Theorem 2.4) There is no slice regular exten-
sion on Ω˜ of the slice regular function G.
Proof. Suppose Theorem 2.4 holds. This means there exists a slice regular extension
G˜ : Ω˜→ H of G. Let L : [0, 1]→ CI be a path in CI , denoted by
L(t) := 2I − 1− 1/t, ∀ t ∈ (0, 1].
We set
A := L([0, 1]) ∪ {2I}.
According to the fact in complex analysis, the function g can not extend holomor-
phically to C+I \A. However, G˜ is a holomorphic extension of g and C+I \A ⊂ Ω˜∩CI ,
which is a contradiction. 
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3. Slice-domains in H
In this section, we will define slice-domains by introducing a new topology. In the
classical case, a slice regular function is defined on a domain Ω in H, see Definition
2.2. However, the analyticity of this function only depends on each slice complex
plane ΩI := Ω ∩ CI of Ω, where I ∈ S. Consequently, there is little relevance
between domains in H and analytic continuations, e.g., the domain of convergence
for a power series is not a domain in H, when its center is not on R (see [23, Theorem
8]). In order to define the concept of Riemann slice-domains in Section 5, we now
introduce a new topology on H, the so-called slice-topology.
For each I ∈ S, let
C′I := (CI , I) = {(z, I) : z ∈ CI}
be a field, and we set a surjective map
ϕ :
⊔
J∈S
C′J → H, (q,K) 7→ q, ∀ K ∈ S and q ∈ CK .
Obviously, for each I ∈ S, P−1I ◦ϕ|C′I is a field isomorphism from C′I to C. For each
I ∈ S, let
τ(C′I) := {ϕ|−1C′
I
(PI(U)) : U ∈ τ(C)}
be a topology induced on C′I by P
−1
I ◦ ϕ|C′I , where τ(C) is the Euclidean topology
of C. And let τ(⊔I∈SC′I) be the disjoint union topology. Let τs(H) be the quotient
space topology induced by ϕ. Then ϕ is the quotient map.
Definition 3.1. We call the topology τs, the slice-topology of H.
Open sets, connectedness and paths in the slice-topology are called respectively
as slice-open sets, slice-connectedness and slice-paths, and so on.
Proposition 3.2. A subset Ω of H is slice-open if and only if, ΩI is open in CI
for each I ∈ S.
Proof. 1. Suppose Ω is a slice-open set inH. Since the quotient map ϕ is continuous,
it follows that ϕ−1(Ω) is open in ⊔I∈SC′I . Thus for each I ∈ S, ϕ−1(Ω)∩C′I is open
in C′I = (CI , I). We notice that
(ΩI , I) = ϕ
−1(Ω) ∩ C′I ,
then ΩI is open in CI .
2. Suppose for each I ∈ S, ΩI is open in CI . We notice that
ϕ−1(Ω) ∩C′I = (ΩI , I)
is open in ⊔J∈SC′J . It follows that
ϕ−1(Ω) =
⊔
J∈S
(ϕ−1(Ω) ∩ C′J)
is open in ⊔J∈SC′J . It indicates that Ω is slice-open in H. 
According to Proposition 3.2, for each open set U in H, U is slice-open. Therefore
slice topology is Hausdorff.
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Fix I ∈ S. For any J ∈ S, we consider an ellipse in CJ , defined by
UJ :=
 {x+ yJ ∈ CJ : x
2 +
y2
dist(J,CI)
< 1}, J 6= ±I,
{x+ yJ ∈ CJ : x2 + y2 < 1}, J = ±I,
where dist(J,CI) is the Euclidean distance from J to CI . Thanks to Proposition
3.2,
U :=
⋃
J∈S
UJ
is a slice-domain including 0 in H. However, 0 is not in the Euclidean interior of
U (the semi-minor axis
√
dist(J,CI) of UJ tends to zero when J approaches I),
which means that U is not open in H. In summary, the slice topology is strictly
finer than the Euclidean topology.
Proposition 3.3. (H, τs) is a Hausdorff space, and τ ( τs, where τ is the Euclidean
topology of H.
For each q ∈ H, z ∈ C, r ∈ R+, and I ∈ S, we set
BH(q, r) := {p ∈ H : |p− q| < r}, BC(z, r) := {p ∈ C : |p− z| < r},
BI(q, r) := BH(q, r) ∩ CI and BR(q, r) := {p ∈ R : |p− q| < r}.
According to Proposition 3.3, the slice-topology is strictly finer than the Eu-
clidean topology. It follows that a Euclidean connected set may not connected in
slice-topology.
Example 3.4. We take the ball Ω := BH(I, 1/2) as an example. It is a slice-open
set according to Proposition 3.2. However, it is not slice-connected since its can be
partitioned into disjoint open sets
Ω = ΩI
⊔ ⋃
J∈S\{±I}
ΩJ
 .
This means that the ball BH(I, 1/2) is not a slice-domain in H.
Notice that the subspace topology on R induced by τs coincides with the Eu-
clidean topology on R, thereby slice-connectedness and connectedness coincide in
R.
Definition 3.5. A subset U of H is called real-connected, if UR is connected in R.
We remark that the empty set is always taken to be a connected set in this paper.
Proposition 3.6. Let U be a slice-open set in H. Then for each q ∈ U , there exists
a real-connected slice-domain V ⊂ U containing q.
Proof. If q ∈ R, let A be the connected component of UR containing q in R; other-
wise, let A be the empty set. We notice that
((U\UR) ∪ A) ∩ R = ((U\UR) ∩ R) ∪ (A ∩ R) = ∅ ∪ A = A
is connected in R. Consequently, the slice-connected component of (U\UR) ∪ A
containing q is a real-connected slice-domain. 
Definition 3.7. Let U be a subset of H. A slice-path γ in H is called a slice
preserving path in U , if there exists I ∈ S such that γ([0, 1]) ⊂ UI .
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For each N ∈ N+, topological space X and paths γı, ı = 1, 2, ..., N in X , we
denote the composition of paths {γı}Nı=1 by
N∏
l=1
γl := γ1γ2....γN ,
i.e.,
(
N∏
l=1
γl)(t) :=
{
γ⌊tN⌋+1({tN}), t ∈ [0, 1),
γ(1), t = 1.
Proposition 3.8. Let U be a slice-domain in H. The following assertions hold.
(a). If UR = ∅, then there exists I ∈ S such that U ⊂ CI .
(b). If U is real-connected with UR 6= ∅, then for each q ∈ U and x ∈ R, there
exists a slice preserving path γ from q to x.
(c). If U is real-connected, then for each I ∈ S, UI is a domain in CI .
(d). If U is real-connected, then for each p, q ∈ U , there exist two slice preserving
paths γ1, γ2 in U such that
γ1(0) = p, γ1(1) = γ2(0) and γ2(1) = q.
Proof. (a). We notice that for each J ∈ S, CJ\R is slice-open in H. If UR = ∅,
then
U ⊂
⊔
J∈S′
(CJ\R),
where S′ is a subset of S such that for each J ∈ S, the cardinality of S′ ∩ {±J} is
one. By the connectivity of U , there exists I ∈ S such that U ⊂ CI\R.
(b). For each q ∈ U and x ∈ UR, there exists I ∈ S such that q ∈ CI . We denote
the connected component of UI containing q by V . If VR = ∅, then V and U\V
are slice-open. And since U is slice-connected, it follows that
V = U and UR = ∅,
which is a contradiction. Therefore, VR 6= ∅. Let x0 ∈ VR. Then there exist a path
α in V from q to x0, and a path β in UR from x0 to x. It follows that αβ is a slice
preserving path from q to x.
(c). If UR = ∅, according to (a), there exists I ∈ S such that U ⊂ CI . We
suppose U 6= ∅. Let V be a connected component of U in CI . We notice that V
and U\V are slice-open sets in H. And since U is slice-connected, it follows that
V = U and UR = ∅.
Thence (c) holds.
Otherwise, for each I ∈ S, p, q ∈ UI and x ∈ UR, thanks to (b), there exist a
slice preserving path α in UI from p to x, and a slice preserving path β in UI from
x to q. Hence αβ is a slice preserving path in UI from p to q. It is clear that UI
is path-connected in CI . And since Proposition 3.2, UI is an open set in CI . It
follows that UI is a domain in CI .
(d). If UR = ∅, then there exists I ∈ S such that U is a domain in CI , by (a)
and (c). Thus (d) holds.
Otherwise, for each p, q ∈ U , let x ∈ UR, γ1 be a slice preserving path in U from
p to x, and γ2 be a slice preserving path in U from x to q. Therefore
γ1(0) = p, γ1(1) = x = γ2(0) and γ2(1) = q.
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Hence (d) holds. 
Proposition 3.9. The topological space (H, τs) is connected and local path-connected.
In particular, (H, τs) is path-connected.
Proof. According to Propositions 3.6 and 3.8 (d), (H, τs) is local path-connected.
We notice that H ∩ CI = CI ⊃ R, then (H, τs) is connected. It follows that (H, τs)
is path-connected. 
Definition 3.10. Let N ∈ N+ and γı be a path in C for each ı ∈ {1, 2, ..., N}.
γ := (γ1, γ2, ..., γN )
is called an N -part path in C, if
γı(1) = γı+1(0) ∈ R, ı = 1, 2, ..., N − 1.
We set
γ(t) :=
{
γ⌊tN⌋+1({tN}), t ∈ [0, 1),
γN (1), t = 1.
We say that γ is from γ(0) to γ(1).
The set of all N -part paths in C is denoted by PN(C). We set
P∞(C) :=
⊔
ı∈N+
P ı(C).
We say that the elements of P∞(C) are finite-part paths in C.
We call γ(0) the initial point of γ. For each z ∈ C and N ∈ N+, we denote by
P∞z (C) (resp. PNz (C)) the set of all the finite-part (resp. N -part) paths in C with
the initial point z.
Definition 3.11. Let N ∈ N+ and γı be a slice preserving path in H for each
ı ∈ {1, 2, ..., N}.
γ := (γ1, γ2, ..., γN )
is called an N -part path in H, if
γı(1) = γı+1(0) ∈ R, ı = 1, 2, ..., N − 1.
We set
γ(t) :=
{
γ⌊tN⌋+1({tN}), t ∈ [0, 1),
γN (1), t = 1.
We say that γ is from γ(0) to γ(1).
The set of all N -part paths in H is denoted by PN (H). We set
P∞(H) :=
⊔
ı∈N+
P ı(H).
We say that the elements of P∞(H) are finite-part paths in H.
For each N ∈ N+ and I = (I1, I2, ...IN ) ∈ SN , we define a map
φI : PN (C)→ PN(H)
by
φI(γ) := (PI1 (γ1), PI2 (γ2), ..., PIN (γN ))
for each γ = (γ1, γ2, ..., γN ) ∈ PN (C).
Obviously, for each N ∈ N+ and α ∈ PN(H), there exist I ∈ SN and β ∈ P(C)
such that φI(β) = α.
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Definition 3.12. Let N ∈ N+, I ∈ SN , and γ ∈ PN (C). We call φI(γ) the
I-lifting of γ to H, denoted by γI .
4. Splitting lemma and identity principle on slice-domains
The classical splitting lemma and the identity principle are stated in [1,2]. Now
we will prove the corresponding results in the case of slice-domains exactly as [2,
Lemma 2.5] and [2, Theorem 3.1].
Definition 4.1. Let Ω be a slice-open set in H. A function f : Ω → H is called
(left) slice regular, if for each I ∈ S, fI := f |ΩI is left holomorphic.
Lemma 4.2. (Splitting Lemma) Let f be a function defined on a slice-open subset
Ω of H. Then f is slice regular, if and only if for all I, J ∈ S with I⊥J , there exist
two complex-valued holomorphic functions F,G : ΩI → CI such that
fI(z) = F (z) +G(z)J, ∀ z ∈ ΩI .
Proof. “⇒” For each I, J ∈ S satisfying I⊥J , there exist two complex-value func-
tions F,G : ΩI → CI such that fI = F +GJ . If f is slice regular, then
∂¯IF + ∂¯IGJ = ∂¯IfI = 0.
For each q ∈ ΩI , we have
∂¯IF (q) ∈ CI and ∂¯IG(q)J ∈ CIJ,
thus
∂¯IF (q) = ∂¯IG(q) = 0.
It follows that F , G are holomorphic.
“⇐” If for each I, J ∈ S with I⊥J , there exist two holomorphic functions FI , GI :
ΩI → CI such that
fI(z) = FI(z) +GI(z)J, ∀ z ∈ ΩI .
Then
∂¯If = ∂¯IFI + ∂¯IGIJ = 0, ∀ I ∈ S.
It follows that f is slice regular. 
Theorem 4.3. (Identity Principle) Let Ω be a real-connected slice-domain in H,
and f, g be two slice regular functions on Ω. If there exists I ∈ S such that f and g
coincide on a subset of ΩI having an accumulation point in ΩI , then f = g on Ω.
Proof. Note that ΩI 6= ∅, and by Proposition 3.8 (c), we get that ΩI is a nonempty
domain in CI . Therefore f and g coincide on ΩI . If ΩR = ∅, then Ω = ΩI by
Proposition 3.8 (a). If ΩR 6= ∅, we have f = g on ΩR, and hence on ΩJ for each
J ∈ S. Consequently,
f = g on Ω =
⋃
J∈S
ΩJ .

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5. Riemann slice-domains over H
In this section, we introduce a concept of Riemann slice-domains overH following
[32].
Definition 5.1. A (Riemann) slice-domain over H is a pair (G, π) with the fol-
lowing properties:
1. (G, τ(G)) is a connected Hausdorff space,
2. π : G → H is a local slice-homeomorphism, i.e., locally homeomorphic with
respect to τ(G) and τs(H).
Remark 5.2. Let (G, π) be a Riemann slice domain over H. Then G is path-
connected and local path-connected.
Proof. According to H is local slice path-connected, G is local path-connected. And
since G is connected, G is path-connected. 
Remark 5.3. Let (G, π) be a slice-domain over H and U be an open set in G.
Then π(U) is a slice-open set in H.
Moreover, if U is a domain in G, then π(U) is a slice-domain in H.
Proof. Since π is locally slice-homeomorphic, π(U) is slice-open in H.
If U is a domain in G, and since G is local path-connected, U is local path-
connected. It follows that U is path-connected. For each p, q ∈ U , there exists a
path α in U from p to q. Then π(α) is a slice-path from π(p) to π(q). It is clear
that π(U) is slice path-connected. Then π(U) is a slice-domain in H. 
Definition 5.4. A (Riemann) slice-domain over H with distinguished point is a
triple G = (G, π, x) for which (G, π) is a slice-domain over H and x ∈ G. We
denote all the slice-domains over H with distinguished point by R.
Proposition 5.5. (On the uniqueness of lifting) Let (G, π) be a slice-domain over
H and X be a connected topological space. If x ∈ X is a point and ψ1, ψ2 : X → G
are continuous mappings with ψ1(x) = ψ2(x) and π ◦ ψ1 = π ◦ ψ2, then ψ1 = ψ2.
Proof. We prove this proposition with the same approach as in [32, Proposition
8.1]. We set
A := {y ∈ X : ψ1(y) = ψ2(y)}.
By assumption, x ∈ A. It is clear that A 6= ∅. Since G is a Hausdorff space, it
follows immediately that A is closed. Now let y ∈ A be chosen arbitrarily, and set
q := ψ1(y) = ψ2(y).
There exists a domain U ⊂ G containing q such that π|U : U → π(U) is a slice-
homeomorphism. Let V be the intersection of the preimage of U under ψ1 and ψ2,
i.e.,
V := ψ−11 (U) ∩ ψ−12 (U).
According to
π ◦ ψ1 = π ◦ ψ2,
we have
ψ1|V = (π|U )−1 ◦ π ◦ ψ1|V = (π|U )−1 ◦ π ◦ ψ2|V = ψ2|V ,
and therefore V ⊂ A. Since ψ1, ψ2 are continuous, V is open in X . Hence A is
open in X , and since X is connected and closed, it follows that A = X . 
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Definition 5.6. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be two slice-domains over H with
distinguished point. We say that G1 is contained in G2 (denoted by G1 ≺ G2), if
there exists a continuous map ϕ : G1 → G2 with the following properties:
1. π2 ◦ ϕ = π1 (called “ϕ preserves fibers”).
2. ϕ(x1) = x2.
Proposition 5.7. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2 be two slice-domains over H
with distinguished point. If G1 ≺ G2, then the fiber preserving map ϕ : G1 → G2
with ϕ(x1) = x2 is uniquely determined. We call ϕ the fiber preserving map from
G1 to G2.
Proof. This follows immediately from Proposition 5.5. 
Proposition 5.8. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2 be slice-domains over H with
distinguished point. If G1 ≺ G2 and ϕ is the fiber preserving map from G1 to G2,
then (G1, π1, y) ≺ (G2, π2, ϕ(y)) for each y ∈ G1.
Proof. If G1 ≺ G2, then ϕ is also the fiber preserving from (G1, π1, y) to (G2, π2, ϕ(y)),
i.e., (G1, π1, y) ≺ (G2, π2, ϕ(y)) for each y ∈ G1. 
Proposition 5.9. For each slice-domains Gλ over H with distinguished point with
λ = 1, 2, 3, we have
1. G1 ≺ G1.
2. If G1 ≺ G2 and G2 ≺ G3, then G1 ≺ G3.
Proof. This proposition is proved directly by the definition. 
Definition 5.10. Two slice-domains G1,G2 over H with distinguished point are
called isomorphic or equivalent (symbolically G1 ∼= G2), if G1 ≺ G2 and G2 ≺ G1.
We denote the equivalence class of G1 in R by [G1].
Proposition 5.11. Let Gı = (Gı, πı, xı), ı = 1, 2 be two slice-domains over H with
distinguished point. If G1 ∼= G2, and ϕı : Gı → G3−ı, ı = 1, 2 is the fiber preserving
map from Gı to G3−ı, then ϕ1 is a homeomorphism from G1 to G2, and ϕ−11 = ϕ2.
Proof. We notice that
ϕ1 ◦ ϕ2 : G1 → G1
is a fiber preserving map from G1 to G1. On the other hand, idG1 is also a fiber
preserving map from G1 to G1. According to Proposition 5.7,
ϕ1 ◦ ϕ2 = idG1 .
Similarly, we also have
ϕ2 ◦ ϕ1 = idG2 .
Then
ϕ−11 = ϕ2.
And since ϕ1 and ϕ
−1
1 = ϕ2 are continuous. Then ϕ1 is a homeomorphism. 
Definition 5.12. A slice-domain G1 = (G, π, x) over H with distinguished point
is called schlicht, if it is isomorphic to the slice-domain G0 = (π(G), idπ(G), π(x))
over H with distinguished point with π(G) being a slice-domain in H.
We call (G, π) schlicht if (G, π, y) is schlicht for some y ∈ G. A domain U in G
is called schlicht (with respect to π), if (U, π|U ) is a schlicht slice-domain over H.
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Let (G, π, x) be a slice-domain over H with distinguished point. According to
Proposition 5.8, (G, π, x) is schlicht, if and only if (G, π, y) is schlicht for each y ∈ G.
Then we have (G, π, x) is schlicht, if and only if (G, π) is schlicht (or G is schlicht
with respect to π).
6. Real-connectedness and finite-part paths
In this section, we introduce two new concepts, the real-connectedness and finite-
part paths. Then we will prove that any two points in a Riemann slice domain over
H can be connected by a finite-part path (see Theorem 6.11).
6.1. Real-connectedness. We will introduce a technical concept, real-connectedness.
It provides a tool for the proof of Theorem 6.11.
For each slice-domain (G, π) over H (resp. slice-domain (G, π, x) over H with
distinguished point), I ∈ S, and U ⊂ G, we set
UI := {q ∈ U : π(q) ∈ CI} and UR := {q ∈ U : π(q) ∈ R}.
Definition 6.1. Let (G, π) be a slice-domain over H. A domain U ⊂ G is called
real-connected (with respect to π), if UR is connected in GR. If G is real-connected
with respect to π, then we call both (G, π, x) and (G, π) are real-connected for any
x ∈ G.
Proposition 6.2. If a slice-domain G over H with distinguished point is real-
connected, then G′ is real-connected for each G′ ∈ [G].
Proof. Suppose there exists G′ = (G′, π′, x′) ∈ [G] being not real-connected. Then
there exist two nonempty open sets U1 and U2 in G
′
R
with
U1 ∩ U2 = ∅, G′R ⊂ U1 ∪ U2 and Uı ∩G′R 6= ∅, ı = 1, 2.
We write G = (G, π, x), and let ϕ : G→ G′ be the fiber preserving map from G′ to
G. According to Proposition 5.11, ϕ is a homeomorphism. And since ϕ(G′
R
) = GR,
it follows that ϕ(U1) and ϕ(U2) are two open sets in GR with
ϕ(U1)∩ϕ(U2) = ∅, GR ⊂ ϕ(U1)∪ϕ(U2) and ϕ(Uı)∩G′R 6= ∅, ı = 1, 2.
Then GR is not connected in G. Therefore G is not real-connected, which is a
contradiction. 
Proposition 6.3. Let (G, π) be a slice-domain over H with distinguished point,
and U be a schlicht real-connected domain in G. Then π(U) is a real-connected
slice-domain in H.
Proof. Let x ∈ U . Then (U, π|U , x) is schlicht. It follows that (U, π|U , x) and
(π(U), idπ(U), π(x)) are equivalence. Thanks to Proposition 6.2, (π(U), idπ(U), π(x))
is real-connected. Then π(U)R is connected. According to Remark 5.3, π(U) is a
slice-domain in H. Therefore π(U) is a real-connected slice-domain in H. 
Proposition 6.4. Let (G, π) be a slice-domain over H, and U be an open set in G.
For each q ∈ U , there exists a schlicht real-connected domain V ⊂ U containing q.
Proof. For each q ∈ U , there exists a domain U ′ in G and a slice-domain V ′ in
H, such that q ∈ U ′ and π|U ′ : U ′ → V ′ is slice-homeomorphism. According to
Proposition 3.6, there exists a real-connected slice-domainW ⊂ V ′ containing π(q).
Then π|−1U ′ (W ) is a schlicht real-connected domain, and q ∈ π|−1U ′ (W ) ⊂ U . 
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6.2. Finite-part paths. In this subsection, we will introduce finite-part paths,
which describe axial symmetry in Riemann slice-domains.
Definition 6.5. Let (G, π) be a slice-domain over H. A path γ in G is called slice
preserving, if π ◦ γ is a slice preserving path in H.
Proposition 6.6. Let (G, π) be a slice-domain over H, and U be a schlicht real-
connected domain in G. Then for each p, q ∈ U , there exist two slice preserving
paths α and β in U , such that the composition αβ is a path from p to q.
Proof. This follows immediately from Propositions 3.8 (d) and 6.3. 
Definition 6.7. Let (G, π) be a slice-domain over H, N ∈ N+ and γı be a slice
preserving path in G for each ı ∈ {1, 2, ..., N}.
γ := (γ1, γ2, ..., γN )
is called an N -part path in G, if
γı(1) = γı+1(0) ∈ GR, ı = 1, 2, ..., N − 1.
We set
γ(t) :=
{
γ⌊tN⌋+1({tN}), t ∈ [0, 1),
γN (1), t = 1.
We call γ is from γ(0) to γ(1).
The set of all N -part paths in G is denoted by PN (G). We set
P∞(G) :=
⊔
ı∈N+
P ı(G).
We say that elements of P∞(G) are finite-part paths in G.
Proposition 6.8. Let (G, π) be a slice-domain over H, N ∈ N+ and αı be a slice
preserving path in G for each ı ∈ {1, 2, ..., N}. If
αı(1) = αı+1(0), ı = 1, 2, ..., N − 1,
then there exist m ∈ N+, a finite-part path γ = (γ1, γ2, ..., γm) in G and a mono-
tonically increasing bijection φ : [0, 1]→ [0, 1], such that
(2) (
m∏
ı=1
γı) ◦ φ =
N∏
ı=1
αı.
Proof. There exist m ∈ N+, and Nı ∈ N+, ı = 0, 1, 2, ..,m+ 1, such that
N0 = 0, 1 = N1 < N2 < ... < Nm+1 = N, αn(1) /∈ R and αNı(1) ∈ R
for each n ∈ {1, 2, ..., N − 1}\{N2, N3, ..., Nm} and ı = 2, 3, ...m. Let
γı :=
Nı+1∏
=Nı
α, ı = 1, 2, ...,m,
and
φ(t) :=
N⌊Nt⌋ + {Nt}(N⌈Nt⌉ −N⌊Nt⌋)
N
, ∀t ∈ [0, 1].
Then (2) holds. 
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Definition 6.9. Let N ∈ N+, γ be an N -part path in H and G = (G, π, x) be
a slice-domain over H with distinguished point. We say that γ is contained in G
(denoted by γ ≺ G), if there exists an N -part path α in G with
α(0) = x and π(α) = γ,
where π : P∞(G)→ P∞(H) is the map, defined by
π(β) := (π(β1), π(β2), ..., π(βm))
for each m ∈ N+ and β ∈ Pm(G). We remark the map π in the right side is the
projection from G = (G, π, x).
Proposition 6.10. Let γ be a finite-part path in H and G = (G, π, x) be a slice-
domain over H with distinguished point. If γ ≺ G, there exists a unique finite-part
path α in G, such that π(α) = γ and α(0) = x. We call α the lifting of γ to G,
denoted by γG .
Proof. For each N ∈ N+ and N -part path γ in G. If α, β are finite-part paths in
G with
π(α) = γ = π(β) and α(0) = x = β(0).
It follows that α and β are N -part paths and
π(αı) = γı = π(βı), ı = 1, 2, ..., N.
According to Proposition 5.5 and recursion, we have
αı = βı and α+1(0) = α(1) = β(1) = β+1(0)
for each ı ∈ {1, 2, ..., N} and  ∈ {1, 2, ..., N − 1}. It is clear that α = β. 
Theorem 6.11. Let G = (G, π, x) be a slice-domain over H with distinguished
point. Then for each q ∈ G, there exists a finite-part path γ in G from x to q.
Proof. According to Remark 5.2, for each q ∈ G, there exists a path α in G from x
to q. As a result of Proposition 6.4, there exists a schlicht real-connected domain
Ut ⊂ G containing α(t) for each t ∈ [0, 1]. Notice that α is continuous, we see
that the connected component Wt of α
−1(Ut) containing t is open in [0, 1]. And
since [0, 1] is compact, it follows that there exist a minimal m ∈ N+, and tı ∈ [0, 1],
ı = 1, 2, ...,m, such that
[0, 1] ⊂
m⋃
ı=1
Wtı and 0 < t0 < t1 < ... < tm < 1.
We notice that ∪mı=1Wtı covers each point in [0, 1] at most twice. Otherwise, there
exists a point q ∈ Wa ∩Wb ∩Wc in [0, 1], and a, b, c ∈ {t1, t2, ..., tm} are different
from each other. Then
W :=Wa ∪Wb ∪Wc
is an open interval in [0, 1]. Without loss of generality, we suppose
inf(Wa) = inf(W ) and sup(Wb) = sup(W ) (resp. sup(Wa) = sup(W )).
Then W =Wa ∪Wb (resp. W =Wa). It follows that we can remove Wc, and m is
not minimal. Therefore there exist a bijection
L : {1, 2, ...,m} → {1, 2, ...,m}
(reordering {Wtı}mı=1 by the order of sup(Wtı )), and
sı ∈ [0, 1], ı = 1, 2, ...,m+ 1
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with
0 = s1 < s2 < ... < sm+1 = 1 and [s, s+1] ⊂WtL() ,  = 1, 2, ...,m.
Then
α([sı, sı+1]) ⊂ UtL(ı) , ı = 1, 2, ...,m.
Thanks to Proposition 6.6, there exist two slice preserving paths β2ı and β2ı+1
such that β2ıβ2ı+1 be a path from α(sı) to α(sı+1) for each ı ∈ {1, 2, ...,m}. Then
Π2m+1ı=1 βı is a path from x to q. According to Proposition 6.8, there exists a finite-
part path from x to q. 
7. Unions of Riemann slice-domains
In this section, we construct unions of Riemann slice-domains, following [32,
Pages 91-94]. This provides a basis to study the envelope of slice regularity in
Section 8.
Definition 7.1. Let Λ be an index set, and G, Gλ, λ ∈ Λ, be slice-domains over
H with distinguished point. G is called a upper (resp. lower) bound of {Gλ}λ∈Λ, if
Gλ ≺ G (resp. Gλ ≻ G) for each λ ∈ Λ.
Definition 7.2. Let Λ be an index set, and G, Gλ, λ ∈ Λ be slice-domains over H
with distinguished point. G is called a supremum (resp. infimum) or union (resp.
intersection) of {Gλ}λ∈Λ, if G ≺ G′ (resp. G ≻ G′) for each upper (resp. lower)
bound G′ of {Gλ}λ∈Λ.
We denote the set of all unions (resp. intersections) of {Gλ}λ∈Λ by ∪λ∈ΛGλ
(resp. ∩λ∈ΛGλ).
Remark 7.3. The definition of the union of Riemann domains in [32, Page 94]
has a contradiction. We set
B0 := BH(0, 1) and G0 := (B0, idB0 , 0).
Then the cardinality of [G0] is infinite. We set
L :=
⋃
H∈[G0]
H,
and notice that L ∈ [G0]. However, the statuses of elements in [G0] are equal. It
implies that L would not be any element of [G0], which is a contradiction.
Let q ∈ H, Λ be an index set and Gλ = (Gλ, πλ, xλ), λ ∈ Λ, be slice-domains
over H with distinguished point with πλ(xλ) = q. Now, we construct a union of
{Gλ}λ∈Λ with a little revise, following [32, Page 91-92]. According to the axiom of
choice, there exists a subset Λ′ of Λ, such that the cardinality of [Gλ]∩ {Gρ}ρ∈Λ′ is
one for each λ ∈ Λ. We set
X :=
⊔
λ∈Λ′
Gλ,
and let the topology of X be the disjoint union topology. An equivalence relation
∼ on X is said to have property (P ) if the followings hold:
1. xλ ∼ xρ for each λ, ρ ∈ Λ′.
2. If α : [0, 1] → Gλ and β : [0, 1]→ Gρ are continuous paths with α(0) ∼ β(0)
and πλ ◦ α = πρ ◦ β, then α(1) ∼ β(1).
Let ϕλ : Gλ → X be the canonical injection, i.e.,
ϕλ(x) := x, ∀ λ ∈ Λ′ and x ∈ Gλ.
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And let πX : X → H be the map with
πX ◦ ϕλ = πλ, ∀ λ ∈ Λ′.
Proposition 7.4. Let ∼ be the equivalence relation on X, such that x ∼ y, if and
only if πX(x) = πX(y), for each x, y ∈ X. Then ∼ has property (P ).
Proof. For each α, β ∈ P(X) with πX ◦α = πX ◦β, we have πX ◦α(1) = πX ◦β(1),
then α(1) ∼ β(1). 
We denote by E the family of all equivalence relations on X with property (P ).
Thanks to Proposition 7.4, E is not empty.
Let ∼P be the equivalence relations, such that x ∼P y, if and only if x ∼ y for
each ∼ in E, where x, y ∈ X .
Proposition 7.5. ∼P is finer than each equivalence relation on X with property
(P ).
Proof. This proposition is proved directly by the definition of ∼P . 
Let φ : X → X/ ∼P be the projection of ∼P , defined by
φ(x) = [x]P , ∀x ∈ X,
where [x]P is the equivalence class of x in X with respect to ∼P . It is clear that
∼P has the property (P ).
Proposition 7.6. For each x, y ∈ X with x ∼P y, we have πX(x) = πX(y).
Proof. We notice that ∼P is finer than each equivalence relation onX with property
(P). And since Proposition 7.4, then πX(x) = πX(y). 
Thence there exists a map π̂ : X/ ∼P→ H such that
(3) π̂ ◦ φ = πX .
We set
Ĝ := X/ ∼P ,
and let the topology τ(Ĝ) of Ĝ be the quotient topology. We set
x̂ := ϕλ(xλ), ∀λ ∈ Λ′.
Theorem 7.7. Ĝ := (Ĝ, π̂, x̂) is a Riemann slice-domain over H with distinguished
point.
Moreover, for each λ ∈ Λ′, we have Gλ ≺ Ĝ, and φ ◦ ϕλ is the fiber preserving
mapping from Gλ to Ĝ with φ ◦ ϕλ(xλ) = x̂.
We call Ĝ the pre-union of {Gλ}λ∈Λ′ .
Proof. We prove this theorem exactly as [32, Theorem 8.7].
(1) For each p ∈ Ĝ, there exist q ∈ φ−1(p) and λ ∈ Λ′ with q ∈ Gλ. For each
λ ∈ Λ, since Gλ is connected, there exists a path γ in Gλ from xλ to q. Notice that
τ(Ĝ) is the quotient topology, and since φ is continuous, it follows that φ ◦ γ is a
path in Ĝ from x̂ to q. Then Ĝ is path-connected. It is clear that Ĝ is connected.
(2) For each p ∈ Ĝ, q ∈ φ−1(p) and λ ∈ Λ′ with q ∈ Gλ, let U be a domain in Gλ
containing q, such that πλ|U : U → πX(U) is a slice-homeomorphism. We notice
that Proposition 7.6 and πλ|U is a slice-homeomorphic, then we have
(φ ◦ ϕλ)|U : U → φ ◦ ϕλ(U)
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is injective. Since τ(Ĝ) is the quotient topology, it follows that φ◦ϕ|U is continuous.
Obviously φ ◦ϕ|U is surjective, it is clear that φ ◦ϕ|U is a continuous bijection. We
will prove that (φ ◦ ϕλ)|−1U is also continuous.
For each domain V contained in U , we set
V ′ := φ ◦ ϕλ(V ).
For each ρ ∈ Λ′ and y ∈ φ−1(V ′) ∩ Gρ, there exists a domain W in Gρ containing
y, such that πρ|W :W → πX(W ) is a slice-homeomorphism with πX(W ) ⊂ πX(V ).
We denote by y′ the unique element in ϕ−1λ (φ|−1U (φ(y))) = φ|−1U (φ(y)). Since
φ(y′) = φ(φ|−1U (φ(y))) = φ ◦ φ|−1U (φ(y)) = φ(y),
we have y ∼P y′. Since πX(W ) is a slice-domain in H, and due to Proposition
3.9, it follows that for each z ∈ πX(W ), there exists a slice-path γ in πX(W ) from
πX(y) = πX(y
′) to z. According to the property (P ) of Ĝ, and since πρ, πλ are
local slice-homeomorphic and πX(W ) ⊂ πX(V ), we have
πρ|−1W (z) ∼P πλ|−1U (z).
Thus, W ⊂ φ−1(V ′) ∩ Gρ. Note that W is open in X , then y is an interior
point of φ−1(V ′). Since y ∈ φ−1(V ′) ∩ Gρ is chosen arbitrarily, then each point in
φ−1(V ′)∩Gρ is an interior point. Thus φ−1(V ′)∩Gρ is open in X for each ρ ∈ Λ′.
It follows that φ−1(V ′) is open in X . Therefore V ′ is open in Ĝ. It is clear that
((φ ◦ ϕλ)|−1U )−1(V ) = V ′
is open in Ĝ for each V ∈ τ(U). We conclude that (φ ◦ ϕλ)|−1U is continuous.
Consequently, (φ ◦ ϕλ)|U is a homeomorphism, and then
π̂|φ◦ϕλ(U) = πX |U ◦ (φ ◦ ϕλ)|−1U : φ ◦ ϕλ(U)→ πX(U)
is a slice-homeomorphism. Thence π̂ is a local slice-homeomorphism.
(3) For each p, q ∈ Ĝ, if π̂(p) 6= π̂(q), there exist a slice-domain U in H containing
π̂(p) and a slice-domain V in H containing π̂(q) such that U ∩ V = ∅. Since π̂ is
a local slice-homeomorphism, it follows that π̂−1(V ) and π̂−1(U) are two disjoint
open sets in Ĝ containing p and q respectively.
Otherwise, π̂(p) = π̂(q), there exist a domain U in Ĝ containing p, a domain
V in Ĝ containing q and a slice-domain W in H, such that π̂|U : U → W and
π̂|V : V → W are slice-homeomorphisms. If there exists y ∈ U ∩ V , then π̂|−1U and
π̂|−1V are two continuous mappings from W to Ĝ. Notice that
π̂|−1U (π̂(y)) = y = π̂|−1V (π̂(y)), π̂ ◦ π̂|−1U = idW = π̂ ◦ π̂|−1V ,
and Proposition 5.5, it follows that π̂|−1U = π̂|−1V . Consequently, p = q, which is a
contradiction. It implies that U ∩ V = ∅. Then Ĝ is Hausdorff, and then we see
from (1) and (2) that Ĝ is a slice-domain over H with distinguished point.
(4) For each λ ∈ Λ′, since π̂ ◦ φ = πX (see (3)), it follows that
πλ = πX ◦ ϕλ = π̂ ◦ φ ◦ ϕλ.
It is clear that Gλ ≺ Ĝ and φ◦ϕλ is the fiber preserving mapping from Gλ to G. 
Theorem 7.8. [Ĝ] is the set of all unions of {Gλ}λ∈Λ, i.e.,
[Ĝ] =
⋃
λ∈Λ
Gλ.
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Proof. According to Theorem 7.7, Gλ ≺ Ĝ for each λ ∈ Λ′, it follows that Ĝ is an
upper bound of {Gλ}λ∈Λ′ . For each λ ∈ Λ, there exist ρ ∈ Λ′ with Gλ ∼= Gρ. And
according to Proposition 5.9, it is clear that Gλ ≺ G for each λ ∈ Λ. Then Ĝ is also
an upper bound of {Gλ}λ∈Λ′ .
For each upper bound G′ = (G′, π′, x′) of {Gλ}λ∈Λ′ , there exists a fiber preserving
mapping ϕ′λ : Gλ → G′ for each λ ∈ Λ′. Let ∼= be the equivalence relation on X ,
such that x ∼= y, if and only if, there exist λ, ρ ∈ Λ′ with x ∈ Gλ, y ∈ Gρ and
ϕ′λ(x) = ϕ
′
ρ(y), for each x, y ∈ X . In view of Proposition 5.5, ∼= has the property
(P ). Let ϕ′ : X → G′ be the map defined by
ϕ′|Gλ := ϕ′λ, ∀λ ∈ Λ.
According to Proposition 7.5, ∼P is finer than ∼=. We notice that, for each q ∈ Ĝ
and x, y ∈ φ−1(q), x ∼P y, then x ∼= y and ϕ′(x) = ϕ′(y). It follows that there
exists a continuous map ϕ′′ : Ĝ→ G′ defined by
ϕ′′(x) := ϕ′(φ−1(x)).
It is clear that ϕ′′ is the fiber preserving mapping from Ĝ to G′. Therefore Ĝ ≺ G′.
Then Ĝ is a union of {Gλ}λ∈Λ.
If G′ is another union of {Gλ}λ∈Λ, then we see from Definition 7.2 that Ĝ ≺ G′
and G′ ≺ Ĝ. Thence G′ ∈ [Ĝ]. On the other hand, for each G′′ ∈ [Ĝ], we have
Gλ ≺ Ĝ ≺ G′′, ∀λ ∈ Λ
and
G′′ ≺ Ĝ ≺ G′′′
for each upper bound G′′′ of {Gλ}λ∈Λ. Then G′′ is also a union of {Gλ}λ∈Λ. 
Definition 7.9. Let G = (G, π, x) be a slice-domain over H with distinguished point
and γ be a path in H. We say that γ is contained in G (denoted by γ ≺ G), if there
exists a path α in G such that α(0) = x and π(α) = γ.
Proposition 7.10. Let γ be a path in H and G = (G, π, x) be a slice-domain over
H with distinguished point. If γ ≺ G, there exists a unique path α in G such that
π(α) = γ. We call α is the lifting of γ to G, denoted by γG.
Proof. This follows immediately from Proposition 5.5. 
Let γ be a path in H. We denote by Rγ all the slice-domain over H with
distinguished point containing γ.
Proposition 7.11. Let G is a slice-domain over H with distinguished point, and γ
be a path (resp. finite-part path) in H. If G ∈ Rγ, then G′ ∈ Rγ for each G′ ∈ R
with G′ ≻ G. In particular, [G] ⊂ Rγ.
Proof. We write G = (G, π, x) and G′ = (G′, π′, x′). Let ϕ : G → G′ be the fiber
preserving map from G to G′, and α be the lifting of γ to G. Then ϕ ◦ α is the
lifting of γ to G′. 
For each path γ in H, we set a map
Tγ : Rγ → R, (G, π, x) 7→ (G, π, γG(1)), ∀ (G, π, x) ∈ Rγ .
Let γ(−1) be the inverse path of γ, i.e.,
γ(−1)(t) = γ(1− t), ∀ t ∈ [0, 1].
20 XINYUAN DOU AND GUANGBIN REN
According to Proposition 5.5, we have
Tγ(−1) ◦ Tγ = idRγ ,
where idRγ is the identity map on Rγ . Then
T −1γ = Tγ(−1) : Rγ(−1) → R.
Proposition 7.12. Let γ be a path in H, Λ be an index set, and G,Gλ ∈ Rγ for
each λ ∈ Λ. The following statements hold:
(a). If λ, ρ ∈ Λ and Gλ ≺ Gρ, then Tγ(Gλ) ≺ Tγ(Gρ).
(b). If G is an upper (resp. lower) bound of {Gλ}λ∈Λ, then Tγ(G) is an upper
(resp. lower) bound of Tγ({Gλ}λ∈Λ), where
Tγ({Gλ}λ∈Λ) := {Tγ(L) : L ∈ {Gλ}λ∈Λ}.
(c). If G is a supremum (resp. infimum) of {Gλ}λ∈Λ, then Tγ(G) is a supremum
(resp. infimum) of Tγ({Gλ}λ∈Λ).
(d). Tγ commutes with the union of slice-domains over H with distinguished
point, i.e., ∪λ∈ΛTγ(Gλ) = Tγ(∪λ∈ΛGλ).
Proof. (a). Let ϕ be the fiber preserving map from Gλ to Gρ. Notice that
πρ ◦ ϕ ◦ γGλ = πλ ◦ γGλ = γ = πρ ◦ γGρ ,
and ϕ(γGλ(0)) = γGρ(0), it follows from Proposition 5.5 that
ϕ ◦ γGλ = γGρ and ϕ(γGλ(1)) = γGρ(1).
Therefore ϕ is also the fiber preserving map from Gλ to Gρ.
(b). According to (a), Tγ(G) ≻ Tγ(Gλ) (resp. Tγ(G) ≺ Tγ(Gλ)) for each λ ∈ Λ.
(c). According to (b), Tγ(G) is an upper (resp. lower) bound of Tγ({Gλ}λ∈Λ).
For each upper (resp. lower) bound G′ of Tγ({Gλ}λ∈Λ), Tγ(−1)(G′) is a upper (resp.
lower) bound of {Gλ}λ∈Λ, by (b). Then
G ≺ Tγ(−1)(G′) (resp. G ≻ Tγ(−1)(G′))
for each upper (resp. lower) bound G′ of Tγ({Gλ}λ∈Λ). And thanks to (a), we have
Tγ(G) ≺ G′ (resp. Tγ(G) ≻ G′)
for each upper (resp. lower) bound G′ of Tγ({Gλ}λ∈Λ). It follows that Tγ(G) is a
supremum (resp. infimum) of Tγ({Gλ}λ∈Λ).
(d). For each G ∈ ∪λ∈ΛTγ(Gλ), according to (c), Tγ(−1)(G) is a supremum of
Tγ(−1)({Tγ(Gλ)}λ∈Λ) = {Gλ}λ∈Λ.
It follows that G ∈ Tγ(∪λ∈ΛGλ).
Conversely, for each G ∈ Tγ(∪λ∈ΛGλ), we have Tγ(−1)(G) is a supremum of
{Gλ}λ∈Λ. And by (c), G ∈ ∪λ∈ΛTγ(Gλ). 
Proposition 7.13. Let α, β be paths in H, and G ∈ Rα. If Tα(G) ∈ Rβ, then
G ∈ Rαβ.
Proof. We write G = (G, π, x). Note that αGβTα(G) is a path in G with
αGβTα(G)(0) = x and π(αGβTα(G)) = αβ.
It is clear that G ∈ Rαβ . 
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8. Envelopes of slice regularity
In this section, we define envelopes of slice regularity following the complex case
(see [32, Pages 96-100]). We prove an identity principle of slice regular functions
on Riemann slice-domains (see Theorem 8.7).
Definition 8.1. Let (G, π) be a slice-domain over H. A function f : G → H is
called slice regular at a point x ∈ G if there exists an open neighborhood U ⊂ G of
x and a slice-open set V ⊂ H such that π|U : U → V is a slice-homeomorphism and
f ◦ π|−1U : V → H is slice regular.
The function f is called slice regular on G if f is slice regular at every point
x ∈ G. We denote the set of all slice regular functions on G by SR(G).
Definition 8.2. For any I ∈ S, a (Riemann) domain over CI is a pair (G, π) with
the following properties:
1. G is a connected Hausdorff space.
2. π : G→ CI is a local homeomorphism.
For each x ∈ G, (G, π, x) is called a (Riemann) domain over CI with distin-
guished point.
Definition 8.3. Let I ∈ S and (G, π) be a (Riemann) domain over CI . A function
f : G→ H is called holomorphic at a point x ∈ G if there are open neighborhoods
U = U(x) ⊂ G and V = V (π(x)) ⊂ CI ,
such that π|U : U → V is a homeomorphism and f ◦ π|−1U : V → H is holomorphic.
The function f is called holomorphic on G if f is holomorphic at every point
x ∈ G.
Definition 8.4. Let I ∈ S, G = (G, π, x) be a domain over CI with distinguished
point and γ is a path in CI . We say that γ is contained in G (denoted by γ ≺ G),
if there exists a path α in G with
α(0) = x and π(α) = γ.
Proposition 8.5. Let I ∈ S, γ be a path in CI , and G = (G, π, x) be a domain
over CI with distinguished point. If γ ≺ G, there exists a unique path α in G with
α(0) = x and π(α) = γ.
We say that α the lifting of γ to G, denoted by γG.
Proof. This follows immediately from Proposition 5.5. 
Let (G, π, x) be a slice-domain over H with distinguished point. We notice that
(G′I , π|G′I ) is a (Riemann) domain over CI , for each slice-connected component
G′I of GI and I ∈ S. We call a function f defined on GI is holomorphic if f |G′I is
holomorphic on each slice-connected component G′I of GI . We can get the following
lemma with the similar proof as in Lemma 4.2.
Lemma 8.6. (Splitting) Let G = (G, π, x) be a slice-domain over H with distin-
guished point, and f is a function defined on G. The function f is slice regular, if
and only if for all I, J ∈ S with I ⊥ J , there exist two complex-valued holomorphic
functions F1, F2 : GI → CI , such that
fI(z) = F1(z) + F2(z)J, ∀z ∈ GI ,
where fI := f |GI .
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Theorem 8.7. (Identity Principle) Let (G, π) be a slice domain over H, and f, g
be regular functions on G. If there exists I ∈ S such that f and g coincide on a
subset of GI with an accumulation point q0 in GI . Then f = g in G.
Proof. We set
A := {x ∈ G : ∃ V ∈ τ(G), s.t. x ∈ V, and f = g on V }.
For each q0 ∈ A, according to Proposition 6.4, there exists a schlicht real-connected
domain U in G containing q0. Thence π|U : U → π(U) is a slice-homeomorphism,
and π(U) is a real-connected slice-domain in H. According to the Identity Principle
4.3,
f ◦ π|−1U = g ◦ π|−1U on π(U).
Then f = g on U , and U ⊂ A. Obviously, A is a nonempty open subset of G.
If x ∈ G\A, let W be a schlicht real-connected domain containing x in G. Then
π|W : W → π(W ) is a slice-homeomorphism, and π(W ) is a real-connected slice-
domain in H. If A ∩W 6= ∅, let y ∈ A ∩W . We notice that A ∩W is a open
set in G, then there is an open neighbourhood Vy of y, such that f = g on Vy.
Consequently,
f ◦ π|−1W = g ◦ π|−1W on π(Vy ∩W ).
According to the Identity Principle 4.3,
f ◦ π|−1W = g ◦ π|−1W on π(W ).
It is clear that x ∈ A, which is a contradiction. So W ∩A = ∅. Thus G\A is open
in G. Therefore A is closed in G. And since A is open in G and G is connected, it
follows that A = G. 
Definition 8.8. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be slice-domains over H with
distinguished point, and G1 ≺ G2 by the fiber preserving mapping ϕ : G1 → G2 with
ϕ(x1) = x2. For every function f on G2, we define
f |G1 := f ◦ ϕ.
Proposition 8.9. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be slice-domains over H with
distinguished point. If f : G2 → H is slice regular and G1 ≺ G2, then f |G1 is slice
regular on G1.
Proof. Trivial, since the fiber preserving mapping ϕ from G1 to G2 is a local home-
omorphism with π2 ◦ ϕ = π1. 
Definition 8.10. 1. Let (G, π) be a slice-domain over H, and x ∈ G be a point. If
f is a slice regular function near x, then the pair (f, x) is called a local slice regular
function at x.
2. Let (G1, π1), (G2, π2) be slice-domains over H, and xı ∈ Gı, ı = 1, 2 with
π1(x1) = π2(x2). Two locally holomorphic functions (f1, x1), (f2, x2) are called
equivalent if there exist an open neighborhood U of x1, an open neighborhood V of
x2 and a slice domain W in H, such that
π1|U : U →W and π2|V : V →W
are slice-homeomorphisms, and
f1 ◦ π1|−1U = f2 ◦ π2|−1V .
3. The equivalence class of a local slice regular function (f, x) is denoted by fx.
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Proposition 8.11. Let Gλ = (Gλ, πλ, xλ), λ = 1, 2, be slice-domains over H with
distinguished point, and G1 ≺ G2. Then for every slice regular function f on G1,
there exists at most one slice regular function F on G2 with F |G1 = f .
Proof. This follows immediately from the Identity Principle 8.7. 
Definition 8.12. Let G = (G, π, x) be a slice-domain over H with distinguished
point, and F be a nonempty set of slice regular functions on G. We call that F can
be extended slice regularly to a slice-domain G˘ = (G˘, π˘, x˘) over H with distinguished
point, if G ≺ G˘ and for each f ∈ F , there exists a slice regular function F on G˘
with F |
G˘
= f .
We say that G˘ is F -extendible. Let G be the system of all F -extendible slice-
domains over H with distinguished point. G is called the F -extendible set.
A slice-domain G′ over H with distinguished point is called the F -hull of G, if
G′ ∈
⋃
G˘∈G
G˘.
And
HF (G) :=
⋃
G˘∈G
G˘
is called the set of F -hulls of G.
Let O(G) be the set of all slice regular functions on G. Then
H(G) := HO(G)(G)
is called the set of envelopes of slice regularity of G. If F = {f} for some slice
regular function f on G, then
Hf (G) := H{f}(G)
is called the set of slice-domains of existence of the function f with respect to G.
Definition 8.13. A slice-domain G = (G, π, x) over H is called a slice-domain of
(slice) regularity if there exists a slice regular function f on G such that G is a
slice-domain of existence of f with respect to G, i.e., G ∈ Hf (G).
Theorem 8.14. Let G = (G, π, x) be a slice-domain over H, F be a nonempty
set of slice regular functions on G, and G˘ = (G˘, π˘, x˘) be a F -hull of G. Then the
following hold:
1. G ≺ G˘.
2. For each function f ∈ F , there exists exactly one slice regular function F on
G˘ with F |G = f .
3. If G′ = (G′, π′, x′) is a domain over H with distinguished point, such that
G ≺ G′ and every function f ∈ F can be extended slice regularly to G′, then
G′ ≺ G˘.
Proof. Let G = {Gλ}λ∈Λ be the F -extendible set, where Λ is an index set. For
each λ ∈ Λ and f ∈ F , let Gλ = (Gλ, πλ, xλ) and fλ : Gλ → H be the slice regular
extension of f .
1. We notice that G ∈ {Gλ}λ∈Λ and G˘ is a union of {Gλ}λ∈Λ, then G ≺ G˘.
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2. According to the axiom of choice, there exists a subset Λ′ of Λ, such that the
cardinality of [Gλ] ∩ {Gρ}ρ∈Λ′ is one for each λ ∈ Λ, and G ∈ {Gρ}ρ∈Λ. We set
X :=
⊔
λ∈Λ′
Gλ.
We define an equivalence ∼ on X by p ∼ q, if and only if, πλ(p) = πρ(q) and
(fλ)p = (fρ)q, where λ, ρ ∈ Λ′, p ∈ Gλ and q ∈ Gρ. For each λ, ρ ∈ Λ′, let γλ be a
path in Gλ, and γρ be a path in Gρ, such that πλ(γλ) = πρ(γρ). For each t ∈ [0, 1],
there exist a domain U in Gλ containing γλ(t), a domain V in Gρ containing γλ(t),
and a slice-domain L in H, such that
πλ|U : U → L and πρ|V : V → L
are homeomorphisms. Then
ψ := πρ|−1V ◦ πλ|U : U → V
is also a homeomorphism. According to the Identity Principle 8.7, fρ|V ◦ψ = fλ|U ,
if and only if, there exists p ∈ U with (fρ)ψ(p) = (fλ)p. Since γλ is continuous,
there exists a domain W in [0, 1] containing t, such that γ(W ) ⊂ U . If there exists
t′ ∈W with (fλ)γλ(t′) = (fρ)γρ(t′), then
(fλ)γλ(t′′) = (fρ)γρ(t′′), ∀ t′′ ∈ W.
It follows that
A := {s ∈ [0, 1] : (fλ)γλ(s) = (fρ)γρ(s)}
is open and closed in [0, 1]. Thence
A = [0, 1] or A = ∅.
We notice that
(fλ)γλ(0) = (fρ)γρ(0) ⇐⇒ (fλ)γλ(1) = (fρ)γρ(1).
And since (fλ)xλ = (fρ)xρ , then ∼ has property (P ), it follows that the union
equivalence relation ∼P of {Gι}ι∈Λ′ is finer than ∼. Let Ĝ = (Ĝ, π̂, x̂) be the pre-
union of {Gι}ι∈Λ′ . According to G ∈ {Gλ}λ∈Λ′ , we can define an extension F ′ on
Ĝ = X/ ∼P of f , by
(4) F ′|Gι = fι, ∀ι ∈ Λ′.
Thanks to (4), F ′ is locally slice regular. So F ′ is the slice regular extension of f .
According to Theorems 7.7 and 7.8, G˘ and Ĝ are unions of {Gι}ι∈Λ′ . It is clear
that Ĝ ∼= G˘. Let ϕ′ : Ĝ → G˘ be the fiber preserving map from Ĝ to G˘. Thanks
to Proposition 5.11, ϕ′ is a homeomorphism. Then we can define the slice regular
extension F on G˘ of f , by
F := F ′ ◦ ϕ′.
3. We notice that G′ ∈ {Gλ}λ∈Λ, then G′ ≺ G˘. 
Proposition 8.15. Let G := (G, π, x) be a slice-domain of regularity and γ be a
path in H with γ ≺ G. Then Tγ(G) is a slice-domain of regularity.
Moreover, if f is a slice regular function on G, and G is a slice-domain of exis-
tence of f with respect to G. Then Tγ(G) is also a slice-domain of existence of f
with respect to Tγ(G).
Proof. This follows immediately from Proposition 7.12. 
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Proposition 8.16. Let G = (G, π, x) be a slice-domain of regularity, y ∈ G, and
G′ = (G′, π′, x′) be a slice-domain over H with distinguished point. If for each slice
regular function f on G, there exists a slice regular function g such that fy = gx′ ,
then G′ ≺ (G, π, y).
Proof. This follows immediately from Proposition 7.12, Theorem 8.14, and Propo-
sition 8.15. 
9. An extension formula
In this section, we introduce a new concept so-called real Euclidean and rec-
tify the general extension formula in [21, Theorem 4.2] (see Proposition 9.2). We
prove that all the slice-domains of regularity are real Euclidean for the proof of the
representation formula (see Theorem 11.1).
Definition 9.1. A slice-domain (G, π) over H is called real (locally) Euclidean. If
for each point x ∈ GR, there exists a open neighbourhood U of x, and a positive real
number r, such that πU : U → BH(π(x), r) is a slice-homeomorphism.
A slice-domain (G, π, x) over H with distinguished point is called real (locally)
Euclidean, if (G, π) is real Euclidean. A domain U in G is called real (locally)
Euclidean (with respect to π), if (U, π|U ) is real Euclidean.
Proposition 9.2. (Extension Formula) Let Iλ ∈ S, and Uλ be an open set in CIλ ,
λ = 1, 2. If I1 6= I2, and there exists a function f : U1 ∪ U2 → H such that f |U1
and f |U2 are holomorphic. Then there exists a slice regular function f˜ on a real
Euclidean slice-open set V , such that f˜ |U+ = f |U+ , where
C+Iλ := {x+ yIλ ∈ CIλ : x, y ∈ R, and y ≥ 0}, λ = 1, 2,
U+ := (U1 ∩C+I1) ∪ (U2 ∩C+I2),
V ′ := {x+ yJ ∈ H : x, y ∈ R with y ≥ 0, x+ yIλ ∈ Uλ, λ = 1, 2, and J ∈ S},
and
V := V ′ ∪ U+.
Moreover, if W is a slice-connected component of V with W ∩ U+ 6= ∅, then there
exists unique f˜ |W is the unique slice regular extension on W of f |W∩U+ and
f˜ |W (x+ yJ) =((I1 − I2)−1I1 + J(I1 − I2)−1)f˜ |W (x+ yI1)
+ ((I2 − I1)−1I2 + J(I2 − I1)−1)f˜ |W (x + yI2)
(5)
for each x, y ∈ R, J ∈ S with y ≥ 0 and x+ yJ ∈W .
Proof. For each J ∈ S and q ∈ V ′J := V ′ ∩ CJ , there exists r ∈ R+, such that the
open Euclidean ball BIλ(P
Iλ
J (q), r) in CIλ is contained in Uλ, for each λ ∈ {1, 2}.
It is clear that
BJ(q, r) ⊂ V ′, ∀q ∈ V ′J .
Then the V ′J is an open set in CJ for each J ∈ S. And according to Proposition 3.2,
V ′ is a slice-open set. If q ∈ R, then the Euclidean ball BH(q, r) in H is contained
in V ′. It follows that V ′ is real Euclidean. We notice that
U+ ∩ R ⊂ V ′,
thence V is also a real Euclidean slice-open set.
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We define a function F on V ′ by
F (x+ yJ) :=((I1 − I2)−1I1 + J(I1 − I2)−1)f(x+ yI1)
+ ((I2 − I1)−1I2 + J(I2 − I1)−1)f(x+ yI2)
for each J ∈ S, x, y ∈ R with y ≥ 0, x + yI1 ∈ U1 and x + yI2 ∈ U2. By direct
calculation (see the proof of [21, Theorem 3.2]), F is slice regular on V ′. And since
F = f on V ′ ∩ U+,
then the function f˜ : V → H, defined by
f˜(p) :=
{
F (p), p ∈ V ′,
f(p), p ∈ U+,
is a slice regular extension of f |U+ .
If G is a slice regular extension on W of f |W∩U+ . Then
G = f = f˜ on W ∩ U+.
According to Identity Principle 8.7, G = f˜ |W . 
According to Proposition 9.2, the slice regular extension f˜ of f and f itself only
coincide on U+, and may not coincide on (U1 ∪U2)∩ V as [21, Theorem 4.2] . The
reason is the value of F at x + yJ in (5) only need values of f at two points, but
there may be four points in U1 ∪ U2 to choice, i.e., x ± yI1 and x ± yI2. So F
may not be well defined, such as U1 = ΩI and U2 = ΩK , where Ω, I is defined in
Example 2.5 and K ∈ S with K ⊥ I.
Theorem 9.3. All the slice-domains of regularity are real Euclidean.
Proof. Suppose G = (G, π, x) is a slice-domain of regularity, which is not real Eu-
clidean. There exists a slice regular function f on G, such that G is a slice-domain
of existence of f (with respect to G). Since G is not real Euclidean, then there
exists q ∈ GR and a path γ in G form x to q, such that
(6) (BH(π(q), r0), idBH(π(q),r0), π(q)) ⊀ Tπ(γ)G, ∀ r0 > 0.
Then there exist a positive real number r ∈ R+ and a real-connected slice-domain
U in G containing q, such that π|UI : UI → BI(π(q), r) is a homeomorphism with
respect to τ(GI ) and τ(CI), and
π(U) ⊂ B := BH(π(q), r).
Thanks to Proposition 9.2 (setting I1 = −I2 = I and U1 = U2 = BI), there exists
a slice regular extension f ′ : B→ H of the slice regular function f ◦ π|−1U : BI → H.
We notice that
(G, π, q) ≻ (U, πU , q), (B, idB, π(q)) ≻ (U, πU , q),
and f , f ′ are slice regular extension of the slice regular function f |U , and thanks to
Theorem 8.14, we have for each union G′ = (G′, π′, q′) of (G, π, q) and (B, idB, π(q)),
there exists a slice regular function f˜ on G′. Since G is the slice-domain of existence
of f ,
G ≻ Tπ(γ)−1(G′).
According to Proposition 7.12, it follows that Tπ(γ)(G) ≻ G′. Therefore
(B, idB, π(q)) ≺ G′ ≺ Tπ(γ)G
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which is a contradiction to (6). 
10. Technical lemmas
In this section, we prove two technical lemmas for the representation formula in
Theorem 11.1. For eachN ∈ N+, σN defined in Lemma 10.3, actually corresponding
to a complex structure on R2
N
(see Remark 10.5), has an intertwining relation with
the elements in SN (see Lemmas 10.3 and 10.6).
For each N ∈ N+, I = (I1, I2, ..., IN ) ∈ SN and m ∈ {1, 2, ..., 2N}, we set
(7) I(m) :=
1∏
ı=N
(IıIı−1)
mı = (IN IN−1)
mN (IN−1IN−2)
mN−1 ...(I1I0)
m1 ,
where I0 := 1 and (mNmN−1...m1)2 is the binary number of m − 1. We define a
map
ζ :
⊔
ı∈N+
Sı →
⊔
ı∈N+
H2
ı
, I 7→ (I(1), I(2), ..., I(2)), ∀  ∈ N+ and I ∈ S.
For each set A and ı,  ∈ N+, we denote the set of all ı ×  matrices of A by
Mı×(A), and the set of all ı × ı matrices of A by Mı(A). We denote the ı × ı
identity matrix in Mı(H) by Iı, and the ı × ı zero matrix in Mı(H) by 0ı for each
ı ∈ N+.
For each matrix E, we denote the transpose of E by ET .
For each ı ∈ N+, we say that A ∈ Mı(H) is invertible, if there exists a matrix
B ∈Mı(H), such that AB = BA = Iı.
For each n,m ∈ N+, A = {aı,}n×m ∈Mn×m(H), and q ∈ H, we set
qA := {q · aı,}n×m and Aq := {aı, · q}n×m.
Proposition 10.1. ( [37, Proposition 4.1]) Let ı ∈ N+, and A,B ∈ Mı(H). If
AB = Iı, then BA = Iı.
For each N ∈ N+ and J = {Jı,}2N×N ∈ M2N×N (S), we denote the ı-th row
vector of J by
Jı := (Jı,1, Jı,2, ..., Jı,N ) ∈ SN , ∀ ı ∈ {1, 2, ..., 2N}.
We set
J (l) := {Jı,}2l×l and J (l)ı := (Jı,1, Jı,2, ..., Jı,l)
for each l ∈ {1, 2, ..., N} and ı ∈ {1, 2, ..., 2N}. We define a map
M :
⊔
ı∈N+
M2ı×ı(S)→
⊔
ı∈N+
M2ı(H),
by
M(K) := (ζ(K1)T , ζ(K2)T , ..., ζ(K2)T )T
for each  ∈ {1, 2, ..., N} and K ∈M2×(S).
Definition 10.2. Let N ∈ N+ and J = (Jı,)2N×N ∈ M2N×N (S). We call J has
full slice-rank, if M(J (ı)) is invertible for each ı ∈ {1, 2, ..., N}.
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Lemma 10.3. Let N ∈ N+ and K = (K1,K2, ...,KN ) ∈ SN . Then
KNζ(K) = ζ(K)σN ,
where
KNζ(K) = (KNK(1),KNK(2), ...,KNK(2
N)),
σN := (σ
(N)
ı, )2N×2N ∈M2N (R),
and
σ(N)ı, :=
{
(−1)N+, ı+  = 2N + 1,
0, otherwise,
for each ı,  ∈ {1, 2, ..., 2N}.
Proof. For each m ∈ {1, 2, ..., 2N}, let (mNmN−1...m1)2 be the binary number of
m− 1. If (m′Nm′N−1...m′1)2 is the binary number of (2N + 1−m)− 1, then
m′ı = 1−mı, ∀ ı ∈ {1, 2, ..., N}.
We notice that
(−1)m = (−1)m1−1,
and according to (7), it follows that
KNK(m) =KN
1∏
ı=N
(KıKı−1)
mı
=KmN+1N
1∏
ı=N−1
(Kmıı K
mı+1
ı )
=
1∏
ı=N
(Kmı+1ı K
mı+1
ı−1 )(−1)N−1
=
1∏
ı=N
(K1−mıı K
1−mı
ı−1 )(−1)N−1(−1)m1
=
1∏
ı=N
(K
m′ı
ı K
m′ı
ı−1)(−1)N+(m1−1)
=K(2N + 1−m)(−1)N+m,
where K0 = 1. Thence
KNζ(K) =(KNK(1),KNK(2), ...,KNK(2
N))
=(a1, a2, ..., a2N )
=ζ(K)σN ,
where
a :=KNK() = K(2
N + 1− )(−1)N+
=K(2N + 1− )σ(N)
2N+1−,
=
N∑
ı=1
K(ı)σ(N)ı,
for each  ∈ {1, 2, ..., 2N}. 
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Definition 10.4. A complex structure on a real vector space V is a automorphism
L : V → V that squares to minus the identity: L ◦ L = − Id.
Remark 10.5. Let N ∈ N+, we define a morphism
L : H2
N → H2N , q 7→ σNq.
We notice that
L(x) = σNσNq = −I2N q = −q, ∀ x ∈ H2
N
.
It is clear that L is a complex structure on H2
N
.
Proposition 10.6. Let N ∈ N+ and J = (Jı,)2N×N ∈ M2N×N (S). If M(J) is
invertible, then
σNM(J)−1 =M(J)−1DN (J),
where
DN (J) := diag(J1,N , J2,N , ..., J2N ,N ) ∈M2N (S).
Proof. According to Lemma 10.3,
DN(J)M(J) =(J1,Nζ(J1)T , J2,Nζ(J2)T , ..., J2N ,Nζ(J2N )T )T
=((ζ(J1)σN )
T , (ζ(J2)σN )
T , ..., (ζ(J2N )σN )
T )T
=(ζ(J1)
T , ζ(J2)
T , ..., ζ(J2N )
T )TσN
=M(J)σN .
Then,
σNM(J)−1 =M(J)−1M(J)σNM(J)−1
=M(J)−1DN (J)M(J)M(J)−1
=M(J)−1DN (J).

11. Representation formula over slice-domains of regularity
The representation formula is a key result in the theory of slice regular function.
It is introduced in [22] and then extended to a general formula in [21]. In this
section, we will prove a representation formula over slice-domains of regularity (see
Theorem 11.1), which is an earlier version of [21, Theorem 3.2]. In particular, our
representation formula is the same as the classical one, when the slice-domain of
regularity is an axially symmetric slice domain in H (see Remark 11.3).
Let G be a slice-domain over H with distinguished point, N ∈ N+ and γ =
(γ1, γ2, ..., γN ) be an N -part path in C (resp. H or G). For each t ∈ [0, 1], we define
a finite-part path γ[t] in C (resp. H or G) by
γ[t] :=
{
(γ1, γ2, ..., γ⌊Nt⌋, γ(Nt)), t ∈ [0, 1),
γ, t = 1,
where γ(Nt) is the path in C (resp. H or G), defined by
γ(Nt)(s) :=
{
γ⌊Nt+1⌋((Nt− ⌊Nt⌋)s), Nt 6= ⌊Nt⌋,
γ(t), otherwise,
∀ s ∈ [0, 1].
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Let γ[t−] be a finite-part path in C (resp. H or G), defined by
γ[t−] :=

(γ1, γ2, ..., γtN ), t ∈ { 1
N
,
2
N
, ...,
N
N
},
γ[t], t ∈ [0, 1]\{ 1
N
,
2
N
, ...,
N
N
}.
Theorem 11.1. (Representation Formula) Let N ∈ N+, J ∈ M2N×N (S) with full
slice-rank, G = (G, π, x0) be a slice-domain of regularity with π(x0) ∈ R, and γ be
an N -part path in C. If
(8) γJı ≺ G, ı = 1, 2, ..., 2N ,
then
γK ≺ G, ∀ K ∈ SN .
Moreover, if f is a slice regular function on G, and G is a slice-domain of exis-
tence of f with respect to G, then
f(γKG (1)) = ζ(K)M(J)−1f(γJG (1)),
where
f(γJG (1)) := (f(γ
J1
G (1)), f(γ
J2
G (1)), ..., f(γ
J
2N
G (1)))
T .
Proof. Since G is a slice-domain of regularity, there exists a nonempty subset W of
SR(G), such that for each h ∈W , G is a slice-domain of existence of h with respect
to G.
1. Fix f ∈ W , and let A be a subset of [0, 1], such that t ∈ A, if and only if the
following properties hold:
(a). t ∈ [0, 1] and γI [t] ≺ G for each I ∈ SN .
(b). If t 6= 0, then there exist a positive real number r > 0, and domains U I in
GINt for each I ∈ SN with γIG [t](1) ∈ U I and
π|UI : U I → PINt (BC(γ(t), r))
being a homeomorphism with respect to topologies τ(GINt ) and τ(CINt ), such that
(9) f ◦ π|−1
UK
(x+ yKNt) = ζ(K
(Nt))M(J (Nt))−1F (x + yJ (Nt))
for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(t), r), where
Nt := ⌈Nt⌉
and
F (x+ yJ (Nt)) :=

f ◦ π|−1
UJ1
(x+ yJ1,Nt)
f ◦ π|−1
UJ2
(x+ yJ2,Nt)
...
f ◦ π|−1
U
J
2Nt
(x+ yJ2Nt ,Nt)
 .
(c). If {Nt} = 0 and t 6= 1, then there exist a positive real number r′ and
domains V I in GINt+1 for each I ∈ SN with γIG [t](1) ∈ V I and
π|V I : V I → PINt+1(BC(γ(t), r))
being a homeomorphism with respect to topologies τ(GI(Nt+1)) and τ(CI(Nt+1)),
such that
(10) f ◦ π|−1
V K
(x+ yKNt+1) = ζ(K
(Nt+1))M(J (Nt+1))−1F ′(x + yJ (Nt+1)),
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for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(t), r), where
Nt := ⌈Nt⌉
and
F ′(x+ yJ (Nt+1)) :=

f ◦ π|−1
V J1
(x + yJ1,Nt+1)
f ◦ π|−1
V J2
(x + yJ2,Nt+1)
...
f ◦ π|−1
V
J
2Nt+1
(x + yJ2Nt+1,Nt+1)
 .
We will prove that A = [0, 1], by contradiction. If A 6= [0, 1], then we set
(11) t1 := inf([0, 1]\A).
1). We will prove that t1 /∈ A, in this step.
If t1 ∈ A, then t1 6= 1 (if not, thus [0, 1] ⊂ A, which is a contradiction). According
to (a),
(12) γI [t1] ≺ G, ∀ I ∈ SN .
According to (b) and (c), there exist a real number r1 > 0 and domains U
I
1 in GIN2
for each I ∈ SN with γIG [t1](1) ∈ U I1 and
π|UI1 : U
I
1 → PIN2 (BC(γ(t1), r1))
being a homeomorphism with respect to topologies τ(GIN2 ) and τ(CIN2 ), such that
(13) f ◦ π|−1
UKt1
(x + yKN2) = ζ(K
(N2))M(J (N2))−1F2(x+ yJ (N2)),
for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(t1), r1), where
N2 := ⌊Nt1 + 1⌋,
and
F2(x+ yJ
(N2)) :=

f ◦ π|−1
U
J1
1
(x+ yJ1,N2)
f ◦ π|−1
U
J2
1
(x+ yJ2,N2)
...
f ◦ π|−1
U
J
2N2
1
(x+ yJ2N2 ,N2)
 .
Since γ is continuous, there exists t2 ∈ (t1, N2N ), such that
γ([t1, t2]) ⊂ BC(γ(t1), r1).
Then for each t3 ∈ [t1, t2], there exist a real number r3 > 0, such that
BC(γ(t3), r3) ⊂ BC(γ(t1), r1).
We notice that for each I ∈ SN ,
γI([t1, t2]) = PIN2 (γ([t1, t2])) ⊂ PIN2 (BC(γ(t1), r1)),
and thanks to (12), it follows that γI [t3] ≺ G and
U I3 := π|−1UI1 (PIN2 (BC(γ(t3), r3)))
is a domain in GIN2 with γ
I
G [t3](1) ∈ U I3 ⊂ U I1 and
π|UI3 : U
I
3 → PIN2 (BC(γ(t3), r3))
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being a homeomorphism with respect to topologies τ(GIN2 ) and τ(CIN2 ). According
to (13), and since U I3 ⊂ U I1 for each I ∈ SN , it is clear that
f ◦ π|−1
UK3
(x + yKN2) =f ◦ π|−1UK1 (x+ yKN2)
=ζ(K(N2))M(J (N2))−1F2(x+ yJ (N2))
=ζ(K(N2))M(J (N2))−1F3(x+ yJ (N2))
for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(t3), r3), where
N2 := ⌊Nt1 + 1⌋ = ⌊Nt3 + 1⌋ = ⌈Nt3⌉,
and
F3(x+ yJ
(N2)) :=

f ◦ π|−1
U
J1
3
(x + yJ1,N2)
f ◦ π|−1
U
J2
3
(x + yJ2,N2)
...
f ◦ π|−1
U
J
2N2
3
(x + yJ2N2 ,N2)

=

f ◦ π|−1
U
J1
1
(x + yJ1,N2)
f ◦ π|−1
U
J2
1
(x + yJ2,N2)
...
f ◦ π|−1
U
J
2N2
1
(x + yJ2N2 ,N2)

=F2(x+ yJ
(N2)).
Then t3 ∈ A for each t3 ∈ [t1, t2]. Therefore
[t1, t2] ⊂ A.
And according to (11), we have [0, t1) ⊂ A. It follows that [0, t2] ⊂ A and
t1 = inf([0, 1]\A) ≥ t2 > t1,
which is a contradiction. So t1 /∈ A.
2). We will prove that t1 6= 0, in this step.
If t1 = 0, then 0 /∈ A by 1). According to Theorem 9.3, G is real Euclidean. It is
clear that there exist a domain U0 in G containing x0 and a positive real number
r0 > 0, such that
π|U0 : U0 → BH(π(x0), r0)
is a slice-homeomorphism. Thence f◦π|−1U0 is a slice regular function onBH(π(x0), r0),
and there exists t0 ∈ [0, 1N ), such that γ([0, t0]) ⊂ BC(π(x0), r0).
Let t = 0, we have Nt = N0 = 1, ζ(K
(1)) = (1,K1) for each K ∈ S, and
M(J (1)) =
(
1 J1,1
1 J2,1
)
.
We notice that(
(J1,1 − J2,1)−1J1,1 −(J1,1 − J2,1)−1J2,1
(J1,1 − J2,1)−1 −(J1,1 − J2,1)−1
)(
1 J1,1
1 J2,1
)
=
(
1 0
0 1
)
.
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According to Proposition 10.1,
M(J (1))−1 =
(
(J1,1 − J2,1)−1J1,1 −(J1,1 − J2,1)−1J2,1
(J1,1 − J2,1)−1 −(J1,1 − J2,1)−1
)
.
Thanks to (5) in Proposition 9.2,
f ◦ π|−1U0 (x+ yK1)
=((J1,1 − J2,1)−1J1,1 +K1(J1,1 − J2,1)−1)f ◦ π|−1U0 (x+ yJ1,1)
+ ((J2,1 − J1,1)−1J2,1 +K1(J2,1 − J1,1)−1)f ◦ π|−1U0 (x+ yJ2,1)
=(1,K1)
(
(J1,1 − J2,1)−1J1,1 −(J1,1 − J2,1)−1J2,1
(J1,1 − J2,1)−1 −(J1,1 − J2,1)−1
)(
f ◦ π|−1U0 (x + yJ1,1)
f ◦ π|−1U0 (x + yJ2,1)
)
=ζ(K(1))M(J (1))−1F0(x+ yJ (1))
for each x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(π(x), r0), where
F0(x+ yJ
(1)) :=
(
f ◦ π|−1
V
J1
0
(x+ yJ1,1)
f ◦ π|−1
V
J2
0
(x+ yJ2,1)
)
and
V Jı0 := U0 ∩GJı,1 , ı = 1, 2.
We notice that γK [0] ≺ G for each K ∈ SN , it follows that 0 ∈ A, which is a
contradiction. Then t1 6= 0.
3). We will prove that {Nt1} = 0 and t1 6= 1, in this step.
According to (8), for each ı ∈ {1, 2, ..., 2N},
γJı ≺ G,
it follows that there exists a domain V Jı1 in GJı,N4 containing γ
Jı[t1](1), such that
π|
V
Jı
1
: V Jı1 → π(V Jı1 )
is a homeomorphism with respect to the subspace topology of τ(GJı,N4 ) and τ(CJı,N4 ),
where
N4 := ⌈Nt1⌉.
Thanks to γJı(t1) ∈ CJı,N4 , then there exists a real number r′ı > 0 such that
BJı,N4 (γ
Jı(t1), r
′
ı) ⊂ π(V Jı1 ), ∀ ı ∈ {1, 2, ..., 2N4}.
We set
r4 := min{r′1, r′2, ..., r′2N4 } and B4 := BC(γ(t1), r4),
it follows that
PJı,N4 (B4) ⊂ BJı,N4 (γJı(t1), r′ı) ⊂ π(V Jı1 ), ∀ ı ∈ {1, 2, ..., 2N4}.
Therefore
UJı4 := π|−1V Jı1 (PJı,N4 (B4))
is a domain in GJı,N4 with
π
U
Jı
4
: UJı4 → PJı,N4 (B4)
being a homeomorphism with respect to topologies τ(GJı,N4 ) and τ(CJı,N4 ) for each
ı ∈ {1, 2, ..., 2N4}. For each K ∈ SN , we define a function
g(K) : PKN4 (B4)→ H
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by
(14) g(K)(x+ yKN4) := ζ(K
(N4))M(J (N4))−1F4(x+ yJ (N4))
for each x, y ∈ R with y ≥ 0 and x+ yi ∈ B4, where
F4(x+ yJ
(N4)) :=

f ◦ π|−1
U
J1
4
(x+ yJ1,N4)
f ◦ π|−1
U
J2
4
(x+ yJ2,N4)
...
f ◦ π|−1
U
J
2N4
4
(x+ yJ2N4 ,N4)
 .
According to Lemma 10.3 and Proposition 10.6,
(
∂
∂x
+KN4
∂
∂y
)g(K)(x+ yKN4)
=(
∂
∂x
+KN4
∂
∂y
)ζ(K(N4))M(J (N4))−1F4(x+ yJ (N4))
=ζ(K(N4))M(J (N4))−1 ∂
∂x
F4(x+ yJ
(N4))
+ ζ(K(N4))σNM(J (N4))−1 ∂
∂y
F4(x+ yJ
(N4))
=ζ(K(N4))M(J (N4))−1 ∂
∂x
F4(x+ yJ
(N4))
+ ζ(K(N4))M(J (N4))−1DN4(J (N4))
∂
∂y
F4(x+ yJ
(N4))
=ζ(K(N4))M(J (N4))−1( ∂
∂x
+DN4(J
(N4))
∂
∂y
)F4(x+ yJ
(N4))
=ζ(K(N4))M(J (N4))−1(a1, a2, ..., aN4)T
=0
(15)
for each x, y ∈ R with y ≥ 0 and x+ yi ∈ B4, where
aı := (
∂
∂x
+ Jı,N4
∂
∂y
)f ◦ π|−1
U
Jı
4
(x+ yJı,N4) = 0
for each ı = 1, 2, ..., 2N4 (by f ◦ π|−1
U
Jı
4
being holomorphic on PJı,N4 (B4)). It follows
that g(K) is holomorphic on PKN4 (B4). Since γ is continuous, there exists t5 ∈
(N4−1
N
, t1) such that
γ([t5, t1]) ⊂ B4.
According to t5 ∈ A, there exists r5 > 0 and domains U I5 in GI for each I ∈ SN
with γIG [t5](1) ∈ U I5 and
π|−1
UI5
: U I5 → PIN4 (BC(γ(t5), r5))
being a homeomorphism with respect to topologies of τ(GIN4 ) and τ(CIN4 ), such
that
f ◦ π|−1
UK5
(x+ yKN4) = ζ(K
(N4))M(J (N4))−1F5(x+ yJ (N4))
for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(t5), r5), where
N4 = ⌈Nt1⌉ = ⌈Nt5⌉
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and
F5(x+ yJ
(N4)) :=

f ◦ π|−1
U
J1
5
(x+ yJ1,N4)
f ◦ π|−1
U
J2
5
(x+ yJ2,N4)
...
f ◦ π|−1
U
J
2N4
5
(x+ yJ2N4 ,N4)
 .
We notice that
γ(t5) ∈ B4 ∩ B5,
then B4 ∩ B5 is a nonempty open set in C. It follows that there exists a complex
number z ∈ B4 ∩ B5 and a positive real number r6 > 0, such that
BC(z, r6) ∩ R = ∅.
We set
B6 := BC(z, r6) ⊂ B4 ∩ B5.
For each K ∈ SN , according to Proposition 9.2 and PKN4 (B4) is slice-connected in
H, there exists a slice-domain V K4 in H with PKN4 (B4) ⊂ V K4 , and a slice regular
function g˜(K) on V K4 with
g˜(K)|PKN4 (B4) = g
(K).
We set
V K6 := PKN4 (B6), zK := PKN4 (z) and qK := π|−1UK5 (zK).
We notice that
G1 := (V K4 , idV K4 , zK), G2 := (V
K
6 , idV K6 , zK) and G3 := (G, π, qK)
are slice-domains over H with distinguished point. And
g˜(K), g(K)|VK6 and f
are respectively slice regular functions on V K4 , V
K
6 and G. Notice that
UJı5 ⊂ UJı4 and B6 ⊂ B5,
we have
f |VK6 (x+ yKN4) =f ◦ π|
−1
UK5
(x+ yKN4)
=ζ(K(N4))M(J (N4))−1F5(x+ yJ (N4))
=ζ(K(N4))M(J (N4))−1F4(x+ yJ (N4))
=g(K)(x+ yKN4)
for each x, y ∈ R with y ≥ 0 and x + yi ∈ B6. Then f and g˜(K) are slice regular
extensions of g(K)|V K6 . According to Proposition 8.15, G3 is a slice-domain of exis-
tence of f . It follows that G3 is also a slice-domain of existence of g(K)|V K6 . Thanks
to Theorem 8.14,
G1 ≺ G3.
We denote the fiber preserving map from G1 to G3 by
ϕ : V K4 → G.
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And we set
q5 := PKN4 (γ(t5)) ∈ H.
According to Proposition 7.12,
(V K4 , idVK4 , q5) ≺ (G, π, π|
−1
UK5
(q5)).
Due to Proposition 7.13, and since
γK([t5, t1]) ⊂ V K4 , γK [t5] ≺ G and γK [t5](1) = γK(t5) = q5,
it follows that γK [t1] ≺ G for each K ∈ SN . We notice that ϕ(V K4 ) is a domain in
G containing γK [t1](1) and
U I4 = π|−1UI4 (PIN4 (B4)) = π|
−1
ϕ(V K4 )
(PIN4 (B4)), ∀ I ∈ {J1, J2, ..., J2N4 }.
Then we can well define the domain
UK4 := π|−1ϕ(V K4 )(PKN4 (B4))
in GKN4 for each K ∈ SN with
π|−1
UK4
: UK4 → PKN4 (B4)
being a homeomorphism with respect to topologies τ(GKN4 ) and τ(CKN4 ). And
we notice that
idVK4 = π ◦ ϕ and PKN4 (B4) ⊂ V
K
4 ,
thence
(16) ϕ|PKN4 (B4) = π|
−1
UK4
.
Thanks to (14) and (16), it follows that
f ◦ π|−1
UK4
(x + yKN4) =f ◦ ϕ(x+ yKN4)
=f |VK4 (x + yKN4)
=g(K)(x + yKN4)
=ζ(K(N4))M(J (N4))−1F4(x+ yJ (N4))
(17)
for each x, y ∈ R with y ≥ 0 and x+ yi ∈ B4, where
F4(x+ yJ
(N4)) :=

(f ◦ π|−1
U
J1
4
(x+ yJ1,N4)
f ◦ π|−1
U
J2
4
(x+ yJ2,N4)
...
f ◦ π|−1
U
J
2N4
4
(x+ yJ2N4 ,N4)
 .
It follows that conditions (a) and (b) hold for t = t1. If {Nt1} 6= 0 or t1 = 1, then
t1 ∈ A, which is a contradiction. It follows that {Nt1} = 0 and t1 6= 1. We will
proof that the condition (c) holds for t = t1 in the next step.
4). Following 3), we will prove that the condition (c) holds for t = t1.
According to 2) and 3), {Nt1} = 0 and t1 /∈ {0, 1}. We notice that the center
γ(t1) of B4 is in R. Thanks to Proposition 8.15 and Proposition 9.2, there exists a
domain U I7 in G containing γIG(t1) for each I ∈ SN , such that
π|−1
UI7
: U I7 → BI7
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is a homeomorphism with respect to topologies τ(GIN4+1) and τ(CIN4+1), where
B7 := BH(γ(t1), r4) and B
I
7 := B7 ∩ CIN4+1 .
For each K ∈ SN , we define a function g(K)1 on BK7 , by
(18) g
(K)
1 (x + yKN4+1) = ζ(K
(N4+1))M(J (N4+1))−1F7(x+ yJ (N4+1))
for each x, y ∈ R with y ≥ 0 and x+ yi ∈ B4, where
F7(x+ yJ
(N4+1)) :=

(f ◦ π|−1
U
J1
7
(x+ yJ1,N4+1)
f ◦ π|−1
U
J2
7
(x+ yJ2,N4+1)
...
f ◦ π|−1
U
J
2N4+1
7
(x+ yJ2N4+1,N4+1)
 .
We can prove that g
(K)
1 is holomorphic on B
K
7 , by direct calculation exactly as (15).
We notice that
(U I4 )R = π
−1
UI4
(BI4 ∩ R) = π−1V I4 (BR(γ(t1), r4)) = π
−1
UI7
(BI7 ∩R) = (U I7 )R
for each I ∈ SN . Then
f ◦ π|−1
U
Jı
7
(x) = f ◦ π|−1
U
Jı
4
(x) = ζ(J (N4)ı )M(J (N4))−1F4(x)
for each x ∈ B4 ∩ R and ı ∈ {1, 2, ..., 2N4+1}, where
F4(x) = (f ◦ π|−1
U
J1
4
(x), f ◦ π|−1
U
J2
4
(x), ..., f ◦ π|−1
U
J
2N4
4
(x))T .
Then we set
F7(x) :=(f ◦ π|−1
U
J1
7
(x), f ◦ π|−1
U
J2
7
(x), ..., f ◦ π|−1
U
J
2N4+1
7
(x))T
=(ζ(J
(N4)
1 ), ζ(J
(N4)
2 ), ..., ζ(J
(N4)
2N4+1
))TM(J (N4))−1F4(x)
=M(J (N4+1))(I2N4 , 02N4 )TM(J (N4))−1F4(x)
(19)
for each x ∈ B4 ∩ R. Let
V I7 := π|−1UI7 (B
I
7)
be a domain in GIN4+1 for each I ∈ SN . Then π|V I7 : V I7 → BI7 is a homeomorphism
with respect to topologies τ(GIN4+1) and τ(CIN4+1). Thanks to (17), (18), (19) and
π|−1
UK7
(B7 ∩ R) ⊂ V K7 ∩ UK4 ,
it follows that
g
(K)
1 (x) =ζ(K
(N4+1))M(J (N4+1))−1F7(x)
=ζ(K(N4+1))M(J (N4+1))−1M(J (N4+1))(I2N4 , 02N4 )TM(J (N4))−1F4(x)
=ζ(K(N4+1))(I2N4 , 02N4 )
TM(J (N4))−1F4(x)
=ζ(K(N4))M(J (N4))−1F4(x)
=f ◦ π|−1
UK4
(x)
=f ◦ π|−1
V K7
(x)
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for each x ∈ B4 ∩R and K ∈ SN . According to the Identity Principle 8.7 and (18),
f ◦ π|−1
V K7
(x + yKN4+1) =g
(K)
1 (x + yKN4+1)
=ζ(K(N4+1))M(J (N4+1))−1F7(x+ yJ (N4+1))
for each x, y ∈ R with y ≥ 0 and x + yi ∈ B4, and K ∈ SN . Then condition (c)
holds when t = t1. It follows that t1 ∈ A, which is a contradiction. Then A = [0, 1].
2. Since 1 ∈ A and condition (a), it follows that
γK = γK [1] ≺ G
for each K ∈ SN . According to condition (b), there exists a positive real number
r8 > 0, and domains U
I
8 in GIN for each I ∈ SN with γIG(1) = γIG [1](1) ∈ U I8 and
π|UI8 : U
I
8 → PIN (BC(γ(1), r8))
being a homeomorphism with respect to topologies τ(GIN ) and τ(CIN ), such that
(20) f ◦ π|−1
UK8
(x+ yKN) = ζ(K)M(J)−1F8(x + yJ)
for each K ∈ SN , and x, y ∈ R with y ≥ 0 and x+ yi ∈ BC(γ(1), r), where
F8(x+yJ) := (f ◦π|−1
U
J1
8
(x+yJ1,N), f ◦π|−1
U
J2
8
(x+yJ2,N), ..., f ◦π|−1
U
J
2N
8
(x+yJ2N ,N))
T .
We write
γ(1) = x1 + y1i,
for some x1, y1 ∈ R. Then
π(γIG(1)) = γ
I(1) = PIN (γ(1)) = x1 + y1IN , ∀ I ∈ SN .
According to (20) and γKG (1) ∈ UK8 ,
f(γKG (1)) =f ◦ π|−1UI8 (x1 + y1KN )
=ζ(K)M(J)−1F8(x1 + y1J)
=ζ(K)M(J)−1(b1, b2, ..., b2N )T
=ζ(K)M(J)−1(f(γJ1G (1)), f(γJ2G (1)), ..., f(γ
J2N
G (1)))
T
=ζ(K)M(J)−1f(γJG (1))
for each K ∈ SN , where
bı = f ◦ π|−1
U
Jı
8
(x1 + y1Jı,N ), ∀ ı ∈ {1, 2, ..., 2N}.

Finally, we demonstrate that our representation formula is the same as the clas-
sical one over quaternions [21, Theorem 3.2] when the slice-domain of regularity is
an axially symmetric domain.
Definition 11.2. ( [22, Definition 2.25]) Let Ω ⊂ H. We say that Ω is axially
symmetric if, for all x+ yI ∈ Ω, the whole 2-sphere x+ yS is contained in Ω.
Remark 11.3. Let G = (G, π, x0) be a slice-domain of regularity with π(x0) ∈ R,
and f be a slice regular function on G with G being a slice-domain of existence of
f . If G is axially symmetric slice domain in H, then for each q = x+ yK ∈ G and
π = idG, then there exists a path γ
K = PK(γ) in CK from π(x0) to q, where γ is
a path in C, x, y ∈ R and K ∈ S. Then for each J = (J1, J2) ∈ S2, we have
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f(x+ yK) = f ◦ id−1G (γK(1)) = f(γKG (1)).
Theorem 11.1 tells us that
f(γKG (1)) = (1,K)
(
1 J1
1 J2
)−1(
f(γJ1G (1))
f(γJ2G (1))
)
.
Notice that (
1 J1
1 J2
)−1
=
(
(J1 − J2)−1J1 −(J1 − J2)−1J2
(J1 − J2)−1 −(J1 − J2)−1
)
and
f(γJıG (1)) = f ◦ idG(γJı(1)) = f(x+ yJı), ∀ ı = 1, 2.
A direct calculation shows that the classical representation formula (see [21, Theo-
rem 3.2]) holds true, i.e.,
f(x+ yK) = (J1 − J2)−1[J1f(x+ yJ1)− J2f(x+ yJ2)]
+K(J1 − J2)−1[f(x+ yJ1)− f(x+ yJ2)].
We remark that Theorem 11.1 is just suitable for slice-domains of regularity. In
the coming article, we will prove a general representation formula over Riemann
slice-domains (see [33, Theorem ??]), which covers the classical one over quater-
nions [21, Theorem 3.2].
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