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In Cell-Free (CF) Massive multiple-input multiple-output (MIMO), a large number of access
points (AP) are geographically distributed over the coverage area, and jointly serve a smaller
number of users on the same time/frequency resources.
In this thesis, we study the impact of non-reciprocal channels (NRC) and imperfect chan-
nel state information (CSI) on Cell-Free massive MIMO systems performance. As non-reciprocity
sources, we consider transceiver frequency response mismatches and mutual-coupling mismatches
in uplink and downlink analogue processing chains. We study both single-antenna and multi-
antenna AP configurations, and in this last case, we also include non-reciprocal mutual coupling
in addition to transceiver frequency responses.
We present a novel non-reciprocal channel model based on experimental results from massive
MIMO reciprocity calibration tests. Previous models consider that channel non-reciprocity char-
acteristics are fast-varying like random variables; conversely, we consider a model where non-
reciprocity values change substantially slower in time, as demonstrated in experimental results.
Besides, we derive closed-form analytical expressions of capacity lower bounds for zero-forcing
and conjugate beamforming schemes.
The conclusion is that non-reciprocal channels can be a limiting factor for Cell-Free systems
performance; nevertheless, only AP mismatches impact on performance while UE mismatches
do not affect performance. Furthermore, only phase non-reciprocity degrades MRT performance,
whereas both phase and amplitude non-reciprocity degrade ZF performance. Therefore, cali-
bration requirements may dispense with amplitude compensation when APs use MRT scheme,
and prioritise phase over amplitude compensation when APs use ZF scheme. Mutual coupling
considerately affects both MRT and ZF precoders, but ZF to a greater extent. Hence, calibration
procedures should always try to compensate for mutual coupling non-reciprocity.
Keywords: cell-free, massive, mimo, channel reciprocity, downlink, maximum-ratio processing,
zero-forcing precoding, frequency response mismatch, conjugate beamforming
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11 INTRODUCTION
Global demand for wireless connectivity is continuously increasing, both in terms of data
peak rates and the number of devices connected to the network. In addition to higher bit
rates, users are also expecting more reliable connections than previous mobile genera-
tions. Those demands involve a larger bandwidth or additional base stations to achieve
the requirements of spectral efficiency.
Massive MIMO technology promises to achieve those requirements without employing a
much higher bandwidth. Since system bandwidth cannot increase indefinitely, massive
MIMO has arisen as one of the most promising technologies.
This thesis addresses Cell-Free massive MIMO systems, which is one promising technol-
ogy to reach those requirements. Cell-Free massive MIMO systems combine the deploy-
ment of multiple access points and the use of a large number of antennas. Additionally,
we analyse the impact of channel non-reciprocity, which is a relevant problem in massive
MIMO systems.
1.1 Motivation
Massive MIMO, considered a key enabling technology for 5G systems, consists in an
array equipped with a large number of antenna elements M serving K users simultane-
ously on the same time-frequency resources where M >> K [24, 25].
An essential requirement for using massive MIMO is to have channel state information
(CSI) at the base station. For that purpose, systems operate in time division-duplex mode
and use the uplink channel estimates as downlink channel estimates [32]. In chapter 2,
we describe more extensively massive MIMO functioning and explain the primary consid-
erations to understand massive MIMO technology fully.
Non-reciprocal channels (NRC) consist of channels whose frequency response is not
the same in uplink and downlink [9, 22, 40, 41]. Hence, NRC implies a degradation of
the CSI if not calibration procedure is carried out [39, 52]. In chapter 3, we present a
non-reciprocal channel model and the assumed considerations during this work.
Cell-Free massive MIMO systems exploit a traditional large amount of antenna elements
but in a distributed manner [30, 34]. A large number of geographically distributed APs L
serve simultaneously over the same time/frequency resources a much smaller number of
2users K, in contrast to small-cell systems, where the APs do not cooperate coherently
[31]. Chapter 4 details Cell-Free systems, presents analytical derivations for achievable
rates and explains Cell-Free systems deployment parameters.
This work aims to research and analyse a performance evaluation and modelling of Cell-
Free massive MIMO systems under non-reciprocal channels.
1.2 Contributions
We summarise the novel contributions of this thesis as follows
• In contrast to existing literature, this work considers a Cell-Free system deployment
under non-reciprocal channels, we derive closed-form analytical expressions of the
output SINR for practical ZF and MRT precoders in the presence of NRC.
• In contrast to existing literature, we present a more physically-inspired NRC model.
Previous literature considers that channel non-reciprocity characteristics are fast-
varying like random variables [26, 38, 39, 40, 41]; conversely, we consider a model
where non-reciprocity values change substantially slower in time, as demonstrated
in experimental results [46].
• In contrast to [29, 31], we consider fully distributed single-antenna APs and semi-
distributed multi-antenna APs, including both transceiver frequency mismatches
and mutual-coupling non-reciprocal responses.
1.3 Thesis outline
This thesis is organised as follows
• Chapter 2 covers the basic theoretical foundations of massive MIMO.
• Chapter 3 presents the problem of hardware impairments and proposes a hardware
model that captures non-reciprocity of transceiver frequency responses and mutual
coupling.
• Chapter 4 considers a Cell-Free deployment, first presenting the system model and
then all derivations of the lower capacity bounds of MRT and ZF precoders. It also
includes how cell deployment is carried out, detailing all system parameters.
• Chapter 5 provides discussions based on the numerical results of systems and
models presented throughout the work.
• Finally, chapter 6 summarises the results and lists possible future lines of research.
32 MASSIVE MIMO BACKGROUND
2.1 Introduction
In this chapter, we present the minimum theoretical background of Massive MIMO needed
to understand the following work. Firstly, we describe multipath propagation environ-
ments, including some essential metrics as coherence time and coherence bandwidth,
and we present the physical channel model used in this work. Secondly, we briefly explain
the OFDM systems insofar as it has implications for MIMO systems, and finally, we sur-
vey the most critical Massive MIMO concepts such as capacity bounds, linear processing
techniques or duplexing modes.
2.2 Multipath physical channel
An analogue signal is transmitted through a wireless channel between the mth transmis-
sion antenna to the kth reception antenna. In practical scenarios, the environment is
reflective, i.e. the signal travels through different paths, and the receiver captures signals
which have experienced different propagation conditions [44, 51].
The signals propagated in different paths will have different delays, attenuation and phase
shifts [37]. This multipath effect can be express in a baseband equivalent given by
pmk(t, τ) =
NS∑
n=1
αn(t)e
−jϕn(t)δ(τ − τn(t)) (2.1)
where αn(t), ϕn(t), τn(t) are the attenuation, phase shift and delay, respectively. Since the
environment is continuously changing, the parameters which define the channel response
depend on the time, producing a time-varying channel [37].
Coherence time To measure how fast channel characteristics change over time, the
coherence time is defined as the maximum time interval between two highly correlated
channel taps [37]. From a practical point of view, the coherence time can be considered
as the time interval within which the channel response remains constant.
If the symbol time is greater than the coherence time, we can assume that the propagation
signal is subject to stationary channel conditions.
4Coherence bandwidth The channel frequency response is defined at a time t as the
Fourier transform of h(t, τ ) with respect to τ as follows [37]
Pmk(t, f) =
∫ ∞
−∞
pmk(t, τ)e
−j2πfτdτ (2.2)
Coherence bandwidth as a metric of channel frequency flatness characterises variations
of frequency response relative to frequency. This statistical measure expresses the max-
imum bandwidth or frequency interval in which two frequencies are likely to experience a
highly correlated channel coefficient. Coherence bandwidth in rad/s is typically approxi-
mated using [51]
Wc ≈ 2π
D
(2.3)
where D is the multipath delay spread in seconds.
Frequency non-selective and slowly-fading channels In case the coherence time
is much greater than the symbol duration the channel is slow faded and the channel
response becomes independent of t being written as [37]
pmk(τ) =
NS∑
n=1
αne
−jϕnδ(τ − τn) (2.4)
If the coherence time is larger than the symbol duration Ts, and if the coherence band-
width is also greater than the bandwidth of the symbol, we can assume that τn ≈ 0, thus
the physical channel response in a certain bandwidth interval can be approximated by
pmk(τ) ≈ ρmkejϕmkδ(τ) (2.5)
where ρ represents the attenuation and ϕ represents the phase shift. The physical chan-
nel is commonly modelled as
pmk =
√
βmkhmk (2.6)
where βmk is the average path loss or large-scale coefficient and hmk models the fast
fading response, known as the small-scale coefficient. The small-scale coefficient is
modelled as a standard complex normal distribution, i.e. CN (0, 1). This model is widely
used for indoor and non-line-of-sight outdoor environments [25, 51].
2.3 OFDM systems overview
Orthogonal frequency-division multiplexing is a method widely used in wideband digital
communication applications. The concept behind OFDM is simple; a high rate stream
is dividing into Nsc parallel streams modulated onto Nsc sub-carriers instead of a single
wideband stream.
5In OFDM, unlike more classical FDM-based approaches, the superposition of sub-carriers
with the appropriate frequency separation is allowed by taking advantage of frequency or-
thogonality [44].
The most crucial advantage of OFDM for this work is frequency selectivity, in case the
channel is frequency selective the equalisation techniques in FDM at the receiver require
a significant complexity [37, 44]. Contrariwise, in OFDM the total bandwidth is split among
many orthogonal sub-bands, and since coherence bandwidth of the system is higher than
sub-channel bandwidth, the channel response can be assumed to be flat all over the sub-
channel bandwidth. Block-channel fading implies an extremely simple equalisation since
each sub-carrier only needs to be weighted by a coefficient which depends on the channel
gain and phase.
This OFDM advantage allows us to use the frequency non-selective channel model that
we have previously presented.
2.4 Massive MIMO systems
The main limitation of wireless communications is at the physical layer; information theory
concepts limit the transmitted amount of information. The demand for wireless throughput
is increasing irremediably, and yet the available spectrum is increasing any more. This
limitation poses a difficult challenge, how to increase system capacity continuously if we
cannot increase bandwidth endlessly. The proposals focus on three possibilities [24]: 1)
Operating in the unused spectrum; 2) Increasing the access point density; 3) Increasing
the number of antennas at access points or user terminals. MIMO systems are shown to
be the best option to improve spectral efficiency.
Multi-user Massive MIMO consists of a base station serving to a relatively large number
of users in the same time-frequency resources. The K user equipment are assumed
to have a single antenna, and the base station side is assumed to be equipped with M
antennas, where M is much larger than K [8, 24, 25].
In time-division duplex operation (TDD), the access points acquire the CSI by uplink pi-
lots sent simultaneously from all the users, and using the reciprocity between the uplink
and downlink channels perform the beamforming [25]. To be able to rely on channel reci-
procity, a calibration process has to be performed on the transceiver hardware [46]. In the
following chapters, we present a baseband model of non-reciprocal channels and their
impact on the performance of multi-user massive MIMO.
Increasing the number of antennas always improves the achievable rate, reduces the
total radiated power or increases the number of users that can be served in the same
time-frequency resources [8]. This increment also simplifies the signal processing due to
the channel hardening, i.e. the small-scale fading hmk cancels out and frequency depen-
dence disappears when M tends to infinity [25]. By virtue of the law of large numbers,
6the effective channel gain ||gk||2 is close to its expected value E{||gk||2}, that implies that
the users do not need to estimate the instantaneous effective channel gain to obtain a
similar achievable rate [8, 25]. Later in this thesis, we survey how cell-free and centralised
Massive MIMO systems behave in terms of channel hardening, extracting some conclu-
sions about what capacity bounds should be used to characterise the channel capacity
rigorously.
2.4.1 Time-division vs frequency-division duplexing
Multi-user massive MIMO systems require CSI in the transmitter and, depending on the
specific scenario, also in the receiver, e.g. if the user terminal is equipped with more than
one antenna, it is possible to send more than one data stream to the same user or apply
diversity techniques to reduce the probability of fading [25]. Channel information should
be obtained either by estimating the uplink channels with pilot signals or by feedback from
the receiver to the transmitter.
In time division duplex (TDD) operation, the access point side learns channel information
from uplink pilots sent by users. Since the physical channel is reciprocal because the
response between two antennas is the same regardless of direction due to the reciprocity
theorem, APs use the uplink channel estimate as downlink channel estimate. For that
reason, TDD operation is the most common scheme used in massive MIMO [8, 25].
In frequency division duplex (FDD) operation, the user equipment learns the downlink
channel from pilots transmitted from the access point side and sends it back to the ac-
cess points. Therefore, the overload depends on the number of antennas on the access
point side, which can be problematic in high mobility or high-frequency scenarios, where
the coherence interval is minimal. The signalling overhead scales linearly with both the
number of antennas at the access points and with the user equipment, that is why FDD
massive MIMO can only be supported in specific low-mobility and low-frequency scenar-
ios.
Although TDD is the most common duplexing mode, it has some disadvantages compar-
ing with FDD. We are transmitting over the entire bandwidth half the time, so the average
radiated power is 3 dB lower than in FDD. Therefore, the SINR is also 3 dB lower. Since
everyone in the cell has to operate uplink or downlink at the same time and the distances
between users and base stations can be vast, a guard period is needed to prevent inter-
ference between uplink and downlink [8].
2.4.2 Spatial diversity and spatial multiplexing
The existence of multiple antennas also means the existence of different propagation
paths. To take advantage of these multiple paths, we can send redundant information
7along the multiple paths or independent data streams [25].
• Spatial diversity: Send or receive redundant data streams through multiple spatial
paths to improve the reliability and range.
• Spatial multiplexing: Send independent data streams through multiple spatial
paths to improve the data rate of the system.
In spatial diversity techniques, the same data is sent along the multiple propagation chan-
nels, and if the multiple channels are independent, the fading can be combated because
the fading suffered by each data stream is different. This redundancy implies that the
probability of a data stream suffering less fading is higher than with only one channel [8].
2.4.3 Capacity bounds preliminaries
Since each user equipment is assumed to be equipped with one antenna, the resulting
effective channel from the base station antennas to the user is a scalar point-to-point
channel [25, 33]. That means that when a single input data symbol is transmitted, the
user receives a single output data symbol.
Let us express the channel model as follows [33]
yk = cksk +
K∑
k′ ̸=k
ck′sk′ + nk (2.7)
where ck is the scalar point-to-point channel of the k-th user, sk is the symbol intended
for the k-th user and nk is additive noise.
Let I(·, ·) be the mutual information between the channel input sk and the output yk when
the receiver knows the side information g [25, 36, 48]. The capacity of a general point-
to-point scalar channel assuming Gaussian distribution of the transmitted symbols, sk ∼
CN (0, 1), is then given by [33]
Ck = I(sk; yk, g) = h(sk)− h(sk|yk, g) (2.8)
Applying the property that entropy is invariant to translation and the fact that conditioning
reduces the entropy [25], we have
Ck ≥ log2(πe)− h(sk − αyk|g) = log2(πe)− E{log2(πeE{|sk − αyk|2|g})} (2.9)
The term E{|sk − αyk|2|g} depends on the side information known at the receiver, we
address two cases; when the user has no channel information, i.e. g = ∅, and when the
user knows the effective channel, i.e. g = ck. Therefore and computing α as the LMMSE
8estimate of sk [19]
E{|sk − αyk|2|g} = 1− |E{ck|g}|
2∑K
k′=1 E{|ck′ |2|g}+ 1
(2.10)
Then, we have
Ck ≥ E
{
log2
(
1 +
|E{ck′ |g}|2∑K
k′=1 E{|ck|2|g} − |E{ck|g}|2 + 1
)}
(2.11)
In the case of no side information at the receiver, the capacity bound is called Use-and-
then-Forget and the receiver uses the channel statistics to detect the received symbol,
yielding
Ck ≥ log2
(
1 +
|E{ck}|2∑K
k′=1 E{|ck′ |2} − |E{ck}|2 + 1
)
(2.12)
Conversely, if the receiver knows the effective downlink channel, the capacity bound is
then called Genie-Aided and reads
Ck ≥ E
{
log2
(
1 +
|ck|2∑K
k′ ̸=k |ck′ |2 + 1
)}
(2.13)
We apply Jensen’s inequality, which has been shown to provide tight rates in massive
MIMO problems, then the capacity yields [25]
Ck ≥ log2
(
1 +
E{|ck|2}∑K
k′ ̸=k E{|ck′ |2}+ 1
)
(2.14)
The effective number of bits captured in a symbol is measured in bits per channel use
(bpcu), when the transmitted symbol is contained in a time-frequency resource with a
certain bandwidth and symbol time, the rate is expressed as spectral efficiency and mea-
sured in bits per second per Hertz (bps/Hz) [25].
2.4.4 Linear processing
To obtain optimal performance and benefit from the use of multiple antennas, AP should
use complex signal processing techniques. Since complexity increases exponentially
with the number of antennas, base stations can use linear processing schemes which
are shown to be nearly optimal when the number of antennas at the base station is
enormous [33].
Throughout this work, we focus on analysing downlink performance. Therefore, we only
study linear precoding techniques, where the signal transmitted from M antennas is a
linear combination of the symbols intended for K users.
We review two classic linear multi-user precoders
9Maximum-Ratio transmitter or Conjugate beamforming By using MRT, the base sta-
tion aims to maximise the signal-to-noise ratio of each user disregarding the interference
produced by other users [55].
The main advantage is that the required signal processing is straightforward, since only
one matrix multiplication is needed, and this also implies that the MRT can be imple-
mented in a distributed manner.
The M ×K MRT precoding matrix is given by [8, 25]
W = H† (2.15)
where H is the channel matrix.
Zero-Forcing precoder In contrast to MRT, Zero-Forcing precoder aims to minimise
the inter-user interference without taking into account the effect of noise. With ZF, the
multi-user interference is entirely avoided by projecting each stream onto an orthogonal
component [55].
The M ×K ZF precoding matrix is given by [8, 25]
W = H†(HH†)−1 (2.16)
where H is the channel matrix.
ZF precoder satisfies the orthogonal condition in this manner{
wTk hk ̸= 0
wTk′hk = 0 ∀k′ ̸= k
ZF precoder has several advantages, e.g. the signal processing is simple (not as simple
as MRT due to pseudo-inverse computation) and works well under interference condi-
tions. In an ideal scenario, we could increase the SINR as much we desired by increasing
the transmitted power. Conversely, ZF performs poorly with a small number of users and
under noise-limited scenarios.
2.4.5 Performance metrics
In this work, we use the following metrics to evaluate the performance of different systems
under certain conditions.
Achievable rate We use the derived capacity lower bounds in the previous section to
obtain the per-user spectral efficiency, and we add the overhead penalty. As we com-
mented, when the system operates in TDD, part of the coherence interval is used for
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training purposes. Therefore it is necessary to take pilot overhead into account by weight-
ing the obtained capacity with [8]
Foh = 1− τu
τ
(2.17)
where τu is the pilot length in samples and τ is the coherence interval duration in samples.
Cumulative distribution function When we simulate and replicate the deployment of
a cell either in a distributed or centralised way, we use the cumulative distribution function
of the per-user spectral efficiency. By doing so, we obtain the 5th and 95th percentiles,
which give information about the minimum per-user spectral efficiency that the 95 and 5
per cent of the users experience, respectively.
The cumulative distribution function of a random variable is defined as [13, 45]
Fx(x) = P (X ≤ x) (2.18)
Notwithstanding, we obtain the CDF from numerical results, i.e. we choose an adequate
number of cell realisations, then we simulate the system obtaining a relevant set and,
thereupon, we estimate the CDF.
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3 IMPERFECT HARDWARE MODELLING
Channel reciprocity has been considered one of the main advantages of TDD over FDD
systems [32]. Since the uplink and downlink transmissions share the same frequency
band, the transmitter can use the uplink channel estimates to perform precoding tech-
niques in the downlink transmission. TDD beamforming techniques are theoretically pos-
sible when the uplink and downlink transmissions occur in the same coherence interval,
but in practical systems, the reciprocity might not be perfect within the same coherence
interval.
In FDD systems, the downlink channel is estimated at the user equipment and sent back
to the base station. Thereupon, the pilot training entails a substantial overhead when the
number of antennas is large. Manifold works try to overcome training overhead [2, 3];
nevertheless, it remains a significant challenge. Hence, to be able to take advantage of
the benefits of massive MIMO, the system needs to operate in TDD mode and consider
that the uplink and downlink channels are the same within a coherence interval.
A classical Massive MIMO system consists of a baseband processing section and multi-
ple RF front-ends connecting the baseband section to each antenna [47]. In general, the
baseband section is all-digital, and the RF front-end is analogue, a DAC/ADC connects
both sections in TX or RX cases, respectively [28].
The TX signal is modulated at the baseband section and then is up-converted and am-
plified in the analogue front-end. Similarly, the RX signal is first amplified and down-
converted by the analogue front-end and then demodulated in the baseband section.
In this chapter, we introduce a model that captures the transceiver frequency responses
of both transmit and receive analogue circuitry, and also a model of mutual coupling and
its non-reciprocity.
3.1 Analogue circuitry impairments
A considerable problem appears in massive MIMO when we cannot assume the system
reciprocity because the frequency behaviour of the analogue transmitter and receiver
front-ends are not symmetric.
The analogue hardware components, in both, transmit and receive analogue process-
ing chains, are different. That difference entails that we cannot rely on channel reci-
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procity without performing a calibration process, and errors in the calibration of hardware
in downlink and uplink might degrade the achievable rate and spectral efficiency.
Since the TX and RX analogue front-ends are physically different, the overall response
is also different. The exact modelling and simulation of the RF front-end response are
considerately complicated and time-consuming. Therefore, a baseband equivalent model
for the impairments is usually used, instead of modelling the behaviour of the RF front-
end, we characterise how these imperfections affect the baseband signal.
The discrete signal to be transmitted is filtered by a band-limiting filter and then transmit-
ted through the physical multipath channel. The transmission filter includes the frequency
response of the DAC and all the RF circuits, e.g. mixers, filters and power amplifiers.
All the analogue processing chain in both transmission and reception is treated as a block
response, i.e. the frequency response is considered to be flat all over the bandwidth of
the sub-carrier. For the sake of simplicity and without loss of generality, the following
model applies to a single frequency tap, but it can be easily generalised to the rest of the
frequency taps.
We compact the analogue circuitry responses in a model presented in [1, 26] given by
r(t, P, T ) = A(t, P, T )ejϕ(t,P,T ) (3.1)
where A represents the amplitude response and ϕ represents the phase response. The
RF response is a function of different environmental factors, i.e. time t, power P and
temperature T .
Taking a reference, the model can be expressed as [1]
Ax(t1, P1, T1) = Ax(t0, P0, T0) + ax∆t+ bx∆P + cx∆T (3.2)
ϕx(t1, P1, T1) = ϕx(t0, P0, T0) + a
′
x∆t+ b
′
x∆P + c
′
x∆T (3.3)
where ax, bx, cx, a′x, b′x, c′x denote the linear coefficients which model the variations with
respect to the environmental factors, these values are obtained measuring transceivers
in practical conditions.
Let us define the transceiver frequency response diagonal matrices at the receiver and
transmitter of the access points and users as R, T, B, A, respectively.
Next, the frequency response reciprocity errors can be captured in a reciprocity error
matrix given by
Ea = TR
−1 (3.4)
Eu = BA
−1 (3.5)
where Ea and Eu represent the differences between the downlink and uplink channels at
the access points and the users, respectively.
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The effective channel in uplink and downlink capture the reciprocal physical channel and
the RF circuitry responses at the transmitter and receiver, respectively, as
H = RPA (3.6)
G = BPTT (3.7)
Based on the error matrices, the relation between the uplink and downlink channels is
given by
G = EuHEa (3.8)
Previous works study how stable are those RF circuitry mismatch responses over time,
and they survey how often the calibration process should be performed to restore the
channel reciprocity [46]. They perform experimental evaluations of the stability of reci-
procity calibrations, concluding that calibration can be performed very infrequently, i.e.
tens of minutes. From these results, the reciprocity matrices can be treated as unknown
constants of the form
rx = Axe
jϕx (3.9)
Generalising the proposed model, each frequency tap has each own physical channel
and RF circuitry responses A[l], B[l], T[l], R[l], P[l] where l denotes the frequency
tap. The frequency response of RF circuitry is usually smooth over a certain bandwidth,
and the calibration process can take advantage of the correlation between frequency
responses to increase the estimation accuracy.
In practice, the separate modelling of R, T, B, A is more accurate than directly the
compound error Ea and Eu [26].
The independent random variables Ax and ϕx model the randomness of the RF circuitry,
the amplitude and phase responses are assumed to have an expected value of µA and
µϕ and a variance of σ2A and σ
2
ϕ, respectively.
To model the reciprocity level at the front-ends, we define the covariance between the
parameters of the uplink and downlink transceiver frequency responses as
Cov(Aur,k, Aut,k) = νAUEσ
2
A (3.10)
Cov(Aar,m, Aat,m) = νAAPσ
2
A (3.11)
Cov(ϕur,k, ϕut,k) = νθUEσ
2
θ (3.12)
Cov(ϕar,m, ϕat,m) = νθAPσ
2
θ (3.13)
where ν denotes the reciprocity level, when ν = 1 the responses in uplink is downlink are
the same, i.e. the channel is reciprocal.
Note that we model the uplink and downlink frequency responses separately to compare
reciprocal and non-reciprocal channels under the same conditions. If we only modelled
the difference between uplink and downlink, the frequency responses would not vary in a
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reciprocal case at each realisation, and this would not be a fair comparison.
Next, we present a metric for the non-reciprocity level of the frequency responses of the
analogue front-ends known as mean squared error (MSE) given by
ε2AUE = E{|AdFk −AuFk |2} = (1− νAUE)σ2A (3.14)
ε2AAP = E{|AdBm −AuBm |2} = (1− νAAP)σ2A (3.15)
ε2θUE = E{|θdFk − θuFk |2} = (1− νθUE)σ2θ (3.16)
ε2θAP = E{|θdBm − θuBm |2} = (1− νθAP)σ2θ (3.17)
Specifically, we model the amplitude of the frequency responses { AdFk A
u
Fk
AdBm A
u
Bm
} as
uniform random variables on the range[1− ϵ, 1 + ϵ], where e is chosen to set σ2A = 0.01.
In the case of the phase of the frequency responses { θdFk θ
u
Fk
θdBm θ
u
Bm
}, we choose a
uniform distributed model on the range [π,−π). This assumption imply a phase variance
of
σθ =
(2π)2
12
rad2 (3.18)
In the worst case, when no correlation exists between the uplink and downlink channel,
the root mean squared error is 104o.
3.2 Antenna mutual coupling
The performance of MIMO systems critically depends on the availability of independent
channels between the transmitter and receiver. Correlation between channels down-
grades the achievable capacity; this correlation is due to two components: spatial corre-
lation and antenna mutual coupling [10, 54].
Many works show that wireless communication systems suffer from mutual coupling when
the distance between antennas is small compared to the wavelength; this occurs because
mutual coupling introduces spatial correlation [4].
Massive MIMO systems benefit from independent channels at each antenna to every
user, for that reason, the antenna spacing chosen in massive MIMO is always greater
than 0.5 λ which is a sufficient distance to obtain a low spatial correlation [21].
Even though the degradation produced by the effect of mutual coupling is assumable
due to a significant separation between antennas, we also consider how a non-reciprocal
response of mutual coupling affects system performance.
In this work, we do not analyse the overall effect of mutual antenna coupling on the
performance of massive MIMO systems because it is a widely studied topic in literature
and the impact is considerately small for treated antenna spacing distances, e.g. [1, 4,
16, 20, 21, 54].
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In contrast with previous works [39, 40], we present analytical derivations for MRT pre-
coder considering the effect of mutual coupling in both uplink and downlink.
When two antennas are very close compared to the wavelength, the electromagnetic
field generated by one antenna affects the other antenna current distributions since in
the near field of the transmitting antenna. On this basis, a voltage is induced at the
non-transmitting antenna, and this is called mutual coupling [6].
Intending to quantify the mutual coupling, we define the mutual coupling impedance as
the ratio between the induced voltage and current at the non-transmitting antenna given
by [35]
zmn =
vmn
in
(3.19)
where vmn is the voltage induced at the antenna m by a current in at the antenna n.
Vg,m = (ZL + ZA)im + Vind,m (3.20)
where ZL is the load impedance and Vind,m is the inducted voltage on the m-th antenna
due to the current distributions of the rest of the antennas, which is given by [16, 53]
Vind,m =
M∑
n ̸=m
zmnin (3.21)
The generator voltage can be rewritten in matrix form as
Vg = Zi (3.22)
where Vg = [Vg,1, ..., Vg,M ]T generator voltage vector, i = [i1, ..., iM ]T is the current vector
and the mutual impedance matrix Z is given by
Z =
⎡⎢⎢⎢⎣
ZA + ZL Z12 . . . Z1M
...
...
. . .
...
ZM1 ZM2 . . . ZA + ZL
⎤⎥⎥⎥⎦
Draw upon the mutual coupling impedance matrix; we obtain the coupling matrix by em-
ploying [21]
C = (ZA + ZL)(Z+ ZLIM )
−1 (3.23)
The coupling matrices in transmitting and receiving include a reciprocity error to model
the non-reciprocal mutual coupling in a similar way as [38, 39, 40, 41, 58]
Ct = C+Ξ (3.24)
Cr = C (3.25)
where Ξ is the reciprocity error matrix, and follows CN (0, σ2MC).
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Figure 3.1. Magnitude of the mutual coupling matrix for a collinear array of 10 antennas,
l = λ/2 and d = λ/2.
3.2.1 Wire dipole antenna array model
The impedance matrix depends on the specific array configuration, a collinear, rectangu-
lar or circular array of wire dipoles can be considered to model a realistic array disposi-
tion. The length of the dipole wire l is λ/2, obtaining a element impedance in isolation
of ZA = 73 + j42.5Ω [6]. The analytic expressions that model Zmn can be obtained from
[21, 50] and are given by
Zmn =
⎧⎨⎩30(0.5772 + ln(2kl) + Ci(2kl)) + j(30Si(2kl)), m = n30(2Ci(u0)− Ci(u1)− Ci(u2))− j(30(2Si(u0)− Si(u1)− Si(u2))), m ̸= n
where k is the wave number 2π/λ, and
u0 = kdh (3.26)
u1 = k(
√
d2h + l
2 + l) (3.27)
u2 = k(
√
d2h + l
2 − l) (3.28)
where dh is the horizontal distance between the antennas, Ci and Si are the cosine and
sine integrals, respectively, given by
Ci(u) =
∫ ∞
u
cos(x)
x
dx (3.29)
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Si(u) =
∫ u
0
sin(x)
x
dx (3.30)
Note that when calculating Zmn, the n-th dipole is assumed to be excited with current
and the rest of the dipoles are open-circuited, hence the calculation of Zmn assumes the
presence of only two dipoles [7].
In Figure 3.1, the magnitude of the coupling matrix for an array of ten elements with linear
geometry is shown, it is clear that as the distance between the elements increases, the
mutual coupling impedance is reduced.
3.3 Overall system response
In our system model, we include the effects of hardware imperfections and mutual cou-
pling, since the UEs are considered to be single-antenna the UE side does not take
mutual coupling into account. The overall system response is then given by
H = RCrPA (3.31)
G = BPTCtT (3.32)
Note that in a fully distributed scenario, the coupling matrices are identity matrices. Thus
there is no mutual coupling between APs and only the circuitry responses affect the
performance.
3.4 Fast-varying and slow-varying non-reciprocal channel
models
Most of the previous works and literature treat the non-reciprocity variables as fast-varying
random variables, i.e. the values of the non-reciprocity variables change at a similar
rate as the propagation channel. In this work, we present analytical derivations based
on a slow-varying non-reciprocity parameters approach, considering a more physically-
inspired and measurement-based non-reciprocity model [46]. Experimental results prove
that reciprocity calibration can be repeated in the order of tens of minutes [46].
This slow/fast-varying difference can be seen as a comparison between the large and
small-scale coefficients, where the large-scale coefficients usually follow a statistical
model but they are considered constants in the expressions due to their slow variation
rate.
Differences between models can be easily noticed when computing the statistical mo-
ments in the analytical derivations, e.g. in a fast-varying model the expected value
reads E{R} = µRI but conversely, in a slow-varying model the values are treated as un-
known constants since they remain constant over many coherence intervals [46], hence
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E{R} = R. Those two different approaches lead to different simulation results; later on
this work, we compare both approaches under certain conditions.
Let us present an example to prove how these approaches can differ, e.g. let pmk denote
the physical channel from the mth antenna to the kth user and tm, rm the transceiver
responses in transmission and reception, respectively, at the transmitter.
The conjugate beamforming gain for fast and slow-varying models, respectively, are given
by
E{|
M∑
m=1
pmktmr
∗
m|2} =
M∑
m=1
E{|pmk|2}E{tmr∗m} =
M∑
m=1
E{|pmk|2} (3.33)
E{|
M∑
m=1
pmktmr
∗
m}|2 =
M∑
m=1
E{|pmk|2}tmr∗m (3.34)
The beamforming gain in the fast-varying model does not depend on the transceiver
frequency response since the expected value of the transceiver is to be reciprocal. On
the contrary, the beamforming gain considering a slow-varying model depends on the
actual values of the transceiver frequency responses realisation. One can notice that
the phase reciprocity errors at the transmitter side impact the beamforming direction, i.e.,
the transmitted signals to the kth user do not add up coherently anymore, reducing the
beamforming gain.
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4 IMPACT OF CHANNEL NON-RECIPROCITY ON
CELL-FREE MASSIVE MIMO SYSTEMS
4.1 Introduction
Classical cellular architectures divide the served area into different cells, and at each cell,
one base station serves the users. When a device is at the cell edge suffers from very
high interference due to neighbouring cells; thus, the performance drops [42]. Cell-Free
systems propose to remove cells and operate using a massive number of access points
spatially distributed over a large area serving a large number of users coherently. [30]
Cell-Free Massive MIMO, with a large number of distributed access points jointly serv-
ing a much smaller number of users in the same time-frequency resource, is a network
architecture which promises to considerably improve the performance compared with
conventional Massive MIMO centralised architectures [34].
Each access point acquires the channel state information through time-division duplex
operation and the uplink pilots transmitted from the users. The access points rely on
channel reciprocity to directly use the uplink channel estimate as downlink channel esti-
mate and perform the beamforming [31].
Cell-Free term means that all antennas are not collocated in a single base station located
at the centre of the cell, but the antennas are spatially dispersed over different APs. The
main advantage of Cell-Free massive MIMO architectures is the spatial diversity, i.e. the
distance between the users and the nearest AP is reduced [30], a CF massive MIMO
deployment provides a more uniform coverage to users at random locations than the
classical centralised massive MIMO cells [34].
Cell-Free Massive MIMO systems are different from previous distributed Massive MIMO
in the sense that Cell-Free systems serve all the users independently of their location and
the distributed Massive MIMO systems only serve the users that are at its cell.
A central processing unit (CPU) controls all the APs, providing the data payload and
signalling needed for a synchronised transmission from the APs to the users [30, 31,
34]. All the protocols between APs and CPU are excluded from this work, considering a
perfect and error-free backhaul with unlimited capacity.
The DL-UL transmission proceeds by TDD mode and each coherence interval is divided
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Figure 4.1. Overview of Cell-Free architecture.
into three stages: uplink training, downlink payload data transmission and uplink payload
data transmission [30, 32].
4.2 Model description
Let L, M and K be the number of APs, antenna elements per AP and number of users,
respectively, with LM >> K.
We consider a standard frequency-flat block fading channel model between the APs and
the UEs [31, 34]. Thus the channel matrix is assumed to be constant within the coherence
interval of τ symbols.
Let us denote Hl
∆
= [hl,1, ...,hl,K ] as the M ×K uplink channel matrix between the UEs
and the lth AP, where hl,k denotes the M × 1 vector channel between the kth UE and
the M antennas at the lth AP. The total channel matrix between the K UEs and the LM
antenna elements is defined as H ∆= [HT1 , ...,H
T
L]
T .
The uplink channel vector from the kth user to the lth AP is given by
hl,k = akRlCr,lpl,k (4.1)
where pl,k ∼ CN (0, βl,kIM ) is the physical propagation channel with i.i.d entries and βl,k
is the large scale coefficient between the kth UE and the lth AP, ak is the frequency re-
sponse of the kth UE transmitter, Rl is the M×M diagonal matrix of frequency responses
at the lth AP receivers and Cr,l is the M ×M receiver mutual coupling matrix at the lth
AP.
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The different channels between the kth user and the M antennas at the lth AP are not
independent any more. We define the covariance matrix of the channel vector between
the kth user and the lth AP as
∆ul,k
∆
= E{||hl,k||2} = |ak|2β(l)k RlCRX,lC†RX,lR†l (4.2)
We can assume total statistical independence between the channels at different APs,
hence the kth column of the total channel matrix H follows hk ∼ CN (0,∆uk) where ∆k =
blckdiag(∆u1,k, ...,∆
u
L,k).
Similarly, we can define the downlink channel vector from the kth user to the lth AP as
gl,k = bkTlCTX,lpl,k (4.3)
where bk is the frequency response of the kth UE receiver, Tl is the M ×M diagonal
matrix of frequency responses at the lth AP transmitters andCt,l is the M×M transmitter
mutual coupling matrix at the lth AP.
The covariance matrix of the downlink channel vector from the kth user at the lth AP is
given by
∆dl,k
∆
= E{||gl,k||2} = |bk|2β(l)k TlCt,lC†t,lT†l (4.4)
From the equations (4.3) and (4.1), we derive the relation between downlink and uplink
channels as
gl,k =
bk
ak
TlCt,lR
−1
l C
−1
r,l hl,k = El,khl,k (4.5)
where El,k is the M ×M reciprocal error matrix at the lth AP and kth user.
4.2.1 Uplink pilots and channel estimation
At the beginning of each coherence interval, a set of pilot waveforms must be transmitted
from the UEs to the APs to estimate the channels between every antenna and user, and
not to interfere they have to be mutually orthogonal [25]. In case that no pilot contamina-
tion is considered the length of the pilot sequence is τp and τc ≥ τp ≥ K, but if there are
not enough orthogonal pilot sequences available for all the users then τc ≥ K ≥ τp and
there is pilot contamination since the channel estimates of certain users interfere [14].
We denote the pilot sequence assigned to the kth user as a τp × 1 vector φk, and the
τp × τp matrix grouping all the sequences holds [25]
ΦHΦ = Iτp (4.6)
The sequence transmitted from the kth user is a τp × 1 sequence given by
xp,k =
√
ρuτpφ
∗
k (4.7)
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where the energy transmitted depends on the length of the pilot sequence.
To perform the channel estimation, all the UEs simultaneously transmit the UL pilot se-
quences assigned by the CPU. The received signal at the lth AP by its mth antenna reads
yp,l,m =
√
ρuτp
K∑
k=1
hl,m,kφ
∗
k + np,l,m (4.8)
where np,l,m are i.i.d CN (0, 1) RVs representing the thermal noise.
The lth AP receives a set of τp × M signals defined as Yp,l = [yp,l,1, ...,yp,l,M ], and
each AP de-spreads the received set of signals by projecting over the pilot sequences,
obtaining samples proportional to the channel from the AP to the kth user. The de-spread
M × 1 signal of the kth user yields
yˇp,l,k = y
T
p,l,kφk =
√
τpρuhl,k +
√
τpρu
K∑
k′ ̸=k
hl,k′φ
H
k′φk + nˇp,l,m (4.9)
The linear MMSE estimator or Wiener filter of x from y is given by [19]
xˆ =mx +Σx,yΣ
−1
y (y −my) (4.10)
where mx and my are the mean vectors of x and y, respectively, Σx,y is the covariance
matrix between x and y and Σy is the auto-covariance matrix of y. Thus, the linear
MMSE channel estimate of hl,k is given by
hˆl,k =
√
ρuτu∆
u
l,k(ρuτu∆
u
l,k + ρuτu
K∑
k′ ̸=k
∆ul,k′φ
H
k′φk + IM )
−1yˇp,l,k (4.11)
The corresponding uplink channel estimate covariance M ×M matrix of hˆl,k, denoted by
Φl,k, reads
Φl,k = E{hˆl,khˆHl,k} = ρuτu∆ul,k(ρuτu∆ul,k + ρuτu
K∑
k′ ̸=k
∆ul,k′φ
H
k′φk + IM )
−1∆ul,k (4.12)
During this work, we focus on the impact of non-reciprocal responses. Hence, we do not
consider pilot contamination in our analysis, the covariance matrix of the uplink channel
estimate yields
Φl,k = E{hˆl,khˆHl,k} = ρuτu∆ul,k(ρuτu∆ul,k + IM )−1∆ul,k (4.13)
4.2.2 Downlink data transmission
Considering an NRC-unaware case, the APs rely on channel reciprocity and use the
uplink channel estimate as true downlink channel estimate. The transmitted signal from
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the lth AP is given by
xl =
√
ρd
K∑
k=1
√
ηl,kwl,kqk (4.14)
where ρd corresponds with the normalized downlink transmit SNR, ηl,k is the power con-
trol coefficient at the lth AP to the kth user, wl,k is the M × 1 precoding vector at the lth
AP to the kth user and qk is the symbol intended for the kth user and q = [q1, ..., qK ]T
holds E{qqH} = IK .
Therefore, the received signal at the kth user can be expressed as
yk =
√
ρd
L∑
l=1
√
ηl,kg
T
l,kwl,kqk +
√
ρd
K∑
k′ ̸=k
L∑
l=1
√
ηl,kg
T
l,kwl,k′qk′ + nk (4.15)
where wk ∽ CN (0, 1) denotes receiver thermal noise with variance normalized to one.
Classical Massive MIMO systems rely on channel hardening when detecting the received
signal, i.e. users rely on the channel statistic properties of the desired term to detect the
symbol [8]. Based on (4.15), we define the strength of the desired signal based on the
channel statistic properties as
DSk =
√
ρd
L∑
l=1
√
ηl,kE{gTl,kwl,k} (4.16)
The lack of knowledge of the effective instantaneous channel, gTl,kwl,k, is captured by the
beamforming gain uncertainty or self-interference given by
BUk =
√
ρd
L∑
l=1
√
ηl,k(g
T
l,kwl,k − E{gTl,kwl,k}) (4.17)
One can notice that if the variance of the effective channel gain is relatively small, there
is no large improvement when the user knows the exact channel gain, but if the channel
does not harden, we will underestimate the achievable rate.
Since K users are sharing the same time-frequency resources; if the channel is not
orthogonal, there is also interference between users that degrades the performance. Let
us define this interference known as channel non-orthogonality or inter-user interference
as
IUIk,k′ =
√
ρd
L∑
l=1
√
ηl,k′g
T
l,kwl,k′ (4.18)
The received signal at the kth user then reads
yk = DSk · qk + BUk · qk +
K∑
k′ ̸=k
IUIk,k′ · qk′ + nk (4.19)
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Achievable rate
The so-called Use-and-then-Forget is a simple lower bound, which in most centralised
Massive MIMO cases is tight. This bound is computed using the effective SINR as
RUatFk = log2(1 + SINRk) (4.20)
where SINRk, considering the interference terms as uncorrelated effective noise, is de-
fined as follows
SINRk =
E{|DSk|2}
E{|BUk|2}+
∑K
k′ ̸=k E{|IUIk,k′ |2}+ 1
(4.21)
Conversely, the genie-aided bound is based on the fact that the user knows exactly the
effective channel gain when detecting the received symbol. This case is not practically
feasible, but we can extract some insights from the analysis to be used in later works.
The bound is defined as follows
RGAk = log2
(
1 +
E{|DSk|2}+ E{|BUk|2}∑K
k′ ̸=k E{|IUIk,k′ |2}+ 1
)
(4.22)
It is well-known from the literature that under certain conditions when a sufficient large
number of antennas is used, the UatF bound approximates the genie-aided bound [8,
25].
Maximum ratio transmission or conjugate beamforming
The aim of the maximum-ratio precoding is combine coherently all the transmitted signals
from the LM antennas at the kth user, amplifying the desired signal as much as possible,
but disregarding the interference from other users. If only one terminal were transmitting,
this would be the optimal precoding scheme.
The precoding vector intended for the kth user at the lth AP can be expressed as
wl,k = hˆ
∗
l,k (4.23)
Let us calculate an useful statistic of the MRT precoder used throughout the analytical
derivations as
E{||wl,k||2} = tr(Φl,k) (4.24)
If we substitute the precoder vector from (4.23) in (4.16), the desired signal strength reads
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DSk =
√
ρd
L∑
l=1
√
ηl,kE{gTl,khˆ∗l,k}
=
√
ρd
L∑
l=1
√
ηl,kE{hTl,kEl,khˆ∗l,k}
=
√
ρd
L∑
l=1
√
ηl,k(E{hˆTl,kEl,khˆ∗} + E{h˜Tl,kEl,khˆ∗l,k})
=
√
ρd
L∑
l=1
√
ηl,ktr(El,kΦl,k)
(4.25)
The beamforming uncertainty is computed based on the previous result as
E{|BUk|2} = ρdE{|
L∑
l=1
ηl,kg
T
l,kwl,k|2} − ρd|
L∑
l=1
ηl,kE{gTl,kwl,k}|2
= ρd
L∑
l=1
ηl,k(E{|gTl,kwl,k|2} − |E{gTl,kwl,k}|2)
= ρd
L∑
l=1
ηl,k(E{|hˆTl,kEl,khˆ∗l,k|2}+ E{|h˜Tl,kEl,khˆ∗l,k|2}
− |E{gTl,kwl,k}|2)
= ρd
L∑
l=1
ηl,k(tr(E∗l,kΦl,kEl,kΦl,k) + |tr(El,kΦl,k)|2
+ tr(E∗l,kΦl,kEl,k(∆l,k −Φl,k))− |E{gTl,kwl,k}|2)
= ρd
L∑
l=1
ηl,ktr(E
(l)∗
A Φl,kEl,k∆l,k)
(4.26)
The interference term from every user is calculated as follows
E{|IUIk,k′ |2} = ρdE{|
L∑
l=1
ηl,kg
T
l,kwl,k′ |2}
= ρd
L∑
l=1
ηl,kE{|gTl,kwl,k′ |2}
= ρd
L∑
l=1
ηl,k(E{|hˆTl,kEl,khˆ∗l,k′ |2}+ E{|h˜Tl,kEl,khˆ∗l,k′ |2})
= ρd
L∑
l=1
ηl,k(tr(E∗l,kΦl,kEl,kΦl,k′) + tr(E
∗
l,kΦl,k′El,k(∆l,k −Φl,k)))
= ρd
L∑
l=1
ηl,ktr(E∗l,kΦl,k′El,k∆l,k)
(4.27)
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The denominator of the SINR expression is compound by the beamforming uncertainty
and the interference from the rest of the users, given by
E{|BUk|2}+
K∑
k′ ̸=k
E{|IUIk,k′ |2} = ρd
K∑
k′=1
L∑
l=1
ηl,ktr(E∗l,kΦl,k′El,k∆l,k) (4.28)
The final SINR expression reads
SINRk =
ρd|
∑L
l=1
√
ηl,ktr(El,kΦl,k)|2
ρd
∑L
l=1
∑K
k′=1 ηl,k′ · tr(E∗l,kΦl,k′El,k∆l,k) + 1
(4.29)
These expressions capture the effects of uplink based channel estimation and mutual
coupling between antennas as well as the non-reciprocity due to transceiver frequency
response and mutual coupling mismatches.
In the case of reciprocal transceiver responses, the effective signal-to-noise ratio reads
SINRk =
ρd|
∑L
l=1
√
ηl,ktr(Φl,k)|2
ρd
∑L
l=1
∑K
k′=1 ηl,k′ tr(Φl,k′∆l,k) + 1
(4.30)
In the case of ideal transceiver responses, the effective signal-to-noise ratio yields
SINRk =
ρdM
2|∑Ll=1√ηl,kϕl,k|2
ρdM
∑L
l=1
∑K
k′=1 ηl,k′ϕl,k′βl,k + 1
(4.31)
where ϕl,k is the variance of the channel estimates at the lth AP from the kth user. In
this case, no mutual coupling or transceiver responses are considered, only the physical
propagation channel is taken into account.
Zero-forcing precoder
The aim of the zero-forcing precoding is to suppress the inter-user interference, ZF pre-
coder and its implications are briefly described in chapter 2.
Implementing ZF precoding requires exchanging instantaneous CSI between APs and
the CPU, that implies considerable front-haul traffic and an unscalable architecture if the
number of APs grows. For that reason, we use a similar approach as [18], where each
AP is equipped with a sufficient number of antennas to perform its beamforming.
To achieve mathematical tractability in this problem, we have to take some assumptions
as previous works considered [39, 40]. In particular, we are assuming that there is no
mutual coupling in the uplink channel, and the non-reciprocal matrix error captures the
mutual coupling effect. That allows us to obtain analytical derivations and extract insight
from the results.
Essentially, we model both uplink and downlink transceiver and mutual coupling responses
27
and we obtain the reciprocity matrix error which captures the difference between uplink
and downlink channels.
Let us define the uplink channel for this case as
hl,k = pl,k (4.32)
The downlink channel captures the non-reciprocity effect as follows
gl,k = El,kpl,k (4.33)
where El,k is given by
El,k =
bk
al
TlCTX,lR
−1
l C
−1
RX,l (4.34)
It might not be the optimal approach, but as previous works argued, it is a plausible
solution to a complex mathematical problem.
We define the precoder vector intended for the kth user as
wl,k = Hˆ
H
l (HˆlHˆ
H
l )
−1ek (4.35)
As in the MRT section, we need to calculate an useful statistic given by
E{||wl,k||2}−1 = ϕl,k(M −K) (4.36)
Next, we derive two useful properties that we use further on. Firstly, let us define Property
1 as the expected value of the product of the precoder elements and the channel is
obtained as
E{hˆTl,kwl,k} = 1 =⇒ E{hˆl,m,kwl,m,k} =
1
M
(4.37)
Secondly, let us define Property 2 as the power of the precoder elements is obtained by
using the inverse Wishart matrix properties as follows [25, 49]
E{||wl,k||2}−1 = ϕl,k(M −K) =⇒ E{|wl,m,k|2} = 1
ϕl,kM(M −K) (4.38)
Based on Property 1 and assuming E{wl,m,khl,n,k} = 0,m ̸= n, the strength of the desired
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signal reads
DSk =
√
ρd
L∑
l=1
√
ηl,kE{gTl,kw∗l,k}
=
√
ρd
L∑
l=1
√
ηl,k
M∑
m=1
M∑
n=1
E{wl,m,khl,n,k}emn
=
√
ρd
L∑
l=1
√
ηl,k
tr(El,k)
M
(4.39)
Since the variance of a sum of independent random variables is equal to the sum of the
variances, we have
E{|BUk|2} = ρdVar
(
L∑
l=1
√
ηl,kg
T
l,kwl,k
)
= ρd
L∑
l=1
ηl,kVar(gTl,kwl,k) (4.40)
We derive the variance of the beamformed signal at the lth AP separately as
Var(gTl,kwl,k) = Var(h
T
l,kEl,kwl,k) = E{|hTl,kEl,kwl,k|2} − |E{hTl,kEl,kwl,k}|2 (4.41)
Since channel estimate and channel estimation error are uncorrelated and zero mean
E{|hTl,kEl,kwl,k|2} = E{|hˆTl,kEl,kwl,k|2}+ E{|h˜Tl,kEl,kwl,k|2} (4.42)
The channel estimation error h˜l,k and the precoder vector wl,k are uncorrelated, hence
the statistical crossed term is given by
E{|h˜Tl,kEl,kwl,k|2} = (βl,k − ϕl,k)E{w†l,kE†l,kEl,kwl,k} =
(βl,k − ϕl,k)
ϕl,kM(M −K) tr(E
†
l,kEl,k) (4.43)
The same result is obtained for the inter-user interference
E{|h˜Tl,kEl,kwl,k′ |2} = (βl,k − ϕl,k)E{w†l,k′E†l,kEl,kwl,k′}
=
(βl,k − ϕl,k)
ϕl,k′M(M −K) tr(E
†
l,kEl,k)
(4.44)
We separate the non-reciprocity error matrix asEl,k = I+E′l,k and we obtain the statistical
moments as follows
E{|hˆTl,kEl,kwl,k|2} = 1 + E{|hˆTl,kE′l,kwl,k|2}+
2Re{tr(El,k)}
M
(4.45)
|E{hˆTl,kEl,kwl,k}|2 = 1 +
|tr(E′l,k)|2
M2
+
2Re{tr(El,k)}
M
(4.46)
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Var(hTl,kEl,kwl,k) = E{|hˆTl,kE′l,kwl,k|2} −
|tr(E′l,k)|2
M2
+ E{|h˜Tl,kEl,kwl,k|2} (4.47)
In order to obtain analytical derivations, we use an approximation of the ZF precoder
elements based on massive MIMO concepts. Taking the following product matrix HˆlHˆ
†
l
and relying on favourable propagation we assume the following [27]
hˆHl,khˆl,k′ ≈
⎧⎨⎩M · ϕl,k if k = k′0 if k ̸= k′
Hence, the matrix product can be approximated as HˆlHˆ
†
l ≈M · ϕl,kIK , and the elements
of the precoder Hˆ†l (HˆlHˆ
†
l )
−1 are approximated as
wl,m,k ≈
hˆ∗l,m,k
Mϕl,k
(4.48)
To the best of our knowledge, this approximation has only been used in [27]. Other works
as [5, 40] approximated as
wl,k ≈ chˆ∗l,m,k (4.49)
where c is obtained by solving the power constraint at the AP. We decided to use the
massive MIMO inspired approach because it obtained more accurate results than the
other approach.
Built upon this approximation, we derive expressions for the statistical moments. First,
we consider the power of the intended signal for the kth user
E{|hˆTl,kE′l,kwl,k|2} = E{|
M∑
m=1
M∑
n=1
hˆl,m,ke
′
l,k,mnwl,n,k|2}
= E{
M∑
m=1
M∑
n=1
M∑
m′=1
M∑
n′=1
hˆl,m,ke
′
l,k,mnwl,n,khˆ
∗
l,m′,ke
′∗
l,k,m′n′w
∗
l,n′,k}
= E{
M∑
m=1
|hˆl,m,k|2|e′l,k,mm|2|wl,m,k|2}
+ E{
M∑
m=1
M∑
n̸=m
|hˆl,m,k|2|e′l,k,nm|2|wl,n,k|2}
+ E{
M∑
m=1
M∑
n̸=m
hˆl,m,ke
′
l,k,mmwl,m,khˆ
∗
l,n,ke
′∗
l,k,nnw
∗
l,n,k}
+ E{
M∑
m=1
M∑
n̸=m
hˆl,n,ke
′
l,k,nmwl,m,khˆ
∗
l,m,ke
′∗
nmw
∗
l,n,k}
(4.50)
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Then, we approximate as
E{|hˆTl,kE′l,kwl,k|2} ≈
1
M2
M∑
m=1
E{|hˆl,m,k|4}|e′l,k,mm|2
+
1
M2
M∑
m=1
M∑
n̸=m
E{|hˆl,m,k|2}E{|hˆl,n,k|2}|e′l,k,nm|2
+
1
M2
M∑
m=1
M∑
n̸=m
E{|hˆl,m,k|2}E{|hˆl,n,k|2}e′l,k,mme
′∗
l,k,nn
=
2
M2
M∑
m=1
|e′l,k,mm|2 +
1
M2
M∑
m=1
M∑
n̸=m
|e′l,k,nm|2 +
1
M2
M∑
m=1
M∑
n̸=m
e′l,k,mme
′∗
l,k,nn
=
2
M2
M∑
m=1
|e′l,k,mm|2 +
1
M2
M∑
m=1
M∑
n̸=m
|e′l,k,nm|2
+
1
M2
(
|
M∑
m=1
e′l,k,mm|2 −
M∑
m=1
|e′l,k,mm|2
)
=
1
M2
(
tr(E
′†
l,kE
′
l,k) + |tr(E′l,k)|2
)
(4.51)
Next, we consider the power of the intended signal for the k′th user that is received at the
kth user
E{|hˆTl,kE′l,kwl,k′ |2} = E{|
M∑
m=1
M∑
n=1
hˆl,m,ke
′
l,k,mnwl,n,k′ |2}
= E{
M∑
m=1
M∑
n=1
M∑
m′=1
M∑
n′=1
hˆl,m,ke
′
l,k,mnwl,n,k′ hˆ
∗
l,m′,ke
′∗
l,k,m′n′w
∗
l,n′,k′}
= E{
M∑
m=1
|hˆl,m,k|2|e′l,k,mm|2|wl,m,k′ |2}
+ E{
M∑
m=1
M∑
n̸=m
|hˆl,m,k|2|e′l,k,nm|2|wl,n,k′ |2}
+ E{
M∑
m=1
M∑
n̸=m
hˆl,m,ke
′
l,k,mmwl,m,k′ hˆ
∗
l,n,ke
′∗
l,k,nnw
∗
l,n,k′}
+ E{
M∑
m=1
M∑
n̸=m
hˆl,n,ke
′
l,k,nmwl,m,k′ hˆ
∗
l,m,ke
′∗
nmw
∗
l,n,k′}
(4.52)
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Then, we approximate as
E{|hˆTl,kE′l,kwl,k′ |2}
≈
M∑
m=1
E{|hˆl,m,k|2}E{|wl,m,k′ |2}|e′l,k,mm|2
+
M∑
m=1
M∑
n̸=m
E{|hˆl,m,k|2}E{|wl,n,k′ |2}|e′l,k,nm|2
+
M∑
m=1
M∑
n̸=m
E{hˆl,m,kwl,m,k′ hˆ∗l,n,kw∗l,n,k′}  
T1
e′l,k,mme
′∗
l,k,nn
(4.53)
In the absence of non-reciprocity, the inter-user interference E{|hˆTl,kwl,k′ |2} is zero, hence
we approximate T1 based on that as follows
1
M −K + T1 ·M(M − 1) = 0 =⇒ T1 = −
1
M(M − 1)(M −K) (4.54)
We introduce T1 in E{|hˆTl,kE′l,kwl,k′ |2} and then we have
E{|hˆTl,kE′l,kwl,k′ |2} ≈
1
M(M −K)
M∑
m=1
|e′l,k,mm|2 +
1
M(M −K)
M∑
m=1
M∑
n̸=m
|e′l,k,nm|2
− 1
M(M − 1)(M −K)
M∑
m=1
M∑
n ̸=m
e′l,k,mme
′∗
l,k,nn
=
tr(E
′†
l,kE
′
l,k)
M(M −K) −
1
M(M − 1)(M −K)
(
|
M∑
m=1
e′l,k,mm|2 −
M∑
m=1
|e′l,k,mm|2
)
=
tr(E
′†
l,kE
′
l,k)
M(M −K) +
diag(E
′†
l,k) · diag(E′l,k)
M(M − 1)(M −K) −
|tr(E′l,k)|2
M(M − 1)(M −K)
(4.55)
The beamforming uncertainty is then given by
E{|BUk|2} = ρdVar
(
L∑
l=1
√
ηl,kg
T
l,kwl,k
)
= ρd
L∑
l=1
ηl,kVar(gTl,kwl,k)
= ρd
L∑
l=1
ηl,k
tr(E
′†
l,kE
′
l,k)
M2
+ ρd
L∑
l=1
ηl,k
(βl,k − ϕl,k)
ϕl,kM(M −K) tr(E
†
l,kEl,k)
(4.56)
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The inter-user interference yields
E{|IUIk,k′ |2} = ρdE{|
L∑
l=1
ηl,kg
T
l,kwl,k′ |2}
= ρd
L∑
l=1
ηl,kE{|gTl,kwl,k′ |2}
= ρd
L∑
l=1
ηl,k(E{|hˆTl,kE′l,kwl,k′ |2}+ E{|h˜Tl,kEl,kwl,k′ |2})
= ρd
L∑
l=1
ηl,k
(
tr(E
′†
l,kE
′
l,k)
M(M −K) +
diag(E
′†
l,k) · diag(E′l,k)
M(M − 1)(M −K)
− |tr(E
′
l,k)|2
M(M − 1)(M −K)
)
+ ρd
L∑
l=1
ηl,k
(βl,k − ϕl,k)
ϕl,k′M(M −K) tr(E
†
l,kEl,k)
(4.57)
4.2.3 Analytical discussion
Here, we emphasise on the particular case of single-antenna Cell-Free massive MIMO
with maximum-ratio transmission because this is the most common Cell-Free Massive
MIMO scenario.
We also consider the particular case of perfect channel estimation at the AP side with
maximum-ratio transmission and fixed-power-per-AP power control scheme. We aim to
simplify the general analytical expressions and to obtain insight on the effects of the NRC
alone.
There is only one antenna element at each AP and the uplink channel estimate power at
the lth AP is now ϕl,k = ∆ull,k, while the desired signal power or the beamforming gain and
the self-interference plus inter-user interference power are given by
E{|DSk|2} = |ak|2|bk|2
⏐⏐⏐⏐⏐
L∑
l=1
η
1/2
l,k
|Rl|2
Rl
βmkTl
⏐⏐⏐⏐⏐
2
(4.58)
E
{|BUk|2}+ E{|IUIk|2} = M∑
m=1
|bk|2|Tl|2βl,k
K∑
k′=1
ηl,k′ |ak′ |2|Rl|2βl,k′ (4.59)
Impact of UE non-reciprocity
Based on (4.58) and (4.59), we observe that only the UE amplitude response appears;
hence, the UE phase response does not explicitly impact the expressions. The inter-
ference terms in (4.59) only contain the product of the uplink and downlink transceiver
frequency responses; thus, a non-reciprocal response at UE side does not affect the
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interference power. Furthermore, in (4.58), the product of both uplink and downlink am-
plitude responses are present, implying that a non-reciprocal response does not reduce
the beamforming gain.
Impact of AP non-reciprocity
From (4.58), we observe that the amplitude mismatch at the AP side does not reduce
the beamforming gain since the uplink frequency response at the AP, Rl, is effectively
normalised in amplitude.
However, based on (4.58), the phase non-reciprocity errors at APs will impact the beam-
forming direction, i.e. the transmitted signals from each AP to the kth user do not add
up purely coherently anymore, reducing the beamforming gain. Respecting the impact
on the inter-user interference in (4.59), we only observe the product of the uplink and
downlink transceiver frequency responses. Hence, a non-reciprocal response does not
increase the inter-user interference power.
Based on the analytical discussion, we conclude that
• UE non-reciprocity does not degrade the performance;
• AP amplitude non-reciprocity does not degrade the performance;
• AP phase non-reciprocity degrades the performance because the simultaneous
transmit signals do not add up coherently at the receiver
These conclusions are valid under the assumption of MRT beamforming at APs, which is
the most common assumption in Cell-Free Massive MIMO systems [30, 31, 34]. We sur-
vey the effects of NRC under Zero-Forcing precoding with numerical results in chapter 5.
Additionally, we contrast the analytical conclusion with the numerical-based conclusions
in chapter 5.
4.2.4 Downlink power control
Throughout this work, we consider two different power control schemes:
• Fixed power per AP: A fixed transmit power ρ¯d is allocated to each AP, with this
scheme all the users served by a certain AP have the same power control co-
efficient. The AP does not require information from others APs to compute the
coefficients.
• Fixed power per user: A fixed transmit power ρ¯d is allocated to each user, that
implies an exchange of information between the APs since all the channel estimate
powers are required to compute the power control coefficients. The overhead is not
expected to be high due to the large-scale terms vary slowly in time with respect to
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the propagation channel, with this scheme all the APs have the same power control
coefficient for each user.
Fixed power per AP
Fixing the transmit power per AP leads to a power constraint at the lth AP given by
E{||xl||2} =
K∑
k=1
ηl,kE{||wl,k||2} = 1 (4.60)
Assuming that the power control coefficient is the same to all the served users at the lth
AP, the power control coefficients read
ηl,k =
1∑K
k=1 E{||wl,k||2}
, l = 1, ..., L (4.61)
Fixed power per user
Fixing the transmit power per user leads to a power constraint for the kth user given by
L∑
l=1
ηl,kE{||wl,k||2} = 1 (4.62)
Assuming the same power control for all AP serving the kth users, the power control
coefficients yield
ηl,k =
1∑L
l=1 E{||wl,k||2}
, k = 1, ...,K (4.63)
4.3 Deployment scenario
We analyse a scenario with a total area A, where L APs and K users are uniformly and
independently distributed over the cell area. Each AP is equipped with M antennas as
described in previous sections.
In order to prevent boundary effects and imitate a realistic deployment scenario, the cov-
erage area considered is an hexagon with six neighbours. In the Figure 4.2, it is shown an
example of how the APs and UEs are random and uniformly distributed over the covered
area.
At each cell realisation, the distances between the users and the access points are used
to calculate the large-scale coefficients. The model used to calculate the large-scale
coefficients is described below.
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Figure 4.2. Example of random positions of APs and UEs for A = 1× 1km2 , M = N =
100 and K = 20.
4.3.1 Large-scale fading model
We describe the path loss and shadow fading models separately, the large-scale fad-
ing coefficient, βl,k, includes both path loss and shadow fading following a log-normal
distribution given by
βl,k =
⎧⎨⎩l(dl,k)10
σshzl,k
10 , if dl,k > d1
l(dl,k), if d1 ≥ dl,k
where l(dl,k) is the path loss, dl,k is the distance between the lth AP and the kth user,
10
σshzl,k
10 is the log-normal shadow fading with standard deviation σsh and zl,k ∽ N (0, 1).
Note that there is no shadowing when the user is extremely close to the AP, i.e. when
d1 ≥ dl,k.
Multi-slope pathloss model
The model used to compute the path loss is a multi-slope model, that is the exponent
increases with the propagation distance. We define two radius based on d0 and d1 from
each AP, when the distance is larger than d1 the exponent applied is −3.5 and when the
distance is between d0 and d1 the exponent applied is −2.
Similar to [31], we consider the following model based on Hata-COST231 propagation
model
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Figure 4.3. Path losses as function of the distance.
l(dl,k) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−L− 35 log10(dl,k), if dl,k > d1
−L− 20 log10(dl,k)− 15 log10(d1), if d1 ≥ dl,k > d0
−L− 20 log10(d0)− 15 log10(d1), if d0 ≥ dl,k
where L depends on the remain parameters apart from distance given by
L =46.3 + 33.9 log10(f)− 13.82 log10(hAP )
− (1.1 log10(f)− 0.7)hu + (1.56 log10(f)− 0.8)
(4.64)
where f is the carrier frequency, hAP and hu are the AP and user height, respectively.
In the Figure 4.4, we generate 200 realizations of 100 single-antenna APs serving 20
users and we compute the PDF of the large-scale coefficients. One can notice that the
probability of being in the last slope is much higher, since the cell area is quite large the
probabilty of dl,k < d1 is very low.
4.3.2 Deployment parameters
The principal parameters are summarised in Table 4.1, there are some considerations to
take into account about some relevant calculations.
The signal-to-noise-ratio scaling coefficient can be computed by dividing the transmit
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Figure 4.4. Probability distribution function of the large-scale coefficients with multi-slope
model.
Table 4.1. System parameters
Parameter Value
Number of APs: L Varying
Number of Antennas per AP: M Varying
Number of users: K 20
Pilot length: τp 20
Centre frequency: f 1.9 GHz
Antenna heights: hAP , hu 15 m, 1.65 m
Bandwidth: BW 20 MHz
Transmit powers: ρ¯d, ρ¯u Varying
Three-slope distances: d1, d0 50 m, 10 m
Shadow fading deviation: σsh 8 dB
Coherence time 1 ms
Coherence bandwidth 200 kHz
Noise figure: NF 9 dB
38
power by the noise power, where the noise power is calculated as
PN = BW× kB × T0 × NF(W ) (4.65)
where BW is the transmission bandwidth, NF is the noise figure of the system, kB =
1.381×10−23 is the Boltzmann constant, and T0 = 290K is the noise temperature. Hence
the transmit SNR constant yields
ρx =
ρ¯x
PN
(4.66)
where x ∈ [d, u].
In this work, we consider a coherence time of 1 ms and a coherence bandwidth of 200
kHz, corresponding to a coherence interval of 200 samples.
In order to compute the per-user thoughput, we consider the overhead due to channel
estimation, hence the per-user throughput is given by [31]
Sk = BW
(1− τu/τ)
2
Rk (4.67)
where τu is the samples for the uplink training and τ is the coherence interval. This scaling
factor reflects that for each coherence interval, we spend τu samples for the uplink training
and τ − τu samples for the downlink data transmission.
For the per-user spectral efficiency the process is similar, the overhead due to the uplink
training has to be taken into account and the SE yields
R′k = (1−
τu
τ
)Rk (4.68)
4.3.3 Cell-Free systems considerations
Cell-Free benefits
The main advantage of Cell-Free Massive MIMO is the macro-diversity, i.e. the distance
between each user and its nearest AP is much smaller than in a centralised scenario
[34]. This advantage can be noticed by using the distribution of the squared norm of the
channel vector [12] also known as channel gain ||gk||2, this is, in fact, the gain when using
maximum ratio transmission precoding.
In the Figure 4.5, we compare the channel gain ||gk||2 between a Cell-Free deployment
with single-antenna APs and a centralised Massive MIMO system, for that we generate
200 realisations of APs and UEs locations and physical channels. The instantaneous
channel gain is increased due to the spatial diversity of the Cell-Free conditions. Hence
the expected achievable rate is higher in CF systems than centralised Massive MIMO
systems.
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Figure 4.5. The CDF of the channel gain. Here, LM = 100 and K = 20.
Channel hardening
In classical Massive MIMO systems, the instantaneous channel gain between all the
APs and each user becomes deterministic as the number of antennas increases [8, 15,
25]. This property, called channel hardening, is commonly used to reduce the signal
processing complexity by avoiding estimating the effective downlink channel [25]. We
present a metric to measure the channel hardening by using the Channel Hardening
Degree similar to [17], defined as the ratio between the instantaneous effective channel
gain and its average value.
ChDk = 1− Var{||gk||
2
F }
|E{||gk||2F }|2
(4.69)
as closer to 1 is ChD for the kth user, the more the channel hardens.
Previous works study the performance of channel hardening in Cell-Free scenarios [11,
12], concluding that one should not rely on channel hardening and favourable propagation
when computing the achievable rates in Cell-Free Massive MIMO.
For a centralised massive MIMO system with independent Rayleigh fading channels, i.e.
gmk are i.i.d CN (0, 1) RVs, the ChDk becomes 1 − 1/M [18]. Hence, there is channel
hardening.
A comparison of the Channel Hardening Degree between Cell-Free and centralised Mas-
sive MIMO is presented in Figure 4.6, where we can observe that in Cell-Free systems
there is a lack of channel hardening since the squared expected value of the channel
gain is not close to its power, i.e. the channel gain does have a significant variance.
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Figure 4.6. The CDF of the Channel hardening degree. Here, LM = 100 and K = 20.
The main implication of these results is that relying on channel hardening and favourable
propagation when computing the achievable rates can lead to underestimating the real
performance of the system.
Through this work, we derive analytical expressions relying on channel hardening and
also considering that the users have perfect knowledge about the channel information
when demodulating the received symbol, but in practical terms, it is not feasible consid-
ering that the users have that channel information as explained in chapter 2.
However, further studies are needed in terms of achievable rates in Cell-Free Massive
MIMO systems, and we present conclusions based on the available rate expressions at
this moment [12].
The implications of the lack of channel hardening only affect when we use the MRT
precoder. In the case of ZF precoding, we need a sufficiently large number of antennas
in each AP to be able to calculate the precoder matrix, and that hardens the channel [25].
A massive MIMO system employing ZF precoding produces a received scaling value at
every user that is a deterministic constant. Consequently, channel statistics correspond
with effective beamformed channels.
Channel hardening and non-reciprocal channels It has been shown above that Cell-
Free Massive MIMO systems may, in general, suffer from a lack of channel hardening. It is
also an interesting study of how a non-reciprocal response can affect channel hardening
both in a centralised and a distributed case when considering fast and slow-varying non-
reciprocity models presented in chapter 3.
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However, in contrast to works assuming a fast-varying NRC model, the analytical results
presented in this letter show that the beamforming gain uncertainty does not increase
under non-reciprocal channel conditions and MRT precoding. Specifically, the gain un-
certainty with a perfect channel estimate is given by
Var(wTl,kgk) =
L∑
l=1
ηl,k|ak|2|bk|2|Rl,m|2|Tl,m|2β2mk (4.70)
which does not depend on the reciprocity error ratio but on the product of the transceiver
responses. Thus, since the UEs use the expected value of the beamformed channel to
detect the symbol, the NRC effects are captured in that statistical moment as the non-
reciprocity values are assumed to vary slowly [1, 46] compared to the variations in the
physical channel.
On the contrary, in works assuming fast-varying NRC models [23, 27, 39, 40, 56, 57],
the beamforming gain does not decrease under non-reciprocal channels, but the beam-
forming gain uncertainty increases because the NRC values are assumed to be different
and random between consecutive coherence intervals. Conversely, in our system model,
the beamforming gain is reduced because the slow-varying phase shifts produce a non-
coherent addition of the received signals. Additionally, the variance of the beamforming
gain does not increase because the NRC values are captured in the beamformed channel
statistics.
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5 NUMERICAL ASSESSMENT
5.1 Cell-Free systems performance under ideal conditions
In this section, we present a brief study of Cell-Free systems under ideal conditions.
These simulations aim to investigate the performance and particularities of Cell-Free
systems before introducing non-reciprocal channels in the analysis. In later sections,
we include imperfections, and we analyse and quantify their impact.
We consider the impact of different system parameters, uplink pilot power, downlink data
power and the number of antenna elements in the system. Also, we compare the perfor-
mance of MRT and ZF precoders under the same conditions.
Impact of the number of antennas elements
The number of antennas located in each AP can have different effects. However, increas-
ing the number of antenna elements per AP always improve the channel hardening [11,
12].
Maintaining the same number of total antenna elements implies that we are reducing the
number of APs. Thus the favourable propagation is also reduced since geographical di-
versity is also reduced, i.e. the distance from a particular user to its closest AP increases.
Figure 5.1a demonstrates that increasing the number of antenna elements at each AP
and maintaining the total radiating elements of the system constant produces channel
hardening. To verify that statement, we observe the 95th and 5th percentiles of UatF and
Genie-Aided bounds, as the number of antennas per AP increases both achievable rates
are more similar to each other.
However, observing Figure 5.1b where the number of APs L is kept constant, we notice
that the system does not benefit from channel hardening in this case. In this scenario,
both rates benefit similarly from the increasing of antenna elements, keeping a constant
gap between them.
In conclusion, increasing the number of antenna elements per AP does not always re-
cover channel hardening. It is necessary to reduce geographical diversity to obtain a
better channel hardening, but geographical diversity is one of the most attractive benefits
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Figure 5.1. 95th and 5th percentiles of the CDF of per-user rate with different antenna
configurations.
of Cell-Free systems. Thus further studies in achievable rates are needed, e.g. blind
estimation, pilot optimisation.
Impact of pilot power
In this subsection, we focus on pilot power impact on the overall performance. The pilot
power impacts on the quality of the uplink channel estimate, that effectively reduces the
beamforming gain and increases the self-interference or beamforming gain uncertainty.
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Figure 5.2. CDF of the per-user rate under ideal conditions, different downlink powers
and MRT precoder.
The particular case of Cell-Free Massive MIMO is quite different to classic centralised
Massive MIMO since the received power from each user is different in every AP, hence
the received signal-to-noise ratio at each AP from each user can be different. In other
words, the quality of the channel estimate differs between APs, i.e. the nearest APs to a
particular user will estimate better the channel than the furthest APs.
Impact of downlink power
The allocated transmit power at the APs impacts on the received power of the desired
symbol, but also in the power of the interference symbols from other users. This interfer-
ence is due to the beamformed signals to the users are not orthogonal; for that reason,
this interference is also called channel non-orthogonality.
Hence, increasing the transmission power does not always imply an increase in the
achievable rate; there is a limit due to the interference from other users. Figure 5.2
shows the achievable rates for different per-user allocated powers, and we can observe
that increasing the transmit power saturates the per-user rate.
Maximum ratio transmission vs Zero-Forcing precoder
Figure 5.3 shows the achievable rate of MRT and ZF precoders, in these simulations we
choose the following system parameters: number of antenna elements per AP M = 64,
number of APs L = 100 and per-user allocated power of 100 mW. We observe that ZF
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Figure 5.3. CDF of per-user rate under MRT and ZF. L = 100 and M = 64.
precoder outperforms MRT under similar ideal conditions.
5.2 Cell-Free Massive MIMO performance under
non-reciprocal channels
To assess and compare the system performance under different setups and non-reciprocity
levels, we use the cumulative distribution function of the per-user spectral efficiency, and
in particular, the 95th and 5th percentiles. The CDF of the per-user spectral efficiency as
a metric is briefly explained in chapter 2.
We generate 300 realisations, such that for each realisation, a set of UE and APs posi-
tions, generated as described in chapter 4, and the transceiver frequency response and
mutual coupling matrices as described in chapter 3.
The non-reciprocity level is controlled by the parameters {νAx , νθx , σ2MC} where x ∈
[AP,UE]. Recalling the behaviour of the model, when the system is reciprocal, i.e. both
uplink and downlink responses are equal, the reciprocity level is set to ν = 1.
5.2.1 Single-antenna Access Points
We take special consideration to the single-antenna APs since it is the most common
approach in Cell-Free Massive MIMO systems. In this considered set up the number of
antennas per AP M is set to one, and the number of APs L can vary. We only consider
MRT precoding because overhead reasons, other precoders such as ZF require to ex-
change the CSI between APs at the channel variation rate, that requires an extensive
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Parameter Value
Number of APs: L 100
Number of antennas per AP: M 1
Number of users: K 20
Power per AP 100 mW
Table 5.1. System parameters for single-antenna Cell-Free massive MIMO.
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Figure 5.4. CDFs of MRT per-user rate under different non-reciprocity sources. M = 1,
L = 100 and K = 20. UatF bound is blue and Genie-Aided is red.
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Figure 5.5. Percentage degradation of 95th and 5th percentiles of the CDF of MRT per-
user SINR under phase mismatch at APs.
overhead in the front-haul. Hence, in single-antenna deployments, only MRT is consid-
ered in most of the works. In this Section, we choose a fixed downlink power per AP of
100 mW, and 100 mW for the uplink pilot power.
The system performance is evaluated under different non-reciprocity conditions for the
following cases.
• Uplink pilot power
• Downlink data power
• Number of APs
During the analytical derivations in chapter 4, we concluded that only the phase non-
reciprocity degrades the performance under these conditions. In this Section, we contrast
the analytical insight with numerical conclusions.
Figure 5.4 compares the cumulative distribution function of the per-user spectral effi-
ciency for systems under different non-reciprocity conditions. In the previous analysis, we
showed that Cell-Free systems suffer from a lack of channel hardening; for that reason,
we decide to present also the case in which the user knows the effective downlink chan-
nel. Here, in these simulations, the parameters of the transceiver frequency responses
in uplink and downlink are uncorrelated when no reciprocity is assumed, i.e. ν = 0 for
each NRC case. That means that only one non-reciprocity source is considered at the
same time, and the other sources are deliberately not considered. One can notice that
the system performance is only sensitive to phase non-reciprocity at APs; this confirms
that our previous analytical conclusions also hold for a typical uplink pilot power value.
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Figure 5.6. 95th and 5th percentiles of the MRT per-user UatF rate with different phase
mismatches at APs and varying the number of APs.
Furthermore, the worst case for the phase non-reciprocity at APs have a significant im-
pact on both 95th and 5th percentiles. Furthermore, we observe that both bounds UatF
and Genie-Aided are affected in the same way by different mismatches, based on that
we consider the feasible UatF bound during these analyses. To verify that our analysis is
independent of the power control scheme, we present the CDFs using both per-user and
per-AP power control, obtaining the same conclusions from both simulations.
As we mentioned before, the fact that only phase mismatches impact performance is
because the signals transmitted by the different antennas no longer add up coherently in
the receiver. The transceiver amplitude and phase responses at the user do not influence
the direction of the beamformed signal.
To analyse in more detail the performance degradation under phase non-reciprocity at
APs Figure 5.5 shows the 5th and 95th percentiles of the per-user rate CDF for varying
level of the phase non-reciprocity root mean squared error; we plot both UatF and Genie-
Aided bounds.
We observe that a high-quality reciprocity calibration in terms of the AP phase errors
has to be performed, specifically a non-reciprocity phase root mean squared error of
40 degrees degrades already substantially the achievable rate, particularly for the 95th
percentile. This degradation highlights the importance of accurate phase reciprocity cali-
bration at APs.
Figure 5.6 compares the degradation of 95th and 5th percentiles of the cumulative distri-
bution function of the per-user spectral efficiency varying the number of APs. Here, we
show the curves for phase non-reciprocity at APs since that is the only case that degrades
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(a) Varying the downlink data power.
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(b) Varying the uplink pilot power.
Figure 5.7. 95th and 5th percentiles of the MRT per-user UatF rate with different phase
mismatches at APs.
the performance, and we compare the result with the reciprocal case by expression the
degradation in percentage. A critical issue raises from the results if we increase the num-
ber of antennas in the system, the per-user rate does not asymptotically converge to the
reciprocal curve. Additionally, the performance under reciprocal conditions benefits from
the increasing of the number of antenna elements, conversely, under non-reciprocal con-
ditions, the achievable rate is limited by the phase mismatch and does not increase with
the number of antenna elements.
To further quantify the system performance degradation, Figure 5.7b shows the SINR
degradation of 95th and 5th percentiles for different uplink pilot powers. Here, we com-
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Figure 5.8. CDFs of MRT with UatF per-user rate. L = 100 and M = 1.
pare the reciprocal case with the non-reciprocal phase mismatch, i.e. ν = 0. The ideal
reciprocal case is also shown to compare the degradation that the system performance
suffers from uplink pilot power. The phase non-reciprocity highly limits the per-user rate,
we observe that reducing the uplink power degrades the reciprocal case, and the per-
centage degradation is lower than with a high uplink pilot power. The limit where the
performance is no longer improved is around -20 dBW.
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Fast-Varying vs Slow-Varying Non-Reciprocity Models
In chapter 3, we presented an NRC model based on physical approaches. This model in-
cludes novelty because we analytically treat the NRC parameters as unknown constants
since the rate of change of NRC is much slower than the physical propagation channel.
Figures 5.8a and 5.8b compare fast and slow-varying models, in the case of Figure 5.8a,
since no analytical expressions have been derived, numerical simulations are used to
obtain the curves. The most remarkable difference between both models is that the fast-
varying model is sensitive to UE phase non-reciprocity, whereas the slow-varying model
is completely insensitive to any UE non-reciprocity. Additionally, the impact of UE non-
reciprocity is greater than AP non-reciprocity, that is consistent with previous studies [40].
Many previous works do not consider UE side non-reciprocity [26, 43] because they as-
sumed that the impact was negligible. In contrast to the fast-varying model, the slow-
varying model shows analytically that UE side non-reciprocity do not affect performance.
Part of the novelty of this thesis lies in this new slow-varying approach, which demon-
strates that UE non-reciprocity does not affect system performance.
5.2.2 Multi-antenna Access Points
Multi-antenna Cell-Free systems promise some good advantages in terms of channel
hardening or better performance with less complex deployments, hence deployments
where M > 1 for different number of APs are considered. Obviously, if the total number
of antennas increases, the system will perform better.
Maximum ratio transmission
In the first place, we analyse the impact on performance, considering MRT precoder.
For that purpose, first, we survey the system performance under transceiver frequency
response mismatches. Figure 5.9a investigates the degradation of the performance by in-
creasing the number of antenna elements per AP, based on these results we demonstrate
that collocating always increase the achievable rate even under practical non-reciprocal
channels and we observe that the improvement ratio is the same for different phase RM-
SEs.
Figure 5.9b illustrates that channel also hardens under non-reciprocal channels. It shows
95th percentile of UatF and Genie-Aided bounds with different antenna configurations,
as we reduce the geographical diversity, the gap between Genie-Aided and UatF also
is reduced. Based on these results, we conclude that channel non-reciprocity does not
worsen channel hardening.
Mutual-coupling non-reciprocity level is controlled by the variance of the mutual cou-
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Figure 5.9. Percentiles of the CDF of MRT per-user rate with different antenna configu-
rations and phase RMSEs.
pling error of transmitting and receiving modes, σ2MC . Figure 5.10 demonstrates the
performance of the per-user rate for MRT with different values of mutual coupling non-
reciprocity variance. For this simulation, we choose a common scenario with 100 APs,
64 antennas per AP and an antenna spacing of 0.5λ. Mutual coupling non-reciprocity
degrades 5th percentile substantially more than 95th; this is considerately important in
order to provide a uniformly good service.
Figure 5.11 plots 95th and 5th percentiles with different number of antenna elements per
AP and a mutual coupling non reciprocity variance of -15 dB. We observe that the non-
reciprocal case is always clearly lower than the reciprocal and also that the degradation
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Figure 5.10. 95th and 5th percentiles of the MRT per-user UatF rate with different mutual
coupling non-reciprocity variances, M = 64 and L = 100.
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Figure 5.11. 95th and 5th percentiles of the MRT per-user UatF rate with different number
of antenna elements M , L = 100 and σ2MC = −15 dB.
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Parameter Value
Number of APs: L 100
Number of antennas per AP: M 64
Number of users: K 20
Power per user 100 mW
Table 5.2. System parameters for ZF precoder.
increases as the number of antennas increases. Increasing the number of antennas
increases the achievable rate, but under the effect of mutual coupling non-reciprocity, the
impact on performance increases as the number of antenna elements increases.
Zero-Forcing precoder
Next, we consider Zero-Forcing precoder in multi-antenna APs. The number of antennas
at every AP has to be sufficiently large to allow the simultaneous transmission to the
K users. In chapter 4, we present what assumptions we consider and the implications
they have on system design, we presented approximations of Zero-Forcing statistical
moments, and the results shown here use a proven accurate approximation.
Firstly, let us verify that the proposed approximations hold, for that purpose we set a test
scenario with one AP and 100 antenna elements serving 20 users. All the users suffer
the same propagation conditions controlled by the receiving SNR. Figures 5.12a, 5.12b
and 5.12c verify that the approximations hold for phase, amplitude and mutual coupling
mismatches.
In general, we set the following parameters; the number of users is 20, the number of
antenna elements is set to 64 but can vary in simulations and the number of APs is set to
100 but can also vary during simulations. The most relevant parameters are summarised
in Table 5.2.
Figure 5.13 compares in a similar way as Figure 5.4 the impact on performance of dif-
ferent non-reciprocity sources. There is a noticeable difference between MRT and ZF,
amplitude mismatch at APs also degrades the performance and also phase error is the
most degrading mismatch. In the phase non-reciprocity worst case, i.e. 104 degrees, the
system performance is completely degraded. As we concluded in the MRT section, the
UE non-reciprocity does not affect in any manner the system performance.
In ZF precoder case, conversely to MRT case, we analyse both phase and amplitude
non-reciprocity errors. Figure 5.14a plots the percentage degradation of 95th and 5th
percentiles of SINR with different phase root mean squared errors, we observe that phase
errors higher than 5 - 10 degrees produce a large degradation in terms of SINR.
In the amplitude case, Figure 5.14b illustrates the SINR degradation in the same way, we
observe that an amplitude root mean squared error of 0.1 produces a degradation of 30
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Figure 5.12. Average per-user rate under different mismatch sources at AP and ZF
precoding with L = 1, M = 100, K = 20 and receiving SNR = 10 dB.
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Figure 5.13. CDFs of ZF per-user rate under different non-reciprocity sources. M = 64,
L = 100 and K = 20.
% of the 5th percentile of SINR.
Figure 5.15 shows both 95th and 5th percentiles of the ZF per-user rate with different mu-
tual non-reciprocity variances. We observe that a variance higher than -20 dB degrades
both percentiles to zero.
Figure 5.16 demonstrates that a system with a mutual coupling non-reciprocity variance
of -30 dB does not benefit from an increasing of the number of antennas per AP. In
this Figure, the performance of a reciprocal system is compared with the performance
of a non-reciprocal system, we notice that while the reciprocal case the performance
increases as the number of antennas increases, in the non-reciprocal case the perfor-
mance is limited by the non-reciprocal response.
ZF and MRT comparison
Figures 5.10 and 5.15 use the same parameters to simulate the impact of mutual coupling
non reciprocity, thus we can compare MRT and ZF precoders. In these Figures, we ob-
serve that Zero-Forcing precoder is far more sensitive to mutual coupling non-reciprocity
than MRT precoder. A mutual coupling non-reciprocity variance of -10 dB degrades com-
pletely the performance of 5th percentile under ZF precoding, and in the case of MRT
precoder, a variance of -10 dB degrades substantially the 5th percentile but to a lesser
extent than ZF.
A striking difference between both precoders is that MRT is only affected by a non-
reciprocal phase response, whereas ZF is affected by both amplitude and phase non-
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Figure 5.14. Percentage degradation of 95th and 5th percentiles of the CDF of ZF per-
user SINR with L = 100, M = 64 and K = 20.
reciprocal responses. This difference can be noticed in Figures 5.4 and 5.13, where we
observe a complete degradation of both 95th and 5th percentiles in ZF case and only a
complete degradation of 5th percentile in MRT case. Additionally, comparing Figures 5.5
and 5.14a, we observe that ZF is more sensitive to phase non-reciprocity than MRT. We
note that 20 degrees of phase RMSE completely degrade ZF performance but MRT with
UatF bound experiences the same degradation with 80 degrees of phase RMSE.
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Figure 5.15. 95th and 5th percentiles of the ZF per-user rate with different mutual cou-
pling non-reciprocity variances, M = 64 and L = 100.
60 65 70 75 80 85 90 95 100
Number of antennas per AP (M)
4
5
6
7
8
9
10
11
12
13
14
Pe
r-u
se
r r
at
e 
(bi
t/s
/H
z)
Reciprocal
Non-reciprocal
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6 CONCLUSION
In this last chapter, we sum up the most relevant findings and, we also present possible
future works drawn upon the scope of this thesis.
This Master’s thesis aims to survey the effects of non-reciprocal channels in Cell-Free
massive MIMO systems. For that purpose, we derived analytical expressions for the
achievable rate using maximum ratio transmission and zero-forcing precoding, including
non-reciprocal channel models. Those expressions introduce novelty because the non-
reciprocity model used in this work is different from most of the previous works. Unlike
previous papers, we consider a more physically-inspired model where non-reciprocity
values remain constant over many coherence intervals as proved by experimental results.
Given the results from chapter 5, non-reciprocal channels can easily be a performance-
limiting factor in massive MIMO systems, specifically in Cell-Free systems.
We also provide exact numerical approximations for derivations of analytical expressions
using zero-forcing precoding, and we verify their consistency through numerical results.
We summarise the main findings as follows
• Non-reciprocal transceiver responses at UEs do not impact on the system perfor-
mance in any manner. This conclusion contrasts with some previous works, and
the reason is the slow-varying non-reciprocity model used in this work. This result
entails that calibration algorithms can completely ignore the transceiver frequency
response of the UEs.
• Maximum-ratio transmission is only affected by non-reciprocal phase responses at
APs. Based on this finding, calibration algorithms should strongly focus on com-
pensating phase mismatches when APs use conjugate beamforming.
• Phase non-reciprocal responses affect to a greater extent than amplitude non-
reciprocal responses when APs use zero-forcing precoding. Therefore, calibration
algorithms should prioritise phase than amplitude response compensation.
• Phase non-reciprocal response compensation is the most important issue in terms
of system performance degradation for both conjugate beamforming and zero-forcing
precoding.
• In general terms, ZF is more sensitive to all non-reciprocity sources than MRT.
Mutual coupling and phase non-reciprocity have a stronger impact on ZF than MRT
achievable rate.
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6.1 Further studies
Further studies of this thesis should follow these guidelines.
• Exploiting calibration methods based on the conclusions of the thesis, e.g. only
phase non-reciprocity errors at APs affect the MRT performance or only phase and
amplitude non-reciprocity errors at APs affect the ZF performance.
• Different precoding techniques are also interesting for research purposes. Con-
sidering other precoders under non-reciprocal channels and deriving closed-form
analytical expressions and conclusions is an interesting research topic for future
works.
• Slow-varying non-reciprocity model can be used to analyse in an extensive way cen-
tralised massive MIMO systems, and to compare performance limitations between
distributed and centralised deployments.
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A ETHICAL, ECONOMIC, SOCIAL AND
ENVIRONMENTAL ASPECTS
A.1 Introduction
The so-called fifth-generation (5G) is raising high expectations in many different fields, as
it promises substantially increasing spectral efficiency, energy efficiency and peak data
rates, among others, compared to previous generations. Achieving these goals is a major
challenge and massive multiple-input multiple-output (MIMO) is the most promising key
technology to improve system performance in such away.
This technology consists of deploying a large number of antennas at the base stations,
in the order of hundreds of antenna elements, compared to a small number of users
being served. This work studies one of the possible limitations that can be found in the
implementation of this new technology, massive MIMO, and also focuses on promising
new architecture.
A.2 Description of relevant impacts
In this appendix, we analyse how the context of this project can impact on aspects as
diverse as economy, environment or ethics and professionalism.
We consider them to be the most important impacts to take into account because 5G
and massive MIMO promise to reduce consumption cost, improve energy efficiency and
change the paradigm of many jobs. We present a detailed analysis below.
• Environmental impact: More efficient architecture or techniques can reduce power
consumption, and better efficiency affects network operators that reduce operating
costs. Additionally, cutting down on power consumption implies a lower impact on
the environment. This impact affects the whole society, the environment and the
network operator.
• Ethics and professionalism: Requirements, which until nowadays could not be
met, allow to create a new paradigm in many risky professions. Reducing risks
facilitates compliance with occupational safety laws, and therefore, benefiting both
employees and employers.
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A.3 Detailed analysis of the main impacts
The promised improvements by these new technologies do not consist solely in enhance
performance, but also increase efficiency. This means that resources are used more
efficiently than before, i.e. to provide the same quality of service the needed amount of
energy is drastically reduced.
The environmental impact is evident, an energy efficiency enhancement translates into a
lower carbon footprint of the infrastructure, thereby achieving a considerable reduction in
the environmental impact due to the operation of the base stations. Improving efficiency
is not only relevant in social aspects, but it also has a strong economic impact on the
company that operates the infrastructure. Reducing energy consumption reduces elec-
tricity cost and also reduces the cost of cooling base stations, both imply cutting operating
expenses.
Furthermore, this technology can be the key to allow applications that have not even been
conceived yet or that for requirements the reliability or low latency have not been able to
be implemented until now. By setting an example, if high transmission rates and ultra-low
latency are achieved it would be possible to control dangerous machines in real-time from
the safety of a control station, this would mean eliminating risks in many dangerous jobs;
hence, improving working conditions of countless jobs. This could be extremely important
in terms of ethics and professional responsibility.
A.4 Conclusions
This work does not have a direct impact on the social or economic spheres, but it is
technical research and development what allows all these promising goals to be carried
out. Scientific works are key enablers of the next wireless generations that will critically
impact on many different aspects of our lives.
We sum up the previously considered implications of these new technologies as follows
• Reducing the carbon footprint of network infrastructures;
• Improving working conditions by avoiding risk scenarios;
• Cutting operating expenses of network infrastructures;
Although this work and many others do not study the mobile networks as a whole, with-
out different kind of works complementing each other, mobile networks would not be a
reality. Hence to a certain extent, this work and similar ones are involved in the previously
mentioned aspects.
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B ECONOMIC BUDGET
Labour cost (Direct cost) Amount hours Price/hour Total
810 15 e 12150 e
Cost of material resources (Direct cost) Price Months of use Depreciation (years) Total
Personal computer 1500 e 6 5 150 e
Expendable material
Printing 100 e
Book binding 60 e
Subtotal 12460 e
Taxes 21 % 2616.6 e
Total Budget 15076.6 e
Table B.1. Economic budget
