The numerical simulation of groundwater p o w in three-dimensional heterogeneous porous media is ezamined. To enable detailed modeling of large contaminated sites, preconditioned iterative methods and massively parallel computing power are combined in a simulator called PARFLOW. Afler describing ihis portable and modular code, some numerical results are given, including one that demonstrates the code's scalability.
Problem description
Groundwater contamination is a major problem throughout the world. In the United States, for instance, numerous governmental and industrial sites require remediation. The Department of Energy is currently cleaning up several of its contaminated sites, including Lawrence Livermore National Laboratory (LLNL). Much of the contamination found at LLNL today originated in the early 1950's when the present :site was a naval air base; however, additional contamination has occurred since then. Liquid chernilcal solvents (now classified as hazardous wastes), various petroleum products, and small amounts of tritium and heavy metals were either dumped onto the ground surface (intentionally or accidentally) or were introduced into the subsurface via leaky storage tanks. (Over time, these contaminants slowly percolated into ithe unsaturated zone (a region in which the soil inIterstices are filled with air and water). While some of his material is still there, and other (volatile) porticrns have evaporated, a significant amount has migrated into the more mobile groundwaters (saturated zone) iind are now moving toward downtown Livermore at approximately 25 m / y r . (The water table, which is (he boundary hetween the unsaturated and saturated zones, is at an avcrage depth of 30 meters.) 0-8186-4980-1/94 $3.00 0 1994 IEEE 17
The need for improved modeling
The Laboratory is obligated to track this migration and to design and execute remediation procedures. Various techniquea are now being studied, tested, and implemented [17]. These include common methods like pump-and-treat, and also more promising procedures based on dynamic steam stripping, baeierial imnsformation, and other forms of in siiu chemical manipulation. In an attempt to understand the efficacy of a given remediation approach, as well as to determine the most economical implementation for a specific technique, engineers frequently employ mathematical models to aid in the deign and analysis of various strategies. Unfortunately, many of these models are based on idealized assumptions about the subsurface media and its flow behavior. For example, the fact that the subsurface materials are heterogeneous in composition and spatial distribution is usually not taken into account. Instead, traditional models make assumptions of bulk homogeneity over large scales and treat the subsurface behavior as oneor two-dimensional. As a result, these models may fail to represent accurately many important processes. Consequently, the conclusions drawn from these simple models are open to question, as are the decisions based on these conclusions.
In reality, the subsurface is three-dimensional and heterogeneous. This means that some regions of the subsurface are more permeable to water flow than others; this is represented by a spatially variable flow parameter known as the hydraulic conduciivity ( Figure  1 ). As we will see, this leads to preferential flow channels in the subsurface velocity field. These channels can lead to "fingering" in contaminant migration, that is, nonuniform dispersion over time. It is essential to resolve this behavior because it can drastically alter the conclusions one draws about a given remediation procedure. For example, a homogeneous model may yield simulations that predict that the procedure under study will meet regulatory requirements. HOW- ever, a more accurate heterogeneous model (with adequate resolution) may predict the opposite. Regulatory agencies are now recognizing this and demanding the increased use of detailed, three-dimensional modeling.
Researchers have recognized the deficiencies of tw* dimensional homogeneous models for some time, but have been unable to consider running more realistic simulations until recently. Current simulations often lack sufficient spatial resolution (to capture fingering) because of a paucity of subsurface data and the inability to solve the resulting problems on even the largest of conventional vector supercomputers. For example, one would need nearly one billion mesh points to prop erly represent the LLNL subsurface media. The huge problem size is dictated by the physical size of the site to he modeled (several square kilometers), and by the need to resolve the heterogeneities (on the order of meters). To overcome the lack of data, hydrologists now seek to generate permeability realizations (at a fine scale of resolution) that reproduce the statistical patterns of heterogeneity observed in real systems (see 5 2) . To solve the rsulting problems in a timely fashion, it is necessary to make algorithmic improvements that reduce the time needed to compute a flow velocity field. For example, preconditioned conjugate gradient methods have reduced the time required by more traditional methods (such as SSOR) by more than an order of magnitude [ll], but this is still inadequate. To see why, consider the calculation of a single flow field on one processor of a Cray 2 vector supercomputer. Depending on the nature of the problem, this computation would take between 2 and 800 CPU hours! h4oreover, we need to run hundreds of such simulations as we conduct timedependent studies, examine different remediation strategies, or run the code in a Monte Carlo fashion. To enable these types of detailed experimental studies, one also must apply massively parallel processing power. The application of such power to the modeling of real sites is the focus of this paper.
The ParFlow simulator
To address this need for a code that combines fast algorithms with MPP power, we are developing PARFLOW, a portable and parallel simulator for modeling multiphase fluid flow and (ultimately) multicomponent chemical transport in three-dimensional heterogeneous porous media. When complete, this code will possess a local mesh refinement capability, use surfaces to represent the site topography and subterranean formations, offer a variety of numerical methods for various aspects of the numerical simulation, and employ an easy-to-use X Windows (Motif) interface. The code is being designed to be modular and extensible. Moreover, this is not just a research code, but a prototype production code. By this we mean that the code will allow engineers to examine new methods (e.g., different discretizations and solvers) on nalsites.
(The modular design of the code will enable the easy addition of new methods.) In this sense, PARFLOW will serve as an ezperimenfal appamius with which one may explore the fundamental relationships between coupled physical and chemical phenomena in realistic systems. This type of experimentation will yield new physical insights, thereby improving the undersl.anding of such systems [l, 2, 12, 161. This will allow us to better interpret field data and design effective remediation procedures.
Our goal, therefore, is to get massively parallel processing into use as quickly as possible to enable the modeling of large sites. These simulations will not replace conventional modeling efforts, but will supplement them. The experience gained in these simulations will guide future algorithmic improvements.
We are targeting the class of distributed memory MIMD machines, which includes the Meiko CS-2, CRI T3D, Intel Paragon and Delta, and nCUBE/2, as well a s workstation clusters. Code development is done on a cluster of Sun Sparcstation 10/30's. Larger simulations are run on the 1024node nCUBE/2 at the Massively Parallel Computing Research Laboratory at Sandia National Laboratories. To achieve portability, we are presently using the Zipcode message passing system [13], but we will switch to the MPI standard as soon as it is available.
Solution approach
We will now describe the numerical simulation of multiphase fluid flow in heterogeneous porous media. Specifically, we will present the mathematical equations that model the flow, outline our approach for the numerical solution of these equations, discuss a few implementation issues, and describe our subsurface realization technique.
Mathematical formulation
Our model of fluid flow is based on the following multiphase balance equations for fluid mass and m e mentum in a porous medium:
where Q = 1,. . . , v denotes a given phase (such as air or water). Equation ( is the associated density, S,(x,t) is the saturation, v,(x,t) is the velocity vector, Q,(x,t) is a source term, k(x) is the intrinsic medium permeability tensor, k,,(x,t) is the relative permeability, p, is the viscosity (assumed constant), p,(x,t) is the average pressure, and g is the gravity vector. The assump tion that (b is independent of time implies a rigid (or incompressible) medium.
These equations may be combined and written as where, for each phase a, h, is the pressure head and K, is the hydraulic conductivity tensor, given by
for constants y and po (gauge pressure). The equations (3), along with appropriate auxiliary conditions called constitutive relations (e.g., E, Sa = 1) are the equations we must solve to obtain the unknown heads h a . In general, these equations are nonlinear because Sa and K, are explicit functions of the h,(x,t). After the heads are determined, the velocities are easily recovered via equation (2). Currently. the problem domain is assumed to be a parallelepiped. In the future, we will modify this part of the code to allow use of surfaces to represent the irregular ground surface topography and impermeable (or nearly impermeable) formations (such as clay or rock layers). This will add much more realism to the model and is necessary for many sites.
The boundary conditions are assumed to be either Dirichlet, Neumann, or mixed, and are given in the general form:
where vu, C , , and Ijl, specify the boundary condition on the domain boundary I?, and
Y is the fluz.
In this paper, we consider the important special case of steady state saturated (i.e., single phase) flow.
Here, equation (3) reduces to a single equation,
where the hydraulic conductivity K ( x ) is independent of h, thus making (8) linear in h. This simpler problem is of practical interest because contaminant transport is most rapid in this region. Although PARFLOW is deaigned to solve the more general multiphase flow equations, to date we have focused our attention on the single phase problem. This has allowed us to hone our linear solver technology before tackling the more demanding timedependent nonlinear equations associated with multiphase flow.
Numerical solution
We will solve for the pressure head(s) on a discrete mesh. Our grid consists of many subgrids, each with its own resolution given in terms of a fine background grid (Figure 2) . The resolution of a given subgrid is a power of two times the resolution of the background grid. This is done to simplify the handling of the subgrid interfaces on multiple resolution grids. In particular, the complexity of communication routines needed to do various iterative linear solver operations, such as matrix-vector multiplication or interpolation and restriction, is reduced. The subgrids are distributed across processes so that each process contains an array of subgrids with appropriate pointers to its neighboring subgrids. In our numerical investigations to date, we have used a single uniform grid (but with different steplengths, Ax, Ay, and Az). This makes load balancing easy. However, we will need local grid refinement when we incorporate pumping wells, and this will necessitate some sort of load-balancing algorithm.
The current time-stepping algorithm is based on a mass conservative backward Euler scheme, and the spatial discretization is a standard 7-point finite volume method. (Several finite difference discretizations also are available.) In the general case (of multiphase flow), the time and spatial discretizations yield a large system of nonlinear equations, which will be solved U% ing an inexact quasi-Newton method. (By "inexact" we mean that an iterative method is used to solve the linear systems that arise at each step of the quasiNewton iteration.) The solution of these equations give the desired discrete pressure heads. Once these are computed, the velocities can be calculated eat+ ily using an appropriate discretization of equation (2). Moreover, it is possible to compute these values to the same order of accuracy as the heads [3]. However, we have not yet implemented this technique, and are currently using a lower order differencing scheme. In the case of saturated flow (our immediate interest), the discretized equations are linear, and so we obtain the pressure head from the solution of a linear system of equations, Ah = f .
The solution of these large linear systems is computationally intensive and must be done efficiently and accurately. Since we are interested in detailed simulations (i.e., high resolution), we must use an iterative scheme. Within the hydrology community, the most commonly used methods are SIP and SSOR. Although adequate for many problems, these methods suffer in comparison t.o the conjugate gradient method [7] . In this method, the energy norm of the error is minimized over a Krylov subspace at each step of the iteration, thereby yielding an optimal iterative method. When combined with a good preconditioner, the resulting preconditioned conjugate gradient (PCG) method [5] is an extraordinarily powerful tool. For example, the PPCG method was shown [ll] to be an order of magnitude faster than SIP and SSOR.
Linear solver implementation
We have implemented preconditioned coqjugate gradients with diagonal scaling (DCSG), 8-step Jacobi preconditioning (JsCG), and adaptive Chebyshev polynomial preconditioning (PPCG). These solvers call several basic linear algebra routines, including vector update (azpy), inner product (dot), and matrixvector multiplication (matuec). The representation of matrices and vectors is an important issue in the implementation of these routines. The coefficient matrix A is viewed as a stencil (Figure 3 ) distributed across the processes analogous to the subgrid distribution. This representation is a consequence of the underlying spatial discretization. A vector is logically similar to a grid in that it is composed of several subuectors, the components of which may be thought of as mesh points on a subgrid (see Figure 4 ). An additional layer of ghost points surrounds each subvector; this will be explained below.
In any linear solver, a key operation is matrixvector multiplication, y = Ax. To compute the niatvec result at a given grid point (i, j , k), we "apply" the stencil to the grid: For each neighboring grid point specified by the stencil, we multiply the vector value at that point by the corresponding stencil coefficient, and then sum these products. That is, component yi,j,k of the matrix-vector product is given by Yii,j,k = wi,j,kxi-l,j,k + ei,j,kxi+l,j,k + Si,j,kxi,j-l,k +ni,j,kxi,j+lBk + li,j3kxi,jDk-l + ui,j,kxi,j,k+l +ci,j,kxi,j,k which is equivalent to multiplying a row of the matrix by the vector z. By viewing the matrix-vector multiplication in this way, it is readily apparent which data needs to be communicated, namely, subgrid boundary data. We therefore exchange interprocess boundary data at the start of a matvec. Once each process has the data it needs, intraprocess matvecs are carried out in parallel. Of course, it is possible to overlap some of the communication with computation. Specifically, (,he intraprocess matvec can work on the process' internal mesh points first, and then update the boundary mesh points after the communication step is complete. On most machines, and for most large problems, this communication will be concluded before the internal mesh points have been updated. The ghost points that surround subvectors are used 00 store the interprocess data in the matvec and other operations. This simplifies coding and leads to faster application development. Note that the single layer of ghost points is a direct result of the 7-point matrix stencil. Although we plan to investigate other discretization stencils in the future, they all can be viewed as special cases of the standard 27-point strncil, and so one layer of ghost points is sufficient.
Since a subvector may share interprocess data with several subvectors in a neighboring process, we defined several communication structures to help optimize t,he various data exchanges needed within PARFLOW. F'or example, in a matvec we need to exchange subvcctor boundary data, and we wish to accomplish this with as little communication as possible. To do this, we created a "communicate-all-boundaries" structure, into which we put information describing the data to be sent to, anti rcceived from, each neighboring pIocess. 'l'his allows us to pack and unpack the message buffers more efficiently, as well as to reduce the cornmunication requirements to one send and one receive per neighboring process.
Subsurface realizations
In our model, soil heterogeneity is reflected in the spatial variation of the hydraulic conductivity K (see Figure l) , at a sufficiently fine resolution. (For sirnplicity, we will discuss only the single phase case.) Unfortunately, property measurements are typically too sparse to specify the kind of detail required in our model. Recall that we may need upwards of one billion mesh points to properly resolve the subsurface heter* geneities, and one never has this much hard data. At the LLNL site, for instance, there are over 300 monitoring wells collecting data on the subsurface. AJthough this data can be supplemented with -called soft data (obtained, for example, by cross-well tomography), there are still relatively few data points. Consequently, hydrologists and geologists often describe fine-scale heterogeneity with statistical interpolation techniques [8, 9, 161. Here, measured values and statistical characteristics of a medium property may be used to produce a number of equally-representative mulizafions of the property distribution. These realizations may then be used to study subsurface behavior in a Monte Carlo fashion. Although these realizatioms cannot give the precise value of the hydraulic conductivity at an (z,~, z ) coordinate, they do provide a more realistic representation of property variability between measured data points. This may, in turn, lead to more realistic simulations of flow and transport behavior over large spatial regions. Such simulations can aid site managers in determining where to concentrate their remediation efforts, thereby enabling a more cost-effective site cleanup. Moreover, these sirnulations can help answer the following question: Will a given remediation strategy confine the contamination to the prescribed area? (Environmental remediation experts and regulators are keenly focused on such "yes or no" determinations.)
Let us discuss the realization issue a little further. We wish to devise some way of mathematically representing K in a reasonably realistic manner. To do this, we will (i) interpolate the small number of known measurements and/or (ii) generate hypothetical "property realizations" that retain specific features of the variable properties [8, 91 . For example, one might assume that the variability of K can be described by a spectral random field [14] . Briefly, this means that property values at all points are assumed to be drawn from a "distribution" with a known (or measurable) mean, variance, and spatial correlation. (Correlation is used as a simple measure of the spatial persistence of prop erty values.) An important feature is that the inherent length scales of variation are controlled by the correlai tion model and not by the spacing between the actual measurement locations. This type of model is frequently used to describe hydraulic conductivity distributions for both theoretical and computational investigations 11, 2, 6, 10, 12, 14,   16 ). Distributionsof In K values measured at fieldsites (including LLNL) often appear to be Gaussian. &ti-mates for the mean, variance, and correlation scales of this In K distribution have been made from preliminary data analyses, and this statistical information can be used to generate one or more property realizations (as in Figure 1) . These realizations will not necessarily match data measured at any specific point, but this can be imposed if desired. When this type of realization is used in computational experiments, one is typically interested in the generic effects induced by the variable nature of the property. For example, one might be interested in modeling the dilution of a given chemical species as it moves distances much greater than the correlation scale.
Once a realization is devised, the resulting model can be validated via history matching. Here, a simulation is run from some previous time to the present, and the results are compared to known data. If the predicted state differs significantly from the observed state, the model can be tuned by varying the statistical parameters. A more sophisticated approach to model validation and tuning is to embed the simulator in an optimization code (for determining the best model parameters).
Turning bands implementation
To obtain spectral random field realizations, we are using Tompson's turning bands algorithm [15] . Given certain statistical parameters that describe the hydraulic conductivity (including mean, variance, and spatial correlation), this algorithm generates a realization for the subsurface. That is, it generates a set of points with the specified statistical properties. These points provide the conductivity values needed in the model. Please see [15] for details.
In our early experiments, we used a serial code to generate the realization and then distributed the conductivity values across the processes. This proved to be too time-consuming. (It took longer to distribute the data than to solve the associated linear system!) Consequently, we implemented a parallel version of the t.urning bands algorithm within PARFLOW. The subsurface realization is now computed in parallel on the proper processes-with no communication. This will be extremely advantageous when we run very large problems, as well as when the code is run in a Monte Carlo fashion to determine the most probable subsurface 00w behavior.
Numerical experiments
In this section we describe the results of our first numerical investigation. The experiments were aimed at exercising various parts of the simulator and measuring its parallel performance; we were lees concerned with megaflop rates and iteration counts. To validate the code, we compared our results with those from an accepted serial code, and we were in agreement.
The experiments were run on a cluster of Sun Sparcstation 10/30's and on the Sandia nCUBE/2 (see Acknowledgements below). AVS was used to visualize both the hydraulic conductivity realizations and the computed velocity magnitude fields.
Test problems
Three-dimensional test problems focusing on saturated flow (equation (8)) in heterogeneous media were considered. Realizations of the hydraulic conductivity K ( x ) were developed from the turning bands algorithm (see above). In each of the experiments, we imposed no flux boundary conditions on the top, bottom, and two opposing sides, and Dirichlet conditions on the other two opposing sides. We used DSCG to solve the resulting linear systems. The iteration was halted once the relative residual was less than a given tolerance.
The main test problem was solved on a relatively small grid (51 x 51 x 51). This was done so that the problem could be solved on a single Sparcstation. The Dirichlet conditions were given as hydraulic head (/E+ z ) values of 0.05 on the left face and -0.05 on the right face, where the grid spacing was uniformly 0.5 in each direction. Figure 5 illustrates the conductivity field used in this problem. The resulting velocity magnitude field computed by PARFLOW is shown in Figure 6 . The lighter grays correspond to higher (in magnitude) flow velocities. We clearly see the preferential flow channels (corresponding to high velocity magnitude) that give rise to the crucial fingering phenomenon mentioned earlier. For the most part, these channels match the regions of high conductivity, as one would expect. These channels, which critically impact contaminant migration, cannot be detected by a homogeneous code. We used DSCG with a convergence tolerance of lo-' to solve the linear system. The algorithm took 386 iterations to converge, and required 118. 8 CPU seconds on 216 processors of the nCUBE/2.
Parallel performance
In Figures 7 and 8 , we plot the speedup and effic:iency, respectively, against the number of processes for the DSCG iteration. Here the problem size is fixed at 120 x 120 x 120, and we employ an increasing number ( p ) of processes. For a small number of processes, the performance is nearly optimal, but it deteriorates as p increases because the size of the problem per process decreases. More precisely, the ratio of the nurnber of surface mesh points to the number of interior mesh points increases rapidly (because we are in three dimensions) Consequently, communication becomes more and more dominant,, which leads to the degradation in performance.
A more meaningful measure of parallel performance for this application is scaled speedup, which measures t lie speedup as the problem size increases linearly with the number of processes. (The motivation for this measure is root.ed i n practice: the real value of massively parallel inacliines is that they enable the solution of larger prob1c:ms.) As we can see in Figure 9 , our DSCG algorithm scales nicely. We fixed the prohlein size per process at 28 x 28 x 28, and we solvvd larger and larger problems by adding more and more processes. Observe that the time to execute a single DSCG iteration remained nearly constant (the ideal). However, since an inner product requires a global combine, which in turn requires O(1ogp) communications, scaled speedup does drop off slightly as the number of processes is increased. This effect is, for all practical purpcees, negligible. In addition, the conjugate gradient algorithm (regardless of implementation) is not truly scalable si.nce its convergence rate usually increases as the problem size increases (because larger problem sizes usually result in larger condition numbers). Multigrid-based solution techniques, on the other hand, converge in a number of steps that is independent of the condition number.
Finally, we remark that we were able to solve a (simple) test problem involving over eleven million mesh points in just over thirteen minutes using 512 nodes of the nCUBE/2. Of course, an improved linear solver (such as multigrid) would dramatically reduce the CPU time, and we are currently implementing faster solvers to enable efficient timedependent studies.
Summary and future directions
We have described PARFLOW, a portable and parallel simulator for modeling multiphase fluid flow in three-dimensional heterogeneous porous media. The code is designed to exploit the power of massively parallel processing to enable detailed simulations that will yield more accurate results than are now possible. After describing our solution approach, we presented some numerical results and demonstrated the scalability of the code.
At present, we are using a finite volumes spatial discretization to obtain a large system of linear equations, the solution of which gives the pressure head from which the groundwater flow velocity is determined. To solve this linear system, we used preeonditioned conjugate gradients with diagonal scaling.
In the future, we will improve the linear solver cac pability by implementing multigrid, both as a preconditioner for conjugate gradients and as a stand-alone solver. We expect this to speed convergenee considerably, thereby enabling interactive time-dependent simulations. We also plan to incorporate pumping wells into our model, exercise the timestepping algorithm, and solve two-phase flow problems. Finally, we will couple this model to a transport code to simulate the migration of chemical contaminants under various remediation scenarios.
