An algorithm is presented for running SHAKE in parallel. SHAKE is a widely used approach to compute molecular dynamics trajectories with constraints. An essential step in SHAKE is the solution of a sparse linear problem of the type Ax b = where x is a vector of unknowns. Conjugate gradient minimization (that can be done in parallel)
I. Introduction
Parallelization of a single Molecular Dynamic trajectory is one of the most promising approaches to extend the time scale of simulations. Here we focus on distributed memory machines that are cheaper overall and have significant potential for further growth. In a Molecular Dynamic simulation the coordinates (and velocities) are propagated serially in small time steps following the Newton's equation
The mass matrix is M (diagonal in the Cartesian representation) and U is the potential 
Calculations of the forces can take more than 90 percent of the computation time (if run serially). The estimates are based on the MOIL program (Elber, Roitberg et al. 1995 ) (see section on Numerical Examples below), though similar numbers are expected for other programs as well. If the fast degrees of freedom (e.g. bonds) are constrained with the SHAKE algorithm (Ryckaert, Ciccotti et al. 1977 ) a larger time step, typically by a factor of 2 to 3, can be used. The gain in computational time comes with the (small) penalty of 5 to 10 percent of serial calculation time. The simulations with SHAKE can therefore be made significantly longer in time at a similar computational cost to simulations of unconstrained dynamics.
Parallel and distributed computing is an attractive way to accelerate the simulations further. Indeed, significant advances were made in algorithms that compute Molecular Dynamic simulations in parallel. Implementations of parallel algorithms for Molecular Dynamic simulations focus on the calculation of the forces (Nguyen, Khanmohammadbaigi et al. 1985; Clark and J.A. 1990; Mertz, Tobias D.J. et al. 1991; Mullerplathe and Brown 1991; Skeel 1991; Debolt and Kollman 1993; Plimpton 1995; Plimpton and Hendrickson 1996; Brown, Minoux et al. 1997; Kale, Skeel et al. 1999 ). In the applications presented in this manuscript, atom decomposition is used. We call atom decomposition to algorithms that keep a complete copy of the coordinate and velocity vectors on each of the processors and distributes the calculation of the forces. It is especially suitable for systems that are not very large which we consider here (spatial decomposition, an alternative parallelization approach that divides the atoms between the processors, can be done efficiently for large systems).
Efficient algorithms to parallelize the calculations of the forces in the atomic or spatial decomposition schemes are available. However, parallelization of SHAKE is considerably more difficult to perform efficiently. The usual implementation of SHAKE (which we call bond relaxation (Ryckaert, Ciccotti et al. 1977) ) is inherently serial and cannot be parallelized in the general case. The parallelization of direct relaxation methods -one bond is corrected at a time, are difficult to implement and to exactly reproduce the serial algorithm. Therefore practical applications are either approximate, or the algorithms are specifically tailored to the problem at hand. The complexity of the parallelization of SHAKE is related to the constraints' coupling matrix ' ll A to be defined below (equation (11) A decomposes into small blocks (e.g. water molecules) can be parallelized in a trivial way. In fact, our algorithm exploits block structure of the coupling matrix.
Consider for example water molecules for which the usual SHAKE of bond relaxation converges more slowly than our algorithm. Moreover, for complex polymer simulations (such as protein folding), parallel decoupling or exact bond relaxation are not possible.
These cases become more important as polymer simulations without explicit solvent gain in popularity (for implicit solvent papers see for instance the generalized Born model (Hawkins, Cramer et al. 1995; Tsui and Case 2000; Zhou, Friesner et al. 2001) ).
Examples for previous heuristic approaches are as follows: Debolt and Kollman introduced a pipeline procedure for relaxation of bond lists (Debolt and Kollman 1993) , and Brown et al. (Brown, Clarke et al. 1993 ) introduced a multi-coloring scheme for sequential relaxation of disconnected "islands" of bonds to avoid shared bonds between "working" processors.
For massively parallel and memory-distributed systems it is essential to parallelize SHAKE in addition to the forces. A program can be partitioned into a part that can be made parallel and a part that must run serially. The maximal speedup is bound by the fraction of serial code that remains, and serial SHAKE can take up to 10 percent of the total execution time.
Parallelization of SHAKE is challenging not because of the requirement for load balancing, because for SHAKE this is static, can be done prior to the beginning of the simulation and is relatively easy to do. One difficulty is that the usual SHAKE formulation requires serial adjustment of constraints (bonds), one bond after the other. An alternative to the bond relaxation algorithm is therefore desirable. Another difficulty is that the serial algorithm requires numerous iterations. When the forces are computed, they are computed once in a time step. In contrast, usual SHAKE bond relaxations may iterate numerous times in a single time step and therefore require closing and opening a number of communication channels (the actual amount of data transfer is not so large).
As part of an effective parallelization of SHAKE it is desirable to reduce the number of iterations as much as possible, and to make the algorithm rigorously equivalent to the serial version. Finally if a true parallel algorithm for constrained dynamics is formulated, the problem of communication overhead remains. While this overhead diminishes as the system size increases for the (small) examples of the present manuscript the communication overhead is significant. We have put forward the idea that a matrix formulation of SHAKE (known already from the original work of Ryckaert and Ciccotti (Ryckaert, Ciccotti et al. 1977) and further developed in the work of Barth et al. (Barth E., Kuczera et al. 1995) ) in conjunction with the conjugate gradient algorithm is an effective way of addressing the above points. For enhanced efficiency the conjugate gradient algorithm is using a symmetric version of the matrix that was introduced by Barth et al. (Barth E., Kuczera et al. 1995) . Of course it is important for the new algorithm to exploit a potential block structure of ' ll A , which is also what we have done.
The algorithm for parallelization of SHAKE that we present here is expected to work for both atomic and spatial decomposition, even though we have pursued here (in accord with our research interest) only atom decomposition, which is more appropriate for small systems. Further evaluation of the spatial decomposition option can be found in the "Discussion and Summary" section.
Another comment is about hardware architecture. We restrict the numerical examples to the (cheaper) solution of distributed-memory parallel-systems such as clusters (as opposed to shared memory computers). Although the same algorithm can be effective for both architectures, the distributed memory system is harder to optimize.
Below we present a brief overview of constraint dynamics and then discuss the proposed parallel algorithm for SHAKE. We close by numerical examples.
II. Constrained dynamics and SHAKE
The beauty of the SHAKE algorithm is the realization that the constraints need to be satisfied exactly at each step, and that it is insufficient to determine the exact Lagrange's multipliers of the differential equation (Ryckaert, Ciccotti et al. 1977) . It is necessary to determine the coordinates that satisfy the constraints exactly for a finite time step.
Alternatively, (as is done below) the Lagrange multipliers can be defined in the context of a finite time step. If only the constraint forces and the Lagrange's multipliers from the differential equation are used, the numerical errors in the constraints (using a finite integration step t ∆ ) accumulate during the simulation. By the end of the day and the end of a long simulation, very significant errors in the constraints are evident. It is necessary to consider explicitly the equations for the constraints (and not only the constraint forces)
when integration with a finite step is used.
At this point it is convenient to introduce a concrete numerical algorithm, and we choose the velocity form of the Verlet algorithm (Verlet L. 1967) .
We denote by n X and n V the coordinate and the velocity vectors at step n . Below we deal first with the constraints on the coordinates. The velocity constraints that are simpler to handle will come later. Constraining explicitly the velocities is also called RATTLE (Andersen 1983 ). The Lagrange's multipliers that exactly satisfy the constraints are not
, and need to be determined from the equations of the constraints.
We denote by 
We use equation (3) 
and write in a more compact form a set of linear equations for '
The solution of these linear equations is a major bottleneck of the calculations in the SHAKE algorithm. We denote the solution by (0) ' l λ . Since the constraints are, in general, nonlinear, Equation (4) is approximate and the exact solution of the linear equation is insufficient. We construct a first order correction to the exact coordinates
This intermediate 
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The expression for
(1) 1 n X + from equation (7) is used in equation (8). Note the similarity to equation (4) that is our zero-order iteration. The difference between equation (4) and (8) (equation (8) is our first-order iteration) is the use of the update of the Lagrange's multiplier. We define ( )
and a new matrix that couples the constraints
(1) , l n λ , enables us to write the next approximation
And in more general terms
Note that in order to determine serial and is difficult to parallelize in a consistent and rigorous way for the reasons discussed in the introduction. It is also limited to highly sparse matrices.
We therefore return to the formulation in (6). The Lagrange multipliers could be found using standard linear programming techniques, as discussed in the original paper of SHAKE (Ryckaert, Ciccotti et al. 1977) . Use of the linear equations, and a solution of the inverse of the matrix ' ll A on a shared memory machine were discussed in Mertz et al.
paper (Mertz, Tobias D.J. et al. 1991 
However, this formulation is expected to be more expensive that the approach we finally used (see below) for two reasons: first, we need to compute matrix multiplication (an 3 operation in a worst case scenario), and second, we need to re-compute the matrix in every SHAKE iteration. These two conditions led us to use the symmetric matrix formulation (Barth E., Kuczera et al. 1995) . We note that the difference between
Ignoring this difference makes our original linear expansion correct to the order of ( )
We are losing one order of accuracy ( ( ) 
In the Appendix we consider a special case of the matrix ' (We note that there is another way to find λ ; as we discussed in the previous section, it is also possible to use non-symmetric A using minimization of a quadratic function in λ . ⋅ .
Alternatives for solving the linear equations are possible (for example Gaussian elimination (van Loan 1997)), and we did not explore them in detail. Nevertheless, the conjugate gradient iterations converge quickly and parallelize easily, as described below, making it a useful technique for the problem at hand.
IV. Representation of the sparse matrix A
The brief description of the minimization algorithm shows that in each iteration step, we need to perform matrix-vector multiplication and a few scalar products. Since the matrix ( A ) is sparse we wish to represent it in a way that (a) will make it possible to perform efficient matrix-vector multiplication, and (b) will store only non-zero elements. There are many representations of sparse matrices that can be used in principle. We have chosen one representation that works well for the task at hand. While we have not made a careful investigation of compact representation of sparse matrices in the context of the application at hand we looked at a few alternatives. The requirements of compact storage, minimizing communication between processors, and ease of access to relevant elements are not trivial to satisfy simultaneously and work well in the protocol discussed below.
Two vectors are stored: (i) a vector, V , with all the elements of A that are not zero and
(ii) a pointer, P , to these elements. The first elements of V are the diagonal elements of A and the off-diagonal elements follow, one row at a time. The first elements of the vector P point to the end of the rows of the matrix A as stored in the vector V . The The connectivity of the system is not changing during the simulation. We do not add, or remove constraints or change the identity of the atoms that are constrained. The vector P is therefore fixed during the simulation. For each time step, only the vector V (the nonzero elements of the matrix A ) requires an update. The number of these elements is much smaller than the size of the matrix A . For example, the number of bond constraints in myoglobin (a numerical example that we present below) is 1589. The length of the vector V is 6174, significantly smaller than 1589x1589 (99.7% of the elements are zero).
V. Parallelization of Conjugate Gradient
The list of constraints is divided between all the processors. Each processor has a fixed number of constraints that it works on, and that does not change during the simulation.
There are three types of operations that require parallelization:
(1) An inner-product vector: Each processor multiplies the elements from its own list and sums them up. A summation of the results from the different processors is performed.
(2) Summation of vectors to find the spatial displacement vector (equation 10): Every processor sums up the contribution to the displacements arising from its own set of constraints and the contributions to the displacements are summed over all processors.
(3) Multiplication of a vector by a matrix: This is the most complex part. The type of parallelization that we used assumes that the matrix A is sparse with most of the elements centered near the diagonal of the matrix. Each of the processors is responsible for only a part of the Lagrange's multipliers vector and its saves only the rows in the matrix that directly multiply this part of the vector. Of course, to obtain a correct result for the vector matrix multiplication we need elements that are not available in the current processors. These elements are transferred primarily from nearby processors since the matrix elements are concentrated near the diagonal. Since our prime interest is in "almost" linear polymers (as proteins are), the natural ordering of atoms in the polymer follows (roughly) the diagonal of the matrix of constraints.
We also note that uncoupled blocks of constraints (e.g. water molecules) are treated in the same way. We obviously make sure that a single water molecule (a block of three connected bonds) is not broken between different processors.
Nevertheless, highly off-diagonal constraints are also possible (for example between the side chains of cysteine residues in proteins). Therefore each of the processors has three lists of Lagrange's multipliers to send:
(i) a list of elements to send to the nearby processor on the right,
(ii) a list of elements to send to the nearby processor on the left, (iii) a list of elements to send to a processor that is not close.
Of course list (iii) is usually very small in proteins, making the assumption of "near the diagonal" sound. These elements are sent to the processors that need them prior to the multiplication. After the communication is complete the vector-matrix multiplication is performed independently on each of the nodes.
VI. The velocity constraints
The velocity constraints are implemented as described in RATTLE (Andersen 1983 ). We consider the constraint ( ) l X σ and differentiate it with respect to time
Of course, we wish the above scalar product to be zero for the newly generated step 1 n X + .
Note that we consider equation (14) only after we computed the coordinates of the next step. We therefore have from equation (3) ( )
Since the coordinates 1 n X + are known before we propagate the velocities we can compute (0) n V directly, and we have for the constraints ( )
The matrix
l l A t ∆ for the time step 1 n + . The same matrix is therefore used for coordinates and velocities. The constraints (equation (14)) are linear in the Lagrange's multipliers. The linear equation (16) is therefore exact and no Newton'slike iterations are required to determine the Lagrange's multipliers.
VII. Numerical experiments
The computational experiments were performed on an SP2 computer using MPI. Two molecular systems were simulated: (i) the protein Myoglobin with 1563 atoms and 1589 bond constraints and (ii) a DMPC lipid bilayer with water solvation (9630 atoms and 7668 bonds). All the runs were performed with 11Å cutoff distance for electrostatic and 8Å for Lennard Jones interactions. The time step was 1 femtoseconds, and the temperature was 300K. The non-bonded lists were updated every 10 steps.
The parallel SHAKE algorithm discussed above was implemented in the program MOIL (Elber, Roitberg et al. 1995 When the SHAKE algorithm was used we also parallelize the Verlet integrator. For the systems we investigate, the number of SHAKE iterations that were required never exceeded 4. The convergence criterion was 7
10
− Å accuracy for each of the bond lengths.
In Table 1 we present the result for the simulation of the protein myoglobin for 2000 steps of dynamics. This is a relatively small system for which the speedup is not expected to be significant. Nevertheless, the table shows some speedup (a factor of 2 for four processors) and good load balancing, when the individual routines are examined, suggesting the major problem to be the communication overhead for the SP2. Of course when the system is small, the communication problem becomes more critical. A larger molecule will make the ratio of computations to communication less overwhelming.
In table 2 we consider a second example of membrane simulations with SHAKE. The larger system naturally gives better results. We note that the set of 9630 atoms is not exceptionally large. There are numerous studies of molecular systems of similar and larger sizes. The membrane system is easier to constrain since the connectivity is lower, making the constraint matrix not only sparse but also made of blocks. We did not make an explicit use of the block structure of the matrix, however, this clearly makes the calculations less demanding.
In table 2 we summarize the run time of the parallel MOIL program with SHAKE. The speedup is bound primarily by communication time. It is expected that faster communication protocols (and the use of even larger systems) will improve the speedup factors. It also means the algorithm so presented is expected to be more efficient on shared memory machines in which communication overhead is moot. We comment that the usual serial version of SHAKE (the version that employs bond relaxation) is faster in our hands than a serial version of the matrix SHAKE (with the conjugate gradient minimization) by a factor of about 2 in the myoglobin system. Other matrix implementations seem to perform somewhat better than regular SHAKE (Barth E., Kuczera et al. 1995) . However, our code was not optimized to that level. This observation means that to obtain a gain for a system like myoglobin (compared to the serial version of SHAKE) we need to run on more than 2 CPUs in parallel.
Another comment is concerned with load balancing. Load balancing can be divided into static and dynamic lists, where static lists do not change during the simulations and are easy to divide between the processors (e.g. bond or SHAKE lists). The dynamic lists in our code are those describing non-bonded interactions, and are in principle harder to maintain and to balance compared to the static lists. In MOIL we derive first a nonbonded list for residue-residue interactions and only then produce atom pair-lists. This intermediate step adds to the complications since parallelization, done on the residue level, is not necessarily well balanced. We are therefore using a self-correcting algorithm that "guesses" an optimal partitioning between the processors following the residue lists.
These residue lists are corrected for future calculations by adjusting the residue selections according to the observed atomic lists. Despite the potential difficulties, the length of our non-bonded lists deviates only slightly from ideal partitioning as can be exemplified by the lengths of the observed atomic pair-lists in the myoglobin simulation. The atomic lists, after the first adjustment of the residue lists (using 4 processors), include 41999, 42373, 41876, and 42088 atom pairs. The deviation from ideal partition is less than one percent.
VIII. Discussions and Summary
We have presented a parallel implementation of SHAKE, an algorithm for solving classical equations of motion with holonomic constraints. The essence of the SHAKE parallelization was the use of a minimization algorithm to determine the Langrange's multipliers. The conjugate gradient algorithm converges rapidly and is relatively easy to parallelize. The algorithm is implemented in MOIL (Elber, Roitberg et al. 1995) , a publicly available molecular dynamics suite of programs In essence the costly component of the SHAKE calculation becomes the parallelization of a vector-sparse matrix product, which can be done efficiently regardless of the method to parallelize the molecular dynamics algorithm (atomic or spatial decomposition). While the parallel algorithm is presented in the context of atom decomposition in which a complete set of the coordinates of the atoms is kept on each processor and the calculations of the forces (and the constraints) are parallelized, it should be straightforward to implement the algorithm for spatial decomposition. As long as the coupling matrix is dominantly diagonal, and the constraints directly couple only a few nearby atoms, a good correspondence between spatial decomposition of atoms and spatial decomposition of constraints (and the coupling matrix) can be worked out. The atom decomposition approach is more appropriate for small system and long-range interactions. The spatial decomposition approach is more appropriate for large systems with emphasis on short-range interactions. Overall spatial decomposition (under the conditions stated above) parallelizes better than the atom decomposition. The reality is that smaller systems and long-range interactions are more difficult to parallelize and the gains for small systems are therefore modest. On the other hand small systems and a few CPUs are common and modest gains that are broadly used are significant. Our choice of atom decomposition reflects the authors' interests in systems of moderate sizes rather than difficulties with the spatial decomposition approach.
We comment that the highly sparse nature of the coupling matrix in a broad range of applications, and its distributed storage over different CPUs make the memory requirements essentially linear with the system size. The algorithm is also able to detect when communication is not required and the matrix consists of blocks. For example, simulations of water solutions, membranes, or docking of two proteins will exploit the block structure of the matrix to minimize communication. Hence, even though tailored algorithms can be used for water solution and other aggregates of small molecules (for which the constraint coupling matrix has a block structure), similar performance is obtained using the current matrix formulation directly. We have obtained comparable performance for the membrane simulation with the current general algorithm and a tailored algorithm for rigid water molecules. In fact, the present algorithm is a lot better than the SHAKE implementation using bond relaxation for water molecules. The superior performance of the matrix SHAKE is a result of the triangular configuration of water molecules that is known to converge slowly with bond relaxation (Barth E., Kuczera et al. 1995) . Of course, highly tuned algorithms for a specific molecule will win by the end of the day, however, the generality and the uniform performance proposed by the current formulation is convenient.
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