Abstract: Consider the recursion g = a, g = b, gn = g n− + g n− , n = , , . . . . We compute the Frobenius norm of the r-circulant matrix corresponding to g , . . . , g n− . We also give three lower bounds (with equality conditions) for the spectral norm of this matrix. For this purpose, we present three ways to estimate the spectral norm from below in general.
Introduction
Given a, b, p, q ∈ R, we de ne the Horadam sequence Throughout, we let x = (x , . . . , x n− ) ∈ R n , n ≥ .
Given r ∈ R, the r-circulant matrix Cr(x) is de ned as (If r ∈ Z, the term "r-circulant" has also another meaning [4, p. 155 ]: each row is obtained from the preceding row by r shiftings.)
We let · F stand for the Frobenius (or, equivalently, Euclidean) norm of a matrix, and · for the spectral norm (or, equivalently, the largest singular value) of a matrix likewise for the Euclidean norm of a vector.
Shen and Cen [12] presented bounds for Cr(f) F and Cr(l) F . Chandoul [3] extended them to Cr(g) F , and Raza and Ali [11] to Cr(u) F . Our rst goal is to nd Cr(g) F exactly. We will do it in Section 2.
The above-cited authors have also presented bounds for Cr(f) , etc. In this paper, we focus on examining lower bounds. Shen and Cen [12, proved that Cr(f) ≥ min (|r|, ) f n− fn ,
Cr(l) ≥ min (|r|, )
f n− fn if n is even, Cr(l) ≥ min (|r|, ) f n− fn + if n is odd.
Chandoul [3, Theorem 2.2] extended these inequalities to
More generally, Raza and Ali [11, Theorem 2.1] showed that
They assume that a, b ≥ but say nothing about p. However, it seems that they implicitly presume that p ≥ . A couple of years earlier Yazik and Taskara [13, Theorem 5] found even more general, yet a quite complicated, lower bound for Cr(h) .
If |r| is large (and n xed), then the left-hand side of each of the above inequalities is large but the righthand side remains constant. If |r| is small, then the right-hand side is small but the left-hand side may be large (because Cr(g) T Cr(g) has entries without factor r). Therefore, the right-hand sides are often poor lower bounds for the left-hand sides.
In order to exceed the above results, in Section 3, we will cultivate three previously known ways to estimate A from below, where A ∈ C m×n . We will also give equality conditions. Because we nd this topic interesting in itself, our approach is going to be more general than actually is needed. Applying the bounds so obtained, we will in Section 4 underestimate Cr(x) , where x ∈ C n . Thereafter, in Section 5, we will attain our second goal: to nd three lower bounds for Cr(g) . In Section 6, we will compare the found lower bounds with each others and with the right-hand side of (1), brie y "rhs(1)". Finally, Section 7 completes our paper with some concluding remarks.
Norms of generalized Fibonacci r-circulant matrices are widely studied. The above references are directly connected with our paper. For other references, see, e.g., [1, 2, 5, 7, 9] .
Computation of C r (g) F
We recall three sum formulas for the Fibonacci numbers.
where We also need two other sum formulas.
Proof. By (4) and (2),
and (6) follows.
where
Proof. (3) and (2),
If n is odd, then
and the proof is complete. Now, we can compute Cr(g) F . Applying the equation
and (2), (4), (6), (7), we have
Furthermore,
We summarize our result as follows.
Underestimating A Our rst approach to estimate A from below rests upon applying A F .
Equality is attained if and only if all singular values of A are equal. For A ∈ C n×n , an equivalent condition is that
A is a scalar multiple of a unitary matrix.
we obtain (11) with equality condition; see also [6, Problem 5.6 .P23], [6, p. 594] . For the last statement, see [6, Problem 2.6.P13].
In the other two alternative procedures which we study in this paper, we consider the spectral norm as the largest eigenvalue λ(·) of a suitable Hermitian matrix.
Lemma 3.2.
Given A ∈ C m×n , de ne
Proof. The rst equation follows from [6, Theorem 7.3.3] . The second is obvious.
Equality is attained if and only if x is an eigenvector corresponding to λ(M).
Proof.
Throughout, we let r , . . . , rm (respectively c , . . . , cn) denote the row (column) sums of A = (a ij ) ∈ C m×n .
We also denote
In particular, for A ∈ C n×n ,
Proof. Let us denote = m+n and s = |s|e iθ = r + · · · + rm. By (12) and (13),
where stands for the real part. Applying this to e −iθ A, we obtain
. Proof. By Lemma 3.3, a necessary condition for equality is that is an eigenvector of H A . Since
(wherec is understood entrywise), this happens if and only if
Assume (16). Then s = mr = mc but also s = nc = nr . Writing r = α + βi, c = α − βi, we therefore have mα = nα, mβ = −nβ.
So, m = n ∨ α = by the rst equation, and β = by the second. We have now shown that a necessary condition for H A to have as an eigenvector is
If α = β = , then the right-hand side of (14) is zero; so, to have equality in this case, necessarily A = O. Therefore, a necessary condition for equality in (14) is
The rst claim of the theorem is thus proved.
The problem is that the corresponding eigenvalue is not necessarily λ(H A ). However, there is no problem if A ≥ O. Because a positive eigenvector corresponds to the Perron root [6, Theorem 8.3.4] , this eigenvalue is λ(H A ), and the second claim follows. Proof. Easy and omitted.
Underestimating C r (x)
We rst recall an exact expression of C (x) . 
Theorem 4.5. Equality is attained in (18) if and only if either
where the indices are mod n. Assuming 
Proof. We divide the proof in three parts.
Equality condition of (18). By Lemma 3.1, equality holds if and only if the rows of
Cr(x) form a scalar multiple of an orthonormal set. In particular, their Euclidean norms must be equal. Comparing the n'th and (n − )'th rows, this means that
First, assume r ≠ ± ; then x = . Comparing the (n − )'th and (n − )'th rows, we have r (x + · · · + x n− ) + x = r (x + · · · + x n− ) + x + x , i.e., r x = x ; so x = . Continuing similarly, we see that necessarily x = · · · = x n− = . Since this condition is clearly su cient, the condition (21) is veri ed.
Second, assume r = ± ; then the rows of Cr(x) have equal norms. Since their orthogonality condition is stated in (22) and (23), also this case is clear. 
Equality condition of (19), assuming (24)
.
Underestimating C r (g)
We are now ready to study Cr(g) .
where α = af n− g n− + bf n− gn ,
and ηm and θm are as in (5) and (8), respectively.
Proof. The claim follows from (10), (11) , and (18).
In applying Theorems 4.3 and 4.4 in order to estimate Cr(g) , we also need the following three sum formulas. 
Proof. By (27) and (28),
so, (19) implies (30).
In particular, if a, b ≥ , then
which follows also from Theorem 4.1 and (27).
Next, we apply Theorem 4.4. We denote
where i = , . . . , n.
1. Computing τ i and σ i . By (27),
Computing s i . Simply, observe that
s i = (σ i r + τ i ) = (g n+ − g n−i+ )r + g n−i+ − b = (g n+ − g n−i+ ) r + (g n+ − g n−i+ )(g n−i+ − b)r + (g n−i+ − b) =: α i r + β i r + γ i .
Computing α
Since
by (27), and
by (29), we get
Now we can evaluate (31):
Computing β + · · · + βn.
By (32) and (33),
5. Computing γ + · · · + γn. Again by (32) and (33), We have now proved the following theorem.
The bound (34) simpli es remarkably if b = . It is no essential restriction to take a = ; then g = and gn = f n− , n = , , . . . . We nd this result nice enough to warrant a corollary of its own.
We complete this section by examining equality. Omitting the trivial case n = , we assume that n ≥ .
The equality conditions of (30) and (34) follow from those of (19) and (20) However, we meet a problem. Contrary to (19) and (20), the equality condition of (18) is stated for all r, x , . . . , x n− , without assuming nonnegativity. Therefore, we must omit this assumption in studying equality. Then (36) may hold also for some a and b, at least one of them being nonzero. Also (23), applied to (a, b, g , . . . , g n− ), may be valid. For n = , the situation changes. It is easy to see that the only matrix C (a, b, a + b, a + b) and, respectively, C − (a, b, a + b, a + b) with orthogonal rows is the zero matrix; so, we get nothing but a = b = . It is very likely that the same holds for all n ≥ , since there are many equations but only two unknowns. In other words, it is very likely that, for n ≥ , the only C ± (g) with orthogonal rows is the zero matrix. Unfortunately, our attempts to prove this seem to lead to complicated calculations.
Concluding remarks
We have above computed Cr(x) F exactly and given three lower bounds for Cr(x) . In particular, we have studied the case x = g, improving several previously known results. If a, b ≥ (or a, b ≤ ), then our bounds appear to be quite good.
Extending (9) to hn = aqϕ n− + bϕn , n = , , . . . , where ϕ = , ϕ = , ϕn = pϕ n− + qϕ n− , n = , , . . . , we could nd Cr(u) F and lower bounds for Cr(u) , but the calculations turned out to become more complicated. More generally, we could do this even for Cr(h) F and Cr(h) , but the calculations would become even more complicated. Therefore, we did not pursue this issue any further.
