In this paper, we prove some regularity results for the boundary of an open subset of R d which minimizes the Dirichlet's energy among all open subsets with prescribed volume. In particular we show that, when the volume constraint is "saturated", the reduced boundary of the optimal shape (and even the whole boundary in dimension 2) is regular if the state function is nonnegative.
Introduction
In this paper, we study the regularity 
∆u
in the sense of distribution in D, where H d−1 ∂Ω * is the restriction to ∂Ω * of the d − 1 dimensional Hausdorff measure and χ Ω * is the characteristic function of Ω * . For doing this, and in particular for the existence of a positive µ(h), we need one hypothesis saying that the constraint is saturated (see Rem. 1.4). As proved in the last section, this hypothesis is always true if f ≥ 0, f ≡ 0. Note that we do not need this hypothesis for the existence of λ * . Our goal is to prove that, nevertheless, after some work, the regularity question may fit into the approach in [2, 10] , at least in the saturated case. After reaching this main step, we are able to directly use regularity results proved in [2, 10] for what they called weak solutions. We deduce that, in regions where the sign of u Ω * does not change, then ∂ * Ω * is regular. We also reach full regularity of ∂Ω * in dimension 2 in the positive case. Note that cusps may occur for the boundary at points where u changes its sign, even in dimension 2.
Although different, this may be compared with [1] where pure constraints are also considered and also reduced to a "penalized" version. But our problem and our apprach are different. First, here the nonhomogeneity is inside the domain and not on the boundary. This makes the situation slightly different. For instance, an assumption of "saturation" is necessary to obtain regularity. Next, in [1] , the authors first deduce the regularity of the boundary for penalized problem from the results in [2] . Then, they use this regularity to prove that it is equivalent to the problem with volume constraint. Here we prove directly the equivalence between constrained and penalized problems. This is valid without sign condition and without a priori knowledge of regularity.
Our paper is organized as follows.
In Section 1, we recall the known existence and regularity results for our problem and we state our main results. We know that one first step in proving regularity of the boundary ∂Ω * is to prove regularity of the solution u Ω * , for instance that u Ω * is Lipschitz continuous when u Ω * ≥ 0. This will be assumed here and references will be given, in particular [4] , [13] or also [2, 10] .
We will show in Section 2 that ∆u Ω * + f χ Ω * is in D the difference of two Radon measures absolutely continuous with respect to H d−1 ∂Ω * (which is not yet, at this step, a Radon measure). This may be seen as the easier half of (5) . Moreover we will see (under some hypothesis, see Th. 2.4), that Ω * has (locally) finite perimeter (for the definitions and properties of sets with finite perimeter see for example [6, 9] or [7] ).
In Section 3 we study the blow-up of u Ω * (i.e. limits of u Ω * (x 0 + rx)/r as r goes to 0) and in particular around x 0 ∈ ∂ * Ω * where we can identify the limit function. In Section 4, we want to control J(u Ω ) − J(u Ω * ) in term of |Ω| − |Ω * |, with |Ω| close to a. We essentially show (3) and (4) . Moreover if we define, for h > 0, µ(h) as the biggest µ such that (4) is true for every Ω with |Ω * | − h ≤ |Ω| ≤ |Ω * | and λ * (h) as the smallest λ * such that (3) is true for all Ω with |Ω| ≤ |Ω * | + h, then we prove that lim h→0 µ(h) = lim h→0 λ * (h). This proves that "asymptotically", our problem is equivalent to a penalized version with this common limit.
This will allow us, in Section 5, to use some methods from [2] and [10] , under the hypothesis u ≥ 0. First we show that * Ω * , we are able to derive their exact relationship: it is exactly given by (5) . With this, we get that u Ω * is a weak solution in the sense of [3] and [10] : so we may deduce the C 1 regularity of ∂ * Ω * . Moreover, using the precise behavior of µ(h) and λ * , we get (as in [3] ) the regularity of the whole boundary ∂Ω * in dimension 2. Finally, in Section 6, we discuss the hypothesis of saturation. We show that this hypothesis is always true if f ≥ 0, f = 0. After that we also remark that this hypothesis is true for, at least, a dense open subset of a.
The main results

Existence, first results
We recall here the necessary existence results for our problem.
and Ω u = {x ∈ D; u(x) = 0} = {u = 0}. We are interested in the regularity of the solution of the following shape optimization problem:
where u Ω is defined by:
It is easy to see that, if there exists
is the only possible solution of (P f ). As proved in [11, 12 ] Ω w , may even not be open! In fact, one can expect regularity of Ω * only if the volume constraint |Ω w | ≤ a is effective. Therefore, since we are interested in proving regularity, in the rest of this paper, we will naturally assume that:
It turns out that this condition implies (see [5] ) that the following problem has a solution,
And it is clear that, if a solution u of (P) is continuous in D, then the open set Ω u is a solution of the shape optimization problem (P f ). Using (7), we see that
a then, |Ω u | = a and u is a solution of (P). Remark 1.1. If f ≥ 0, f = 0 by the (strict) maximum principle (7) holds. Moreover if u is a solution of (P) then u ≥ 0.
In the following we will only consider solutions of (P). As explained above; to obtain regularity, we will have to assume that the volume constraint |Ω u | = a (or |Ω u | ≤ a) does play its role. Part of this is contained in assumption (5). But we will also assume that the Lagrange-multiplier λ in the Euler-Lagrange's equation of the minimization problem is strictly positive.
Proposition 1.2 (Euler Lagrange's equation). Let u be a solution of (P). Then there exists
Remark 1.3. This is proved in [5] . The idea is to write that the derivative of t → J(u(I + tΦ)) vanishes at t = 0 for Φ satisfying Ωu divΦ ≥ 0. Then, the Lagrange multiplier λ appears for general Φ.
Notation:
In the rest of this paper, we will be mainly interested in solutions of (P) verifying the Euler-Lagrange equation in D with λ > 0: we will simply write that u is a solution of (P) with λ > 0. Remark 1.4. As explained above, if the constraint |Ω u | ≤ a is not "saturated" (i.e. λ = 0) the optimal form may not be regular. For instance, we can construct a solution u of (P) with λ = 0 and ∂Ω u very unregular as follows:
. In Section 6 we will discuss the saturation hypothesis λ > 0. We show that if f ≥ 0, f ≡ 0 this is always true. If f changes its sign, this happen at least for a dense open subset of a.
The regularity result
Our main regularity result is the following. As usual, if Ω has finite perimeter, we denote by ∂ * Ω the reduced boundary of Ω, and by H d−1 the Hausdorff measure of dimension d − 1. (see [6, 9] or [7] 
Moreover: For the proof of this theorem, we use tools from [2, 10] . In these papers, the authors study the regularity of minima of functionals like:
with u ≥ 0, u = u 0 on ∂D 1 (f = 0 in [2] ). The above problem looks like "penalized" versions of our problem. Indeed, in [2] and in [10] there is no constraint such as |Ω u | ≤ a, but there is the extra term λ|{u > 0}| in the functional. This may be viewed as a penalization term for our problem.
Our strategy (and main task) will actually consist in showing that, for our problem, there are, in general, two constants µ and λ * with 0 < µ ≤ λ ≤ λ * such that (4) and (3) hold. Then, using technics from [2, 10] we are able to prove (10) and (11) .
More precisely, we show the following.
and u not identically 0 on ∂B(x 0 , r). Let
For h > 0 we define
and lim
In particular, µ(h) > 0 for h small enough.
Remark 1.7. The fact that λ * (h) exists and is finite may be found essentially in [13] . It means that:
The definition of µ(h) means that
The most important point is that µ(h) > 0 (at least for h small enough). The precise value of the limit of µ(h) as h → 0 will only be used in dimension 2.
, and so, condition (14) is true for r small enough. Moreover, since x 0 ∈ ∂Ω u , we can find r such that u is not equal to 0 on ∂B(x 0 , r). Therefore, Proposition 1.6 may be applied to all x 0 ∈ ∂Ω * .
If we have µ(h) = λ * (h), we get that u is exactly a minimum for (13) . But, in general, we have µ(h) < λ * (h) and the two problems are different. For instance, if we take D = B(0, 1) in R 2 and f = 1, it is easy to compute exactly µ and λ and to show that µ(h) < λ * (h) (see [4] for details). The main point is that although the problem is different from those considered in [2] and in [10] , we will reach the same kind of regularity for the boundary.
It is well-known that the first step in proving regularity for the boundary of optimal shapes is to prove regularity of the state function. We will not do it here, but rather add it in our assumptions when needed and refer to corresponding previous results in the literature. For instance we have. Theorem 1.8. Let u be a solution of (P); then u is Hölder-continuous with power α for every 0 < α < 1.
Moreover, for every open
The first part of this theorem is in [13] and in [3] . The proof of the second part may be found in [13] or also in the proof of Lemma 2.5 and Corollary 2.6 in [10] (see also [2] 3.2 and 3.3). It is also proved in dimension 2 in [5] .
Note also that Lipschitz regularity of the state function u has been proved in [5] in dimension 2 without any positivity assumption and even for solutions of the Euler-Lagrange equation (8).
Study of ∆u + f χ Ωu
In this section, u is a solution of (P). We show that ∆u + f χ Ωu is the difference of two Radon measure. We start with a technical proposition.
Then we have:
, and:
By minimality of u we deduce:
Dividing by t > 0 and by t < 0 and letting t go to 0, we deduce:
which is Proposition 2.1.
Theorem 2.2.
There exist two positive Radon measures µ 1 and µ 2 such that:
Moreover there exists
Proof. Let p n be defined by:
and q n by q n (r) = r 0 p n (s)ds for r ≥ 0 and q n (r) = 0 for r ≤ 0. Applying Proposition 2.1 and using p n (u)∇u = ∇q n (u) we get:
When n goes to infinity
We deduce that the measures µ n are uniformly bounded on compact sets and so the limit µ 1 of µ n 1 in D (D) is a measure. Moreover, using the uniform bound on compact sets, the limit may be understood weakly in the sense of Radon's measures. We proceed in the same way to get a measure µ 2 such that:
Let us show the L ∞ estimate. We have:
We can use classical L ∞ elliptic estimates (see for example [8] Th. 8.16) to show that: 
Proof. We use the same notations as in the proof of Theorem 2.2. Let B(x, r) ⊂ D 1 , then:
for r ≤ 1. Because ∆q n (u) + f p n (u) converges weakly in the sense of Radon measures to ∆u + f χ {u>0} , we deduce:
We can do the same for µ 2 .
We will now see that, under some extra hypotheses, Ω u ∩ D 1 has a finite perimeter on bounded subsets D 1 of D where u is Lipschitz continuous. We have the following theorem: 
(where µ 1 and µ 2 are the two measure defined in Th. 2 
.2).
The proof of Theorem 2.4 will require the following lemma which says in a very weak sense that "|∇u| 2 = 2λ" on ∂{u = 0}. 
with ∇Φ n uniformly bounded. The Euler-Lagrange's equation (8) is true also with Φ. We study each term:
Since Ψ ε (u)χ {u =0} converge to 0 a.e when ε goes to 0, by dominated convergence, the first term goes to 0. For the same reason we get:
Using ∇u ∈ L 2 , the first term goes to 0. Finally we also have,
and the first the first term goes to 0. By writing Euler-Lagrange's (8) equation and letting ε goes to 0, we get the proposition. , r) ). For almost every s > 0 the boundary of {|u| > s} is regular (C 1 ), since on the open set {u = 0} we have −∆u = f so that u is C 1 and we can use Sard's lemma, which implies that |∇u| > 0 on {|u| = s} for almost every s. We can now write, using co-area formula (see 3.4.3 in [6] ), and Gauss formula:
Proof of Theorem 2.4. Let B(x, r)
(here ν s is the outward normal to {|u| > s}). We deduce,
There exist s 0 < r such that ϕ ∈ C ∞ 0 (B(x, s 0 )). If we suppose that ϕ ∞ ≤ 1, then:
for every s 0 < s < r. But we saw in the proof of Theorem 2.2 (see (17)) that
weakly in the sense of Radon's measure, and it is the same on {−1/n < u < 0} with µ 2 . For almost every s < r,
Let such a s > s 0 , we get:
From Proposition 2.5, (18) and (19) with ε = 1/n and n → ∞
That is, by taking the supremum over ϕ: , r)) ).
To prove that Ω u has finite perimeter, we use that µ 1 and µ 2 are finite on the bounded set D 1 . Using Proposition 2.3, we get for B(x, r) ⊂ D 1 and r small enough:
Blow-up
In this section we study the blow up of a solution around a point x 0 of the boundary of Ω u = {u = 0}. We will throughout suppose that u is Lipschitz on an open set around x 0 . In particular Ω u is open. In the last proposition (see Prop. 3.5), we will also assume that u is nonnegative around x 0 .
Notations. Let u be a solution of (P) and let
and
We will refer to this as the blow-up of u relatively to B(x m , r m ). 
So, up to a sub-sequence, u m converges uniformly on B(0, R) to Lipschitz continuous function u 0 and ∇u m *-weakly converges in
This implies that that χ Ωm is relatively compact in L 
and for m large enough x m + r m x / ∈ Ω u , so that u m (x) = 0. 
Setting x = x m + r m y in these integrals, we obtain
The last term converges to λ H − divΦ. The third term converges to 0 because f and Φ are bounded and ∇u m ∞ is uniformally bounded. Finally for the two first terms we use the convergence of ∇u m to ∇u 0 . The result follows.
Proposition 3.4. Let u 0 and H − be as in Proposition 3.1 and let B(x 1 , R) ⊂ H − almost-everywhere, then u 0 is harmonic on B(x 1 , R).
Proof. Let v m be defined by:
Then, we have: 
By change of variables x = x m + r m (x + y) in the integrals, we obtain:
We divide by r d m and let m go to infinity. Since B(x 1 , R) ⊂ H − , and χ H − = lim χ Ωm we deduce:
and we get that u 0 is harmonic in B(x 1 , R).
For the next proposition, we will suppose that u ≥ 0 around the point where we study the blow-up. 
Proof. By Theorem 1.8 u is locally Lipschitz continuous in D 1 . Since x 0 ∈ ∂ * Ω u , due to the properties on the reduced boundary, we have that, Ω m = {x,
and almost everywhere (up to a sub-sequence). Up to a rotation of coordinates we can suppose that ν = −e 1 = (−1, 0, .., 0) and so we have 
We deduce that a 
Pseudo-penalized problems
We will now show that a solution of (P) is also a solution of a "pseudo-penalized" problem. In this section D 1 will be such that: 
Remark 4.1. These technical conditions just mean that there is a non-negligible part of D 1 intersecting Ω u and a non negligible part intersecting the set {u = 0}. It is, in particular, satisfied for all balls of small radius centered on ∂ * Ω u .
First, we give a technical lemma that we will use repeatedly in the next proofs. It is related to the Euler-Lagrange's equation (8), except that here we only assumed it to be satisfied in D 1 . The proof is the same as the one of (6) and we do not reproduce it here.
Lemma 4.2. Let v ∈ H
We will now see that if u is a solution of (P), it is also a solution of a pseudo-penalized problem. More precisely, we know that
We will see that we can control
We will suppose from now and to the end of this section, except for the last Remark 4.6, that u is a solution of (P) with λ > 0 and D 1 verifies condition (22). We define:
and, for h < h 0 ,
So by definition we have:
The main result on µ(h) and λ(h) is the following theorem: 
We start by proving that the sets of λ * appearing in the definition of λ * (h) is not empty. This is done also in [13] for D 1 = D. Here the proof is slightly different and is more local. Most of the arguments will be used later for the study of λ * (h).
Proposition 4.4. Let u be a solution of (P).
There exists λ * > 0 such that
Proof. Let λ * n be an increasing sequence and lim n→∞ λ * n = +∞. Let v n ∈ F 0 such that
for all v ∈ F 0 and we get (26) with λ * = λ * n . So we argue by contradiction and we suppose that, for all n ≥ 0,
so we can deduce that lim |Ω vn | = a. Since J(v n ) ≤ J(u) we have, up to a sub-sequence, that v n converges weakly in H 1 (D 1 ) and a.e to v ∈ F 0 . Then |Ω v | ≤ a and,
so v is also a solution of (P) and |Ω v | = a. (x) ). According to Lemma 4.2 and because |Ω vn | > a, we have for t > 0 small enough
Using the definition of v n with v = v t n and Lemma 4.2, we get:
and so λ n ≥ λ * n .
We now want to show that lim λ n = λ. Then using λ n ≥ λ * n and lim λ * n = +∞, we will get a contradiction. For this we just have to show that v n converge in the norm of (23) for v n , we get:
and, letting n goes to infinity we get:
To show the strong convergence of v n , because of the weak convergence, we just have to show the convergence of the norm of ∇v n . For this we just write:
and the last term goes to 0 (by weak convergence of v n ). We now prove that λ
). Using Lemma 4.2, for t small enough,
and using Lemma 4.2 we get:
and so λ ≤ λ * .
Proof of Proposition 4.3.
We showed, in the previous proposition, that, for h > 0, λ ≤ λ * (h) < +∞. The fact that λ * is non-increasing and µ is nondecreasing comes directly from the definition. We will now show that (x) ). From Lemma 4.2 we have for t small enough:
and using Lemma 4.2, we get:
and so µ(h) ≤ λ. We will study the limit of λ * (h) and µ(h) as h tends to 0, and this will give us directly µ(h) > 0 for h small enough. We will begin with the limit of λ * (h). The proof is very close to the one of Proposition 4.4. Let h n decrease to 0. Since λ * is non-increasing and λ ≤ λ * (h) we just have to show that lim λ * (h n ) ≤ λ for a sub-sequence of h n .
Let ε ∈]0, λ[. By minimization, one proves existence of v n ∈ F 0 , with |Ω vn | ≤ a + h n such that:
which contradicts the definition of λ * (h n ). We have:
Up to a sub-sequence v n converge weakly in
and, passing to the limit in (27), we obtain
and we have |Ω v | = a, since from |Ω v | < a, we would easily prove that −∆v = f in D and contradict assumption (7) . Like in Proposition 4.4 we write Euler's equation in D for v with a λ v and we get that λ = λ v .
We can write an Euler's equation in
. So, writing the Euler's equation and letting n go to infinity, we get that lim λ n = λ. To conclude, we just have to see that (x) ). According to Lemma 4.2 and because |Ω vn | > a, we have for t > 0 small enough
Using the minimality of v n with respect to v t n Lemma 4.2, we get:
and so λ n ≥ (λ(h n ) − ε). Now we study the limit of µ(h). Many arguments are similar to those used in the proof of Proposition 4.4 and in the study of λ * (h). Let h n decrease to 0 and ε > 0. Let v n ∈ F 0 , with |Ω vn | ≤ a, solution of the following minimization problem:
which contradicts the definition of µ(h n ).
We now see that:
and because J(u) ≤ J(v n ), by uniqueness of the solution of the minimum of J in F 0 we get also that u = v and
From this we can deduce that u is locally Lipschitz in 
Using that u 0 is harmonic (and so u 0 is C ∞ ) we get that the left hand side is equal to 0, which is a contradiction because λ > 0 and H − is a half-space. 
As before v n weakly converges (up to a sub-sequence) to some v ∈ F 0 with |Ω v | = a and
(because lim |Ω vn | = a). Again, we get that v satisfies Euler's equation with the same λ as u. We have, as before, convergence in the norm of H 1 0 (D) by using
and we conclude in the same way lim λ n = λ. This, together with (29) and λ > 0 implies that µ(h) > 0 for h small enough.
Remark 4.5. We can show, using the same methods, that in fact we have µ(h) > 0 for every h > 0.
Remark 4.6. In the proof of Proposition 4.3, we use λ > 0 only for µ(h). So, if u is a solution of (P) with λ = 0, we get the existence of λ * (h) such that (25) holds and lim h→0 λ * (h) = 0.
Regularity of the boundary
In this section we study the regularity of the boundary of Ω u with u a solution of (P) in regions where u does not change its sign. The main result will be the following theorem:
Theorem 5.1. Let u be a solution of (P) with λ > 0 and let D 1 ⊂ D satisfy conditions (22) and:
Then: Ω u has locally finite perimeter in D 1 and
The reduced boundary The proofs of the following propositions and lemmas are very close to the ones in [2, 10] . The main differences is that we have "pseudo-penalization" conditions (24) and (25). Here µ(h) = λ * (h) in general, while equality occurs in [2, 10] 
So we have, using Proposition 4.3, in our case that, for r ≤ r 0 : 
Moreover we have:
Proof. We know that Ω u has finite perimeter (see Th. 2.4). The proof of the first part is the same as Lemma 3.7 in [2] (see also [10] , Lem. 2.10). The second part comes from the theory of sets with finite perimeter (see 5.8 in [6] 
Proof. The first point directly comes from [2] , 6−8, generalized in [10] , Section 5. One important thing is that the regularity of ∂ * Ω u is shown for "weak solution" in [2] , and we have proved that we do have such weak solutions here.
For the second point, we have to generalize Theorem 6.6 in [2] and his Corollary 6.7. The corollary is deduced from the theorem exactly in the same way as in [2] .
So, when d = 2, we have to show that:
For B r = B(x 0 , r) with x 0 ∈ ∂Ω u . We take ζ ∈ C 1 0 (D 1 ) as in [2] and the same v = max{u − εζ, 0}. Then we have |Ω u | − |Ω v | = |{0 < u ≤ εζ}| ≤ |{ζ = 0}|, so using the definition of µ(h) with h = |{ζ = 0}| we get, as in [2] : 
We have u(x) ≤ Cr in B r (x 0 ∈ ∂Ω u and u is Lipschitz) and we choose ε = Cr. We get, with this choice of ζ and ε:
Br ∩Ωu max λ − |∇u| 
The hypothesis λ > 0
In this section, we discuss the hypothesis λ > 0. A main result is the following. 
(see the picture below). In particular, B 2 ∩ ω n increases to B 2 ∩ Ω u . 
The first term goes to B1 ϕf χ Ωu so we need to show that the second one converges to 0 to get −∆u = f χ Ωu in B 1 .
Let θ ∈ C ∞ 0 (B 2 ) be such that 0 ≤ θ ≤ 1 and θ = 1 in B 1 . Let H n be the vector valued function defined by:
(by harmonic, we mean that each component is harmonic). This function is continuous on the boundary of ω n (∇u is continuous in Ω u ), so divH n does not charge ∂ω n and we get, using θ ≡ 1 in B 1 , for every ϕ ∈ C ∞ 0 (B 1 ),
We want to show that the last term of this equation goes to 0: for this we will show that the two first ones go to 0. More precisely, we will prove that H n converges uniformly to 0 on B 2 (35)
From (35), we deduce that the first term in (34) tends to 0. We also deduce that, since divH n is harmonic in ω n , it converges to 0 on any compact set of B 2 ∩ Ω u (recall that B 2 ∩ ω n increases to B 2 ∩ Ω u ). Coupled with (36) this implies that divH n χ B1∩ωn tends to 0 in D (B 1 ) and the proof of Proposition 6.2 will be complete.
Using the maximum principle, we have that:
H n ∞,ωn ≤ θ∇u ∞,∂ωn ≤ ∇u ∞,B2∩∂ωn .
By the following Lemma 6.3 and since∇u = 0 outside Ω u , we deduce (35).
