Abstract. Several industrial contexts require software engineering methods and tools able to handle large-size artifacts. The central idea of abstraction makes model-driven engineering (MDE) a promising approach in such contexts, but current tools do not scale to very large models (VLMs): already the task of storing and accessing VLMs from a persisting support is currently inefficient. In this paper we propose a scalable persistence layer for the de-facto standard MDE framework EMF. The layer exploits the efficiency of graph databases in storing and accessing graph structures, as EMF models are. A preliminary experimentation shows that typical queries in reverse-engineering EMF models have good performance on such persistence layer, compared to file-based backends.
Introduction
With large-scale software engineering becoming a compelling necessity in several industrial contexts, companies need tools that are capable to scale efficiently. One of such companies is MIA Software, part of the group Sodifrance, working in the field of software modernization.
The emergence of new techniques and tools for building complex, adaptive and distributed systems has raised a need for the modernization of existing software. A software modernization process follows a systematic approach by first building high level abstractions from source code through reverse engineering, and then using these abstractions to understand, evaluate the quality, extract enterprise architectures and finally, improve the system. A natural approach to reverse engineering is to use Model-Driven Engineering (MDE) tools and in particular those based on the Eclipse Modeling Framework (EMF).
Indeed, EMF has become a de facto standard for building MDE tools, providing a common base for different purposes: reverse engineering [6, 26] , model transformation [14, 19] , and code generation [5, 18] . However, EMF was designed to support modeling activities in the first place and has shown clear limits when dealing with large models, which is often the case of automatically generated models.
While several solutions to persist EMF models exist, they are limited for two reasons. First, most of them do not allow partial model load and unload, and hence, the size of the models they can handle is limited by the memory size; and second, models are structurally graphs and most of the existing solutions are based on relational databases, which are not fully adapted to store graphs.
In this paper we identify specific large-model requirements, discuss the limitations of EMF with this respect, and present a scalable persistence layer for EMF models that meets these requirements. Our persistence layer, Neo4EMF, is built on top of the popular graph database Neo4j. Neo4EMF is open-source, publicly available at [3] and it can be immediately used by existing EMF-based tools, without modifying them, to improve their applicability to complex industrial contexts.
Neo4EMF provides two main benefits to the state-of-the-art MDE tools: (i) a scalable access to very large models -a. k. a. large-scale models -with on-demand loading of model elements, (ii) the possibility to exploit the enterprise features of Neo4j, like online backups, horizontal scalability and advanced monitoring. To evaluate this aspect we perform a set of queries in the domain of software modernization, and we compare the execution performance of these queries with the de facto standard persistence layers for EMF: XMI and CDO [13] .
The paper is organized as follows. Section 2 introduces the concept of persistence layer and graph database, Section 3 describes our proposed persistence layer, Section 4 experimentally evaluates the performance of our layer. Section 5 compares our proposal to existing related work, and finally Section 6 concludes and draws the future perspectives of the tool.
Background

Persistence Layers
Software developers often need to persist the state of one or more objects using an existing storage support: relational databases, XML files, etc. There are two main approaches to achieve object persistence. The first one is to hard code the persistence behavior in the class. This approach is efficient and adapted to small applications, but increases the coupling between the class and the storage support. The second approach is to use a persistence layer [2], i. e., a robust and adaptable mechanism that hides storage details from developers and reduces coupling between the storage support and classes. The adaptability of this approach is ensured by a mapping that binds the object model, composed of classes, references, and attributes to the storage model: tables, columns, etc. The object and the storage models can evolve independently, provided a mapping between their concepts is possible. The mapping reduces the development cost of persistent classes, but has a significant impact on the performance.
The emergence of code generation techniques allows developers to adopt a third approach that combines the advantages of the two others. It consists on automatically generating an efficient code for persistence using the correspondence mapping as a generation parameter. Contrary to a persistent layer, the adaptability is not ensured at runtime, but at generation time.
