Identification of faulty variables is an important component of multivariate statistical process monitoring (MSPM); it provides crucial information for further analysis of the root cause of the detected fault. The main challenge is the large number of combinations of process variables under consideration, usually resulting in a combinatorial optimization problem. This paper develops a generic reconstruction based multivariate contribution analysis (RBMCA) framework to identify the variables that are the most responsible for the fault. A branch and bound (BAB) algorithm is proposed to efficiently solve the combinatorial optimization problem. The formulation of the RBMCA does not depend on a specific model, which allows it to be applicable to any MSPM model. We demonstrate the application of the RBMCA to a specific model: the mixture of probabilistic principal component analysis (PPCA mixture) model. Finally, we illustrate the effectiveness and computational efficiency of the proposed methodology through a numerical example and the benchmark simulation of the Tennessee Eastman process.
Introduction
Fault detection and diagnosis (FDD) have become more and more important to ensure safe, efficient and environmentally benign operation of complex industrial processes [1, 2] . Meanwhile, with the wide use of distributed control system with automatic data acquisition, huge amount of process data are routinely collected, making data driven FDD methods such as multivariate statistical process monitoring (MSPM) possible [3] . Traditional MSPM approaches via principal component analysis (PCA) or partial least squares (PLS) have been used successfully in many applications [4, 5, 6] . The concept of these PCA/PLS-based MSPM methods is to project the original data onto a low dimension subspace which captures most of the process variation under normal operation conditions (NOC). Then, two monitoring statistics (T 2 and SPE) and their confidence bounds (control limits) are constructed under the assumption that the process data are Gaussian [7] . When data are not Gaussian distributed, notable solutions to MSPM include kernel density estimation [8] , Gaussian mixture model (GMM) [9, 10, 11] , independent component analysis [12] , one-class SVM model [13] , among others. The probabilistic PCA (PPCA) mixture model is an extension of GMM by incorporating a probabilistic version of PCA, and it has been shown to be effective for MSPM [14, 15] . The probabilistic formulation used by the PPCA mixture model provides a unified likelihood-based statistic that offers clearer monitoring result.
Fault isolation is the "downstream" step of fault detection in MSPM. The main task of fault isolation is to identify the most responsible variables for the detected fault. The isolated faulty variables may further serve as the basis for more in-depth root cause analysis and fault diagnosis [16] . The most popular method of fault isolation for traditional PCA model is contribution analysis [17] . The contributions of each process variable to the monitoring statistics are calculated. The variables with high contribution are considered to be the faulty variables. This basic contribution analysis has been improved in various studies to consider multiple process variables simultaneously [18] . Reconstruction based contribution was proposed specifically for PCA to re-calculate the variables and monitoring statistics along "faulty directions" [19, 20, 21] . The variables or directions are considered faulty if the reconstructed monitoring statistics are less than control limits, i.e. replacing these variables with the reconstructed values would bring the process back to normal. Similarly, a missing variable contribution analysis was proposed for probabilistic formulation of PCA and the PPCA mixture model [14] . In this method, each variable is treated as if it was missing and the expectation (with respect to the missing variable) of monitoring statistic is re-calculated. The variable corresponding to the largest reduction of monitoring statistic is considered to be the faulty variable. However, this approach is originally not suitable for studying the joint contribution of multiple variables due to the large number of possible variable combinations that are required to be evaluated. Later, a branch and bound (BAB) algorithm was proposed to efficiently solve this problem for the case of a single PPCA model [22] .
BAB is a widely used method for solving combinatorial optimization problems. The key idea is to examine the bound of the objective function. For a maximization problem, if the upper bound on a subset of candidate solutions is less than the lower bound of the optimum, then this subset can be discarded. Compared with exhaustive search, BAB can dramatically save computation through the removal of subsets without actually evaluating their objective function. The primary task of BAB is thus the design of appropriate bounds and corresponding branching strategies, both of which depend on specific applications. In the context of fault isolation, existing studies imply that for different process models, different lower/upper bounds would have to be developed to enable the implementation of the BAB method. Considering the large number of process models proposed in the literature, the lack of a general solution has become the major obstacle to the application of BAB for fault isolation.
Building on these existing developments, this paper proposes a general framework for reconstruction based multivariate contribution analysis (RBMCA) and the corresponding solution strategy by using the BAB method. Specifically, the contribution of multiple process variables to a detected fault is evaluated by following the reconstruction and missing variable approach [14, 19, 20, 21] . In order to find the combination of variables that are the most responsible to the fault, a combinatorial optimization problem is formulated, followed by the development of a feasible solution set and bounds to enable the application of BAB. The present study is similar to the previous work [22] in that both aim to use BAB for isolating multiple faulty variables. The major difference is that the previous work is focused on devising a specific BAB algorithm for a particular monitoring model (PPCA), whilst the current paper proposes a generic approach that can be used for any monitoring models, and thus significantly extends the applicability of multivariate contribution analysis. We demonstrate the application of the proposed RBMCA framework to the PPCA mixture model for process monitoring through an illustrative numerical example and the simulated Tennessee Eastman benchmark process.
The rest of this paper is organized as follows. The generic RBMCA framework for fault isolation is presented in section 2. In section 3, the application of RBMCA to PPCA mixture model is introduced. Section 4 presents the case studies and finally section 5 concludes this paper.
3 monitoring statistics with corresponding confidence bounds have been established. Without losing generality, we denote the monitoring statistic in terms of the likelihood of n-dimensional data x under the model M: p( | ) xM, and the confidence bound h. Clearly, when p( | ) h  xM , the process data conforms to the NOC model whereas when
, the process is classified as out-of-control. Notice that for classic monitoring statistics, like T 2 or SPE, the above inequality relations must be reversed. Nevertheless, we adopt the likelihood-based monitoring statistic to facilitate the application of the RBMCA methodology to a probabilistic process model in section 3.
If the process data x is identified as faulty, i.e. p( | ) h  xM , the task is to find out which variables are contributing the most to the fault. Following the concept of variable reconstruction [19, 20, 21] (or similarly missing variable approach [14] ), the contribution of a subset of d-dimensional variables (d<n), x m , can be evaluated through the reconstructed monitoring statistic. Let the faulty data be divided as [ , ] 
The contribution of variables x m may be further defined as the increase of likelihood from reconstruction:
In principle, the maximization problem in eq. (1) can be solved using numeric optimization methods. In many cases, the solution can be simplified by exploiting the special characteristics of the chosen model M, and this will be demonstrated in Section 3.
The main challenge in RBMCA is thus not the reconstruction of x m per se, but the search for the subset of variables that should be reconstructed. More rigorously, let 12 { , , , } reaches maximum, i.e. these variables contribute the most significantly to the occurrence of the fault. However, this formulation has a trivial solution by simply reconstructing all process variables. Due to the maximization in eq. (1), adding more variables as missing will always be desired (formal proof is given as Proposition 1). Conceptually, the number of variables identified as faulty should be constrained to facilitate further fault diagnosis. This conceptual preference can be realized by constraining solutions within the following set of feasible solutions: means that by excluding any single variable, the reconstructed likelihood indicates out-of-control.
In essence, the set S includes all solutions that make the process normal with as fewer variables being missing as possible. Therefore, the RBMCA is to find the optimal solution * m X such that 
This is a combinatorial optimization problem with 2 n candidates, which grow exponentially with n thus an exhaustive search is infeasible. Next, a BAB algorithm is presented to solve this problem efficiently.
Solution using BAB method
To solve the optimization problem in eq. (4), we propose an upward BAB algorithm as illustrated in the solution tree in Fig. 1 for a problem of five variables. Each node represents a candidate solution. The algorithm starts from the root node, corresponding to all variables being missing, and gradually makes some missing variables observed when it searches upward. The label of each node in the solution tree denotes the variable becoming observed when following the search path. For example, the sub-node of the root with label "1" (search path "root→1") refers to missing variables 2 3 4 5 { , , , }
x x x x , and its sub-node with label "2" (search path "root→1→2") means missing variables 3 4 5 { , , }
x x x . Branches of each node are non-overlapping sub-problems (sub-nodes) of the original problem (parent node). Bound of the objective function is determined from nodes that have been examined. If any node has a smaller objective value (for maximization) than the lower bound, this sub-problem cannot be optimal and this branch can be pruned; otherwise continue the search from the current node to the sub-nodes (termed "branching" in BAB). The bounding and pruning of branches help find the optimal solution more efficiently than an exhaustive search. Meanwhile, the BAB algorithm guarantees that the solution is a global optimum, in contrast to many heuristic search algorithms. The solution tree in Fig. 1 is asymmetric, that is, the missing variables at a particular node cannot all become observed in its sub-nodes during branching. For example, the node via path "root→2" has missing variables 1 3 4 5 { , , , }
x x x x , but it cannot further branch to make x 1 observed. Otherwise, the path "root→2→1" would be a replicate of a previously branched path "root→1→2". To handle this situation, at each node of the solution tree, we define X c the candidate set consisting of all the missing variables that can become observed in sub-nodes:
where j is the largest index of variables that are observed at this node. Consequently for the root node, mn XX  , cn XX  and o X . For simplicity, we use the missing variables set m X to indicate the corresponding node hereafter. Furthermore, we define the set of all sub-nodes of node m X :
To apply the BAB approach to this problem, the upper and lower bounds of the objective function over all elements of  are required, and they both can be derived from Proposition 1 below. Proposition 1.
Consider a node with the set of missing variables m X and candidate set
be the missing variable set. From the principle of optimization: First, assume that B is the lower bound of global optimum. If () m XB   , this node and all its sub-nodes cannot be the optimum and thus can be pruned.
Furthermore, if ( \ ) mc X X h   , none of its sub-nodes belongs to S except for the upmost node of this branch, i.e. \ mc XX . In addition, if ( \ ) mc X X h   , all unvisited sub-nodes belonging to the parent node of X m can be pruned (i.e., the brother nodes (and their sub-nodes) to the right of X m in the solution tree). This statement can be verified as follows. Let j be the largest index of variables that are observed at the current node (X m ). The structure of the solution tree in Fig. 1 shows that the parent node of X m is mj Xx  . Thus, the p-th unvisited brother node of
. It can be seen that
, and according to Proposition
Consequently, none of the unvisited brother nodes and their sub-nodes belongs to the set of feasible solutions S. Finally, additional efficiency can be gained by sorting the variables in descending order according to their univariate contribution to the occurrence of fault. A large univariate contribution indicates that the variable is heavily influenced by the fault and should be examined preferentially.
In summary, the complete RBMCA algorithm runs as follows.   , prune node m X and all its brother nodes (and all the sub-nodes of them), then jump to the next iteration; otherwise move to step 6. 6. , and then jump to the next iteration at next unvisited brother of its parent node.
3 Application of RBMCA to PPCA mixture model for process monitoring PPCA is a probabilistic formulation of PCA proposed by Tipping and Bishop [23] . The main idea of PPCA is to project the original n-dimensional data x onto the principal subspace in which the variance is maximized:
x Wt μ e , where W is the loading matrix composing of the eigenvectors of the covariance matrix corresponding to the q (q≤n) largest eigenvalues, t is the score vector, μis the mean of sampled data and e is the noise term. PPCA can be extended to mixture models with K components:
The An iterative EM algorithm [24, 25] can be implemented to estimate the model parameters k μ , k C , k  and k  . The issue of model selection refers to determining both the number of mixture components (K) and the number of PCs within each mixture model ( k q ). Exhaustive search over all possible models is inefficient due to the large number of candidate models to be considered. A fast sub-optimal algorithm with Bayesian information criterion (BIC) [14, 26] was proposed to address the model selection problem.
In the community of MSPM, PPCA mixture model was introduced to monitor processes with multiple modes or non-Gaussian distributions [14, 15] . The use of a fully probabilistic model provided a unified likelihood-based statistic (8) This integral can be calculated using numerical methods such as Mote Carlo simulation [14] .
In order to apply RBMCA to the PPCA mixture model, the following reconstruction problem needs to be solved: 
Notice that reconstructing the missing variables is essentially a maximum likelihood estimation problem. It can be solved by using the expectation-maximization (EM) algorithm [25] . Specifically, define an auxiliary random variable y to indicate from which mixture component the data is generated, and then the complete log-likelihood function is:
Given the current estimate of (12) where p( , | 
Furthermore, define the following block matrices: 
In summary, the EM algorithm to reconstruct the missing variables The reconstruction procedure, through the EM algorithm, can be embedded into the generic RBMCV framework to search for the optimal combination of the faulty variables.
Case study
In this section, fault isolation based on the proposed RBMCA method is demonstrated on an illustrative numeric example and the Tennessee Eastman benchmark problem. All computation is carried out using MATLAB ® 2011a on a PC with Intel ® Core TM Duo CPU E8300 (2.83GHz).
An illustrative example
A numerical example with five variables (x) and two internal states (t) is studied to illustrate the fault isolation approach based on RBMVC analysis. The system is represented by: 
Under NOC, the noise, v, is normally distributed with zero mean and variance 0.1. Conventional PCA or single PPCA model is not expected to adequately represent the process variables under NOC due to the non-Gaussian distribution of the internal states. In this study, a PPCA mixture model is adopted. First, 1000 data points under NOC are simulated by generating random samples for γ and v from their corresponding distributions. A PPCA mixture model is then developed, whereby the BIC suggests the use of two mixtures, each having two principal components. The 99% confidence bound is log( To simulate a fault, a step change is then introduced to the 2nd and 4th variables with the same magnitude. Two step values, 2 and 4, are considered to investigate the impact of the magnitude of the fault. In both cases, the fault is immediately detected; the log monitoring statistics (log(p(x))) are -10.41 (magnitude=2) and -30.29 (magnitude=4), both less than the 99% confidence bound. For the purpose of fault isolation, the log-contribution of individual variables, as defined above, is shown in Figs. 2 and 3 , where the control limit is plotted in terms of (log(h)logp(x)). For both cases, no single variable's contribution exceeds the confidence bound, suggesting that univariate contribution does not unambiguously reveal the faulty variables. It may be argued that Fig. 3 , corresponding to fault magnitude 4, well identifies the 2nd and 4th variables as faulty. Nonetheless, when the fault magnitude reduces to 2, as illustrated in Fig. 2 , one cannot easily rule out the possibility that the 1st variable is also responsible to the fault. While univariate contribution analysis does not clearly identify faulty variables, the proposed RBMVC method does. The BAB algorithm correctly attributes the fault to the combination of the 2nd and 4th variables in both cases. For comparison, Table 1 lists the reconstructed log-likelihood (monitoring statistic) and the log-RBMVC of all combinations of two variables. Note that not all these combinations are actually examined in the BAB algorithm. For a small fault magnitude of 2, reconstructing five combinations of two variables may bring the process back to normal (in bold in the table); yet {x 2 , x 4 } is still isolated due to the largest log-RBMVC. For fault magnitude of 4, this combination is the only feasible one to be identified as faulty (reconstructed log-likelihood greater than the monitoring confidence bound). Furthermore, the impact of the total number of process variables (n) on computation is investigated. Five cases are considered ( 10, 20, ,50  n ). The linear system to simulate the process still follows eqs. (18) and (19) with two internal states, except that the n×2 matrix N is randomly generated. Then, a step change (magnitude=8) is introduced in five randomly selected process variables to simulate a fault. For each case, the fault isolation procedure is repeated 100 times and the results are summarized in Table 2 , including the number of visited nodes, the computation time, and fault isolation accuracy. Accuracy is the percentage that the faulty variables are isolated correctly. In comparison with the original combinatorial problem, the number of nodes evaluated is dramatically reduced, resulting in saving of computation time. Even in the presence of 50 variables, the average computation time is still less than one minute, suggesting the on-line fault isolation capability of the proposed method. In addition, the RBMCA has correctly identified the faulty variables in most cases. The computation is also affected by the number of variables that are actually responsible for the detected fault. For n=50, we vary the number of variables that deviate from NOC due to step change (magnitude=8), and the results are given in Fig. 4 (averaged over 100 random simulations of each case). Even for the worst case of 15 faulty variables, the average computation time is less than three minutes, and the average number of visited nodes is only a fraction of the total number of candidates (2 50 ≈1.13×10 15 ). Fig. 4 . The impact of number of faulty variables on computation (n=50).
The Tennessee Eastman process
The Tennessee Eastman (TE) process is a benchmark problem for testing process control and MSPM methods [27] . The flow sheet of the TE process is reproduced in Fig. 5 . This process produces two products (G and H) from four reactants (A, C, D and E). A byproduct F is also produced. In addition, an inert component B also presents in C stream (stream 4) and in trace amount in A feed stream (stream 1). The plant has five units: reactor, condenser, separator, stripper and compressor. The decentralized control strategy developed by Ricker [28] is used in this study to regulate the steady-state operation. There are a total of 41 measurements and 12 manipulated variables available. For simplicity, only 22 continuous measurements, listed in Table 3 , are selected for process monitoring and fault isolation. Five typical faulty modes, listed in Table 4 , are simulated to illustrate the fault isolation approach. The isolation results can be validated by analyzing the underlying process operation according to the described root cause of these faults in the original paper [27] . Step in B composition whilst A/C ratio is constant(stream 4)
Step in Reactor Cooling Water Inlet Temperature A Feed Loss (stream 1) C Header Pressure Loss-reduced availability (stream 4) Random variation in Condenser Cooling Water inlet Temperature and Sticking Condenser Cooling Water Valve
Step
Step Variation +Sticking Two thousand samples under NOC were simulated with sampling interval of 0.01 hr. Then, additional 2000 samples under NOC were produced to assess the false alarm rate. Further, the process was run under each fault mode for 4 hours, giving rise to 400 faulty samples per mode. Fig. 6 gives the quantile-quantile (Q-Q) plots for the PCA scores corresponding to the four largest eigenvalues versus the standard Gaussian distribution. It appears that Gaussian distribution may be inadequate to describe the PCA scores, especially those corresponding to the largest three largest eigenvalues. Consequently, a PPCA mixture model is developed to ensure effective process monitoring and fault isolation. As discussed in Section 3, the model parameters are estimated using the EM algorithm, with two mixtures (10 and 11 principal components) as determined by the BIC. First, Table 5 compares fault detection capability of traditional PCA (using Hotelling's T 2 and SPE) with the more sophisticated PPCA mixture model. For both methods, the 99% confidence bound was used. The false alarm rate of conventional PCA (7.6%) is much higher than the theoretical value (1%), due to non-Gaussian data distribution. In contrast, the false alarm rate of PPCA mixture model is more reasonable. Nevertheless, PPCA mixture model outperformed conventional PCA in terms of detection delay only for Fault 2; they gave the same results for the other faults. This may be explained by the fact that the four faults (other than Fault 2) have significant and immediate impact on process variables and can be quickly detected by both methods, while Fault 2 is more subtle and detected earlier by the PPCA mixture model. The RBMCA results for fault isolation are shown in Table 6 . In all cases, the BAB algorithm takes no more than a few seconds to pinpoint the most responsible variables, indicating its suitability for time-critical on-line applications. The BAB is extremely efficient, since only a small fraction of the total 2 22 ≈4.2×10 6 nodes has been examined to solve the combinatorial optimization problem. In addition, no more than two variables have been selected to explain the faults, which is helpful for further analysis. Fig. 7 shows the corresponding contribution plots. It may be inferred from SPE contribution plot that x 10 and x 21 have the biggest contribution, while the T 2 contribution plot points to x 9 and x 10 . Moreover, it is very difficult to determine whether these three variables, when combined, are the dominant source of fault. Even the contribution of x 4 is not insignificant. This ambiguity, with regard to which combination of variables should be isolated so that the process would return to normal, is exactly the issue that the proposed RBMCA addresses. RBMCA is capable of isolating as few as possible, but essential, faulty variables to facilitate further fault diagnosis. A close inspection of process operation confirms that the RBMVC results are reasonable. For fault 2, a step change in B composition (stream 4) increases the amount of this inert component in the plant. B is non-condensable and must exit from the purge stream 9, increasing the purge rate x 10 . For fault 4, step change in reactor cooling water inlet temperature directly leads to abnormal variation of reactor temperature x 9 and reactor cooling water outlet temperature x 21 . It is clear that fault 6 (A feed loss) has significant influence on the flow rate of component A in stream 1 (x 1 ). Fault 7 is to do with C header pressure loss (reduced availability) in stream 4, resulting in decrease in the total feed from stream 4 (x 4 ). Finally, fault 12+15 is due to random variation in condenser cooling water inlet temperature and sticking condenser cooling water valve, giving rise to abnormal temperature variation in the outlet cooling water of the condenser (x 22 ). Furthermore, while the process is approximately static at steady-state, it is not so when a fault occurs. The process usually deviates from its current steady-state until it reaches a new one. This process dynamics is likely to cause the fault to propagate from some variables to others. Fault propagation can also be analyzed by using the RBMVC method to examine how the set of faulty variables change over time. Table 7 shows two typical examples. The propagation of faulty variables may be physically explained as follows. Fault 6 is a challenge to the plant since it involves the loss of A feed, a major anomaly. The flow rate of A component in stream 1 (x 1 ) is immediately affected. Then, the imbalance of reactants causes a rapid pressure increase in the reactor (x 7 ) and later in the stripper (x 16 ). Meanwhile, subdued reaction due to lack of reactant A releases less heat (main reactions are exothermic), and thus the control action maintaining reactor temperature leads to change of cooling water outlet temperature (x 21 ). A short time later, the fault further progresses to several other variables, and the process settles at a new steady-state [28] .
Fault 7 involves C header pressure loss (reduced availability) in stream 4, resulting in a decrease in the total feed in stream 4 (x 4 ). Then, this disturbance causes variation in several pressure and temperature variables due to insufficient reaction, such as x 7 , x 9 , x 11 , x 13 , x 16 and x 18 , and later in cooling water temperatures (x 21 , x 22 ). A short time later, x 4 returns to normal level due to the action of flow control. Meanwhile, the reactor temperature control loop brings x 9 back to normal. Similarly, other temperature and pressure variables go back to normal later and only the purge rate (x 10 ) is left. The purge rate is higher than normal to remove excessive by-products that are the result of insufficient main reactions. Such a sequence of events, as manifested by the propagation of faulty variables, would be very helpful to pinpoint the root-cause of the disturbance, i.e. C header pressure loss.
Conclusions
In this paper, a generic framework of reconstruction based multivariate contribution analysis (RBMCA) has been proposed for isolating faulty variables. Reconstructed values of missing variables are chosen to optimize the monitoring statistic. The variables are considered to be faulty if the reconstruction would bring the monitoring statistic, and thus the process, back to normal condition. In order to determine the most responsible variables, the RBMCA is formulated as a combinatorial optimization problem and is efficiently solved by using the BAB algorithm. We demonstrate the application of the RBMCA to a specific process monitoring method, the PPCA mixture model; nevertheless the generic formulation allows the proposed framework to be applicable to any statistical models. The computational efficiency and fault isolation capability are confirmed through a numerical example, as well as the simulated TE process. It is interesting to observe how the fault propagates due to process dynamics as identified by
