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Abstract
We consider SU(2) Bogomolny equations on R2 × Sˆ1 and use the spectral curve
defined by the holonomy in the periodic direction to approximate the fields in the
limit of large size to period ratio. Symmetries of the Nahm transform allow a study
of the effective two dimensional dynamics, which is compared with known results on
the full moduli space. The techniques are applied to systems of higher charge and
higher rank gauge group, allowing a direct comparison to other periodic Yang-Mills
systems.
1 Introduction
The Bogomolny equations on R2 × Sˆ1 (which we refer to as describing a ‘periodic
monopole’) were first introduced by Cherkis & Kapustin [1, 2, 3]. Approximate analyt-
ical and numerical solutions of topological charge 1 and 2 were constructed by Harland
and Ward [4, 5] using the Nahm transform (see [6] for a review). The remainder of this
section describes the setup, which is illustrated by reference to the charge 1 example of
[4] in section 2, where it is also shown that the monopole fields can be approximated
as being two dimensional and Abelian. Sections 3 and 4 apply these methods to the
charge 2 periodic monopole, previously studied in [5]. This will allow a study of various
geodesics on the moduli space, whose asymptotic form agrees with that of [2]. We will
also consider the relevant three dimensional dynamics and motion of ‘lumps’ on the dual
cylinder. In section 5 we look at several SU(3) configurations of low charge, while section
6 shows explicitly the relation with the doubly periodic instanton [7]. The discussion is
concluded with some ideas for future work in section 7.
1.1 Monopole Data
BPS monopoles are described by a dimensional reduction of the self-dual Yang-Mills
equations to three dimensions, such that the component of the gauge potential in the
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suppressed direction becomes a scalar Higgs field valued in the Lie algebra su(N),
Fˆ = ∗DˆΦˆ. (1)
We will use coordinates ρeiθ = ζ ∈ C ∼= R2 and z ∈ R/βZ and look for solutions
periodic in one of the remaining spatial directions. The boundary conditions at large ρ
are chosen to match those of an Abelian chain, such that Φˆ∞ behaves as log(ρ) and the
Bogomolny equations (1) require Φˆ∞ to be a harmonic function on R2 × Sˆ1. Imposing
strict periodicity in θ and z then requires θ dependence to enter Φˆ∞ at O(ρ−1) and z
dependence to contribute at O(ρ−1/2e−ρ), well within the core region.
An SU(N) monopole has boundary data defined by an N -component vector of inte-
gers, `. Recalling that the monopole fields are valued in su(N) and noting that we are
free to permute the entries in Φˆ by a choice of gauge, the elements of ` satisfy
N∑
i=1
`i = 0 and `i ≥ `i+1. (2)
We also have complex vectors v, b and µ, whose components again sum to zero. The
asymptotic fields are then
−iβΦˆ∞= ` log(ρ) + v + <(µζ−1) +O(ρ−2)
iβAˆz,∞= `θ + b+ =(µζ−1) +O(ρ−2),
and are combined, defining v + ib = v, into
βφˆ∞ = −iβ(Φˆ− iAˆz)∞ = ` log(ζ) + v + µζ−1 +O(ρ−2). (3)
Such a monopole can be constructed by a minimal embedding of fundamental SU(2)
monopoles in the (N − 1)-dimensional co-root space with integer magnetic weights ki
arranged into a vector k,
` =
N∑
i=1
`iei =
N−1∑
i=1
kiβ
∗
i
where it is convenient to represent the co-root vectors in terms of N -dimensional vectors
β∗i = ei − ei+1 and the {ei} are basis vectors for `. The SU(3) case is illustrated in
fig. 1.
The monopole charge is given by the first Chern class,
q = lim
R→∞
∫
ρ=R
tr(Fˆ Φˆ)
4pi‖Φˆ‖ (4)
where integration is over the 2-torus at radial infinity, the length of the Higgs field is
‖Φˆ‖2 = −12tr(Φˆ2) and tr(·) denotes the trace in the Lie algebra. For the ith fundamental
monopole this evaluates to q = ki. It is possible to convert between the elements of `
and those of k using
kj =
j∑
i=1
`i and `i = ki − ki−1,
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Figure 1: Root diagram for SU(3) showing magnetic weights allowed by (2).
and we define K = max({ki}). We will often refer to a specific class of SU(N) monopole
simply by its (N − 1)-dimensional charge vector k.
As is done for monopoles in R3 [8, 9, 10], fundamental monopole masses are defined
by the pattern of symmetry breaking of the leading terms in Φˆ. In particular, the ith
mass is
mi = `i − `i+1
where an interpretation as a physical mass requires the specification of a radial cut off. If
all the masses are non-zero, the SU(N) symmetry is maximally broken by the asymptotic
Higgs field to U(1)N−1. Otherwise, there may be unbroken subgroups according to
whether the corresponding vi are the same. We will see examples of this in section 5.2.
Applying (4) to the su(N)-valued fields, the total charge, q, is given by the product
of fundamental charges and masses,
q2 ∝
N∑
i=1
`2i =
N−1∑
i=1
kimi.
A similar result holds for SU(N) monopoles in R3, although it is noteworthy that in
contrast to the R3 case both the charges and masses are now determined from the
leading asymptotic term in Φˆ. Consequently, a given pattern of symmetry breaking
can only be achieved by a particular choice of fundamental charges. In fig. 1, magnetic
weights associated with minimal symmetry breaking are those lying on the lines k1 = 2k2
and k2 = 2k1. This configuration is considered further in section 5.
As pointed out in [1], the total energy is logarithmically divergent, such that the
Bogomolny bound is
E =
1
2
∫
R2×Sˆ1
tr(∗DˆΦˆ ∧ DˆΦˆ) = 1
2
∫
ρ=R
tr(Φˆ ∗ DˆΦˆ) = pi
β
N∑
i=1
`i (`i log(R) + vi) (5)
3
and we understand the Bogomolny equations to give a solution which minimises the
energy in a region with R large but finite.
As is done for the periodic instanton [11], it is useful to consider the holonomy in
the periodic direction. Explicitly, we are to solve the matrix equation
∂zV (ζ, z) = φˆ V (ζ, z) (6)
with boundary condition V (ζ, 0) = 1N , for V (ζ, β). Under a gauge transformation with
gˆ = gˆ(ζ, z) ∈ SU(N), the fields and holonomy transform as
Φˆ 7→ gˆ−1Φˆgˆ
Aˆ 7→ gˆ−1Aˆgˆ + gˆ−1dgˆ
V (ζ, z) 7→ gˆ−1(ζ, z)V (ζ, z)gˆ(ζ, 0),
where gˆ(ζ, 0) is introduced to ensure the boundary condition on V (ζ, z) is satisfied. As
long as gˆ is strictly periodic, gˆ(ζ, β) = gˆ(ζ, 0), then the characteristic polynomial of
V (ζ, β) is gauge invariant. Asymptotically, using (3), the holonomy takes the form
V (ζ, β) = diag
(
ζ`1ev1(1 + µ1ζ
−1 +O(ρ−2)), . . .
)
. (7)
The analysis of the Bogomolny equations provided by [1] establishes that the holonomy
is in fact holomorphic, and is thus a polynomial in ζ.
1.2 Nahm Transform
It is shown in [12, 13] that the Nahm transform provides a bijection between self-dual
Yang-Mills fields on the torus Tˆ 4 and the reciprocal torus T 4. It is believed [6] that
other self-dual Yang-Mills systems can be obtained by suitable rescalings of the tori.
In the present case, it is therefore expected that the Nahm dual to the monopole on
R2 × Sˆ1 is a Hitchin system [14] on the ‘Hitchin cylinder’ R × S1 of period 2pi/β, and
this was shown by [1] to be the case.1 Following the notation of [5, 4] the cylinder is
parametrised by the coordinates r ∈ R and t ∈ R/(2pi/β)Z, which are combined into a
complex coordinate s = r + it. The Hitchin fields are of matrix rank K and satisfy
Fss¯ = −14 [Φ,Φ†] Ds¯Φ = ∂s¯Φ + [As¯,Φ] = 0 (8)
with † denoting Hermitian conjugation. The monopole fields are recovered, up to a
gauge, by finding solutions of the inverse Nahm equation,
∆Ψ =
(
1K ⊗ (2∂s¯ − z) + 2As¯ 1K ⊗ ζ − Φ
1K ⊗ ζ¯ − Φ† 1K ⊗ (2∂s + z) + 2As
)
Ψ = 0 (9)
1The fact Hitchin equations are conformally invariant allows us to map solutions to other manifolds,
including R2 or S2. We choose the cylinder to keep explicit the link with the Nahm transform. This
gains particular relevance when we make the comparison with doubly periodic instantons in section 6.
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where Ψ is a (2K ×N) matrix subject to the normalisation condition∫ ∞
−∞
dr
∫ pi/β
−pi/β
dt (Ψ†Ψ) = N2. (10)
One can then, in principle, construct the monopole fields using
Φˆ = i
∫ ∞
−∞
dr
∫ pi/β
−pi/β
dt (rΨ†Ψ) Aˆi =
∫ ∞
−∞
dr
∫ pi/β
−pi/β
dt (Ψ†∂iΨ).
Gauge transformations gˆ acting on the SU(N) monopole fields and g on the Nahm fields
transform Ψ as
Ψ(s; ζ, z) 7→ U(s)−1Ψ(s; ζ, z) gˆ(ζ, z). (11)
where U(s) = h ⊗ g(s), with h a constant 2 × 2 matrix serving to permute the entries
in ∆ and those of Ψ. This freedom to rearrange makes it evident that it is irrelevant
whether the derivatives ∂r and ∂t are introduced in the same or different entries of ∆,
the two configurations differing only by a choice of gauge.
Finally, it should be noted that in the β → 0 limit the Nahm transform is expected to
be self-reciprocal, mapping between two Hitchin systems of different rank and boundary
conditions.
1.3 Spectral Data
The key observation of [1, 3] is that the characteristic equation of the z-holonomy,
det(w − V ) = 0, relates monopole data to Nahm data through the parameter w = eβs.
This provides a holomorphic curve S in C× C∗ known as the monopole spectral curve,
which for an SU(N) periodic monopole of charge k is
wN + P1,k1(ζ)w
N−1 + . . .+ PN−1,kN−1(ζ)w + (−1)N = 0 (12)
where the Pi,ki(ζ) denote polynomials in ζ with leading term proportional to ζ
ki . This
relation shows that by performing a coordinate redefinition w 7→ w−1 the largest of the
ki (if it is unique) can be chosen to lie in the first half of the entries in k. Referring to
the SU(3) case (fig. 1), this amounts to identifying the regions on either side of the line
k1 = k2, and we will choose to work with the configurations below that line.
In addition to the monopole spectral curve (12), Cherkis & Kapustin [1, 3] introduce
a second, equivalent, spectral curve relating the coordinate on R2 in the monopole space
to the characteristic equation of the Hitchin Higgs field Φ,
ζK − tr(Φ)ζK−1 + . . .+ (−1)Kdet(Φ) = 0, (13)
where the intermediate terms are given by symmetric polynomials in the eigenvalues
of Φ. By rewriting (12) as a polynomial in ζ, a comparison can be made with the
coefficients of (13) to obtain Φ. In particular, it should be noted that det(Φ) will have
singularities at finite |r| if K appears more than once in k. Smooth behaviour at large
|r| requires the introduction of singularities, both to the monopole and Hitchin fields.
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1.4 String Theory Setting
The relation of periodic monopoles to compactified supersymmetric gauge theories is
explained in detail in [1, 3, 15] and provides a physical context for the root structure
presented in section 1.1. The type IIB setup of interest consists of N parallel D5-branes
extended along the x0-x5 directions and (N − 1) stacks of ki D3-branes extended along
the x0-x2 and x6 directions ending on each of the ith pair of adjacent D5-branes, where
x3 is compactified on a circle. From the point of view of the D5-brane system, each of
the D3-branes is seen as a fundamental SU(2) periodic monopole of type i localised in
the x3-x5 directions of the D5-brane worldvolume, and translationally invariant along
x0-x2. Performing a T -duality in the x3 direction returns a IIA system of D4-branes
extended along x0-x3, x6, ending on N other D4-branes extended along x0-x2, x4, x5.
The field equations on the (x3, x6)-cylinder are nothing other than the Hitchin equations
of section 1.2. The tension between the D4-branes causes them to deform, such that the
x6 direction of the cylinder becomes of infinite extent.
0 1 2 3© 4 5 6 7 8 9
D5 x x x x x x
D3 x x x x
T3
y
0 1 2 3© 4 5 6 7 8 9
D4 x x x x x
D4 x x x x x
Introducing n+ and n− semi-infinite D3-branes ending on the first and N th D5-branes is
equivalent to the introduction of Dirac singularities to the monopole system. Compact-
ifying the x6 direction, such that the left and right D3-branes coincide, is equivalent to
adding an N th root to the Lie algebra su(N). The series of dualities described above then
leads to Hitchin equations on the 2-torus (x3, x6). Such a system of singular monopoles
and the relation of the torus to the Nahm data of the doubly periodic instanton will be
discussed in section 6.
2 Introducing the Spectral Approximation
Due to the difficulty of finding exact solutions to the inverse Nahm operator (9) and
motivated by Ward’s approximate k = (1) solution [4], we will consider a construction
based on the spectral curves (12, 13). The following pargraphs describe the procedure
to be followed and in the remainder of this section we use the results of [4] to illustrate
the application and re´gime of validity of the approximation.
Given an SU(N) monopole with charge vector k it is straightforward to write down
the spectral curves (12) and (13), where the polynomials Pi,ki(ζ) can be expressed in
6
terms of the data v, µ. We will be interested in the ‘spectral points’, those values of ζ
at which two or more of the eigenvalues of V (ζ, β) coincide. These points are located
by finding the zeroes of the discriminant Dk of the polynomial in w (as a function of
ζ). For given N , the discriminant is obtained as the determinant of the rank (2N − 1)
Sylvester matrix. Our interest in the spectral points stems from the finding in the
k = (1) case, discussed in section 2.1, that peaks in energy density are always located
at the spectral points (though there appears to be no energy peak associated to two
coincident spectral points, as will be seen for k = (2) in section 3.3). It can be checked
by explicit calculation for small N that the highest power of ζ in Dk is 2
∑N−1
i=1 ki, and
we expect there to be this many spectral points. We will see from various examples that
away from the central region of the moduli space, the spectral points occur in pairs,
forming
∑N−1
i=1 ki fundamental monopoles.
The spectral curve (12) of the SU(N) charge k periodic monopole has 2
∑N−1
i=1 (ki+1)
real coefficients. It is expected [3] that the complex coefficient of ζki in each of the
polynomials Pi,ki(ζ) is a parameter determined by the boundary data v. The centre of
mass of the spectral points is factored out by choosing µ such that the term of order
ζ2
∑
ki−1 in Dk vanishes, and we will say that such a monpole is centered.2 Overall, this
yields 2
∑N−1
i=1 ki − 2 real relative moduli, precisely half the number expected were we
to consider the full three dimensional picture. This suggests our approach is insensitive
to relative z and phase differences between the fundamental monopoles, such that its
validity is expected to improve as the ratio of the monopole size to its period becomes
large. We will refer to the moduli appearing in the spectral curve as ‘reduced moduli’,
and will see in section 4 that in the SU(2) charge k = (2) case they provide a geodesic
submanifold of the full moduli space.
2.1 SU(2) Charge 1 - Spectral Curve
We illustrate the procedure by reviewing the approximate construction of [4] for k = (1).
The spectral curves in this case are (recall that Φ is a matrix of rank 1)
w2 − 2(ζ − a)w/C + 1 = 0 ζ − Φ = 0. (14)
The boundary data translates to C = 2e−v, a = −µ, such that the Hitchin Higgs field is
Φ = a+ C cosh(βs)
while the Hitchin gauge potential Ar can be set to zero by a gauge transformation and
the Hitchin equations (8) are satisfied trivially. The inverse Nahm transform (9) requires
a solution of (
2∂s¯ − z ζ − Φ
ζ¯ − Φ† 2∂s + z
)(
Ψ+
Ψ−
)
= 0 (15)
(such that At is absorbed into z and a into ζ). For (ζ, e
βs0) ∈ S, (ζ − Φ) will vanish at
βs = ±βs0 = ± cosh−1 ((ζ − a)/C) , (16)
2It should be noted [2] that the infinite mass of a periodic monopole precludes variation of the centre
of mass coordinates, and thus that one cannot define an uncentered moduli space.
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such that away from the spectral curve,
ζ − Φ = ±βC(s± s0) sinh(βs0) +O(s± so)2 = ±β(s± s0)ξ +O(s± so)2
where ξ2 = ζ2−C2. As suggested by [4], solutions to (15) are supported near the points
s = ±s0 = ±(r0 + it0) on the Hitchin cylinder. The independent solutions take the form
of Gaussian peaks localised at each of ±s0, assembled into
Ψ ≈ N
(
ξE− |ξ|E+
−|ξ|E− ξ¯E+
)
where
log(E±(s)) = −12β|ξ|
(
(r ± r0)2 + (t± t0)2
)− izt
and we have chosen a different gauge to [4], such that the monopole fields are traceless
and explicitly independent of z. Such a solution is valid when the peaks on R× S1 are
well separated, and narrow compared to the period of the cylinder.3 These conditions
are ensured if we stay away from the spectral points ζ = ±C,
|ζ2 − C2|  β
2
16pi2
. (17)
In this region, the normalisation factor N is determined from (10) to be |N |2 = β/(2pi|ξ|)
and the monopole fields, after a gauge transformation gˆ = exp(14 log(ξ¯/ξ)σ3) are
Φˆ = ir0σ3 Aˆz = −it0σ3 (18)
Aˆζ =
ζ
4ξ2
e−β|ξ||s0|
2
σ1 Aˆζ¯ = −Aˆ†ζ
where to ensure we remain on the correct branch we choose
|s0|2 = inf
n∈Z
(
r20 + (t0 + n/2)
2
)
.
It is important to note that the fact the monopole Higgs field can be read off directly
from the spectral curve (14) via s0 (16) is not simply a restatement of the boundary
conditions, as use has also been made of the fact the coefficients in w of the spectral
curve are polynomials in ζ, which encode the moduli in a particular way [3]. This result
will be used in sections 3, 5 and 6 when we discuss the charge 2, SU(3) and singular
periodic monopoles.
It is useful to combine the fields (18) into iφˆ = Φˆ − iAˆz and aˆ = Aˆζdζ + Aˆζ¯dζ¯
(see (3)). We note that aˆ approaches zero exponentially away from the spectral points
ζ = ±C, and the fields are Abelian and trivially satisfy Hitchin equations in this limit,
3If this were not the case we would not expect to find two independent solutions of (15), and there
would be a dependence on the periodic coordinate z. It is not possible to extract a factor of e±izt
from solutions which are not narrow relative to the circumference of the cylinder while simultaneously
preserving the periodicity condition.
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suggesting that they are truly two dimensional. Noting that |s0| has dimensions of β−1,
we conjecture that in the limit β → 0 a solution is provided by
φˆ = s0σ3 aˆ = 0,
which satisfies the Bogomolny equations with the correct boundary conditions (3). As
will be seen in section 3.4, this approximation also leads to the correct asymptotic
behaviour of the moduli space.
2.2 Charge 1 - Energy
It is convenient to rewrite the energy density, the integrand of (5) in terms of just the
Higgs field by using the Bianchi identity [9, 16],
E = 14 ∇2 |tr(Φˆ2)|. (19)
The Higgs field (18) is
Φˆ =
i
β
<
(
cosh−1
(
ζ
C
))
σ3 =
i
β
log
∣∣∣∣∣∣ ζC +
√(
ζ
C
)2
− 1
∣∣∣∣∣∣σ3, (20)
giving an energy density
E1 = 1
β2|ξ|2 =
1
β2
1√
ρ4 − 2ρ2C2 cos(2θ) + C4 (21)
whose contours trace out Cassini ovals (fig. 2) and is peaked at the spectral points, whose
separation by 2C allows us to interpret C as the characteristic size of the monopole.
We next use the divergence theorem to compute the total energy in a region with
ρ = R C
V1 =
1
4
∫∫∫
ρ≤R
∇2|tr(Φˆ)2|ρdρdθdz = 14Rβ
∫
ρ=R
(
∂ρ|tr(Φˆ)2|
)
dθ
and note that the leading term of the integrand at large ρ is
∂ρ|tr(Φˆ)|2 ∼ 4
ρβ2
log
(
2ρ
C
)
,
resulting in
V1 =
∫∫∫
ρ≤R
E1ρdρdθdz = 2pi
β
log
(
2R
C
)
in agreement with (5). Finally, we note that the Higgs field (20) vanishes along a line
between the spectral points, fig. 2, as can be seen in the numerical study of [17]. We
will see in section 6 that this observation survives for higher charges.
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Figure 2: An SU(2) monopole. On the left is a contour plot of the energy
density (21) and on the right log(disc(Φˆ) + 0.001), where the discriminant is
defined as the squared difference of the eigenvalues of Φˆ. It is zero on a line
joining the spectral points, whose locations are indicated by black dots on the
right hand diagram. Note the loss of axial symmetry.
3 Charge 2 - Spectral Approximation
In this section we apply the spectral approximation to the SU(2) monopole of charge
k = (2), which has two real reduced moduli. Using symmetries of the spectral curves
this can be reduced to two one-parameter families, though we withhold showing that
this two dimensional reduced moduli space is itself a geodesic submanifold of the full
four dimensional moduli space until section 4.2.
In the limit in which the approximation becomes exact it is possible to compute a
metric on the two dimensional reduced moduli space. Its asymptotic form agrees with
the ALG metric of [2], allowing numerical integration of non-trivial geodesics, which will
be considered both in the monopole space and on the dual cylinder. Finally, we will
introduce a new solution of the rank 2 Hitchin system [18] with the same spectral limit
as that of [5], and briefly compare their scattering properties.
3.1 Spectral Approximation
The general form of the monopole spectral curve (12) of the charge k = (2) periodic
monopole is
w2 + P1,2(ζ)w + 1 = 0 with P1,2(ζ) = −
(
2ζ2 − 2BCζ −K) /C. (22)
where B,C ∈ C. The spectral points are located at the values of ζ where (P1,2(ζ))2 = 4.
Fixing the centre of mass at the origin, we expect energy peaks at the four points
ζ = ±
√
K/2± C
(where the ± signs are independent).4 As in the k = (1) case, C is a parameter
fixed by the boundary conditions, while K is a complex modulus. For |K|  2|C|
4Note that to regain the k = (1) limit we should instead fix B and K and set |C| → ∞.
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the spectral points occur in two pairs which are interpreted as fundamental monopoles
of size |C√2/K| separated by a distance |√2K|. It is noteworthy that the fundamental
monopoles get smaller as they are separated, an effect of the long range Higgs field.
Motivated by (18) we assume the monopole Higgs field is given by Φˆ = i<(s0)σ3,
where s0 is obtained by rearranging the spectral curve,
Φˆ =
i
β
<
(
cosh−1
(
2ζ2 −K
2C
))
σ3
and compute the energy in a region with |ζ| < R using (19) to find
V2 =
4pi
β
log
(
2R2
C
)
,
again in agreement with (5). Applying the divergence theorem to ∂KE for large ρ,
∂KE ∝ ∂K∂ρ|tr(Φˆ2)| ∼ ρ−3 log(ρ),
shows that, as hoped, the total energy is independent of the modulus K.
3.2 Aside - Symmetric Charge k
The spectral curve of the Z2k-symmetric charge k = (k) monopole is
C cosh(βs) = ζk ⇒ Φˆ = i
β
<
(
cosh−1
(
ζk
C
))
σ3,
from which the energy density (21) is
Ek = k
2
β2
ρ2k−2√
ρ4k − 2C2ρ2k cos(2kθ) + C4 ,
where we note that the energy density at the origin vanishes for all k > 1.
The total energy is again in agreement with (5), while the energy per unit charge
in the region 0 ≤ ρ ≤ aC1/k is (note that the spectral points are located on a circle of
radius ρ = C1/k)
Vk
k
(0 ≤ ρ ≤ aC1/k) = pia
2k
β
3F2
(
1
2 ,
1
2 ,
1
2 ; 1,
3
2 ; a
4k
)
(23)
=
{
pia2k
(
1 +O(a4k)) /β (a < 1)
4G/β (a = 1)
where 3F2 is the generalised hypergeometric function, G ≈ 0.916 is Catalan’s constant
and we have used the following identities for the elliptic integral K(κ) [19]:
K(κ) =
∫ pi/2
0
1√
1− 2κ cos(2α) + κ2 dα (κ < 1),
11
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Figure 3: Normalised energy per unit charge enclosed in a period cylinder of
radius aC1/k for various values of the charge k. Solid line: k = 1, dashed:
k = 2, dotted: k = 10. The energy density is increasingly located on a shell of
radius ρ = C1/k.
4ab
∫ z
0
κ2ab−1K(κb) dκ = piz2ab 3F2
(
1
2 ,
1
2 , a; 1, a+ 1; z
2b
)
. (24)
Fig. 3 shows the total energy in a period cylinder, (23), is increasingly located at its
edge as k is increased. An expansion of the fields at small and large ρ yields{ −iβΦˆ ∼ (ρk/C) sin(kθ)σ3 (ρk  C),
−iβΦˆ− log (2ρk/C)σ3 ∼ (2ρk/C)−2 cos(2kθ)σ3 (ρk  C).
These results resemble those found for spherical magnetic bags of large charge, as first
studied by [20], and it is interesting to see evidence of a ‘magnetic cylinder’ with similar
properties.
3.3 Symmetries
Geodesic submanifolds of the two dimensional reduced moduli space are obtained by
looking for symmetries in the spectral curve (22). Fixing the parameters B = 0 and
C ∈ R, we impose invariance of (22) under a reflection symmetry in the line θ =
α/2, encoded by the map ζ 7→ eiαζ¯. This requires that we simultaneously map w 7→
e−2iαw¯ (t 7→ −t− 2α/β) and K 7→ e2iαK¯. The original spectral curve (22) is recovered
by complex conjugation as long as α is chosen to be 0 or pi/4. These choices of α
correspond to the one parameter families K ∈ R and K ∈ iR, respectively. In section 4
it will be shown that the reduced moduli provide a geodesic submanifold of the full four
dimensional moduli space, allowing us to consider the above one parameter families as
geodesics. The definition of a metric on the reduced moduli space will be considered in
the following subsection.
More information about these geodesics can be gleaned from considering the pi/2
rotation symmetry ζ 7→ iζ, which requires w 7→ −w (t 7→ t + pi/β) and K 7→ −K. For
12
Figure 4: Energy density contour plots. Left: geodesic with K ∈ R (to be
read from left to right and top to bottom). Right: geodesic with K ∈ iR.
The central symmetric configurations have K = 0, while those with just two
energy peaks have K = ±2. It is noteworthy that the axial symmetry of the
‘doughnut’ charge 2 monopole in R3 is replaced by a discrete symmetry. The
spacing between snapshots is taken relative to the metric defined in section 3.4.
the one parameter families found above, passing through K = 0 leads to the right-angled
scattering processes shown in fig. 4. Particularly interesting points in the moduli space
are K = ±2C, where two of the spectral points coincide at the origin (although there is
no energy peak associated with them) and K = 0, where the dihedral D2 symmetry is
enhanced to D4. This is nothing but the symmetric configuration considered in section
3.2. For K/C ∈ [−2, 2] the fundamental monopoles lose their individual identities and
the discriminant vanishes on a cross shape joining the four peaks.
3.4 Metric
3.4.1 Definition
We use the general formalism for obtaining the moduli space metric from the variation
of the fields (see, for example, [9]). For z-independent fields the metric is given by
g = 12K˙
˙¯K
∫
R2
tr
(
∂φˆ∂¯φˆ† + ∂φˆ†∂¯φˆ− 4∂aˆζ¯ ∂¯aˆζ − 4∂aˆζ ∂¯aˆζ¯
)
d2x
where it is understood that the fields satisfy the gauge condition
2
(
Dζ∂(aˆζ¯) +Dζ¯∂(aˆζ)
)
= 12 [φˆ, ∂(φˆ
†)] + 12 [φˆ
†, ∂φˆ] (25)
which arises as a dimensional reduction of the equivalent condition for instantons,
Dµ(∂Aµ) = 0. Here ∂ indicates differentiation with respect to K, and ˙ is differenti-
ation with respect to an affine time τ .
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From (18) there is a centered charge 2 solution of the Bogomolny equations with
βφˆ = cosh−1
(
2ζ2 −K
2C
)
σ3 aˆ = 0,
valid sufficiently far from the spectral points, for which the orthogonality condition (25)
holds trivially. As discussed in section 2.1, it will be assumed that this becomes exact
in the limit of z-independence. It follows that the metric is given by
g =
1
4β2
K˙ ˙¯K
∫ (
(ζ2 −K/2)2 − C2)−1/2 ((ζ¯2 − K¯/2)2 − C2)−1/2 ρdρdθ. (26)
For given K the integral can be written in terms of products of distances to the four
spectral points, which are located at ζi(K) = ±
√
K/2± C, defining the conformal factor
η(K),
g =
1
4β2
K˙ ˙¯K
∫
1
|ζ − ζ1||ζ − ζ2||ζ − ζ3||ζ − ζ4| ρdρdθ = ηK˙
˙¯K.
We note that due to holomorphicity of the Higgs field φˆ the moduli space is a one-
complex-dimensional Hermitian manifold. As expected for a complex submanifold of
the four-real-dimensional hyper-Ka¨hler moduli space [2], g is indeed Ka¨hler, with Ka¨hler
potential proportional to
∫ |tr(φˆ2)|ρdρdθ.
3.4.2 Asymptotics
The integral in (26) can be computed in the limit in which the monopoles are well
separated, |K|  2|C|. Two of the peaks are placed near the origin, at ζ = ±, and
the others are centered at some large R along the x-axis (for simplicity we consider
K = keiα ∈ R). Integrating out to some ρ0 (R ρ0  ),
η ∼ 1
R2
∫ ρ0
0
1
|ζ + ||ζ − | ρdρdθ.
This integrand is identical to that of (21), so
η ∼ 1
R2
log(2ρ0/).
We recall from section 3.1 that the separation and size of the fundamental monopoles in
this limit are, respectively,
R =
√
2k  = C(2k)−1/2 = C/R,
allowing us to express the metric either in terms of k or the monopole separation R,
g ∼ 1
k
(log(k) + c) k˙2 ∼ (log(R) + c′) R˙2.
The latter agrees, up to prefactors, with the asymptotic metric computed in [2], which
is an ALG metric of limiting Gibbons-Hawking type [21]. The constants c and c′ depend
on the upper limit of integration ρ0 and are related to the redefinition of v performed in
[2] when a chain of n monopoles is studied in the limit of n→∞.
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Figure 5: Surface plot of the conformal factor for the relative reduced moduli
space in the limit of large monopole size to period ratio. Peaks are at K = ±2C.
3.4.3 Integration
There are three specific values of K at which evaluation of the conformal factor η can
be performed analytically (see fig. 4 for the relevant monopole configurations),
K = 0 η =
1
32piβ2C
(
Γ
(
1
4
))4
K → ±2C η ∼ − pi
8β2C
log (|K ∓ 2C|) (27)
where, for K = 0, use has been made of (24). The integral diverges at K = ±2C,
when two of the spectral points coincide and there is a double pole in the integrand.
We employ these results to ensure a correct numerical implementation of the integral
for general K, and the result is shown in fig. 5. Further evidence for this metric will be
provided in [22].
Using polar coordinates K = keiα the geodesic equations are
2ηk2α¨+ (∂αη)(k
2α˙2 − k˙2) + 2(∂kη)k2α˙k˙ + 4ηkα˙k˙= 0
2ηk¨ + (∂kη)(k˙
2 − k2α˙2) + 2(∂αη)α˙k˙ − 2ηkα˙2 = 0 (28)
where ˙ denotes differentiation with respect to the parameter time τ . In particular, there
are geodesics with α˙ = 0, for which the geodesic equations become ∂αη = 0 and
2ηk¨ + (∂kη)k˙
2 = 0 ⇒
∫ √
η dk = b1τ + b2, (29)
where b1 and b2 are constants of integration. As can be seen from fig. 5 such geodesics
are only possible for α = 0, pi/2, which are precisely the geodesic submanifolds K ∈ R
and K ∈ iR obtained by symmetry arguments in section 3.3.
15
The logarithmic behaviour of η in the vicinity of K = ±2C (27), combined with the
implicit expression for k(τ) (29), is sufficient to show that geodesics cross the points
K = ±2C in finite parameter time.
3.4.4 New Geodesics
In complex coordinates the geodesic equations (28) are
ηK¨ + (∂Kη)K˙
2 = 0
and its complex conjugate. We write this as a system of coupled partial differential
equations,
ηv˙ + (∂Kη)v
2 = 0 K˙ = v
and obtain ∂Kη by differentiating the integrand of η before performing the integral (this
choice of ordering giving greater numerical precision),
∂Kη =
1
2
∫
(ζ2 −K/2) ((ζ2 −K/2)2 − C2)−3/2 ((ζ¯2 − K¯/2)2 − C2)−1/2 ρdρdθ,
which must again be integrated numerically. Then, by specifying initial values of K and
K˙, novel geodesics are integrated using a fourth order Runge-Kutta procedure. Two
such non-trivial geodesics are displayed in figs 6 and 7, which are to be compared with
those of fig. 4. It is worth noting that geodesics crossing the line segment −2 < K/C < 2
(fig. 6) scatter by swapping constituents, otherwise there is glancing scattering and each
fundamental monopole retains its identity (fig. 7). As was seen in fig. 4, a geodesic
meeting K = ±2C has two coincident spectral points, whose associated energy density
vanishes. There is numerical evidence that the only geodesic to cross these points is that
with K ∈ R.
3.5 Zeroes on the Cylinder
Rewriting the spectral curve (22) as a polynomial in ζ and comparing with (13) we find
ζ2 − (C cosh(βs) +K/2) = 0 ⇒ −det(Φ) = C cosh(βs) +K/2.
The determinant of the Hitchin Higgs field has two zeroes whose locations on the cylinder
depend on K/C. In section 4 we will see that these values are of interest as they
provide approximate locations for peaks in the gauge field Fss¯ on the Hitchin cylinder
(8). As cosh is an even function, the zeroes are always on opposite sides of the cylinder,
at ±s0. They are located on the circle r = 0 if −2 ≤ K/C ≤ 2 and coincide at
s0 = ipi/β, 0 if K/C = 2,−2. This suggests, as was noted in fig. 4, that K = 0 is a
particularly symmetric case, for which the zeroes are at ±ipi/2β. The motion of the
zeroes corresponding to the geodesics with K ∈ R and K ∈ iR are shown in figs 8 and 9.
Other geodesics lead either to glancing scattering of the zeroes (if K/C passes between
−2 and 2, such as in fig. 6) or to them returning in the same direction they come in
from (if K/C does not cross the line segment [−2, 2], such as in fig. 7).
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Figure 6: Geodesic for initial condition K/C = 5(1 + i), K˙/C = −0.03(1 + i)
with step size 0.03. The left hand plot displays the geodesic on the K-plane
(with shaded circles at K/C = ±2). Tick marks every 722 timesteps indicate
the positions of the energy density snapshots displayed to the right.
Figure 7: Geodesic for initial conditions K/C = 5+2i, K˙/C = −0.042 with step
size 0.03. Tick marks are at every 950 timesteps. In this case the fundamental
monopoles retain their separate identities.
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−0.2 −0.1 0 0.1 0.2
−0.25
0
0.25
Figure 8: Motion of zeroes on the Hitchin cylinder for K ∈ R, where the top
and bottom edges of the diagram are identified and the z period is taken to
be β = 2pi. Arrows indicate the direction of K increasing from K/C = −4.5,
with spacing determined by the velocity using the metric (26). The black dots
are at K/C = ±2 (note that in these cases the zeroes coincide), while the grey
dots are at K = 0. Zeroes at the same K are located at opposite points on the
cylinder, obtained by reversing the signs of r and t.
−0.2 −0.1 0 0.1 0.2
−0.25
0
0.25
Figure 9: The setup is the same as that of fig. 8, this time with K ∈ iR. The
arrow indicates the evolution with =(K) increasing from =(K) = −4.5.
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4 Charge 2 - Nahm Transform
The centered SU(2) charge k = (2) periodic monopole has four real moduli, two of which,
as was seen in sections 1.3 and 3.1, are encoded in the spectral curve and describe the
relative positions and orientations of the fundamental monopoles in R2. The remaining
two moduli are expected to describe the relative phase and z separation. By considering
the action of gauge transformations on the inverse Nahm operator (as defined in section
1.2) we will see that the two reduced moduli appearing in the spectral curve provide a
geodesic submanifold of the full moduli space. The one parameter families K ∈ R and
K ∈ iR are studied, and we will find that the details of z behaviour depend on our choice
of solution of the Hitchin equations on the Hitchin cylinder. The work in this section
is motivated by [5, 18], and it should be noted that the results are independent of the
spectral approximation of section 3.
4.1 Hitchin Equations on the Cylinder
The Nahm data of interest are U(2) (or SU(2) if the monopole is centered) Hitchin fields
(Φ, A) (8) on the Hitchin cylinder, with det(Φ) determined by the spectral curve as
described in section 3.5. It is straightforward to show [5] that the Hitchin equations can
be solved (up to U(1) gauge transformations) by5
Φ =
(
0 µ+e
ψ/2
µ−e−ψ/2 0
)
As¯ = aσ3 + αΦ As = −a¯σ3 − α¯Φ† (30)
where
−det(Φ) = µ+µ− = C cosh(βs) +K/2
and a, α and ψ are functions of (s, s¯) satisfying 4a = −∂s¯ψ,
∇2<(ψ) = 2(1 + 4|α|2)
(
|µ+|2e<(ψ) − |µ−|2e−<(ψ)
)
(31)
and
e−<(ψ)/2 ∂s
(
αµ+e
<(ψ)
)
+ e<(ψ)/2 ∂s¯
(
α¯µ¯−e−<(ψ)
)
= 0, (32)
with the imaginary part of ψ chosen in such a way that Φ has the correct t-period.
It is clear that α = 0 allows (32) to hold trivially, and in the next subsection it will
be seen that it in fact provides a two dimensional geodesic submanifold of the relative
moduli space. When this is the case, there are two fundamentally different solutions
for Φ according to the allocation of the zeroes of det(Φ) between its two non-vanishing
components:
5For the remainder of this section we make use of the Pauli matrices with conventions
σ1 =
(
0 1
1 0
)
σ2 =
(
0 −i
i 0
)
σ3 =
(
1 0
0 −1
)
.
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• Harland’s solution [18] places both zeroes in the same component,
µ+ = C cosh(βs) +K/2 µ− = 1
with =(ψ) = 0. We call this the ‘zeroes together’ solution.
• On the other hand, Harland & Ward [5] place one zero in each component of Φ,
µ± =
√
C/2
(
eβs/2 + λ±1e−βs/2
)
where 2Cλ±1 = K ±
√
K2 − 4C2
this time with =(ψ) = βt. This is the ‘zeroes apart’ solution.6
For α = 0 the Hitchin Higgs fields are thus of different matrix rank and there is no
smooth gauge transformation between them. As such, the ‘zeroes together’ and ‘zeroes
apart’ solutions are disconnected two dimensional submanifolds of the moduli space. It
is expected that in the full four dimensional moduli space one can interpolate between
the two cases.
4.2 Symmetries
Once the Hitchin equations of section 4.1 have been solved, one should apply the proce-
dure of section 1.2 to obtain the monopole fields. This has been done numerically for the
‘zeroes apart’ case [5]. Here, we consider symmetries of the Nahm transform by means
of gauge transformations (11). This is achieved by first looking for transformations of
the Nahm data (s;K) 7→ (s′;K ′) motivated by the findings of section 3.3, which should
satisfy equations (31, 32) and transform
(Φ, A)(s;K) 7→ (Φ′, A′)(s′;K ′)
(∆,Ψ)(s; ζ ′, z′;K) 7→ (∆,Ψ)(s′; ζ ′, z′;K ′) = (∆′,Ψ′)(s; ζ ′, z′;K),
(where we use ′ to denote fields valued in the transformed Hitchin coordinates) and then
searching for a gauge transformation U and a transformation (ζ, z) 7→ (ζ ′, z′) of the
monopole coordinates which express ∆′ in terms of ∆, in such a way that the resulting
monopole fields are gauge equivalent to the original monopole fields, but evaluated at
the new coordinates, (ζ ′, z′). We recall from equation (11) in section 1.2 that U acts as
∆′(s; ζ ′, z′;K) =U−1(s)∆(s; ζ ′, z′;K)U(s)
Ψ′(s; ζ ′, z′;K) =U−1(s)Ψ(s; ζ ′, z′;K),
and we assume it can be written in block form as U = h⊗ g, where h is a constant 2× 2
matrix serving to permute the entries of ∆. The matrix g acts as a gauge transformation
on the Hitchin fields and is required to be strictly periodic in t, such that Φ and the
6In subsequent work [22, 23] it has been found more meaningful to use the coordinate λ rather than
K. Here, we retain the original notation for consistency with the published version.
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t-holonomy of A are well defined. For completeness, we recall the Nahm operator (9) in
the k = (2) case,
∆ =
(
12 ⊗ (2∂s¯ − z) + 2As¯ 12 ⊗ ζ − Φ
12 ⊗ ζ¯ − Φ† 12 ⊗ (2∂s + z) + 2As
)
.
(33)
A study of the geodesic with α = 0, K ∈ R and the symmetry K 7→ −K was carried
out in [18, 5]. Here we summarise the results and give evidence that K ∈ iR is also a
geodesic.
z 7→ z + β
To illustrate the process, we note the Hitchin fields are unchanged under the joint action
of U = e−iβt14 and (ζ, z) 7→ (ζ, z + β), indicating the monopole fields are unchanged by
a period shift.
α = 0
Again keeping s and K unchanged, we take U = σ3 ⊗ 12 and (ζ, z) 7→ (−ζ, z). As
long as α = 0 the Hitchin fields become (Φ, A) 7→ (−Φ, A), so that Ψ± 7→ ±Ψ± and
the monopole fields are thus invariant under a rotation by pi around the z-axis. This
justifies our assumption throughout section 3 that α = 0 is a geodesic submanifold, and
we will keep α = 0 from now on, noting that this simplifies the Hitchin gauge potential
A and that the Hitchin equation (32) is automatically satisfied. Symmetries with α 6= 0
are considered by the author in his PhD thesis [24].
K ∈ R
Transforming (s;K) 7→ (s¯; K¯) gives (Φ′, A′¯s, A′s) = (σ1Φ†σ1,−As,−As¯). We then take
U = σ1 ⊗ σ1 and (ζ, z) 7→ (ζ¯,−z). As was found in section 3.3, K ∈ R is a geodesic
submanifold, and the monopole fields are invariant under a joint reflection in the x-axis
and the plane z = 0 (or z = β2 ). This conclusion can be drawn for both solutions
considered in section 4.1. The calculation for the ‘zeroes together’ case is given in more
detail in appendix A, which serves to illustrate the procedure for the remaining cases.
K ∈ iR ‘zeroes together’
The transformation (s;K) 7→ (s¯ + ipiβ ;−K¯) gives (Φ′, A′¯s, A′s) = (−ig−1Φ†g,−As,−As¯),
where g = i√
2
(σ1 + σ2). Now we must take h =
1√
2
(σ1 + σ2) and (ζ, z) 7→ (iζ¯,−z).
K ∈ iR ‘zeroes apart’
Here the same map (s;K) 7→ (s¯+ ipiβ ;−K¯) gives (Φ′, A′¯s, A′s) = (ig−1Φ†g,As + β4σ3, As¯−
β
4σ3), with
g =
(
eiβt 0
0 i
)
,
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and we take h = 1√
2
(σ1 − σ2) and (ζ, z) 7→ (iζ¯, β2 − z).
K 7→ −K ‘zeroes together’
We take (s;K) 7→ (s + ipiβ ,−K), so (Φ′, A′) = (ig−1Φg,A) where g = e−ipiσ3/4, h =
e−ipiσ3/4 and (ζ, z) 7→ (iζ, z).
K 7→ −K ‘zeroes apart’
Finally, with the same (s′;K ′) as the previous case, (Φ′, A′¯s, A′s) = (ig−1Φg,
β
4σ3 −
As¯,−β4σ3 −As), with
g =
(
0 eiβt+ipi/4
e−ipi/4 0
)
,
such that h = e−ipiσ3/4 and (ζ, z) 7→ (iζ, z + β2 ).
Although the only currently available numerical solution for the monopole fields is
the K ∈ R geodesic in the ‘zeroes apart’ case [5], the above results show that all four
possibilities undergo right-angled scattering, with a configuration of enhanced symmetry
at K = 0. Nevertheless, in the ‘zeroes together’ solution, scattering occurs in a plane
of constant z, while in the ‘zeroes apart’ solution, the incoming and outgoing chains
are shifted by half a period. The two situations can be visualised as chains of small
monopoles (though it should be noted this is no longer the re´gime in which we expect the
spectral approximation to be valid), which scatter at an angle of pi/2. Such a scattering
process may occur in the plane or along z, in which case there will be a second scattering
when the fundamental monopoles meet those of the adjacent periods and then separate
at right angles to the incoming chains.
The symmetric configuration with K = 0 is seen to survive under the arguments
given above. It has also been noted [5] that when K = ±2C the periodic monopole
resembles a unit charge periodic monopole of halved period. This is consistent with the
observation that the result of the spectral approximation for this case (fig. 4) resembles
the result for charge 1, fig. 2.
4.3 Lumps on the Cylinder
Working with α = 0, the remaining Hitchin equation (31) can be solved numerically
using a relaxation method, [5]. Fig. 10 displays the value of the flux |Fss¯| = 18 |∇2ψ|,
for which the general characteristics can be deduced from (31). In particular, in the
‘zeroes apart’ case the lumps annihilate at K = ±2C, when both µ+ and µ− vanish. On
the other hand, in the ‘zeroes together’ solution the lumps do not vanish, but reach a
minimum size at K = 0.
Numerically, a dependence on C is also observed, with two limiting cases. For small
monopole size C the lumps lose t-dependence and become Nahm data on a line segment.
However, at large C (which is the case of interest in section 3 of this paper) the lumps
become sharply peaked and (31) is solved by setting both sides to zero. It is in the latter
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Figure 10: Lumps in |Fss¯| for various values ofK in the ‘zeroes together’ solution
(left) and ‘zeroes apart’ (right) for C = 1, β = 2pi, using the same vertical scale
throughout. The positions of the lumps should be compared with the positions
of the zeroes of det(Φ), as indicated in figs 8 and 9. It should also be noted
that the lumps are of different sign in each case.
case that the spectral approximation improves in accuracy, and that the positions of the
lumps are found to most closely track the zeroes of det(Φ) shown in figs 8 and 9.
5 SU(3) Periodic Monopoles
Monopoles in R3 have been considered for higher rank gauge groups by various authors
[9, 25, 26, 27]. In this section we apply the results of the spectral approximation to the
SU(3) periodic monopole and consider the basic properties for k = (1, 1) and k = (2, 1),
which have two and four reduced relative moduli, respectively.
Following the arguments of section 1.1, the SU(3) periodic monopole has spectral
curve (12)
w3 +P1,k1(ζ)w
2 +P2,k2(ζ)w− 1 = 0 where Pi,ki(ζ) = ai,kiζki + . . .+ai,1ζ+ai,0.
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As discussed in sections 1.1 and 1.3, we take k1 ≥ k2. The root diagram was shown
in fig. 1. Our procedure will be to express the coefficients of Pi,ki(ζ) in terms of the
boundary data (3, 7) and hence to determine the positions of spectral points from the
discriminant D(k1,k2). In analogy with section 2.1, we are interested in the eigenvalues of
the holonomy V . This manipulation is performed numerically to give three eigenvalues
wi = exp(β(ri + iti)) from which Φˆ ∝ diag(r1, r2, r3) and the quantities of interest are7
E ∝ ∇2 (r21 + r22 + r23) , discriminant = (r1 − r2)2(r2 − r3)2(r3 − r1)2.
5.1 Trivial Embedding
The k = (1, 1) spectral curve has coefficients
k = (1, 1)
{
a1,1 = −ev1 a1,0 = −(µ1ev1 + ev2)
a2,1 = e
v1+v2 a2,0 = (µ1 + µ2)e
v1+v2 + e−v2 , (34)
and discriminant
D(1,1) = a21,1a22,1ζ4 + 2
(
a1,1a2,1(a1,1a2,0 + a1,0a2,1) + 2(a
3
1,1 − a32,1)
)
ζ3 + . . . ,
such that the spectral points are centered if the ζ3 term vanishes,
(2µ1 + µ2)e
v1+2v2 = e3v2 + 1.
As noted in section 1.3, the fact K is repeated means the Nahm data will have a sin-
gularity at finite |r|. As we are working with SU(3) the determinant will have three
zeroes.
If v2 = 0 and µ2 = 0 (such that the centering condition becomes µ1e
v1 = 1) the
monopole is an SU(2) monopole embedded along the root β∗3 = −β∗1 − β∗2. This allows
the spectral curve to be factorised,
(w − 1) (w2 − (ev1ζ + 1)w + 1) = 0.
In this limit, three of the spectral points coincide and, as expected, the monopole fields
resemble those of an SU(2) monopole with k = (1).
v2 6= 0
We deform away from the SU(2) embedding by changing the boundary conditions to
allow non-zero v2. The spectral curve again factorises, and centering identifies
a1,0 = −12
(
3ev2 + e−2v2
)
a2,0 =
1
2
(
e2v2 + 3e−v2
)
.
with a1,1 and a2,1 as in (34). The situation is shown in fig. 11. In the Nahm picture, the
Higgs field has a simple pole at s = v2/β. For µ2 = 0 one of the zeroes coincides with
the pole, giving the two zeroes characteristic of SU(2) solutions.
7In the SU(2) case (section 2 and fig. 2) a similar calculation gave Φˆ = ir0σ3, E ∝ ∇2r20 and disc. = 4r20.
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Figure 11: Deformations of the k = (1, 1) monopole by changing v2 away from
zero. Here v2 = 1.2. On the left is plotted the energy density and on the right
the discriminant of Φˆ. There is no energy density associated with the coincident
spectral points on the right. The discriminant vanishes on a line joining the
spectral points on the left, and on a circle passing through the double spectral
point and surrounding the other two.
µ2 6= 0
In a similar way, we can fix the boundary conditions to v2 = 0 and allow the moduli µ1
and µ2 to vary in such a way that the spectral points remain centered. The coefficients
in (34) become
a1,1 = −ev1 a1,0 = −(1 + µ1ev1) a2,1 = ev1 a2,0 = 3− µ1ev1 .
Varying µ1 separates the three coincident spectral points and introduces a second fun-
damental monopole, as shown in fig. 12.
5.2 Minimal Symmetry Breaking
The k = (2, 1) spectral curve has
k = (2, 1)
{
a1,2 = −ev1 a1,1 = −µ1ev1
a2,1 = e
v1+v2 + e−v2 a2,0 = (µ1 + µ2)ev1+v2 − µ2e−v2 ,
and discriminant
D(2,1) = a21,2
(
a22,1 + 4a1,2
)
ζ6 + 2a1,2
(
a1,2a2,1a2,0 + a1,1a
2
2,1 + 6a1,1a1,2
)
ζ5 + . . .
and the remaining coefficient, a1,0, is to be considered a modulus. In this case, two of
the `i are repeated, allowing minimal symmetry breaking if v = (2v,−v,−v), for which
centering implies that
a1,2 = −e2v a1,1 = −µ1e2v a2,1 = 2ev a2,0 = µ1ev.
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Figure 12: Deformations of the k = (1, 1) monopole with v2 = 0. On the left
are contours of energy density for µ1e
v1 = 1. On the right, for µ1e
v1 = 1.2. For
these examples, the discriminant pairs up the spectral points on the horizontal
axis. The line of zero discriminant joining the other two points is found to wrap
around the left hand spectral point.
In fact, this condition is equivalent to the coefficient of ζ6 in D(2,1) vanishing, which
was not a possibility for the SU(2) or k = (1, 1) cases considered so far. The coefficient
of ζ4 also vanishes if we set P1,2 = −14P 22,1, such that three of the spectral points are
sent to infinity. This leaves µ1 as a complex modulus, and a symmetric configuration is
obtained by taking µ1 = 0, such that the coefficients of ζ
2 and ζ also vanish, fig. 13.
v2 6= v3
Following [10] we deform by adding to v a constant diagonal term δβ∗2 for some complex
δ (we can rearrange the entries such that <(δ) ≥ 0), fig. 14. The total energy (5) is
unchanged, but there is a different pattern of symmetry breaking. Explicitly, a1,2 and
a1,1 are unaltered, while
a2,1 = 2e
v cosh(δ) a2,0 = e
v
(
µ1e
δ + 2µ2 sinh(δ)
)
.
Such deformations have the effect of moving the three remaining spectral points in from
infinity. A particularly symmetric example, with δ = ipi/2, is shown in fig. 15.
The k = (2, 1) Nahm data is of rank 2, smooth, and has three zeroes. For the spectral
curve w3− ζ2w2 +2aζw−1 = 0 relevant to both the cases considered above, the Hitchin
Higgs fields have
tr(Φ) = 2aw−1 − det(Φ) = w − w−2.
The determinant has zeroes at βs = 0,±2ipi/3. This is reminiscent of the fact that the
most symmetric k = (2) configurations were found to have zeroes located symmetrically
on the Hitchin cylinder (fig. 8).
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Figure 13: Z3-symmetric k = (2, 1) periodic monopole with spectral curve
w3− ζ2w2 + 2ζw− 1 = 0. Energy density on the left and the discriminant of Φˆ
on the right.
Figure 14: Deformation of the subleading term. Starting from the shaded point
we deform parallel to β∗2.
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Figure 15: Z6-symmetric k = (2, 1) periodic monopole with spectral curve
w3 − ζ2w2 − 1 = 0. On the left is plotted the energy density and on the right
the discriminant of Φˆ.
5.3 Speculative Geodesic
In section 4.2 it was shown that of the four real relative moduli of the SU(2) monopole
of charge k = (2), there was a two dimensional geodesic submanifold corresponding to
varying the two moduli present in the spectral curve. This justified the deduction of
one dimensional submanifolds in section 3.3. The SU(3) monopole of charge k = (1, 1)
also has four real relative moduli, and we will assume that the two which appear in the
spectral curve again provide a geodesic submanifold.
The reduced moduli are constrained by looking for configurations invariant under a
reflection in the x-axis, which we perform by mapping ζ 7→ ζ¯ and w 7→ w¯. This requires
all the coefficients ai,j in (34) to be real. A symmetric choice of boundary conditions is
provided by requiring the two fundamental monopoles to be of the same size, which we
do by further imposing invariance of the spectral curve under ζ 7→ −ζ and w 7→ w−1,
resulting in
a1,1 = −ev1 a1,0 = 1− µ1ev1 a2,1 = −ev1 a2,0 = µ1ev1 − 1,
where v1 is fixed and µ1 ∈ R provides a one parameter family (note this is a different
situation from that of section 5.1, where v2 = 0). Fig. 16 illustrates the resulting
scattering process. As mentioned in [9], the monopoles scatter back off each other
in a head-on collision, though with a deformed shape. By allowing different boundary
conditions, one can in fact find one parameter families describing the less symmetric cases
where one monopole is larger than the other, or when one of the incoming monopoles is
rotated by an angle of pi/2. As was noted for the SU(2) periodic monopole in sections
2.2 and 3.3, we find that when the spectral points are well separated those of each
fundamental monopole are joined by lines of zero discriminant.
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µ1 = 8 µ1 = 4 µ1 = 2
µ1 = 0.5 µ1 = 0 µ1 = −0.05
µ1 = −0.5 µ1 = −2 µ1 = −8
Figure 16: Sequence arising by varying the real parameter µ1 with v1 = 0 and
v2 = ipi. Plots show the discriminant of Φˆ. In the Nahm transformed picture,
motion of the zeroes of det(Φ) follows a similar pattern to that shown in fig. 8,
though now with the third zero fixed at s = 0 and the singularity at s = ipi/β.
The zeroes are coincident when µ1 = 4 and two of them reach the singularity
when µ1 = 0.
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6 Dirac Singularities and the Doubly Periodic Instanton
In the region where z dependence can be ignored, the fields of a configuration of positive
and negative Dirac monopoles at ζ = ζ±i are
iβΦˆ =
1
2
n+∑
i=1
log
(|ζ − ζ+i |2)− 12
n−∑
i=1
log
(|ζ − ζ−i |2)
iβAˆz =
i
2
n+∑
i=1
log
(
ζ¯ − ζ¯+i
ζ − ζ+i
)
− i
2
n−∑
i=1
log
(
ζ¯ − ζ¯−i
ζ − ζ−i
)
allowing us to compute the holonomy and hence write down the spectral curve,(
n−∏
i=1
(ζ − ζ−i )
)
w −
(
n+∏
i=1
(ζ − ζ+i )
)
= 0, (35)
and there are thus no moduli. Cherkis & Kapustin [3] argue that singularities can be
introduced to the periodic monopole by modifying the spectral curve (12) to
P0,n−(ζ)w
N + P1,k1(ζ)w
N−1 + . . .+ PN−1,kN−1(ζ)w + (−1)NPN,n+(ζ) = 0
where P0,n−(ζ) and PN,n+(ζ) are the monic polynomials appearing in (35).
The principal use of Dirac singularities is in changing the boundary conditions on
the Hitchin data. In particular, adding K positive and K negative singularities to
the monopole with k = (K,K, . . . ,K) renders det(Φ) smooth at |r| → ∞, albeit with
singularities at finite |r| due to K appearing more than once. We illustrate this by
looking at the SU(2) monopole with two singularities, where we require the spectral
curve to be invariant under w 7→ w−1 in order that the monopole fields are valued in
su(2). The relevant spectral curve is
(ζ − ζ0)w2 − 2(aζ + b)w + (ζ − ζ0) = 0 (36)
such that the boundary conditions (7) translate to
a = cosh(v) b = µ sinh(v)− ζ0 cosh(v)
and the spectral curve (36) can be rearranged to give the Hitchin Higgs field
Φ = ζ = ζ0 +
µ sinh(v)
cosh(βs)− cosh(v) . (37)
Applying the method of section 2, spectral points are located at
ζ =
ζ0 + b
1− a and ζ =
ζ0 − b
1 + a
,
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which are centered if ab+ ζ0 = 0, and are coincident if aζ0 + b = 0. The monopole Higgs
field is
Φˆ =
i
β
< cosh−1
(
cosh(v) +
µ sinh(v)
ζ − ζ0
)
σ3.
In the case where a = 0, ib = C, this simplifies to
Φˆ =
i
β
< cosh−1
(
C
ζ
)
σ3
which is related to the fields of sections 2.1 and 2.2 by a simple inversion transformation
ζ 7→ C2/ζ¯, with a corresponding change of boundary conditions.
In analogy with monopoles appearing as constituents of periodic instantons (see, for
example, [28, 29, 11]), it is expected that the doubly periodic instanton will be related
to the periodic monopole [3, 7]. The Nahm data for the doubly periodic instanton are
Hitchin equations on a 2-torus T 2. The charge 1 case is considered by [7], where the
Hitchin system is Abelian. This allows the Hitchin gauge potentials to be expressed as
derivatives of a harmonic potential, and the Higgs field is chosen to be proportional to
As in order to share the same singularities,
As = ∂sϕ As¯ = −∂s¯ϕ Φ = ζ0 + α∂sϕ
where, in our notation, the fundamental solution to Laplace’s equation on the torus is
ϕ =
1
2
log
∣∣∣ϑ3 ( i2pi (s¯β1 + v¯) + 12 + iβ12β2 , iβ1β2 )∣∣∣2∣∣∣ϑ3 ( i2pi (s¯β1 − v¯) + 12 + iβ12β2 , iβ1β2 )∣∣∣2
with β1 and β2 the periods of the instanton, and ϑ3 is the doubly periodic Jacobi theta-
function, which is conveniently expressed as
ϑ3(w, τ) =
∞∑
n=−∞
eipin
2τ+2ipinw. (38)
The result (37) is recovered in the limit β1 = β, β2 → 0, such that only the n = 0 and
n = −1 terms contribute to (38),
ϕ =
1
2
log
∣∣1− eβs¯+v¯∣∣2
|1− eβs¯−v¯|2
⇒ Φ = ζ0 − αβ
2
sinh(v)
cosh(βs)− cosh(v) ,
which is precisely of the form (37). In [7], α is interpreted as a size, which when set
to zero provides axially symmetric fields. In the monopole picture this corresponds to
setting µ = 0, in which case aζ0 + b = 0 and the spectral points coincide, again leading
to axial symmetry.
The need for singularities when making the comparison with the doubly periodic
instanton is brought about by a change in the boundary conditions, and is reminiscent
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of the intepretation of periodic instantons as monopoles whose gauge group is a loop
group [8]. In practice, this amounts to adding a root to the gauge group such that all of
the `i vanish and we are at the origin of the root diagram, fig. 1. From the discussion
of sections 1 and 2, the additional fundamental monopole expected from the extra root
fits in with the observation in [7] that the doubly periodic instanton consists of two
periodic monopole constituents, separated in one of the periodic directions. It would be
interesting to explore this result further, although this would require a departure from
the approximation presented in this paper.
7 Concluding Remarks
In this paper we developed a technique, motivated by [1, 3, 4, 5], to study the singly
periodic BPS monopole. This was checked against numerical studies of the SU(2) cases of
charge 1 and 2. Geodesic motion on an effective two dimensional moduli space compared
favourably with analytic results for charge 2. In particular, it was found that motion
transverse to the periodic direction provides a geodesic submanifold. Some simple SU(3)
configurations and singular periodic monopoles were also considered in this context. The
Nahm transform relates the periodic monopole to a Hitchin system on the cylinder, giving
rise to lumps whose motion is described, at large separations, by the motion of zeroes of
the spectral curve polynomial.
Short of finding explicit solutions for the monopole fields or the moduli space metric,
some unanswered questions which will provide the basis for future work include whether
the two energy peaks associated to each fundamental monopole can be understood as
‘constituents’ in their own right. This has been done for the periodic instanton, which
was reconstructed by [11] in terms of the Nahm data of its monopole constituents. It
would also be of interest to study explicitly the limits of the periodic monopole for large
and small periods. Preliminary numerical work indicates the Nahm data behaves as
hoped (see section 4.3). As a step in this direction, a study of how the moduli describing
a phase difference and z separation appear in the Nahm dual picture will be presented
in [22].
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A Symmetries of the Nahm Operator
In this appendix we explain in detail the procedure followed in section 4.2, with reference
to the example of the K ∈ R geodesic of the ‘zeroes together’ solution.
The map (s;K) 7→ (s¯; K¯) transforms (r, t) 7→ (r,−t),
µ+(s;K) = C cosh(βs) +K/2 7→ C cosh(βs¯) + K¯/2 = µ¯+(s;K)
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and
µ−(s;K) = 1 7→ µ¯−(s;K).
Equation (31) is invariant, so <(ψ)(s;K) 7→ <(ψ)(s;K). Recalling that in this case
=(ψ) = 0 gives the transformation of a,
a(s;K) = −18(∂r + i∂t)ψ 7→ −18(∂r − i∂t)ψ = a¯(s;K).
Combining these results we obtain the transformed Hitchin fields (30),
Φ(s;K) =
(
0 µ+e
ψ/2
µ−e−ψ/2 0
)
(s;K) 7→ Φ′(s′;K ′) =
(
0 µ¯+e
ψ/2
µ¯−e−ψ/2 0
)
(s;K),
As¯(s;K) = a(s;K)σ3 7→ A′s¯(s′;K ′) = a¯(s;K)σ3 = −As(s;K)
As(s;K) = −a¯(s;K)σ3 7→ A′s(s′;K ′) = −a(s;K)σ3 = −As¯(s;K).
The Nahm operator ∆ constructed from the new fields is
∆′ =
(
12 ⊗ (2∂s − z)− 2As 12 ⊗ ζ − (Φ′)†
12 ⊗ ζ¯ − Φ′ 12 ⊗ (2∂s¯ + z)− 2As¯
)
.
Noting that Φ′ can be written in terms of Φ as Φ′ = σ1Φ†σ1, the new Nahm operator
∆′ can be obtained from the original one (33) by the combined transformation
∆′ = U−1∆U (ζ, z) 7→ (ζ¯,−z)
with U = σ1 ⊗ σ1. Consequently, Ψ transforms as
Ψ± 7→ σ1Ψ∓
such that the new monopole fields evaluated at (ζ¯,−z) are the same as the old ones
at (ζ, z). A monopole configuration symmetric under (ζ, z) 7→ (ζ¯,−z) is thus invariant
under K 7→ K¯, and leaves us with the one parameter family of solutions described by
=(K) = 0.
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