The eye is stimulated and informed by continually changing patterns. Images of environmental surfaces move over the retina as the eyes move, and the images expand, contract, and deform as objects move and the observer moves through the environment. The structure of these changing patterns is a principal form of information -about the shapes, locations, and movements of environmental objects and about the location and movement of the observer (Nakayama, 1985; Andersen, 1997; Lappin and Craft, 2000) . The multipurpose contribution of image motion to visual function underscores the importance of investigating not only how motion is perceived but also how motion information is exploited by the visual system to perform other related functions.
background that is also moving relative to both the eye and the ball. Keep in mind as well that this information is extracted by a neural network of billions of interconnected cells.
Such impressive visual achievements can be studied at many levels of analysis, including both psychophysics and physiology. Understanding visual motion perception requires both psychophysical analyses of the optical information at the eye and physiological analyses of the neural mechanisms that detect and transform this information. Progress has occurred on both levels, but the links between these two levels of knowledge are still limited. The purpose of this chapter is to review current evidence about links between physiological characteristics and behavioral functions of center-surround interactions in visual motion perception. We focus especially on the physiological characteristics of center-surround neurons in the primate cortical area MT (V5) and on perceptual functions that may be related to these cells. Some aspects of our discussion are necessarily speculative because the experimental evidence needed to link the physiological and psychophysical analyses of this aspect of motion perception is incomplete. Nevertheless, enough has been learned that it seems timely to review current progress and gaps in describing these links between physiology and perception.
We begin by discussing the logic for linking evidence about visual perception and physiology. Next, in section 14.2, we review physiological evidence about the centersurround organization of receptive fields in area MT as well as psychophysical evidence of apparent perceptual correlates of this center-surround antagonism. Sections 14.3 and 14.4 then examine evidence about two potential perceptual functions of this centersurround motion mechanism -involving figure-ground segregation and perception of surface shape, respectively.
Linking macroscopic and microscopic analyses of visual information flow
A fundamental but challenging problem in all areas of science is to link macroscopic and microscopic analyses of a system. Understanding how a complex system operates in a changing environment requires knowledge about both the dynamics of environmental conditions and the dynamics of the system's components. Causal relationships operate simultaneously on multiple levels and also between levels. Macroscopic and microscopic processes are interdependent; analysis of either one alone is insufficient. Functional links between visual perception and physiology involve the transmission of information -involving correspondences between (a) environmental objects and events, (b) optical stimulation of the eyes, and (c) physiological response patterns. Spatiotemporal patterns of physiological responses must maintain sufficient information about environmental stimuli to permit real-time coordination of motor actions, recognition of objects, and comprehension of meaningful scenes and events. The informational capacity of visual motion perception is suggested by athletic skills in coordinating actions with the motion of a ball and with motions of other players. Such visual-motor coordination depends on the fidelity of information transfer between the environment and the brain. The structural correspondence between these very different physical domains is not physical, of course, but based on spatial and temporal patterns.
Visual information transmission occurs simultaneously on both macroscopic and microscopic levels. The multi-level nature of the information transmission from optics to perception and action enables inferences about physiological processes from psychophysical experiments and inferences about perceptual functions from observations of physiology. A well-known paper by Teller (1984) reviews the logic of a variety of "linking propositions" for relating perceptual states with physiological states. As Teller points out, such linking propositions are at least implicit if not explicit in interpreting a large body of research in visual psychophysics and physiology.
The best-known linking proposition for inferring physiological processes from perceptual behavior was articulated by Brindley (1960, p. 144) : "...whenever two stimuli cause physically indistinguishable signals to be sent from the sense organs to the brain, the sensations produced by those stimuli, as reported by the subject in words, symbols or actions, must also be indistinguishable." An important implication of this proposition is its contrapositive: If an observer can behaviorally discriminate between two stimuli, then these stimuli must elicit different physiological signals at the retina and at all subsequent neural stages leading to the behavioral response. That is, behavioral discrimination implies physiological differences.
This proposition might seem almost trivially obvious, but it has nontrivial applications (Brindley, 1960; Teller, 1984; Lappin and Craft, 2000) . The classic experiments by Hecht et al. (1942) and by Bouman (1950) offer good illustrations, where behavioral experiments were used to demonstrate that a single photon is sufficient to excite a single photoreceptor. Moreover, most of the response variability for a given stimulus condition was attributable to physical variability of the stimulus rather than to physiological signals or cognitive decisions. Westheimer's (1979) studies of spatial "hyperacuity" also illustrate how behavioral discriminations permit important inferences about the retinal encoding of spatial position. A striking finding in these psychophysical experiments was the surprisingly small amount of information that was lost by the vast neural network between retina and motor response.
The linking proposition described by Brindley and others is a special case of a more general principle related to the second law of thermodynamics: Information about the input stimulation of the retina can only be lost but not created by the visual processes that lead to behavioral responses. Therefore, behavioral discriminations cannot be more precise or reliable than differences between the retinal stimuli or physiological responses to these stimuli.
In general, the links between physiology and perception may be understood in terms of the flow of information about spatial and temporal patterns. Spatiotemporal information associated with moving images may be described both macroscopically and microscopically. The macroscopic perceptual level involves perceptual correlations between retinal stimulation and behavioral actions; and the microscopic physiological level involves spatiotemporal patterns of neural spike trains. This scheme is illustrated in Figure 14 .1. The macroscopic and microscopic quantities of transmitted information must equal one another, and the information in the neural response patterns must correspond to that in the optical stimulation of the eye. In practice, however, measurements of the physiological information are sufficiently difficult that one can seldom achieve a quantitative match between the macro and micro descriptions of information. Figure 14 .1: Schematic illustration of the relation between two levels of analysis of the flow of information in visual motion perception. The double-pointed arrows refer to correspondences (approximate isomorphisms) between spatiotemporal patterns (relational structures) in different domains. Inferential links between processes on the macroscopic and microscopic levels are based on the general requirement that the quantities of information transmission (from optical input to behavioral output) on the two levels of analysis must equal one another.
If two different trajectories of a moving object can be behaviorally discriminated, as in most ball-playing sports, then the temporal sequence of retinal images and the resulting signals stimulated by these two motions must also differ correspondingly at the retina and at subsequent neural stages. Moreover, spatiotemporal characteristics of the ball's trajectory must also be represented with sufficient precision by physiological signals to coordinate similar actions for similar trajectories. Correlations between a ball's trajectory and an athlete's actions imply additional correlations with both the optical patterns on the eyes and the physiological response patterns leading to the behavioral actions. The information-carrying patterns in these very different physical domains must correspond to one another; indeed, they must be essentially isomorphic. The flow of information is based on approximate isomorphism of relational structures or patterns (Lappin and Craft, 2000) 1 . Visual perception of distal environmental objects and motions involve discriminations between groups of patterns defined by invariances under many transformations of the proximal images. Variations in the positions and motions of an observer's eyes and body relative to an object, variations in the background context of other objects and motions, and variations in ambient illumination yield an infinite group of proximal retinal images potentially associated with a given moving object.
If visual discriminations among environmental objects and motions are robust under variations in their retinal images, then the visual signals that describe these objects and motions must also remain relatively unchanged by these image transformations. The underlying physiological signals must do more than simply discriminate between different proximal image patterns -because uncertainty about the proximal image parameters leads inevitably to reductions in detection and discrimination (Shipley, 1960; Green and Swets, 1966; Lappin and Staller, 1981) . If perceived trajectories of environmental objects are robust under movements of the observer's head and eyes, under 1 A relational structure is defined as "a set together with one or more relations on that set" (Krantz, Luce, Suppes, and Tversky, 1971, p. 8) . Sets may consist of either discrete elements or continua (e.g., in space, time, or real numbers); and they may contain elements formed from other elements by operations such as concatenation, addition, differentiation, and products of sets. The relations may be simple equivalence vs. non-equivalence of categories, ordinal relations, differences, ratios, distances, or other such relations among multiple elements. The classical 'information theory' of Shannon and Weaver (1949) is based on statistical correspondence between relational structures involving only equivalence/non-equivalence relations. An adequate theory of the information in spatiotemporal optical patterns and physiological signals, however, requires structures with stronger relations that are at least ordinal. The fact that relational structures may have higher orders of complexity, with multiple dimensions and higher orders of differentiation or exponentiation, is especially important in applying notions of relational structures to theories of vision. This idea is implicit in van Doorn's (e.g., 1992a, 1992b) uses of differential geometry for describing images of surfaces and analyzing local image operators. This idea was also used by Lappin and Craft (2000) to study the structural correspondence between surfaces and their images and to identify the spatial primitive for perceiving surface shape from motion and stereo. 'Isomorphisms' -one-to-one correspondences -between relational structures such as environmental objects, retinal images, and physiological response patterns are only 'approximate' rather than exact for two main reasons: First, the correspondences may be statistically perturbed by random optical and physiological fluctuations. Second, environmental surfaces and their retinal images are related by projective geometry -where object surfaces are often partially occluded by nearer objects and surface regions, where there are unusual but possible ambiguities associated with accidental views of objects, and where the relative scales of distances in depth and in the frontal plane are ambiguous. Despite these largely technical qualifications, the concept of isomorphism is sufficiently close that we will use it as basic to our conception of information. Lappin and Craft (2000) provide a fuller discussion of the correspondences between surfaces and their images.
variations in background context, and so on, then physiological mechanisms must extract motion information that also is robust under such image transformations. Relative motion, for example, is invariant under rigid image translations. Perhaps, this invariant information can be extracted by center-surround mechanisms. Such mechanisms may be critical to our ability to distinguish the motion of a target object from that of the background. We explore this hypothesis in the second half of the chapter. Lappin and Craft (2000) used this line of reasoning to reach conclusions about retinal spatial primitives that specify local surface shape. They showed first that the local shape of a smooth environmental surface is isomorphic with 2-dimensional 2 nd -order spatial derivatives of the retinal images as the object rotates in depth or is viewed stereoscopically. Lower-order properties such as 1 st -order spatial derivatives do not provide such information because they are not invariant under object motions that change the object's orientation or distance from the observer. They also concluded from psychophysical experiments that this higher-order differential image structure that specifies local surface shape must be directly represented by retinal signals. The basis for the latter conclusion was that observers maintained hyperacuities (for relative motion and stereoscopic disparities) for discriminating the relative position of a point on a smooth surface even under noisy perturbations of lower-order spatial relations. Empirical support for this hypothesis needs to be expanded, but the methods and rationale of this study illustrate an expanded form of linking propositions for inferring physiological relations from psychophysical discriminations.
How physiological signals represent such higher-order differential relations is not yet known. Two-dimensional 2 nd -order spatial derivatives involve spatial relations among at least five points, and relations between such spatial structures in two successive images would involve a relational structure of at least ten points. The complexity and multi-dimensionality of such relations obviously exceeds what can be represented by spike trains of individual neurons. Neural representation of such spatiotemporal relations would require relationships among neighboring neurons. Nevertheless, receptive-field characteristics of some MT cells may provide information about spatial derivatives of moving images, and such information might be involved in perceiving local surface shape. We review this hypothesis in more detail later in this paper.
Inferring perception from physiology
Linking macroscopic perceptual processes with microscopic physiological processes requires inferential links in both directions, from physiology to perception as well as from perception to physiology. The links in both directions are difficult; typically one cannot be certain whether signals recorded in neurons in a given visual area are sufficient or even necessary for perceptual responses to the given stimulus patterns. An apparent absence of difference in specific neural responses to two different stimuli typically does not imply that these stimuli are visually indiscriminable by an observer using responses of the whole visual system.
With accumulating physiological evidence about receptive field characteristics of multiple visual areas, and with accumulating evidence about comparisons between the neural and behavioral responses to particular stimulus patterns, hypotheses about links from physiology to perception and behavior have grown less speculative. Converging physiological and psychophysical evidence over the past 20 years has begun to clarify the links between physiology and visual function in perceiving motion, though we still do not have a quantitative picture of the information flow from moving images through physiological mechanisms to perceived motions of environmental objects.
The present chapter examines currently available knowledge about the links between physiological and perceptual functions of motion-sensitive center-surround neurons in primate area MT. Our interest in outlining this knowledge was sparked by our recent discoveries of apparent perceptual correlates of center-surround antagonism in the responses of many cells in MT (Tadin et al., 2003) . Our experiments were psychophysical but they were stimulated by physiological findings.
Center-surround interactions in motion processing
Center-surround receptive field organization is a ubiquitous property of visual neurons (Allman et al., 1985a) . Such mechanisms are well suited for extracting information about the spatial organization of retinal images. They amplify responses to spatial differences in properties such as luminance, and suppress responses to uniform image regions. The spatial organization of image variations usually is more informative about the structure of the environment than the uniform properties of retinal images. Given the computational demands of visual motion processing, center-surround mechanisms may play an important role in motion perception. Spatial variations in image motion carry important visual information about the relative locations, orientations, and shapes of surfaces, about the trajectories of moving objects, and about the observers locomotion through the world (Nakayama, 1985; Braddick, 1993; Regan, 2000; Lappin and Craft, 2000; Warren, 1995) . Uniform motion fields, however, are often caused by eye or body movements and, as such, can make the perception of object motion more difficult. Center-surround mechanisms are well suited for extracting information about the spatial structure of moving fields and for suppressing information about uniform motions.
Center-surround mechanisms found in MT and elsewhere
Center-surround interactions are frequently observed in the neural areas sensitive to motion. In the primate cortex, center-surround receptive field organization has been observed in the primary visual cortex (V1) (Jones et al., 2001; Cao and Schiller, 2003) , MT (Allman et al., 1985b) , and lateral MST (Eifuku and Wurtz, 1998) . Other areas and species in which center-surround neurons have been found include rabbit retina (Ölveczky et al., 2003) , tectum of frog (Grusser-Cornehls et al., 1963) and pigeon (Frost and Nakayama, 1983) , superior colliculus of both cat (Mandl, 1985) and macaque monkeys (Davidson and Bender, 1991) , area 17 of cat (Hammond and Smith, 1982; Kastner et al., 1999) , and PMSL of cat (von Grunau and Frost, 1983) .
Among these motion-sensitive areas, center-surround mechanisms have been described in most detail in MT (Allman et al., 1985b; Tanaka et al., 1986 ; Born and was obtained by presenting a large pattern of random dot motion to a macaque monkey (Born, 2000) . Dark areas show clusters of wide-field neurons. Illustrations courtesy of Richard T. Born. Tootell, 1992; Lagae et al., 1989; Raiguel et al., 1995; Born, 2000; Borghuis et al., 2003) . The function of these mechanisms has been studied both neurophysiologically (Xiao et al., , 1997a (Xiao et al., , 1997b (Xiao et al., , 1998 Born et al., 2000) and by computational modeling (Nakayama and Loomis, 1974; Albright, 1994, 1996; Liu and Van Hulle, 1998; Gautama and Van Hulle, 2001 ). This substantial literature provides a foundation for describing probable perceptual roles of MT center-surround mechanisms. First described in the owl monkey by Allman and Kaas (1971) , area MT is traditionally considered part of the dorsal processing stream, and is believed to play a central role in motion perception (Orban, 1997) . Its association with the dorsal stream emphasizes functions in perceiving space and guiding motions -"where" or "how" functions. The functions of center-surround mechanisms in MT, however, probably also involve so-called "what" functions in shape and object perception, functions often attributed to the ventral stream. Allman et al. (1985b) found that responses of most neurons in owl monkey MT were modulated by stimulation in the region surrounding the classical receptive field (Figure 14 .2a). The surround regions are often described as "silent", because stimulation of the surround alone does not affect the neuron's response. Most of the observed interactions were antagonistic: The firing rate to motion in the preferred direction in the center region was reduced when the motion pattern was expanded into the surround region. That is, center-surround neurons responded poorly to large fields of uniform motion. If the motion in the surround was in the anti-preferred direction, its suppressive effect diminished, and for some neurons the response was facilitated.
Center-surround neurons are found in all layers of MT, but are less common in layer IV Born, 2000) , suggesting that surround inhibition is probably mediated via intrinsic MT connections. The spatial extent of the surround is usually three to five times larger than the extent of the center region (Tanaka et al., 1986; Raiguel et al., 1995) , and the directional tuning of the surround is broader than that of the center (Born, 2000) . Initial reports described surrounds as encircling the central region of the receptive fields (Allman et al., 1985b; Tanaka et al., 1986) . Subsequent explorations, however, found that the spatial extent of most MT surrounds is non-uniform (Xiao et al., , 1997a (Xiao et al., , 1997b (Xiao et al., , 1998 , suggesting that such surrounds may have important computational properties (explored further below).
In addition to neurons with such center-surround antagonism (sometimes called "local motion" neurons), some MT neurons prefer large moving fields and show no surround suppression ("wide-field" neurons) (Figure 14.2b, Allman et al., 1985b; Born and Tootell, 1992; Raiguel et al., 1995) . These two types of neurons are clustered anatomically (Figure 14.2c; Born and Tootell, 1992) and make different efferent connections, with wide-field neurons projecting to ventral MST and center-surround neurons projecting to dorsal MST (Berezovskii and Born, 2000) . These two types are also believed to have different functions, with center-surround neurons coding object motion and wide-field neurons signaling background motion .
Currently available descriptions of center-surround interactions in primate MT have been generally consistent. The stimulus patterns used to characterize these receptive fields, however, have been almost exclusively high-contrast random-dot patterns. As we shall see, this restriction of the methods also restricts the description of these receptive fields. For example, the spatial organization of receptive fields in primate V1 has been found to vary with both contrast (Sceniak et al., 1999) and color (Solomon et al., 2003) . Pack and Born (personal communication, August 2003) found recently that center-surround antagonism in MT neurons substantially decreases or disappears at low contrast.
Perceptual correlates of center-surround antagonism
If center-surround antagonism is indeed an integral part of motion processing, we might expect to see the perceptual signature of this antagonism in the form of impaired motion visibility with increasing stimulus size. Existing evidence, however, shows that increasing the size of a low-contrast moving stimulus enhances its visibility, presumably owing to spatial summation. Such psychophysical estimations of the spatial properties of motion mechanisms tend to be based on low-contrast (Anderson and Burr, 1991; Watson and Turano, 1995) or noisy stimuli (Lappin and Bell, 1976) , while physiological descriptions of center-surround neurons have been obtained with high-contrast patterns. Several physiological studies of visual cortex have found that center-surround interactions depend on contrast, with surround suppression stronger at high contrast and spatial summation more pronounced at low contrast (Kapadia, et al., 1999, Levitt and Lund, 1997; Sceniak et al., 1999) . Thus, contrast thresholds may not fully describe the spatial properties of human motion mechanisms, especially at high contrast.
Tadin et al. (2003) 3) showed that at low contrast, duration thresholds decreased with increasing size. This result, implying spatial summation of motion signals, is consistent with earlier reports (Anderson and Burr, 1991; Watson and Turano, 1995) . At high contrast, however, duration thresholds increased four-fold as the Gabor patch width increased from 0.7
• to 5
• . This surprising result implies neural processes fundamentally different from spatial summation. Several psychophysical characteristics found by Tadin et al. (2003) indicate that this result is attributable to center-surround antagonism in MT: (1) Impaired visual performance with larger stimuli has been construed as the perceptual signature expected from antagonistic center-surround mechanisms (Westheimer, 1967) . (2) The "critical size" at which strong suppression is first observed is large enough to impinge on the surrounds of MT neurons with foveal receptive fields of the macaque monkey (Figure 14.4; Raiguel et al., 1995) . (3) The detrimental effect of stimulus size diminished in the visual periphery, consistent with the increase of MT receptive field sizes with eccentricity . (4) Motion aftereffect (MAE), a perceptual aftereffect attributed at least partly to MT activity (Huk et al., 2001) , is weaker if induced with large high-contrast stimuli. This result would be expected if such stimuli inhibit the activity of MT neurons whose adaptation normally contributes to the MAE. (5) Isoluminant motion gratings did not produce surround suppression, a characteristic that dovetails with the finding that MT neurons respond much more weakly to motion of isoluminant gratings than to motion of luminance gratings (Gegenfurtner et al., 1994) . Taken together, these results suggest that impaired motion perception for large high contrast patterns is a perceptual correlate of center-surround antagonism in MT. Figure 14 .4: Psychophysically estimated 'critical size' shown relative to an average foveal MT receptive field. The dashed dark circle illustrates the stimulus size beyond which an average foveal MT centre-surround neuron exhibits surround suppression . Full spatial extent of the stimulus is indicated by the light dashed circle. This comparison assumes that the properties of human and macaque MT are comparable (Rees et al., 2000) , and that the receptive field sizes are similar for the two species (Kastner et al., 2001) . Adapted from Tadin et al. (2003) .
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Contrast dependency of center-surround antagonism
It is intriguing that increasing stimulus contrast dramatically changes the spatial integration of motion signals. This psychophysical result is compatible with physiological evidence that in V1 neurons the relative strength and/or spatial extents of the excitatory center and inhibitory surround change with contrast (Kapadia et al., 1999; Levitt and Lund, 1997; Sceniak et al., 1999) . This psychophysically observed transition from summation to suppression occurs around 5% contrast (Tadin et al., 2003) , which is the contrast where an average MT neuron attains about 25% of its maximum response (Sclar et al., 1990) .
The contrast dependency of center-surround antagonism may have a functional role. At high contrast, the perceptual benefits of surround suppression Buracas and Albright, 1996; Gautama and Van Hulle, 2001; Liu and Van Hulle, 1998; Nakayama and Loomis, 1974; Xiao et al., 1997b) probably outweigh the resulting decreases in neural activity and motion sensitivity. Motion sensitivity becomes more important at low contrast, so it seems functionally beneficial that receptive field organization shifts with reduced contrast from center-surround antagonism to spatial summation. Spatial integration vs. differentiation of motion signals seems, therefore, to reflect an adaptive process that adjusts processing of motion signals to fit the input signal/noise characteristics. Perceptually important suppressive mechanisms seem to operate only when the sensory input is sufficiently strong to guarantee visibility.
Analogous contrast dependency has also been found in other psychophysical studies of interactions among spatially separate motion signals. Lorenceau and Shiffrar have studied the perceptual integration of separated moving contours of a shape (usually a diamond) viewed through multiple apertures that occluded its vertices Shiffrar, 1992, 1999; Shiffrar and Lorenceau, 1996; Lorenceau and Alais, 2001 ). Perception of the partially occluded shape in these displays required integration of contours moving in different directions inside spatially separate apertures. With low contrast contours, the spatially separate motions usually appeared as a rigidly moving and globally connected object. At high contrast, the same patterns of local contour motion usually appeared disconnected and unrelated. Lorenceau and Shiffrar (1999) also found that motion integration was more likely to occur in noisy, eccentric viewing, and isoluminant conditions -the same conditions in which Tadin et al. (2003) found surround suppression to be weaker. Alais et al. (1998) , Takeuchi (1998) , and Lorenceau and Zago (1999) also found that spatially separate patches of drifting gratings were more likely to be perceived as a coherently moving form at low contrast. Specifically, Takeuchi (1998) found that perception of a rigidly moving form and perception of independently moving gratings were equally likely at about 5% contrast. This finding is consistent with that of Tadin et al. (2003) , who found the transition from spatial summation to spatial suppression to occur at about 5% contrast.
Other psychophysical results consistent with surround suppression
Psychophysical experiments have often measured motion discriminations near threshold values of contrast or statistical coherence. Such impoverished motion signals probably promote spatial summation, precluding observations of surround suppression.
Whatever hints of surround suppression might be found in the literature are likely to be found in experiments using large high-contrast patterns.
Indeed, Verghese and Stone (1996) found that when a large high-contrast pattern was divided into smaller parts, speed discriminations actually improved. The authors suggested that surround suppression was one possible explanation. Derrington and Goddard (1989) found that direction discriminations of brief large gratings decreased when contrast was increased. This result is consistent with those of Tadin et al. (2003) , though the authors suggested a different explanation. Murakami and Shimojo (1993) studied induced motion in stationary test stimuli presented within a large patch of moving dots. They found that induced motion was replaced by motion assimilation when the test stimulus was small, low contrast, or presented in the visual periphery -suggesting that motion antagonism changes to motion summation under these conditions. Surround suppression is also suggested by findings in several MAE studies in which large high-contrast adaptation patterns produced relatively small MAEs (Sachtler and Zaidi, 1993; Murakami and Shimojo, 1995; Tadin et al., 2003) . Kim and Wilson (1997) found that when the directions of motion in center and surround differed by 45
• , the perceived direction of the central motion could shift 30
• -40
• away from the surround direction. Like most of the results above, these directional interactions increased with the size and contrast of the surround. The perceived shift in the direction of the center stimulus might be a result of selective inhibition of neurons tuned to directions similar to the surround. Broad directional tuning of surround suppression (Born, 2000) may be the cause behind this rather large perceived directional shift.
At high contrast, direction discriminations are improved by reducing the size of the motion pattern (Tadin et al., 2003) . This trend should reverse at some small size, however, as the motion of very small stimuli should be hard to identify. Thus, at any contrast where surround suppression is observed, there must be an intermediate size at which performance is best. This optimal size marks the transition between summation and suppression of motion signals. The question of whether this optimal size varies with contrast was investigated by Lappin et al. (in press ). Duration thresholds were measured for discriminating motion directions of random-dot motion patches of various sizes and contrasts. At maximum contrast the optimal size was about 1
• in diameter, but the optimal size increased as the contrast was reduced.
A related result was found by Nawrot and Sekuler (1990) , who investigated how high-contrast motion at one location influences the perception of adjacent incoherent random motion. Stripes of coherently moving random-dot patterns alternated with stripes of random motion. When the stripes were narrow, the perceived motion of the random stripes was assimilated to the direction of the coherent stripes, and the whole pattern appeared to move in the same direction. When the stripes were wide, the random stripes appeared to move in the opposite direction from the coherent stripes. The stripe width for this transition from motion assimilation to motion contrast occurred at about 1
• , a value similar to that found by Lappin et al. (in press ).
Interim conclusions
Center-surround antagonism in motion processing has been found in a diverse set of both physiological and psychophysical studies. The spatial interactions in these phenomena depend critically on several stimulus parameters including contrast, eccentricity, and signal/noise ratio. Thus, perceived motion can change substantially depending on the viewing conditions. The motion system has the difficult task of balancing two fundamentally conflicting processes: spatial integration and spatial differentiation (Braddick, 1993) . The adaptive, contrast-dependent nature of center-surround interactions (Tadin et al., 2003) , however, may allow the visual system to alternate between integration and differentiation depending on the available stimulus information. Describing these center-surround mechanisms and the conditions in which they operate is important, but it is only half the story. Understanding their functional contribution to vision is arguably more important. At first glance, center-surround antagonism may seem maladaptive -causing impaired motion perception and failure to integrate motion signals arising from a single object. One would expect such costs to be offset by significant visual benefits.
Segregating surfaces
An important early step in visual processing is to organize the retinal image into surfaces and objects, segregating figure from ground. Objects can differ from their backgrounds in a variety of physical properties -including luminance, texture, color, motion, temporal synchrony, and binocular disparity (Regan, 2000; Lee and Blake, 1999) . The extensive use of camouflage in the animal world (e.g., Théry and Casas, 2002) indicates the crucial visual role of figure-ground segregation. Even the best camouflage, however, breaks down when an animal is moving. Motion discontinuities between object and background provides important additional information for segregating images into separate surfaces (Nakayama and Loomis, 1974; Braddick, 1993; Regan, 2000) .
Surface segregation also defines regions within which motion signals should be integrated. Local motion signals are inherently ambiguous and often noisy. Perceiving the "veridical" motion of an object requires spatial integration of motion signals. It is critically important, however, to integrate only the motion signals arising from the same surface. Integrating motion signals from different surfaces will necessarily degrade motion perception. Constraining motion integration within object boundaries depends on figure-ground segregation.
Psychophysics of motion-based figure-ground segregation
Everyday experience suggests that we are very good at detecting objects moving against a background. We wave our arms when we want to be seen, and we stand still when we want to hide. Psychophysical observations accord with our intuitions. A single moving object immediately pops out from the background and strongly attracts attention (e.g., Dick et al., 1987) . Evidence suggests that motion can be as good (Regan, 1989) and sometimes even better (Nawrot et al., 1996) than other visual cues in segregating figure from ground. Regan and his colleagues have extensively studied the perception of motion-defined form over the past two decades (reviewed in Regan, 2000) . A general conclusion from Regan's research is that vision is very efficient in detecting, discriminating, and recognizing motion-defined objects. Baker and Braddick (1982) found that observers could effortlessly discriminate 2D shapes defined solely by differential motion from a random-dot background. Subsequent experiments by Regan showed that the perception of motion-defined forms is often as good as the perception of luminance-defined forms. At high contrast and with fast motions, orientation and vernier discriminations for luminance-and motiondefined forms are comparable (Regan, 1986 (Regan, , 1989 Sáry et al., 1994) . Discriminations of aspect ratios of motion-and luminance-defined forms are also very similar (Regan and Beverley, 1984; Regan and Hamstra, 1991) .
This impressive sensitivity to motion-defined forms deteriorates quickly, however, if stimulus parameters such as speed and contrast are far from optimal values (Regan, 1989; Lappin et al., in press ). Motion-defined forms also have to be larger and longer in duration to match visual sensitivity for luminance-defined forms (Regan and Beverley, 1984) .
Conflicts between spatial integration and differentiation of motion signals
Highlighting differences between local motion signals, however, is not always adaptive. Different local motion signals often belong to the same object, and should be integrated rather than differentiated. Biological motion patterns are a good illustration.
Integration and segregation of motion signals can be guided by other visual cues (Rivest and Cavanagh, 1996; Albright, 1997, 1998 ) and even form information (Lorenceau and Alais, 2001) . Another solution that is independent of other visual sub-modalities may be to determine the spatial extent of motion integration based on the local motion signals. The strength and quality of motion signals can be substantially reduced at low contrast, by noise, or when defined by color. Apparent differences in the direction and velocity of local motion signals may be caused by noise, and the spatial segregation of such signals may lead to incorrect perception. Moreover, under such low-visibility conditions, motion patterns might require spatial integration just to be perceived at all. On the other hand, when motion signals are strong, spatial variations in the directions and speeds detected by local mechanisms are more likely to reflect the "true" motion pattern. Under conditions of good visibility, spatial differentiation should be favored.
If the spatial organization of motion signals is adapted in this way to the visibility conditions, then it may also fail under some conditions. Shiffrar (1992, 1999) have shown that the perceptual integration of moving contours belonging to a single rigid form seen through separate apertures is more likely under low contrast, eccentric viewing, isoluminant, and noisy conditions. Correspondingly, however, such moving contours are less likely to be correctly integrated when the local visibility increases. Moreover, vision also makes the complementary error of failing to segregate motion signals from different objects. Regan and Beverley (1984) and Regan (1989) found that motion-defined form discrimination is impaired when the strength of the mo- Figure 14 .5: An illustration of a 2D motion-defined shape. The shape is visible because the motion within the oval region is different from the background motion (the oval outline is only for illustration). An observer's task was to discriminate the orientation of the oval shape. tion signals is degraded, even when motion sensitivity is relatively unaffected. Lappin et al. (in press) found that discriminations of motion directions and of motion-defined forms are oppositely affected by variations in contrast -direction discriminations decreasing and form discriminations increasing with greater contrast. The tradeoff between these two tasks suggests that spatial integration and differentiation of motion signals are adaptively controlled by local visibility conditions.
Psychophysical links between figure-ground segregation and center-surround mechanisms
Vision is very good at detecting relative motion and segregating surfaces, but it is an open question whether these visual abilities derive from center-surround mechanisms. Intuitively, center-surround mechanisms seem likely to be involved in motion-based figure-ground segregation, but this link needs experimental support. Psychophysical evidence indicates that surround suppression varies with the stimulus conditions (Tadin et al., 2003) . If figure-ground discrimination depends on center-surround mechanisms, then figure-ground discriminations should be accurate in stimulus conditions with strong surround suppression and impaired in conditions with reduced surround suppression. Lappin et al. (in press) found such a relationship between surround suppression and motion-defined form discriminations using the task illustrated in Figure 14 .5. Tadin et al. (2003) had found previously that duration thresholds for discriminating the directions of large patterns increased with contrast, indicating that surround suppression increases with contrast (Figure 14.6 ). In the form-discrimination task of Lappin et al., the same contrast increase yielded improved performance. At the highest contrast (black arrow), form discrimination was better than the direction discrimination of the same pattern. Interestingly, the improvements in form discrimination with increasing contrast were approximately equal to the decrements in direction discrimination, so that the two functions were nearly symmetrical around the horizontal dashed line in Figure 14 .6. Additional experiments are needed to clarify the relation between these two aspects of motion perception.
The visual ability to accurately perceive motion-defined forms may seem surprising in relation to the supposed physiological separation between mechanisms for form and motion processing. The fact that motion-defined forms pop out from the background and attract attention (typical dorsal stream functions) does not imply that shape characteristics such as orientation and aspect ratio will be accurately perceived. The finding that motion cues are sufficient for perceiving both 2D and 3D shape is remarkable and suggests an interesting interaction between motion processing and ventral stream functions. The visual complexity and diverse phenomenology of motion-based form perception all but guarantees that its neural correlates will involve multiple neural mechanisms in multiple visual areas.
Neurophysiology of motion-based figure-ground segregation
Given the visual sensitivity to relative motion and motion-defined forms, specialized neural mechanisms probably operate to detect differences in the spatial distribution of motion signals. Because of the high proportion of center-surround neurons in MT, and because of its central location within anatomical pathways of motion perception, MT seems likely to be involved in segregating figure from ground and perceiving motiondefined form. From the outset, we emphasize that MT mechanisms are unlikely to be involved in all aspects of motion-based figure-ground segregation. As will be discussed below, MT is well equipped for segregating figure from ground, but lacks mechanisms to directly extract detailed 2D shape of motion-defined forms. This distinction is in agreement with clinical evidence demonstrating that the detection of motion-defined forms can remain intact even when the identification of such forms is severely impaired Schenk and Zihl, 1997; Cowey and Vaina, 2000) . Neural mechanisms for figure-ground segregation of moving forms are discussed first, followed by the discussion of how 2D shape of such forms may be extracted.
Segregation of moving objects from the background
Moving objects must first be detected and their motion estimated. In principle, this can be done with little regard for detailed 2D shape. Once a moving object is detected and foveated, usually it can be recognized based on cues other than motion, as most objects are not perfectly camouflaged. Thus, the detection of moving objects is useful whether or not such objects can be recognized based on motion cues alone. The responses of center-surround MT neurons amplify the neural signature of objects moving relative to their background. The question, however, is whether such a simple mechanism is sufficient to support our ability to effortlessly segregate moving objects from the background.
The observation that center-surround neurons are excited by relative motion and suppressed by uniform motion suggests a link between surround suppression and figureground segregation. That is, suppression occurs when the center and surround are stimulated by the motion of a relatively large visual feature. For this mechanism to be efficient, it should not be inhibited when different visual features stimulate the surround and center regions even if they are moving in the same direction. This may occur, for example, when two objects at different depths move with the same angular velocity or when the observer is moving and fixating at a point more distant then a moving object.
In such cases, center and surround regions of some MT neurons will be stimulated by similar motion arising from different objects, resulting in response suppression. Because this suppression would be caused by object motion, it would somewhat diminish the ability of MT neurons to contribute to figure-ground segregation. Most MT cells, however, are disparity selective (DeAngelis and Newsome, 1999), a tuning property that may be exploited for 'inhibiting' surround suppression if center and surround motions are at different depths. This hypothesis was investigated by who found that the disparity tuning of center and surround regions tend to be different. That is, a neuron that is typically suppressed by a surround moving in its preferred direction becomes unsuppressed if the center and surround motions are at different depths. Surround suppression increased as either surround motion or its depth became more similar to motion in the center. The disparity dependence of surround suppression indicates that MT neurons are modulated by motion fields arising from a single surface, but are unaffected by the motions of other surfaces at different depths. This 'elaborated' surround suppression improves the ability of MT neurons to efficiently segregate moving objects from the background.
In addition to detecting moving objects, our visual system must correctly estimate object speed and trajectory. This is critical, for example, in accurately foveating the moving object and controlling subsequent pursuit eye movements -skills essential in sports like baseball and cricket. Center-surround neurons may signal the presence of a moving object, but cannot also signal its velocity because the responses of centersurround neurons are also influenced by the background speed and direction (Allman et al., 1985b) . The responses of center-surround neurons, however, might be disambiguated by the neural signal representing the speed and the direction of background motion -information encoded by wide-field MT neurons (Figure 14.2b) .
The hypothesis that center-surround and wide-field neurons jointly code object motion has received direct support from recent microstimulation experiments . The authors have exploited the fact that center-surround and wide-field neurons are anatomically segregated (Figure 14 .2c, Born and Tootell, 1992) and can be separately stimulated. Monkeys were trained to fixate a stationary target. A moving target then appeared in the periphery and the animal's task was to make a foveating saccade and visually pursue the target. On half of the trials, microstimulation was applied while the animal was estimating the direction and speed of the moving target. Microstimulation of MT sites with the center-surround neurons shifted pursuit eye movements in the direction similar to the preferred direction of the stimulated clusters of neurons. In contrast, microstimulation of the MT sites with wide-field neurons shifted pursuit eye movements in the direction opposite to the preferred direction of the stimulated neurons. These results suggest that the activity of center-surround MT neurons represents object motion whereas the activity of wide-field neurons signals background motion. Importantly, replacing microstimulation with large background motion had an effect similar to that of stimulating wide-field neurons.
Neurophysiology of motion-defined 2D shape
Once a moving object is detected and visually segregated from its background, motion information can be used to perceive its 2D shape (Regan, 2000) . Detailed motiondefined shape is conveyed by kinetic (motion-defined) boundaries -a building block (akin to edges) of motion-defined objects. One strategy for investigating neural mechanisms involved in perceiving the shapes of motion-defined objects is to look for neurons and brain areas with selectivity for kinetic boundaries.
Brain imaging studies have found that MT responds strongly to kinetic boundaries, but this response does not differ from MTs response to uniform motion (Reppas et al., 1997; Van Oostende et al., 1997; Dupont et al., 1997 ; for an exception see Shulman et al., 1998) . Reppas et al. (1997) have also shown that several early visual areas are activated by kinetic boundaries, but this activity is unlikely to be specific to motion-defined form because such areas are also activated by other types of boundaries . Orban and colleagues have suggested that the kinetic occipital area (KO) is an area specialized for processing of kinetic boundaries (Van Oostende et al., 1997; Dupont et al., 1997) . Recently, however, KO has been shown to respond to boundaries defined by cues other than motion (Zeki et al., 2003) . So far then, imaging studies have not revealed whether MT or other cortical areas are specialized for processing kinetic boundaries.
Surgical lesions of area MT (and adjacent regions) in non-human primates have produced conflicting results about the importance of MT in processing kinetic bound-aries, with post-lesion impairments ranging from mild (Schiller, 1993; Lauwers et al., 2000) to severe (Marcar and Cowey, 1992) . Single cell results, however, are more consistent and find that single MT neurons are not selective for the orientation or location of kinetic boundaries . MT neurons generally respond very poorly to kinetic boundaries. In fact, MT neurons respond as weakly to kinetic boundaries as they do to transparent motion (Snowden et al., 1991; Bradley et al., 1995) .
It should be emphasized, however, that neurons in other visual areas (primarily V2) are selective for the orientation of motion-defined boundaries (Marcar et al., 2000; Leventhal et al., 1998) . V2 neurons tuned to the orientation of kinetic boundaries often exhibited similar orientation tuning to luminance edges, resulting in cue-invariant responses to visual boundaries (Marcar et al., 2000) . Notably, the response to kinetic boundaries was delayed by about 40 ms (relative to the luminance boundary response), suggesting the role of cortical feedback. One possibility is that this feedback may arise from neural mechanisms sensitive to the coarse 2D shape of moving objects. The possibility that MT may contain such mechanisms is discussed next.
Single MT neurons are not tuned to kinetic boundaries , but the population response in MT might carry the neural signature associated with the coarse 2D shape of motion-defined objects (Snowden, 1994) . Consider a population of antagonistic center-surround neurons responding to a kinetic edge (Figure 14 .7). Neurons with receptive fields stimulated by the kinetic edge will be suppressed due to the multiple motions within their receptive field center (Snowden et al., 1991; Marcar et al. 1995) . Neurons far from the motion boundary will be suppressed due to the surround inhibition (Allman et al., 1995b) . Thus, the center-surround neurons in the regions flanking the boundary will be most active within the population of neurons responding to the motion-defined edge. The emerging result is the segmentation of regions containing uniform or near-uniform motion.
This coding scheme may be a part of a process that detects areas of near-uniform motion and then 'draws' boundaries around such regions. Such a process is described as region-or continuity-based image segmentation (as contrasted with edge-based segmentation; M/ oller and Hurlbert, 1996). We emphasize, however, that the proposed population-coding scheme (Figure 14.7) is speculative. Interestingly, MT seems to rely on a population code to represent transparent motion (Treue et al., 2000) -a class of stimuli that, just as motion-defined boundaries, is composed of multiple motion directions. Furthermore, psychophysical evidence suggests that in some stimulus conditions, motion perception seems to rely on region-based segmentation algorithms.
For example, reducing the salience of a motion-defined edge by introducing a gradual rather than an abrupt change in velocity was found to have very little effect on the ability to segment surfaces based on their motion (Smith and Curran, 2000; M ller and Hurlbert, 1996). M ller and Hurlbert (1996) also demonstrated that increasing the width of a motion-defined figure increased its visibility even when the detectability of its edges was kept constant. This effect was most pronounced at brief (<70ms) durations and decreased as the exposure duration increased, suggesting the existence of a fast region-based segmentation followed by a slower edge-based process. This observation is consistent with the finding that orientation and shape discriminations of small (∼ 1
• ) motion-defined objects deteriorate sharply with decreasing exposure duration Figure 14 .7: Illustration of how a population of hypothetical center-surround neurons would respond to a motion-defined boundary. "S" marks the receptive fields of neurons whose response would be suppressed, "LS" marks the neurons whose response would be less suppressed, and "NS" marks the neurons that would not be suppressed. Note that MT neurons with appropriately located asymmetric surrounds (see Figure 14 .8b; Xiao et al., 1995 Xiao et al., , 1997a would give the strongest response to a motion boundary (marked with "NS"). (Regan and Beverly, 1984; Regan and Hamstra, 1992) , perhaps because the perception of small motion-defined features relies more on slower edge-based processes. The hypothesis of a fast and low-resolution region-based surface segmentation dovetails nicely with the large receptive fields and fast response latency Raiguel et al., 1999) of area MT. It also makes functional sense to quickly segment moving objects from the background, even if this segmentation comes at the cost of lower spatial resolution. Recent MEG evidence demonstrates that the extrastriate response to a motion-defined form is faster than the extrastriate response to a luminance-defined form, though the neural response to a motion-defined form is longer (i.e., ends later; Schoenfeld et al., 2003) . This fast MT response may reflect fast region-based figure-ground segregation, whereas the slower edge-based processes may account for the later part of the neural response to a motiondefined form. One speculation is that the initial region-based segmentation of the moving image in MT may provide guidance (through cortical feedback) for the more detailed edge-based analysis elsewhere (e.g., V2). Interestingly, the response latencies of V2 neurons tuned to the orientations of the kinetic boundaries (Marcar et al., 2000) are about 30 ms longer than the latencies of the antagonistic center-surround neurons in MT (Raiguel et al., 1999) .
Interim conclusion
In general, center-surround antagonism in MT neurons seems to yield enhanced visual sensitivity to relative motion. Diverse experimental evidence suggests that surround suppression is the essential part of the remarkably effective neural mechanisms for motion-based figure-ground segregation. MT center-surround neurons can appear to behave "intelligently" by employing suppressive interactions only in situations when motion stimulating their surrounds is likely to belong to the same surface and by reducing surround inhibition when the visibility is low (Pack and Born, personal communication, August 2003) .
The precise role of MT in figure-ground segregation remains an open question, but MT mechanisms seem to be involved in the spatially crude aspects of motion-based figure-ground segregation, especially in detection and trajectory estimation (Born et al., 2000) . Quite possibly, some coarse spatial analysis also occurs in MT. Detailed analysis of motion-defined forms, however, seems to rely on visual areas other than MT, although such mechanisms may partially depend on the MT output for information. Connections between visual areas, indeed, seem to play an important role in the perception of motion-defined form -a hypothesis supported by the observation that patients with multiple sclerosis, a demyelinating disease of white matter, are often impaired at perceiving motion-defined forms (Regan et al., 1991; Giaschi et al., 1992) .
Perceiving 3D surface shape
The previous section considered mechanisms for perceiving 2D shape-from-motion. We perceive the world in three dimensions, however. As with 2D patterns, multiple forms of visual information enable perception of 3D spatial patterns. Motion is more than just a cue to the third dimension. As we move about in the environment and as objects move around us, the spatial pattern of motion on the retina provides information about the 3D layout of the world (Gibson, 1950; Nakayama and Loomis, 1974) . Discontinuities in motion fields provide information for segmenting retinal images into different objects, and smooth spatial variations in velocity fields provide information about 3D shape.
Psychophysics of 3D shape from motion
Perception of 3D structure derived exclusively from motion information (Wallach and O'Connell, 1953; Braunstein, 1976; Rogers and Graham, 1979) is compelling evidence that motion has an important role in perceiving 3D shape. Perception of 3D shape from motion appears to be effortless and automatic. Under some circumstances, 3D shape can be perceived from just two motion frames (Lappin et al., 1980; Todd and Bressan, 1990) , indicating that the underlying neural mechanisms are exceptionally effective.
The retinal images of objects rotating in depth are velocity fields with smoothly varying spatial structure. A fundamental insight is that the space-differential structure of the retinal images corresponds to that of the environmental objects van Doorn, 1992a, 1992b; Lappin and Craft, 2000) . The local structure of the retinal velocity field fully specifies the qualitative local shape of a 3D surface, except for its relative scale in depth. The retinal velocity fields may be described in terms of their space-differential structure, with the local measurement of absolute velocity being the zero-order property. Higher-order spatial derivatives, described below, involve local structure of relations among neighboring velocities.
The 1st-order directional derivatives of the velocity field (i.e., velocity gradients) specify the direction and magnitude of surface slant in depth. Perceptual estimates of surface slant, however, are often inaccurate for 3D planes (Proffitt et al., 1995; Cornilleau-Peres et al., 2002) and especially for curved surfaces (Perotti et al., 1998 ). Interestingly, Profitt et al. (1995 found that when observers made haptic responses instead of perceptual judgments, slant judgments were more accurate, suggesting that the motor system might have access to an accurate representation of surface slant.
The 2nd-order directional derivatives of the velocity fields (changes in velocity gradients) specify the local shape of the 3D surface. In principle, the 2nd-order structure might be obtained from differences in neighboring 1st-order measures, but this computational procedure is impractical when there are measurement errors. The variance of a difference between two independent lower-order measures is twice that of the original measures; these errors are compounded by higher-order differences. Empirically, visual shape discriminations for both stereoscopic and motion-defined surfaces are more accurate than those for discriminations of surface slant; and the shape discriminations remain accurate under perturbations of lower-order spatial relations (Perotti et al., 1998; Lappin and Craft, 2000) . Accurate 2nd-order measures may be obtained directly from the retinal velocity fields, however -as found both theoretically (Koenderink and van Dorn, 1992a) and psychophysically (Lappin and Craft, 2000) . Evidently, these higher-order changes in image structure are easily detected by the visual system. This psychophysical and theoretical work implies that neural mechanisms probably exist for representing the differential structure of retinal velocity fields. Another implication is that the 2nd-order estimates are computed directly from the velocity fields and are not derived from the neural representation of 1st-order properties. Evidence reviewed in the next section indicates that populations of MT neurons with asymmetric surrounds might be equipped for estimating both 1st-and 2nd-order derivatives from the local motion field. Albright (1994, 1996) proposed this hypothesis prior to the discovery of MT receptive fields with asymmetric surrounds.
Contribution of MT to shape from motion
Responses of MT neurons are often tuned to binocular disparity (DeAngelis and Newsome, 1999) . Depth and motion selectivity are tightly coupled in MT, an observation consistent with numerous interactions between motion perception and stereopsis (Nawrot and Blake, 1991; Tittle and Braunstein, 1993; van Ee and Anderson, 2001 ). Responses of MT neurons are significantly altered when parts of complex motion patterns are stereoscopically placed at different depths, even though the 2D motion patterns remain unchanged Bradley et al, 1995) . These results suggest that area MT may play a role in 3D shape perception derived from both motion and disparity cues.
Representation of 3D structure-from-motion in MT
The hypothesized role of MT neurons in perceiving 3D structure-from-motion (SFM) has been studied by measuring responses to such motion patterns. The observation that perception of SFM is permanently impaired by MT lesions (Siegel and Andersen, 1986 ) also supports this hypothesis. Imaging studies also indicate that MT is involved in processing 3D moving patterns in both humans (Vanduffel at al., 2002; Orban et al., 1999; Murray et al., 2003) and monkeys (Vanduffel at al., 2002; Sereno et al., 2002) .
To provide further evidence that MT contributes to SFM perception, took advantage of the fact that many SFM displays are bistable. For example, parallel projection of a transparent, revolving cylinder coated with opaque dots results in a 2D motion stimulus perceived as a revolving 3D cylinder, but the rotation direction is ambiguous and appears to reverse after a few seconds. This perceived reversal corresponds to a change in the perceived depth ordering of the two sets of dots moving in opposite directions on the front and back surfaces. If MT is involved in the computation of SFM, this reversal of surface depth order should modulate the activity of neurons selective for both disparity and motion. For example, a neuron preferring rightward and far motion should respond well if the cylinder is perceived as rotating leftward, and should respond weakly if the rotation reverses. Indeed, most MT neurons were found to behave in this manner, reflecting the perceptual state of the animal.
The results show that MT is involved in SFM processing, but do not directly indicate that MT computes the shape of SFM displays. In their experiment, monkeys were essentially responding to a change in depth ordering, which is an important aspect of SFM stimuli (Nawrot and Blake, 1991) , but it does not carry information about the specific 3D shape. At a minimum, MT seems to be involved in assigning local motion signals to different surfaces (Bradley et al., 1995 . At a maximum, MT represents the 3D shape of moving surfaces. This hypothesis is explored below.
Representation of surface shape in MT
The recent discovery of MT neurons with asymmetric surrounds (Xiao et al., , 1997a suggests that some MT neurons may be capable of computing 1st-and 2nd-order spatial derivatives of velocity fields (Buracas and Albright, 1996) . Only about 20% of center-surround neurons in MT were found to have circularly symmetric surrounds (Figure 14 .8a, Xiao et al., 1995 Xiao et al., , 1997a . The remaining neurons have either asymmetric surrounds confined to one side (∼50%; Figure 14 .8b) or bilaterally symmetric surrounds on each side of the receptive field center (∼25%; Figure 14 .8c). Interestingly, about a quarter of the neurons also show facilitation in some parts of the surround -where the same direction of motion facilitates the response in one location but inhibits the response in another location. In principle, these neurons are capable of representing 3D shape from motion, ranging from planar surfaces in depth to curved surfaces.
The simplest local surface shape is a plane. Mathematically, a 3D plane is characterized by its tilt (angular orientation in the frontal plane) and slant (angle in depth from the frontal plane). The corresponding retinal motion field is a velocity gradient, where the direction of the velocity gradient and its steepness are related to the surface tilt and slant, respectively. The 3D orientation of a plane, in principle, can be specified by 1st-order directional derivatives of the velocity gradient (Lappin and Craft, 2000) . MT neurons with asymmetric surrounds might measure 1st-order derivatives along the specific direction (Figure 14 .8b) and may be able to encode the tilt and/or slant of a plane.
MT neurons with asymmetric surrounds are found to be selective for the 2D direction of velocity gradients -surface tilt (Xiao et al., 1997b ; also see Treue and Andersen, 1996) . Another requirement for tilt selectivity is surround suppression that changes depending on the relative speeds between the center and surround. For example, consider a neuron with surround asymmetry that is present when the surround speed is faster or equal than the center speed and absent when the surround speed is slower than the center speed (Figure 14.8b) . Such a neuron would be most inhibited by a speed gradient (e.g., slow to fast) in the direction of the inhibitory surround and most activated by an opposite speed gradient (Figure 14 .8b, second and third column). Facilitatory zones are sometimes observed in neurons with asymmetric surrounds (Xiao et al., 1997a) , and might serve to further improve selectivity to velocity gradients. For example, consider a facilitatory zone in the region bilaterally opposite the inhibitory zone that is responsive only at fast speeds. This arrangement would increase responses to velocity gradients away from the inhibitory surround (Figure 14 .8b, second column), improving response tuning.
This link between tilt selectivity and asymmetric MT surrounds suggests that such surrounds might contribute to the perception of surface orientation in depth. Accu- rate specification of surface orientation in depth, however, also requires surface slant estimation. Xiao et al. (1997b) found no evidence for slant selectivity in MT, but the authors examined only a small range of slants. If MT neurons are found not to be tuned to surface slants, that would dovetail nicely with poor perceptual slant judgments (Proffitt et al., 1995; Perotti et al., 1998) . Finally, it would be interesting to determine whether the selectivity for velocity gradients is combined with corresponding selectivity to disparity gradients -a property that would further enhance MT's ability to represent 3D planes. This seems possible, given that the center and surround regions can have different disparity tuning . In addition to neurons with asymmetric surrounds, about one out of six MT neurons have bilaterally symmetric inhibitory surrounds (Figure 14.8c ; Xiao et al., 1997a) . Such neurons seem capable of comparing velocities at three neighboring locations along a single direction, thereby signaling a change in the velocity gradient or, equivalently, a 2nd-order change in velocity. Perhaps groups of these neurons represent the 2nd-order differential structure of velocity fields specifying the local shape (Koenderink and van Doorn, 1992a; Lappin and Craft, 2000) . Buracas and Albright (1996) have hypothesized that such neurons may represent local shape from motion, though this hypothesis has not yet been tested.
The mere existence of bilateral inhibitory surrounds, however, is not sufficient to support such tuning. Another requirement is that the surround regions exhibit speed tuning. That is, surround inhibition should be present at some speeds and absent at others. For example, consider a hypothetical neuron with an inhibitory surround that suppresses its response at all speeds except for a range of slower motions (Figure 14.8c ). Such a neuron should respond to horizontal surface curvature (e.g., a vertical cylinder) and respond poorly to surfaces without curvature in the same direction (e.g., a horizontal cylinder or a plane).
Neurons with bilaterally symmetric surrounds measure motion-defined curvature along the direction containing both surround regions. Full characterization of local shape (e.g., to distinguish a cylinder from a saddle), however, requires curvature measurements in at least two directions (Lappin and Craft, 2000) . Thus, representations of local shape would require groups of neurons with bilaterally symmetric surrounds in multiple directions. Additional properties of disparity tuning and surround facilitation at certain speeds would further improve the ability of these neurons to represent surface curvature. As retinal motion patterns are ambiguous as to whether a surface is convex or concave and provide no information about scaling in depth, disparity information might help disambiguate such motion patterns. Whether disparity tuning coincides with the occurrence of bilaterally symmetric surrounds is not yet known, however.
Interim conclusions
Receptive fields for some MT neurons appear to enable perceptions of surface shape from spatial patterns of motion. A direct link between center-surround MT neurons and the perception of local shape characteristics is still lacking, however. Moving 3D shapes modulate the overall activity of area MT and the responses of its neurons, suggesting that MT neurons may indeed represent some properties of 3D shape Murray et al., 2003 , Vanduffel at al., 2002 Sereno et al., 2002 ). An impor-tant question is whether MT neurons represent only crude aspects of moving shapese.g., the existence of surfaces at multiple depths -or basic shape characteristics defined by surface curvature. The existence of neurons with non-uniform surrounds provides some support for the latter possibility.
In any case, the receptive fields of MT neurons are very diverse, suggesting a variety of functions. A subset of MT neurons -those with non-uniform surroundsmay play a role in perceiving 3D shape from motion by responding to higher-order spatial derivatives of velocity fields. Both psychophysical and physiological evidence is needed to test this hypothesis, but such evidence is presently lacking. Sereno and Sereno (1999) found that the perception of 3D SFM is altered by adjacent 2D motion patterns, and one might speculate that these surrounding motion patterns may stimulate the surrounds of MT neurons thereby altering the perceived 3D structure.
General conclusions
Throughout the evolution of the visual system center-surround mechanisms have been an essential part of motion perception (Horridge, 1987) . This is suggested by the important role of surround suppression in insects (Egelhaaf at al., 1988) and in evolutionarily older brain structures such as superior colliculus (Davidson and Bender, 1991) and by the occurrence of such mechanisms in a wide range of species and visual areas. The present review shows that although center-surround mechanisms may be evolutionarily primitive, they seem to be involved in several sophisticated functional aspects of primate motion perception.
Initial explorations portrayed MT center-surround mechanisms as a simple way of enhancing relative motion, thereby aiding the detection and segregation of surfaces. Subsequent work has extended possible functional roles of center-surround mechanisms to include estimation of the trajectory of moving objects, representation of 2D and 3D shape, and representation of the 3D layout of visual world. Theoretical, psychophysical, and physiological studies have suggested links between center-surround antagonism and these important visual functions, though several of the links suggested in this review remain to be substantiated. For example, it is unknown whether MT neurons respond selectively to motion patterns associated with surface curvature or 3D shape. In any case, a large body of research indicates that the diversity of centersurround neurons in MT permits visual representations of more than merely 2D patterns of image motion.
The perceptual functions considered in this review are some of the more important aspects of visual motion perception. We emphasized psychophysical and physiological evidence linking those perceptual functions with center-surround mechanisms in MT, but other brain areas and mechanisms undoubtedly contribute to our abilities to segregate surfaces and perceive 3D shape from motion.
We began this paper with the idea that links between psychophysical and physiological analyses of visual function are based on corresponding analyses of the information transmitted from optical input to response output. The links between the macroscopic and microscopic analyses of vision ultimately entail a quantitative equivalence of these two descriptions of visual information flow. Discriminations between stimuli should be the same whether they are based on behavioral tasks or physiological measures. If particular psychophysical discriminations and physiological processes are indeed functional correlates of one another, then variations in the stimulus parameters should have quantitatively similar effects on both the behavioral and physiological discriminations. And the behavioral and physiological discriminations should exhibit corresponding invariances under irrelevant transformations of the proximal image patterns. What is the strength of the linkage, then, between the center-surround antagonism described by physiological recordings from many MT neurons and psychophysical characteristics of human motion discrimination?
The currently available evidence reviewed in this paper suggests a probable functional link between the center-surround antagonism exhibited by the physiological responses of MT neurons and psychophysical discriminations of visual motion directions. The link between psychophysics and physiology in this case, however, is qualitative rather than quantitative. A quantitative correspondence has not yet been established between the firing rates of macaque MT neurons and the temporal thresholds for human motion discrimination, although both response measures seem to be similarly affected by variations in stimulus size, retinal eccentricity, and chromatic contrast (Tadin et al., 2003) . Preliminary evidence also suggests that variations in stimulus contrast may have similar effects on both the physiological and behavioral center-surround antagonism effects (Pack and Born, personal communication, August 2003) . The effects of stimulus size and contrast on the motion aftereffect also offer suggestive support for the hypothesis that MT neural responses underlie the behavioral observations. Current evidence, however, does not yet demonstrate a quantitative link (equivalence) between the motion information carried by the physiological and behavioral responses.
The link between physiological center-surround antagonism and perceptual functions in segregating figure from ground, perceiving surfaces, perceiving 2D and 3D shape, and discriminating the 3D trajectories of moving objects are much more tenuous, though intriguing. Establishing clear quantitative links between physiology and such perceptual functions will be challenging, for several reasons: First, multiple visual areas are very likely involved in perceiving the 3D shapes and motion trajectories of environmental objects. Second, many of these discriminations exceed the capacities of univariate responses of individual neurons, and must, therefore, involve complex relationships among the responses of multiple neighboring neurons. Nevertheless, the challenge of clarifying the visual functions of these center-surround mechanisms is scientifically important.
