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Abstract—In this paper, we propose a method for ranking
fashion images to find the ones which might be liked by more
people. We collect two new datasets from image sharing websites
(Pinterest and Polyvore). We represent fashion images based
on attributes: semantic attributes and data-driven attributes. To
learn semantic attributes from limited training data, we use an
algorithm on multi-task convolutional neural networks to share
visual knowledge among different semantic attribute categories.
To discover data-driven attributes unsupervisedly, we propose
an algorithm to simultaneously discover visual clusters and
learn fashion-specific feature representations. Given attributes as
representations, we propose to learn a ranking SPN (sum product
networks) to rank pairs of fashion images. The proposed ranking
SPN can capture the high-order correlations of the attributes. We
show the effectiveness of our method on our two newly collected
datasets.
Index Terms—Fashion image, image understanding, sum-
product networks, semantic attribute learning, data-driven at-
tribute discovery
I. INTRODUCTION
ONLINE shopping increases significantly recently [1].According to the research from Wipro Digital in 2013
and 2014, the percentage of shoppers that make the majority
of their purchase online grows from 36% to 61% in U.S.,
and from 45% to 71% in U.K. More importantly, half of
participants in the survey intend to do more shopping online
in the future.
Among all of the categories, fashion contributes most in the
increase of online shopping. It is revealed that clothing saw the
biggest year-on-year increase, going up 20.6% in June 2014
compared with June 2013 [2].
Due to its huge profit potential, fashion analysis is receiving
increasing attention these days. To meet the huge online cloth-
ing shopping needs, it demands computer vision techniques to
process fashion data automatically in this area. Representative
examples are clothing retrieval [3], parsing [4], [5], and fashion
style prediction [6].
On fashion shopping and social websites, there is another
strong need: determine what fashion images (products) should
be put on top (or placed in the first page) to attract the attention
of users. Intuitively, such fashion images (products) should
be liked by more people. Currently, many websites hire so-
called fashion experts to manually select images. But human
experts can be biased and they cannot compare between a large
amount of images. To solve this problem, can we build a com-
puterized intelligent program to automatically compare fashion
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Fig. 1: Example of dress images from Pinterest.com (best
viewed in color). The images in the first row have many more
likes than the ones in the second row, i.e. the first three images
are liked by many more people. For a pair of images, this paper
aims to tell which one is liked by more people.
images, and identify those that have potential to be liked by
many people? On photo sharing websites such as Pinterest,
we can collect millions of people’s views on tens of millions
of fashion images. From such a large amount of labeled
data, we can possibly train a ranking classifier to discover
discriminative visual patterns to rank images according to the
likeability. People’s views can be subjective. In this paper, we
focus on learning ranking machines based on data whose rank
is agreed by many people. We do not aim at distinguishing
fashion images with low consensus. For example, Figure 1
shows six images from the website (pinterest.com). Though
few people may have different opinion, most people would
find that the three images in the first row are more attractive
than the ones in the second row. This is verified by the statistics
from the website. Each of the first three images gains more
than 50 likes. The last three images gain less than 3 likes.
To learn such a ranking machine, we need to represent
fashion images in a proper way. People tend to judge fashion
images based on mid-level attributes. In many cases, people
may like a dress because of a particular semantic attribute
such as ‘major color is red’. Accordingly, in this paper, we
resort to representing fashion based on middle-level attributes.
However, some attributes are not nameable (in contrast to the
nameable semantic attributes). Hence, we also train classifiers
to recognize data-driven attributes that represent visual pat-
terns in dress images which don’t have names.
These two types of attributes are learned based on the tech-
niques of deep learning, which has made astonishing progress
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2in many computer vision areas such as object recognition [7],
object detection [8], and OCR [9]. To effectively learn the
semantic attributes from a limited amount of training data,
we use a structure of convolutional neural networks with a
shared layer for multi-task learning, hence the visual knowl-
edge of different attribute classes can be shared to boost the
performance of each individual attribute classifier. Data-driven
attribute learning is similar to visual discovery, since we need
to identify coherent visual patterns from data in an unsuper-
vised manner. We propose a new algorithm for unsupervised
clustering and CNN model learning simultaneously. We first
discover visual clusters based on the features of convolutional
neural networks, and then learn better convolutional neural
networks for our data given the discovered visual clusters, in
an iterative manner. Each visual cluster is considered as one
data-driven attribute. Using the sliding window method, we
know the occurrence of the data-driven attributes in an image.
After fashion images are represented based on the activation
vectors of attributes, we propose to learn a ranking SPN (Sum-
Product Networks [10]) to rank pairs of images. Compared to
the traditional ranking machines such as ranking SVM, a rank-
ing SPN can capture the high-order correlation of attributes
for ranking. This is very critical in our application: people
may like a dress because of the co-occurrence of two or more
fashion attributes, they may also dislike a dress because of the
co-occurrence even these attributes are attractive individually.
To learn parameters for the ranking SPN, we propose a
method to update the SPN based on its evaluations on a pair
of images. We use the root value of the SPN to assess the
likeability of an image. For two images, if they have quite
different number of likes, the proposed method updates the
parameters to increase the difference between the root values.
Otherwise, the proposed method updates the parameters to
decrease the difference between these two evaluations.
We test our methods on two datasets collected from Pin-
terest and Polyvore respectively. The experiments prove the
effectiveness of our methods. Our main contributions of this
paper are summarized as follows:
1) we build two new fashion image datasets (i.e. Pinterest
and Polyvore) for predicting the likeability of fashion images;
2) we propose an unsupervised method to simultaneously
discover data-driven attributes and perform feature learning
for our task;
3) we develop a ranking SPN to rank fashion images by
modeling the high-order correlation of attributes.
The rest of this paper is organized as follows: Section II
presents related work of this paper. Section III describes our
two datasets. Section IV shows how we learn the semantic
and data-driven attributes. Section V describes how we learn
the parameter of the ranking SPN. Section VI presents the
experiments. Section VII concludes this paper.
II. RELATED WORK
We develop our representations based on attributes learning.
Many works show the importance of attributes as mid-level
descriptors in visual recognition tasks [11], [12], [13], [14],
[15], [16], [17], [18]. Farhadi et al. [14] learn robust attribute
classifier for object description by selecting informative fea-
tures. For accurate attribute prediction, Jayaraman et al. [11]
propose a method to encourage information sharing among the
closely related attributes using structured l21 sparsity regular-
ization. Hwang et al. [15] propose a method for feature sharing
between object recognition and attribute perdition. To learn the
semantic attributes for clothing description, Chen et al. [12]
first extract low-level features based on the pose estimation
result, then further improves the attribute prediction accuracy
by modeling the mutual dependencies of the attributes with
conditional random field. Instead of predicting the presence
of an attribute, Parikh and Grauman [13] propose relative
attribute to model the strength of an attribute in an image
with respect to other images. All of the previous methods learn
attribute classifier based on low-level features [11], [12], [13],
[14], [15].
Differently, we use deep features extracted by CNN models
to learn attributes: both nameable and hidden (data-driven
discoverable). The deep structure of CNN can produce robust
feature generalization ability in different computer vision tasks
[7], [19], [20], [21], [22]. In attribute learning, we usually
don’t have enough training data. To tackle this problem,
some vision papers use multi-task learning to effectively share
visual knowledge [11], [15], [23], [24]. Different from their
works, we integrate multi-task learning with the powerful
CNN models to learn semantic attributes. We jointly learn
feature representations and visual knowledge sharing at the
same time. We use an enhanced multi-task sharing strategy,
where different attribute categories can adaptively select to
share from intra-group members, and compete inter-group
members, through a flexible decomposition of a shared hidden
latent task layer and linear combination layers. In addition,
we unsupervisedly train CNN models to discover data-diven
attributes. These attributes are important to provide comple-
mentary informations beside semantic ones.
Based on these learned representations, we exploit the
nature of SPN to model the high-order correlations between
attribute representations. SPN is first introduced in [10] as
a deep probabilistic model, that can capture the deep re-
lationships. The theoretical works [25], [26], [27] motivate
the research of SPN. Delalleau and Bengio [26] prove that
deep SPN is very efficiently in representing some functions.
Gens and Domingos [25] propose an algorithm for SPN
structure learning. Rooshenas and Lowd [27] propose another
method for learning SPN structures that can capture both
indirect and direct interactions between variables. SPN has
been successfully applied in computer vision tasks, including
image classification [28], image completing [10], and facial
attribute analysis [29]. For the first time, we extend SPN to be
a ranking machine by modeling the high-order correlations
of its leaf nodes. We also propose a method to learn the
parameters of SPN based on pairs of images.
Our work is related to a number of existing high-level
image understanding papers, including fashion modeling [30],
interestingness prediction [31], image importance prediction
[32] and image memorability [33]. But different from them, we
are focusing on ranking fashion images, which is considered
as an important task for on-line shopping and social websites.
3III. DATASETS
Pinterest.com is one of the most popular websites for image
sharing. Users can browse the latest images which are shared
by others, and pin the images they like. The number of likes
can tells the likeabilitiy of an image. It is reported that 80%
of the Pinterest users are female [34]. Thus, it is reasonable
to collect images from this website to study the likeability
of dress images. We collect images from the category of
“Women’s fashion”.
Polyvore.com is a social commerce website allowing people
to discover and shop the latest fashion products. The images
belonging to different categories (including dresses, shoes,
accessories, etc) are uploaded by different online shops. In
this website, users press the button Like to show whether they
like an image or not. Our technique will be useful for the
shops in the website, if they want to identify images which
have potential to be liked by many people. They can put up
these images in a conspicuous place to attract customers.
We assess the likeability of images based on their number
of likes. In general, more exposure usually leads to more likes.
But on these websites, images with more exposure are usually
uploaded by influential/fashion people, who influence many
others on what would be liked. This implicitly means such
images are likely to be liked more, even based on the same
number of views.
We collect dress images from the above two websites: 6, 673
from pinterest.com and 69, 256 from polyvore.com. Fashion
depends on time. A dress image, which was popular last year,
may be not so attractive now. We only collect images which
were uploaded in the same month. We track these images and
obtain their number of likes two months after uploading. Once
we use this method for real world application, we also need to
continuously update the dataset to learn the new trends. And
we only consider high quality images in our dataset, in order
to avoid the noise from the image quality itself.
We segment dresses from the images based on the tech-
niques of human detection [35], face detection [36], and
Grabcut [37]. As our images are relatively clean (mainly
fashion product images) and well posed, these techniques are
sufficient to segment dresses from the image.
IV. ATTRIBUTE LEARNING
Image representation is critical to predict the likeability
of dress images. Humans describe and judge fashion images
based on attributes. In this section, we propose to learn seman-
tic attributes and data-driven attributes as middle level repre-
sentations of dress images. A semantic attribute represents a
certain nameable property of the dress. A data-driven attribute
represents a visual pattern that does not have a name. To learn
semantic attributes, we use a structure of CNN for multi-
task learning to share visual knowledge between attributes.
To learn data-driven attributes, we propose an unsupervised
method based on adapted CNN to discover visual clusters.
A. Semantic Attribute Learning
Since our datasets have no semantic attribute annotations,
we learn a set of attribute classifiers from the clothing attribute
TABLE I: Grouping information used in Clothing dataset[12]
Group Attributes
Colors black, blue, brown, cyan, gray, green,
many, red, purple, white, yellow
Patterns floral, graphics, plaid, solid, stripe, spot
Cloth-parts necktie, scarf, placket, collar
Appearance skin-exposure, gender
dataset of [12], and apply these learned classifiers on our
dataset for attribute prediction. We train a binary CNN model
for each attribute.
We fine-tune the pre-trained CNN model [7] on the clothing
dataset [12]. However, each attribute category does not have
many training examples to train the classifier. To solve this
problem, we applied our multi-task CNN model [38] to enable
different attribute classifiers to share visual knowledge and
patterns through a shared layer.
Given the CNN models, we aim to learn the matrix W ,
which is formed by stacking the parameter matrices of softmax
layers of each CNN. The key idea behind the model is to
decompose this weight matrix W into two matrices L and
S, where the latent L matrix is the shared layer between all
CNN models, and S is a combination matrix, each column
corresponds to one CNN classification layer as follows:
W = LS (1)
In this way, each CNN shares visual patterns with other CNN
models through the latent matrix L, and all CNN models can
collaborate together in the training stage. The benefit is that
each CNN can leverage the visual knowledge learned from
other CNN models.
In addition, attributes are naturally grouped (as shown in
table I). We encode the grouping information by encouraging
attributes to share more (compete) if they belong to the same
(different) groups.
The following cost function is to be minimized simultane-
ously by all CNN models:
min
L,S
M∑
m=1
Nm∑
i=1
1
2
[max(0, 1− Y im(Lsm)TXim)]2
+ µ
K∑
k=1
G∑
g=1
‖sgk‖2 + γ‖L‖1 + λ‖L‖2F
(2)
For the mth attribute category, we denote its model parameter
as Lsm and the corresponding training data is (Xim, Y
i
m)
Nm
i=1 ⊂
Rd × {−1,+1}(m = 1, 2, ...,M), where Nm is the number
of the training samples of the mth attribute, and d is the total
feature dimension space. In our case, d is 4096. The last term
is the Frobeniuse norm to avoid overfitting.
B. Data-driven Attribute Learning
Besides the semantic attributes, some fine visual patterns are
also important to gain likes from people. In some cases, these
visual patterns are essential to discriminate one image from
the others. We aim to discover these important unnameable
4visual patterns in an unsupervised way, and call them data-
driven attributes in this paper. Recently, unsupervised data-
driven attribute discovery attracts much attention [39], [40],
[41].
To be a data-driven attribute, the visual pattern shown in
a patch should appear in a large number of images. Data-
driven attribute discovery is difficult mainly due the following
reasons. Firstly, we don’t have any samples for reference in
the data-driven attribute learning. Secondly, we don’t know
whether a certain attribute present in an image or not. Thirdly,
if an attribute presents in an image, we don’t know its location.
To overcome these challenges, we propose an unsupervised
method for data-driven attribute discovery.
In this paper, we focus on local visual patterns and partition
the images into a number of patches. To discover meaningful
visual patterns from data, it is important to develop powerful
feature representations. We leverage the CNN model trained
on the ImageNet [42]. However, this model is not adapted
to our fashion data for feature extraction. We propose a
new method that jointly discovers data-driven attributes and
adapts the CNN model to our data for more powerful feature
representations.
In order to obtain such a model, we develop a new algo-
rithm, including three steps: patch feature extraction, unsu-
pervised clustering, and fine-tunning. We conduct these steps
iteratively until the CNN model fits our task.
Firstly, we generate p patches (with overlap) for each dress
image. The size of patches is proportional to the size of the
image. Each patch can capture the appearance of a specific
part. For example, the first patch in the first row usually
captures the appearance of the right shoulder. For each patch,
we extract deep features via CNN which are pre-trained using
imageNet (ILSVRC12 challenge [7]). We extract the 4, 096
dimensional features of the first fully-connected layer.
Secondly, we generate tentative cluster labels for the patches
by unsupervised clustering. We perform K-means clustering
on the deep features of all patches and obtain a set of over-
segmented clusters. These clusters are agglomerated into Nc
centers based on average link [43] to capture the spherical
structure. The average link between two clusters C1 and C2
are calculated as
D(C1, C2) =
1
|C1|.|C2|
∑
x∈C1
∑
y∈C2
d(x, y) (3)
where d(x, y) measures the distance between x and y. The
closest two over-segmented clusters are merged together until
the number of centers reduces to Nc. In this procedure, we
drop the clusters which are small and far from the rest. Each
of these Nc centers corresponds to a data-driven attribute.
Thirdly, with the tentative cluster labels and the data, we
adapt the CNN model to this visual pattern discovery task
via fine tunning. In the fine-tunned model, the soft-max layer
has Nc nodes, each corresponding to a cluster. We treat
patches from one cluster as the positive training data of the
corresponding node. In this way, we obtain an adapted CNN
model for these clusters without supervision. The adapted
CNN model is expected to generate more suitable feature
representation for our task.
We repeat the above three steps for a number of iterations
and obtain the final reliable data-driven attributes. Some results
are shown in Fig 3.
V. RANKING SUM-PRODUCT NETWORKS
We represent a dress image as an attribute vector, each
element corresponding to the activation of an attribute. A
single attribute may contribute to the likeability of an image.
However, in many more cases, the combination of several
attributes or the correlation between them plays the key role
to make the dress image attractive or not. In this work, we
capture the high-order correlations of the attributes using the
deep structure of SPN.
SPN is a newly proposed deep architecture for correlation
modeling and inference. For the first time, we propose to learn
SPN as a ranking machine. The root value of the proposed
SPN is larger if evaluated with an attribute vector of a more
likeable image. The parameters of the SPN are learned based
on the difference between pairs of images. In this section, we
first introduce the basic idea of SPN, and then propose the
learning algorithm of SPN for ranking.
A. Sum-Product Networks
Sum-product Networks (SPN) are directed acyclic graphs
with variables as leaves, sums and products of these variables
as internal nodes, and weighted edges [10]. We introduce the
SPN which are built on Boolean variables. Let xi denote a
variable, and x¯i denote its negation.
The theoretical foundation of SPN is Darwiche’s network
polynomial [44]. Let Φ(x) > 0 denote an unnormalized
probability distribution over a vector of Boolean variables x.
The network polynomial of Φ(x) is ΣxΦ(x)Π(x), where Π(x)
is the product of indicators that have value 1 in state x.
With a network polynomial, we can calculate the probability
of any evidence easily. However, the size of network poly-
nomial increases exponentially with the number of variables.
SPN defined as follows can compactly represent the network
polynomial in a hierarchical manner [10].
Definition [10] A sum-product network over variables
x1, x2, ..., xd is a rooted directed acyclic graph whose leaves
are the indicators x1, x2, ..., xd and x¯1, x¯2, ..., x¯d and whose
internal nodes are sums and products. Each edge (i, j) ema-
nating from a sum node i has a non-negative weight wij .
Typically, the sum and product nodes are arranged in
alternating layers in SPN [10], [29]. Fig 2 a) shows an
example of SPN S(x1, x¯1, x2, x¯2) over variables x1 and
x2. Based on this SPN, we can calculate the probability
P (x1, x¯2) = S(1, 0, 0, 1) = 0.8(0.2x1 + 0.8x¯1)(0.4x2 +
0.6x¯2) + 0.2(0.7x1 + 0.3x¯1)(0.1x2 + 0.9x¯2) = 0.8 × 0.2 ×
0.6 + 0.2× 0.7× 0.9 = 0.222
Using the MPE(Most Probable Explanation) inference [44],
SPN can efficiently infer the value of an observed variable.
With the observation of the variable x2 = 1, Fig 2 b)
and c) show an example of inference the value of variable
x1. Firstly, we marginalize the variable x1 by setting the
input as (1, 1, 1, 0) and conduct a bottom-up procedure to
evaluate the SPN. Then, after replacing the sum nodes with
5Fig. 2: Example of SPN. a) shows a SPN over two variables. b) shows the bottom-up procedure for evaluation with x2 = 1
and marginalized x1. c) shows the top-down procedure for inference of the value of x1.
M(maximization) nodes (Fig 2 b), we perform another bottom-
up procedure to select the maximum child for each M-
node. Finally, we perform a top-down procedure to track the
maximum child for each M node and obtain x1 = 0.
B. Learning SPN for fashion image ranking
In this subsection, we propose to learn a ranking SPN for
image ranking by modeling the relationship of the semantic
and data-driven attributes. The deep structure of SPN can
model the correlations of any subset of its inputs [10]. Let
S(Ii) denote the evaluation of an SPN with the attribute vector
of image Ii as input. Let V (Ii) denote the root node value of
SPN Si, which can be considered as unnormalized probability.
For a given training set, we generate a set of ordered pairs of
images P1 = {(Ih, Il)}, where their difference in number of
likes is larger than a threshold C1, i.e. n(Ih) − n(Il) > C1.
We also generate another set of un-ordered pairs of images
P2 = {(Ia, Ib)}, where their difference in number of likes is
smaller than a threshold C2 , i.e. |n(Ia)− n(Ib)| ≤ C2.
Our goal is to learn an SPN structure, such that the following
two constraints are satisfied: 1) ∀(Ih, Il) ∈ P1 : V (Ih) >
V (Il); and 2) ∀(Ia, Ib) ∈ P2 : V (Ia) = V (Ib). In addition,
to simplify the structure of SPN, we want to have as few
edges as possible. A complicated SPN may overfit the training
data, leading to low generalization performance on the testing.
Here, we have a constraint for the number of edges E, i.e. to
be smaller than a threshold E0. A smaller E means a more
simplified SPN structure and a faster speed in inference. We
obtain the following objective function
max λ1
∑
(Ih,Il)∈P1
(V (Ih)− V (Il))
−λ2
∑
(Ia,Ib)∈P2
|V (Ia)− V (Ib)|
s.t. E < E0
(4)
where λ1 and λ2 are positive parameters.
We develop a new method to learn a ranking SPN based on
its evaluations on pairs of images. Given an initialized SPN,
we first evaluate it with a pair of attribute vectors I1 and I2
(The pair (I1, I2) can be from P1 or P2, the difference will be
discussed later). In this procedure, we obtain the value of each
node, which can be used in the future inference. To overcome
gradient diffusion in SPN training, we convert the SPN S to
an MPN M , by replacing sum nodes with max nodes, as in
Fig 2 b).
Then, aiming to maximize the objective function Eq. 4 in
log space, we calculate the gradient of log likelihood with
regard to the weight w based on the MPE inference of MPN
(to remove the absolute value sign for a pair in P2, we take
the image with a larger root value as I1), as follows:
∂
∂w
logP (I1)− ∂
∂w
logP (I2)
=
∂
∂w
logmax Φ(I1)− ∂
∂w
logmax Φ(I2)
(5)
where Φ(I1) and Φ(I2) represent the maximize polynomial
corresponding to the two MPNs.
We use M(I1) and M(I2) to represent two MPNs, corre-
sponding to max Φ(I1) and max Φ(I2). The partial derivative
of the logarithm with respect to the weight wi (of the ith edge)
as follows
∂logM(I1)
∂wi
− ∂logM(I2)
∂wi
=
t1i
wi
− t
2
i
wi
(6)
where t1i and t
2
i are the numbers of times that the ith edge is
traversed by the MPE inference path in two MPNs. Then, the
gradient of the log likelihood of the weight is ∆ti/wi, where
∆ti = t
1
i − t2i is the difference between the number of times
that wi is traversed when evaluated on the two images.
For a pair of images (I1, I2) ∈ P1, the learning rate is
linearly correlated with the difference between their number
of likes ∆n = (n(I1)− n(I2)), i.e. η1 = α1∆n.
For a pair of images in P2, we take the image with a larger
root value as I1 and set the learning rate to be a constant α2.
6Thus, we update the weight wi by
∆wi =

α1∆n
∆ti
wi
(I1, I2) ∈ P1
α2
−∆ti
wi
(I1, I2) ∈ P2
(7)
To reduce the number of edges E, we cut the unnecessary
edges of the SPN in the training procedure. The SPN is
updated based on training set according to Eq. 7 for a number
of iterations. At the end of an iteration, we investigate the
weights of edges that link a sum node and its children.
Those edges whose weights are smaller than a threshold are
considered as candidates for cutting. For a candidate edge ei,
we set its weight to be zero and calculate the object function
Eq. 4. We cut this edge ei if the value of the object function
decreases. In this procedure, the nodes with no parent will be
deleted to simplify the structure.
To rank a pair of dress images, we take their attribute
activation vectors as the input of the learned ranking SPN.
The image with more likes is expected to produce a larger
root value.
VI. EXPERIMENTS
In section VI-A, we show the experimental results of multi-
task attribute learning on a public clothing dataset. In section
VI-B, we visualize the data-driven attribute learning results.
In section VI-C, we learn a ranking SPN for image ranking
and compare it with baselines.
A. Semantic attributes
We evaluate the multi-task learning CNN model on the
clothing dataset [12]. This dataset contains 1856 images, and
23 binary attributes as shown in Table I. The nature of these
attributes is intended to describe clothing items. The ground-
truth is provided on the image-level, each image is annotated
to indicate whether it contains a certain attribute.
To train CNN models, we use the code of MatConvNet
[45] and also used [19], [46]. Our training-testing split per
attribute category is half-half. We compare the multi-task
CNN model with four different baselines. Baseline 1 (S-CNN)
is the traditional single task CNN. Baseline 2 (M-CNN) is
a simplified multi-task learning method without the group
constraint term in Eq. 2. Baseline 3 (ML-CNN) is the CNN
with binomial multi-label sigmoid cross-entropy loss. Baseline
4 (G-CNN) is the method of [11] with encoding the group
information directly in a quared-hinge loss SVMs. Multi-task
CNN with group information (MG-CNN) is the multi-task
CNN model [38], which we used to generate our final image
attributes. Comparing with the previous state-of-the-art results
in Conditional Random Field (CRF) [12], the learned CNN
models on attributes can outperform all classifiers in [12].
After applying multi-task learning, we can further increase
CNN model accuracies in almost all cases.
B. Data-driven attributes
We use the data-driven attributes to represent the common
visual patterns in the dress images. For this purpose, we
TABLE II: Attribute prediction accuracy on the dataset [12].
(ML-CNN: binomial multi-label sigmoid cross-entropy loss,
CF: combined features model with no pose [12], CRF: method
proposed in [12], G-tasks: the method of [11] with encoding
the group information directly in a squared-hinge loss SVMs,
S-CNN: single task CNN, M-CNN: MTL framework without
encoding the group constraint term in Eq. 2, and MG-CNN:
our whole MTL framework with group constraint. G1: color
attributes, G2: pattern group, G3: cloth-parts, G4: appearance
group. In G-tasks baseline, the visual features are extracted
using our fine-tuned CNN models.)
Method G1 G2 G3 G4 Total
ML-CNN 81.97 79.11 63.16 62.45 76.25
CF [47] 81.00 82.08 77.63 78.50 80.48
CRF [12] 85.00 84.33 81.25 82.50 83.95
G-tasks [11] 90.10 92.29 89.80 73.52 89.18
S-CNN 90.50 92.90 87.00 89.57 90.43
M-CNN 91.72 94.26 87.96 91.51 91.70
MG-CNN 93.12 95.37 88.65 91.93 92.82
propose an unsupervised CNNs adaption procedure in section
IV-B. The proposed procedure includes three steps in an
iterative manner: feature extraction, K-means clustering, and
model fine-tunning. The following shows the details of the
first iteration.
In our experiments, we randomly select 10K dress images
with relatively high number likes from the polyvore dataset.
Each image is partitioned into 12 equally-sized patches with
overlap. The size of a patch is proportional to that of the image.
This means the sizes of two patches from different images can
be different.
We resize these patches and take them as the input of a pre-
trained CNNs model [46] using ImageNet [42]. The success of
CNNs on large scale image classification means it can extract
different deep features for different visual appearance. We use
the 4, 096 dimensional feature of the first fully-connected layer
to represent a patch.
We hierachically cluster these deep features of 120K
patches. Firstly, we over-segment the feature space into 2, 000
clusters by K-means. Then, we agglomerate these over-
segmented clusters into 1, 000 clusters. To capture the spher-
ical structure, this procedure is conducted based the average
link.
We find some clusters only contain patches from a small
portion of the images. This means these clusters are not
representative enough to be a data-driven attribute. We define
a vector vi ∈ R10K to assess the representative ability of the
ith cluster. The element vij = 1, if at least one patch of the jth
image appear in the ith cluster. Thus, ‖vi‖1 counts the number
of images that have one or more patches in ith cluster. A larger
‖vi‖1 means a more representative cluster. In our experiment,
we sort the clusters based on ‖vi‖1 and only keep the nc most
representative clusters, such that
i=nc∑
i=1
‖vi‖1 ≥ 90%×
i=Nc∑
i=1
‖vi‖1 (8)
7Fig. 3: Representative sample patches of eight data-driven attributes. We can observe that each cluster represents a primary
visual pattern or color.
where the number of clusters is reduced from Nc to nc.
With these representative clusters, we fine-tune the CNN
model and use it extract features in the next iteration.
We obtain nc = 192 most representative patch clusters and
take them as data-driven attributes. Fig 3 shows representative
sample patches of 8 data-driven attributes. We can observe that
each data-driven attribute represents a primary visual pattern
or color.
Different from semantic attributes, these data-driven at-
tributes represent the local patterns of images. They can be
in any location of the image.
C. Image ranking
For a dress image, we can use the CNN model trained in
section VI-A to predict the occurrence of the 23 semantic
attributes and obtain a 23 dimensional binary vector.
In order to locate the data-driven attributes in an image
patch, we use the sliding window method to scan regions. We
resize these regions and take them as the inputs of the CNN
model obtained in section VI-B. In this way, we can know the
occurrence of the data-driven attributes in an image patch.
We represent each image by a 2327 dimensional attribute
activation vector, including 192 data-driven attributes for each
of the 12 patches, as well as the 23 semantic attributes. We
input such vectors to SPN.
As developing a complete tree structure to link all the
possible correlation of these attributes is impossible, we need
to learn the structure of SPN for this task. Intuitively, we want
to only link the attributes (or attribute sets) which are possibly
correlated with each other through edges. Here, we fix the
structure of SPN with two stages.
The first stage is to initialize the structure of SPN [10], as
following:
Step 1: select a set of subsets of the attributes.
Step 2: for each subset R , create k sum nodes SR1 , ..., S
R
k ,
and select a set of ways to decompose R into other selected
subsets R1, ..., Rl.
Step 3: for each of these decompositions, and for all
1 ≤ i1, ..., il ≤ k, create a product node with parents Srj
and children SRli1 , ..., S
Rl
il
.
In our experiments, the parameter k equals to 10. The weights
are randomly initialized.
The second stage refines the initialized structure of SPN.
We update the parameter to maximize the probability of the
samples whose number of likes are among the top 10%. As
neither gradient descent nor EM is efficient for SPN learning ,
we update the parameters by hard EM which are used in [28].
We refine the structure of SPN by removing those children of
sum nodes whose weights are zero.
After fixing the structure, we update the weights of the re-
fined SPN to maximize the difference between the probabilities
of image pairs, as proposed in V-B. The parameter α1 (in eq.
7) is set to be 0.01, and α2 is set to be 0.001. We iteratively
update the parameters of SPN for 10 iterations.
To show the effectiveness of representing images using the
learned attributes, we compare it with other two baseline
representations: low-level hand-designed features and deep
features. The low level features include SIFT, LAB color
space, LBP, and GIST descriptor feature. The deep feature of a
patch is 4096 dimensional from the first fully connected layer
of CNN. We also discover data-driven attributes using [39]
and [40]. For classifiers, we take two state-of-the-art machines
(ranking SVM (RankSVM [48]) and structured ranking SVM
(S-RankSVM) [49]) as baselines. Given a pair of testing
images, the ranking is conducted based on the soft responses.
Additionally, we also learn SPN without the regularization
term of E (number of edges). In this way, the learned SPN is
very complicated and turns to be overfitting.
TABLE III: Image ranking accuracy of RankSVM and
Structured RankSVM (LF: low level feature; DF: deep feature;
SA: semantic attribute; DA: data-driven attribute; A: semantic
attribute and data-driven attribute).
Method Polyvore Pinterest10 20 10 20
RankSVM+LF 62.7 66.3 62.6 67.3
RankSVM+DF 67.4 68.8 68.5 71.2
RankSVM+SA 55.9 57.1 57.2 58.8
RankSVM+DA[39] 65.4 66.7 68.4 70.3
RankSVM+DA[40] 64.3 65.1 67.6 69.1
RankSVM+DA 74.2 75.0 74.9 75.9
RankSVM+A 74.7 76.2 77.2 77.5
S-RankSVM+LF 62.5 66.3 63.0 66.9
S-RankSVM+DF 67.4 69.0 69.1 72.2
S-RankSVM+SA 55.2 58.3 56.4 58.7
S-RankSVM+DA 74.8 76.2 74.9 76.4
S-RankSVM+A 75.0 76.5 77.2 77.9
The polyvore dataset has 12K training images and 15K
8TABLE IV: Image ranking accuracy of Complex SPN and
the proposed SPN (LF: low level feature; DF: deep feature;
SA: semantic attribute; DA: data-driven attribute; A: semantic
attribute and data-driven attribute; C(complex)-SPN: learned
SPN without considering the number of edges).
Method Polyvore Pinterest10 20 10 20
C-SPN+SA 55.4 55.8 56.3 57.4
C-SPN+DA 76.2 77.3 78.0 79.3
C-SPN+A 77.9 78.2 78.9 80.4
SPN+SA 58.3 58.7 57.4 60.0
SPN+DA[39] 69.3 71.8 72.5 75.0
SPN+DA[40] 68.4 69.2 71.4 73.6
SPN+DA 77.0 80.1 78.8 81.8
SPN+A 78.6 80.7 79.7 82.1
testing images. The Pinterest dataset has 1K training images
and 3K testing images. For testing, we only take the image
pairs whose difference number of likes is larger than a thresh-
old θ. Here, we set θ to be 10 or 20. For the polyvore dataset,
we have 336K testing pairs with θ = 10, and 95K pairs with
θ = 20. For the Pinterest dataset, we have 59K testing pairs
with θ = 10, and 34K pairs with θ = 20. We do not test SPN-
based methods on pixel values, low level features, as well as
deep features, as our SPN requires binary inputs. In the testing,
we consider it is a correct prediction if the root value of the
SPN is larger for an image with larger number of likes.
Table III shows the ranking accuracies of ranking SVM
and structured ranking SVM using different features when
the parameter θ is set to be 10 and 20. Table IV shows
the ranking accuracy of SPN-based methods. For all of these
ranking machine, we achieve higher accuracy using mid-level
attributes than using low-level features. It indicates that the
mid-level attributes are more suitable to our task, as they can
tell the visual patterns of the dress images. We can know from
table III and table IV that data-driven attributes are better than
the semantic attributes in this ranking task. For example, on
Pinterest data, the accuracy of ranking on data-driven attributes
is 21% higher than on semantic attributes. This is due to two
reasons. Firstly, we have many more data-driven attributes
than semantic attributes. Secondly, the data-driven attributes
are much more discriminative than the semantic attributes.
Two images with the same set of semantic attributes can be
quite different from each other in appearance. Compared with
ranking SVM and structured ranking SVM, the deep structure
of SPN is more powerful to capture the high-order correlations
of the attributes, and thus perform better in this ranking task.
Fig 4 shows how the ranking accuracy varies with the
parameter θ on our two datasets. A smaller θ means a lower
ranking accuracy mainly due to the following three reasons.
Firstly, a smaller θ means a larger testing set. Secondly,
reducing the parameter θ will make the ranking task more
difficult. With a small θ, we have to identity the subtle
difference between a pair of images to rank them correctly.
Thirdly, the reliability of ranking order itself reduces as θ
decreases. For example, it is safe to say an image with 100
likes is liked by more people than an image with 2 likes.
Fig. 4: Ranking accuracy (%) vs. the parameter θ. In this
experiment, we consider image I1 is liked by more people
than I2, if I1 has θ more likes than I2. (RankSVM: ranking
SVM; SRankSVM: structural ranking SVM; C-SPN: complex
SPN; SPN: the proposed method.)
However, one image has 3 more likes than another maybe
not solely because it is more attractive. Thus, the parameter θ
should be large enough for real world application.
We conduct image ranking using different number of data-
driven attributes. In this experiment, we first sort the data-
driven attributes based on their representative ability, which is
assessed based on their occurrence probability in the images.
Then, we represent the images using semantic attributes and
a portion of the most representative data-driven attributes. Fig
5 shows the ranking accuracies of RankSVM, Complex SPN,
and the proposed SPN with different number (50, 100, 150 and
192) of data-driven attributes. With 50 data-driven attributes,
the ranking accuracy of the proposed SPN is only 66.2% on
Polyvore dataset. From 50 to 100 data-driven attributes, we can
improve the ranking accuracy of SPN by 11.2%. However, the
improvement of ranking accuracy is only 1.76% from 150 to
192 data-driven attributes.
We also discover attractive and unattractive attribute sets
based on learned SPN. To test whether a set of co-occurred
attributes can gain more likes or not, we evaluate the SPN with
an attribute vector which is only activated in those dimensions
corresponding to those attributes. A larger root value means
the set can help to raise the likeability of the image. Fig 6
shows some qualitative samples. The rectangles represent the
data-driven attributes in different locations. We can know from
9Fig. 5: Ranking accuracy (%) vs. number of data-driven at-
tributes. The horizontal axis denotes the number of data-driven
attributes. The vertical axis denotes the ranking accuracy.
(RankSVM: ranking SVM; C-SPN: complex SPN; SPN: the
proposed method.)
fig 6 b), three colorful data-driven attributes (respectively in
shoulder part, neck part, and twist part) co-occur can enhance
the likeablity of an image. In contrast, the combinations of the
three data-driven attributes shown in c) produce a much lower
SPN root value.
Fig. 6: Samples of correlated attractive (a & b) and unattrac-
tive (c & d) attribute combinations discovered by our SPN
model. The rectangles in different colors represent data-driven
attributes in different locations.
VII. CONCLUSION
This work proposes a method to rank images based on
the likeablity of social network community. We normally
judge an image based on it visual appearance. Inspired by
this, we learn semantic and data-driven attributes as middle
level representation of the images. We capture the high order
correlations between these attributes based on a SPN, which
can be used to rank images.
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