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Abstract
In this paper, we investigate trading strategies based on exponential moving averages (ExpMAs) of
an underlying risky asset. We study both logarithmic utility maximization and long-term growth rate
maximization problems and find closed-form solutions when the drift of the underlying is modeled by
either an Ornstein-Uhlenbeck process or a two-state continuous-time Markov chain. For the case of an
Ornstein-Uhlenbeck drift, we carry out several Monte Carlo experiments in order to investigate how
the performance of optimal ExpMA strategies is affected by variations in model parameters and by
transaction costs.
Key words: Long-term growth; Continuous-time Markov chain; Moving average; Optimal investment;
Ornstein-Uhlenbeck process; Partial information; Simulation; Utility maximization;
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1 Introduction
Technical analysis is a methodology for forecasting the future movements of securities prices by analyzing
past market data (most often, but not limited to, prices and trading volumes). Within technical analysis,
there are many indicators, which purport to provide information about the future direction and volatility of
an underlyer (e.g., a stock, currency, interest rate, etc.). These indicators often have gimmicky names such
as, e.g., Smart Money Index, Know Sure Thing Oscillator, Vortex Indicator, Money Flow Index, Bollinger
Bands, etc.. From a mathematical standpoint, perhaps the simplest indicator to construct (and one which
has an uncharacteristically boring name) is the Moving Average. As the name suggests, a moving average
Y = (Yt )t≥0 of a process X = (Xt )t≥0 is constructed via a convolution of X with a kernel ρ. Specifically,
Yt =
∫ t
0
ρ(t – s) ·Xsds, where ρ ≥ 0, and
∫ ∞
0
ρ(t)dt = 1.
Common moving averages are the Simple moving average (SimMA): ρ(t) = 1[0,T](t)/T, where 1 is an
indicator function, and the Exponential moving average (ExpMA): ρ(t) = λe–λt , where λ > 0.
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The main purpose of this paper is to provide a mathematical analysis of trading strategies based on
ExpMAs, which are observable technical indicators. To be clear, our aim is not to support or disapprove
the use of technical analysis in portfolio management. We consider utility maximization and long-term
growth rate maximization problems for trading strategies based on ExpMAs. Optimal ExpMA strategies
are obtained (semi-) explicitly when the drift process of the risky asset is modeled by an Ornstein-Uhlenbeck
(OU) process or a continuous-time Markov chain (CTMC), which is often used in a regime switching market.
In numerical studies, we carry out Monte Carlo simulations to test the performance of optimal ExpMA
strategies against a buy-and-hold strategy. In addition, we conduct a sensitivity analysis and investigate
the impact of transaction costs on optimal ExpMA strategies. In general, our simulation results show
that optimal ExpMA strategies deliver excellent returns. However, if an investor’s measure of portfolio
performance is the Sharpe ratio, or if transaction costs are present, ExpMA-based strategies may not be
optimal. To the best of our knowledge, there is no paper studying optimal ExpMA-based trading strategies
in literature. Our paper will fill this void and also provide valuable guidance for practitioners who use
moving averages to trade securities.
In mathematical finance, optimal investment problems are well studied, c.f., the classical works of
Markowitz (1952) and Merton (1969, 1971). Kim and Omberg (1996) and Wachter (2002) provide ana-
lytical solutions to utility maximization problems (similar to Problem 2.1) when the drift of the stock price
is given by an observable OU process. Bauerle and Rieder (2004) solve the same problems when the drift of
the stock price is modeled by an observable CTMC. Long-term growth rate maximization problems (similar
to Problem 2.2) have been studied by Fleming and McEneaney (1995) and Fleming and Sheu (1999). Notice
that all papers mentioned above assume investors can observe the drift process at all times. Our paper is re-
lated to utility maximization problems under partial information, in which the drift process is unobservable
to investors in the market. Lakner (1995, 1998) consider such problems for an unobservable OU drift while
Honda (2003) and Sass and Haussmann (2004) consider such problems for an unobservable CTMC drift.
The ExpMA trading strategies considered in this paper fall under the category of trend following strategies.
Dai et al. (2010, 2016) consider optimal stopping times problems in an unobservable regime switching mar-
ket (two-state Markov chain drift) for an investor who chooses a sequence of buying and selling times to
maximize the net gain. They show that the optimal trading strategy is trend following, and is superior to a
buy-and-hold strategy.
The standard method of dealing with an unobservable drift is to apply the Wonham filter (see Wonham
(1964)) to transform the problem with partial information to the one with full information (via the innovation
process), which is used in Lakner (1995, 1998), Honda (2003) Sass and Haussmann (2004), and Dai et al.
(2010, 2016). Once full information is gained, one may apply either the martingale method (see Lakner (1995)
and Sass and Haussmann (2004)) or the HJB method (see Honda (2003) and Dai et al. (2010)) to obtain
optimal solutions. Using ExpMAs to find optimal trading strategies is a completely different methodology
because, although the drift process is assumed to be unobservable, the observable ExpMA of the risky asset
is used to deduce information about drift and to construct trading strategies.
The rest of this paper proceeds as follows. In Section 2, we introduce a market model in which a risky
asset has a stochastic drift. We also describe the optimal investment problems we wish to consider for
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ExpMA strategies and present a general solution to one of the problems. In Section 3, we obtain optimal
ExpMA strategies in explicit form when the drift is modeled as an OU process. In Section 4, we obtain
optimal ExpMA strategies when the drift is modeled as a two-state CTMC. Numerical studies are presented
in Section 5. Some concluding remarks are offered in Section 6. Technical proofs are given in Appendix A.
2 Modeling Framework and General Solutions
2.1 The Model
We now turn our attention to the mathematical analysis of moving average strategies. We consider a
continuous-time financial market, which consists of one riskless asset and one risky asset. For simplicity, we
assume that the risk-free rate of interest is zero so that the riskless asset has a constant value. The price
process of the risky asset S = (St )t≥0 is given by the following dynamics under some given stochastic basis
(Ω,F,F = (Ft )t≥0,P)
dSt = µtStdt + σStdWt , t ≥ 0, and S0 > 0, (2.1)
where the drift µ = (µt )t≥0 is F-adapted, the volatility σ is a positive constant, and W is a standard one-
dimensional Brownian Motion under P with respect to the filtration F. Throughout this paper, we shall
assume that µ conspires so that the solution S of (2.1) exists and is strictly positive for all t ≥ 0.
In a classical portfolio optimization problem, one seeks to solve
sup
pi∈A
E
[
U(ΠpiT)
]
,
where T > 0 is the terminal time (or planning time), U is some utility function, pi = (pit )t≥0 is the investor’s
strategy with pit denoting the investment proportion in the risky asset at time t , A is some set of admissible
strategies, and Πpi = (Πpit )t∈[0,T] is the wealth process associated with strategy pi, with dynamics given by
dΠpit =
pit Π
pi
t
St
dSt , t ∈ [0, T], and Π0 > 0.
In general, the optimal strategy pi∗ depends on knowing the drift value µt at all times t ∈ [0, T]. For
instance, in the classical Merton’s problem under logarithmic utility, pi∗t =
µt
σ2
for all t ∈ [0, T]. However, the
instantaneous value µt of the drift is often unobservable. One way of dealing with this, is to use filtering
to estimate µt and derive the optimal strategy based on one’s best estimate of µt , denoted by µ̂t . In our
studies, we use exponential moving averages to deduce information about the drift.
Let us introduce the log stock price process X = (Xt )t≥0, which is defined as Xt := lnSt . Using Itô’s
Lemma, the dynamics of X are given by
dXt =
(
µt –
1
2σ
2)dt + σdWt , with X0 = lnS0. (2.2)
Next, we define Y = (Yt )t≥0, the exponential moving average (ExpMA) of X, by
Yt :=
∫ t
0
λe–λ(t–s)Xsds, t ∈ [0, T], (2.3)
3
where λ > 0 is a constant. One can easily check that
dYt = λ(Xt – Yt )dt . (2.4)
One advantage of ExpMAs over all other MAs is that ExpMAs are Markovian, as seen in the dynamics
above.
Note that Y mean-reverts to X. If the drift of X is positive, then, at a given time t , we will likely have
that Yt is less than Xt . The larger the drift of X is, the larger the gap between Xt and Yt will be. Thus,
the quantity Xt – Yt can provide information about the drift of X. Note that Xt – Yt is easily observable.
This motivates us to consider trading strategies of the form
pit = f (t , Xt – Yt ), t ∈ [0, T], (2.5)
where f is some increasing function of the second argument. The positive monotonicity of f implies that
the ExpMA strategies considered in this paper fall under the category of trend following trading rules.
It will be useful at this point to define the difference process Z = (Zt )t≥0, which is given by Zt := Xt –Yt .
One can easily verify that the dynamics of Z are given by
dZt = λ
(µt – 12σ2
λ
– Zt
)
dt + σdWt .
Solving the stochastic differential equation (SDE) for Z, we obtain
Zt = Z0 + e
–λt
(∫ t
0
eλs
(
µs –
1
2
σ2
)
ds + σ
∫ t
0
eλsdWs
)
.
Note that if µ is a constant, Z is simply an OU process. Note further that Z is not independent of
X as both processes are driven by the same Brownian motion W. Using our definition of Z, we can write
strategies of the form (2.5) as follows
pit := f (t , Zt ), t ∈ [0, T].
We will denote byΠf = (Π
f
t )t∈[0,T] the wealth processes corresponding to investment strategy pi = (pit )t∈[0,T] =
(f (t , Zt ))t∈[0,T]. Note Π0 is the same for all strategies f .
We are primarily interested in the following portfolio optimization problems for the ExpMA strategies.
Problem 2.1. Find the optimal strategy f ∗ ∈ Ci to the utility optimization problem
sup
f ∈Ci
E
[
ln
(
Π
f
T
Π0
)]
, i = 1, 2,
where T > 0 is the planning time, C1 is the set of affine strategies
C1 := {f : [0, T]× R→ R | f (t , z ) = a · z + b, where a , b ∈ R} . (2.6)
and C2 is the set of square-integrable strategies
C2 :=
{
f : [0, T]× R 7→ R
∣∣∣∣ E
[∫ T
0
f 2(t , Zt ) dt
]
<∞
}
. (2.7)
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Problem 2.2. Find the optimal strategy f ∗ ∈ Ci to maximize the long-term growth rate
sup
f ∈Ci
lim
T→∞
1
T
E
[
ln
(
Π
f
T
Π0
)]
, i = 1, 2.
2.2 General Solutions to Problem 2.1
In this section, we solve Problem 2.1 for C1 and C2 Strategies in the most general setting (i.e., no assumption
on the dynamics of the drift µ), and present the results in Theorems 2.3 and 2.4, respectively.
For any fixed T > 0, introduce the following notations:
A(T) :=
∫ T
0
E[µtZt ]dt , B(T) :=
∫ T
0
E[µt ]dt , C(T) :=
∫ T
0
E[Z2t ]dt , D(T) :=
∫ T
0
E[Zt ]dt . (2.8)
The theorem below solves Problem 2.1 for all affine strategies (i.e., C1 strategies, see definition in (2.6)).
Theorem 2.3. The optimal ExpMA strategy f ∗1 ∈ C1 to Problem 2.1 is
f ∗1 (t , z ) = a
∗
1 · z + b∗1 ,
where a∗1 and b
∗
1 are given by[
a∗1
b∗1
]
=
1
(C(T)T – D2(T))σ2
[
A(T)T – B(T)D(T)
B(T)C(T) – A(T)D(T)
]
, (2.9)
with A(T), B(T), C(T) and D(T) defined in (2.8).
Proof. By taking expectation of ln(ΠfT/Π0) and using (2.8), we obtain
E
[
ln
Π
f
T
Π0
]
= A(T)a +B(T)b –
σ2
2
(
C(T)a2 + 2D(T)ab +Tb2
)
:= g(a , b; T). (2.10)
For any fixed T > 0, it is easy to see that the function g(·, ·; T) attains the global maximum at (a∗1 , b∗1),
which are given by (2.9). Noticing (Zt )t≥0 is not constant, by the Cauchy-Schwarz inequality, we have
C(T)T – D2(T) > 0.
Next, we consider Problem 2.1 for all square-integrable strategies (i.e., C2 strategies, see definition in
(2.7)) and summarize the results below.
Theorem 2.4. If the following condition holds,∫ T
0
(
E[µt |Zt ]
σ2
)2
dt <∞,
then the optimal ExpMA strategy f ∗2 ∈ C2 to Problem 2.1 is
f ∗2 (t , Zt ) =
E[µt |Zt ]
σ2
.
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Proof. Given f ∈ C2, from the SDE of Πf , we obtain
E
[
ln
Π
f
T
Π0
]
= E
[∫ T
0
(
µt · f (t , Zt ) –
1
2
σ2 · f 2(t , Zt )
)
dt
]
=
∫ T
0
E
[(
E [µt |Zt ] · f (t , Zt ) –
1
2
σ2 · f 2(t , Zt )
)]
dt .
The desired result is then obvious.
Remark 2.5. The general solution to Problem 2.2 is not available for either C1 or C2 strategies. In the
case of an OU-type drift, the optimal strategy to Problem 2.2 is the same for both C1 and C2 strategies, see
Theorem 3.8. In comparison, when the drift is modeled by a two-state Markov chain, the optimal strategy
to Problem 2.2 is dramatically different for C1 and C2 strategies, see Theorems 4.4 and 4.11.
3 Analysis for the Case of an OU-Type Drift
In this section, we study Problems 2.1 and 2.2 when the drift µ is given by an OU process. The main results
of this section are Theorems 3.3, 3.4 and 3.8, where we present the solutions to Problems 2.1 and 2.2. We
make the following two assumptions for the analysis in this section.
Assumption 3.1. The drift µ follows an OU process,
dµt = κ (µ¯ – µt ) dt + δdW¯t , t ∈ [0, T], (3.1)
where κ and δ are positive constants, µ¯ is the mean-reversion parameter, and W¯ is a standard Brownian
motion, independent of W. We assume κ 6= λ, where λ is the exponential moving average constant, see (2.4).
Assumption 3.2. µ0 is normally distributed with mean m1(0) and variance v1(0), µ0 ∼ N(m1(0), v1(0)),
and is independent of (Wt )t≥0 and (W¯t )t≥0.
1
3.1 Utility Maximization for C1 and C2 Strategies
In this section we solve Problem 2.1 for strategies f ∈ C1 and f ∈ C2 when the dynamics of µ are given by
(3.1). The general solutions to such a problem are obtained previously in Theorem 2.3 for C1 strategies and
in Theorem 2.4 for C2 strategies, respectively. Here when we make assumptions on the dynamics of µ and
the distribution of µ0, we can further reduce the general results into fully explicit forms, see Theorem 3.3
for C1 strategies and Theorem 3.4 for C2 strategies.
Theorem 3.3. Let Assumptions 3.1 and 3.2 hold, then the optimal ExpMA strategy f∗1 ∈ C1 to Problem
2.1 is given by f∗1 (t , z ) = a
∗
1 · z + b∗1 , where a∗1 and b∗1 are given by (2.9) in Theorem 2.3. Furthermore,
A(T), B(T), C(T), and D(T), defined by (2.8), are computed explicitly by (A.9)-(A.12).
Proof. The detailed computations of A(T), B(T), C(T), and D(T) are given in Appendix A.1.
1N(m , v) denotes a normal distribution with mean m and variance v .
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In the above theorem, we consider Problem 2.1 for the class of affine functionals. Next, we extend
the analysis to a larger class (square-integrable functionals), and present the results in Theorem 3.4. The
following notations are needed.
m1(t) := E[µt ], v1(t) := V[µt ], m2(t) := E[Zt ], v2(t) := E[Zt ], m3(t) := E[µtZt ].
Explicit expressions for the above quantities are given respectively in equations (A.2), (A.3), (A.6), (A.7),
and (A.8) in Appendix A.1.
Theorem 3.4. Let Assumptions 3.1 and 3.2 hold, then the optimal ExpMA strategy f∗2 ∈ C2 to Problem
2.1 is
f
∗
2 (t , z ) = a
∗
2 (t) · z + b∗2(t), (3.2)
where
a∗2 (t) =
m3(t) –m1(t)m2(t)
v2(t)σ2
and b∗2 (t) =
m1(t)
σ2
–
m2(t) (m3(t) –m1(t)m2(t))
v2(t)σ2
. (3.3)
Proof. The proof is similar to that of Theorem 2.4 and hence is omitted.
Remark 3.5. In both Theorems 3.3 and 3.4, the optimal ExpMA strategy is obtained in closed-form, i.e.,
once the model parameters in (2.1) and (3.1) are estimated or given, we are able to compute (a∗1 , b
∗
1) using
(2.9) and (a∗1 (t), b
∗
1 (t)) using (3.3), respectively. Theorem 3.4 shows that under a more general class C2, the
optimal ExpMA strategy f∗2 is still in affine form. Such a strong result cannot be deduced from the general
solution in Theorem 2.4.
Remark 3.6. If the drift µ in (3.1) is fully observable, Kim and Omberg (1996) provide analytical solutions
to Problem 2.1. Specifically, the value function in their studies is
V¯(T) := sup
pi∈A¯
E
[
ln
ΠpiT
Π0
]
, (3.4)
where
A¯ :=
{
pi is F-adapted
∣∣∣∣∣E
[∫ T
0
pi2t dt
]
<∞
}
.
They obtain the optimal investment strategy as p¯i∗t = µt/σ
2 for all t ∈ [0, T].
If the drift µ in (3.1) is unobservable, Lakner (1995, 1998) considers the problem
Vˇ(T) := sup
pi∈AS
E
[
U(ΠpiT)
]
, (3.5)
where
A
S :=
{
pi is FS-adapted
∣∣∣∣ E
[∫ T
0
pi2t dt
]
<∞
}
.
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Given U(x ) = ln(x ), the optimal investment strategy is obtained by
pˇi∗t =
E
[
µt |FSt
]
σ2
.
Notice that A¯ in Problem (3.4) is not the same as AS in Problem (3.5), where pi is FS-adapted. As
seen above, when the drift is unobservable, the best strategy, among all that are adapted to the filtration
generated by the price process, is to use the true filter E[µt |FSt ] to replace the drift µt at all times.
In the remaining of this subsection, we compare the value functions to the logarithmic utility maximiza-
tion under C1, C2, A¯- and A
S-adapted strategies. To this purpose, denote
V∗1(T) := sup
f ∈C1
Vf (T) := sup
f ∈C1
E
[
ln
(
Π
f
T
Π0
)]
, V∗2(T) := sup
f ∈C2
Vf (T) := sup
f ∈C2
E
[
ln
(
Π
f
T
Π0
)]
.
Since C1 ⊂ C2, V∗1(T) ≤ V∗2(T) for all T > 0. Furthermore, f∗2 /∈ C1 but f∗1 ∈ C2, we claim V∗1(T) < V∗2(T)
for all T > 0. In Section 2.2, we have computed Vf (T) as g(a , b; T) when f ∈ C1, see (2.10). In consequence,
V∗1(T) defined above is equal to g(a
∗
1 , b
∗
1 ; T), where a
∗
1 and b
∗
1 are given by (2.9). The proposition below
presents the comparison results among V¯(T), Vˇ(T) and V∗2(T).
Proposition 3.7. Let Assumptions 3.1 and 3.2 hold, we have
V¯(T) > V∗2(T) > Vˇ(T) for all T > 0.
Proof. By plugging the optimal ExpMA strategy f∗2 , given by (3.2), into the above expression for f , we
obtain
V∗2(T) =
∫ T
0
E
[(
µt · f∗2 (t , Zt ) –
1
2
σ2 · (f∗2 (t , Zt ))2
)]
dt
=
∫ T
0
[
(m3(t) –m1(t)m2(t))
2
2v2(t)σ2
+
m21 (t)
2σ2
]
dt
=
1
2σ2
∫ T
0
[
corr2(Zt ,µt ) · v1(t) +m21 (t)
]
dt , (3.6)
where corr(Zt ,µt ) is the correlation coefficient between Zt and µt .
Assuming µ is observable, the optimal strategy p¯i∗ to Problem (3.4) is p¯i∗t = µt/σ
2, and then
V¯(T) = E
[∫ T
0
(
µt p¯i
∗
t –
1
2
σ2(p¯i∗t )
2
)
dt
]
=
1
2σ2
∫ T
0
[
v1(t) +m
2
1 (t)
]
dt . (3.7)
Recall the results above, the value function Vˇ(T) is achieved when pi∗(t) = E[µt |FSt ]/σ2. Since W, W¯,
and µ0 are independent due to Assumptions 3.1 and 3.2, we compute
E[µt |FSt ] = E[µt ] = µ¯+ (m1(0) – µ¯)e–κt ,
where we have used the dynamics of µ in (3.1) to derive the last equality. Using this result, we are able to
obtain Vˇ(T) as
Vˇ(T) =
1
2σ2
∫ T
0
m21 (t)dt . (3.8)
Since 0 < corr(Zt ,µt ) < 1 and v1(t) = V[µt ] > 0 for all 0 ≤ t ≤ T, the comparison results are then
obtained using (3.6), (3.7) and (3.8).
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3.2 Long-term Growth Rate Maximization for C1 and C2 Strategies
In this section, we study Problem 2.2 for strategies f ∈ C1 and f ∈ C2 when the dynamics of µ are given by
(3.1). The main results are presented in Theorem 3.8.
We begin our analysis by noticing that, as t →∞, we have
a∞ := lim
t→∞
a∗2 (t) =
λδ2
σ2
· 1
κ(κ+ λ)σ2 + δ2
, (3.9)
b∞ := lim
t→∞
b∗2(t) =
µ¯
σ2
–
2µ¯ – σ2
2λ
· a∞, (3.10)
where a∗2 (t) and b
∗
2(t) are given by (3.3).
Define f∞ by
f∞(z ) := a∞ · z + b∞, (3.11)
where a∞ and b∞ are defined by (3.9) and (3.10), respectively. It is clear that f∞ ∈ C1 ⊂ C2.
Define η := η(λ) by
η = η(λ) = η(λ;κ, µ¯,σ, δ) :=
δ4
4κσ2
· λ
κσ2(κ+ λ)2 + (κ+ λ)δ2
+
µ¯
2σ2
. (3.12)
We have the following result.
Theorem 3.8. Let Assumptions 3.1 and 3.2 hold, we have
lim
T→∞
1
T
V∗1(T) = lim
T→∞
1
T
V∗2(T) = lim
T→∞
1
T
E
[
ln
(
Πf∞T
Π0
)]
= η. (3.13)
In particular, the above result implies that
lim
T→∞
1
T
E
[
ln
(
Πf∞T
Π0
)]
= sup
f ∈Ci
lim
T→∞
1
T
E
[
ln
(
Π
f
T
Π0
)]
, i = 1, 2. (3.14)
That is, f∞(z ), given by (3.11), is an optimal ExpMA strategy to Problem 2.2 within both the C1 class
and the C2 class.
Proof. Obviously we have that
E
ln
Πf∗2T
Π0
 = V∗2(T) ≥ E
ln
Πf∗1T
Π0
 = V∗1(T) ≥ E
[
ln
(
Πf∞T
Π0
)]
. (3.15)
Moreover,
lim
T→∞
1
T
E
[
ln
(
Πf∞T
Π0
)]
= lim
T→∞
1
T
E
[∫ T
0
[
µt (a∞ · Zt + b∞) –
σ2
2
(
a2∞ · Z2t + 2a∞b∞ · Zt + b2∞
)]
dt
]
= lim
T→∞
1
T
∫ T
0
[
a∞m3(t) + b∞m1(t) –
σ2
2
(
a2∞(m
2
2 (t) + v2(t)) + 2a∞b∞m2(t) + b
2
∞
)]
dt
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= lim
T→∞
1
T
E
[∫ T
0
[
µt (a
∗
2 (t)Zt + b
∗
2(t)) –
σ2
2
(
(a∗2 (t))
2Z2t + 2a
∗
2 (t)b
∗
2 (t)Zt + (b
∗
2 (t))
2
)]
dt
]
= lim
T→∞
1
T
E
ln Πf∗2T
Π0
 = η,
where the third equality follows from (3.9) and (3.10), and the last equality follows from (3.6). This together
with (3.15) implies (3.13).
Since
lim
T→∞
1
T
V∗i (T) = lim
T→∞
1
T
E
[
ln
(
Πf∞T
Π0
)]
≤ sup
f ∈Ci
lim
T→∞
1
T
E
[
ln
(
Π
f
T
Π0
)]
≤ lim
T→∞
1
T
V∗i (T), i = 1, 2,
we have (3.14) holds.
By Theorem 3.8, limT→∞
1
TV
∗
2(T) is equal to η, which is defined by (3.12) and solely depends on the
moving average constant λ, once the model parameters κ, δ, µ¯, and σ are fixed. The next proposition
provides an upper bound for η(λ).
Proposition 3.9. Let Assumptions 3.1 and 3.2 hold, we have
η(λ) ≤ δ
2
4σ2κ
· δ
2
2σκ
√
σ2κ2 + δ2 + 2σ2κ2 + δ2
+
µ¯2
2σ2
,
where the equality holds if and only if
λ = λˆ :=
√
κ2 +
δ2
σ2
.
Proof. From (3.12), we compute
∂η
∂λ
= –
κδ4σ2
4σ2κ
· λ
2 – λˆ2[
σ2κ(κ+ λ)2 + δ2(κ+ λ)
]2 ,
where λˆ is defined above. The desired upper bound is obtained when λ is replaced by λˆ in (3.12).
Next, we compare the limit behavior of V∗2(T) with that of V¯(T) and Vˇ(T), which are defined respectively
by (3.4) and (3.5). We present the comparison results below.
Proposition 3.10. Let Assumptions 3.1 and 3.2 hold, we have
lim
T→∞
1
T
Vˇ(T) =
µ¯2
2σ2
< lim
T→∞
1
T
V∗2(T) = η < lim
T→∞
1
T
V¯(T) = ξ,
where η and ξ are defined by (3.12) and (3.16), respectively.
In addition, for λ,σ, δ > 0 and µ¯ 6= 0, we have
lim
κ→0
η(λ;κ, µ¯, δ,σ)
ξ(κ, µ¯, δ,σ)
= lim
κ→∞
η(λ;κ, µ¯, δ,σ)
ξ(κ, µ¯, δ,σ)
= 1,
lim
δ→0
η(λ;κ, µ¯, δ,σ)
ξ(κ, µ¯, δ,σ)
= lim
δ→∞
η(λˆ(κ, δ,σ);κ, µ¯, δ,σ)
ξ(κ, µ¯, δ,σ)
= 1.
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Proof. Recall the values functions V¯(T) and Vˇ(T) are computed explicitly in (3.7) and (3.8). Since
limt→∞ v1(t) =
δ2
2κ and limt→∞m1(t) = µ¯, taking the limits leads to
lim
T→∞
1
T
V¯(T) =
δ2
4κσ2
+
µ¯2
2σ2
=: ξ(κ, µ¯, δ,σ), (3.16)
lim
T→∞
1
T
Vˇ(T) =
µ¯2
2σ2
.
The above comparison inequalities are immediate results of Proposition 3.9.
Remark 3.11. Proposition 3.10 shows that the long-term growth rate loss, due to partial information on
the drift process, is strictly greater than 0, i.e., ξ – η > 0. However, if κ or δ approaches 0 or ∞, such a loss
is asymptotically negligible. In addition, we have η > µ¯2/(2σ2), implying that the optimal ExpMA strategy
achieves greater long-term growth rate comparing to the optimal FS-adapted strategy.
4 Analysis for the Case of a Two-State Markov Drift
In this section, We solve Problems 2.1 and 2.2 when the drift is given by a Markov chain, which we specify
in Assumption 4.1. Key findings are summarized in Theorems 4.3, 4.4, 4.5, and 4.11.
Assumption 4.1. The drift µ is modeled by a time-homogeneous two-state CTMC, which is independent
of the Brownian motion W. Furthermore, suppose:
 The state space of µ is {ρ1, ρ2}, where ρ1 and ρ2 are two constants such that ρ1 < ρ2 (i.e., µ jumps
between ρ1 and ρ2).
 The generator matrix of µ is given by
G =
[
–α α
β –β
]
,
where α, β > 0.
We impose a technical condition2: λ 6= α+ β, where λ is the exponential moving average constant, see (2.4).
Denote by P(t) = [Pij (t)]i ,j=1,2 the transition matrix of the drift µ. That is,
Pij (t) := P(µt = ρj |µ0 = ρi ), i , j = 1, 2.
It is easy to verify that
P(t) = etG =
 βα+β + αα+β e–(α+β)t , αα+β – αα+β e–(α+β)t
β
α+β –
β
α+β e
–(α+β)t , α
α+β +
β
α+β e
–(α+β)t
 .
2Such a technical assumption is necessary for n4(t) in (4.4) to be well-defined.
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Assumption 4.2. µ0 has the stationary distribution of the CTMC, namely,
P(µ0 = ρ1) =
β
α+ β
and P(µ0 = ρ2) =
α
α+ β
.
If Assumption 4.2 holds true, µt has the same distribution as µ0 for all t ≥ 0. Denote by n1 the expected
value of µt . We obtain
n1 := E[µt ] =
β
α+ β
· ρ1 +
α
α+ β
· ρ2 . (4.1)
4.1 Analysis on C1 Strategies
In this section, we seek solutions to Problems 2.1 and 2.2 for C1 strategies when the drift µ is given by the
CTMC described above. The solutions to Problems 2.1 and 2.2 are given respectively in Theorems 4.3 and
4.4.
Recall that the general solution to Problem 2.1 is found in Theorem 2.3. Now under the Markovian
assumptions, we obtain explicit formulas for A(T), B(T), C(T) and D(T) defined in (2.8). We introduce the
following notations and then present the results:
n1 := E[µt ], n2(t) := E[Zt ], n3(t) := E[µtZt ], and n4(t) := E[Z
2
t ], t ≥ 0,
where n1 is computed in (4.1).
Theorem 4.3. Let Assumptions 4.1 and 4.2 hold, then the optimal ExpMA strategy f∗1 ∈ C1 to Problem
2.1 is given by f∗1(t , z ) = a
∗
1 · z + b∗1 , where a∗1 and b∗1 are given by (2.9) in Theorem 2.3. In addition,
we obtain
n2(t) = E[Zt ] =
1
λ
(
n1 –
1
2
σ2
)(
1 – e–λt
)
, (4.2)
n3(t) = E[µtZt ] =
(
n21
λ
–
n1σ
2
2λ
)(
1 – e–λt
)
+
γ
α+ β + λ
(
1 – e–(α+β+λ)t
)
, (4.3)
n4(t) = E[Z
2
t ] =
2γ
(λ – α – β)(λ + α+ β)
(
1 – e–(α+β+λ)t
)
+
[
σ2
2λ
–
γ
λ(λ – α – β)
] (
1 – e–2λt
)
+
1
λ2
(
n1 –
σ2
2
)2 (
1 – e–λt
)2
, (4.4)
where γ := V[µt ] =
αβ
(α+β)2
(ρ1 – ρ2)
2.
Proof. Please refer to Appendix A.2 for the computation of ni (t), where i = 1, 2, 3, 4.
Next, we turn our attention to Problem 2.2 for strategies f ∈ C1 when the drift µ is modeled by a CTMC.
We begin our analysis by observing that
h∞ := lim
T→∞
A(T)
T
=
n21
λ
–
n1σ
2
2λ
+
γ
λ+ α+ β
,
i∞ := lim
T→∞
C(T)
T
=
γ
λ(λ + α+ β)
+
σ2
2λ
+
(
n1
λ
–
σ2
2λ
)2
,
12
j∞ := lim
T→∞
D(T)
T
=
n1
λ
–
σ2
2λ
.
Recall from Theorem 4.3 that the optimal strategy is f∗1(t , z ) = a
∗
1 · z + b∗1 , and a∗1 and b∗1 are both
constants which depend on the time horizon T. Here, to emphasize such dependence, we write them as
a∗1 (T) and b
∗
1(T). Immediately, we deduce that
c∞ := lim
T→∞
a∗1 (T) =
2λγ
2γσ2 + σ4(λ + α+ β)
, (4.5)
d∞ := lim
T→∞
b∗1(T) =
γ + n1(λ+ α+ β)
2γ + σ2(λ+ α+ β)
. (4.6)
With the above limiting results, we present the solution to Problem 2.2 for strategies f ∈ C1 as follows.
Theorem 4.4. Let Assumptions 4.1 and 4.2 hold, we have
lim
T→∞
1
T
E
ln
Πf∗1T
Π0
 = lim
T→∞
1
T
E
[
ln
(
Π
f∞
T
Π0
)]
= g(c∞, d∞) > 0,
where g(·, ·) is defined by
g(x , y) := h∞x + n1y –
1
2
σ2
(
i∞x
2 + 2j∞xy + y
2
)
, ∀ x , y ∈ R.
The optimal ExpMA strategy to Problem 2.2 for strategies f ∈ C1 is
f∞(t , z ) = c∞ · z + d∞,
where c∞ and d∞ are defined by (4.5) and (4.6), respectively.
Proof. The proof is similar to that of Theorem 3.8, and hence is omitted.
4.2 Analysis on C2 Strategies
In this section, we extend our analysis from C1 (affine strategies) to a larger class C2 (square-integrable
strategies). The main results are Theorems 4.5 and 4.11, where we provide solutions to Problems 2.1 and
2.2, respectively. We revisit Problem 2.1 for C2 strategies, and provide explicit characterizations to the
optimal strategy f∗2 in the following theorem.
Theorem 4.5. Let Assumptions 4.1 and 4.2 hold, the optimal ExpMA strategy f∗2 in C2 to Problem
2.1 is given by
f∗2(t , Zt ) =
1
σ2
E[µt | Zt ] =
1
σ2
E[µ0 | Qt ],
where Qt is defined by
Qt :=
∫ t
0
e–λsµs ds︸ ︷︷ ︸
:=Q1,t
+ σ
∫ t
0
e–λs dWs –
σ2
2λ
(1 – e–λt )︸ ︷︷ ︸
:=Q2,t
(4.7)
and E[µ0 | Qt ] is calculated by (4.9).
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Proof. The first result f∗2(t , Zt ) = E[µt |Zt ]/σ
2 is a direct consequence of the general solution from Theorem
2.4. Recall that Zt can be rearranged as
Zt =
∫ t
0
µse
–λ(t–s) ds + σ
∫ t
0
e–λ(t–s) dWs –
σ2
2λ
(
1 – e–λt
)
.
Since the drift µ is a two-state stationary CTMC, it is reversible. This observation together with the
reversibility of Brownian motion implies that(
µ0,
∫ t
0
e–λsµs ds, σ
∫ t
0
e–λs dWs
)
and
(
µt ,
∫ t
0
µse
–λ(t–s) ds, σ
∫ t
0
e–λ(t–s) dWs
)
have the same joint distribution, and thus
E[µt |Zt ] = E[µ0|Qt ].
Let u(t , ·) and v (t , ·) be the conditional cumulative distribution functions (c.d.f.) of Q1,t given µ0 = ρ1
and µ0 = ρ2 respectively, where Q1,t is defined by (4.7). That is
u(t , x ) := P(Q1,t ≤ x |µ0 = ρ1), v (t , x ) := P(Q1,t ≤ x |µ0 = ρ2). (4.8)
As ρ1λ (1 – e
–λt ) ≤ Q1,t ≤ ρ2λ (1 – e–λt ), we obviously have
u(t , x ) = v (t , x ) = 0 if x <
ρ1
λ
(1 – e–λt ) and u(t , x ) = v (t , x ) = 1 if x >
ρ2
λ
(1 – e–λt ).
Denote by φ(t , x ) the probability density function (p.d.f.) of Q2,t , defined by (4.7), i.e.,
φ(t , x ) =
√
λ
piσ2
(
1 – e–2λt
) · exp
–
[
x + σ
2
2λ
(
1 – e–λt
)]2
σ2
λ
(
1 – e–2λt
)
 , x ∈ (–∞,∞).
Then the conditional c.d.f. of Qt given µ0 = ρ1 is
FQt |µ0=ρ1(x ) =
∫ ∞
–∞
u(t , z ) · φ(t , x – z ) dz .
Using the dominated convergence theorem, we obtain the conditional p.d.f. of Qt given µ0 = ρ1 by
p(t , x ) :=
∫ ∞
–∞
u(t , z ) · φ′(t , x – z ) dz ,
where φ′(t , x ) =
∂φ(t ,x )
∂x . Similarly, the conditional p.d.f. of Qt given µ0 = ρ2 is obtained by
q(t , x ) :=
∫ ∞
–∞
v (t , z ) · φ′(t , x – z ) dz .
Using p(t , x ) and q(t , x ), and the distribution of µ0 in Assumption 4.2, we have
P(µ0 = ρ1 | Qt = x ) =
β · p(t , x )
β · p(t , x ) + α · q(t , x ) and P(µ0 = ρ2 | Qt = x ) =
α · q(t , x )
β · p(t , x ) + α · q(t , x ) .
Therefore, we obtain
E[µ0|Qt ] =
ρ1β · p(t , Qt ) + ρ2α · q(t , Qt )
β · p(t , Qt ) + α · q(t , Qt )
, (4.9)
which concludes the proof.
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Remark 4.6. Notice that the optimal ExpMA strategy f∗2 obtained in Theorem 4.5 is semi-explicit. To
be precise, f∗2 is indeed obtained explicitly once u(t , x ) and v (t , x ) in (4.8) are identified for t > 0 and
ρ1
λ (1 – e
–λt ) ≤ x ≤ ρ2λ (1 – e–λt ), which is the purpose of the next proposition.
Proposition 4.7. Let Assumptions 4.1 and 4.2 hold. The functions u(t , x ) and v (t , x ), defined in
(4.8), satisfy the following partial differential equation (PDE) system:
ut + (ρ1 – λx )ux + αu – αv = 0,
vt + (ρ2 – λx )vx + βv – βu = 0,
for t > 0 and
ρ1
λ
(1 – e–λt ) ≤ x ≤ ρ2
λ
(1 – e–λt ) (4.10)
with boundary conditions
u
(
t ,
ρ1
λ
(1 – e–λt )
)
= e–αt , u
(
t ,
ρ2
λ
(1 – e–λt )
)
= 1, t > 0,
v
(
t ,
ρ1
λ
(1 – e–λt )
)
= 0, v
(
t ,
ρ2
λ
(1 – e–λt )
)
= 1, t > 0.
Proof. The proof is delayed to Appendix A.3.
In the remaining part of this section, we study Problem 2.2 for a subset of C2 strategies, denoted by C˜2,
C˜2 := {f ∈ C2 : f (t , z ) = f˜ (z ) for all t ∈ [0, T]}. (4.11)
Namely, C˜2 includes all C2 strategies that are independent of time. We shall explicitly obtain the optimal
trading strategy and the long term growth rate in Theorem 4.11.
To begin our analysis, we note that as t →∞, we have
Qt → Q∞ :=
∫ ∞
0
e–λsµs ds + σ
∫ ∞
0
e–λs dWs –
σ2
2λ
, a.s..
Let u∞ and v∞ be the conditional c.d.f. of
∫∞
0 e
–λsµs ds given µ0 = ρ1 and µ0 = ρ2, respectively. That is
u∞(x ) := P
(∫ ∞
0
e–λsµs ds ≤ x
∣∣∣µ0 = ρ1) , v∞(x ) := P(∫ ∞
0
e–λsµs ds ≤ x
∣∣∣µ0 = ρ2) . (4.12)
The following lemma will be key.
Lemma 4.8. Let Assumptions 4.1 and 4.2 hold, we have the following limit result:
lim
t→∞
E[µ0|Qt ] = E[µ0|Q∞] a.s.. (4.13)
Proof. The proof is provided in Appendix A.4.
We have the results below regarding the functions u∞ and v∞, defined in (4.12), and E[µ0|Q∞], which
appears in Lemma 4.8.
Lemma 4.9. Let Assumptions 4.1 and 4.2 hold, the functions u∞ and v∞, defined in (4.12), satisfy,
for ρ1λ < x <
ρ2
λ , that
u∞(x ) = c
∫ x
ρ1
λ
(ρ2 – λz ) · l(z ) dz and v∞(x ) = d
∫ x
ρ1
λ
(λz – ρ1) · l(z ) dz ,
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where
l(z ) = (λz – ρ1)
α
λ
–1 · (ρ2 – λz )
β
λ
–1, (4.14)
c =
λ2 · Γ
(
α+β+λ
λ
)
β(ρ2 – ρ1)
α+β
λ · Γ (αλ ) · Γ(βλ) , and d =
βc
α
, (4.15)
with Γ(z ) =
∫ ∞
0
x z–1 · e–xdx .
That is, u∞ and v∞ are the c.d.f of (scaled and shifted) Beta distributions.
Proof. The proof is provided in Appendix A.5.
Proposition 4.10. Under Assumptions 4.1 and 4.2, we have that
E[µ0|Q∞] =
λ
∫ ρ2
λ
ρ1
λ
z · l(z ) · φ∞(Q∞ – z ) dz∫ ρ2
λ
ρ1
λ
l(z ) · φ∞(Q∞ – z ) dz
,
where l is given by (4.14) and φ∞ is defined by
φ∞(x ) :=
√
λ
piσ2
· exp
–
[
x + σ
2
2λ
]2
σ2
λ
 , x ∈ R. (4.16)
Proof. The conditional p.d.f. of Q∞ given µ0 = ρ1 satisfies
p∞(x ) =
∫ ∞
–∞
u ′∞(z ) · φ∞(x – z ) dz = c
∫ ρ2
λ
ρ1
λ
(ρ2 – λz ) · l(z ) · φ∞(x – z ) dz .
Similarly,
q∞(x ) = d
∫ ρ2
λ
ρ1
λ
(λz – ρ1) · l(z ) · φ∞(x – z ) dz .
The above equations, together with (4.9), (4.15) and Lemma 4.8, imply the desired result.
Recall that
f∗2(t , x ) =
1
σ2
E[µt |Zt = x ] =
1
σ2
E[µ0|Qt = x ].
Denote
g∞(x ) :=
1
σ2
E[µ0|Q∞ = x ] =
λ
∫ ρ2
λ
ρ1
λ
z · l(z ) · φ∞(x – z ) dz
σ2
∫ ρ2
λ
ρ1
λ
l(z ) · φ∞(x – z ) dz
. (4.17)
We have the following theorem which provides solutions to Problem 2.2 restricted to C˜2 strategies.
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Theorem 4.11. Under Assumptions 4.1 and 4.2, we have that
lim
T→∞
1
T
E
ln
Πf∗2T
Π0
 = lim
T→∞
1
T
E
[
ln
(
Π
g∞
T
Π0
)]
=
cβλ2(ρ2 – ρ1)
2σ2(α+ β)
∫ ∞
–∞

(∫ ρ2
λ
ρ1
λ
z · l(z ) · φ∞(y – z ) dz
)2
∫ ρ2
λ
ρ1
λ
l(z ) · φ∞(y – z ) dz
 dy ,
where l, constant c, and φ∞ are defined in (4.14), (4.15), and (4.16) respectively.
In particular, this implies that g∞(·), given by (4.17), is an optimal ExpMA strategy to Problem
2.2 within the C˜2 class, where C˜2 is defined in (4.11).
Proof. We have that
lim
T→∞
1
T
E
ln
Πf∗2T
Π0
 = lim
T→∞
1
2σ2T
∫ T
0
E
[
(E[µt |Zt ])
2
]
dt
=
1
2σ2
E
[
(E[µ0|Q∞])
2
]
(4.18)
=
1
2σ2
∫ ∞
–∞
(g∞(y))
2 ·
(
β
α+ β
p∞(y) +
α
α+ β
q∞(y)
)
dy
=
cβλ2(ρ2 – ρ1)
2σ2(α+ β)
∫ ∞
–∞

(∫ ρ2
λ
ρ1
λ
z · l(z ) · φ∞(y – z ) dz
)2
∫ ρ2
λ
ρ1
λ
l(z ) · φ∞(y – z ) dz
 dy , (4.19)
where the second equality comes from the reversibility condition.
It is easy to show that g∞ is a bounded and continuous function. Thus, we obtain
lim
T→∞
1
T
E
[
ln
(
Π
g∞
T
Π0
)]
= lim
T→∞
1
T
∫ T
0
E
[
µt · g∞(Zt ) –
1
2
σ2 · g2∞(Zt )
]
dt
= lim
T→∞
1
T
∫ T
0
E
[
µ0 · g∞(Qt ) –
1
2
σ2 · g2∞(Qt )
]
dt
= E
[
µ0 · g∞(Q∞) –
1
2
σ2 · g2∞(Q∞)
]
=
1
2σ2
E
[(
E[µ0|Q∞]
)2]
.
This, together with (4.18) and (4.19), implies the result.
5 Monte Carlo Investigation
Although our theoretical results justify the use of trading strategies for optimizing expected utility in the
case of an OU or a two-state Markov chain drift, there are two shortcomings of our analysis from a practical
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point of view. First, we have not examined the most widely-used measure of portfolio performance – the
Sharpe ratio. Second, our modeling framework does not take into account transaction costs. In this section,
we address these two shortcomings and conduct sensitivity analysis using Monte Carlo simulations.
σ κ µ¯ δ
0.0436 0.0226 0.0034 8.2404e-04
Table 1: Model Parameters
In the numerical studies, we assume the drift is modeled by an OU process and Assumptions 3.1-3.2 hold
true. The base model parameters (in monthly units) are chosen as shown in Table 1, which are modified
from Wachter (2002). We assume there are 21 trading days per month (equivalent to 252 trading days per
year), and we choose a one-day time step in our Monte Carlo discretization, i.e., ∆t = 121 . The finite time
horizon T in Problem 2.1 is the number of months of investment, e.g., T = 12 means an investment period
of one year. Given T, the number of trading days is then 21 × T. According to (2.2), (2.4) and (3.1), we
discretize the log price process X, the ExpMA process Y and the drift process µ by
Xi+1 = Xi +
(
µi –
1
2
σ2
)
∆t + σ
√
∆tzi ,
Yi+1 = Yi + λ(Xi – Yi )∆t , (5.1)
µi+1 = µi + κ(µ¯ – µi )∆t + δ
√
∆t z¯i ,
where (zi ) and (z¯i ) are independent random variables sampled from a standard normal distribution. In
practice, to compute the ExpMA, a time period P (in number of days) is specified, and the weight in the
most recent price – corresponding to λ∆t in equation (5.1) for Y above – is given by 2
P+1 . Common choices
for P include 10, 20, 50, 100, and 200, which converts to λ = {4211 , 2, 4251 , 42101 , 42201}. We choose λ = 2 as the
base parameter for the numerical analysis that follows.
5.1 Performance Analysis
We select T = 24 and λ = 2. We consider three optimal ExpMA strategies: (i) the optimal C1 ExpMA
strategy for utility maximization Problem 2.1 (see Theorem 3.3), (ii) the optimal C2 ExpMA strategy for
utility maximization Problem 2.1 (see Theorem 3.4), and (iii) the optimal ExpMA strategy for growth
maximization Problem 2.2 (see Theorem 3.8). For comparison, we also consider a buy-and-hold (BH)
strategy. We set the initial state of all four strategies to be the same, beginning with one share of the
risky asset and zero value in the risk-free asset. We run 10,000 simulations and summarize the results in
Table 2, where “Return” is the simple return of a strategy over the entire investment period, “Avg. Daily
Return” is the average daily return of a strategy, and the “Sharpe ratio” is computed using the daily simple
return of a strategy.
We notice that all three optimal ExpMA strategies perform nearly the same. Indeed, the strategies are
quite similar. Under the given parameters, we have
f
∗
1 (z ) = a
∗
1 · z + b∗1 = 8.1147 · z + 1.7788, (optimal utility-C1 ExpMA Strategy)
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Strategy Utility-C1 Utility-C2 Growth BH
Return 17.3730% 17.3731% 17.3764% 8.8816%
Avg. Daily Return 0.0290% 0.0290% 0.0290% 0.0161%
Sharpe Ratio 0.0161 0.0161 0.0161 0.0169
Table 2: Performance of Strategies when T = 20 and λ = 2
f
∗
∞(z ) = a∞ · z + b∞ = 8.1580 · z + 1.7786. (optimal growth ExpMA Strategy)
In addition, in the optimal utility-C2 ExpMA Strategy,
f
∗
2 (t , z ) = a
∗
2 (t) · z + b∗2(t),
we have a∗2 (t)→ a∞ after 142 days and b∗2 (t)→ b∞ after 59 days.
We also observe that the optimal ExpMA strategies deliver excellent average returns, nearly doubling the
return of the buy-and-hold strategy. However, the buy-and-hold strategy achieves a slightly higher Sharpe
ratio. Thus, if the Sharpe ratio, rather than expected utility or long-run growth, is the primary measure of
investment performance, it may be best for an investor to employ a buy-and-hold strategy.
5.2 Sensitivity Analysis
In this section, we conduct a sensitivity analysis, designed to examine the impact of various factors on the
optimal ExpMA strategies. Since the performance of all three optimal ExpMA strategies is very close in
both return and Sharpe ratio, we only consider the optimal growth ExpMA strategy in what follows. We
still use the parameters in the previous subsection, and only allow one parameter to vary in each study.
We first examine the role of ExpMA parameter λ in investment performance, which is a key parameter in
the definition of the ExpMA; see (2.3). In addition to λ = 2 in Table 2, we also include λ = 4211 ,
42
51 ,
42
101 ,
42
201
Based on the results of our simulations, optimal ExpMA strategies that use a smaller λ (λ = 42101 ,
42
201 )
provide higher returns than those using a larger λ (λ = 4211 , 2,
42
51 ), but deliver a poorer Sharpe ratio. In
general, the “ideal” λ will depend on a trader’s measure of performance as well as the dynamics of µ.
ExpMA Parameter λ 4211 2
42
51
42
101
42
201
Return 16.6340% 17.3764% 17.6406% 18.9976% 18.6209%
Avg. Daily Return 0.0281% 0.0290% 0.0293% 0.0308% 0.0296%
Sharpe Ratio 0.0160 0.0161 0.0149 0.0138 0.0106
Table 3: Impact of Moving Average Window on Performance
Next we investigate the effect of the time horizon T effect on the performance of the optimal ExpMA
strategies. In addition to T = 24, we examine horizons of T = 12 (1 year), T = 60 (5 years), T = 120 (10
years) and T = 360 (30 years) in the comparison. Since T is the factor under consideration, we do not report
the simple return over the entire investment period T. Instead, only average daily return and Sharpe ratio
are reported in Table 4. We observe that the average daily return is not sensitive to the change of T, but
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Sharpe ratio does improve as T increases. Such an observation is consistent with the theoretical conclusion
that the optimal ExpMA strategy is the solution to the long-run (T→∞)) growth maximization problem.
Time T 12 24 60 120 360
Avg. Daily Return 0.0289% 0.0290% 0.0286% 0.0293% 0.0292%
Sharpe Ratio 0.0153 0.0161 0.0163 0.0169 0.0170
Table 4: Impact of Time Horizon on Performance
We end this subsection by analyzing how stock volatility σ affects the performance of the optimal ExpMA
strategies. In addition to the base value of σ = 0.0436, we also consider σ = 0.0523 (20% increase) and
σ = 0.0349 (20% decrease) in the analysis. The results in Table 5 clearly show that the performance of both
optimal ExpMA and buy-and-hold strategies is negatively correlated with the stock volatility σ, i.e., both
strategies perform well (resp. poor) when σ is small (resp. big). Since volatility is bigger in a bear market,
the above conclusion indicates that using ExpMA strategies in a bear market may not be ideal.
Volatility σ σ = 0.0349 σ = 0.0436 σ = 0.0523
Strategy ExpMA BH ExpMA BH ExpMA BH
Return 29.1054% 8.6810% 17.3764% 8.8816 11.3129% 8.8204%
Avg. Daily Return 0.0446% 0.0158% 0.0290% 0.0161% 0.0199% 0.0160%
Sharpe Ratio 0.0197 0.0208 0.0161 0.0169 0.0133 0.0140
Table 5: Impact of Stock Volatility on Performance
5.3 Transaction Costs
Our theoretical results are derived under an assumption of zero transaction costs. By comparison, Dai et al.
(2010, 2016) take into account transaction costs when studying optimal buying/selling times. In order to see
how transactions costs affect the performance of trading strategies based on ExpMAs, we follow Dai et al.
(2010) and suppose that trading the risk-free asset is frictionless, but trading the risky asset is subject to
proportional costs of ω. The stock price process S models the mid-price, hence the cost of purchasing one
share at time t is (1 + ω)St and the revenue of selling one share at time t is (1 – ω)St . In Dai et al. (2010),
the authors choose ω = 0.1%. Here, we consider ω = {0.1%, 0.5%, 1%}. In what follows, we focus only on
the optimal growth ExpMA Strategy; see (3.11).
Let us explain how portfolio wealth is updated from day i to day i + 1 when proportional transaction
costs are taken into account.
1. At day i + 1 before rebalancing, the optimal ExpMA portfolio wealth Π(i+1)– is given by
Π(i+1)– = (1 – fi ) ·Πi +
fiΠi
eXi
· eXi+1 ,
where fi is the proportion of wealth invested in the risky asset during [i , i +1) and
fiΠi
eXi
is the number
of shares invested in the risky asset during [i , i + 1).
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2. At the time of rebalancing, from (3.11), the new investment weight fi+1 is given by
fi+1 = a∞ · (Xi+1 – Yi+1) + b∞.
Suppose the change of shares in the risky asset is ∆i+1. Then the number of shares in the risky asset
after rebalancing is fiΠi/e
Xi +∆i+1.
3. Denoting by Πi+1 the wealth after rebalancing, we have
Πi+1 = Π(i+1)– – ω|∆i+1|e
Xi+1 , (5.2)
fi+1 ·Πi+1 =
(
fiΠi/e
Xi +∆i+1
)
· eXi+1 .
Solving the above equations for ∆i+1 yields
∆i+1 =

fi+1Π(i+1)––fiΠi exp(Xi+1–Xi )
(1+ω·fi+1) exp(Xi+1)
, if fi+1 ≥ fi
fi+1Π(i+1)––fiΠi exp(Xi+1–Xi )
(1–ω·fi+1) exp(Xi+1)
, if fi+1 < fi
. (5.3)
Transaction Cost ω 0.1% 0.5% 1% 0% BH
Return 13.4712% -1.4013% -17.2807% 17.3764% 8.8816%
Avg. Daily Return 0.0219% -0.0405% 0.0286% 0.0290% 0.0161%
Sharpe Ratio 0.0119 -0.0044 -0.0247 0.0161 0.0169
Table 6: Impact of Transaction Costs on Performance
We use (5.2) and (5.3) to update the wealth at day (i +1) after rebalancing. Our numerical findings are
included in Table 6, where the last two columns are repeated from Table 2 for the purposes of comparison.
As we can see from Table 6, when transaction costs are small, the optimal ExpMA strategy still performs
reasonably well. However, as transaction costs increase, the optimal ExpMA strategy is no longer profitable
and use of this strategy is no longer advised. Hence, for markets with large transaction costs, optimal
ExpMA strategies may not be appropriate.
6 Conclusion
Moving averages are widely used indicators in technical analysis and are commonly applied by practitioners
to construct trading strategies. In this paper, we provide a mathematical analysis of trading strategies that
are constructed using the ExpMA of the risky asset. Namely, we study the classical optimal investment
problems for ExpMA strategies. The drift process of the risky asset in our framework is modeled by either
an OU process or a CTMC. We obtain the optimal ExpMA strategy in explicit forms for the affine class (C1)
and the square-integrable class (C2) under two optimization criteria: logarithmic utility maximization and
long term growth rate maximization. We find that, in the case of an OU drift, the optimal ExpMA strategy
to the logarithmic utility maximization problem under the C2 class is in affine form, and the solution to the
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long term growth rate maximization problem is the same for both the C1 and C2 classes. By comparison,
in the case of a CTMC drift, the optimal strategies of the two maximization problems are significantly
different under the C1 and C2 classes. In general, our numerical results show that optimal ExpMA strategies
deliver excellent returns in comparison to a buy-and-hold strategy. However, the buy-and-hold strategy has
a slightly higher Sharpe ratio. When transaction costs are large, our studies suggest caution when using
ExpMAs in trading.
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A Appendix
A.1 Proof of Theorem 3.3
Proof. We begin the proof by solving the SDE (3.1) for µ, which yields
µt = µ¯
(
1 – e–κt
)
+ e–κtµ0 + δe
–κtN1(t), where N1(t) :=
∫ t
0
eκsdW¯s ∼ N
(
0,
e2κt – 1
2κ
)
. (A.1)
With µ given by (A.1), the mean and variance of µt are obtained by
m1(t) := E[µt ] = µ¯+ (m1(0) – µ¯) e
–κt = M11 +M
1
2 · e–κt , (A.2)
v1(t) := V[µt ] =
δ2
2κ
+
(
v1(0) –
δ2
2κ
)
e–2κt = v11 + v
1
2 · e–2κt , (A.3)
where M11 := µ¯, M
1
2 := m1(0) – µ¯, v
1
1 :=
δ2
2κ , and v
1
2 := v1(0) –
δ2
2κ .
Solving the SDE of Z gives
Zt =
∫ t
0
(
µs –
1
2
σ2
)
e–λ(t–s)ds + σe–λtN2(t), where N2(t) :=
∫ t
0
eλsdWs ∼ N
(
0,
e2λt – 1
2λ
)
. (A.4)
The first term of Zt in (A.4) can be rewritten as∫ t
0
(
µs –
1
2
σ2
)
e–λ(t–s)ds = e–λt
∫ t
0
µse
λsds –
σ2
2λ
(
1 – e–λt
)
.
By applying integration by parts to the first integral, we obtain∫ t
0
µse
λsds =
κµ¯
λ(κ – λ)
(
eλt – 1
)
+
µ0
κ – λ
–
eλtµt
κ – λ
+
δ
κ – λ
N3(t), where N3(t) :=
∫ t
0
eλsdW¯s .
Notice that N3(t) and N2(t) have the same distribution, and are independent. Finally, we rewrite Zt by
Zt =
1
λ
(
κµ¯
κ – λ
–
σ2
2
)(
1 – e–λt
)
+
1
κ – λ
e–λtµ0 –
1
κ – λ
µt +
δ
κ – λ
e–λtN3(t) + σe
–λtN2(t). (A.5)
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In establishing (A.5), we need the technical condition κ 6= λ imposed in Assumption 3.1.
We find the covariances of the random variables that appear in (A.1)and (A.5) as
CoV(µ0, N1(t)) = CoV(µ0, N2(t)) = CoV(µ0, N3(t)) = CoV(N1(t), N2(t)) = CoV(N2(t), N3(t)) = 0,
CoV(N1(t), N3(t)) = E[N1(t)N3(t)] =
1
κ+ λ
(
e(κ+λ)t – 1
)
,
CoV(µ0,µt ) = e
–κtv1(0), CoV(µt , N3(t)) =
δ
κ+ λ
e–κt
(
e(κ+λ)t – 1
)
.
Now we are ready to find the mean and the variance of Zt :
m2(t) := E[Zt ] =
2µ¯ – σ2
2λ
+
[
λm1(0) – κµ¯
λ(κ – λ)
+
σ2
2λ
]
e–λt +
µ¯ –m1(0)
κ – λ
e–κt
= M21 +M
2
2 · e–λt +M23 · e–κt , (A.6)
v2(t) := V[Zt ] =
σ2
2λ
+
δ2
2κλ(κ+ λ)
+
[
1
(κ – λ)2
(
v1(0) –
δ2
2λ
)
–
σ2
2λ
]
e–2λt
+
1
(κ – λ)2
(
v1(0) –
δ2
2κ
)
e–2κt –
2
(κ – λ)2
(
v1(0) –
δ2
κ+ λ
)
e–(κ+λ)t
= v21 + v
2
2 · e–2λt + v23 · e–2κt + v24 · e–(κ+λ)t , (A.7)
where we have used the definitions M21 :=
2µ¯ – σ2
2λ
, M22 :=
λm1(0) – κµ¯
λ(κ – λ)
+
σ2
2λ
, M23 :=
µ¯ –m1(0)
κ – λ
, v21 :=
σ2
2λ
+
δ2
2κλ(κ+ λ)
, v22 :=
1
(κ – λ)2
(
v1(0) –
δ2
2λ
)
–
σ2
2λ
, v23 :=
1
(κ – λ)2
(
v1(0) –
δ2
2κ
)
, v24 := –
2
(κ – λ)2
(
v1(0) –
δ2
κ+ λ
)
.
Similarly, we obtain E[µtZt ] by
m3(t) := E[µtZt ] =
1
λ
(
κµ¯
κ – λ
–
σ2
2
)(
1 – e–λt
)
m1(t) +
e–λt
κ – λ
[
µ¯(1 – e–κt )m1(0) + e
–κt (m21 (0) + v1(0))
]
–
1
κ – λ
[
v1(t) +m
2
1 (t)
]
+
δ2
κ2 – λ2
(
1 – e–(κ+λ)t
)
= M31 +M
3
2 · e–2κt +M33 · e–(κ+λ)t +M34 · e–κt +M35 · e–λt , (A.8)
whereM31 := µ¯M
2
1+
δ2
2κ(κ+ λ)
,M32 := –µ¯M
2
3–
v1(0)
κ – λ
–
m1(0)
κ – λ
M
1
2+
δ2
2κ(κ – λ)
,M33 := –
(
κµ¯
λ(κ – λ)
–
σ2
2λ
)
m1(0)+
m1(0)
2 + v1(0)
κ – λ
–
δ2
κ2 – λ2
– µ¯M22, M
3
4 := –µ¯M
2
1 + µ¯M
2
3 +
(
κµ¯
λ(κ – λ)
–
σ2
2λ
)
m1(0) –
µ¯m1(0)
κ – λ
, and M35 := µ¯M
2
2.
Finally, we are able to compute A(T), B(T), C(T), and D(T) as follows:
A(T) =
∫ T
0
E[µtZt ]dt = M
3
1T+
1
2κ
M
3
2
(
1 – e–2κT
)
+
1
κ+ λ
M
3
3
(
1 – e–(κ+λ)T
)
+
1
κ
M
3
4
(
1 – e–κT
)
+
1
λ
M
3
5
(
1 – e–λT
)
, (A.9)
B(T) =
∫ T
0
E[µt ]dt = M
1
1T+
1
κ
M
1
2
(
1 – e–κT
)
, (A.10)
C(T) =
∫ T
0
E[Z2t ]dt =
(
(M21)
2 + v21
)
T +
1
2λ
(
(M22)
2 + v22
)(
1 – e–2λT
)
+
1
2κ
(
(M23)
2 + v23
)(
1 – e–2κT
)
+
2M22M
3
3 + v
2
4
κ+ λ
(
1 – e–(κ+λ)T
)
23
+
2
λ
M
2
1M
2
2
(
1 – e–λT
)
+
2
κ
M
2
1M
2
2
(
1 – e–κT
)
, (A.11)
D(T) =
∫ T
0
E[Zt ]dt = M
2
1T+
1
λ
M
2
2
(
1 – e–λT
)
+
1
κ
M
2
3
(
1 – e–κT
)
. (A.12)
Notice that all the expressions in (A.9), (A.10), (A.11), and (A.12) are fully explicit, and only depend
on the model parameters from Assumptions 3.1 and 3.2.
A.2 Proof of Theorem 4.3
Proof. By solving the SDE of Zt , we obtain (4.2) through
n2(t) = E[Zt ] =
1
λ
(
n1 –
1
2
σ2
)(
1 – e–λt
)
.
Further, we have
n3(t) = E[µtZt ] = e
–λt
∫ t
0
E[µsµt ]e
λs ds –
σ2
2λ
(1 – e–λt )n1 + σe
–λt
E[N2(t)µt ], (A.13)
where n1(t) is computed in (4.1).
Note that, for s ≤ t , we have
E[µsµt ] = E[µsE[µt |µs ]] = n
2
1 + γe
–(α+β)(t–s),
where
γ := V[µt ] =
αβ
(α+ β)2
(ρ1 – ρ2)
2.
This, together with (A.13), implies (4.3).
We next compute
Z2t = e
–2λt
∫ t
0
∫ t
0
µsµve
λseλv ds dv +
σ4
4λ2
(
1 – e–λt
)2
+ σ2e–2λtN22(t)
–
σ2
λ
e–λt
(
1 – e–λt
) ∫ t
0
µse
λs ds + 2σe–2λtN2(t)
∫ t
0
µse
λs ds –
σ3
λ
(
1 – e–λt
)
e–λtN2(t).
Hence, (4.4) is shown.
A.3 Proof of Proposition 4.7
Proof. For all 0 < h ≪ t , denote by #(h) the number of jumps for the drift µ in (0, h ]. We have that
P
(
Q1,t ≤ x
∣∣∣µ0 = ρ1) = P(∫ t
0
e–λsµs ds ≤ x
∣∣∣µ0 = ρ1, #(h) = 0) ·P(#(h) = 0 |µ0 = ρ1)
+ P
(∫ t
0
e–λsµs ds ≤ x
∣∣∣µ0 = ρ1, #(h) = 1) ·P(#(h) = 1 |µ0 = ρ1)
+ P
(∫ t
0
e–λsµs ds ≤ x
∣∣∣µ0 = ρ1, #(h) > 1) ·P(#(h) > 1 |µ0 = ρ1).
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Let I, II, III denote the first, the second, and the third term of the right-hand-side of the equation above,
respectively. We proceed to obtain the following results
I = P
(∫ t
h
e–λsµs ds ≤ x –
∫ h
0
e–λsρ1 ds
∣∣∣µ0 = ρ1, #(h) = 0
)
· e–αh
= P
(∫ t
h
e–λsµs ds ≤ x –
∫ h
0
e–λsρ1 ds
∣∣∣µh = ρ1
)
· (1 – αh + o(h))
= P
(∫ t
h
e–λ(s–h)µs ds ≤ eλh
(
x –
∫ h
0
e–λsρ1 ds
) ∣∣∣∣∣µh = ρ1
)
· (1 – αh + o(h))
= P
(∫ t
h
e–λ(s–h)µs ds ≤ x – h(ρ1 – λx ) + o(h)
∣∣∣µh = ρ1) · (1 – αh + o(h))
= P
(∫ t–h
0
e–λsµs ds ≤ x – h(ρ1 – λx ) + o(h)
∣∣∣µ0 = ρ1
)
· (1 – αh + o(h))
= u(t – h , x – h(ρ1 – λx ) + o(h)) · (1 – αh + o(h))
= (1 – αh) · u(t – h , x – h(ρ1 – λx )) + o(h),
II ≤ P
(∫ t
h
e–λsµs ds ≤ x –
∫ h
0
e–λsρ1 ds
∣∣∣µ0 = ρ1, #(h) = 1
)
· (αh + o(h))
= P
(∫ t
h
e–λsµs ds ≤ x –
∫ h
0
e–λsρ1 ds
∣∣∣µh = ρ2
)
· (αh + o(h))
= P
(∫ t
h
e–λ(s–h)µs ds ≤ eλh
(
x –
∫ h
0
e–λsρ1 ds
) ∣∣∣∣∣µh = ρ2
)
· (αh + o(h))
= v (t – h , x +O(h)) · (αh + o(h))
= αh · v (t , x ) + o(h).
Similarly, we can show that
II ≥ P
(∫ t
h
e–λsµs ds ≤ x –
∫ h
0
e–λsρ2 ds
∣∣∣µ0 = ρ1, #(h) = 1
)
· (αh + o(h))
= αh · v (t , x ) + o(h).
Obviously, III = o(h).
Therefore,
u(t , x ) = (1 – αh) · u(t – h , x – h(ρ1 – λx )) + αh · v (t , x ) + o(h),
which implies the PDE of u in (4.10). Similarly we can show the PDE of v in (4.10) holds as well. Moreover,
u
(
t ,
ρ1
λ
(1 – e–λt )
)
= P
(∫ t
0
e–λsµs ds ≤ ρ1
λ
(1 – e–λt )
∣∣∣µ0 = ρ1)
= P(µs = ρ1, ∀ s ∈ (0, t ] |µ0 = ρ1)
= e–αt .
The other boundary conditions are obvious.
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A.4 Proof of Lemma 4.8
Proof. Recall that u∞ and v∞ are the conditional c.d.f. of
∫∞
0 e
–λsµs ds given µ0 = ρ1 and µ0 = ρ2
respectively, see (4.12).
Then the conditional p.d.f. of (Q∞ |µ0 = ρ1) is given by
p∞(x ) :=
d
dx
P (Q∞ ≤ x |µ0 = ρ1) =
∫ ∞
–∞
u∞(z ) · φ′∞(x – z ) dz ,
and the conditional p.d.f. of (Q∞ |µ0 = ρ2) is given by
q∞(x ) :=
d
dx
P (Q∞ ≤ x |µ0 = ρ2) =
∫ ∞
–∞
v∞(z ) · φ′∞(x – z ) dz ,
where φ∞ is the p.d.f. of σ
∫∞
0 e
–λs dWs –
σ2
2λ , i.e.,
φ∞(x ) =
√
λ
piσ2
· exp
–
[
x + σ
2
2λ
]2
σ2
λ
 .
Similar to E[µ0|Qt ] in (4.9), we obtain
E[µ0|Q∞] =
ρ1β · p∞(Q∞) + ρ2α · q∞(Q∞)
β · p∞(Q∞) + α · q∞(Q∞)
. (A.14)
Equations (4.9) and (A.14) indicate that, in order to show (4.13), it suffices to show that p(t , ·) and q(t , ·)
uniformly converge to p∞(·) and q∞(·), respectively. We will use (Boos, 1985, Lemma 1) to prove such a
result.
We have that
p(t , x ) =
∫ ∞
–∞
u(t , z ) ·
√
λ
piσ2
(
1 – e–2λt
) · –2
[
x – z + σ
2
2λ
(
1 – e–λt
)]
σ2
λ
(
1 – e–2λt
) · e–
[
x – z + σ
2
2λ
(
1 – e–λt
)]2
σ2
λ
(
1 – e–2λt
)
dz .
For t > 1, these exists some constant K > 0 such that
p(t , x ) ≤ K
∫ ∞
–∞
∣∣∣∣x – z + σ22λ (1 – e–λt)
∣∣∣∣ · e–
[
x – z + σ
2
2λ
(
1 – e–λt
)]2
σ2
λ
(
1 – e–2λt
)
dz
= K
∫ ∞
–∞
|z | · e
–
z 2
σ2
λ
(
1 – e–2λt
)
dz ≤ K
∫ ∞
–∞
|z | · e–
λz2
σ2 dz <∞.
Denote
θt :=
σ2
2λ
(
1 – e–λt
)
and ζt :=
σ2
λ
(
1 – e–2λt
)
.
Let t > 1λ and 0 < |x – y | ≤ ε for some positive constant ε, we have that
|p(t , x ) – p(t , y)| ≤ K
∫ ∞
–∞
∣∣∣∣∣∣∣∣(x – z + θt ) · e
–
(x – z + θt )
2
ζt – (y – z + θt ) · e
–
(y – z + θt )
2
ζt
∣∣∣∣∣∣∣∣ dz
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= K
∫ ∞
–∞
∣∣∣∣∣∣∣((x – y) + z ) · e
–
((x – y) + z )2
ζt – z · e
–
z 2
ζt
∣∣∣∣∣∣∣ dz
≤ K
∫ ∞
–∞
|x – y | · e
–
((x – y) + z )2
ζt dz +K
∫ ∞
–∞
|z | ·
∣∣∣∣∣∣∣e
–
((x – y) + z )2
ζt – e
–
z 2
ζt
∣∣∣∣∣∣∣ dz
≤ Kε
∫ ∞
–∞
e
–
((x – y) + z )2
ζt dz +K
∫ ∞
–∞
|z | · e
–
z 2
ζt ·
∣∣∣∣∣∣∣e
z 2
ζt
–
((x – y) + z )2
ζt – 1
∣∣∣∣∣∣∣ dz
≤ Kε
∫ ∞
–∞
e
–
z 2
ζt dz +K
∫ ∞
–∞
|z | · e–
λz 2
σ2 ·
e
∣∣∣∣∣z 2ζt – ((x – y) + z )
2
ζt
∣∣∣∣∣
– 1
 dz
≤ Kε
∫ ∞
–∞
e
–
λz 2
σ2 dz +K
∫ ∞
–∞
|z | · e–
λz 2
σ2 ·
e 2λσ2 ε(ε+2|z |) – 1
 dz
→ 0, ε→ 0,
where K is some constant that is independent of t , x , y , ε and may vary from line to line, and the limit result
on the last line follows from the dominated convergence theorem.
Moreover,
lim
x→±∞
p∞(x ) = lim
x→±∞
∫ ∞
–∞
u∞(z ) ·
√
λ
piσ2
·
–2
(
x – z + σ
2
2λ
)
σ2
λ
· e
–
(
x – z + σ
2
2λ
)2
σ2
λ dz
= –
2λ
σ2
√
λ
piσ2
∫ ∞
–∞
lim
x→±∞
u∞
(
x +
σ2
2λ
– z
)
· z · e
λz 2
σ2 dz
= 0,
where the third equality follows from the dominated convergence theorem.
Thus, by (Boos, 1985, Lemma 1), p(t , ·) uniformly converges to p∞(·). Similarly, we can show that q(t , ·)
uniformly converges to q∞(·).
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A.5 Proof of Lemma 4.9
Proof. Similar to the argument in the proof of Proposition 4.7, we can show that u∞ and v∞ satisfy the
following ordinary differential equations (ODE) system:
(ρ1 – λx )u
′
∞ + αu∞ – αv∞ = 0,
ρ1
λ
< x <
ρ2
λ
(ρ2 – λx )v
′
∞ + βv∞ – βu∞ = 0,
ρ1
λ
< x <
ρ2
λ
,
u∞
(ρ1
λ
)
= 0, u∞
(ρ2
λ
)
= 1,
v∞
(ρ1
λ
)
= 0, v∞
(ρ2
λ
)
= 1.
Notice that, from the second ODE, we have
u∞ = v∞ +
ρ2 – λx
β
v ′∞, and then u
′
∞ =
(
1 –
λ
β
)
v ′∞ +
ρ2 – λx
β
v ′′∞.
Next, by plugging the above expressions into the first ODE, we obtain a second-order ODE that involves
v∞ only. Solving such an ODE of v∞ yields v∞, which further implies u∞ is as stated in the lemma.
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