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Abstract
The influence of the glass plates on liquid crystal display characteristics has,
for a long time, been understood to be of critical importance. The present
work therefore considers the effects of certain changes in the boundaries on the
performance of liquid crystal displays and on certain liquid crystal structures.
In the first half of the thesis the phenomenon important to the use of liquid
crystal layers as displays is considered. This Freedericksz effect is investigated
for a liquid crystal layer that consisting of a sample of liquid crystal material
sandwiched between two non-planar glass plates. Certain display character-
istics are then found for these novel boundaries and the possibility for a new
type of bistable device is suggested.
In the second half of the thesis the effects of boundaries on defects within
the liquid crystal sample are investigated. Defects are known to have a great
influence on the appearence and behavior of a liquid crystal and changes to
the nature of the boundaries of the liquid crystal layer are found to greatly
affect the structure of the defects. Two types of defects are considered, the
disclination line and the twist wall. Analytical and numerical solutions are
found and the critical behaviour of these defects to changes in parameters
such as boundary orientation and temperature is considered.
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The three common states of matter, solid, liquid and gas, are different because
the molecules in each state have a different degree of order. In the (crys-
talline) solid state there exists a rigid arrangement of molecules which stay in
that position and orientation with a small amount of variation from molecular
vibration. To maintain this arrangement there are large forces holding the
molecules in place and therefore a solid is difficult to deform. In the liquid
phase the molecules have no fixed position or orientation and are free to move
in a random fashion and the liquid state has less order than the solid state.
The random motions of the molecules mean that the intermolecular attractive
forces that kept a solid together are now only strong enough to keep the liquid
molecules fairly close together. A liquid can therefore be easily deformed. In
the gas state the random motion of the molecules has increased to overcome
the intermolecular forces and the molecules eventually spread out to fill any
container that holds them. The order in a liquid that derived from the close-
ness of the molecules has therefore been lost in a gas which consequently has
less order than the liquid. The probability of molecules in a certain region
being in a rigid arrangement and of the same orientation can be used to define
a positional and orientational order which is greatest in the solid state and
least in the gaseous state.
The differences between the three states can be attributed to the temperature
of the substance. Temperature is a measure of the randomness of the molecules
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and therefore the higher the temperature the less order exists and increasing
temperature will cause the transition from a solid to a liquid and then to a
gas.
The therm otropic liquid crystalline phase occurs in some substances in a tem-
perature region between the solid and liquid states. In this state the substance
possesses some properties of both liquids and solids. A liquid crystal is a fluid
like a liquid but is anisotropic in its optical and electro-magnetic characteris-
tics like a solid. The positional order in a solid may be lost when the liquid
crystal is formed but the orientational order is not. It is this orientational
order that accounts for the anisotropies of the substance. The molecules are
not constrained to be at a fixed point in space but they do align in roughly
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 1.1: Illustration of the solid, liquid crystal and liquid phases. The lines
represent molecules.
Using this average direction the anisotropic nature of the liquid crystal state
may be modelled by defining a director n(r) which is the unit vector in the
direction of the average molecular orientation at the point r in space. In Figure
1.1 the director can be defined in either direction, up or down, and there is no
distinction made between the director and its negative.
Liquid crystalline states can also be found as a result of concentration changes.
These lyotropic liquid crystals exist in an intermediate concentration region be-
tween solute/solvent ratios of 1 and 0 where the properties of the fluid become
anisotropic. The present work will deal with thermotropic liquid crystals only.
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1.2 History of liquid crystals
In this section the main developments in the history of liquid crystals will be
summarised from the more in depth studies carried out by Collings [22] and
Kelker [50].
The discovery of liquid crystals is thought to have occurred nearly 150 years
ago although its significance was not fully realised until over a hundred years
later. Around the middle of the last century Virchow [86], Mettenheimer [68]
and Valentin [85] found that the nerve fibre they were studying formed a fluid
substance when left in water which exhibited a strange behaviour when viewed
using polarized light. They did not realise this was a different phase but they
are attributed with the first observation of liquid crystals. Later, in 1877, Otto
Lehmann [58] used a polarizing microscope with a heated stage to investigate
the phase transitions of various substances. He found that one substance would
change from a clear liquid to a cloudy liquid before crystallising but thought
that this was simply an imperfect phase transition from liquid to crystalline. In
1888 Reinitzer [77] conducted similar experiments and was the first to suggest
that this cloudy fluid was a new phase of matter. He has consequently been
given the credit for the discovery of the liquid crystalline phase. Up till 1890 all
the liquid crystalline substances that had been investigated had been naturally
occurring and it was then that the first synthetic liquid crystal, p-azoxyanisole,
was produced by Gatterman and Ritschke [41]. Subsequently more liquid
crystals were synthesised and it is now possible to produce liquid crystals with
specific predetermined material properties.
In the beginning of this century George Freidel conducted many experiments on
liquid crystals and it was he who first explained the orienting effect of electric
fields and the presence of defects in liquid crystals. In 1922 he proposed a
classification of liquid crystals based upon the different molecular orderings of
each substance [38]. It was between 1922 and the World War II that Oseen
[73] and Zi5cher [89] developed a mathematical basis for the study of liquid
crystals.
After the start of the war many scientists believed that the important features
of liquid crystals had now been discovered and it wasn't until the 1950's that
work by Brown in America [16], Chistiakoff in the Soviet Union [84] and Gray
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and Frank in England [44, 35] led to a revival of interest in liquid crystals.
Maier and Saupe formulated a microscopic theory of liquid crystals , Frank
[35] and later Leslie [59] and Ericksen [31] developed continuum theories for
static and dynamic systems and in 1968 scientists from RCA first demonstrated
a liquid crystal display. The interest in liquid crystals has grown ever since,
partly due to the great variety of phenomena exhibited by liquid crystals and
partly because of the enormous commercial interest and importance of liquid
crystal displays.
1.3 Nematic liquid crystals
There are many types of liquid crystals such as nematic, chiral nematic, smec-
tic and discotic which all possess different forms of structure, symmetry and
order. The liquid crystal represented in Figure 1.1 is a nematic (after the
Greek word v7ibta for thread) and it is this type of liquid crystal that will sub-
sequently considered. Nematics have a high degree of long-range orientational
order but no long-range positional order. Substances which form nematics
consist of long thin rigid molecules (Figure 1.2) which, while in the liquid
crystalline state, prefer to orient parallel to neighbouring molecules. These
substances can therefore possess an anisotropy between the directions parallel
and perpendicular to the director. Along these two directions the refractive
index of the substance, the shear viscosities and the magnetic suseptibilities
are different. The molecules are polar in nature and have a major and minor
polar axes which coincide with the direction of the director and perpendicular
to it or vice versa.
o
Figure 1.2: A p-azoxyanisole molecule which is liquid crystal in the tempera-
ture region 118.2 deg C < T < 135.3 deg C
Two kinds of nematic liquid crystals will be discussed, uniaxial and biaxial.
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1.3.1 Uniaxial nematics
Uniaxial nematics may be modelled using rods or sticks (Figure 1.1) to indicate
the anisotropic nature of the molecule. The director at a point r is then the
average direction of these rods in some region near r. The amount of order the
nematic possesses is defined as the scalar order parameter S. If each molecule
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where the angular brackets denote a thermal average [24]. When the molecules
are all in the direction of the director 0 = 0, the substance is crystalline and
S = 1. When the molecules are oriented randomly then the substance is a
liquid and S = 0. The scalar order parameter can also be negative and attains
its minimum when all the molecules lie in the plane perpendicular to the
director 0 = 7r/2 and that S = —1/2. This situation is physically unrealistic
and it will be assumed that the scalar order parameters are positive.
1.3.2 Biaxial nematics
Biaxial nematics may be thought of as long rectangular molecules (Figure 1.3)
so that they are two dimensional rather than one dimensional as in the uniaxial
case. To describe the orientation two directors Il l and n2 are defined corre-
sponding to the average direction of the long and short axes of the molecules.
There are then two scalar order parameters defined as,
1
= - ( 3 cos-2 01
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This is a rather simplistic view of biaxial nematics and it should be noted that
it is possible to have a uniaxial phase in a substance made of biaxial molecules




Figure 1.3: Simplistic representation of biaxial nematic liquid crystal with
directors n 1 and n2 defined as the average directions of the major and minor
axis of the rectangular molecules [24].
1.4 Liquid Crystal Displays
Liquid crystals have a large number of uses but by far their main commercial
use is in liquid crystal displays (LCD). A typical LCD consists of a nematic liq-
uid crystal sandwiched between two glass plates which is then placed between
two polarizers which are polarized at right angles to each other (Figure 1.4).
The plates of glass have dimensions ranging from the order of centimetres for
digital watches to metres for large screen VDUs. The distance between the
plates is much smaller and is commonly of the order of 10 — 100 Jim.
The LCD displays information using light and dark regions to produce letters,
numbers, pictures etc. The dark regions are formed by aligning the director
parallel to the axis of one of the polarizers. Then incident light is extinguished






Figure 1.4: Schematic of a nematic liquid crystal display.
a direction not parallel to either axis of polarization the the incident light is
changed from plane polarized (from the first polarize') to elliptically polarized
by the nematic anisotropy and therefore some light may pass through the sec-
ond polarizer and the region is light. Most modern LCDs use twisted nematic
layers which consist of a nematic liquid crystal sandwiched between two glass
plates that force the director within the layer to rotate in a helix about an axis
perpendicular to the glass plates. The presence of this twist in the anisotropic
nature of the cell and the internal stress caused by the twist deformation means
the LCD has greater transmission properties and faster switching times.
The aligning of the liquid crystal is achieved using the glass plates and mag-
netic or electric fields. The glass plates are treated by rubbing the plate in one
average direction so that either small grooves are left in the glass or possibly
long molecules from the abrasive cloth are deposited on the surface. In this
way the liquid crystal molecules at the surface align in a direction determined
by the direction of the grooves or long molecules. The bulk of the liquid crystal
is aligned with this direction by the internal stresses of the substance which
induce alignment between neighbouring molecules. Before any external force
is introduced the director is therefore in one direction for the whole sample.
When a field is applied across the cell orientation of the molecules with the
field occurs. This phenomenon is called the Freedericksz effect [36]. It is one
of the simplest phenomena that occur in liquid crystal layers when an electro-
magnetic field is applied. When the major electric or magnetic polar axis of the
molecules has been aligned according to the orienting effect of the surfaces and
the direction of the electric or magnetic field conflicts with the director the field
will compete with the surface to align the liquid crystal. There exists a critical
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field strength such that below this value the electromagnetic field cannot over-
come the effect of the orienting boundaries but above it the field dominates
and the director aligns so that the polar axes of most of the molecules are
parallel to the field direction. The exceptions being those molecules near to
the boundary. In this way it is possible to obtain two orientations of the bulk
director when the field is on or off corresponding to on and off states for the
LCD.
1.5 Disclinations
In some nematic samples seen under polarised light, a system of points linked
by dark filaments or brushes is observed (Figure 1.5). This phenomenon,
called structures a noyaux or schlieren texture, is formed by discontinuities
in orientation called disclination lines. These discontinuities are formed by
impurities in the liquid crystal and on the glass surface and by inconsistencies
in the alignment at the surface. On a circuit around a disclination line the
director rotates by a multiple of 7r radians. If the cell is viewed through crossed
polarizers a system of dark and light regions are observed since the incident
light is extinguished in regions where the director is parallel to one of the
crossed polarizers. The number of dark regions, or brushes is a measure of
the strength of the disclination and as can be seen in Figure 1.5 the majority
of disclination lines have two or four brushes. These defects can have a great
influence on the behaviour of the liquid crystal cell and consequently there
structure has been studied in depth.
1.6 Motivation
The motivation for the present work is the need to understand how the bound-
aries of a liquid crystal display affect the structure and behaviour of a liquid
crystal cell. The majority of current analytical work in the subject of liquid
crystals assumes the boundary is planar and very simplistic boundary condi-
tions. Recently investigations into the aligning effect of rubbing surfaces have
considered non-planar boundaries, shear and oscillatory shear. In the latter,
studies have shown that shear has a great influence on the system [46, 65]. In
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Figure 1.5: Nematic liquid crystal between crossed polarizers. The points
where the dark regions converge are disclinations [22].
this thesis the effect of a perturbation to the system in the form of sinusoidal
boundaries is considered.
The importance of defects or disclinations in liquid crystal cells motivates us to
investigate defects using a relatively new continuum theory [33] paying special
attention to the effects of the boundaries and boundary conditions.
1.7 Organisation of the Thesis
In Chapter 2 relevant previous work is discussed and the continuum theory that
will be used throughout the thesis is introduced. Chapters 3 to 5 deal with
the effects on display characteristics of non-planar boundaries. The bounding
glass plates are not assumed to be planar but sinusoidal and in Chapter 3
the configuration of the director within such cells is considered. In Chapter 4
the theory is extended to include a magnetic field applied across the cell and
consequently find the critical field strength for the Freedericksz transition for
the novel boundaries from the linearised equations. The effect of higher order
terms of the equations are then considered and a second transition is found in
the solution at a higher field strength. In Chapter 5 the structure of the two
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transitions using an amplitude equation type analysis is investigated and the
stability characteristics of the various solution paths is found.
In Chapter 6 attention is turned to the effects certain boundaries and bound-
ary conditions have on defects in the liquid crystal layer. In this chapter an
introduction to defects is presented and specific attention is given to the two
forms of defects considered in the following chapters. In Chapter 7 disclination
lines are considered and the director structure of a disclination line attached to
the boundary at a single point is found. Then an extended continuum theory
is used which allows for biaxiality and changes in the scalar order parameters
to consider disclination line cores. In Chapter 8 the same continuum theory is
used to investigate twist wall defects in nematic twist layers.





In this chapter a brief literature review of previous relevant work and an in-
troduction to the continuum theory used throughout this thesis are given.
2.1 Literature review
A continuum theory of liquid crystals was first proposed in the work of Oseen
[73] and ZOcher [89] who introduced the unit vector n to describe the average
orientation of the anisotropic axis of the liquids. This static theory was later re-
examined by Frank [35] who presented Oseen's method as a theory of curvature
elasticity. The Oseen-ZOcher-Frank formulation describes variations of the
director n corresponding to distortions of the liquid crystals. The free energy
of these distortions is then simply a function of the director and any external
forces such as a magnetic field. For any particular static system an energy
minimization technique can be employed to find the unknown director field.
The most widely used continuum theory for the dynamics of liquid crystals,
which will be mentioned only briefly, is due to Ericksen [31, 32] and Leslie
[59, 60, 61] and in the static limit this theory reduces to the Oseen-ZOcher-
Frank theory.
2.1.1 Freedericksz effect
The effects of electric and magnetic fields on liquid crystals was considered by
ZOcher [89] and also by Freedericksz and Zolina [36]. The critical behaviour of
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the system when a field is applied has subsequently been named the Freeder-
icksz effect. The importance of this effect in the field of liquid crystal displays
and in the measurement of material properties of the liquid crystal has meant
that a great deal of analytical and experimental studies have been carried out
using many different cell configurations and types of liquid crystal (see for ex-
ample Blinov [12], Frisken and Palffy-Muhoray [39], Kini [52, 53] and Derfel
[26, 27]). Due to the commercial need for liquid crystal displays with quick
switching times and high contrast much of the research into this area has in-
volved the calculation of the critical field strength and the growth/decay rates
of the transition. Our investigation into the Freedericksz effect will concen-
trate on the effects of non-planar boundaries on the display characteristics of
uniaxial nematic liquid crystal cell.
2.1.2 Boundaries
From early on the importance of alignment of liquid crystals was realised and
consequently the influence of the glass surfaces in a liquid crystal cell has been
widely investigated. Berreman [7] showed that the geometric effects of rubbing
the surface are significant in the alignment of the director throughout the whole
cell. Investigations into the effects of corrugated surfaces as a model of this
rubbing have been carried out by Berreman [8] and more recently by Kawata
et al [49], Lee et al [57] and Sugimura and Kawamura [83]. The director may
be strongly or weakly anchored and the alignment (or lack of it) of the director
at the surfaces of liquid crystal displays plays an extremely important part in
the display characteristics [64, 26].
In Chapters 3-5 the director is assumed to be strongly anchored to the surface
but that the surface is not planar and in Chapter 6 weak anchoring on a planar
surface is considered.
In more recent years interest has grown in how director distortions affect the
phase of the liquid crystal. It has been found that boundaries may induce
changes in the order (specifically, parameters which govern phase and biax-
iality) of the liquid crystal. Investigations by Barberi and Durand [2] and
Barbero and Durand [3, 4, 5, 6] have found a significant change in the scalar
order parameters near rough surfaces.
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2.1.3 Disclinations
The need to describe defects in a continuum model has led to the formulation
by Ericksen of a new equilibrium theory [33]. Ericksen introduces the degree of
order of the liquid crystal at a point as a dependent variable in the governing
equations. In this way he is able to model the core of defects which previously
have been largely absent from any rigorous mathematical treatment. This
method had been anticipated by earlier authors such as de Gennes [23] and
Fan [34]. Landau-de Gennes theory is an equivalent theory (under certain
assumptions) and has been used to successfully describe defect cores [40, 80].
Discussion of these theories and the theory used to describe disclinations in
this thesis is reserved to a later chapter.
2.1.4 Biaxial liquid crystals
Biaxial liquid crystals were discovered by Yu and Saupe [88] in lyotropic sys-
tems (liquid crystals whose phase depends on concentration rather than tem-
perature) and subsequently in thermotropic systems by Malthete et al [20],
Chandrasekhar et al [20] and Praeffke et al [75]. Attempts at deriving a macro-
scopic theory for biaxial liquid crystals has centred on theoretical physics rather
than continuum mechanics [15, 42, 48, 66, 79]. Kini [51] used three directors to
derive a continuum theory and Leslie et al [63] used the necessary two directors
in their extension of the Leslie-Ericksen theory. Biscari with other authors has
also used two directors and introduced a degree of biaxiality [9, 10, 11]. It is
this latest method that is used to consider uniaxial and biaxial liquid crystals
with variable degrees of orientation.
2.2 Continuum theory
In this section a brief outline of the important features of the continuum the-
ory are presented. For a deeper treatment Virga's book on the subject is
recommended [87].
A continuum theory must be based on the consideration of quantities that
describe the liquid crystal on a macroscopic scale. These quantities will derive
from the statistical distribution of the orientation of the molecules within the
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liquid crystal. If it is assumed that the orientations of the molecules obey
a distribution law whose probability density is f then the first information
about the probability distribution comes from its second moments which can
be represented by the second order tensor,
M=f 101 f(1)da	 (2.1)
S2
where 82 is the unit sphere, a is the area measure on 82 and 1 denotes an
orientation in 82 . It is now possible to define the order tensor Q,
1Q= M — —3 I
which is therefore a measure of how the second moments of this probability
deviate from their isotropic values and can be used to describe the state of the
system in a macroscopic theory. It can easily be shown that the trace of M
is 1 and therefore the trace of Q is zero [87]. Using perpendicular unit basis
vectors n 1 and n2 , Q may therefore be written as,
I c,Q -= Si
 ni 0 ni + S2 n2 0 n2 1— —3 ko i + S2)I
The eigenvalues of Q using the basis set {n1 , n2 , k} are then Pi — 1512)
S2 - Vi and —V,. —1 S2. The vectors ni and n2 are termed the directors
and the scalars Si and 82 are the scalar order parameters.
The free energy density F of the system consists of contributions from the
energy associated with distortions of the order parameter from some specified
base state, energy from external forces such as magnetic fields, and surface
energy. The governing equations may be obtained by minimizing the free
energy E of the liquid crystal cell, where in the static case the free energy is





where dv is an element of volume. Three forms of order parameter config-
urations can be distinguished. The first is the isotropic situation where the





the same. The second is uniaxial nematics where two of the eigenvalues are
the same and the order tensor can be written as,
Q= S (n 0 n — —1I)3
The scalar order parameter S is the degree of orientation of the molecules
about the director n. The third situation is the biaxial nematic where all
the eigenvalues are distinct and the order parameter may not be simplified
from (2.3). The biaxial state becomes uniaxial if S1 = S2 or when either Si
or 52 vanish. The uniaxial or biaxial case becomes isotropic when S = 0 or
Si = 0 = 82 respectively.
2.3 Director configuration
In this system a right-handed set of orthogonal axes {i, j, k} and correspond-
ing coordinates (x, y, z) are used. The vertical coordinate is y so that planar
bounding plates would be described by the surfaces y = yi and y = y2 . When
the surfaces are treated to impose strong or weak boundary conditions, the
preferred direction will be in the xy-plane so that when a 2-dimensional model
of the liquid crystal cell is considered the x and y axes are horizontal and
vertical respectively.
For uniaxial liquid crystals the director n can be described by spherical polar
coordinates r, 0 and 0 but the condition n 2 = 1 implies that r = 1 so that,
n = (cos (0) cos (?p), sin (0), cos (0) sin (0)) 	 (2.6)
where (1) is the angle between the director and the xz-plane and '0 is the az-
imuthal angle i.e. the angle between the plane containing the director and the
y axis and the xy-plane (Figure 2.1). It may also be convenient to occasionally
use the angle from the director to the vertical yo = i -/2 — (/).
In later chapters when biaxial nematics are considered the director n 1 will be
assumed to lie in the xy-plane and equivalent to the uniaxial director The
second director n 2 can be chosen to be a unit vector perpendicular to the
uniaxial director (Figure 2.1). The two directors are therefore,
(2.5)
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ni = (cos (0) cos (0), sin (0), cos (0) sin (0))
n2 = v A ni	 (2.7)
for some vector v.
Figure 2.1: Director configuration.
2.4 Boundary conditions
The general boundary condition will be based on the assumption that there
is a surface energy term Fs(Q). The free energy is then the sum of the bulk
free energy density terms FB (Q) integrated over the volume occupied by the
liquid crystal V and the surface free energy density terms integrated over the
boundary OVV.
E
 = f FB(Q)dv + f Fs(Q)ds	 (2.8)v	 ay
where ds is an element of surface area. The bulk term may include contribu-
tions from elastic distortions and applied fields which will be discussed later.
The surface term should reflect the nature of the boundary alignment and or-
der. Therefore if the surface energy is minimum when the order tensor is Qo
then the surface free energy density may be written as,




where the function f has a minimum at 0 and W is the anchoring energy. One
of the simplest forms for the surface energy density will be used [87],
Fs (Q)	 Fs (Si, 82, 0, '0)
=	 (S — S10) 2 + W2(S2 — 820 2 +
	 (2.10)
W3 sin2 (0 — co) + W4 sin2
 — )
If one of the variables 81 , 82	 or b deviates away from the preferred values
820 00 or 00 the free energy will increase. For a specific increase in Si,
say, the energy increase is then determined by the magnitude of the anchoring
energy W1 . Since the system will act to resist increases in energy, a large
value of Wi will imply a strong restoring force acting to reduce S i to its
minimum energy configuration Sm. If any of the anchoring energies W. are
infinite then to ensure a finite free energy the corresponding energy density
must be zero. For example, for most of this thesis strong anchoring is assumed
on al/. of the scalar order parameters Si and 82 so that Wi = W2 = oo
and therefore Si
 ---- Sio and 82 = 820. Strong anchoring of the directors is
considered on aV in all but Chapter 7 where a uniaxial nematic is considered
at boundary that imposes homogeneous weak anchoring. In this case W4 = oo
but W3 is finite and the surface energy density has only one term and can be
written as Fs = W sin2 (0). The boundary condition is then derived from the
minimization of the free energy.
In Chapters 3, 4, 5 and in the first part of Chapter 7 uniaxial liquid crys-
tals with constant scalar order parameters are considered and the governing
equations are derived from a minimization of the free energy, leading to Euler-
Lagrange equations in the dependent variables, 0 and 0. In the last part of
Chapter 7 and in Chapter 8 a simplified director structure is chosen but the
scalar order parameters are allowed to vary so that the governing equations





In the next three chapters the effect of non-planar boundaries will be considered
on a liquid crystal layer when a magnetic field is applied. When the field
orienting effect is in competition with the aligning effect of the boundaries there
is a critical field strength I-1, such that below 1-/, the director is undistorted and
alignment is imposed by the boundaries. Above the critical field strength the
director aligns with the field everywhere except near the boundaries. At low
field strengths and those near the critical field strength value the gradients of
distortions of the directors n 1 and n2 are small and therefore since variations
in the scalar order parameters are associated with high distortional energy, it
will be assumed that S1 and 52 are constant. It is also assumed that the liquid
crystal substance is uniaxial. The analysis is thus simplified so that the single
director n is the only dependent variable. The boundaries of the cell are taken
to have strong anchoring so that the director is fixed there.
In this chapter the governing equations and the relevant boundary conditions
are obtained and then the effects of different boundary conditions and parame-
ter orderings on the simplest system, the linear solution in the absence of a field
are considered. In Chapter 4 the linear solution is considered in the presence
of a magnetic field and then a perturbation expansion is used to obtain the
weakly nonlinear solution. In Chapter 5 the solution is investigated around the
transition point by considering the amplitude of the dominant mode. Using
this method it is possible to calculate the energy of the system and find the
stability of each solution.
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3.1 Governing equations
As stated above a uniaxial liquid crystal is considered with constant scalar
order parameter (assuming constant temperature). Therefore two of the eigen-
values of Q are the same (Si = 82 ), and the tensor order parameter can be
written as,
	
=S(nin — —1 6 .. )	 (3.1)3	 3 "
where S is a constant.
There are two possible ways to proceed, the free energy density F could be
considered as a function of Q j as in Landau-de Gennes theory (see Chapter
7), or alternatively as a function of n. The second description developed by
Oseen [73], ZOcher [89] and Frank [35] will be used in the next three chapters.
These authors assumed that the typical length over which distortions occur
is much greater than the typical molecular length. A continuum theory may
then be used so that the structure on the molecular scale can be disregarded
and the free energy is determined by the director n which varies with the space
coordinates r smoothly.
The free energy of the system is then,
E = f F(n) dv	 (3.2)
where dv = dx dy dz is a volume element. The free energy density consists of
contributions from surface energy terms Fs(n) and from the bulk free energy
which includes distortions of the director field from an undistorted state FD (n)
and external forcing such as magnetic fields FH (n) and electric fields FE(n).
E = f FD(n) + FH (n) + FE (n) dv + f Fs(n) ds
av
	 (3.3)
where ds is a surface element. Each of these contributions will now be consid-
ered.
3.1.1 Distortional free energy
If the director varies slowly and smoothly so that second and higher order
gradients of n are negligible it is possible to use the assumption that the




Splay	 K1 Bend K3
where, ni = ani /Oxi and	 denotes differentiation with respect to time.
When the static case is considered it is therefore possible to take,
FD = FD(ni, ni,j)	 (3.5)
although it can be shown that this is also the case for the dynamic theory
[61]. By considering the relevant symmetries of the nematic liquid crystal




1(1 (div n) 2 + -1 K2 (n • curl n) 2 + -1 K3 (n A curl n) 2	(3.6)2	 2
Each of these three terms corresponds to a distinct form of distortion (Fig.
3.1). The K1 term is non-zero when div n 0 and therefore corresponds to a
splay deformation of the director. The K2 term is non-zero when n • curl n 0
which occurs when the director is twisted. The K3 term is non-zero when
n A curl n 0 which corresponds to a bending of the director. The coefficients
K2 and K3 are the Frank elastic constants corresponding to splay, twist
and bend elastic constants.
Figure 3.1: The three types of deformation in nematics. Each type may be
obtained separately by suitable glass plates.
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When one of the coefficients is much smaller than the others, K2, say, the
liquid crystal will find twist deformations more energetically favourable and
hence if the liquid crystal is forced to deform it will try to reduce the energy of
the system through twisting. For the ease of analysis all three elastic constants
are taken to be equal.
Ki = K2 = K3 = K	 (3.7)
This one constant approximation is not unrealistic since in most nematic liquid
crystals the Frank constants are at least of the same order. In MBBA at 22°
C the elastic constants are [78],
K1 = 5.30 + 0.5 x 10 -7 dyn
K2 = 2.20 + 0.7 x 10 -7 dyn	 (3.8)
K3 = 7.45 ± 1.1 x 10 -7 dyn
It should be mentioned at this point that a liquid crystal cell in which twisting
is the only form of deformation is considered (as is later considered in Section
8) then the bend and splay terms in the free energy density (3.6) are zero
and the free energy consists of the twist deformation term only. The one
constant approximation is then K = K2 since K1 and K3 are not present in
the free energy. In the same way if only splay and bend deformations are
present in the liquid crystal layer then (3.7) is equivalent to the approximation
K1 = K3 = K since the K2 term does not enter the free energy. The accuracy
of the one constant approximation is therefore determined by the similarity
between the elastic constants of the deformations present in the system.
When the one constant approximation is used the free energy density becomes,
1
FD = .1f ((div n) 2 ± (curl n)2)
3.1.2 Field effects
Electric fields
The aligning effect of an electric field E on a nematic liquid crystal which was







contribution from the field/director interaction. For a dielectric displacement
D induced by the electric field E the free energy contribution from the electric
effect is,
and from Maxwell's equations for a sample with no charge carriers the field
and displacement vectors must satisfy,
div D = 0
	
(3.11)
curl E = 0
	 (3.12)
The dielectric displacement of an anisotropic substance is,
D = c_L E + (E li — El ) (E • n) n	 (3.13)
where ca 
= Eil the dielectric anisotropy, is a measure of the difference in
the susceptibility to a electric field of a director configuration perpendicular
and parallel to the field. The free energy density due to the electric field is
therefore,
-E12	 Ea	 -E1)2FE =	 .1-I	 • .LJ87r	 87r
(3.14)
Since each molecule has a permanent electric dipole the first term is dependent
on molecular orientation (i.e. the director field n). Not only will the field affect
the orientation of the director but the orientation of the director will affect the
field. If the dielectric anisotropy or the director field distortion is small the
electric field may be assumed to be constant throughout the liquid crystal layer
[24]. The first term of the free energy density (3.14) is then constant and may
be neglected since it contributes a constant energy to the system which will
not affect the minimization.
Magnetic fields
For all practical cases an interaction between the permanent electric dipole of





is not affected by the director orientation and the magnetization M induced
by H is,
M = XI II ± (XII — xi) (H • n) n	 (3.15)
and the contribution to free energy density of the magnetic effect, FH, is,
H
Fif = — i M • dH	 (3.16)
0
Substituting (3.15) in (3.16) leads to,
1
FH = - -2 20_112 — -
1 
x. (n • 11)2
2
(3.17)
Where Xa = XII — xi . The first term is independent of n and can be omitted
for all situations involving a constant magnetic field H. The constant xa is the
diamagnetic anisotropy. The constants xii and x± are small 10-6 for(XII, XI
MBBA in cgs electromagnetic units) and the anisotropy xa is usually positive
P- ' 
and small (xa P-- 10 -7 for MBBA in cgs electromagnetic units) for nematics.
In subsequent sections a nematic liquid crystal cell with an applied magnetic
field is only considered noting that for most situations the solutions for the
electric field case can be retrieved using the substitution,
The field contribution to the free energy density is therefore the second term
in (3.17).
3.1.3 Summary
The bulk free energy density of a liquid crystal cell with an applied field H
using the one constant approximation is,
11
F = K ((div n) + (curl n) 2 ) — v6, (n. H)2	(3.19)
With the director configuration (2.6),





F = -1 K [( 170) 2 ± cos 2 P (v)22 L
+ 2 (sin P cos 0 (0,z'',x — Cb,x0,z)
+ cos2 P cos 0 (0,y/Az —
+ cos2
 P sin 0 (0,x/Ay — 0,0P,x))1
	 (3.21)
1	 2	 /
— —2 Xa [Hx cos
2
 p cos2 0 +1-/I cos 2 0 sin2 ip
+ I-1: sin2 .0 + 2 (H,Hx cos2 0 sin 0 cos 0
± HxHy sin P cos P cos 0 + HyH, sin P cos P sin 0)]
and the free energy is (3.2),
E -= i F(n) dv
v
	 (3.22)











Together with the relevant boundary conditions from the next section these
equations (3.23) and (3.24) with (3.21) describe the system subsequently con-
sidered.
3.1.4 Boundary conditions
If the boundaries induce strong anchoring on the liquid crystal the aligning
effect of the boundary is strong enough to fix the director on the boundary
in one direction 118 . This is equivalent to an infinite anchoring energy W.
To minimize the energy integral the director must therefore be n = n, on
the boundary. Since the director field on the surface is constant then from
Appendix A the surface term F24 (A.18) is zero. The surface energy term










Strong homogeneous and homeotropic anchoring occur when the direction
is respectively parallel or perpendicular to the boundary (Figure 3.2) and the
general form of these boundary conditions for a boundary described by the
equation ri(x, y, z) = 0 is,
Vr n • ris = 0	 for homogeneous alignment
Vi A n = 0	 for homeotropic alignment
where Vi is, by definition, normal to the surface. Three cases are now consid-
ered, planar, non-planar and planar with pre-tilt boundaries (Figure 3.3).
Plane Boundaries
1 on n = o	 (3.25)
Pre Tilt Boundaries
Figure 3.3: Planar, non-planar and pre-tilt boundaries with homogeneous an-
choring of a nematic sample.
Planar boundaries
Without loss of generality it may be assumed that the glass surface has been
treated in such a way so that the director aligns with the x axis on the bound-
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ary. The preferred direction is therefore ri, = (1, 0, 0) and the boundaries are
y = +L or ri = y + L. The boundary conditions are therefore,
n = (1, 0, 0)	 for homogeneous alignment
on y = ±L	 (3.26)
n = (0, 1, 0)	 for homeotropic alignment
For the director configuration, n = (cos (0) cos (0), sin (0), cos (0) sin (0))
0 = 0 0=0
0 = 7r/2 0 = 0
1for homogeneous alignment
for homeotropic alignment
on y = ±L	 (3.27)
In most situations plane boundaries have been successful in modelling liquid
crystal cells and consequently they are used, almost without exception, in the
investigation of liquid crystal phenomena. It will be shown that non-planar
boundaries can cause a significant change in the behaviour of the cell.
Non-planar boundaries
Plane boundaries are used in modelling liquid crystal cells because the simple
boundary conditions (3.27) imply the solution should have a shift symmetry
q5(x) = 0(x + A) for any A. In other words the solution will be independent of
x and in most situations the governing equations reduce from partial to ordi-
nary differential equations. The simplification of the system due to this shift
symmetry does not occur in non-planar boundaries. Although it is impossible
to have independence in x when considering non-planar boundaries a certain
amount of symmetry can be retained. Therefore, boundaries that possess the
shift symmetry 0(x) = 0(x+ A) for a fixed A will be considered. The boundary
is therefore periodic with period A. The obvious choice is sinusoidal boundaries
of the form,
y = L + A cos (kx)
y = —L ± A cos (kx -I- e)	 (3.28)
The surface n is then,
71 = y—L—Acos(kx)
71 = y+L—Acos(kx+e)	 (3.29)
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The boundaries have wavenumber k, amplitude A, phase difference € (not to be
confused with the electric susceptibilities E ll , E± and ea which will not appear
in the rest of the thesis), mean position +L and maximum slope Ak. The
boundary conditions are then,
tan 0 = — Ak 
sin (kx)} on y = L ± A cos (kx)	 (3.30)0 = o
= 0	
1 on y = —L + A cos (kx + e)	 (3.31)
for homogeneous boundary conditions and,
tan yo = Ak sin (kx) 
1 on y = L + A cos (kx)	 (3.32)
tan co	 Ak sin (kx + E) 
1 on y = —L + A cos (kx + c)	 (3.33)0 = 0
for homeotropic boundary conditions, where co = 7r/2 — 0 is the angle from
the director to the y axis. The sinusoidal boundaries in this situation are
a perturbation of the plane boundaries and the director on the boundary is
perturbed from (1, 0, 0) to (1 ± 6 1 , 62 , 0) where 61 and 62 are small. Other
authors [8, 83] have used sinusoidal boundaries to model the effect of surface
treatment so that the director lies along the grooves in the direction (0, 0, 1).
This is not the case here. In the present situation the surface is assumed to
have been treated so that the director is forced to lie perpendicular to the
grooves i.e. in the xy-plane.
Pre-tilt boundaries
Liquid crystal cells can be prepared by treating the surface so that the director
is fixed in one direction at a pre-tilt angle to the boundary. The surface may
in fact be treated so that the pre-tilt angle varies along the surface [57]. It
is therefore possible to prepare a surface so that boundary is planar but the
boundary condition is sinusoidal,
tan 0 = — Ak sin (kx + E)
0 =- 0
'0 = 0
tan 0 = — Ak sin (kx) 
1 on y = L (3.34)
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0 = 0 }
tan 0 = —Ak sin (kx + e) 
on y = —L (3.35)
When strong anchoring is subsequently considered it will be assumed to be ho-
mogeneous alignment on non-planar in-phase sinusoidal boundaries (3.30, 3.31
with c = 0). The case of out of phase boundaries is considered for the easier
analytical situations (Section 3.2.3) and solutions for homeotropic alignment
can be found by a simple transformation of the solution for the homogeneous
case (Sections 3.2.2 and 4.1.2).
3.2 Linear zero field configuration
The main features of the different boundaries as well as the dependence of
the solution on certain parameter orderings can be obtained from the simplest
situation. This is the case when there are no external forces present and the di-
rector orientation within the liquid crystal is solely determined by minimisation
of the distortion energy due to the sinusoidal boundaries. Strong anchoring at
the surfaces is assumed so that the orienting effect of the boundaries, either
homogeneous or homeotropic, ensure that the director away from the bound-
aries lies in the xy-plane. The azimuthal director angle is zero (0 = 0), and
the director is therefore,
n -= (cos 0, sin 0, 0)	 (3.36)
The Euler-Lagrange equations (3.23) and (3.24) with (3.21) reduce to Laplace's
equation,
OXX + Cbyy — 0
	 (3.37)
Four different boundary types can now be considered, to illustrate the main
features of the problem.
3.2.1 Homogeneous in-phase non-planar boundaries
When the boundaries are in-phase (e = 0) with homogeneous alignment the
transformation that maps sinusoidal to planar boundaries is,
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Y = y — A cos (kx)
X = x	 (3.38)
The governing equation (3.37) becomes,
0XX ± 0YY ( 1 ± (AIC) 2 sin2 (kX)) +2(Ak)Oxy sin (kX)
+(Ak)(k)c6y cos (kX) = 0	 (3.39)
Throughout, it will be assumed that the maximum slope of the boundaries,
Ak, is small and therefore (3.39) to highest order of Ak is,
Oxx + Oyy = 0	 (3.40)
The homogeneous boundary conditions are transformed to,
tan 0 = —Ak sin (kX)	 on Y = ±L	 (3.41)
This problem now has two solutions. The first solution is found using a nondi-
mensionalisation 21, = XIL,v=YIL so that the changes in the director field
occur over distances of the order of the gap width. This solution is,
cosh (Lkv) 





The second solution is found using the nondimensionalisation u = XIA, v =
Y/A so that the changes in the director field occur over distances of the order
of the boundary amplitude,
The main parameters are therefore Ak and Lk which determine the physi-
cal configuration of the liquid crystal cell. Two example orderings of these
parameters are taken, which demonstrate each of the solutions 0 1 and 02,
Ak <1
	
Lk = 0(1)	 (3.44)
Ak <1 Lk >> 1/Ak
	 (3.45)
















Ordering (3.44) represents a sinusoidal boundary which has a maximum slope
that is much less than one, the ratio of gap width 2L to the boundary wave-
length 27r/k is of order one (Figure 3.4). Ordering (3.45) represents a boundary
which has a maximum slope that is much less than one and the ratio of gap
width to the boundary wavelength much greater than one (Figure 3.4).
Figure 3.4: Two configurations for the non-planar cell. 1) When Ak < 1 and
Lk . 0(1) and 2) When Ak < 1 and Lk >> llAk.
Many modern liquid crystal displays consist of large bounding plates sand-
wiching the liquid crystal substance. In large screen LCDs used for television
and computer screens these plates can have dimensions of the order of metres
whilst the gap width is around 10 — 100pm. There is a risk that under high
temperatures these plates will warp and the extremely small aspect ratio of the
cell will exaggerate this warping. This situation can be modelled by sinusoidal
boundaries described by the first set of parameters (3.44).
A cell that consists of a liquid crystal layer between boundaries that are diffrac-
tion gratings can be modelled by ordering (3.45). This cell has been used to
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model the orienting effect of the bounding plates on the liquid crystal [83].
In that case the director is assumed to be almost parallel to the grooves of
the grating. The present study will investigate the effect of having the di-
rector perpendicular to the grooves and consider how this affects the display
characteristics.
The director configuration solutions for homogeneous alignment and in-phase
boundaries for these two parameter orderings are therefore, (3.42) and (3.43)
respectively.
3.2.2 Homeotropic in-phase non-planar boundaries
The above homogeneous boundary solutions can be transformed to give so-
lutions for homeotropic boundary conditions (3.32) and (3.33). The angle
co = 7112 — 0 satisfies the same governing equations as 0 and consequently so
does —(p. Then, since the homogeneous boundary conditions can be trans-
formed to the homeotropic boundary conditions using 0 —> —yo it is seen that
if 0 is a solution of the homogeneous problem then co = —0 is a solution to
the homeotropic problem.
3.2.3 Out of phase non-planar boundaries
If the boundaries are not in-phase and have a phase difference e  0 a different
transformation of the boundaries must be used. The mappings,
Y = y — A cos (kx +; (1 — Yin)
X = x	 (3.46)
transform out of phase sinusoidal boundaries in the xy-plane to flat boundaries
in the X — Y plane and transform (3.37) to,












—Ak sin (Lku)	 on v = 1
—Ak sin (Lku + c) on v = —10 = (3.52)
8 = kX + (1 — —Y)2	 L
Ac
F = 1 + —
2L 
sin 0
and the homogeneous boundary conditions are,
{—Ak sin (kX)	 on Y = L
tan 0 =
—Ak sin (kX + c) on Y = —L
(3.50)
With the first set of parameter orderings, Ak < 1 and Lk = 0(1) and the
nondimensionalisation u = XIL,v =YIL the leading order terms of equation
(3.47) form Laplace's equation,
0- + Om, = 0
	 (3.51)
since c is at most order 1. The linearised boundary conditions are,
To fit the boundary conditions (3.52) solutions of (3.51) are considered to be
of the form,







Substituting (3.53) into (3.51) gives,
	
J." — (Lk) 2 f — f (g') 2 = 0	 (3.56)
	
2f1 g' + f gll = 0	 (3.57)
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These equations can be solved with the boundary conditions (3.54). Equation
(3.57) can be written as,
(f2 g/) I _ 0
and therefore,
g' = B I f 2	 (3.59)
where B is a constant. Substituting g' into (3.56) leads to,
f" f3 — (Lk) 2 f I — B 2 = 0	 (3.60)
The order of this equation can be reduced by the substitution p = f' to give,
p—
dp f3 — (Lk) 2 f4 — 4 = 0	 (3.61)df
the solution of is of the form [43],
f2
 = a + b cosh (2Lkv)	 (3.62)
When (3.62) is substituted into (3.59) the solution for g is,
(3.58)




71)1 arcsin2	 k a±b cosh(2Lkv)
	 ' 2=	 2
— arcsin ( b+a cosh(2Lkv) ) 	 1 ,	 71
al-b cosh(2Lkv) ) j_1	
G _i_
' 2 )
where a and b are found using the boundary conditions,
(cos (f) cosh (2Lk) — 1)
cosh 2 (2Lk) — 1
(cosh (2Lk) — cos (c)) 
cosh 2 (2Lk) — 1
and B = Lk(b2 — a2)112. The solution given by (3.62) and (3.63) relaxes
from the boundaries towards the centre of the cell, is statically stable and by
substituting E = 0 the in-phase solution (3.42) is recovered.
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For the second set of parameter orderings (3.45) and the nondimensionalisa-
tion u = X / A and v = Y/A the only change from in-phase to out of phase
boundaries is in the lower boundary layer and the solution is,
o1in the bulk
sin0 = —(Ak)eAk ( v- LI A) (Aku)	 near v = LIA
—(Ak)eAk(-v-L / A) sin (Aku + 6) near v = —LIA
(3.66)
The bulk of the cell is therefore identical for any phase difference c. The
solution for homeotropic boundary conditions is again derived from the homo-
geneous boundary condition solution.
3.2.4 Pre-tilt boundaries
For this case the boundaries are planar and no transformations are necessary.
The governing equation is therefore,
46xx ± Oyy = 0
	 (3.67)
and the homogeneous boundary conditions are,
tan 0 = — Ak sin (kx)	 on y = L
tan 0 = —Ak sin (kx + 6) on y = —L	 (3.68)
The similarity of these equations to the linearised non-planar equations leads
to an equivalence of the solutions for the two cases. The significant difference
between the non-planar and pre-tilt cases arises when higher orders of Ak
are considered. The governing equation in the non-planar boundary case is
nonlinear whereas the governing equation in the pre-tilt boundary case is linear
(and is equation (3.67)).
3.3 Summary
In this chapter the governing equations for the director field in a LCD exhibit-
ing the Freedericksz transition have been formulated and the solution for a
simplified case has been found. In Section 3.1 the contributions to the free
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energy from director deformations, electric fields, magnetic fields and surface
energy terms were considered in turn. The governing equations were then
derived from the minimization of the total free energy of the system. When
strong anchoring is assumed the boundary conditions for the director field were
then found for two new types of surface, the non-planar sinusoidal and the pre-
tilt sinusoidal boundaries. In Section 3.2 a solution was found for the linearised
system with no external forces (electric or magnetic fields) present. For the
non-planar boundaries there are essentially two configurations of interest, cor-
responding to two orderings of the parameters Ak and Lk and homogeneous
in-phase, homeotropic in-phase and homogeneous out of phase boundaries were
all considered for each ordering. For pre-tilt boundaries the governing equa-
tions are equivalent to the linearised governing equations of the non-planar
boundaries and consequently the solution is equivalent.
In the next chapter a magnetic field is introduced to the system and the Freed-
ericksz effect is investigated. The linearised equations are considered for three
configurations that exhibit a Freedericksz transition and the critical field is
found in each case. A weakly nonlinear analysis is then carried out using the
homogeneous in-phase non-planar boundaries with the parameter ordering,





In this chapter the linear and nonlinear effects of applying a magnetic field to
a liquid crystal layer are considered. In Section 4.1 the linearised non-planar
equations are used to investigate three distinct cell configurations (the pre-tilt
case is equivalent to the linearised non-planar case and therefore will not be
considered at this point) and find the critical field strength for the Freedericksz
effect in each configuration. In Section 4.2 a weakly nonlinear analysis is carried
out to investigate higher order terms for a specific configuration.
As described in the Chapter 1, when a field is applied to a liquid crystal cell
the Freedericksz effect will not occur unless there is a competition between
the aligning effect of the boundaries and the aligning effect of the field. Hence
there are three distinct configurations of this problem [18] (Figure 4.1).
1. H = (0, H, 0)	 with homogeneous alignment
2. H = (H, 0, 0)	 with homeotropic alignment
3. H = (0, 0, H)	 with homogeneous alignment
For plane cells these configurations mainly involve splay, bend and twist dis-
tortions respectively and can be used to measure experimentally the elastic
constants K1, K2 and K3. In non-planar cells splay and bend are introduced
by the boundaries and therefore the three configurations involve splay/bend,
splay/bend/twist and splay/bend respectively.
Equations (3.23) and (3.24) with (3.21), together with the appropriate bound-















The magnetic field is H = (0, H, 0). Since the forces on the director have
no component in the z direction so that the director lies in the xy-plane and
n = (cos 0(x, y), sin cb(x, y), 0). Hence (3.23) and (3.24) with (3.21) gives,
Oxx (kyy -Trc sin (20) = 0Xa H2
	
(4.1)
in —L + A cos (kx + /I) < y < L + A cos (kx) with boundary conditions (3.30),
(3.31).
This equation is the elliptic sine-Gordon equation. The sine-Gordon equation,
utt — V 2 u + sin u = 0
	 (4.2)
has occurred in many different systems in condensed matter theory. It has
been found to be a model for dislocations in crystals [37], flux quanta in
Josephson transmission lines [71] and as a model of vortices in superfluid 3He
[70]. Both the elliptic sine-Gordon and the sine-Gordon equations have conse-
quently been investigated extensively [13, 14, 25, 47, 67, 81, 82]. The elliptic
sine-Gordon equation can be obtained from the sine-Gordon equation either
by the transform t	 iy when V2 = 82 /0x2 or by considering static solu-
tions when V2 = a2/ax2 82 /ay2 . Since (4.2) exhibits soliton solutions then
(4.1) exhibits static soliton solutions. These solitons have been observed in
liquid crystal layers with planar boundaries in the form of Helfrich walls (kink
solitons) and the director field of a disclination in a field (planar solitons) [55].
For in-phase boundaries and using the transformations (3.38) with the nondi-
mensionalisation u = XIL, v = YIL the governing equation (4.1) is,
cbuu + q5,„ (1. + (Ak) 2 sin2 (Lku)) + 2(Ak)Out, sin (Lku)
+(Ak)(Lk)0i, cos (Lku) + Xa 112L2 sin (20) = 0	 (4.3)2K
The magnetic field has introduced the parameter 7 = xaH2 L2 /K into the
governing equation. This parameter is assumed to be of the correct order
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(Lk)2 Xa 112 L2
K
(4.6)Lk' =
to ensure that the field term and the elastic term in (4.3) are comparable.
This requires that 
xa2HK2 L 2 sin _ ,,
(20) = 0 (Ouu, Ovv) and therefore subsequently
the magnetic field parameter 7 is assumed to be order one. This region of
parameter space includes the classical Freedericksz transition point.
Taking the first set of parameter orderings (3.44) and -y = 0(1) with only the
leading order terms, and equation 4.3 becomes,
xa H2L2
Ouu + Ovv ± 	 0K 	 = 0	
(4.4)
in —1 < v < 1 with the boundary conditions (3.41). This leads to the solution,
0 = —Ak sin (Lku) cosh (Lk'v) 0.A1
cosh (Lk')
where,
If a magnetic field was applied to the liquid crystal material that had a dia-
magnetic susceptibility xa = 0, the resultant torque on any molecule would
be zero and consequently the application of a magnetic field would cause no
change to the director configuration. There are therefore two cases of interest,
Xa < 0, or x. > 0. The first case implies the major polar axis is the minor
molecular axis so that the director aligns perpendicular to the field. The as-
sumption that Ak < 1 and therefore 0 < 1 when H = 0 has been used. This
means there is very little conflict between the field and the polar nature of
the molecules. There will not be a Freedericksz effect and the director will
simply tend towards n = (1, 0, 0). The second case, xa > 0, implies the major
polar axis is the major molecular axis so that the director aligns parallel to the
field. In this case a perturbed Freedericksz transition occurs. There is always
distortion present in the cell and therefore the initial director configuration is
not perpendicular to the field. There is a smooth change from alignment with
the boundary to alignment with the field.
As H increases k' becomes zero and then imaginary. The solution (4.5) changes
from having a hyperbolic to a sinusoidal v dependence and the solution (4.5)
has singularities when,








H2 =_ Hc2 = K rm — 1 )272 1,2)
Xa	 4L2	 + lb )
where m is an integer (m -= 0, ±1, ±2 ...). The first singularity occurs for
m = 1 at,
9 K ( 72
.H-- _ _ 	 ± ie ).	 (4.9)
xa 4L2
Subsequent critical values are outside the parameter space region 7 = 0(1)
which is being considered (e.g. 7 1 m=2 P.1 97 I m=i ). When k = 0 the boundaries
are flat and the primary critical field becomes,
(4.8)
which is the classic solution for planar boundaries [18].
Using similar analysis to Section 3.2.1, the second set of parameter orderings,
Ak < 1 and Lk >> llAk, with equation (4.3) leads to the solution,
0	 in the bulk
—(Ak)eAk' (±v— L I A) sin (Aku) near v = ±LIA
(4.11)
If xa < 0 then as H increases k' increases and the boundary layer becomes
smaller. In this case there is no Freedericksz transition since the direction of
the field does not conflict with the direction of the major polar axis of the
molecules. If xa > 0 there is a conflict and since the bulk of the liquid crystal
is identically oriented as a plane bounded liquid crystal cell it consequently
undergoes the Freedericksz transition bifurcation in the same way as a planar
cell at the classical field strength (4.10).
4.1.2 Configuration 2
The magnetic field is H = (H, 0, 0) and the director again lies in the xy-plane
so that n = (sin o(x, y), cos co(x, y), 0). Using the same transformations and
nondimensionalisation as Section 4.1.1 and the first set of parameter orderings
(3.44) then to leading order (3.23) and (3.24) with (3.21) is,
xa H2L2
(Puu ± (Pvv ± 	 co = 0	 (4.12)K
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in —1 <v < 1 with the boundary conditions (3.32).
As for the zero field case the analysis of the homogeneous alignment can be
repeated and the solution is co(u, v) = —0(u, v) where 0 is the solution given
by (4.5). The critical field is therefore (4.9). Using the second set of parameter
orderings (3.45) and a similar analysis to the zero field case it can been seen
that the solution is,
{ 0	 in the bulk
(P = (Ak)eAki(±v-L/A) sin (Alm) near v = +L I A
(4.13)
As with the homogeneously aligned Configuration 1 the bulk of the liquid
crystal is oriented like a plane boundary cell and therefore there is a bifurcation
at the critical field strength for the Freedericksz transition in a planar cell
(4.10).
4.1.3 Configuration 3
The magnetic field is H = (0, 0, H) and,
n = (cos ip(x, y) cos 0(x, y), sin, sin I,b cos 0)	 (4.14)
Using the same transformations and nondimensionalisation as Section 4.1.2
and the first set of parameter orderings (3.44) then to leading order (3.23) and











2 _ô2 i 82where V2 — ao -r av2 . The boundary conditions are,
0 = —Ak sin (Lku) on v = +1
0 = 0	 on v = +1
(4.17)
If xa < 0 then the trivial solution 0 = 0 is always statically stable since the
force due to the field on the director is in the xy-plane and therefore x a is




v2 0 = 0




with the boundary conditions (4.17). If 0 has a sinusoidal nature in the x
direction, as a result of the boundaries, then O(u, v) = ‘If (v) sin Lku and using a
similar analysis as before (Section 4.1) (4.18) leads to the critical field strength,
K ( 71 2	)
H2 = - - + k2
Xa 4L2
(4.20)
Therefore (4.9) is again the critical field strength. An alternative analysis used
in de Gennes and Frost, pg. 90 [24] to consider planar boundaries may be used
for non-planar boundaries to obtain the same result. As with the previous con-
figurations (1, 2), the second set of parameter orderings leads to a situation
that is similar to the plane boundary liquid crystal cell. The sinusoidal bound-
aries have negligible effect in the bulk and there is a bifurcation at the classical
field strength (4.10).
In this twisting configuration it is possible to investigate the dynamics of the
Freedericksz transition as the magnetic field is switched from zero to the critical
value H. The details of this analysis are presented in Appendix B but the main
result is that the time taken for the director field to undergo the traDsjtjo22
from low amplitude distortion to high amplitude distortion is greater than for
a liquid crystal layer with plane boundaries.
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4.2 Weakly nonlinear analysis
The effects of higher order terms on the linear solution obtained in Section 4.1
will now be considered. Since a solution for homogeneous boundaries can be
transformed to a solution for homeotropic boundary conditions (Chapter 3) the
only configuration to be considered is a liquid crystal cell with homogeneous
boundary conditions (3.30) and (3.31) which, for ease of the analysis, are
assumed to be in-phase. The parameter ordering that models a diffraction
grating leads to a classical Freedericksz transition and so will not be considered.
The parameter ordering, Ak < 1 and Lk = 0(1), which models a warped
liquid crystal cell will be used. The order Ak solution of Section 3.1.3 is used as
the leading order term in an expansion using Ak as the small parameter. Using
the transformations (3.38) and the nondimensionalisation u = X/L, v = Y/L
the governing equation becomes,
0. + 0,, (1 + (Ak) 2 sin2 (Lku)) + 2(Ak)Ou, sin (Lku)
+(Ak)(Lk)0, cos (Lku) + -y sin (20) -= 0	 (4.21)
where, -y = a241c22 . The order of 7 determines for what range of field strengths
the perturbation series solution is valid. Since the Freedericksz transition is to
be considered -y is assumed to be of an order that includes the transition field
strength. At transition 7 = (ir 2 /4) + (Lk) 2 and so 7 is taken as order 1. The
form of the expansion series is crucial and a clue to its nature can be found
from the boundary conditions (3.41),
tan q5 = — Ak sin (Lku)	 on v = +1
	 (4.22)
Or,
0 = — arctan (Ak sin (Lku))	 on v = +1
	 (4.23)
Using the series expansion for arctan [1] results in,
(Ak) 3
	 (Ak)50 = (— Ak +
4	 8 
+ . . .) sin (Lku)
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	(Ak) 	 (Akr	 . ) sin (3Lku)
	12	 16
(Ak)5 
+ ) sin (5Lku)
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+	 on v = +1
(4.24)
This suggests the need for inclusion of terms with wavenumbers different from
the boundaries. Since the liquid crystal tends to reduce the distortional energy
by relaxing the director angle away from the boundary it can be assumed that
the order of the term with wavenumber nLk is equal to the order of that
term at the boundary. This means that since the sin (2nLku) term has order
(Ak)' at the boundary then it will have order (Ak)' in the bulk. As well as
those suggested by the boundary conditions all terms that have a sinusoidal
u dependence with wavenumber (2n + 1)Lk and terms that have a cos (nLku)
dependence are included. The whole expansion series is therefore,
00
=--  E (nit. (Akr ST:2 (v)) sin(nLku)
n=1
(mtn (Ak) m CZ(v)) cos(nLku))	 (4.25)
The set {{sin (nLku)} , {cos (nLku)}} is orthogonal and hence coefficients of
sin (nLku) and cos (nLku) can be equated after (4.25) is substituted into
(4.21). If then the orders of Ak are equated, a series of nonlinear ordinary
differential equations is obtained. The equations involving CA, have the solu-
tion C= 0 Vm, n. The set of differential equations, up to 0 ((Ak) 3 ), reduces
to,
d.2
dv 2 +( — (Lk))	 = 0	 (4.26)
d2
(71172-4	
— 4(Lk) 2 ) 4 — —3 (Lk)(A0-c-1 51	 (4.27)2	 dv
d2
d'i1 2
	±	 - 9(Lk) 2 )	 =
1	 d2	 d ,2 7 I „i\ 3
-,f (Ak) 2
	— 2(Lk)(Ak) Tv	 L.31) (4.28)
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dv2 + — (Lk) 2 )	 =
3	 d2	 -y	 \ 3
- (Ak) 2 (- 17	 + 2(Lk)(Ak) ã"_SS+ (51)
which are subject to the boundary conditions (4.24) or,
(4.29)
The solutions of which are,
cosh ((Lk) 2 — ry)v
= Ak 
cosh V((Lk) 2 — 7)







(sinh J(4(Lk)2 — -y) v sinh J((Lk)2 — 7) V)
sinh V(4(Lk) 2 — -y)	 sinh .1((Lk)2
(4.31)
(4.32)
= a cosh V(9(Lk) 2 — 7)v + 52 cosh V((Lk) 2 — -y)v
+53 cosh /(4(Lk)2 — 7)v +54 cosh 3 0(Lk) 2 — 7)v	 (4.33)
= 101 v sinh /(9(Lk) 2 — 7)11 p2 cosh 0(Lk) 2 — -y)v





 cosh V ((Lk) 2 — -y) + 53 cosh \I (4(130 2
 — 7)
+54 cosh 3 \ ((Lk) 2 — 7)) (cosh 9 . ( (1,0 2 — 7)) (4.35)
51
(Ak) 3  ( 18 ((lik) 2
 — 7) 






cosh3 ( 11 ((Lk) 2 —	 7)))	
(4.36)
	 tanh J((Lk)2 — 7)((Lk) 2 7) (4(Lk) 2
)	
(4.37)





((Lk) 2 — -y)
cosh \A(Lk) 2 _ 7)
+	 (4.39)
16((Lk) 2 
—7) cosh3 (V((Lk) 2 —	 7)) )
	  37 
(	 3 (Ak)
P2	 pl sinh 1/((Lk) 2 — 7) — p3 cosh V(4(Lk) 2 — 7)4
	  —1
+ 101 cosh 30(L/C ) 2 — 7)) (Cosh V((Lk ) 2 — 7))	 (4.40)








16 ((Lk) 2 — 7) cosh3 ( 11 ((Lk) 2 — 7))
The first order solution (4.31) is the same as the solution (4.5) and it is clear
from the above equations that Si'T has singularities at critical field strengths
which satisfy the equation,
cosh 1/(2n — 1) 2 ((Lk) 2 
—
7) = 0	 (4.43)
and S17,1. has singularities when,
sinh V(2n) 2 ((Lk) 2 — -y) = 0	 (4.44)
0-4 =




except when (2n) 2 (Lk) 2 
—'y 0. All these singularities occur at values greater
or equal to the critical field strength found in Section 4.1.1 (4.9). These field
strengths are,
K 1(2m — 1)272





(2n)2 k21K ( m 2 27 
If the singularities for Sj are consider it is found that the p4 term (4.42) has a
singularity at,
= (Lk) 2	 (4.47)
There are similar singularities occurring in higher order terms when the equa-
tion for S.1; includes a sinusoidal forcing term that has a different wavenumber to
the natural wavenumber prescribed by the left hand side of the equation. In the
S1 case the forcing wavenumber is 3 \ ((Lk) 2 — -y) and the natural wavenum-
ber is 11((Lk) 2 — -y). This singularity (4.47) occurs before the first singularity
in Section 4.1.1 and possibly (depending on the magnitude of Lk) before the
classical plane boundary Freedericksz transition field strength.
This would therefore suggest a limit on the perturbation expansion. The lowest
order term which contains such a singularity is of order (Ak) 3 and to discount
this it must be true that (Ak) 3 < Ak or,
(Ak) 2 < 1	 (4.48)
This gives us some idea as to how large Ak can be before the perturbation
expansion is unsatisfactory. Therefore assuming that all terms of order (Ak)3









v ((Lk) 2+ 2 Lk
7)v
- 7)
—7) tanh (((Lk) 2 — 7)) .	 (4.49)
(sinh J(4(Lk)2 
— 7) v sinh V((Lk) 2 — 7) v)
sinh /(4(Lk)2 








































Figure 4.2: Weakly nonlinear solution showing the singularities at -),, and 7, of
the director angle (at the point (7r/8, 0.5)) versus the field strength parameter
-y using the parameters Ak = 0.1 and Lk = 1.
The assumptions used in deriving this solution were,
1. Configuration parameter orderings, Ak < 1, Lk = 0(1)
2. Director angle magnitude, 0 = 0(Ak)
3. Field parameter ordering, -y = 0(1)
These conditions determine where in parameter space the solution is valid. In
Figure 4.2 it can be seen that under the third condition the solution is only
valid for -y < -yi






7', = 7r 2 + 4(Lk) 2 	(4.51)






	 > 0(Ak)	 (4.52)
cosh (L
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and since cosh (Lk') 
--= 0.1 at the field parameter 7 = (Lk) 2 + 2.16 and 7 =
(Lk) 2 + 2.78 then the region around the critical value where the solution is not
valid can be approximated to,
7 E {(Lk) 2 + 2.16, (Lk) 2 + 2.78} = {7, — 0.31, 7, + 0.31} 	 (4.53)
Similarly for the second singularity the solution is not valid when,
-y e	 — 0.06, -y1, + 0.061
	 (4.54)
Figure 4.3: Director angle in the cell region {0 < x < 27r/Lk, —1 < v < 1}
for different field parameters, 7 =0, 3, 9, 13, 13.6, 15.
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Figures 4.3 shows the solution at various field strengths. In the classical Freed-
ericksz transition the director angle goes through a pitchfork bifurcation caus-
ing the stable configuration to change from 0 = 0 to 0 = +11/2. The perturbed
solution would be expected to go through a bifurcation (at 7, = 72 /4 + (Lk)2)
changing the director angle in a similar way so that at higher field strengths
the angle is aligned with the field in the vertical direction (at 0 =- +7r/2).
Using the above analysis there is not a smooth transition from a low director
angle configuration to 0 = +71/2. Instead the director angle has a singularity
at critical field strengths. The analysis was only valid for small director angles
and therefore the solution (4.49) will not be valid for field strengths close to
the critical value where the director angle is large. This solution (4.49) does
not therefore imply the physical system has a singularity at the critical field
strength but does suggest that there may be a transition from the low angle
amplitude configuration to a higher amplitude configuration. Knowing there is
a transition and at what point this occurs the system can be analysed around
this point in greater detail. In the next chapter these two singularities will be
referred to as the first and second singularities of the expansion series solution.
The first singularity from the first term of (4.49) and the second from the
second term of (4.49).
4.3 Pre-tilt boundaries
In the previous section the second singularity point was due to a wave-wave
interaction between the non-planar boundaries and the linear solution leading
to a dominant mode of period 7r/Lk. This interaction is driven by terms in
the governing equation from the transformation of the boundaries. As the
boundaries in a pre-tilt cell are planar and do not need a transformation, this
interaction does not occur and the director configuration in a pre-tilt cell is in
fact the linear approximation to the director configuration in the non-planar
cell. The second bifurcation does not occur and as stated previously the second
singularity in the linear approximation is outside the relevant parameter region
so that there is only one singularity possible in the pre-tilt cell, at the field
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strength (4.9).





In this chapter the Freedericksz transition for liquid crystal layers with non-
planar boundaries has been discussed. For the parameter ordering Ak < 1,
Lk >> 1/Ak a boundary layer solution was found and the Freedericksz transi-
tion occured at the classical critical field. In Section 4.1 the parameter ordering
Ak < 1, Lk >> llAk was used and the linearised equations were solved for
three distinct configurations. The resulting solutions have singularities at an
infinite number of critical field strengths. Assumptions on the order of the di-
rector angle 0 and the field parameter -y mean that the solution contains only
one singularity at a field parameter -y, = 7 2 14 + (Lk) 2 and that the solution is
not valid for field strengths in a region around the critical value.
In Section 4.2 effects of higher order terms on the linear solution found in
the previous section were considered. An expansion in the small parameter
Ak leads to an order (Ak) 2 term which contains a singularity at a critical
field parameter higher than -y, and has a wavenumber twice that of the first
singularity.
In the next chapter, by considering the amplitude of the dominant mode,
the bifurcation structure of each singularity is found and the associated free





In this chapter the bifurcation structure of the two transitions considered in
the previous section will be investigated. There the solution (4.5) modelled
the Freedericksz transition as a singularity at a critical field strength. Math-
ematically the director angle 0 tends to infinity as the field strength tends to
the critical value. Physically this would involve the director, and consequently
the liquid crystal molecules, spinning and rotating at a faster rate as the field
strength approached the critical value. The model uses the precondition that
the director angle is small and therefore the solution is only valid when the
director angle is of order Ak. This means that the solution of the previous
section cannot be used to model the director configuration near to the critical
field strength. Using a different approach the system can be analysed as the
field strength increases through each of the two singularity/bifurcation points
in the parameter regime considered in Section 4.2.
5.1 First Bifurcation
5.1.1 Amplitude Equation
To model the bifurcation more accurately we use an expansion series of the
form discussed by [72],
0 =-- 0B+01+02+ ...	(5.1)
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Here 0i = 02 (u, v), OB = SB f (u, v) when SB is the amplitude of the pertur-
bation cb B (which will be found later to depend on the field strength), 0 i is
of order (Ak) i and f (u, v) has an order larger than 0 (Ak). The inclusion of
the term OB ensures that the director angle can now take values larger than
0 (Ak) and it will be possible to model the system through the transition. At
low field strength the director orientation is governed by the boundaries, the
director angle is of order Ak and hence SB will be small so that 01 is the
dominant term. When the field is near the critical field strength the director
angle increases, the amplitude SB will increase so that OB dominates. The
transition is therefore from the low field solution 01 to the high field solution
C5B
It is important to have the correct ordering for the term OB so that nonlinear
terms in the equation, which are relevant during the transition, are included.
The nonlinear term of the governing equation is sin (20). Substituting (5.1)
into sin (20) gives,
sin (2(0/3
 + 01 + •
	 •)) = 2 (0B ± 01+ • • .) 4-d(OB ± 01+ . ..) 3 +
= 2 (013 + 01 +	 ..) 1 03B - 401013
— 40/30?
	 + • • •
	 (5. 2)
The largest term in this expression is OB. The next two largest are 0 1
 and
03B . In order to ensure the solution reflects the nonlinearity of the governing
equation the orders of these two terms are taken to be equal and therefore
OB = °((Ak)113).
Using the governing equation (4.3) and the boundary conditions 3.41 which
are transformed using,
= 2 (0 + arctan (Ak) F (v) sin (Lku))	 (5.3)
where F is any smooth function such that F(+1) = 1 so that the boundary
conditions are now,
= 0









In modelling the transition, the field parameter is assumed to be close to the
critical value -y, and expansion series of (I) and 7 in the small parameter Ak
are used to represent the system near -y,. These expansion series are,
= IrD113 (Ak) 1/3 ± (1213 (Ak )2/3 C(Ak) +... 	(5.5)
= 7c + 71/3(Ak) 1/3 + -y2 13(A10 2/3 +
	 (5.6)
where 7	 (XaH2L2)/K is the field strength parameter and -yc is the critical
field strength (of order 1).
Equating all terms which are of the same order a series of governing equations
for the expansion terms (Di is obtained. The first three equations are,
M (4)1/3) = 0	 (5.7)
M (42/3) = –71/3 4 1/3	 (5.8)
N a, 3M (1) – –71/3 42/3 – 72/3 4'1/3 -r-	 spip
+2
 (
d -2F — (Lk) 2 F) sin (Lku) + 27cF sin (Lku) (5.9)
dv2
The solution from Chapter 4 (4.5) predicts the excited mode (Po has a 'u
dependence which is sinusoidal of period 271 - I (Lk). The v dependence is deter-
mined by the boundary conditions (5.4) giving the solution to (5.7),
C/3	 So	 (Lku) cos (rV)
2
7–r- + (Lk) 2= 4
where 81/3 is the amplitude of the dominant mode during the bifurcation. The
second equation produces a solvability condition 7 0
 = 0 and a solution,












Taking into consideration the solutions of previous chapters (e.g. Chapter 3,
equation (3.42)) F is chosen such that,
The third equation therefore becomes,
M (4) 1 ) = 7c 96s3/3 [9 sin (Lku) cos (iv) + 3 sin (Lku) cos (T371-v)
—3 sin (3Lku) cos (iv) — sin (3Lku) cos (T37 v)]	 (5.16)
—72/3 So sin (Lku) cos C-2r-v) + 27, sin (Lku)c:ossli. 
(Lkv)
cosh (Lk)
The last term can be expanded into a Fourier series,
cosh (Lkv) 
	
F =	 = ao + ai cos (i-7rv)1
cosh (Lk) 2
where the Fourier coefficients are,
2(-1) i Lk 
	
= 	 sinh (Lk)
(Lk) 2 + (1)2




81/3 ± 2Na i] sin (Lku) cosI. 
[ 96
37c4/3 27cad
 sin (Lku) cos (--z37v)
ric3S2/31 sin (3Lku) cos (1v)
[7c9'7/31 sin (3Lku) cos (-2-37v)
E
i=2
ai cos Kr v)
iO3
00
+27, sin (Lku) ao
(5.19)
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The first term of the right hand side of this equation is a resonant forcing term.
Since the liquid crystal region is bounded in the v direction the solution can
contain a secular term in the v coordinate. The solvability condition is not
that the coefficient of the resonant term must vanish but that the boundary
conditions (5.4) are satisfied. The solution is therefore,
cD 1 =	 v sin (Lku) sin (-iv)
+A2 sin (3Lku) cos (iv)2
+A3 sin (3Lku) cos (-37v)2 (5.20)
+A4 sin (Lku)
00
+E Si sin (Lku) cos (i-7r-v)
i=2	 2
where,




 (724 ± (Lk) 2)	 (5.22)
5?/3
A3	 (5.23)768






for i = 2, 4, 5, 6, 7 ...
	 (5.25)
— 




and the boundary condition E±1) 0 gives,
A 1 + A4 ± E(-1)i62i = 0	 (5.27)
i=1
By integrating cos (7v/2) cosh (Lkv) in two different ways, firstly using the
identity,





and secondly using the Fourier expansion (5.17) of cosh (Lkv) the last term of




1-v) cosh (Lkv) 
2-1	 2 )	 (Lk) dv = —7:Yc JED
-1)152i += f1 (5.29)
and together with expressions for A i (5.21), A4 (5.24) and al (5.18) equation
(5.27) gives the solvability condition,
Q3	 32 72/3 0	 64 71	 n
	  0 1/3	 =	 (5.30)
37c
This amplitude equation governs the development of the dominant mode from
low amplitude when the boundary alignment is dominant to high amplitude
when the field alignment is dominant. Since 71/3 = 0, the order (Ak) 2/3 term
of the field parameter expansion (5.6) is a measure of the distance from the
critical field parameter -yc. The dependence of 8 1/3 on 72/3 indicates how the
solution varies through the transition.























The number of real/imaginary solutions depends on the magnitude of 72/3.
3 3






=all real roots, z2	z3 (5.37)3 3 3772/3 = 2	 4





It is therefore possible to plot SO against 72/3 i.e. the amplitude of the
dominant mode in the director angle against the measure of the deviation of
the field parameter 7 from the critical value 7c to obtain a bifurcation diagram
of the transition. As can be seen from Figure 5.1 this is a perturbed pitchfork
bifurcation from a low director angle amplitude solution, 72/3 < 0, and a high
amplitude solution 72/3 > 0. The stability of each of these solutions can be
found by considering the energy of the system on each of the branches of the
bifurcation diagram.
Field parameter 72/3
Figure 5.1: Bifurcation diagram for the first transition.
5.1.2 Stability
To investigate the stability of the solution found in the previous section (5.20)
with respect to other values of the amplitude 81/3 the energies of other pos-




three possible magnitudes of the amplitude SO. The energy of the system is
calculated for any 8 1 /3 and can therefore determine the stability of each of the
three solutions. The energy of the system is given by [18],
E((1. ) = fv (FD + Fm) dv	 (5.40)
where FD and Fm are the free energy densities (3.9) and (3.17) and V is the
volume enclosed by the bounding plates (of unit length in the z direction).
When n = (cos 0(x, y), sin 0, 0) equation (5.40) becomes,
E(4)) . L (K (70) 2
 - Xa12 sin2 0) dv	 (5.41)
The perturbation solution (5.5), (5.6) will be used with the boundaries trans-
formed using (3.38) and u = XIL, v = YIL, the boundary conditions trans-
formed using (5.3). The boundary is periodic with period 2R-/Lk (since the
nondimensional variable u is used) and so a configuration solution minimises
the energy of the system contained in one period of the boundaries (0 <
u < 27 I Lk) if and only if the solution minimises the energy of the whole
system. The energy integral can therefore be carried out using the region
V = {0 < u < 27/Lk, —1 < v < 1, 0 < z < 1}.
After transforming the boundaries and the boundary conditions (5.41) be-
comes,
= K 
1' 1 127r/(Lk)E 	 711 (4%2 4_ ju2 _ 24,u j.)
Lk J-1 Jo
(Ak)2 
+	 sin2 (Lku) ( .:D., + J,2
 — 21'vJa)4
(Ak)
+ —2 sin (Lku)(1v1.
 + JvJa — (DaJa — cDvJa)
1 f
± - yi)2 ± J2 - 2. 
v




 ((4) ± J)/2) dudv
K
(1° r---  81/3 sin (Lku) cos (v) + (Ak)i + • • •
J = 2(Ak) sin (Lku)F(v)
	 (5.44)
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When the expansion series (5.5), (5.6) are substituted into (5.42) the coeffi-
cients of (Ak) i are equated and the leading order term is the (Ak) 2/3 term,
E213 = (LICk) f 1 1 /0 21r/(Lk) 7-1 ,5?/3 ((Lk) 2 cos 2 (Lku) cos2 (v)
7r 2
± —4 sing (Lku) sin2 ( 7--r v)	 (5.45)2
— '-ye sin2 (Lku) cos2 ( 1v)) dudv2
But 'Yc = ((Lk) 2 + 7r 2 /4) so E213 = 0. The next term is E413 which reduces to,
K	 1 ,271(Lk) (Lk) 2 si /
	 cos (LE4/3 2.1_1 Jo	 icq.1,) cos ( 7—F— (Lk)	 2v)
—(Lk)2 Si/3 cos2 liku) cos	 F
7r
——4 Si/3 (D iv sin (Lku) sin Gv)
7r
——2 So sin2 (Lku) sin (—r2 v)
——72c S1 13
 [ i sin (Lku) cos (1-2v)
—2 sin2 (Lku) cos (-712- v) F'





74 So sin2 (Lku) COS 2 (iv) dudv
(5.46)
All the terms involving 4:1• and its derivatives vanish and the rest of the terms
reduce to,
E413 =	 004/3  37cK7r p	 6472/3 01/3 ± 25671S'256(Lk )13 [9 1/3	 37c	 37c
	
± 0 ((Ak) 2 )	 (5.47)
At a specific field strength -y, the energy (5.47) has a stationary point when
aEyaso = 0. This leads to the amplitude equation (5.30) which confirms







Figure 5.2: Energy versus director amplitude S113 during the first bifurcation.
The energy functional (5.47) implies that the upper and lower branches are
stable and the middle branch is unstable (Figure 5.2).
In the unperturbed system (k = 0) the classical Freedericksz transition is a
pitchfork bifurcation with stable upper and lower branches. Therefore in a
perturbed system a perturbed pitchfork bifurcation as described by (5.30) and
(5.47) would be expected.
5.2 Second Bifurcation
5.2.1 Amplitude Equation
In this section the second singularity which occurs at the field strength param-
eter (71-2 + 4(Lk) 2 ) is considered. If the amplitude of the director angle before
the second singularity in the weakly nonlinear solution (4.49) (Figure 4.2) is
compared to the three solution branches in the bifurcation analysis the direc-
tor angle is found to be of order Ak. This suggests that the second transition
is a bifurcation of the unstable middle branch solution of the first bifurcation.
To investigate this possibility a perturbation of the solution from Section 5.1
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on the middle branch is considered in a similar way to the first bifurcation.
The form of the solution on the middle branch of the first bifurcation, at the
field strength (4.51), and the form of the perturbation used must be carefully
considered.
The solution from the first bifurcation following the middle branch of the bi-
furcation diagram (Figure 5.1) is given by the expansions (5.5) and (5.6) where
the first order term solution is (5.11). On the middle branch the amplitude
81/3 of this solution is the smallest root of the cubic amplitude equation (5.30).
This root can be approximated by assuming So is small so that the 4 /3 term









	 + (Lk) 2 + 72/3 (Ak) 2/3 + 7413 (Ak)4/3
 +... 	 (5.49)
At the new field strength -y
	 4(Lk)2 this implies,
72/3 (Ak) 2/3
 = -34
 (72 + (Lk) 2 )	 (5.50)
and consequently 72/3 0 ((Ak)-2/3).
Using (5.48) 81/3 = 0 ((Ak) 2/3 ) and therefore the solution on the middle
branch at this field strength is the solution (5.5) with the new So ordering
above. One consequence of this new ordering is that the first order term of the
solution at this point on the middle branch is of order Ak.
The second singularity of the weakly nonlinear solution (4.49) occurs in the
second term which has a sin (2Lku) dependence. The highest order term (Di
of (5.5) which includes a sin (2Lku) factor is assumed to cause the instability
leading to the second bifurcation. The first term to have a sin (2Lku) de-
pendence is (D2 and the bifurcation is modelled in a similar way to the first
bifurcation (5.1) using a perturbation to
=	 ± (1)2 + • • •	 where (D B = TB g(u,v)	 (5.51)
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so that T8 is the amplitude of the perturbation 'I'D. Following the method
used for the first bifurcation (Section 5.1.1) it is found that B = 2/3. The full
perturbation expansion used is,
= 4 + V = W 213 (Ak) 2/3 + T i (Ak) + kI/4/3 (Ak) 4/3 +	 (5.52)
7 =	 + 7 /3 (Ak) 2I3 + -/ 3 (Ak) 4/3 +...	 (5.53)
where = (Di + vi and (I) = E oD i is the solution (5.5) on the middle branch
of the first bifurcation and v = E vi is the perturbation to this solution. A
transformation of the boundary conditions is used, but instead of the (5.3) the
transformation,
= 2 (0 + arctan (Ak) F(v) sin (Lku) + (Ak) 2 G(v) sin (2Lku)) (5.54)
is used, where F and G are any smooth functions such that F(+1) = 1 and
G(11) = 0 so that the boundary conditions are as before,
= 0	 on v = +1	 (5.55)
After substituting (5.52) and (5.53) into the governing equation ((4.3) with
the above transformation) a set of governing equations is obtained for the Ti
the first of which is,
N (W2/3) = o	 (5.56)
where,
52	 52
N = — + + -y'
au2 av2
and since (1 2/3 = 0 the solution is,
v2/3 == T2/3 sin (2Lku) sin (7v)
(5.57)
(5.58)
the non-trivial solvability condition is obtained from the order (Ak) 2 equation
and is,
)=0	 (5.59)3	 32 Y4/3 7,	 64 77,	 1	 12/3	 371c J-2/3	 3-yc	4(Lk) 2 +	 (Lk)2 +
which is the amplitude equation for the second bifurcation. In this equation
7'4/3 is the measure of how the field parameter varies from the critical value -yic.
It is clear that this equation implies another perturbed pitchfork bifurcation.
To find the stability of the different branches of the bifurcation diagram (Figure
















































Figure 5.3: Bifurcation diagram for the second transition.
5.2.2 Stability
As in the previous section the free energy of the system which is now a function
of So and T213 is calculated. The resulting energy equation is,
E = (Ak) 2 E2
 + (Ak) 8I3 E813 + 0 ((Ak) 3)	 (5.60)
where,
E2 = E2 (SO) =- a57/3 + bSio + c	 (5.61)
E813 = E813 (T213 ) T213 (c/V/3 + 67'213 + 1)
	 (5.62)
are the first two non-zero terms of the energy with,
K (ki tan (ki) `q/3)
	
(5.63)a = 71 - Lk




Kr	 1	 ± k2 tanh (Lk) )(5.65)












K7F ( 77-y, 	 1	 1
f= (Lk)2+ 72 )Lk	 8 4(Lk) 2 + 72
k 1 = 72 + 3(Lk)2	 (5.69)
k4	72 + 2(Lk)2	 (5.70)
72/3 = 37c = 731 (1r2 4(Lk)2)
	
(5.71)
The stationary points occur when aElaso = 0 and aEl3T213 = 0 . Us-
ing (5.60) and (5.61) there are stationary points when awas113 = 0 and
OE8/3 /3112/3 = 0 or equivalently,
0 = S113 —
o =	 3 _1_ 3e T2 _1_ f	 g
2d T2/3 + -47/
The first equation in (5.72) implies the solution is on the middle branch of
the first bifurcation. The second (5.73) implies that the solution is (5.58) with
(5.59). The form of E813 tells us that the bifurcation is a perturbed pitchfork
bifurcation with the outer two branches unstable and the inner stable (Figure
5.4).
The complete bifurcation diagram and energy diagram are shown in Figures
5.5 and 5.6
5.3 Summary
In this chapter the structure of the two bifurcations found in Chapter 4 was
investigated in more detail. By introducing an amplitude of the dominant mode
for each transition and calculating the governing equation for this amplitude
the two singularities were found to be perturbed pitchfork bifurcations. It
was found that the first bifurcation is from the stable zero field solution to two
























Figure 5.6: Full energy diagram during the second bifurcation.
of the first bifurcation to two unstable and one stable solution. The existence
of the three stable solutions, two with high director angle amplitude and one
with low director angle amplitude leads to the possibility of a new switching
device. The system may be able to switch from the high to low director angle
amplitude at a fixed electric field strength.
In the rest of this thesis attention is turned to the effects that changes in
boundary conditions have on defects. In the next chapter an introduction
to defects in nematic liquid crystals is given concentrating on the two types
of defects considered in the subsequent chapters. In Chapter 7 the director
configuration of disclination lines attached to the boundary of the cell are
considered. In the same chapter and in Chapter 8 Ericksen's continuum theory
[33] is then used to describe the changes in the scalar order parameters near




In this chapter an introduction to defects in nematic liquid crystals is given.
The two forms of defects that will be considered in subsequent (kap teus are
then discussed in more detail.
In a typical nematic liquid crystal the director does not point in the same
direction at all points in the sample. There may be adjacent regions within
the sample which have different director orientations, between which there will
exist a small area where the director must exhibit an abrupt change. If this
change is too abrupt the director, which is a macroscopic quantity, cannot be
defined and the director field contains a singularity at this point. Whether or
not a singularity occurs, these points where the director undergoes an abrupt
change are defects.
The presence of these defects determines, to a large extent, the appearance of
a particular sample when viewed using a microscope. Since different types of
liquid crystal have different symmetries and ordering only specific defect types
are allowed within each type of liquid crystal [24]. The study of defects is
therefore a major method of classification of liquid crystals. In the next two
chapters defects within nematic liquid crystals are considered.
In regions near defects the abrupt change in the orientation of the director
corresponds to large internal stresses. This stress would be released if the
defects were not present. The occurrence of these stable defects indicates that
influences such as electric/magnetic fields and surface orientation are present.
This can be seen in Figure 6.1 which shows a nematic sample contained within




forced to align perpendicular to the surface (homeotropic alignment). In a) the
director has no z dependence and the boundary conditions have caused a line of
singularities in the director field along the z-axis. This configuration may relax
to form a pair of point singularities positioned on the z (b in Figure 6.1) or to a
configuration with no singularities (c in Figure 6.1). In this last configuration
the director has a component in the z direction everywhere except at the
boundary whereas the configuration in a) never had a component in the z
direction. The director in c) is said to have escaped into the third dimension
and the defect is therefore called an escaped defect.
Figure 6.1: Director configurations of a nematic liquid crystal in a capillary
tube with homeotropic boundary conditions. a) Line of singularities along the
z axis. b) Two point singularities along the z axis. c) No singularity but a
defect along the z axis.
It will be seen later (Section 7.1) that in the mathematical description of these
defects there is a singularity in the energy density at at any singular point of
the director orientation field causing the defect to possess an infinite energy.
To eliminate this singularity it is therefore thought that the high stress in the
region around these points leads to the presence of a defect core [24]. This
core has radius rc , a finite energy Ec (per unit length) and possibly consists
of isotropic liquid or biaxial liquid crystal [80]. If this is the case the liquid
crystal has melted to reduce the large distortional energy caused by the abrupt
change in the director orientation. This core will be investigated in detail in
subsequent chapters.
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Two types of defect will be considered in the following chapters: the disclina-
tion line and the wall defect.
6.1 Disclination line
In the schlieren texture, described by Friedel as structures a noyaux [38], of
Figure 1.5 the dark brushes originate from a series of points. These points
are defect lines perpendicular to the viewing layer similar to the structures in
Figure 6.1 with the z direction perpendicular to the layer. These defects are
disclination lines and were first studied theoretically by Oseen [73] and Frank
[35]. They considered a planar structure so that the director is confined to the
xy-plane and is not a function of z as in Figure 6.1 a). The director can there-
fore be written as n = (cos cb, sin (/), 0). If the one constant approximation is
used then the Oseen-Ziicher-Frank free energy density (Appendix A) is,
1
F= —2 K (V Of
and the Euler-Lagrange equation is then Laplace's equation,
v2 0 = o
	 (6.2)
If simple director configurations that are independent of r = ( x2 ± y2)1/2 and
z are sought then the solutions are,
0 = c1 0 + c2	 (6.3)
where c1 and c2 are constants and 0 = arctan(y1x) is the polar angle in the
xy-plane. Since 0(0) = c5(27) + n7r for any integer n then,
ci. = +1/2, +1, +3/2, ... 	 (6.4)
The singularity in the director field is along the z axis perpendicular to the layer
and the director orientation changes by an angle of 27rc 1 on going around the
singular line. The constant c1 is termed the strength of the disclination lines
and the director field for different strength disclinations is shown in Figure 6.2.
The defect in the capillary tube shown in Figure 6.1 is therefore a disclination
line of strength +1.
(6.1)
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c 1 =+1/2 c2=0	 c 1 =-112 c2=0	 C1=-1 c2=0
c 1 =+1 c2=0	 c 1 =+1 c2=it/4	 c 1 =+1 c 2= Tt/2
Figure 6.2: Disclination lines (perpendicular to the page) for various values of
c1 and c2 in equation (6.3).
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When these director configurations are viewed through crossed polarizers the
schlieren texture of Figure 1.5 is seen. Incident light will be extinguished when
the director is parallel to either of the polarizing directions. This can be seen in
Figure 6.3. Using an example of a +1 strength disclination line viewed under
crossed polarizers placed at an angle Op and Op+ 7r/ 2 to the vertical the pattern
of light and dark regions is seen to be identical to the schlieren texture near
the disclination line. These solutions (6.3) therefore describe extremely well
the defect structure in nematic liquid crystal layers viewed through crossed
polarizers.
Figure 6.3: Strength +1 disclination line: The crossed polarizers P 1
 and P2
at an angle 01, to the vertical, the director field (6.3), the director field (6.3)
through the crossed polarizers and real disclinations of strength +1 through
crossed polarizers (from Figure 1.5).
The above equation of a disclination line (6.3) does not include any variation
with the z coordinate and is essentially a description of the director field around
the disclination in the bulk of the liquid crystal far from the bounding plates.
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Close to the boundary the director configuration will be greatly affected by
the aligning effect of the treated surface (Section 1.4). This boundary effect is
considered in the next chapter.
In the majority of previous work concerned with defects the assumption that
the core of the disclination consists of a cylinder of isotropic fluid with a fixed
radius r, and energy E, is used [24]. Few authors have considered the detailed
structure of the core since the Oseen-ZOcher-Frank theory for statics and the
Leslie-Ericksen theory for dynamics of liquid crystals does not allow for a phase
change from liquid crystalline to isotropic. With the recent development by
Ericksen [33] of a continuum theory which allows for phase changes a detailed
study of defect cores is possible. In the next chapter the core of a disclination
line is considered, not for the highly complicated director structure of a discli-
nation line near the boundary but for the simpler case of a disclination line in
the bulk of the liquid crystal sample.
6.2 Wall defects
Wall defects may occur between two adjacent regions of different director ori-
entation when the singularity in the director is not a line or a point as in
Figure 6.1 but occurs on a surface. The region of the abrupt change in the
director when passing through this surface is called a wall defect. It is easy to
see that within the Oseen-ZOcher-Frank theory this surface singularity would
relax to distribute the internal stress concentrated at the defect throughout
the sample [24]. This is shown in Figure 6.4. In the first diagram there is a
surface of singularities in the director on the z = 0 plane caused by the abrupt
change in the director between two adjacent regions of different orientation.
With no external forces present this defect is unstable and the high stress con-
centrated at the plane z = 0 will smear out of the plane and the director will
vary continuously from one region to the other as in the second diagram of
Figure 6.4.
It is possible to stabilise the director configuration seen in Figure 6.4 b) using
an electric or magnetic field. Figure 6.5 shows the three possibilities for walls
when an electric field is applied in the x direction. The director is aligned









Figure 6.4: Smearing of the director field around a wall defect. Without any
external forces the director field with a singularity at z = 0 (a) would relax to
a continuous distortion configuration (b).
abrupt change from one orientation to another. These walls are similar to
Bloch walls in ferromagnetics and were first considered by Helfrich [45].
Figure 6.5: Helfrich walls, a) twist wall, b) bend-splay wall parallel to the x
axis, c) bend-splay wall parallel to the z axis.
When the theory of Ericksen is used these walls may be stabilised without
the use of an electric or magnetic field since the large amount of free energy
concentrated at the defect may be reduced by spontaneous melting of the liquid
crystal to an isotropic state. In the same way that the core of the disclination
line in the previous section was isotropic where there was a large distortional
energy concentration. In Chapter 8 the possibility of a wall defect occurring in
a twisted nematic layer is considered. In a twisted nematic layer the aligning
effects of the two boundaries are in different directions causing a twist in the
layer. The relative stabilities of the two possible configurations, uniform twist
throughout the layer or twist wall, are then considered.
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6.3 Summary
In this chapter an introduction to defects in nematic liquid crystals has been
given with a more detailed discussion on the line disclination and the wall
defect. These two forms of defect will subsequently be discussed in Chapters
7 and 8 respectively. The main motivation behind this study is to investigate
the influences of various boundary conditions on the defects present in a liquid
crystal layer. Using the theory of Oseen-ZOcher-Frank the director configura-
tion of a disclination line near to and attached to a boundary will be discussed
in the first part of Chapter 7. The rest of this chapter will be concerned with
the detailed structure of the core of a disclination line. Chapter 8 is concerned
with the stability of the wall defect in a twisted nematic layer and considers




In liquid crystal displays disclination lines can be observed perpendicular to
the layer (Figure 1.5). These lines terminate when they attach to the bound-
ing plates. Since these boundaries are treated the minimum surface energy
configuration occurs when the director is aligned with the preferred direction
on the boundary. However the large distortions that exist near the core of the
disclination prevent this occurring. The competition between these two align-
ing effects will be considered in Section 7.1 and 7.2. In Section 7.3 a Ericksen's
continuum theory [33] is introduced in order to investigate the core of the
disclination line. For analytical and numerical simplification the disclination
is taken to lie in the bulk of the liquid crystal sample away from the boundary.
The director configuration is greatly simplified and the core structure may
then be calculated. A summary of the results obtained in this chapter is then
given in Section 7.4.
7.1 Attached disclinat ion lines
The director configuration of a disclination line in the bulk of the liquid crystal
sample was found in the previous chapter to be,
0 = c1 0 + e2	 (7.1)
If it is assumed that the disclination is contained within a region of radius
r = R and that there exists a disclination core of radius r = r, with finite
energy E, then the free energy within the sample is,
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E = i K (V'n) 2 dv = E, + 
27- R -1,2
fo frc	 Y7j.K —r drd0
= E, + 27rKc1 2
 In (R17.,)	 (7.2)
If there are two disclinations in the sample then the director configuration
may be calculated by superposition of solutions of the form (7.1) so that for
two disclination lines positioned at x = —d, y = 0 and x = d, y = 0 which
individually would have the director configurations 0 = c 1i 0 + c21 and 0 =
c12 0 + c22 respectively then the director angle solution is,
0 == c11 6q -F C21 -E c12 02 -E C22	 (7.3)
Where 01 = arctan (y/(x + d)) and 02 = arctan (y I (x — d)) are the polar angles
measured from each of the disclinations (Figure 7.1).
Y
-d	 d	 x
Figure 7.1: Configuration of two disclination lines positioned at x-
--,-  —d, y = 0
and x = d, y = 0.
The corresponding free energy is then,
E = 2E, + 7rK (cu i + c12 ) 2 in (R17-)— 27rKc11 c12
 in (d17-,)	 (7.4)
Equation (7.3) implies that for two disclinations of the same strength (cu i =
c12 ) the director angle along the line equidistant from both disclinations (where
01 + 02
 = 7r, x = 0 in Figure 7.1) is constant and equal to A/- = ciir + C21 ± C22.
Equation (7.4) implies that the free energy is independent of R if the two







Disclination line 	 x
force between the two disclination is 27rKc i ici2/d. Therefore disclinations with
strengths of like signs repel and those of opposite sign attract.
With these results it is possible to calculate the forces of interaction between
a disclination and an aligning boundary. If there is a boundary at x = 0, say,
which exhibits strong homogeneous alignment the director angle must be 0 = 0
at x = 0. The director configuration around a disclination of strength +1 at
x = d can therefore be calculated using an image disclination of strength +1
placed at x = —d since the director angle along x = 0 is then equal to 0 = 7r
(equivalent to 0 = 0 since n2 = 1) (Figure 7.2).
Figure 7.2: Disclination line and its image a distance d from the wall.
The configuration is then,
95 = 01 + 02
	 (7.5)
The force per unit length on the line exerted by the image (or equivalently the
boundary) is therefore f = 27rK/d away from the boundary. If a disclination
line attached to a bounding plate at x = y = z = 0 is considered then the
anchoring at the surface would cause a repulsive force on the disclination line
away from the boundary. With no external influences the disclination line
must therefore attach to the boundary at right angles (Figure 7.3).
At large distances from the boundary other effects may influence the orienta-











Figure 7.3: The force f on a disclination line not attached at Tight angles
to a boundary which, without external influences, would cause it to move
perpendicular to the boundary.
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or magnetic fields. However, close to the boundary the disclination line will
be perpendicular. In the next section the director field is calculated in this
region.
7.2 Director configuration of attached lines
Knowing that the disclination attaches at right angles to the boundary, the
director configuration, close to the boundary, of an attached line is now in-
vestigated. Consider a nematic liquid crystal in the half space z > 0 with
n = (cos 0 (x, y, z) , sin 0 (x, y, z) , 0) so that the director lies in a plane paral-
lel to the surface z = 0. Then assume that there is a disclination line along
x = y = 0 (Figure 7.4) and that the scalar order parameter S = Sb is constant
throughout the liquid crystal sample except in the disclination line core r < r,
which has energy E. Subsequently the constant core energy will be neglected




Figure 7.4: Disclination of strength +1 attaching to a treated boundary
The Frank free energy is given by,
1	 1F = f —1 1(11 (div n) 2 4- K22 (n • curl n) 2 + i K33 (n A curl n) 2 dv
v 2
+I Fo ds	 (7.6)so
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where V = {(x, y, z) : z > 0, r > rc}, So = {(x, y, z) : z = 0, r > r} and Fo
is the surface energy density for So.
Since the boundary is treated there exists a preferred direction at the surface
such that the surface energy is minimised when the director at the boundary
lies in this direction. To model this preferred direction, which in this case is
taken to be parallel to the x axis, the Rapini-Popoular [76] form of the surface
energy density,
Fo = W (sin 0) 2	(7.7)
is taken so that the surface energy density has minima at the director angles
0 = 0, 7r, 27r, ... and maxima 0 --.= 7r/2, 37/2, .... The boundary is attempting
to align the director with the direction 0 = 0 (or 0 = 7r ...). If the anchoring
strength, W, is zero then there is no contribution from the surface to the free
energy and so the director is free to move in any direction on the boundary. If
W is small compared to K then there will be little alignment at the surface and
if W is large compared to K then the director will favour alignment in order
to reduce the contribution to the energy from the surface term. As W —> oo
the strong anchoring case is reached which insists that 0 = 0 on the surface.
Minimization of (7.2) with the one constant approximation leads to the Euler-
Lagrange equations,
0	 in z > 0	 (7.8)
W
17. sin 20	 on z = 0	 (7.9)
Far from the boundary the disclination is not influenced by the alignment effect
and therefore the director field is that of a defect in an infinite liquid crystal
sample,
0 __, arctan (—x)
Y
as z -- oo	 (7.10)
By considering various regions in the liquid crystal layer these equations (7.8,
7.9, 7.10) may be simplified and solved. The first region to be considered is
close to the boundary. In order to simplify the equations a form of 0 z will
be assumed that models the decreasing influence of the boundary alignment
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ao
i =- tt(z) sin 20 (7.11)
on the director further from the surface z = 0. Using the boundary condition
(7.9) it will therefore be assumed that 0, near to the boundary has the form,
then by using a Taylor expansion of p,(z) and the boundary condition (7.9)
equation (7.11) may be approximated by,
Dow.
a7 , -17 sin 20






and then (7.8) becomes,
320 a2 0 (w)2




This is the elliptic sine-Gordon equation which has been used to model defects
in an magnetic field [70]. The governing equation for a defect in an magnetic
field can be written as,
52 0 52 0 xaH2 + _ +
	 sin 40 = 0
ax 2 ay2 2K (7.15)
Therefore the effective magnetic field is proportional to WIK. This is encour-
aging since the magnetic field strength is a measure of the field's ability to
orient the director with the field direction. In an equivalent way WIK is the
parameter which governs how energetically favourable it is for the director to
orientate with the easy direction of the boundary compared with the splay
distortion of the defect.
A solution of equation (7.14) that has a singularity at x = y = 0 is,
0 = 01 = ± arctan
(V1 + ( 2	sin ( IT'( y) 	)
( sinh (74V1 + (2 x) ) (7.16)
where ( is a constant. This solution (Figure 7.5) is periodic in the y direction
and there are an infinite number of singularities at the points x = 0, y =
77,7 ( w \ ik—E(2 ). By restricting the solution to be valid only near y = 0 and
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Figure 7.5: +1 line disclination along x = y = 0.
replacing all but the singularity at x = y = 0 by the director configuration
n = (1, 0, 0) this solution can be used to model a single disclination line.
The region of influence of the defect in the y direction is therefore of order
K 27r (
W V-1 .- C 2 ) •
From equation (7.14) it is seen that if x, y >> KIW then the solution is simply
0 = 0 (or 0 = 0) so that the boundary is dominating the director orientation.
By comparing this to the region of influence of the defect previously found,
the unkown constant ( may be estimated to be ./47r2 — 1.
The next region to consider is away from the boundary where z >> WIK.




± - = 0	 (7.17)ax2 ay2
which has the solution,
The importance of the parameter WIK can be seen in Figure 7.6.
When WIK < 1 the region of influence of the disclination line is larger than
that of the boundary alignment and visa versa when WIK > 1. In Region 1
in Figure 7.6 the disclination line dominates the director orientation and it is
essentially 0 = arctan (ylx). In Region 2 the boundary dominates the director
orientation and is essentially 0 = 0.
This model of a +1 disclination does not allow for an escaped core. Includ-









Figure 7.6: Disclination lines attached to a boundary for WIK < 1 and
WIK >> 1. In Region 1 the defect distortions dominate and in Region 2 the
boundary alignment dominates.
analytically using more restrictive approximations. When considering the gov-
erning equations (7.8) for strength ±1/2 disclinations any solution of the form
= (1/2) arctan (f(x, y, z) will not satisfy the boundary conditions. It is inter-
esting that if the surface energy is modelled by the function, F0 W (sin 20)2
then the boundary condition is 0.3 = PC) sin (40 and the SC6Dt.)C93
and the solution is similar to a ±1/2 disclinatio-n line in a field whose stTength
decreases with increasing z.
7.3 Disclination line cores
Previously the core of a disclination line was simply taken as a cylinder r <
which had a finite energy E. In this section a different continuum theory is
used which allows for changes in biaxiality and scalar order parameter so that
the details of the core may be investigated.
Previous authors have suggested that the scalar order parameters of the order
parameter tensor (2.3) will change within the core of a disclination so that
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the liquid crystal melts [19] and/or becomes biaxial [80]. A continuum theory
which includes these effects within the core has been developed by Ericksen [33]
and, using Landau-de Gennes theory, by various authors including Schophol
and Sluckin [80]. The continuum theory used by Virga ([11], [87]) based on
these theories will subsequently be followed. In Section 7.3.1 the continuum
theory is discussed and the governing equations are found. In the rest of this
chapter the core of a disclination line in studied using this continuum theory
and in the next chapter wall defects are considered with the same theory.
7.3.1 Governing Equations
In biaxial liquid crystals the two eigenvalues Si and 82 are not equivalent and
the order parameter cannot be simplified from the form (2.3). Assuming a 2-
dimensional director orientation so that the directors n 1 and n2 can be written
as,
n1	=	 (— sin 0, cos 0, 0) (7.20)
n2	 =	 (0, 0, 1)
and the order parameter may be transformed using,
81 = S - a
(7.21)
(7.22)
82 = S + a (7.23)
so that when a = 0 the eigenvalues are equivalent and the order parameter
reduces to that of a uniaxial nematic with scalar order parameter S. The
variable a is therefore a measure of the biaxiality of the liquid crystal. The
order parameter becomes,
	
((S — oz) sin2 0 — S — (S — a) sin 0 cos 0	 0
	
Q =- —(S — a) sin 0 cos 0 (S — a) cos2 0 — -- S	 0
0	 0	 V — a
the free energy density can then be calculated from,
K




where 1VQ12 = tr ((Q,z) 2 + (Q,y) 2 + (Q,z) 2 ) . The minimization of the free
energy integral is then carried out with respect to the three dependent variables
0, S and a.
The potential o-(Q)
The potential will be assumed to be the sum of two functions of S and a
modelling the effects on the free energy of changes in phase and biaxiality
respectively,
hi.
	h2	 K1	 K20- (Q) = k 0-(S) ± k0 2 (a) = -To-i (S) + To-2(a) (7.26)
where K i and K2
 are positive. The first potential has been studied by both de
Gennes [23] and Doi [29] and can be written as,
o-i (S)= aS4
 +bS3 + cS2 + d	 (7.27)
where the coefficients a, b, c, and d are temperature dependent. The quantity
d contributes a constant term to the free energy and therefore does not come





 (—S2 — (S + Sb )— +4	 u	 3 (7.28)
so that when there are two turning points they occur at S = Su and S = Sb.
The effect on the potential function ui (S) of varying Su is equivalent to varying
temperature T, and is shown in Figure 7.7. The characteristic temperatures
of a liquid crystal T*, 7', and T+ can be defined as follows. In an undistorted
liquid crystal sample then below T* the liquid crystal is crystalline. Between
T* and 71 the liquid crystal state and the isotropic state are stable but the
first is a global minimizer of the energy functional and the second is a local
minimizer. Between 7', and T+ the isotropic state is a global minimizer and
the liquid crystal state is locally stable. Above T+ the only stable state is the
isotropic one. Subsequently the temperature is assumed to be in the range,
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Figure 7.7: Scalar order parameter energy potential 0-1 (S) at temperatures
1. T* <T < Tc, 2. 7' = Tc, 3.	 <T <T+, 4. T = T-F for Sb --= 0.8
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The second potential o- 2 should represent the nature of the material to support
biaxial states. If the nematic is assumed to be uniaxial in the temperature
range T* < T <T then o-2 will have a minimum at a = 0. Following Virga
[11], the simplest form of such a potential,
0-2(a) = a2	(7.29)
is used. The ratio k i /K2 will indicate the relative importance of each potential
function in the minimization of the energy. If K i /n2 is large it is energetically
more favourable to minimize al rather than o-2 and visa versa if k i /K2 is small.
With the above potentials the free energy density becomes,
FD =	 (IV Q1 2 +	 1522	 2
where Q is (7.24) so that,
—ce2)2 (7.30)
52	S	 S 
uSb )SO—(S	 +4	 u	 3	 3
FD	 =	 ((S — CI) 2 (V Cb) 2 	 .1 (V S) 2 	 (7/a)23
+	 S2 ( 5r2 — (Su2	 4
SuSb)k2
_ct2)SO S (7.31)+	 +3	 2	 2
and the governing equations are the Euler-Lagrange equations of the La-
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where the summation convention is assumed and Si = asiaxi . Using (7.31)




3KiV2 S — 3(8 — a) (V0) 2
 — 4 S(S — Su)(S
 — Sb)	 (7.35)
V 2 0 + V(S — a).V0
	
(7.36)
V2a + (s — a) (V0) 2 —a	 (7.37)
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In this chapter these equations (7.35, 7.36, 7.37) are used to consider the core
of a disclination line. In the next chapter they will be used to model a wall
defect within a twisted nematic layer.
At this point it is noted that from (7.36) the Euler-Lagrange equation for 0
can be simplified if
V(S — a).‘70 = 0	 (7.38)
Knowing the Oseen-Frank description of line disclinations (6.3) models the
director angle cb well, the director angle is taken to be 0 = 0(0). Then if
S = S(r) and a = a(r) (7.38) is automatically satisfied and the Euler-Lagrange
equation for 0 becomes 000 = 0 and the Oseen-Frank disclination structure is
recovered,
(7.39)0 = Ci0 ± C2
The free energy density is now,
FD	 -– ((S — a) 2 (71. ) 2 ± ( 7-S) 2 + (rar)2
± n2i s2 (S: (su ± sb) S3+ Su3Sb ) + K22 a2)
and the Euler-Lagrange equations for S and a are,
(7.40)
3




Sr — 3(S — a) ( Ci—
r
) 2 — K1—
4
S(S — Su)(S — Sb )	 (7.41)
1	 (ci) 2	 K2
0 = a„ + —
r





If there exists a disclination at r = 0 the energy of the system will be un-
bounded unless the liquid crystal region is bounded and the first term in the
free energy (7.40) is bounded. Hence to obtain a finite free energy the region
is restricted to r < R and the condition S — a = 0 at r = 0 is assumed. The






S_ r*r* ± —1 Sr* — 3(S — a) (—
r*	 r*
1 ci ) 2
ar* ,* + —a; + (S — a) (7,
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3k1/72 





The equation parameters are therefore c l , Sb, K1R2 , tc2 R2 and Su.
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7.3.2 Boundary conditions
The condition that the energy is bounded has supplied a boundary condition
at r = 0,
8(0) = a(0)
	 (7.45)
Two forms of boundary conditions at r = R will now be considered, Dirichlet
and Neumann conditions. Dirichlet boundary conditions fix the order param-
eter on the boundary r = R and can be used to model a disclination at r = 0
in a cylindrical surface r = R. If this surface exhibits an ordering that is
equivalent to a scalar order parameter So and is uniaxial then the boundary
conditions are,
S(R) = So	 (7.46)
a(R) = ao	 (7.47)
This value So of the scalar order parameter at the boundary will usually be
taken to be greater than the value of S in the bulk of the liquid crystal (approx.
Sb ) since the crystalline structure of the bounding surface is assumed to have
more order than the liquid crystal.
Neumann conditions fix the gradient of the order parameter on the bound-
ary r = R. This situation can be used to model a disclination in a large
region where the boundary has little effect on the structure of the core of the
disclination. By ensuring the boundary has little effect on the disclination the
system is equivalent to a bounded region embedded in an infinite region. The
boundary conditions are,
Sr.(R) = 0 (7.48)
ar.(R) = 0 (7.49)
For Dirichlet boundary conditions there are therefore three boundary condi-
tions (7.45, 7.46, 7.47) and for Neumann boundary conditions there are three






conditions are insufficient to find a unique solution to the two second order or-
dinary differential equations (7.43, 7.43). The essential features of the system
may be found by considering the Neumann boundary conditions and therefore
the Dirichlet conditions are not considered further in this chapter. In the next
chapter Dirichlet conditions will be used to investigate a different system.
The extra boundary conditions needed for a unique solution can be found by
investigating the governing equations. If the region close to r = R is considered
then r* •-:: 1 and since 3k 1 R2 >> 1 the equations reduce to,
0	 3ki R= 2  S(S — Su )(S — Sb)
4
0	 2= tc2R  a4
So since S = Su is an unstable solution there are two extra boundary condi-
tions,
S(R) = Sb or 0	 (7.52)
a(R) = 0	 (7.53)
Now looking close to the centre of the disclination line so that the region r* < 1
is considered (ensuring that 1/r* >> 3k i R2 ) then the equations reduce to,
1Cl
o = Sr*r* + — Sr* — 3(S — CO ( --
2
r*	 \ r*/
10 = ar* ,* + —
r*
a; + (S — a) (-1 2
r*
which have solutions,
S = ) i (e) n + S(0)	 (7.56)
a = A 2 (r* r + S(0)	 (7.57)
where n = +21ci I, )2 = —A 1 /3 and Ai is a constant. The derivatives are,
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S, (0) = 21cilAi(e)(21c1I-1)	 (7.58)
Or * (0) = — 2 Ic1lA1(e)(21c11-1)
	
(7.59)
The gradient at r = 0 therefore depends on the strength of the defect. If
ci = +1/2 then the boundary condition is,
Sr* (0) = —3ar. (0)	 (7.60)
and if c 1 = +1, +3/2, +2, ... then,
Sr. (0) = 0	 (7.61)
a. (0) = 0	 (7.62)
There are now sufficient boundary conditions to uniquely determine the so-
lution to the problem. For a strength 1/2 disclination line, which will subse-
quently be considered, these boundary conditions are (7.45, 7.48, 7.49, 7.52,
7.53, 7.60),
S(0) = a(0)
S,* (0) = —3a(0)
S,* (R) = 0
04.4R) = 0
S(R) = AS or 0
a(R) = 0
(7.63)
Solving the governing equations analytically is attempted only in the limited
regions above and for the linearised equations below. For the full equations the
continuation package AUTO [28] is used to find a numerical solution and in-





To obtain a solution near r* = 0 using a linearised set of equations it is not
possible to simply linearise using S < 1, a < 1 since this is not certain
to be true in this region. The boundary condition at r* = 0 is S — a = 0
and therefore the only linearisation possible is in the variable u = S — a or
equivalently using the approximation S:--- a. The governing equations (7.43
,7.44) then become,
10 = ar•r* ± —ar. 3n1R2 a(a
 — Su )(a — Sb)
r*	 4
10 = CVr • r* ± —ar. K2R2 a
r*	 4
The choice of potential o-i (S) has therefore led to the necessary conditions,
a < 1 and K2 = 3tz i S.Sb . If a quadratic potential function had been chosen
for cri (S) (see for example [11]) then the only necessary condition would be
of the kind k2 oc 'ii . However the linearised equations are now valid for near
uniaxial situation and for potential coefficients related by K2 = 3k 1 SuSb . To
first order a = 0 and S(0) = 0 and the governing equation is,
1 ,	 9 Ci 2	 3niR2Sr• r• ± —Or* — 0 (—) 5 	 8(5 — Su )(S — 1) = 0	 (7.66)
r*	 r*	 4
which can be further nondimensionalised using S = SbS*,
1 ,4. r. ± — 4 3 (ci ) 2 s* 3K1R2S1 s*(s* _ s:)(s* _ 1) = 0 (7.67)
r*	 r*	 4
where S:` = Su/Sb . If a disclination with a specific strength (c1 = +1/2, +1 ...)
is considered the equation parameters are K 1 R2 S1 and S. When S* < 1 (7.67)
is linearised to obtain the equation,
1
57* ,* + --S. 3 (a) 2 5* 3k1R4 281 S:S* = 0
r*
which has the solution,
(7.68)
s*(7.*) = 477 ( \ (S4,4KiR2)e)
((SuS4bKi)r)




where n = V(34) and I±n (z) is the modified Bessel function [1]. This solution
is shown in Figures 7.8 and 7.9 for disclination lines of strength +1/2 and +1
















Figure 7.8: Modified Bessel function solution for a strength +1/2 disclination
line (c1
 = 0.5) with Sb = 0.7, S. = 0.35, is 1 R2 = 1000.
When r2 < 1/(K I S1) this becomes,
Sb 	 ( SAKI )71/2 rnS(r) r---- r( + 1)	 4
which is equivalent to (7.54) with a = 0.
(7.71)
7.3.4 Numerical solutions
The numerical package, AUTO [28], is used throughout this section to compute
the solutions, stability and bifurcation structure of the system. This package
is explained in more detail elsewhere [28] and only a summary of its use in the
present situation is given here.
AUTO is a numerical package used to find solutions to sets of ordinary differ-
ential equations. In this thesis it is used to solve two or three (in Chapter 8)
time independent nonlinear ordinary differential equations. Initially the sys-
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Figure 7.9: Modified Bessel function solution for a strength +1 disclination
line (ci = 1) with Sb = 0.7, S. = 0.35, ic1 R2 = 1000.
fixed and the solutions of the equations are found. Once a solution has been
found AUTO allows the user to vary up to two of the system parameters (or
continue in the parameters) and follow the initial solution to investigate how
changes in these parameters affect the solution. Along this branch of solutions
in parameter space the stability of the solution is calculated and at each point
on this branch the program checks if the system undergoes a bifurcation. If
a bifurcation of the solution branch occurs the user may then follow the bi-
furcated branches as before. In the next two chapters AUTO will be used to
find the solutions of governing equations and to investigate how these solutions
change with variations in the important system parameters.
The governing equations (7.43, 7.44) do not allow for director escape ([21], [69])
in the z direction and since in most real liquid crystal layers (except capillary
tubes with very small radius) stable integer strength defects (c i
 = +1, ±2, ...)
escape to minimize the free energy then these disclination lines cannot real-
istically be considered. It is interesting to note however that the numerical
solution to the equations (7.43, 7.44) with Neumann conditions for a strength
+1 disclination (ci
 = +1) (Figure 7.1-0) compared to that for a strength +1/2
disclination (ci
 = +1/2) (Figure 7.11) has very little biaxiality and a much
101
larger core (the region where S < Sb). This agrees with experimental obser-
vations [18] that have shown that disclination lines of strength +1 are thicker



















Figure 7.10: Solutions for S and a of a strength +1 disclination line for pa-
rameter values c1
 ±0.5, Sb = 0.7, K 1 R2 = 1000, k2 R2 = 10000, S. =-- 0.35,
So = 0.7 and ao = 0.
The system parameters for biaxial liquid crystals from (7.43, 7.44) and the
boundary conditions are c1 , Sb, K1R2 IC2R2 , Su and So and ao. Variation of
the parameters Sb and So yields no results of interest and therefore variation
of the parameters k1 R2 , ic2R2 and Su whilst keeping the others fixed is consid-
ered. As mentioned above escaped disclination lines cannot be modelled with
equations (7.43, 7.44) and since lines with strength Ici  I > 1 are rarely seen [18]
only strength +1/2 disclination lines are considered. Since a liquid crystalline
state is to be modelled the non zero scalar order parameter for the potential
minimum should be greater than 0.5 therefore Sb = 0.7 is chosen. Since only
Neumann conditions are considered further the boundary conditions (7.63)
give the values So = 0.7 and ao = 0. It is more convenient to rescale the
remaining parameters so that they are k1 R2, = n2 ini and S: =	 Sb.
Using AUTO the solution for Neumann boundary conditions shown in Figure
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Figure 7.11: Solutions for S and a of a strength ±1/2 disclination line for
parameter values ci = ±0.5, Sb = 0.7, k1 R2 = 1000, K2 R2 = 10000 and
Su = 0.35.
ing K1 R2 is equivalent to a change in the radius of the region R. Therefore an
increase/decrease of k1 R2 is equivalent to a contraction/stretching of the e





at e = 0
elsewhere
(7.72)
In calculating these solutions the value k1 R2 = 1000 was used and the core
width for this parameter value is 7-, Rf, 0.1R = 1/10//si . The parameter Ki
is the ratio of the coefficient of the potential, h1 and the Frank constant K
(7.26). The Frank constants are of the order of 10 -11 N and so if the potential
coefficient is known the core radius can be calculated from,
Alternatively if the core width is assumed to be of the order of 1000A = 10-7m
[54] then the potential coefficient is h1 :::-., 1 Nm-2.
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Continuations in S: are more interesting. If S: is increased from 0 the solution
curve reaches a limit point at S: = 0.56 (Sa = 0.56 Sb) (Figure 7.12). Figures
7.13, 7.14, 7.15, 7.16 and 7.17 details the S and a solutions along this branch.
On the stable branch from a to b in Figure 7.12 the S and a vary only slightly.
The main difference is that with increasing values of S: the core width gets
slightly larger, 5(0) and Sr. (0) decrease and a(0) decreases whilst a r. (0) in-
creases.
After the limit point the branch consists of unstable solutions. At first these
solutions have a core width which increases linearly with decreasing S: until
close to S: = 0.5. At this point the core dominates the liquid crystal region
and the system is attempting to approach the isotropic solution S, a -_ 0. It
is at this point that the boundary between liquid crystal and isotropic fluid
reaches the boundary r = R. The scalar order parameter on the boundary
then reduces past zero to a negative value. The solution after this point is
clearly unphysical since S must be positive and therefore is of no interest.
The potential function o- i (5) always has a local minimum at S = 0 in the
parameter range S. = (0, Sbj and in this range there exists another solution
branch consisting of the stable solution S(r*) 0 corresponding to an isotropic
fluid throughout the region. The energy of this solution is constant and equal
to zero and it is this branch that the unstable solution branch connects to at
S: = 0.
If S: is increased above the limit point value the system would jump down
from the upper branch onto this lower energy branch. It has therefore been
found that a liquid crystalline state can persist after the clearing point , 7',
of an undistorted sample. How far into the isotropic region this liquid crys-
talline state can reach is determined by the value of S: at the limit point.
As the parameter S: passes 0.5 the minimum at S = Sib becomes only locally
stable and the minimum at S = 0 becomes globally stable. Since the core
of the disclination has a scalar order parameter close to zero, at some critical
point (the limit point in Figure 7.12) the core will drag the rest of the liquid
crystal into the lower potential well at S = 0 and the system jumps to an
isotropic state. The bifurcation diagram (Figure 7.12) will not change when
Ki R2
 is changed since, as mentioned previously, this parameter simply causes




































Figure 7.12: Bifurcation diagram showing the stable solution branch a-b, un-
stable solution branch b-c-d and the isotropic solution E = 0.
Figure 7.13: Scalar order parameter S and degree of biaxiality a solutions at
position a in Figure 7.12.
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Figure 7.14: Scalar order parameter S and degree of biaxiality a solutions at
position b in Figure 7.12.
Figure 7.15: Scalar order parameter S and degree of biaxiality a solutions
between b and c in Figure 7.12.
Figure 7.16: Scalar order parameter S and degree of biaxiality a solutions at















Figure 7.17: Scalar order parameter S and degree of biaxiality a solutions at
position d in Figure 7.12.
tion parameter, lc which governs the comparative energetic favourability of the
minimization of the potentials a l and o-2 will be considered.
When n is large K2 is much larger than ni and therefore minimization of the
free energy forces the potential o-2 to be very small. For the form of o-2 used this
means that a is small throughout the region. The liquid crystal is essentially















Figure 7.18: S and a solutions for ic = 1.
Figures 7.18 and 7.19 show the solution for values of the parameter ic = 1 and


















Figure 7.19: S and a solutions for is = 0.001.
potential energy. When K is small the biaxiality potential coefficient is small
and the core prefers to have a higher biwdality and consequently the scalar
order parameter S is higher in this case.
Figure 7.20 shows the locus of the limit point in the K, S: parameter space. As
K —+ oo, S. tends to the asymptotic value 0.5603 Sb and as K —> 0, Su Sb•
When lc is very small K1 is much larger than K2 and minimization of ui is
necessary. This is achieved by either S :::-, 0 or S r-ze, Sb throughout the layer.
If the system starts in a state which has S Pe. Sb throughout the layer, i.e. the
stable branch with the limit point, then it will continue to have a solution such
that S R-i Sb until this state is not locally stable (S u
 = Sb)•
The change in the core and the value of S in the core when K is altered causes a
change in the position in the limit point of Figure 7.12. For low values of K the
core has a high value of S and its ability to drag the rest of the liquid crystal
to the isotropic state is reduced. Therefore the fold in Figure 7.12 occurs at
a higher value of S: and the liquid crystalline state exists for higher values of














Figure 7.20: Locus of the limit point b (Figure 7.12) in the SZ, parameter
space.
7.4 Summary
In this chapter disclination lines have been considered. In Section 7.1 discli-
nation lines within liquid crystal layers that were attached to each bounding
plate were considered. It was found that the anchoring at the boundary caused
the disclination line to be repelled from the boundary thus causing the line
to attach at right angles to the wall. This conclusion leads to an interesting
problem related to the sinusoidal boundaries considered in previous chapters.
The disclination line may move within the layer to minimise its free energy.
There may be points on the bounding plates such that if the disclination line
was attached at these points the line would have minimum energy.
Consider an out of phase sinusoidal boundary cell (Figure 7.21) under the
constraint that the line attaches at right angles the disclination line would
move to reduce the line length which is proportional to its energy (Figure 7.21
case 1). In an in-phase sinusoidal boundary cell the line would move to the
minimum or maximum points on the boundary (Figure 7.21 case 2) or possibly
to the line where the distance from the two boundaries is minimized (Figure
7.21 case 3). Since the presence of disclination lines in a liquid crystal display
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Figure 7.21: Movement of attached disclination lines between out of phase
boundaries (1) and in-phase boundaries (2 and 3).
greatly affect the display characteristics the ability to prescribe the regions
where these lines exist could be of great value.
In Section 7.2 the director field was calculated near the boundary where the
disclination line attaches at right angles. It was found that the alignment on
the boundary induced an orienting effect similar to an electric or magnetic field
where the effective field strength decreased the further the distance from the
boundary. The Oseen-Ziicher-Frank continuum theory was used to obtain the
director field solution for this situation and it was assumed that there existed
a fixed core r < r, with finite energy at the centre of the disclination line. This
core was then investigated in detail using a continuum theory which included
the scalar order parameters as dependent variables thus allowing for phase
changes and biaxiality to be modelled. The full three dimensional problem of
a disclination line attached to a boundary was not considered. Results were
found for a disclination line in the bulk of the liquid crystal layer, away from
the influence of the boundaries. Analytic solutions were found for the regions
near to and far from the disclination line axis. The numerical continuation
package AUTO was then used to obtain exact solutions and to investigate the
stability and bifurcation structure of these solutions.
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Once a solution was found using AUTO continuation in the two parameters S:,
the nondimensionalised scalar order parameter at the unstable maximum of the
potential o 1
 
(S) and a measure of the temperature, and K, the ratio of the two
potential coefficients K2 and Ki effectively measuring the relative susceptibility
of melting to biaxiality. Increasing S: and equivalently, temperature caused
the potential o- 1 (8) to change so that the liquid crystalline state was only
locally stable. The core of the disclination where the scalar order parameter
S was near to zero was therefore in the global minimum of the potential and
caused the system to jump (at around Su
 = 0.56 Sb for high IC = K2/KO to the
isotropic state. When variations of IS were considered it was found that for low
values of K the core of the disclination had a higher value of S and therefore the
minimum of the potential at S = 0 had to be more stable than the minimum
at Sb or equivalently the parameter S: had to be larger to produce the jump
to an isotropic state. For lower values of k the liquid crystalline state was
therefore stable at higher temperatures.
In the next chapter the same continuum theory used in Section 7.3 will be




A twist layer is formed when a nematic liquid crystal sample is sandwiched
between two treated surfaces which induce strong homogeneous boundary con-
ditions. If one of the surfaces is twisted the torque exerted by the surface will
induce a twist in the director field (Figure 8.1). When a field is applied to
the cell it is possible to induce a concentration of the twisting into a small
region of the cell. This high distortion region is a Helfrich wall [45]. It is a
form of defect where the director is defined at all points in the cell (unlike in a
line disclination where the director is undefined along the line r = 0) but the
orientation of the director is changed from one value to another across a very
short distance. In this chapter a twist cell with no applied field is considered
but the liquid crystal scalar order parameters are allowed to vary. In this way
Helfrich walls are obtained without a field where the minimization of the en-
ergy is possible due to melting around the wall. In Section 8.2 it is assuraal
that there is no twist and analytic solutions to the governing equations are
presented. In Section 8.3 the full equations are solved numerically using the
continuation package AUTO used in the Section 7.3.
The continuum theory of Section 7.3 is used and for the system described in
Figure 8.1 where all dependent variables depend only on the z coordinate then,
when nondimensionalised by K/4, the free energy (7.31) becomes,
2
FD =- S2 ± 2a2 + 2(8 — a) 2 02z + ic i al (S) + K2 0-2(a)3 z	 z
where 0 is the azimuthal or twist angle, that is the angle in the xy-plane from






Figure 8.1: Schematic of a twisted nematic layer
scalar order parameter S and the degree of biaxiality a as discussed in Section
7.3.1. The Euler-Lagrange equations are then,
20 =
	





= azz + (S — a)02 -
4 da
0 = ((S — a)20z)z
The boundary conditions for 0 are derived from the fact that there exists
strong homogeneous anchoring on the surfaces z = +d so that the director is
fixed parallel to the boundary. Without loss of generality 0 = 0 on z = 0 is
assumed and the general form of the 0 boundary conditions is therefore,
= 0 on z = 0
= Od On Z = d
	 (8.5)
The Dirichlet boundary conditions described in Section 7.3.2 are used for S
and a the general form of which are,
S So on z = 0
113
S = Sd on z = d
a = ao on z = 0
	 (8.6)
a = ad on z = d
In Section 8.2 where the twist angle Od = 0 a solution is found for the general
boundary conditions. However in Section 8.3 it is assumed that the boundaries
are identical so that So = Sd and (41 = ad . It is also assumed that the
boundaries prescribe a scalar order parameter So = Sd greater than the liquid
crystal bulk scalar order parameter Sb and are uniaxial so that the boundary
conditions are,
SO = Sd > Sb
aci = ad = 0
	 (8.7)
(8.8)
The values Sd = 0.8 and Sb = 0.7 will therefore be taken throughout this chap-
ter. More general boundary conditions may be used in numerically solving the
governing equations but the above simplification gives the essential features
of the defect structure within the layer. It is possible to solve the governing
equations analytically for two simplified cases. The first is when there is o(3ii-
stant twist and the boundaries are not present and the second when there is
no twist present in the layer. These two cases are considered in the next two
chapters.
8.1 Constant Twist
By considering the bulk of the liquid crystal so that the boundaries do not
influence the liquid crystal the governing equations (8.2, 8.3, 8.4) may be
solved when the layer has constant twist so that 0, = A. Then the equations
reduce to,






(8.12)S = a ±
a=5T-If
0 -= Szz + 3A 2 \r2- _ 31c i duiA






o = azz + (S — a)A2 — -74
K2a2
- d a
0 = ((S — a) 2 A) z
The third equation then has the solution,
where p is constant. Substituting this into equation (8.9) and (8.10) leaves the
equations,
If the scalar order parameter is not constant then for the two equations (8.13)
and (8.14) to be consistent the potentials al and o-2 and the constants k 1 and
tc 2 must satisfy the equation,
P 3ki dui	 /c2 do-20 = ±4A 2 	(8.15)A 4 dS
	 4 da a=STVT
In general this does not occur (for non-constant 8) and therefore the only
other solution occurs when Szz = 0. For the potentials discussed in Section
7.3.1 (7.29, 7.28) the only solution is in fact when S z = 0 and then S and a
ar	 stant. Substituting the potentials,
S2	 S SuSb)
a1 (S)= S2 (-T — (Su + Sb) + (8.16)
o-2 (c) .= a2
	 (8.17)
into (8.13, 8.14) gives,
p =- A ( SK2	 2
2A 2 ± K2 )
and S must satisfy the cubic equation,
4A2N2




which, with A = Od/d has the solutions,
(8.20)S = 0
S =- 0.5Sb + 0.5Su + 0.5 ((2ici 517,02d + ic1Sbc2d2 —
4k1SuSb O2d
 — 2niSuSbK2d2 + 2K 1 S.2 02d +
iciSu2 K2 d2 — 16k202 ) 1 1c1(202d + K2d2 )) 1/2
S = 0.5Sb + 0.5S. — 0.5 ((2k 1 S1,02d + ic1S/c2d2—
4KiS.Sb02d — 2/ciSuSt,K2d 2 + 2tc 1 9.2 02d +
K I S.2 n2 d2 — 16k202 )/ki(202d + k2c1-))
Then a is calculated using (8.12) with (8.18) so that,
a = 	(	 11 + (k2d2)/( 203)) S
The two solutions (8.21) and (8.22) are real when,
1









If this condition is not met then the only solution is S = 0. It will be seen in
later sections that there are certain regions in the Od-d parameter space where
the bulk of the liquid crystal has melted so that S = 0, regions where the order
parameter is close to Sb and some regions where it is possible to obtain both
forms of solutions. The above solution for S is shown in Figure 8.2.
After d/q3d = 7.87 there are three solutions one melted (S = 0), one liquid
crystal (S > 0.45) which are both stable (due to the minima of the potential
function o- i (S)) and an unstable solution (0 < S < 0.45).
8.2 No Twist
To solve the governing equations with the boundary conditions analytically
the assumption that there is no twist present will be used so that Od z= 0.
The equation (8.4) therefore has the solution cb 0 and using the potentials





















Figure 8.2: Solutions for constant S in a constant twist cell with parameter
values Sb = 0.7, S„ = 0.2, ki = K2 = 1.
0 = Sz
z — 
3ici S2 (S — SO(S — Sb)4
K20 = azz — —4-a






The solution to the second equation (8.26) subject to the boundary conditions
(8.27) is,




 sinh (-Vc i d/2)	 smh (.11—q4/2) (8.28)
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3tsi0= (S) 2 — ---ai(S)+Di (8.29)
The first equation can be solved by multiplying the equation by S z and inte-
grating to obtain,
where o-i (S) is the potential discussed in Section 7.3.1 and Di is a constant.
It may be assumed, without loss of generality, that So > Sa. There are then
three possibilities,
1. S(z) attains its maximum in the layer
2. S(z) attains its minimum in the layer
3. S(z) attains its minimum at z = d
Then (8.29) can be evaluated at the max/min point to obtain D,
1. Di =	 (Smax)
2. Di = 3i1-0-1(Smin)
3. D1 = 3ilai(Sd) — ((Sz)02
where Smar, Smin are the maximum/minimum values of S and (Sz)d is the
value of Sz at z = d. In all three cases the value of Di ensures that equation
(8.29) does not imply an imaginary value for S.
Thus (8.29) has the solution,
zso	 dS 
z = „ ± D2
31—,11-0-1(S) ± D1) "-
which leads to the implicit solution given in Byrd and Friedman [17],




g =11 (AB) 112	(8.32)
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Figure 8.3: Solutions for S and a in a no twist cell with parameter values
So = 0.8, Sd = 0.7, Sb = 0.6, Su = 0.3, ao = 0, ad = 0.1, Ki = k2 = 1 and
d= 1.
where A 2 = (So — Re(c)) 2 + (Im(c)) 2 , B2 .--- (2S,,, — So — Re(c)) 2 + (Im(c)) 2 and
c and are the complex roots of the polynomial, t-cr i (5) + D1.
The two constants of integration, D1 and D2 can then be found using the
boundary conditions 5(0) = So and S (d) = Sd. The solutions for S and a for
particular parameter values are shown in Figure 8.3.
The solution in Figure 8.3 is typical and altering the various equation pa-
rameters and boundary conditions gives no unexpected results. The analytic
solution does give insight into the effects of twist. When the nuxaexical so-
lution is found in the Section 8.3 it can be compared to Figure 8.4 which is
the no-twist analytical solution found in this chapter using the same equation
parameters and boundary conditions.
8.3 Numerical Solutions
The full equations (8.2, 8.3 and 8.4) with the boundary conditions (8.5, 8.6)
and the potentials (7.28, 7.29) may be solved using the numerical package
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Figure 8.4: Solutions for S and a in a no twist cell with parameter values
So = 0.8, Sd =- 0.8, Sb = 0.7, Su
 = 0.35, ao = 0, ced = 0, Ki = K2 = 1 and
d= 9.
to investigate how the solution changes when parameters in the governing
equations and boundary conditions are altered.
Figure 8.5 shows the S, a and 0 solutions when Ki = 1, K2 = 1, d = 9,
So = Sd = 0.8, Sb = 0.7, Su = 0.35, ao = ad = 0 and Od = 1.6. This solution
may be compared to Figure 8.4 which is the analytic solution for no twist
with the same parameter values. For the twist cell biaxiality, a, is present
throughout the region and the scalar order parameter, S, is lower than the
bulk scalar order parameter from the potential (Sb
 = 0.7) whereas in the no
twist cell there is no biaxiality and the scalar order parameter never falls below
Sb = 0.7.
The value of 0, in Figure 8.5 shows that there is a larger amount of twist at
the centre of the cell than at the boundaries and the scalar order parameter,
S, reduces to compensate for the increased distortional energy. The other
important point is that even though the biaxiality potential favours a = 0 and
the boundary conditions are ao = ad = 0 there is biaxiality present in the cell.
This is due to the second terms in (8.2) and (8.3). The relatively high twist
at the centre leads to a high value of 0,. The corresponding high energy is
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Figure 8.5: Twisted layer S, a and 0 solutions for k i = 1, ic2 = 1, d = 9,
So --= Sd= 0.8, Sb — 0.7, Su = 0.35, ao ---= ad = 0 and Od — 1.6
reduced by a decrease in S— a or alternatively a decrease in S and an increase
in a.
It is now possible using AUTO to investigate the changes to this solution as
the parameters vary. The main geometrical parameter is the gap width, d.
Figure 8.6 shows the free energy of the solution as AUTO follows the solution
whilst varying the gap width d. There are two limit points, 1 1 and 12 , in the
solution branch at gap widths 8.4 and 29.7 between which the exists two stable
solutions and one unstable solution. The units for the gap width cannot be
found without knowing the order of the potential coefficients rc i and 1c2 . From
the approximate value found in Section 7.3.4 the units of gap width are 0.316
microns. Multiple solutions therefore exist between gap widths 2.65pm and
9.39pm. The stable solutions are shown in Figures 8.7, 8.8 and 8.9 in this
region for a gap width d= 20 corresponding to 6.32,am.
In Figures 8.7, 8.8 and 8.9 Solution 1 has almost uniform twist with a relatively
high scalar order parameter S denoting a liquid crystalline state and a small
amount of biaxiality. Solution 2 however has a large twist gradient around the
centre of the cell (near z = d/2), a corresponding region where the scalar order
parameter S is low which indicates melting of the liquid crystal to an isotropic













Figure 8.6: Fold in the solution curve as the gap width varies with the limit
points 11 and 12 and the two stable solutions 1 and 2.
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Figure 8.8: Multiple stable solutions of a in a twisted layer for d=20.
























This high energy distortion in solution 2 is compensated for by a decrease in
the scalar order parameter S (Figure 8.7) and interestingly, although there is
a concentration of the biaxiality around the centre of the cell, the maximum
biaxiality a coefficient does not significantly increase.
The change to the region where multiple solutions exist when other parameters
are altered can now be investigated. The most interesting changes occur when
the coefficient of the biaxial potential K 2
 is varied. As K2 is varied the package
AUTO finds the solutions to the equations and locates the two limit points 11
and 12
 (in Figure 8.6). The region between these limit points is then where
multiple solutions occur. Figure 8.10 shows this region up to a gap width of
d = 30 where the numerical algorithm fails to converge to a solution. AUTO
can find a solution along this branch for larger gap widths but it is difficult to
follow the solution along this branch. By altering certain numerical parameters
within AUTO and solving the equations for specific gap widths it is found that
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Figure 8.10: Locus of the limit points of Figure 8.6 forming a cusp in the K2,
d parameter space
An increase in K2 makes biaxiality less favourable and when K 2 > 20 biaxial-
ity is energetically unfavourable and the liquid crystal is essentially uniwdal.
Figure 8.10 shows that when there is biaxiality present in the layer (K2 < 20)
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multiple solutions only occur within a small range of gap widths. In fact when
k2 < 4.99 there is only one solution for any gap width. To investigate the
multiplicity of solutions in this system 1C2 is fixed so that the liquid crystal is
essentially uniaxial (rc = 100).
If it is assumed that a = 0 then variations of S and 0 need only be considered
and the Euler-Lagrange equations are then,
0 = Szz — 3S02z — 34K1 S(S — Su)(S — Sb)
	 (8.34)
0 = (S20z)z	 (8.35)
The number of parameters can be reduced by one if S is nondimensionalised
using S* = SISb . Then the equations become,







0(d)	 =	 cbd > 0 (8.39)
S*(0)	 =	 Si; (8.40)
S*(d)	 =	 S:i (8.41)
where KT = KiS1, S: = Su/S . The equation parameters are therefore KT, S:`,
Od, d, S6k and S. Of these parameters only S, Cbd, d can be easily changed
within a liquid crystal cell in a physical situation. As explained in Section 7.3.1
an increase in temperature is equivalent to an increase in S. In the present
system which allows multiple stable solutions one solution of the equations
exhibits a higher degree of melting than the other (Figures 8.7, 8.8, 8.9). The
stability of these solutions is therefore expected to be affected by changes in
St: and will be investigated later in this chapter. The two parameters Od and




director must twist and it will be shown below that changes in these parame-
ters critically affect the stability and relative stability of the different possible
solutions.
Variations of the gap width d and the amount of twist Oci are initially consid-
ered. As before a solution is found for a specific set of parameters, Sb = 0.7,
Ki = 1, Si*, = 0.5, Od = 1.6, d = 9, So = 0.8. Figures 8.11 and 8.12 show the
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Figure 8.11: Uniaxial scalar order parameter stable solutions for a twist layer
with parameters Sb = 0.7, Ki = 1, ,51,:; = 0.5, cbd = 1.6, d = 9, So = 0.8
If the solutions are followed as Od is continued through the range 0 to 7F the
solution branches of the two solutions are linked by an unstable solution branch
(Figure 8.13) and as in the biaxial case there are only three solutions in the
range Od e (1.36, 1.71) however there is no solution for angles past Od = 1.81.
After this point AUTO fails to converge on a solution and the L2 norm which
equals,
II(S) OA = f VS2 ± (Sz)2 ± 02 ±() 2 dz	 (8.42)
tends to infinity (Figure 8.14). This failure to converge is due to the fact that
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Figure 8.12: Uniaxial director angle stable solutions for a twist layer with
parameters Sb = 0.7, xi = 1, S: = 0.5, Od = 1.6, d = 9, So = 0.8
near z = d/2. Figures 8.15 and 8.16 show the S and 0 solutions for Oci values
before and after the fold.
There is a second possible configuration of the director for any point in pa-
rameter space due to the symmetry of the director. The directions n and —n
are equivalent and therefore the director may twist in the opposite way from
0 = 0 on the lower boundary to 0 = Od ± 7r on the upper boundary. There is
therefore a second solution branch which is a reflection of the first in the line
Od = 7r/2 (Figure 8.17).
There are therefore two stable solutions when the twist parameter is in the
regions Od E (0, 1.36) or Od E (1.78, 7r), there are three stable solutions and
one unstable solution when Od E (1.36, 1.43) or Od E (1.71, 1.78) and there
are four stable and two unstable solutions when Od E (1.43, 1.71).
These regions, in which different numbers of solutions exist, can be investigated
when another parameter is varied. Using AUTO the boundaries of the regions,
which in this case are the limit point values of Od of the folds in Figure 8.16,
may be followed as the gap width d is varied. Figure 8.18 shows the loci of
the limit points values in the d, Od parameter space. For a cell with a gap
width less than 6.49 there is only one possible solution. Between d = 6.49
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Figure 8.13: Fold in the Energy versus (15d diagram for d=9.
and d = 8.50 the two cusps do not overlap so that there is a region around
Od = 7r/2 where there is one solution and within the cusp region there are two
stable and one unstable solutions. After d = 8.5 the cusps overlap and there
is a region around Od = 7r/2 where there are four stable solutions and two
unstable solutions possible at one point in parameter space.
As discussed before the parameter Su has been set to be Sb12 (S:= 0.5) and
hence the temperature is equal to the clearing point temperature T. At this
point the two minima of the potential function are both global minimizers of
the energy functional and hence the system can support multiple solutions.
If the parameter S: is changed so that the temperature is increased (S: --
1) or decreased (S,*, —> 0) the system would be expected to prefer the high
twist gradient, high melting solution or the uniform twist, low melting solution
respectively. Figure 8.19 shows the development of one of the cusps from Figure
8.18 as S: (= Su/Sb) varies from 0 to 1.
Between the two cusps for S: = 0.5 and S,':= 0.55 the asymptotic behaviour of
the cusp changes. Less than a critical value of S,*, the lower branch of the cusp
asymptotes to a fixed twist parameter. More than the critical parameter and
the branch asymptotes to a fixed gap width. This phenomena is associated
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Figure 8.14: Fold and singularity in the L 2 norm versus Od diagram.
7.12). If S,* is high enough then for any value of the twist parameter there is a
solution that involves melting and is the lowest energy solution. If S: is lower
than the critical value and if the twist parameter is low enough then the only
solution is that with uniform twist and no melting.
8.4 Summary
In this chapter wall defects within twisted nematic layers have been considered.
Analytical solutions are found for two cases. When the bulk of the liquid
crystal layer is considered a solution is found for constant twist and when
there is no twist present in the layer the governing equations uncouple and
an analytic solution can be found. The full equations have been solved using
the numerical continuation package AUTO. Multiple solutions were found for
various regions in parameter space.
The symmetry of the system (reflection in the line Od = 7/2) leads to regions
where 4 stable and two unstable solutions exist, regions where two stable and
one unstable solution exist and regions where only one stable solution exists.
Typically the stable solutions are of two kinds. The first solution involves a
uniform twist between the two boundaries and a small decrease in the scalar
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SFigure 8.15: S solutions before the fold (a) and after (b) the fold near the L2
norm singularity.
order parameter compared to the no-twist case. The second solution is a wall
defect where the twisting necessary in the layer is concentrated around the
centre at z = dI2 and the scalar order parameter decreases to values close
to zero. The liquid crystal has therefore melted to an isotropic liquid in this
region.
Figure 8.18 shows that for a greater amount of twist in the layer (Od larger)
the wall defect solution will become the only stable solution and for less twist
in the layer (cbd smaller) the uniform twist solution will become the only stable
solution and in the region in the middle both solutions are stable and the
system exhibits hysteresis. Changes in the gap width, d, then determine the
size of this region. As the gap width increases the director stress from the
twist distortion decreases and the non-melting/uniform twist solution is stable
over a larger range of twist angles Od.
Figure 8.19 shows that as the temperature increases (S u increases) the asymp-
totic nature of the cusps in Figure 8.18 change. For values of Su greater than
a critical value the wall defect solution is stable (for d greater than some crit-
ical value) for any twist angle Od, even when there is no twist present. The
















Figure 8.16: 0 solutions before the fold (a) and after (b) the fold near the L2
norm singularity
dependence on Su of the disclination line structure in the previous chapter.
In the next chapter the results of the thesis and possibilities for future research
are discussed.
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Figure 8.17: The effect of symmetry on the fold diagram is a reflection in the

















Figure 8.18: Locus of the four limit points (1 1 , 12 , 13 and 14) in Figure 8.17 in















0.4 0.5 0.68,7=0.0 OA 0/ 03 0.55





The aim of this study was to investigate the effects of various novel boundaries
and boundary conditions on nematic liquid crystal behaviour. In the first
half of the thesis the Freedericksz transition of a nematic sandwiched between
non-planar and sinusoidal pre-tilt boundaries was studied using Oseen-ZOcher-
Frank continuum theory. In the second half of the thesis the effects of certain
boundary changes on disclination lines and twist wall defects using a continuum
theory which allows for variable scalar order parameters were considered. In
the next section the results of the previous chapters are discussed and in Section
9.2 some ideas for future work are presented.
9.1 Conclusions
In the first half of the thesis the effects of non-planar boundary conditions
on the Freedericksz effect in a nematic liquid crystal layer were considered.
For this problem a magnetic field is placed so as to compete with the surface
alignment. The subsequent transition to alignment of the director with the field
occurs at a critical field strength. Using the Oseen-Ziicher-Frank continuum
theory the director configuration and the transition were considered in order
to determine effects of the non-planar boundaries.
The governing equations and boundary conditions were discussed in Chapter
3 and two possible solutions to the simple case of the linear, zero field problem
were found. In the first solution the boundaries dominate the director distor-
tion and the director angle relaxes towards the centre of the cell although the
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director angle is never identically zero. In the second solution the bulk of the
liquid crystal cell is undistorted and boundary layers are formed at each of
the glass plates. The second configuration therefore behaves as a planar liq-
uid crystal cell during the Freedericksz effect and was not further considered.
When a magnetic field was introduced to the governing equations the linearised
equations predicted a singularity at a field parameter 7, = 7r 2 /4+(Lk) 2 . When
a perturbation expansion was used to investigate the (weakly) nonlinear na-
ture of the equations the second term in the expansion predicted a second
singularity at the field parameter -yie = 72 + 4(L0 2 . This singularity derived
from the interaction between the boundary which has a wavenumber k and
the distortions from linear solution which have wavenumber k which resulted
in a distortion of wavenumber 2k. Although the solutions from Section 4.2
predict singularities in the director angle the assumption that this angle angle
is small implies that the solution is not valid near to the singularity. This
means that the solution does not imply an unphysical spinning of the director
as the critical field is approached but does imply that transition occurs from
a low amplitude state to a high amplitude state.
In Chapter 5 greater consideration was given to the structure of this transi-
tion from low to high amplitude by analysing the amplitude of the dominant
mode during the singularity. In this way it was possible to find the bifurca-
tion diagrams and the stability of each solution branch. Since the classical
Freedericksz transition is a pitchfork bifurcation, the introduction of slightly
non-planar boundaries (Ak < 1) would be expected to result in a perturbed
pitchfork bifurcation. Both singularities of the linear solution were found to be
perturbed pitchfork bifurcations. It is therefore impossible to assign a critical
field strength for the transition as there is no definitive point where the system
changes from undistorted to distorted since there is always a certain amount of
director distortion caused by the boundary. This perturbation also affects the
growth and decay time constants for the transition (Appendix B). In terms of
LCDs it takes a longer time for the director field to switch on and off than for a
planar liquid crystal cell. The stability analysis showed that the middle branch
of the second bifurcation was stable although the basin of attraction for this
solution is extremely small. It is therefore possible that in a real situation this
solution may be unattainable since in this high field state experimental errors
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may be too large to keep the system on this branch and the system would
switch to one of the outer branches of the first bifurcation. In fact the basin of
attraction may be so small that molecular thermal vibration will be enough to
switch the director. The reason this low director angle amplitude solution is
stable (if it is attainable) at such a high field strength may be because of the
extra distortion present. At this field strength the dominant mode is still the
mode which has wavenumber 2k. There is therefore more distortion at this
point than if the mode with wavenumber k was dominant. This extra distor-
tion in the bulk of the cell means that deformations are spread throughout the
cell rather than just near the boundaries (as in the switched solution) and may
therefore cause the solution to be stable. At this field strength the system is
therefore bistable (tristable in fact if the two, virtually symmetric, switched
states are included). It is conceivable that a liquid crystal display could be
manufactured to take advantage of this behavior. The display would switch-
ing between the two stable states one with the director in the bulk aligned
parallel to the layer normal and one with the director (on average) aligned
perpendicular to the layer normal.
In the later half of the thesis defects in the liquid crystal layer were discussed.
Using the same Oseen-ZOcher-Frank continuum theory it was possible to deter-
mine that a disclination line attached to a non-planar surface would attach at
right angles. The director configuration around the point of contact was then
found. The interaction between the high degree of splay and bend present in
a disclination and the orienting effect of the boundary was found to be equiv-
alent to a disclination line in a magnetic field. Where the effective magnetic
field decreased further from the boundary. With this theory the disclination
is assumed to possess a core r < r, with energy E, to ensure the total energy
is finite. In Section 7.3 a different continuum theory was then employed to
model this core more realistically.
The scalar order parameter gradient at the centre of the disclination line Sr (0)
was found to be positive for disclinations with strength +1/2 and zero for all
other disclinations. It was noted that the core width for +1 lines (without
escape) is much larger than for +1/2 lines. This has been noticed experimen-
tally by many authors. When the temperature is increased past the clearing
temperature T, the liquid crystal state is found to be stable. This state then
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loses stability through a first order phase change and the only stable solution
for higher temperatures is for an isotropic fluid. If there was no disclination
present and the temperature is below the clearing temperature the liquid crys-
talline state would be the global minimizer of the system. If the temperature
increases above the clearing point the liquid crystalline state is still stable and
the system would continue to be stable until V- (Figure 7.7) when the liquid
crystalline state loses stability to the isotropic state. The reason the system
loses stability before 71+ is due to the presence of the core of the disclination.
After T, the melted core has a scalar order parameter S which is in the global
minimizer of the potential o-i (S) (the isotropic state) and eventually the core
will drag the order parameter throughout the region into the minimum poten-
tial well at S = 0. It is therefore the presence of the disclination that ensures
the system becomes isotropic before T. It is also find that as the ratio of
the coefficients of the biaxiality and phase potentials, k, tends to zero the liq-
uid crystalline state is stable for higher temperatures. When lc is small the
biaxiality potential o-2
 contributes less energy than the scalar order parameter
potential al
 and there is little melting near the core. Since it is this melting
that causes the system to jump to the isotropic state, the smaller lc is the less
likely the system will jump.
Chapter 8 applied the same continuum theory to twist layers and studied the
effects of various boundary changes on twist wall defects. When the governing
equations of the twist layer were solved using AUTO multiple solutions were
found. All solutions involve a small amount of biaxiality but some solutions
contain a uniform twist throughout the layer and very little melting in the
bulk of the liquid crystal layer. Other solutions contain a concentration of
the twist near the centre of the cell together with a significant amount of
melting in the layer. Due to the symmetry of the problem (n = —n), in some
regions of parameter space it is possible to find four stable and two unstable
solutions coexisting. As with the disclination lines it is found that there is a
critical value of 5„ (or temperature) at which the behaviour of the cell changes
drastically. At higher values of Su
 the solution with a high degree of melting is
dominant and below the low melting solution is dominant. The other general
features of this system, which to some extent are expected, are that greater
twist leads to a tendency for the liquid crystal to melt in order to minimize the
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energy caused by the high twist deformations. Increasing the gap width has
the opposite effect since the internal stress on the director is less if twisting is
spread through a larger region.
9.2 Future work
In this thesis only a few of the possibilities for research into the effects of bound-
aries on liquid crystal cells have been considered. With regards to non-planar
boundaries, only the static continuum theory of Ozeen-ZOcher and Frank has
been considered and the dynamic theory of Ericksen and Leslie may be used to
consider the effects of non-planar boundaries on phenomena such as Williams
domains [30]. For the static system it is possible to solve the full nonlinear
equations numerically using a package such as ENTWIFE. This would allow
investigations of the exact solution and the bifurcation structure under any
parameter changes in more detail.
The variable scalar order parameter theory of liquid crystals is still compar-
atively new and there are many possibilities for future research. The core
structure of attached disclination lines, the interaction of two attached discli-
nation lines, escaped disclination lines and disclination loops are just a few
unresearched areas. The introduction of an electric/magnetic field to the twist
layer to model Helfrich walls and the investigation of chiral nematics or nemat-
ics with a chiral dopant could be considered to model modern twisted nematic
liquid crystal displays.
Only nematic liquid crystals have been considered in this thesis. The effect of
boundaries on the inherently periodic structure of smectic and chiral nematic
liquid crystals and disclinations within them is another area of future work.
The importance of boundaries on liquid crystal displays has been acknowledged





In this appendix the continuum theory developed by Oseen, ZOcher and Frank
is discussed. This theory, for a uniaxial nematic with director n and a fixed
scalar order parameter 8, uses various symmetries to reduce the number of
terms in the free energy of the system. In Section A.1 the three terms con-
tributing to the bulk free energy are found as functions of the director n and
in Section A.2 the term contributing to the surface free energy is discussed.
A.1 Distortional free energy
Given a certain state of distortion described by the director n. The variations
of n are slow on the molecular scale so that aVn < 1 where a is a measure
of molecular dimension. The free energy density due to distortion FD will be
zero if Vn = 0 and therefore FD may be expanded in powers of Vn.
A local right-handed set of cartesian coordinates is chosen such that the direc-
tor n is parallel to z at the origin and since n is a unit vector so,
2	 2	 2nx + ny + 'rt., = 1
then locally n -,.. (0, 0, 1) and,




Therefore all gradients of n, are zero. The derivatives of n form the tensor,
(
anxlax anxlay anxlaz)
any /ax an/ay anylaz
0	 0	 0







(curl n) z 	 any/ax — anx /ay	 (A.5)
(curl n) = anx /az	 (A.6)
(curl n). = —any /az
	 (A.7)
There are now three conditions that each term in FD must satisfy,
1. FD must be even in n since the two states +n and —n
 are indistinguish-
able.
2. There are no terms linear in V'n since the only terms that are invariant
by rotations are,
(a) divn which cannot be included since it is not invariant under the
transformation n —n
(b) n • curin which cannot be included since it is not invariant under
the transformation (x, y, z) —> —(x, y, z)
3. The bulk free energy FD is unchanged by the addition of pure divergence
terms (divu for arbitrary u) since their corresponding energy integral
can be transformed, by the divergence theorem, to a surface term
With these conditions in mind it is possible to find all relevant terms in the
free energy density by separating FD into terms quadratic in e ij , curl n and
cross terms respectively,
FD = Fee+ Fcc+ Fec	 (A.8)
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and looking at each term separately.
The most general form of F„ is [56],
Fee = A i 62zz + A2 (exx + eyy) 2 ± A3
± A4 ezz (exx eyy) + A5 (ex2z 6y2z)
	
(A.9)
but e„ = 0 and using the identity exx + e
	 ezz =
reduces to,
Fee = A2 (div n) 2 + A3 eij eji + A5 (n A curl n)
Using the identities,
exx + eyy = div n this
(A.10)
1




 = (n . curl n) 2 + (n A curl n)2
(A.11)
(A.12)
and since the third and fourth terms in (A.11) must be dropped by condition
3 then Fee is the sum of the three terms,
(div n) , (curl n) 2
 and (n A curl n) 2	(A.13)
The term F„ must have the general form,
F„ = p i (curl n) 	 p2 ((curl n) 	 (curl n)y2)
	 (A.14)
= p i (curl n) 2 + p2 (n A curl n)2
	 (A.15)
and the term F„ has the form,
F„	 vi (curl n) z (exx + eyy)
+1)2 ((curl n) x erz + (curl n) y eyz)
	 (A.16)
+1)3 ((curl n) y ezx + (curl n)x ezy)
The first term on the right-hand side is equal to vi (n . curl n) (divn) which is
odd in n and can be discarded due to condition 1. The second term is equal
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to zero since exz ,----- .- (curl n) y and ey, = ---- (curl n) x . The last term is simply,
(n A curl n)2.




K1 (div n) 2 + —1 K2 (n • curl n) 2 + —2 K3 (n A curl n) 2	(A.17)2	 2
A.2 Boundaries
The boundaries of a liquid crystal cell can produce two kinds of theoretical
boundary conditions, strong or weak. For strong boundary conditions the
surface prescribes fixed values on the relevant dependent variables. In the
weak case the boundary acts to contribute a surface energy term to the free
energy of the system. The sum of the bulk free energy and the surface free
energy is then minimized to obtain the governing equations and boundary
conditions.
In the calculation of the bulk free energy density terms which could be ex-
pressed as the divergence of a vector were neglected. These terms are null La-
grangians and do not contribute to the bulk energy but to the surface energy.
The surface energy will be composed of these terms from the distortional bulk
free energy density and terms that model the interaction between the director
and the aligning effect of the treated surface.
The term from the bulk free energy which can be written as a pure divergence
term is,
F24 = tr (Vn) 2 — (div n) 2 = V ((Vn) n — (div n) n)	 (A.18)
so using the divergence theorem the free energy of this term is,
E
 = f F24 dv = f V ((Vn) n — (div n) n) ds	 (A.19)v	 av
The free energy due to the alignment can be simply modelled with a potential
minimum function. The potential used in the thesis is that considered by
Rapini and Popoular [76] and contributes a surface energy of the form,
E
 = fn2 ds	 (A.20)av
When the boundaries induce strong anchoring the director is fixed on the
boundary, all gradients of n are zero and F24 is zero. In this case the surface
energy is constant and does not enter into the energy minimisation analysis.
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Appendix B
Dynamics of the Freedericksz
transition
In this chapter the dynamics of the Freedericksz transition is investigated and
the switching times between the on and off states in the cell are found. By
considering an approximation to the Ericksen-Leslie equations for the twisting
Freedericksz transition the dynamic behaviour of the director orientation as
the field is turned on or off is found [74]. The linearised equations are first
considered to verify the critical field strength for the transition and then the
nonlinear equations are used to find the time constant for the growth and
decay during the transition.
The analysis for the other splay/bend Freedericksz transitions are more com-
plex as the torsion on the director results in a translational motion. In the
twist transition this does not occur and the fluid velocity may be assumed to
be zero. If director inertia is neglected in the Leslie-Ericksen equations [62]
the governing equation is,
00
KV2 0 + xaH2 sin 0 cos 0 + A I -5i-- = 0
where Ai = 112 - 113 is the twist viscosity (the difference between the two Leslie
coefficients /1 2
 and 113) and 1/) is the azimuthal director angle (see Chapter 4).
If 0 is small then (B.1) can be approximated to,
i	 2 \








The boundary conditions are V) = 0 on y = ±L and knowing that there will be
a sinusoidal x dependence in 0 leads us to Fourier decompose the twist angle,
V) , E C72 (t) cos (2n + 1) 72- sin kx
n	 2L
By neglecting higher harmonics and since symmetry arguments imply that 0
has a maximum at y = 0 this becomes,
o --- 1Pmas(t) cos ---Y-7 sin kx2L








the solution to the linearised equation is found to be,
27r









 then IPma. —> 0 as t -- oo 	 (B.8)
a
Hence the critical field strength is II, as found in Chapter 4 (4.9).
For the nonlinear equations 7,b m3 az is not negligible and then the solution to
(B.2) is,
8 (1 — (Hc/H)2) 
max = 3 — exp [2 (1 — (11/H)2)t/A]
where A = A i /xaH2 . From the coefficient of t in the exponential function of








Therefore when the field is switched on to strength H0r, greater than the critical
value the director angle grows at a rate,
T(H) = ( (1-11 — I-1) xa/A1) 1
	
(B.11)
and when the field is switched off from a field strength above the critical
strength to zero the decay time constant is therefore,
r(0) = (-1-1- x,/ Ai) 1	 (B.12)
Since the critical field strength Ii", for sinusoidal boundaries is greater than
that of planar boundaries the magnitudes of the growth and decay rates are
smaller than for planar boundaries.
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