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Abstract--Triangular fuzzy numbers are used to represent project activities whose duration times are 
uncertain and cannot be represented stochastically. A comprehensive path analysis method is devised 
using fuzzy arithmetic and a fuzzy number comparison method to determine fuzzy project completion time 
and the degrees of criticality of each network path. Possibility theory is then used to determine the 
possibilities of the project completion given the fuzzy project completion time. The existing composite 
method and the new comprehensive comparison method are compared and contrasted. 
NOMENCLATURE 
pT,(x) = Membership function of the fuzzy set .,/ 
vj = Activity j
/'/j = Fuzzy activity time of activity j 
~S~ = Fuzzy early start time of activity i
~F~ = Fuzzy late finish time of activity i
P~ = Set of activities immediately proceeding activity v~ 
S~ = Set of activities immediately succeding activity v~ 
(+) = Fuzzy addition 
( - )  = Fuzzy subtraction 
max = The greatest value of a group of values 
rain = The smallest value of a group of values 
m~.x = The fuzzy maximum of two fuzzy numbers (see 
Fig. 1) 
min = The fuzzy minimum of two fuzzy numbers (see 
Fig. 2) 
sup = The supremum or global maximum of a set (fuzzy 
or non-fuzzy) 
inf = The infimum or global minimum of a set (fuzzy 
or non-fuzzy) 
^ = The intersection of two sets (fuzzy or non-fuzzy) 
v = The union of two sets (fuzzy or non-fuzzy) 
1. INTRODUCTION 
Occasionally, project managers are challenged by projects with which they have had no prior 
experience. The inputs to a network analysis (i.e. activity times and precedences), therefore, would 
not be known with certainty. Traditionally, PERT (project evaluation and review technique) has 
been used to allow for uncertain activity times, by modelling them as independent and identically 
distributed random variables with beta distributions. However, this approach is theoretically valid 
only when (l) there exists some reason (usually past experience) to assume an underlying beta 
distribution for the activities and (2) there are approx. 30 or more activities in the project network. 
I f  activity processing times are truly fuzzy (as opposed to random), then the project network should 
be modelled with fuzzy components. 
2. PREVIOUS FUZZY NETWORK ANALYS IS  METHODS 
Modelling activity times as fuzzy in a project network analysis is not a new idea. Dubois and 
Prade [1], Prade [2] and Chanas and Kamburowski  [3] have applied fuzzy set theory to project 
management (PERT) network problems. Prade [2] and Dubois and Prade [1] recommend the use 
of  the extension principle applied to Ford's algorithm to treat fuzzy activity times. Essentially, the 
forward and backward passes through the PERT network are modified at the critical decision 
points of  determining the early start (ES) and late finish (LF) times of  each activity v~: 
and 
~S, = m~x [[~Sj (+)  ,,ij] (1) 
vjEPi 
[,F, = rain [[,Fj ( - ) / / j ] .  (2) 
vj~p~ 
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Conceptually, this method is attractive because it follows the same logic as Ford's algorithm with 
fuzzy numbers and operators. Unfortunately, the method becomes progressively more difficult to 
work after each m~x (or m/n) is taken because the ~S (or LF) degenerates into a fuzzy number 
which has an additional discontinuous point. Consequently, further fuzzy number manipulations 
prove more and more cumbersome. Furthermore, after performing the forward and backward 
passes, a critical path cannot be discerned, since there cannot be any activities with zero slack time 
because fuzzy subtraction is not the inverse of fuzzy addition. 
Chanas and Kamburowski [3] create a method called FPERT which is similar to the method 
presented by Dubois and Prade [1]. Basically, the logic used in FPERT is the same used for 
determining the ES and EF times using the fuzzified Ford's algorithm. They perform their fuzzy 
addition explicitly or-level by ~-level. The illustrative xample they use has a finite reference set for 
each of its fuzzy activity times, so finite reference fuzzy addition in the form of a convolution is 
needed. Unfortunately, they do not mention performing a backward pass, nor identifying a fuzzy 
critical path. Here, the goal is simply to determine the fuzzy project duration time. They also 
mention in passing that triangular fuzzy number epresentation seems reasonable, because of the 
underlying PERT assumption of the existence of optimistic, most likely and pessimistic times. These 
times can directly correspond with the triangle vertices formed when graphing a triangular fuzzy 
number. 
In another work, Chanas [4] states that the LF times cannot be calculated (i.e. performance of 
the backward pass) if the fuzzy project completion time is determined through the use of equation 
(1). If, however, the project completion time, which can be deterministic or fuzzy, is independently 
fixed [i.e. not determined through the use of equation (1)], then Chanas proposes that fuzzy LF 
times can be determined by performing a forward pass (i.e. calculating fuzzy early start times) on 
a mirror image with arrowheads reversed on the original project network assigning the additive 
inverse to the project completion time and using the original activity times. 
By restricting this procedure to project completion times that are independently fixed, Chanas 
perhaps implicitly recognizes the fact that fuzzy subtraction is not the inverse of fuzzy addition, 
and no critical set of activities using the "zero slack" definition will be identified. He does, however, 
provide a way to estimate the "degree of criticality" of each activity and path after performing 
a pseudo-backward pass (finding the early start times of the mirror image network). Recalling the 
definition of possibility and the fact that a possibility measurement is a deterministic number and 
not a fuzzy set, the degree of criticality for an activity is expressed as 
CA = sup {[1~S,(+),4,(+) E~T] ^  T}, (3) 
x 
where 1~$7 is the fuzzy ES time of an activity when the pseudo-backward pass is performed and 
is the fuzzy project completion time. 
The degree of criticality for a path is expressed as 
Cp = sup [Te ^  ~], (4) 
x 
where 2r v is the fuzzy path completion time. 
3. A COMPREHENSIVE COMPARISON METHOD 
Instead of using m~x and mi'n at the decision nodes as Dubois and Prade, and Chanas and 
Kamburowski propose (hereafter called the composite method) the discrete max and min are used 
at the decision nodes when performing the forward and backward passes. These discrete max and 
min can be performed by using any fuzzy number comparison or ranking method. An excellent 
summary of such methods can be found in Ref. [5]. Furthermore, there are no restrictions on the 
selection of ~, and it is recommended that the T found when performing the forward pass be used 
as the starting point for the backward pass. 
To summarize, the comparison method, instead of forming a new fuzzy number from pieces of 
the component fuzzy numbers, simply selects the maximum Egj when performing a forward pass, 
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Table 1. Example project with fuzzy 
activity times 
Activity Fuzzy time 
A (2,5,8) 
B (2,9,10) 
C (12,14,24) 
D (2,8,9) 
E (1,6,7) 
F (10,12,24) 
G (1,4,7) 
or the minimum Li~j when performing a backward pass, i.e. 
Eg, = max [Egj (+)  ~j] (5) 
vjEDi 
Ei~ = min [Li~j ( - ) / i j ]  (6) 
t~Es~ 
In this study, the method proposed by Lee and Li [5] of comparing fuzzy numbers is used. When 
triangular fuzzy numbers are used, this method states Ai > .4~ iff 
re (A , )  > m( .4 ] )  
or  
m(Aj) = m(/~j) 
and 
s(2,) < s(2j), 
where 
m(/l) = 1/3(a + b + c) 
and is known as the mean of the fuzzy number 2 when a = inf S, C = sup S, #(b) = 1, and S is 
the support of A. Similarly, the spread of .4 is determined as 
s(/l) = 1/18(a 2+ b 2 + c 2 - ab  - ac  - bc) .  
With this background, an example illustrating the comparison method is now presented. 
Table 1 lists a set of project activities with their corresponding fuzzy times. The activity times 
are assumed to be triangular fuzzy numbers of the form (a, b, c), where a = inf S, c = sup S, 
#(b) = 1 and S is the support of the fuzzy number. The activity precedence network is illustrated 
in Fig. 1. 
Performing a forward pass through this network, using Lee-Li's number comparison method 
at nodes 4 and 5, yields the ES and EF times listed in Table 2. 
The fuzzy project completion time ~ is then the fuzzy EF time of activity G or 
" x 16 
13 13' 16~<x~<29, 
x 46 
/~l,(x)= ,.--i-~+~-~, 29<x<~46, 
0, elsewhere. 
jr 
Fig. 1. Precedence diagram of example project. 
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Table 2. Fuzzy ES and fuzzy EF times for activities A-G using the 
comparison method 
Activity Eg El ~ 
A 0 (2,5,8) 
B (2,5,8) (4,14~18) 
C (2,5,8) (14,19,32) 
D (4,14,18) (6,22,27) 
E max[Ei~c, EFt] = Ei~c = (14,19,32) (I 5,25,39) 
F 0 (10,12,24) 
G max[E~e, E~r] = El~'t - = (15,25,39) (16,29,46) 
Table 3. Fuzzy LS and fuzzy LF times for activities A-G using the 
comparison method 
Activity Lg L~ 
A (0,0,30) min[LgB, Lgc] = Lg c = (0,5,32) 
B (0,2,40) (0,11,42) 
C (0,5,32) (2,19,44) 
D (0,11,42) (2,19,44) 
E (2,19,44) (9,25,45) 
F (0,13,35) (9,25,45) 
G (9,25,45) (16,29,46) 
Table 4. Path degrees of criticality using 
the comparison method 
Path C,,,, 
1 0.93 
2 1.00 
3 0.54 
Note that the fuzzy project completion time is triangular. This will greatly simplify the 
calculations required for the backward pass. Table 3 lists the fuzzy LS and LF times determined 
when performing the backward pass. Occasionally a portion of a fuzzy LS time may become 
negative when fuzzy subtraction is performed. Since negative times are unrealistic, a = inf S is 
shifted to zero. 
When activity times are fuzzy, it is impossible to identify a critical path based on the "zero slack" 
definition. However, each path through the network can be judged on its "degree of criticality" 
with reference to the fuzzy project completion time. 
The degree of criticality for a path i is calculated as 
Ce, = sup IT?, ^ T], (7) 
where Te, is the fuzzy path length of path i determined by 
L,, = (+)  3j, (8) 
J= Pi 
where (+) denotes fuzzy addition and Pi denotes the set of activities comprising path i. 
In this network, there are three paths: 
1--A-B-D-E-G; 
2- -A -C-E -G ; 
3 - -F -G.  
When all of the activities are represented by triangular fuzzy numbers, the fuzzy path lengths are 
easily calculated. 
1--(2,5,8) (+)  (2,9,10) (+)  (2,8,9) (+)  (1,6,7) (+)  (1,4,7) = (8,32,41); 
2--(16,29,46); 
3--(11,16,31). 
The degrees of criticality are then calculated for each path using equation (7), and are 
summarized in Table 4. Figure 2 illustrates one of these calculations. 
While path 2 is judged the most critical, path 1 also has a very high degree of criticality, so the 
activities on both paths should be managed more closely than the others. 
4. THE COMPOSITE METHOD 
Performing a forward pass through the network using mhx and mi'n yields the fuzzy ES and EF 
times listed in Table 5. The fuzzy project completion, ~, is then Ei~ or 
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X 
Fig. 2. Illustration of the calculation of the degree of criticality of path 1 (comparison method). 
ur (x )  = 
x 16 
16 ~< x ~< 25.4, 
13 13' 
x 8 
25.4 < x ~< 32, 
24 24' 
x 41 
-~ +-~-, 32<x ~< 35.4, 
x 46 
-- i -~+i-~, 35 .4<x ~<46, 
0, elsewhere. 
and :F is illustrated in Fig. 3. 
Table 5. Fuzzy ES and fuzzy EF times for activities A43 using the composite 
method 
Activity Eg E~" 
A 
B 
C 
D 
F 
G 
= EI~ e 
0 (2,5,8) 
(2, 5,8) (4, 14, 18) 
(2, 5, 8) (14, 19, 32) 
(4, 14, 18) (6, 22, 27) 
maxIEl~c, E~ol 
x5 145, 14~<x~<17.6, ~ 10x 10'15 15~<x~<22.2, 
x 6 17.6 <x ~< 22, J x 7 16 16' 21 21' 22.2<x~<28, 
27 x x 34 
-5+5'x  32 22<x~<23.9, l -~+~-,x 39 28<x~<30.3, 
-~+i3 '  23.9 <x ~< 32, -~+i4 '  30.3 <x ~< 39, 
0, elsewhere, 0, elsewhere, 
0 (10, 12, 24) 
rn~xlEl~E, ~'r] 
x 15 15 ~< x ~< 22.2, r x 16 16 ~<x ~< 25.4, 
10 10' 13 13' 
x 7 J x 8 21 21' 22.2 <x ~< 28, 25.4 < x ~< 32, 24 24' 
34 x 41 X 
--6+6-'x 39 22<x~<30.3, l -~+~-,x 46 32<x~<35.4, 
-H+i4 '  30.3 <x ~< 39, -~+~,  35.4 <x ~<46, 
0, elsewhere, 0, elsewhere, 
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q.O 
_ I I I I 
2 6 10 1,4 18 22  :::'6 30  36  40 4,4 
X 
Fig. 3, Illustration of the fuzzy project completion time, ~. 
The fuzzy project completion time T is then used as the starting point for the backward pass 
through the network. Table 6 lists the fuzzy LS and LF time for each activity. Note the 
degeneration of tractability which occurs during the solution process. 
The degrees of criticality for each path using the different fuzzy project completion time are listed 
in Table 7. Note, that using the composite method yields the exact reverse degrees of criticality 
for paths 1 and 2. However, the differences are very small, and the manager should, again, monitor 
the activities on paths 1 and 2 since both have high degrees of criticality. 
5. COMPARING THE COMPOSITE AND COMPARISON METHODS 
When comparing the two fuzzy methods, the differences are evident. The composite method, 
degenerates with every m~,x and mi'n taken, such that subsequent calculations prove more and more 
difficult. On the other hand, the comparison method, is easier to use because the original shapes 
of the component fuzzy numbers are preserved. 
Table 6. Fuzzy LS and fuzzy LF times for activities A43 using the composite 
method 
Activity L~ L~ 
A 
I x 30 
3~+y6 ' 
x 25 
5~+55 , 
x 33 
33+~ , 
x 33 
-~+y~,  
l x 25 
-~+~5'  
x 30 
-~6+ y6 • 
0, 
x 17 
~+~,  
x 17 
3~+y6 ' 
x 35 
-3-6 + ~6, 
x 40 
-3~+~,  
0, 
rnln[L~a, L]c] 
-30~<x ~< -11.4, 
-11 .4<x ~< -9.2, 
-9 .2<x ~<0, 
0<x ~<9.2, 
9 .2<x ~< 11.4, 
11.4 <x  ~< 30, 
elsewhere, 
x 22 
~7+5~ , 
x 17 
~+~,  
x 25 
~6+y6 • 
x 35 
-~0 +y6, 
x 27 
-~+~,  
x 32 
-5~+~7 , 
0, 
-17~<x ~< -3.3, 
-3 .3<x ~<5, 
5<x ~< 16.4, 
16.4 < x ~<40, 
elsewhere, 
x 7 
~+i~'  
x 15 
~+~,  
x 37 
-~+~3'  
x 42 
-~ i+~,  
0, 
--22~<x ~< -5.1, 
--5.1 <x  ~< --3.3, 
-3 .3<x ~<5, 
5<x ~< 13.2, 
13.2 <x  ~< 15.2, 
15.2<x~<32, 
elsewhere, 
-7~<x ~< 5.9, 
5 .9<x ~< 14, 
14<x ~< 22.7, 
22.7 < x ~< 42, 
elsewhere, 
continued 
D 
G 
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Table 6--continued 
Activity L~ L~ 
x 22 
~+~,  -22~< x < -2.6, 
x 30 
~+~,  -2 .6<x <8, 
x 27 
-T~ + ]~, 8<x ~< 15.2, 
x 32 
-~-~ + ~,  15.2<x ~< 32, 
O, elsewhere, 
x 7 
T~+~,  -7~<x ~< 5.9, 
x 1.5 
~+~,  5 .9<x ~< 14, 
x 37 
- -~+~,  14< x ~< 22.7, 
x 42 
- -~+~,  22.7 <x  ~<42, 
0, elsewhere, 
x 2 2~<x ~< 14.2, 
17 17' 
x 6 
~+~,  14.2 <x  ~< 22, 
x 39 
-~ + i-7' 22 < x ~< 28.5, 
x 44 -~+~,  28.5<x~44, 
0, elsewhere, 
x 15 
~+~,  -15~<x ~<5.1, 
x 23 
~+~,  5.1 <x  ~< 16, 
x 30 
- - i~ + ~,  16< x ~< 21.4, 
x 35 
-~-~ + ~,  21.4<x ~< 35, 
0, elsewhere, 
J x 9 9~< x ~< 20.5, 
16 16' 
x I 
27 27' 20.5 <x  ~< 28, 
4O X 
l --i-~ + i-~, 28<x ~32.6, 
x 45 
-~+~,  32.6 <x  ~< 45, 
0, elsewhere, 
x 2 
2 < x ~< 14.2, 
17 17' 
x 6 
~+~,  14.2 <x  ~< 22, 
x 39 
-~+~,  22 < x ~< 28.5, 
x 44 
-~-~ + ~-~, 28.5 <x  ~< 44, 
O, elsewhere, 
x 2 
2~<x ~< 14.2, 
17 17' 
x 6 
~+~,  14.2 <x  ~< 22, 
x 39 
-~+~,  22< x ~< 28.5, 
x 44 
-~+~,  28.5 <x  ~<44, 
O, elsewhere, 
x 9 9 ~<x ~< 20.5, 
16 16' 
x I 20<x ~<28, 
27 27' 
x 40 
-1-2 + i'2' 28 < x ~< 32.6, 
x 45 
-~+~,  32.6 <x  ~<45, 
O, elsewhere, 
x 9 
-i-~ + i-~, 9~<x ~< 20.5, 
x I 
~-~ + ~,  20.5 <x  ~< 28, 
x 40 
-~+i2 '  28 <x  ~< 32.6, 
x 45 
-- ~--~ +~-~, 32.6 <x  ~< 45, 
0, elsewhere, 
J x 16 16~<x ~< 25.4, 
13 13' 
x 8 25.4 < x ~< 32, 
24 24' 
x 41 
l 
-9+i2 '  28<x <32.6, 
x 46 
--i-~ + i-~, 35.4 <x  ~<46, 
0, elsewhere. 
Table 7. Path degrees of criticality using 
the composite method 
Path Ct,~ (x ) 
I 1.00 
2 0.93 
3 0.54 
835 
836 C.S. MCCAHON and E. S. LEE 
However, the composite method is a more realistic model when taking into account he fuzziness 
of more than one activity or activity path. For example, in a house construction project, two 
parallel paths may be (1) the installation of electrical wiring and (2) the installation of the indoor 
plumbing. Both paths must be completed entirely in a given wall before the installation of the 
drywall can begin. Suppose that the membership functions of the EF times of the electrical and 
plumbing paths are triangular and are represented by (7,8,9) and (6,7,10), respectively. 
If a direct comparison of these two fuzzy numbers was made using most any fuzzy number 
comparison method, the electrical path would be judged as the longer path and its fuzzy EF time 
would become the ES time of the drywall installation activity. However, there is a small possibility 
that the plumbing path would not be complete, since the maximum possible plumbing EF time 
is 10, whereas the early start time for drywall installation would be 9. This difficulty would not 
be encountered, however, if the fuzzy maximum was used for the fuzzy ES time of the drywall 
activity. But, the fuzzy ES time of the drywall activity would not be triangular. Therefore, 
subsequent calculations of path length would not be triangular either. Furthermore, very time a 
fuzzy max is taken, another "leg" is added to the fuzzy path time. This is a disadvantage that must 
be considered when analyzing large networks. 
For the above example network, note that the two methods do produce different forms of the 
fuzzy project completion times. Recall the fuzzy completion times for the project 
~(x)  = 
comparison 
x 16 
16~<x ~<29, 
13 13' 
x 46 
-~+~,  29 <x ~<46, 
O, elsewhere, 
~r(x) = 
composite 
x 16 
13 13' 
x 8 
~+~,  
x 41 
16~<x ~< 25.4, 
25.4 < x ~< 32, 
-~+ ~-, 32<x ~< 35.4, 
x 46 
-T~+y~,  35.4<x~<46, 
O, elsewhere. 
A comparison of the two fuzzy project completion times shows that the only difference in curve 
shape is where 25.4 < x < 35.4, or 33% of the support set. This factor will, of course change the 
possibilities [Poss(7 ~= x)] calculated between 25.4 and 35.4 as listed in Table 8. The Poss(T = x) 
is interpreted as the possibility of completing the project in exactly x time units. Note that the 
maximum difference in the possibility calculations between methods is -0.18 or 18%. All the other 
differences range from 0.0 to 14.6%. 
However, when the fuzzy integrals, Poss(T ~< x), are calculated, the differences between the 
methods are reduced. A fuzzy integral, first developed by Sugeno [7], calculates the area under a 
fuzzy number, and is loosely interpreted as the probability of the project being completed in x time 
units or less. Table 9 lists the fuzzy integrals for the two methods. Note that the maximum 
difference is +6.4%, with the other differences ranging from 0.0 to +4.5%. 
Therefore, depending on the usage of the fuzzy project ime and the desired accuracy of the truth, 
the decision maker can decide which method to use. If the decision maker wants accurate 
possibilities as a result, then the composite method is recommended. However, when area integrals 
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Table 8. Possibilities of project completion time using the composite and 
comparison methods 
Poss(T = x) Poss(T = x) 
(composite (comparison Percentage 
x method) method) Difference difference 
25.4 0.72 0.72 0 0 
26.0 0.75 0.77 +0.02 + 2.6 
27.0 0.79 0.85 +0.06 +7.6 
28.0 0.83 0.92 +0.09 + 10.8 
29.0 0.88 1.00 +0.12 + 13.6 
30.0 0.92 0.94 + 0.02 + 2.2 
31.0 0.96 0.88 - 0.08 + 8.3 
32.0 1.0 0.82 -0.18 -18.0 
33.0 0.89 0.76 -0.13 - 14.6 
34.0 0.78 0.71 -0.07 -9 .0  
35.0 0.67 0.64 - 0.03 - 4.5 
35.4 0.62 0.62 0 0 
Max av. -0.18 - 18.0 
-0.015 -0.08 
or approximate possibilities are desired, it is clear that the analyst should use the comparison 
method because it is much easier to implement even though it yields slight deviations from the 
"true" results. 
Another possibility is the use of a combination of the two methods. They could be used 
sequentially, with the comparison method used first to "weed out" those activities not on highly 
critical paths, and then the composite method used to "fine tune" the degree of criticality of the 
most critical paths to determine the path with the highest degree of criticality. 
Another type of combination approach is the use of either the comparison or the composite 
approach at each decision node depending on the application. For example, in the previous 
construction scenario for a particular wall, both the electrical and the plumbing paths must be 
completed entirely before the drywall is installed in any particular wall. As stated before, the 
composite approach should be used to take into account he fuzzy completion times of both paths. 
However, if the drywaller could place the wallboard over the portion of the wall already serviced 
by the electrician and plumber, then the comparison approach should be used, since the completion 
of both input paths is not mandatory before start of the subsequent path. In general, the 
comparison approach should be used whenever possible, due to its ease of use. 
6. CONCLUSIONS 
If the activity times of a project are truly fuzzy, then they should be modelled as fuzzy numbers, 
and the fuzzy composite (use of m~x and m~n) or fuzzy comparison (use of max and min) method 
should be used, especially if further analyses using possibilities or fuzzy integrals is desired. 
However, the comparison method is much easier to use than the composite method. Therefore, 
Table 9. Fuzzy integrals of project completion time using the composite and 
comparison methods 
Poss(T ~< x) Poss(T ~< x) 
(composite (comparison Percentage 
x method) method) Difference difference 
25.4 0.22 0.23 +0.01 +4.5 
26.0 0.25 0.26 + 0.0l + 4.0 
28.0 0.36 0.37 + 0.01 + 2.8 
30.0 0.47 0.50 + 0.03 + 6.4 
32.0 0.60 0.62 + 0.02 + 3.3 
34.0 0.72 0.72 0 0 
36.0 0.81 0.80 -0.01 - 1.2 
38.0 0.91 0.87 -0.04 -4 .4  
40.0 0.93 0.93 0 0 
42.0 0.97 0.97 0 0 
44.0 0.99 0.99 0 0 
46.0 1.00 1.00 0 0 
Max av. -0.04 +6.4 
+0.003 + 1.28 
C,A.M.W,A, 15110--D 
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the decis ion-maker,  after deciding which method is more appropr iate  for the type of  project 
network or node modelled, must also decide how much effort is to be expended in achieving the 
solution. Even if the composite method is judged as model l ing the system or node more accurately, 
the compar ison method may still be used, if it is desired to sacrifice model l ing accuracy for 
computat ional  ease. 
Furthermore,  the fuzzy compar ison method could routinely be used first, as a "first cut", to 
determine which paths are most critical. Then, if the decis ion-maker desires addit ional  accuracy 
for determining the degree of  crit icality for the most critical paths and the fuzzy project complet ion 
time, the composite method could be used on those most critical paths. 
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