Abstract. The aim of the paper is estimation of the generalized variance of a bivariate normal distribution in the case of a sample with missing observations. The estimator based on all available observations is compared with the estimator based only on complete pairs of observations.
Introduction. Let a random variable (y,
Let [y, z] be a simple random sample of size k from the distribution (1) . We are interested in estimation of the generalized variance, i.e. the determinant |Σ|. The generalized variance is used in various statistical analyses concerning the covariance structure of the model. The sample generalized variance
where y = k
, [7] , [5] , [3] , [4] ). It is known for example that
where χ 2 k−1 and χ 2 k−2 are independently χ 2 distributed with k − 1 and k − 2 degrees of freedom, respectively. Thus
is an unbiased estimator of |Σ| and where
Estimation of
The question is: how should we estimate |Σ| using the additional information contained in the vectors y 1 and z 2 and is it worth doing? Perhaps the estimator based on complete pairs [y 0 , z 0 ] (complete-case estimator) is better?
As an alternative to the complete-case estimator we consider the available-case estimator which uses all the available values to estimate parame-ters in model (1) . To estimate |Σ| we use the following sums:
where y and z are the arithmetic means of elements of y and z, respectively. Each of these sums, multiplied by a suitable constant, is a better unbiased estimator of σ 2 y , σ 2 z , σ yz than the complete-case estimators
where y 0 and z 0 are the means of y 0 and z 0 . Let us consider the following estimate of |Σ|:
where a and b are constants (depending on k, p, s) giving unbiasedness of E.
To determine a and b and then to calculate the variance of E we use the results of Wilks [8] . He considered the following random variables for the incomplete sample (5):
and found the moment generating function
which can be used for finding joint moments of (ξ 0 , η 0 , ζ 0 ):
We have used ϕ(γ, δ, ε) to obtain the required moments of sums (6) . All computations were done by using Maple V. The values of a and b are
.
For a complete sample (p = s = 0) we have the known values
We do not give here the expressions for the moments M (h, k, l) because they are long and complicated (especially M (2, 2, 0), M (0, 0, 4), M (1, 1, 2)). We are interested in comparing the estimator E given by (7) and the estimator E 0 based on complete pairs of observations:
When s = 0 we get a simple equation The case s = 0 can be applied to the situation when getting an observation of one variable (for example z) is much more difficult or expensive than for the other (y). Suppose we have k complete pairs of observations. The question is: how large is p 0 , the number of additional observations of y that cause at least the same decrease of variance of E as one additional complete pair? Using Maple V we get the following answer:
In Tables 1, 2 So the estimator E can be either much better or much worse than E 0 . E is not recommended when | | is greater than 0.5. Unfortunately E has one disadvantage: theoretically it can have a negative value. We tried to estimate how often it can happen using Maple V simulation. We generated 1000 samples from a bivariate normal distribution with µ 1 = µ 2 = 0, σ Table 5 show that the probability of getting negative values of E is small. 
