Abstract. We verify the 3-dimensional Glassey conjecture for exterior domain (M, g), where the metric g is asymptotically Euclidean, provided that certain local energy assumption is satisfied. The radial Glassey conjecture exterior to a ball is also verified for dimension three or higher. The local energy assumption is satisfied for many important cases, including exterior domain with nontrapping obstacles and flat metric, exterior domain with star-shaped obstacle and small asymptotically Euclidean metric, as well as the nontrapping asymptotically Euclidean manifolds (R n , g).
Introduction
The purpose of this paper is to show how local energy estimates for certain linear wave equations involving asymptotically Euclidean perturbations of the standard Laplacian lead to optimal global and long time existence theorems for the corresponding small amplitude nonlinear wave equations with power nonlinearities in the derivatives, which is also known as the Glassey conjecture, see [11] and references therein. For spatial dimension three, we could prove global and almost global existence. However, for dimension four and higher, the current technology could only apply for the radial case, and we obtain existence results with certain lower bound of the lifespan, which is sharp in general. The general case is still open, even for the Minkowski spacetime, when the spatial dimension is four or higher.
Let us start by describing the asymptotically Euclidean manifolds (M, g), where M = R n \K with smooth and compact obstacle K and n ≥ 3. Without loss of generality, when K is nonempty, we may assume the origin lies in the interior of K and K ⊂ B 1 = {x ∈ R n : |x| < 1}. By asymptotically Euclidean, we mean that
where (g ij ) is uniformly elliptic, (g 0,ij ) = Diag(1, 1, · · · , 1) is the standard Euclidean metric, the first perturbation g 1 is radial, and Here, we say g 1 is radial, if, when writing out the metric g, with g 2 = 0, in polar coordinates x = rω with r = |x| and ω ∈ S n−1 , we have g = g 0 + g 1 =g 11 (r)dr 2 +g 22 (r)r 2 dω 2 .
In this form, the assumption (H1.1) for g 1 is equivalent to the following requirement (H1. When g = g 0 + δ(g 1 + g 2 ) with a small parameter δ, we call it a small perturbation. We shall consider Dirichlet-wave equations on (M, g),
t − ∆ g )u = F, x ∈ M, t > 0 u(t, x) = 0, x ∈ ∂M, t > 0 u(0, x) = φ(x), ∂ t u(0, x) = ψ(x) , where ∆ g is the Laplace-Beltrami operator associated with g. Now we can state the local energy assumption that we shall make Hypothesis 2. For any given R > 1, we have
for any solutions to (1.1) with data (φ, ψ) and the forcing term F (t, x) vanishes for |x| > R, and φ| ∂M = 0. Here the constant C may be dependent on the obstacle K, and R. Let us review some important cases where the assumption (H2) is valid. First of all, when g 1 = g 2 = 0, it is true for any nontrapping obstacle K. In which case, we have (∂u(t), u(t)) L 2 x (BR) ≤ α(t)( φ H 1 + ψ L 2 ) with α(t) t −(n−1) ∈ L 1 t ∩ L 2 t , for any homogeneous solutions to (1.1) with data (φ, ψ) supported in B R . See [17, 24] and references therein. For the case where g is a compact perturbation of g 0 , and M is assumed to be nontrapping with respect to the metric, one also has (H2) for the Dirichlet-wave equation for all n ≥ 3 ( [32, 2] ). For general nontrapping asymptotically Euclidean manifolds without obstacles, it is also known to be true ( [1] ), at least when (H1.1) is replaced by
for some δ > 0. At last, if g is a small asymptotically Euclidean metric perturbation, and the obstacle is star-shaped (that is, K = {rω : 0 ≤ r ≤ γ(ω) < 1, ω ∈ S n−1 }, for some smooth positive function γ), it is essentially proved in [19] that we still have (H2).
Having described the main assumptions about the linear problem, let us now turn to the nonlinear equations. Let n ≥ 3, p > 1, we consider the following nonlinear wave equations,
for given smooth functions a α , as well as the radial problems (with g 2 = 0, K = B 1 )
for given constants a, b. We will study the long time existence of such problems with small enough initial data, according to certain norm.
For this problem posed on the Minkowski space-time, it is conjectured that the critical exponent p for the problem, to admit global solutions with small, smooth initial data with compact support is p c = 1 + 2 n − 1 in [7] (see also [25, 23] ). The conjecture was verified in dimension n = 2, 3 for general data ( [9] and [33] independently, as well as the radial case in [26] for n = 3). For the radial data, the existence results with sharp lifespan for any p ∈ (1, 1 + 2/(n − 2)) was recently proved in [11] (see also [6] for the critical case n = 2 and p = 3), which particularly verified the Glassey conjecture in the radial case. On the other hand, for higher dimension n ≥ 4, the blow up results (together with an explicit upper bound of the lifespan) for (1.2), with F p (u, ∂ t u) = |∂ t u| p and p ≤ p c , were obtained in [36, 37] when g is a compact metric perturbation. Recently, in [34] , the author extended the existence results in [9, 33, 11] to the setting with small space-time dependent asymptotically flat perturbation of the metric on R n with n ≥ 3. We can now state our main results. The first result is about the problem (1.2) with general data, which verifies the 3-dimensional Glassey conjecture in exterior domains, with asymptotically Euclidean metric perturbation, under the local energy assumption. 
, whenever the initial data satisfy the compatibility conditions of order 2, and
Moreover, when p = 2, there exists some c > 0, so that we have unique solution
Here, by the compatibility conditions of order 2, we mean that
for any x ∈ ∂M . In general, we see from the equation (1.2) that, formally, there
Then the compatibility conditions of order k is precisely Φ j (J j φ, J j−1 ψ)(x) = 0 for any x ∈ ∂M and 0 ≤ j ≤ k.
In particular, as special cases, we have the following corollaries, for which, as we have recalled, it is known that (H1) and (H2) is true. See [17, 24] , [1] Turning to the problem (1.3) with radial data, we can prove the long time existence of the radial solutions, in spirit of [11] , where the lower bound of the lifespan is sharp in general ( [36, 37] ). To simplify the exposition, we will only prove a weaker version of the long time existence theorem, comparing that of [11] . It is not hard to see that our proof could be easily adapted to prove the same set of Theorems 1.1-1.3 (with n ≥ 3) in [11] , we leave the details to the reader. 
, whenever the initial data satisfy the boundary conditions of order 1, and
Moreover, when p ≤ p c , there exist some c > 0, so that we have unique radial solu-
As before, it is clear that Theorem 1.2 applies for the flat or small asymptotically Euclidean metric, in the domain exterior to a ball. , we remove a technical restriction p < 1 + 2/(n − 2), which, in R n , is partly due to the H 2 regularity. The reason, for us to avoid the restriction in the case of exterior domain, is that we have radial Sobolev embedding H 1 ⊂ L ∞ (see Lemma 2.1), which is not true in R n .
As in [11] and [34] , one of the main ingredients in the proof is the local energy estimates with variable coefficients, in spirit of [19, 10] . The local energy estimates first appeared in [22] , which are often called Morawetz estimates. By now there is an extensive literature devoted to this topic and its applications; without being exhaustive we mention [30, 15, 27, 13, 2, 14, 29, 12, 18, 19, 20, 8, 28, 21, 31, 16] . Based on (H1) and (H2), we could prove the following version of the local energy estimates. See (1.14) for the notations. 
provided that (H2) is true with some R ≥ 4R 0 .
To prove the existence results, as usual, we need to prove higher order local energy estimates, that is, Proposition 1.4 (Higher order local energy estimates). For (M, g) satisfying (H1), there exists R 1 ≥ R 0 such that, we have
for any solutions to (1.1) satisfying compatibility condition of order k, provided that we have (H2) with some R ≥ 4R 1 .
Here, once again, we see from the equation
Then the compatibility conditions of order k is precisely Φ j (J j φ, J j−1 ψ, J j−2 F )(x) = 0 for any x ∈ ∂M and 0 ≤ j ≤ k.
For the existence results with p ≤ p c , we will also require a relation between the KSS type estimates [13, 12, 19] and the local energy estimates. Basically, it is known that, the local energy norm, together with the energy norm, could control the KSS-type norm, see, e.g., [19] and [34] Lemma 3.4. Moreover, we observe here that a dual version also holds. That is, Lemma 1.5. For any µ ∈ [0, 1/2), there are positive constants C µ and C, independent of T ≥ 2, such that
Moreover, we have
. This paper is organized as follows. In the next section, we recall some Sobolev type estimates, in relation with trace theorem and Hardy's inequality. In Section 3, we give the proof of the local energy estimates Theorem 1.3, and Proposition 1.4, based on (H1) and (H2), as well as a relation between the local energy estimates and KSS type estimates, Lemma 1.5. In the fourth section, we give the proof of the three dimensional Glassey conjecture, following the approach of [11, 34] , adapted in the setting of exterior domains. In the last section, we outline the proof for the radial Glassey conjecture.
1.1. Notations. Finally we close this section by listing the notations.
•
, and
• A B means that A ≤ CB where the constant C may change from line to line.
• The vector fields to be used will be labeled as
• With Dirichlet boundary condition, we defineḢ
, for a partition of unity subordinate to the (inhomogeneous) dyadic (spatial) annuli, j≥0 Φ j (x) = 1. Typical choice could be a radial, nonnegative Φ 0 (x) ∈ C ∞ 0 with value 1 for |x| ≤ 1, and 0 for |x| ≥ 2, and
• · Em is the energy norm of order m ≥ 0,
Also, we use · LE to denote the local energy norm (1.14)
On the basis of the local energy norm, we can similarly define u LEm , and the dual norm
0 such that β = 1 for |x| ≤ R and vanishes for |x| ≥ 2R. Based on β, we set β 1 (x) = β(x/2), β 2 (x) = β(2x),
which agrees with g for |x| ≥ R/2 and g 0 for |x| ≤ R/4.
Sobolev-type estimates
In this section, we recall several Sobolev type estimates in relation with the trace theorem and Hardy's inequality. At first, we have the following trace theorem (see Lemma 2.2 in [11] , (1.3), (1.7) in [5] and references therein) Lemma 2.1. Let n ≥ 2 and 1/2 < s < n/2, then
We will also need the following variant of the Sobolev embeddings.
Lemma 2.2. Let n ≥ 2. For any m ∈ R and k ≥ n/2 − n/q with q ∈ [2, ∞), we have
where [a] stands for the integer part of a.
When M = R n , it is precisely Lemma 2.2 in [34] (see also Lemma 3.1 in [16] ). The general results, for the exterior domain, then follow from a simple cutoff argument and the classical Sobolev embedding.
When dealing with (1.2), we need to have a local control of u, from ∇u, which is achieved by the Hardy inequality.
Lemma
Proof. It is classical, see [4, 3] and references therein. For reader's convenience, we give an explicit proof in the case of star-shaped obstacle here. By density, it suffices to prove (2.4) for u ∈ C ∞ 0 (M ). For this special case, the inequality is just a consequence of integration by parts:
, which, after integrating with respect to ω, yields (2.4).
As a direct consequence, we have
where in the last step, we used Hardy's inequality.
Local energy estimates
In this section, we give the proof of the local energy estimates Theorem 1.3, and Proposition 1.4, based on (H1) and (H2), as well as a relation between the local energy estimates and KSS type estimates, Lemma 1.5.
3.1. Local energy estimates with variable coefficients. To begin, let us recall a local energy estimates with variable coefficients, which is essentially obtained in [19] (see also [34] Lemma 3.1, as well as [20, 10, 11, 35] ).
Lemma 3.1. Let n ≥ 3 and M = R n . Consider the linear problem g u = F with g(x) = g 0 + δg 1 (x) satisfying (H1.1). Then there exists a constant δ 0 , such that for any 0 ≤ δ ≤ δ 0 , we have the following local energy estimates,
In addition, the same results apply for solutions to (1.1), when M = R n \K with star-shaped K.
Note that compared with [34] Lemma 3.1, we have relaxed the condition on the decay rate of asymptotically Euclidean metric a little bit. Notice that by the assumption, we have
With this observation, it is not hard to see that basically the same proof for [34] Lemma 3.1 apply in the current situation. In the case of star-shaped obstacle, we need only to observe further that the boundary term will be nonnegative and can be disregarded, see e. g. P197 of [19] . We omit the details here. 
for solutions to (1.1). We divide the proof into three steps: controlling the local part, the local energy, and the energy.
Controlling the local part.
At first, we notice that it is possible to choose R 0 ≥ 4 large enough such that,g, as defined in (1.15), satisfies the condition in Lemma 3.1 when R ≥ R 0 . Fixing the choice, we see that, on R n ,
Now, we define u 1 as the solution of the Dirichlet-wave equation with data (β 1 φ, β 1 ψ) and forcing term β 1 F , and u 2 = u − u 1 .
For u 1 , we have trivially
by (H2) with 4R and the Hardy inequality (2.4).
To estimate u 2 , we introduce u 0 as the solution of the Cauchy problem in R
it is easy to see that g w = [β, ∆g]u 0 , w| ∂M = 0, w(0, x) = 0, ∂ t w(0, x) = 0 due to the support properties of K, β. Noticing that [β, ∆g]u 0 is supported in |x| ≤ 2R, we could apply (H2) with 2R to obtain
Controlling the local energy.
Turing to the full local energy estimates, we divide u into β 2 u + (1 − β 2 )u. For (1 − β 2 )u, due to the support property, andg agrees with g for |x| ≥ R/2, we observe that
Viewing it as solution of the Cauchy problem, we get from (3.3) that
which is controlled by the right hand side of (3.2), by (3.7). That is, we have proved
which is local energy part of (3.2).
Controlling the energy. It remains to control the energy norm in (3.2). For this, we introduce a modified energy norm
, where |g|, g ij are the determinant and inverse matrix to the matrix g ij . From geometrical point of view, it is a natural definition of the energy. By our assumption, it is equivalent to the classical energy norm E. For A(t), we know from the definition, after integration by parts and noticing that ∂ t u| ∂M = 0, that
After integration in time, we get for any T ,
and so
which is (3.2). This completes the proof of Theorem 1.3.
3.3.
Higher order estimates. In this subsection, we give the proof of the higher order local energy estimates, Proposition 1.4, based on Theorem 1.3 and Lemma 3.1.
As is traditional, part of the difficulty to prove higher order estimates for exterior domain is due to the fact that the vector fields do not preserve the boundary condition u| ∂M = 0 in general.
Despite of the difficulty, we notice that ∂ t preserves the boundary condition and commutates with the equation. As a consequence, provided the solution to (1.1) satisfies the compatibility condition of order k, by Theorem 1.3, we have
Here, we have expressed the initial data of ∂ j t u, through the equation (1.1), by the combination of ∇ α φ, ∇ α ψ and ∂ α F (0, x). To extend the vector field from ∂ t to Z, we observe first
For the second term,
, by (H1.1), we know that, for any given δ > 0, there exists R 1 ≥ R 0 , such that for R ≥ R 1 , there exists c i (x) such that
Here, we used the fact that the first perturbation is radial, which commutates with the rotational vector fields Ω.
Applying Lemma 3.1, together with these information,
Summing over |α| ≤ k and setting δ small enough to be absorbed by the left, we conclude that
To complete the proof of Proposition 1.4, it suffices to give the control of the last term in (3.11).
3.3.1. Controlling the local part. Let us prove Proposition 1.4, by (3.10), (3.11) , and induction.
The case k = 0 follows from Theorem 1.3. Assume it is true for some k = j ≥ 0, then for k = j + 1, since the problem satisfies the compatibility condition of order j + 1, we have the compatibility condition of order j for w = ∂ t u, and
At first, we give the estimate of
x (BR) , with |γ| = j. For the second term, using elliptic estimate, we get
where in the last inequality, we used the equation (1.1).
In conclusion, we get
where, in the last inequality, we have used the Hardy inequality, Lemma 2.3.
By the induction assumption, Proposition 1.4 with k = j, we have
This completes the proof of Proposition 1.4.
3.4.
A relation between KSS type norm and local energy norm. In this subsection, we give a proof of Lemma 1.5. Since (1.9) and (1.10) are classical, we give only the proof of the dual version, that is, (1.11) and (1.12).
As usual, we use a cutoff argument ( [13] ). Let F 1 = F χ |x|≤T and F 2 = F − F 1 .
.
Similarly,
. This completes the proof.
Glassey conjecture with dimension 3
In this section, we will prove Theorem 1.1, mainly based on Lemma 2.2 and Proposition 1.4, for given φ and ψ such that (1.4) and (1.5) are satisfied.
As usual, we shall use iteration to give the proof. We set u 0 ≡ 0 and recursively define u k+1 (k ≥ 0) be the solution to the linear equation
Note that the compatibility condition (1.5) ensures that, we still have the compatibility condition of order 2 for u k+1 , and we can apply Proposition 1.4 with k = 2.
Boundedness: By the smallness condition (1.4) on the data and the equation, we know from the definition of F p that, for |α| ≤ 1,
where C(t) is a continuous increasing function. By Proposition 2.4, we know that
and so for ε small enough, we have
for some continuous increasing functionC(t).
With the above estimates, it follows from Proposition 1.4 with k = 2 that there is a universal constant C 1 so that u 1 LE2 ≤ C 1 ε, and (4.2)
We shall argue inductively to prove that
when ε ≤ ε 0 and ε 0 is small enough, for all k ≥ 0. By the above, it suffices to show
for any u with u LE2∩E2 ≤ 3C 1 ε ≤ 1.
Notice that there exist smooth functions
By Lemma 2.2,
By the boundedness of u (4.1), smoothness of b i and (4.5), we see that
The first term can be dealt with as follows, by (4.5), Lemma 2.2, and the fact that p > 2,
. Similarly, for the second term, we get
E2 .
In conclusion, we see that there exists a constant C 2 such that
This finishes the proof of (4.4) and so is the uniform boundedness (4.3).
Similar proof will give us the convergence of the sequence {u k }
provided that ε 0 is small enough. Together with the uniform boundedness (4.3), we find an unique global solution
Strictly speaking, to complete the proof, we need also to prove the regularity of the solution
As it is standard, we omit details here, and refer the reader to the end of Section 4 in [34] or [11] P533.
For the remaining case, p = 2, we need only to notice that by Lemma 1.5 and Proposition 1.4 with k = 2, we have for T ≥ 2
See also the end of Section 5.2.
Radial Glassey conjecture
In this section, we outline the proof for Theorem 1.2, by using Lemma 2.1, Proposition 1.4, and Lemma 1.5.
We set u 0 ≡ 0 and recursively define u k+1 to be the solution to the linear equation
5.1. Global existence. Recall Lemma 2.1, M = {|x| > 1}, where r ∼ r and the fact that u is radial, we have
By the smallness condition (1.6) on the data and the equation, we know from the definition of G p that, for ε small enough, we have
u k LE∩E . With the above estimates, it follows from Proposition 1.4 with k = 1 that there is a universal constant C 2 so that u 1 LE1 ≤ C 2 ε, and (5.3)
As in Section 4, for global existence, let us give the proof of the uniform boundedness of the iteration series u k with respect to LE 1 ∩ E 1 , which could be reduced to the proof of
for radial u and small enough ε. In fact, G p (u, ∂ t u) LE * 1 is controlled as follows,
provided that (n − 1)(p − 1)/2 > 1, that is p > p c . Then by choosing ε > 0 small enough, we get (5.4).
Long time existence.
For p ≤ p c , we recall that it is known that, the local energy norm, together energy norm, could control the KSS-type norm, i.e., Lemma 1.5. Then, by (5.3) with k = 1, there exist C 3 ≥ C 2 , such that we have for T ≥ 2,
+C 3 u k p−1 E1
u k LE∩E for solutions to (5.1) and any G p (u k , ∂ t u k ) = G 1 + G 2 . With this, we could easily adapt the proof for p ≤ p c . When p = p c , as before, we need to prove (5.5)
for p = p c = 1 + 2/(n − 1), radial u and small enough ε. In fact,
With (5.5) at hand, it will be essentially easy to prove almost global existence, by choosing T = exp(cε 1−p ) with small enough c, such that ε p ln T ≤ cε ≪ ε. Similarly, for 1 < p < p c , we need to prove, with µ = (n − 1)(p − 1)/4 ∈ (0, 1/2), (5.6)
radial u and small enough ε. We could apply the same kind proof here
With (5.6), the long time existence could be proved, by choosing with small enough c, such that ε p T 1−2µ ≤ c 1−2µ ε ≪ ε.
