We present 3 years of photometry of the "Double Hamburger" lensed quasar, HE1104−1805, obtained on 102 separate nights using the OGLE 1.3-m telescope. Both the A and B images show variations, but with substantial differences in the lighcurves at all time delays. At the 310 d delay reported by Wisotzki and collaborators the difference lightcurve has an rms amplitude of 0.060 mag. The structure functions for the A and B images are quite different, with image A more than twice as variable as image B (a factor of 4 in structure function) on timescales of less than a month. Adopting microlensing as a working hypothesis for the uncorrelated variability, the short timescale argues for the relativistic motion of one or more components of the source. We argue that the small amplitude of the fluctuations is due to the finite size of the source with respect to the microlenses.
INTRODUCTION
Two very different physical processes contribute to the observed photometric variability of gravitationally lensed quasars: the intrinsic variabilty of the quasar itself and propagation effects along the line of sight. Chief among the latter is microlensing by the stellar mass objects in the intervening lens (Chang and Refsdal 1979; Paczyński 1986 ). The combination of intrinsic and microlensing variations represents an embarassment of riches. For the purpose of measuring lens time delays (using the correlated intrinsic variabilty of the quasar images) uncorrelated microlensing variations are an additional source of noise. Conversely, the intrinsic variation of the quasar pro- Time delays have been measured for nearly a dozen systems, and in most cases microlensing appears not to have presented a serious problem (e.g. Kundić et al. 1997; Schechter et al. 1997) . Dramatic microlensing variations have been observed in the system 2237+0305 (Corrigan et al. 1991; Woźniak et al. 2000) but on a timescale (months) which is very much longer than the predicted delays (hours).
There have, however, been instances in which microlensing and time delay measurements have interfered with each other.
In the case of 0957+561, the two images have long timescale (1000 d ) variations (Refsdal et al. 2000) , which bias the inferred time delay. Burud et al. (2000) report uncorrelated variations over timescales of several months in their study of B1600+434. Examination of their Figure 3 shows apparent uncorrelated variations on timescales of days. Uncorrelated variations are also reported by Hjorth et al. (2002) in their study of RXJ0911+0551.
We report here the results of an unsuccessful program to measure the time delay of the doubly imaged quasar HE1104−1805 (Wisotzki et al. 1993 ). In three years' monitoring with the Optical Gravitational Lensing Experiment (OGLE) 1.3m telescope at Las Campanas we see uncorrelated variations in the A and B images, which we interpret as the result of microlensing.
In §2 we describe the observations and initial reductions. In §3 we compare light curves for the two quasar images, A and B, using the time tested chi-by-eye technique and a less subjective method. Our data fail to produce a satisfactory time delay. In §4 we derive structure functions separately for the A and B images. Adopting the time delay measured by Gil-Merino et al. (2002) , we determine a structure function for the microlensing from the difference between the A and B images. In §5 we explore several alternative interpretations of the structure functions for the two quasar images.
OBSERVATIONS
Observations of HE1104−1805 were carried over a three year period as a sub-project of the second phase of the OGLE microlensing search (Udalski, Kubiak and Szymański 1997) . The 1.3m Warsaw telescope at the Las Campanas Observatory, Chile (operated by the Carnegie Institution of Washington) was equipped with the "first generation" camera, incorporating a SITe 2048 × 2048 CCD detector working in still-frame mode. The pixel size was 24 µm, giving a scale of 0. ′′ 417/pixel. Observations were performed in the "medium" readout mode of the CCD detector, with a gain 7.1 e − /ADU and read noise of about 6.3 e − . Details of the instrumentation setup can be found in Udalski, Kubiak and Szymański (1997) .
Our plan was to obtain data three times per month, at moon phase −11, −1 and +8 days, weather permitting. If not, data was obtained on the first good night following the planned observation. Typically two 10 minute exposures were taken with a Harris V -band filter. The data were reduced automatically at the telescope using the OGLE software pipeline. Photometry of the two quasar components, A and B, and for three reference stars, CA, CB and CC was derived with the DoPhot photometry program (Schechter, Mateo and Saha 1993) . The third of these reference stars proved to be variable. Stars CA and CB are -3. ′′ 2 and 31. ′′ 9 to the East and 15. ′′ 1 and 5. ′′ 3 to the South, respectively from the brighter quasar component, A. All magnitudes are referred to the average of these two stars. No attempt was made to correct either for color terms or for an airmass/color crossterm. Figure 1 presents a 120 ′′ × 120 ′′ subraster of a V -band frame of HE1104−1805 showing both quasar images, A and B, and both reference stars, CA and CB.
The complete record of observations is given in Table 1 . Three exposures which gave very different magnitudes from the exposure immediately preceeding or following and from magnitudes obtained earlier or later in the month are flagged and are not used in the discussion that follows. Data taken on the same night was averaged and was assigned the average time of observation. Nightly averaged photometry for quasar images A and B and for comparison star CA is shown in Figure 2 . Note that there is no additional information in star CB, as its variations mirror those of CA, but with the opposite sign. We do not plot formal error bars, as night-to-night variations are always larger than these.
TIME DELAY
Wisotzki and collaborators (Wisotzki et al. 1998; Gil-Merino et al. 2002) have measured a time delay of 310 ± 19 d for HE1104−1805, with the B image leading the A image. In Figure 3 we plot our photometry (averged over each night, typically two exposures) for image B at the corresponding time for image A, 310 d later than actually observed. The photometry for image A is shown as actually observed.
Difference Lightcurve
As we are looking at a single quasar along lines of sight that differ by only a few arcseconds, the instrinsic component of the A and B variability ought to be the same after compensation for the time delay. A lagged difference lightcurve should show only the effects of extrinsic processes, e.g. microlensing. The price we pay in so doing is that the difference lightcurve includes extrinsinc variations (and noise) from both images.
In computing a lagged difference, we chose to interpolate on the B lightcurve, which is considerably smoother. Our approach was to use all data taken within 20 days of the desired time. We fit a straight line (quadratic) if the desired time was straddled by two (three or more); if not we took a straight average. Figure 3 shows a difference lightcurve, obtained by interpolating on image B as described above. While there are modest similarities in the two lightcurves, the differences are substantial.
It should be noted that our single inital observation of image B in August 1997 yields 5 points at the exteme left of the difference curve. We choose to keep these points because of the extra baseline they gain us. The advisability of this rests heavily on the assumption that B varies slowly.
Time Delay
Over the course of the three years spent observing HE1104−1805, with the acquisition of every new data point, we attempted to determine a time delay using the time honored "chi-by-eye" approach. At no point were we able to persuade ourselves that we had a robust determination of the time delay. In particular there are many significant features in the A lightcurve for which the B lightcurve has no counterpart. A variety of sophisticated techniques have been developed to extract time delays (see Gil-Merino et al. 2002 and references cited therein), but should one believe a time delay that fails the chi-by-eye technique?
We subscribe to Lord Rutherford's dictum (Bailey 1967 ) -"If your experiment needs statistics, you ought to have done a better experiment." But since the community standard would seem to be that one must carry out an "objective" test, we have done so. As the B image seems to vary less than the A image, we interpolate over the B values as described above to obtain a prediction for A at a trial value of the time delay. We then compute the rms deviation between the observed magnitude for a wide range of time delays, plotted in Figure 4 . The rms scatter at the published time delay is 0.060 mag, with 51 overlapping points. There is a minimum of 0.054 at 145 d with 56 overlapping points. Without knowing the statistics of the uncorrelated features we cannot argue whether either of these is to be preferred over yet some other value.
We admit defeat. We cannot measure the time delay using our data and, for the purpose of the ensuing discussion, we use the value of Gil-Merino et al. If the variations intrinsic to HE1104−1805 were large, the error in our adopted delay would would introduce a spurious microlensing signal. But had the intrinsic variations been large, we would have been able to measure the delay.
VARIABILITY IN THE A AND B IM-AGES

Structure Functions for A and B
It is our subjective impression that the A lightcurve in Figure 2 is much more variable than the B lightcurve. This can be made quantitative by computing structure functions for images A and B,
where angle brackets denote an average over time. Figure 5 shows these functions computed for images A and B, in 9 day bins. As in the previous section we use the nightly averages to compute individual values of m(t). The first bin includes lags 0 < τ < 4. d 5, the second lags 4.5 < τ < 13. d 5, and so forth. The structure function for image A shows considerably more in variability than that for image B, especially for lags shorter than 40 days, where it is a factor of four larger, corresponding to a factor of two more variability. We compute structure functions for the difference between comparison stars A and B, and find a roughly constant amplitude of 0.0002, corresponding to photometric errors of 0.014 mag. If measurement errors make a similar contribution to image B, the structure function for image A at 9 days is a factor of eight larger than for B.
Working Hypotheses
The A image is brighter than the B image, but not so bright that the images are anywhere near saturation. We can think of no reason why the measurement errors for A should be larger than for B. As we have made no attempt to account for the difference in color between the comparison stars and the quasar images, one might expect photometric errors to show a seasonal correlation (and hence an increasing structure function) depending upon whether the object was observed at low or high airmass. But the variations seen in both the A and B images are so large that we take them to be the result of physical processes beyond the Earth's atmosphere.
We take the difference in the amplitudes of the two structure functions to be significant, indicating that whatever physical processes are at work, they affect the images differently. Were we working at radio wavelengths, scintillation arising in the intervening galaxy would need to be considered, as it was by Koopmans and de Bruyn (2000) in the case of B1600+434. For lack of a better explanation (and perhaps a lack of imagination), we adopt, as our working hypothesis, that the fluctuations in image A are due largely to microlensing by stars in the lensing galaxy.
Some variation is expected due to the intrinsic variability of the quasar. The structure functions for quasars typically have amplitudes of (0.1 mag) 2 , with time constants of order one year (Christiani et al. 1996) . There are, of course, very substantial variations among quasars, with some showing almost no variability and others showing intraday variability. The lightcurves and structure functions for A and B look so different that we take the variations in image B to be largely instrinsic, consistent with our expectations for typical quasars. A smaller microlensing amplitude might naively be expected because the surface brightness of the lensing galaxy is much lower at the position of image B and because we expect a continuous dark matter component to be a larger fraction of the mass. While the effects of dark matter are not quite so simple (Schechter and Wambsganss 2002; see below) , it is nonetheless the case that microlensing should indeed affect A more than B. Figure 6 shows the structure function obtained for the difference lightcurve presented in Figure 3 . We take its large fluctuations as the accidental beating of features in lightcurve A against features in lightcurve B. For the purpose of comparison with microlensing simultations, we will want a charactistic timescale for the difference lightcurve. While the curve is exceedingly noisy, we estimate the time for our structure function to rise to one quarter of its asymptotic value, T 1/4 , to be ∼ 20 d .
Difference Structure Function
INTERPRETATION
Microlensing at High Optical Depth
Although it has been twenty years since the first papers on microlensing at high optical depth (Young 1981; Vietri and Ostriker 1983) there not been a comprehensive review of the subject. Key theoretical results can be found in the work of Paczyński (1986) , Kayser et al. (1986) , Watson (1987, 1988) , Wambsgansss (1992), Wambsganss, Witt and Schneider (1992) , Witt (1993) , and Irwin (1995, 1996) . The following brief review sets the stage for interpreting our observations of HE1104−1805.
Given a point source and an observer, a random distribution of point masses produces a set of micro-images (e.g. Figure 1 in Paczyński 1986 ). An efficient scheme for studying microlensing (Kayser et al. 1986 ) is to send a bundle of rays out from the observer, distributed uniformly in solid angle, in the direction of the microlenses. They produce a very non-uniform pattern in the source plane, with the density of rays indicating the magnification a source would have were it located at that point.
These magnification maps have much in common with the patterns of light one sees at the bottom of a swimming pool. They also look very much like the density maps taken from N-body simulations, with filamentary networks of high magnification and larger regions of low magnification. The regions of higher and lower magnification have well defined boundaries. The magnification for a point source is formally infinite on these boundaries, which are known as caustics. A moving source passes through regions of higher and lower magnification, with the observer seeing variations in the brightness of the source.
The scale for magnification maps is set by the typical mass of the microlenses, which has an associated length called the Einstein ring radius. Magnification maps look very different from each other (e.g. Wambsganss 1992; Schechter and Wambsganss 2002) . The two parameters which control that "look" are the dimensionless surface density of the microlenses, κ * , and a dimensionless shear, γ. If there is a distribution of microlens masses, there will be additional dimensionless parameters associated with that distribution.
The magnification of a finite source can be computed by integrating its surface brightness distribution over the magnification map. Despite the singularities at caustics, the integrals converge. If a source is very much larger than the Einstein ring, the source undergoes simple differential stretching, by a factor 1/[1 − κ * − γ] in one direction and 1/[1 − κ * + γ] in the other. If both of these values are positive (negative) the image forms a minimum (maximum) of the light travel time surface. If they have opposite signs, the image forms at a saddlepoint and has negative parity -its handedness changes. The overall change in flux is given by the product of these two factors, 1/[(1−κ * ) 2 −γ 2 ], independent of position, since the fluctuations due to microlensing average out.
Collapsing the magnification map (or the light curve) and creating a histogram of pixel values gives a magnification distribution, but loses the substantial spatial (or temporal) correlations between adjacent pixels. The shapes of the magnification distributions are quite varied -sometimes showing more than one peak (Rauch et al. 1992; Wambsganss 1992 ) -but as a rule they are narrower (though with a long positive tail) for small κ * and broader when the macro-magnification is substantially greater than unity. RMS magnifications for macro-maxima and macro-saddlepoints can be as large as ∼ 0.7 and ∼ 1 magnitude, respectively (Lewis and Irwin 1996; Schechter and Wambsganss 2002) . In the ensuing discussion we shall use the width of the magnification distribution as a first order discriminant among models.
When the source is very much smaller than the Einstein ring, the microlenses produce a large number of micro-images. When a source crosses a caustic, a pair of micro-images is either created or destroyed, one each with positive and negative parity. The creation/annihilation of this pair of micro-images causes the average magnification inside a closed caustic to be higher lower than outside. The two microimages are infinitely bright and spatially coincident at the moment of creation/annihilation but are dimmer when the source is further from the caustic. For point mass microlenses, micro-maxima are infinitely demagnified. Micro-mimima play an important role in that their overall magnifications are always greater than unity. A macro-minimum will have at least one micro-minimum, but a macro-saddlepoint may have none. Wambsganss, Witt and Schneider (1992) derive an illuminating expression for average number of micro-minima as a function of κ * .
An interesting special case is that of a bimodal microlens mass distribution in which one mass scale is very much larger than the source size and another is very much smaller, with dimensionless surface densities κ * and κ c (denoting "stars" and "continuous" dark matter). In this case the magnification map is the same as one would have derived with an effective dimensionless surface density, κ ef f * = κ * /(1 − κ c ) and an effective shear, γ ef f = γ/(1 − κ c ), but with the magnifications larger by 1/(1 − κ c ) 2 than those computed from the effective values.
For a mulitply imaged quasar, the image positions (and sometimes magnifications) give a model which constrains γ and κ tot ≡ κ c + κ * at the position of each image. For the ratio microlens to total surface density we have 0 < κ * /κ tot < 1. The behavior of magnification histograms as one increases the proportion of dark matter is nontrivial and runs counter to naive expectations (Schechter and Wambsganss 2002) . In particular, for highly magnified saddlepoints, the magnification histogram widens and bifurcates before ultimately narrowing at high dark matter percentages. In the next section we show that this is the relevant case for HE1104−1805. A histogram computed from the difference lightcurve in Figure 3 is shown in Figure 7 .
Macromodel for HE1104−1805
We have used the Lehár et al. (2000) HST positions for the components of HE1104−1805 and the lensing galaxy, and an emission line flux ratio A/B = 2.8 (Wisotzki 1993) to model the lensing potential as a singular isothermal sphere in the presence of external shear. The dimensionless surface density, shear and magnification for the A and B images are given in Table 2 , with negative magnification indicating a saddlepoint. The shear is sufficiently large in this system that it seems unlikely to be the result of flattening of the lensing potential. Fitting models which had steeper (shallower) potentials would give lower (higher) surface densities and lower (higher) magnifications, but for reasonable ranges the conclusions of the subsequent sections are essentially unchanged.
Fluctuation Amplitude: Image A
The structure function computed from a lightcurve (or its two dimensional counterpart, computed from a magnification map) will be characterized by a dimensionless amplitude and a time scale (or length scale). At large temporal (or spatial) separations, we expect the amplitude to saturate at some asymptotic value. The amplitude is governed by two dimensionless parameters: the ratio of the size of the source to the size of a microlens (its Einstein ring radius), and the fraction of the total surface density in microlenses, as opposed to a smoothly distributed component. The time scale is set by dividing the size of the Einstein ring by the velocity of the source relative to the microlenses.
The size of the Einstein ring clearly affects both the fluctuation amplitude and the timescale. Here we adopt an idealized model which makes it particularly easy to separate the effects of source size from those of dilution by smoothly distributed matter. We take the source to have two components, one very much smaller than the microlenses and one very much bigger. In such a scenario, the amplitude of the fluctuations is smaller by the ratio of the flux in the smaller component to the total flux. We draw tentative conclusions using this model and then consider how relaxing our assumptions might affect them.
Dark Matter Dilution
The observed distribution for the shifted magnitude differences between the A and B images of HE1104−1805 has an rms scatter of 0.060 magnitudes. Our working hypothesis is that these result from microlensing fluctuations in image A. Irwin (1995, 1996) present microlensing results for a point source with (κ * , γ) = (0.65, 0.50) -approximately correct for image A if κ * /κ tot = 1. They predict fluctutations of order 1 magnitude. An extended source would give smaller fluctuations. Alternatively, one might suppose that increasing the smooth component, κ c , at the expense of the microlensing component, κ * , would likewise produce smaller fluctuations.
We therefore prevailed upon J. Wambsganss to carry out a series of microlensing simulations for (κ tot , γ) = (0.60, 0.50), decreasing κ * /κ tot from 1 to 0. We were flabbergasted to discover that the fluctuations increased rather than decreaseed, at least at first (Schechter and Wambsganss 2002) . Eventually the fluctuations get small, but only when κ * /κ tot << 1. At such levels of dilution, the magnification histogram is exceedingly asymmetric, with a relatively narrow spike at the expected magnfication and a tail roughly 2 magnitudes long toward large demagnifications. This is not the character of the fluctuations observed in Figure  7 . Moreover this would require an extraordinarily low mass-to-light ratio for the lensing galaxy. We conclude that a model in which the small observed fluctuations are due to dilution by dark matter is not viable.
But we do expect some dark matter dilution. In their study of the system lensing galaxy 0047-281, Koopmans and Treu (2002) find the stellar mass fraction interior to the Einstein ring to be 0.58 ± 0.04. It seems reasonable to take it to be a factor of ∼ 2 smaller at the Einstein ring. If HE1104−1805 were similar, it would imply (κ * /κ tot ) A = 0.35.
A Source with a Big and a Small Component
For our idealized model, the fluctuations are diluted by the ratio of the flux in the compact component to the total flux. In Wambsganss' simulations the rms fluctuations vary from 0.69 mag for κ * /κ tot = 1 through 1.21 mag for κ * /κ tot = 0.16, beyond which the fluctuations begin to decrease. At κ * /κ tot = 0.35 the rms fluctuations are about 1 magnitude. A microlensed hot spot would therefore need ∼ 7% of the total flux to produce the observed lensing histogram.
Interestingly, the magnification histograms for 0.15 < κ * /κ tot < 0.50 bifurcate into two peaks, separated by roughly 1.6 magnitudes (cf. Figure  3 of Schechter and Wambsganss 2002) . A hotspot with 7% of the total flux would produce two fluctuation peaks separated by 0.10 mag. Aided by theory, one can imagine such a bifurcation in the observed histogram for HE1104−1805, Figure 7 . Figure 5 shows considerably less fluctuation in image B than in image A. This might be expected both because the stellar surface density is lower at B than at A, and because the dark matter fraction is higher at B. Substituting dark matter for 6 microlenses might increase the microlensing fluctuation for high magnification images, especially saddlepoints, but it does not for lower magnification minima.
Fluctuation Amplitude: Image B
Our isothermal model gives us the total surface density at A and B, with κ tot,B /κ tot,A = 0.52. Lehár et al. (2000) measure the effective radius for the lensing galaxy, r e = 0. ′′ 73. Images A and B are 1. ′′ 10 and 2. ′′ 12, respectively, from the lensing galaxy. For constant M/L we then have κ * ,B /κ * ,A = 0.22. We therefore expect (κ * /κ tot ) B = 0.42(κ * /κ tot ) A .
If we take (κ * /κ tot ) A = 1, we get κ * ,B = 0.140 and κ c,B = 0.204. These give κ ef f * = 0.176 and γ ef f = 0.263. Under these circumstances, we would expect, according to Lewis and Irwin (1996) , microlensing fluctuations in image B to be roughly half as large as in image A, which is marginally consistent with the structure functions of Figure 5 , though perhaps not at the shortest lags.
If we take (κ * /κ tot ) A = 0.35, the fluctuations for image A increase and the fluctuations for image B decrease. In this case most of the fluctuation in image B would be due to intrinsic variations in the quasar.
In any event, the character of the microlensing light curve predicted for B is quite different than that predicted for A. At the lower surface density of image B we expect infrequent but high magnification events (and pairs of events), with the spacing between events large compared to their rise times and durations. Substituting dark matter for microlenses makes such events yet more infrequent. We may not have sampled image B long enough to see any of its occasional fluctuations.
Tentative Conclusions
While the small amplitude of the fluctuations is primarily due to finite source size effects, the above arguments would seem to favor some dilution of the stellar component with dark matter at both A and B for the following reasons: a) it minimizes the flux of the hotspot b) it reduces the predicted amplitude of microlensing fluctuations in image B and c) it produces a bimodal magnification histogram for image A.
Timescale
To first approximation, simulated microlensing structure functions look like the voltage across the capacitor in an RC circuit, rising and then asymptotically approaching a constant value. Lewis and Irwin (1996) add an additional parameter that allows for more protracted rises, but for the present discussion it suffices to think in terms of their T 1/2 , the time it takes for their structure function to reach half its asymptotic value. Lewis and Irwin use a variant of the structure function which computes the sum of absolute values of differences rather than the sum of squares in equation (1), so their T 1/2 corresponds roughly to our T 1/4 . For a range of cases with κ * = γ and no smooth component (as would be appropriate for a singular isothermal sphere), they find T 1/2 ∼ 0.33, (measured in Einstein ring radii per unit time) for source trajectories that cross the shear direction at a 45 • angle to the shear.
The radius of the Einstein ring, projected back onto the source plane, is given by
where D L , D S , D LS and are angular diameter distances to the lens, the source and from the lens to the source, respectively. The redshifts for the lens and quasar are 0.729 and 2.319, respectively (Lidman et al. 2000) , giving D L H 0 /c = 0.350, D S H 0 /c = 0.395 and D LS H 0 /c = 0.212 for (Ω m , Ω Λ ) = (0.3, 0.7). We therefore have
where our decision to normalize the source velocity by the speed of light reflects the remarkably short timescale for the observed fluctuations. Our observed T 1/4 ∼ 20 d timescale implies a source velocity of ∼ 0.25c for solar mass microlenses. Our working model takes the source to have two components, one very much smaller than the microlenses and one very much bigger. The range of possible alternative models for the surface brightness distribution of the source is limited only by imagination. Source models favored in the microlensing literature include Gaussians and uniform disks as well as more physically motivated models (Agol and Krolik 1999) . In the case of HE1104−1805, source velocities approaching the speed of light are indicated. It seems unlikely that the entire optical continuum region would be move, as a unit, with such a velocity.
There is evidence, however, that the continuum source cannot be too much larger than the microlenses. In their discovery paper, Wisotzki et al. (1993) note that whle the emission line flux ratio is constant at a factor of 2.8, the continuum flux ratio increases to the blue, rising to a factor ∼ 6 in the B filter. They argue that the continuum source is likely to be more compact than the broad line region, and that the continuum is microlensed. In this case we may be overestimating, or more likely, underestimating, the fractional contribution of the fast moving region to the average flux.
Nanolensing by 10 −5 M ⊙ Planets
An alternative explanation that would obviate the need for relativistic velocities invokes microlenses with planetary masses, of order 10 −5 M ⊙ (Schild 1996 and references cited therein). The velocity of the source relative to the lensing system would then be of order 10 −3 c. Such "nanolenses" impose correspondingly tighter constraints on the size of the compact part of the source. For this reason Wyithe and Loeb (2002) argue that hotspots are still needed in such a model. An additional difficulty associated with this hypothesis is that microlensing by stars might interfere with nanolensing. The anomalously large fluctuations found by Schechter and Wambsganss (2002) depend critically on the lensing potential being smooth on larger scales. If the macro-image is broken up into micro-images, nanolenses will operate separately on each of these. Wyithe and Loeb (2002) argue that short timescale fluctuations observed by Hjorth et al. (2002) and Burud et al. (2002) might be due the the microlensing of broad absorption line clouds shadowing a quasar accretion disk. None of the figures they present for these models look much like our data: either the amplitudes are too small or the timescales are too long.
Coldspots
Multiple Hotspots
Interestingly, Wyithe and Loeb also simulate hotspots that arise within the quasar's accretion disk, as proposed by Gould and Miralda-Escudé (1997) . These have orbital velocities ∼ 0.2c. Their model with only a single hotspot shows a strong periodicity and the classic M-shaped profile associated with the creation and annihilation of a single pair of micro-images. While we see no such a periodic signal in our data, it would be premature to rule out a single, accretion disk hotspot on the basis of a single set of model parameters. A relativistic hotspot in a jet would likewise not be excluded by their model. Interestingly, the lightcurve for their model with 100 hotspots shows considerably more resemblance to the difference lightcurve for HE1104−1805, both in amplitude and scale. Moreover their parameters, κ tot = γ = 0.54 and κ * = 0.08, are quite similar to those we adopt for the B image of HE1104−1805. They produce a saddlepoint with a magnification µ = −12.5 and microlens fraction of 15%, almost ideal for the purpose of maximizing microlensing fluctuations.
SUMMARY
Three years of observations of the two lensed quasar images of HE1104−1805 show variations in the A and B images that are uncorrelated, with V amplitudes of ∼ 0.060 mag. The A image exhibits considerably more variability, on a timescale 1 month, while the fluctuations in the B image are consistent with our expectations for variations intrinsic to the quasar.
On the hypothesis that the fluctuations are due to microlensing by solar mass stars, the implied source velocity is ∼ 0.25c. For reasonable assumptions regarding the ratio of dark to microlensing matter and on the assumption that only a single hotspot is contributing to the fluctuations, the hotspot contributes ∼ 7% of the continuum flux. A multiple hotspot model presented (and rejected) by Wyithe and Loeb (2002) also seems viable, perhaps even preferable, in the present case.
We thank Professors B. Paczyński for his support and J. Wambsganss for his counsel. We gratefully acknowledge the support of the US NSF (through grants AST96-16866 at MIT and AST-9820314 at Princeton). PLS thanks the John Simon Guggenheim Memorial Foundation, and the Institute for Advanced Study for support. Fig. 1.- 
