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Abstract—The study of Networks on Chips (NoCs) is a research
field that primarily addresses the global communication in
Systems-on-Chip (SoCs). The selected topology and the rout-
ing algorithm play a prime role in the performance of NoC
architectures. In order to handle the design complexity and
meet the tight time-to-market constraints, it is important to
automate most of these NoC design phases. The extension of
the UML language called UML profile for MARTE (Modeling
and Analysis of Real-Time and Embedded systems) specifies
some concepts for model-based design and analysis of real time
and embedded systems. This paper presents a MARTE based
methodology for modeling concepts of NoC based architectures.
It aims at improving the effectiveness of the MARTE standard
by clarifying some notations and extending some definitions in
the standard, in order to be able to model complex architectures
like NoCs.
I. INTRODUCTION
System-on-chip (SoC) designs supply integrated solutions
to challenging design problems of embedded systems and
consumer electronic domains. Much of the progress in these
fields allows the designer to conceive more and more complex
electronic systems and reduce time to market. Future systems-
on-chips will contain tens to hundreds of IP cores according
to the International Technology Roadmap for Semiconductors
[1]. The on-chip communication paradigm is introduced as
Network-on-Chip (NoC) by Benini and De Micheli [2], Dally
and Towles [3] and Sgroi et al [4]. Many propositions of NoC
architectures for SoCs design have been presented in literature,
such as, SPIN [5], HERMES [6] XPIPES [7], OCTAGON [8],
Mesh [9], honeycomb [10].
Topology and routing algorithm are the two most important
aspects that distinguish the various NoC architectures. The
choice of topology is very important to provide a high level
of performance. On the other hand routing on NoCs has the
same principle as routing on any network. Consequently, the
system becomes more and more complex, from transistors to
layout. The system designer needs with a level of abstraction
that focuses more on system functionality rather than low level
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design details and there is a demand for the development of
high level modeling environments for computer-aided design.
The modeling of highly repetitive structures such as network
on chip topologies in graphical form poses a particular chal-
lenge. Model driven engineering is a software development
methodology where the complete system is modeled at a high
abstraction level using a modeling language as UML. The
field of real-time embedded software systems is a domain for
which extensions to UML are required to provide more precise
notations of domain specific phenomena. The UML profile
for Modeling and Analysis of Real-Time Embedded systems,
MARTE [11] is the current standard for the SoC domain. We
study in this paper how well it is suited to model complex
NoC architectures.
We note that there is a few works interested in modeling
concepts of NoC. Only the approaches defined in [12] [13]
come close to our contribution by using the MDE concepts for
modeling repetitive structure such as multi-processor system
on chip (MPSoC) but not NoC concepts. In [12] the authors
show the need for modeling the distribution of a parallel
application onto parallel hardware architecture and describe
the notation (MARTE) for modeling only regular architecture.
This notation allows distributing computations to processing
elements, data to shared or distributed memories, with the
aim of clarifying its usage through MPSoC examples and
the comparisons to other distribution notations such as in
High Performance Fortran. We note that in literature there
is a little work interested in modeling NoC with MARTE,
defining methodology or providing the effectiveness for nota-
tion to model all concepts of NoC such as topology, routing
algorithm, switching mode and communication protocol. The
aim of this paper consists in proposing a novel methodology
for modeling all family of NoC topologies and show that
the advanced MARTE can support the modeling of routing
algorithm with the use of state machines at the end to propose
an extension in the HwCommunication package.
II. NETWORK ON CHIP CHARACTERISTICS
The NoC is a replacement for global interconnect and single
bus architectures. The main immediate benefit of a NoC based
approach is clearly due to the possibility to reuse the com-
munication network throughout different products. Further-
more, as the complexity of integrated systems keeps growing,
a NoC provides enhanced performance such as throughput
and scalability in comparison with the bus communication
architectures. Thus it is useful to propose a methodology for
modeling NoC topologies with the aims of being in line with
the evolution of semiconductor technology and reduction of
the time to market. Also, from a predictability perspective, the
regularity of NoC layout provides well characterized electrical
and physical properties. The topology and routing algorithm
are the most important aspects which distinguish the diverse
NoC architectures.
A. Topologies
The topology refers to the physical structure of the network
graph, i.e., how network nodes are physically connected. It de-
fines the connectivity or the routing possibility between nodes,
thus having a fundamental impact on the network performance
as well as the router structure (number of ports and port
width). The trade-off between generality and customization
is an important issue when determining a network topology.
Each topology can be characterized by a few properties. The
degree of a router is the number of links connecting that
node to its neighbor vertices. A topology is considered as
regular when all routers have the same degree, if not it
is considered as irregular. In [14], the number of ports in
routers can be synthesized according to the requirement of
connectivity. However, the area and power consumption of an
irregular network topology may not scale predictably with the
topology size. Besides, many network topologies have been
proposed where most of them are proposed for minimizing
the number of nodes and node degrees. Also there are many
research activities for designing NoC topologies. Murali in
[15] have developed a tool for automatically selecting an
application-specific topology for minimizing average commu-
nication delay, area, and power dissipation. Other topologies
between regular and irregular are also proposed for NoCs.
For example, an interesting NoC topology is the Spirdegon of
STMicroelectronics, GEXspedirgon NoC [16] and Honeycomb
[10]. Spidergon, is one of the NoCs researched at STMi-
croelectronics and is being proposed as an evolution of the
STNoC [17]. It is a packet-switched NoC, inspired from the
Octagon NoC [8], deterministic routing, wormhole switching
and TDMA quality of service QoS. In [10], Hemani and all
present a honeycomb NoC topology and its associated method-
ology as solution to the design productivity problem. Besides
they propose a platform to handle the complexity of emerging
design of chip architecture and still allow companies to meet
the time to market and make profit, but implementations and
results are not presented. Another study was made in order
to define a generic NoC [18] named GeNoC that is intended
to serve as a reference for the design and the validation of
high level specifications of communicating virtual modules,
but this study is limited to topology and routing concepts.
The 2D-mesh is the most used topology due to its simplicity.
Fig. 1. Examples of standard topologies
a) GEXspidergon toplogy b) Hierarchical star c) Honeycomb
Fig. 2. Examples of hierarchical topologies
It consists of horizontal and vertical lines with nodes placed at
their intersections. This specific structure is often used because
inter-node delays can be predicted at a high level.
Figures 1 and 2 show some of topologies that have been
proposed in the literature.
B. Routing algorithm
Routing algorithms define the path followed by each mes-
sage or packet routing on an NoC. A routing algorithm defines
how the data are transmitted from sender to receiver. The
choice of a routing algorithm depends on several metrics such
as minimizing power, minimizing logic and routing tables
to achieve a lower area, increasing performance by reducing
delay and maximizing traffic utilization of the network. A lot
of works aim at improving the hardware block for the routing
algorithm in the NoC.
In this paper, routing algorithms are divided into two groups,
deterministic and adaptive algorithms. Static routing algo-
rithms ignore the network path diversity and are not sensitive
to the network state. They are also simple and inexpensive to
implement. Besides, it is often a simple way to provide the
ordering of packets. Static routing also permits packets to be
split among multiple paths between a source and destination,
in a predetermined way. If only a single path is used, static
routing usually guarantees in-order delivery of data packets.
This eliminates the need for adding bits to packets at the NI
(Network Interface), in order to correctly identify and reorder
them at the destination.
Adaptive routing algorithms, also named dynamic algo-
rithms, use information about network traffic and/or channel
status to avoid congested or faulty regions of the network.
In dynamic routing, routing decisions are made according
to the current state of the network, considering a load on
links. As such it is possible that the path between the source
and destination changes over time, as traffic conditions and
requirements of the application change. This adaptive behavior
requires additional hardware resources that control the state
of the network and routing paths. Besides, dynamic routing is
able to utilize alternate paths when some directions become
congested.
Routing algorithms can be implemented in various ways.
The most interesting ways consist of either looking at a
routing table or executing a finite-state machine in software or
hardware. In this paper we focus on the modeling of routing
algorithms as a state machine to demonstrate the ability to
model the routing on NoCs in MARTE.
III. PROPOSED METHODOLOGY
Designing an efficient NoC architecture, while satisfying the
application performance constraints, is a complex process. The
design issues require several abstraction levels, ranging from
high-level application modeling to physical layout level im-
plementation. Some of the most important phases in designing
the NoC include: NoC topology modeling for the application,
choosing the routing algorithm, communication protocol and
mode switching.
This methodology can be expressed in two phases. In the
first phase, we begin by detailed concepts relating to a NoC,
such as mathematical studies of topology and routing algo-
rithm. Second, specify the package we will use and make the
relation between hardware architecture concepts and notation
that also exist in MARTE. We illustrate this below with the
two main characteristics of NoCs identified above: topology
and routing algorithm.
A. Topology Modeling
Several topologies, such as hypercube, star, ring and tree,
can be modeled easily with the MARTE profile using the RSM
(Repetitive Structure Modeling) package (see [11], annex E,
pages 517–533). The more complex such as the GEXspidergon
and honeycomb are not as easy but we will demonstrate below
that this RSM package is powerful enough to model them. In
order to model these topologies in a compact way, one should
make a mathematical study of the topology to identify some
information of the graph such as degree, valence, the number
of links, the number of input/output ports, then classify routers
by their numbers of port and factorize routers if possible.
The modeling consists in using a class (and part) by router
kind, express the number of routers using the « shaped »
stereotype and connect them which links stereotyped with a
link topology, either « interRepetition » for the simple cases
or « reshape » for the more complex kinds.
We give below two examples of complex topology model-
ing.
1) Modeling of honeycomb Topology: The honeycomb
mesh (see Figure 2c), based on hexagonal plan tessellation
network. Hexagonal tessellations were used in literature for
various applications such as cellular phone. Hexagonal and
honeycomb mesh are dual graph one can obtain the honey-
comb mesh by joining the center of each triangle in hexagonal
mesh with center of neighboring triangle. One hexagon is
a honeycomb mesh of size 1, the honeycomb mesh of size
2 is obtained by adding 6 hexagons to the boundary edge
of hexagon size 1. A honeycomb mesh size m is obtained
from honeycomb size m − 1. the number of nodes of the
honeycomb mesh of size t is 6m2, and the number of links
is 9m2 − 3m, the diameter of honeycomb mesh of size t is
4m − 1. The Honeycomb Architecture is constructed based
on an elementary hexagonal network that can be described, in
parallaxis syntax as following:
Configuration Hex [1....2], [1...3];
Connection:
East: Hex[i, j] → Hex[i, j + 1]
West: Hex[i, j] → Hex[i, j − 1]
North: Hex[i, j] → Hex[i− 1, j]
South: Hex[i, j] → Hex[i, j − 1]
The Honeycomb graph is constructed by multiplying this
algorithm. This architecture is modeled on the same following
algorithm to model GEXspidergon; in a customizable way on
the environment GASPARD by using the RSM package, in
order to take into account the modeling of link topologies.
The concerned topology is composed of the repetition of
a single element (Router or port). Each potential instance
of this element is connected to other potential instances of
the same element. In our case each instance is connected to
neighbors located at north, south, east and west. The inter
Repetition topology enables to specify the position of every
neighbor of every potential instance of a model element with
a multidimensional shape. With this architecture it is to the
best of our knowledge the first time that a reshape connector
is used with the same port as source and destination, allowing
to represent regular but not uniform dependencies between
repetitions of a part.
Figure 3 shows the modeling of honeycomb topology.
Fig. 3. Modeling of a honeycomb topology
Mathematical models for Reshape and InterRepetition are
described below:
Inter Repetition={1,0}
Reshape include Tiler source and Tiler target:































2) Modeling of GEXspidergon Topology: The GEXspider-
gon (see Figure 2a) can be seen as a hierarchical and globally
regular, locally regular topology. It is an academic topology
for NoC. This study presents a generic NoC architecture based
on a configurable router. This router integrates a sophisticated
dynamic arbiter, the wormhole routing technique and can be
configured in a manner that allows it to be used in many
possible NoC topologies such as Mesh 2-D, Tree and Polygon
architectures. This makes it possible to improve the quality of
service (QoS) required by the proposed NoC. This study [17]
shows that the Spidergon architecture is characterized by the
lower latency and saturation. This architecture is constructed
based on an elementary polygon network which is a combi-
nation of the star and the ring architectures. This elementary
network is formed by 4R+1 (R = 1, 2, etc.) routers including
a central router that is connected with the 4R peripheral
routers via point to point links. The peripheral routers are
connected to each other in the form of a ring. The elementary
network is thus characterized by its valence (m = 4R) that
represents the number of the peripheral routers. These routers
necessitate 2m links to be connected to the central router.
Each peripheral router is connected to 4 input/output ports
and the central router is connected to m+1 input/output ports.
This elementary network can be described in Parallaxis[19] as
following:
Configuration Poly [2...n], [2...m]
Periphery connection:
Vertical connection:
North: Poly[i] → Poly[i− 1]
South: Poly[i] → Poly[i+ 1]
Horizontal connection:
East: Poly[j] → Poly[j + 1]
West: Poly[j] → Poly[j − 1]
Central Router:
Connection many to one
Poly[i, j] → Poly[0, 0]
The GEXspidergon graph is constructed by iterating this
algorithm in two dimensions as illustrated in Figure 2. Routers
are categorized into four groups according to their degree:
• Corner Routers.
• Middle Routers.
• Horizontal Routers, package of two.
• Vertical Routers, package of two.
Figure 4 shows a possible model of this topology.
To express the link topology between vertical/horizontal
routers and middle routers there was some problem since the
considered tiles are not sets of regularly spaced point and in
MARTE/RSM the points of the tile must be regularly spaced
(as they are built from the reference point of the tile by the
linear combination of the column vectors of the fitting matrix).
We had to use two reshape links to express such a topology.
These two reshapes are detailed below.
Reshape1: VR to MR




































































With this case study we have shown that we can model the
complex regular topologies with MARTE/RSM in a compact
way, exploiting fully the regularity of the architecture of the
NoC.
B. Modeling Routing Algorithms
In this paper routing algorithms, are divided into two groups,
deterministic and adaptive algorithms. We are interested in
modeling an example for each family.
1) Deterministic XY algorithm: The XY routing is consid-
ered as a kind of deterministic routing algorithms. It can be
used in a 3× 3 Mesh topology NoC. In this architecture each
router is identified by its coordinates (x, y).
This algorithm begins by comparing the current router
address (Cx, Cy) to the destination router address (Dx, Dy)
of the data, stored in the header. Packet must attain the port
of the router when (Cx, Cy) is equal to (Dx, Dy) address. If
not, Dx is compared to Cx address. Packet will be routed to
the west port when Cx > Dx, to east when Cx < Dx and
if Cx ∼= Dx the packet is horizontally routed. When the last
condition is true, the Dy address is compared to the Cy . When
Cy > Dy the packet is routed to the North but if Cy < Dy
it will be routed to the South. Packet will be blocked in the
Fifo when the chosen port is busy. This explication can be
described with the following algorithm.
Destination router: (Dx, Dy)
Current router: (Cx, Cy)
If (Dx > Cx) // Move East
Return E
Else if (Dx < Cx) // Move West
Return w
Else if (Dx = Cx) // same direction
If (Dy < Cy) // Move South
Return S
Else if (Dy > Cy) // Move North
Return N
Else if (Dy = Cy) //same router
Return C
Thus the routing algorithm can be modeled via MARTE
profile as a hardware component where the behavior is de-
scribed with a behavioral state machine in MARTE as shown
in Figure 5.
Fig. 5. A high level abstraction of XY routing via UML/MARTE profile
2) Adaptive routing: In adaptive routing, paths are dy-
namically changed during the routing process according to
network conditions, such as the presence of congestion. If
a channel is busy, the other channel has priority over the
busy channel. However, if both output channels are not used,
a cost function (CF) decides which output channel will be
used. This cost function is required when an adaptive routing
is implemented. The adaptive routing algorithm increases the
complexity of the hardware architecture of the router. That is
why it will be significant to model this algorithm at a high
level of abstraction. In this case a typical example of adaptive
routing algorithm is modeled, the double Y-channel routing
algorithm. This algorithm applies to a 2D mesh where router
are connected by one bidirectional links in the X dimension
and by two bidirectional links in the Y dimension. The network
is divided into two sub-networks. The X1 sub-network uses
paths in the ascending X dimension. The X2 sub-network uses
paths in the descending X dimension.
We consider S and D the source and destination router of a
packet. Their coordinates along the X axis are noted Sx and
Dx. If, at some router the destination of a packet is on the
right the packet uses the X1 sub-network; if the destination is
on the left the packet used the X2 sub-network. When Dx =
Sx a cost function decides the channel to use. In each sub-
network, several minimal paths are possible. A packet crosses
the network through a single sub-network. This explication
can be described with the following algorithm.
Destination router: (Dx, Dy)
Source router: (Sx, Sy)
If (Dx > Sx) // Move in X1
Return X1
Else if (Dx < Sx) //Move in X2
Return X2
Else if (Dx = Cx) // CF
Return CF
This algorithm can be simply modeled in state machine via
UML/MARTE profile as shown in Figure 6.
Fig. 6. A high level abstraction of adaptive routing via UML/MARTE profile
For the QoS there are a lot of work that integrate several
services in the routing algorithm such as a dynamic arbiter,
guaranteed throughput and TDMA. The designer can consider
all these concepts in the modeling. On the other side, the
switching technique can be an enumerated type in the MARTE
profile.
The last thing that we need to model NoCs at a high level
of abstraction is to decide which modeling artifact we will use
to model a router. Indeed, this element is the basic building
block of NoCs and with which the topology can be described
and that should be characterized by a behavioral state machine
describing the routing algorithm. It should thus be a structured
class with an adequate stereotype.
The HwCommunication package in the MARTE profile
defines some concepts for modeling the communication in-
frastructure of embedded systems as « HwEndPoint » which
may present the network interface of the NoC, « HwBridge »
to make connection between resources and the « HwArbiter »
to control the communication. But in this package the router
(the basic building of NoCs as identified above) is not found.
That is why we propose to add the « HwRouter » stereotype
as a specialization of the « HwMedia » stereotype in the
HwCommunication package. This addition would enable the
modeling of NoCs at an abstraction level useful for specifying
and analyzing the communication possibilities of the current
(and probably future) networks used in recent systems-on-chip.
IV. CONCLUSION
We have proposed in this paper a methodology for modeling
NoCs with the MARTE standard profile. We have identified
two main characteristics of NoCs that are useful to design,
analyse and understand the structure and behavior of NoCs:
the topology of the network and the routing algorithm.
Several topologies have been proposed in the literature
and we have shown that the Repetitive Structure Modeling
package of MARTE is powerful enough to model as well the
simple regular ones as the more complex ones. To achieve
this, we have proposed the first use of the « Reshape »
connector to connect some ports of the same part, enabling the
description of regular but non uniform connections between
repeated parts. The proposed modeling methodology enables
to take full advantage of the regularity in the topology to
factorize the model. Such factorization could then be used to
generate factorized analysis or synthesis code and thus tackle
large networks (think many-cores with several hundreds or
thousands of routers) as easily are small ones.
The second characteristics that we have identified is the
routing algorithm. We have proposed to model it with a
standard UML behavioral state machine. This state machine
should be attached to a component stereotyped « HwRouter »,
a new stereotype that we propose to identify the basic building
block of NoCs. With this minor addition, the MARTE profile
is complete enough to model a very large number of NoC
proposals (actually, all those that we have found), especially
those that exhibit some regularity enabling a scaling of the
network. Some work is on-going to synthesize such networks
in VHDL from such models.
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