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The rapidly increasing volume of clinical information captured in Electronic Health Records (EHRs) has
led to the application of increasingly sophisticated models for purposes such as disease subtype discovery
and predictive modeling. However, increasing adoption of EHRs implies that in the near future, much of
the data available for such purposes will be from a time period during which both the practice of med-
icine and the clinical use of EHRs are in flux due to historic changes in both technology and incentives. In
this work, we explore the implications of this phenomenon, called non-stationarity, on predictive model-
ing. We focus on the problem of predicting delayed wound healing using data available in the EHR during
the first week of care in outpatient wound care centers, using a large dataset covering over 150,000 indi-
vidual wounds and 59,958 patients seen over a period of four years. We manipulate the degree of non-
stationarity seen by the model development process by changing the way data is split into training and
test sets. We demonstrate that non-stationarity can lead to quite different conclusions regarding the rel-
ative merits of different models with respect to predictive power and calibration of their posterior prob-
abilities. Under the non-stationarity exhibited in this dataset, the performance advantage of complex
methods such as stacking relative to the best simple classifier disappears. Ignoring non-stationarity
can thus lead to sub-optimal model selection in this task.
 2015 Elsevier Inc. All rights reserved.1. Introduction
The rapid adoption of Electronic Health Records (EHRs) is a key
enabler of the learning healthcare system [1–5]. One effect of EHR
adoption is to vastly increase the amount of data available for tasks
such as predictive modeling of clinical outcomes. This increase in
data enables developers of such models to employ increasingly
sophisticated models to improve performance without overfitting.
For example, recent work has applied tensor factorization to dis-
cover latent disease subtypes [6]. Such models are a far cry from
the logistic regression models that have long been a mainstay of
clinical research, and have the potential to transform clinical care.
However, the observational nature of EHR derived data raises sev-
eral practical issues in the development of such models [7–9]. EHR
data may be incorrect and incomplete, and the majority of such
data is collected primarily for billing purposes. Furthermore, some
medical interventions could lower the risk of a particular outcome
of interest and the popularity of these medical interventions can
change over time as practices change. These factors can affect
models that treat labels as unchanging truths. Failure to take theseissues into account in the development and deployment of these
models could lead to high profile failures that could ultimately
delay the learning healthcare system [10,11].
In this paper, we note that EHRs typically have repeated obser-
vations of a constantly evolving set of patients. Furthermore, we
note that the health care system in the United States is currently,
and for the foreseeable future, in a state of flux, with new systems
being adopted and clinical practice evolving at a rapid pace as
incentives change. Indeed, we note that this situation is in fact
an explicit goal of the learning health care system [1,5]. In the
spirit of Walsh and Hripcsak [12], which examined the effect of
data source, cohort selection and prediction target on the perfor-
mance of a logistic regression model of hospital readmissions, we
explore the effects these changes have on predictive modeling
using EHR data.
We focus on the development of a predictive model for delayed
wound healing using a dataset previously described in Jung et al.
[13], which described the development of a predictive model for
delayed wound healing and its potential clinical utility. The dataset
consists of wound and patient data collected over the course of
care at outpatient wound care centers operated by Healogics Inc.
between 2009 and 2013. In this setting, patients are seen on a
weekly basis to monitor the progress of wound healing and adjust
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wounds are entered into an EHR during each such assessment.
The objective of the model is to predict whether or not a given
wound will be an outlier with respect to how long it takes to fully
heal, given only information collected during the first and second
wound assessments. The threshold for delayed wound healing
was set to fifteen weeks based on the observations of clinical
experts at Healogics. Given accurate prognostic information, it is
possible to triage patients for additional care such as additional
monitoring and at-home care, hyperbaric oxygen therapy (HBOT),
and negative pressure wound therapy (NPWT). Thus an accurate
prediction has the potential to change the course of clinical
treatment.
Non-stationarity is broadly defined as occurring when the data
generating process being modeled changes over time. In this study,
the data generating process is the routine care of wounds, as cap-
tured by patient and wound information recorded in the EHR. This
information is presumed to be informative about delayed wound
healing, and so we fit predictive models that use the EHR data to
predict that outcome. Changes in the wound care process over time
may render the evaluation and use of these models problematic
because the joint distribution of covariates and delayed wound
healing giving rise to the training data may not be the same as that
giving rise to test data used to evaluate the models, and to future
data.
Research into classification under non-stationarity has focused
on two tasks – detecting non-stationarity (referred to as anomaly
detection or change detection), and learning under non-
stationarity. Moreno-Torres et al. [14] provides an overview of
non-stationarity and related issues, while Hoens et al. [15] summa-
rizes current methods for dealing with non-stationarity. In brief,
these methods modify the dataset or the model in response to
new data such that more weight is given to the most recent data.
However, these methods have for the most part been used only
in domains such as online fraud detection; to the best of our
knowledge, they have never been applied to clinical risk prediction.
In this study, we aim to characterize the implications of non-
stationarity on the development of predictive models of the sort
commonly encountered in clinical informatics.
To that end, we present experiments evaluating the impact of
non-stationarity on discriminative power (how well models distin-
guish between cases and non-cases) and on model calibration
(how closely the posterior probabilities of delayed wound healing
output by models match observed frequencies of delayed wound
healing). We approximate different degrees of stability of the data
generating process by changing the way that the data is split into
training and test sets. We then examine how such change impacts
model selection. To that end, we consider the use of increasingly
sophisticated models, starting from regularized logistic regression,
progressing through non-linear models capable of automatically
modeling interactions between predictors, and ending with
ensemble methods that combine the predictions of many base
models. Finally, we examine the impact of non-stationarity on
engineered, domain specific features.
We demonstrate that in a setting that approximates a station-
ary data distribution, methods such as stacking can provide signif-
icant boosts to predictive power relative to the best base models.
However, this performance gain disappears when the data distri-
bution is non-stationary. In both cases, however, there is consistent
benefit from using engineered, domain specific features. We find
that using non-linear models that capture feature interactions
automatically is useful in this dataset but that the benefit from
such models is reduced under non-stationarity. Our findings
emphasize the importance of matching the model development
process with the intended use of the model. If the model is
intended for use on future patients, it is critical to take non-stationarity into account to obtain a reliable estimate of model
performance.2. Materials and methods
Our goal is to investigate the impact of non-stationarity on a
predictive model for delayed wound healing, defined in this study
as whether or not a given wound will take longer than 15 weeks to
heal using information routinely collected during the first week of
care. We approach this by fitting a series of increasingly complex
models—with and without domain specific features—to different
training and test splits of the data. We observed that the dataset
exhibits substantial non-stationarity. We can, however, control
the degree of non-stationarity seen by the models by changing
the way we split the data. This process is summarized in Fig. 1
and explained further in Section 2.2. We evaluate the models for
discriminative power and calibration under these different condi-
tions. In the remainder of this section, we provide details about
the dataset, feature construction, model development and
evaluation.2.1. Dataset
The dataset is comprised of 1,182,751 time-stamped wound
assessments performed at 68 Healogics outpatient wound care
centers distributed over 26 states. These wound assessments rep-
resented 180,716 unique wounds. Each wound assessment consists
of both quantitative information regarding a specific wound, such
as length, width, depth and area, in addition to categorical descrip-
tors such as wound type, anatomical location, presence/absence of
erythema and ICD9 codes associated with the assessment. Each
assessment is also associated with unique wound and patient keys,
allowing us to associate each wound with basic demographic infor-
mation such as age, sex, and insurance status along with its out-
come. Wound assessments were performed approximately
weekly, and the dataset spans 2009 through 2013. A total of
59,958 patients are represented, and there are no restrictions on
patients or wound types. Supplementary Materials Table 1 pro-
vides additional demographic details about the dataset, broken
down by wound center.
We removed any wounds that were unresolved by the end of
the study period unless the wound was already past the 15-week
threshold for delayed healing. We also removed wounds with neg-
ative or very large values for quantitative features (>99.9th per-
centile) or with clearly erroneous demographic information such
as negative age. This left us with 150, 277 unique wounds for use
in training and testing our models. The basic features for our mod-
els are the data for each wound that is available at the time of the
first wound assessment.
We performed additional pre-processing of the dataset as fol-
lows. First, ICD9 codes were aggregated to 3 digit codes. Second,
wound types and locations were collapsed into 40 and 37 values
from 103 and 216 values, respectively, in order to account for vari-
ation in how these variables were recorded in different wound care
centers and to aggregate values that were judged to be clinically
equivalent (upon manual review by kJ) for the purposes of the pre-
dictive model. For instance, the locations ‘Arm – Elbow’ and ‘Elbow’
were both mapped to the single location ‘Elbow’, and ‘Foot – 2nd
Toe’ and ‘Foot – 3rd Toe’ were collapsed to ‘Toe’. Third, insurance
information was collapsed into four categories – uninsured, pri-
vate, Medicaid, and Medicare.
In this study, delayed wound healing is defined as taking 15 or
more weeks to heal; this threshold was chosen based on the advice
of domain experts from Healogics. 11.7% of wounds met this crite-
rion in the final dataset.
Fig. 1. Approximating different degrees of stationarity using training and test splits. Each row represents a wound. The first column represents the patient for a given wound,
and is color-coded such that different shades indicate different patients. The time of the first wound assessment is indicated by the orange cell in the gray columns. In the
random split, wounds are randomized into training and test directly. In the patient split, patients are randomized and wounds from a given patient go together. In the
prospective split, we assign wounds from the end of the study period (shown by the dashed line) to the test set. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
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especially illuminating with respect to developing and potentially
deploying predictive models in practice. First, the dataset consists
of longitudinal observations of multiple wounds from many
patients, with no restrictions on the patient population or wound
types. Second, the data was collected from 67 geographically dis-
tributed wound care centers. Finally, Healogics expanded its oper-
ations by both opening newwould care centers and taking over the
operations of other specialized wound care systems during the
study period. Healogics was also increasing adoption of its EHR,
and it was apparent from preliminary examination of the data that
there were significant changes in EHR use over the study period.2.2. Training and test splits
We control the degree of non-stationarity seen by the models
by changing the way the dataset is split into training and test sets.
A naive strategy is to randomly assign wounds into the training
and test sets independently of each other, ignoring both time and
the fact that a single patient may have many wounds in the data-
set. This strategy mirrors the assumption that the training and test
data are from the same distribution, and may be appropriate in set-
tings in which this is known or strongly suspected to be true. A sec-
ond strategy is to split patients into training and test sets, and then
assign wounds to training and tests sets according to this patient
assignment. This strategy respects the grouping of wounds by
patient, but ignores time. It approximates the population of
patients undergoing a large change in the future. It may also yielda pessimistic estimate of model performance because it is esti-
mated on completely new patients; in practice, a wound healing
prediction model would see a mix of new and previously seen
patients. Finally, we simulate a prospective setting by assigning
wounds from the end of the study period to the test set. This pro-
cedure ignores the grouping of wounds by patient, but respects the
fact that we wish to make predictions about the future, and not
past events whose outcomes are unknown. Under this setting,
the model development process ‘‘sees” the non-stationarity in
the data. In all cases, data was split 4:1 into training and test sets.
In the case of the simulated prospective setting, we performed this
split by ordering the wound assessments in time, and selecting the
most recent fifth of the data for the test set.2.3. Model choice
We evaluated the following models: L1 regularized linear
regression (LASSO) [16], random forest (RF) [17,18], neural net-
works (NN) [19,20], and gradient boosted trees [21–23]. Each of
these models were fit to the training set for each of the splits, with
their respective hyperparameters tuned by cross validation on the
training data (LASSO) or on a held out subset of the training data.
Following hyperparameter tuning, the models were refit to the
entire training set.
We also evaluated the use of two model ensemble methods –
model averaging and stacking – that combine the outputs of the
above base models [24,25]. Model averaging simply averages the
predictions of the base models. We averaged the predictions of
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ing experiments, we further split the training sets into two parts –
one for training base models (train-base), and another for training
the stacked model (train-stack). We fit the base models to the
train-stack dataset. The stacked model was a gradient boosted tree
model trained on the train-stack data augmented with the poste-
rior probabilities output by the base models on that data.2.4. Model fitting
Here we provide details on the training of the models. Unless
otherwise specified, all development was performed in R version
3.02. For the LASSO, we used the R package glmnet [16]. Hyperpa-
rameter optimization was performed automatically on the training
data by 10-fold cross validation. We used the R package ran-
domForest [17] to train the random forest model. 2500 trees were
fit, and all were used during evaluation. Gradient boosted tree
models were trained using the R package gbm [23] with Bernoulli
loss, an interaction depth of 6, shrinkage of 0.0025. The number of
trees was determined by fitting 15,000 trees to 90% of the training
set; models were then fit to the full training set using the number
of trees that resulted in the best loss on the 90% training set. Our
neural net model was developed in Python using the pylearn2
framework [20]. We used a three hidden layer neural net with
maxout activations in the hidden layers. Each hidden layer con-
sisted of 25 maxout units, each with 5 linear regions. The nets were
regularized with dropout of 0.5. The initial learning rate was 0.1,
decreasing exponentially with each epoch. Momentum was also
used, starting at 0.5 and increasing linearly such that it would have
reached 0.99 at 500 epochs. Each hidden unit’s weights were col-
umn norm constrained to 5. Training was performed as follows.
First, the training set was further split 4:1 into training and tuning
sets. A net was then trained on versions of the resulting training set
that had the minority class (delayed wound healing) up-sampled
to 50% of the data for 20 epochs, at which time the net was learning
rapidly. Training was then continued on the unbalanced versions of
the training data for 150 epochs, and then further trained on the
full (unbalanced) training set until the loss on the tuning data
was equal to the loss achieved on the training set previously.
Our stacked model consisted of a gradient boosted tree model
that used the original set of features, plus the outputs of the four
base models described above, as inputs. In order to train the stack-
ing model, we first split the training set 4:1 into a training set for
training the base models (train-base) and another, smaller training
set for training the stacked model (train-stack). After training the
base models on train-base, we obtained the base model outputs
for the train-stack dataset and the test set. These outputs were
concatenated to the feature vectors in each of these datasets. The
stacked model was trained on the train-stack dataset and evalu-
ated on the test set.2.5. Feature engineering
We constructed additional features for each wound that mea-
sure the change in quantitative variables such as wound dimen-
sions between the first and second assessments, and features
that summarize the total wound burden of each patient at the time
of the first assessment, such as number of wounds and total surface
area. These features are intended to allow models to accurately
capture the fact that wounds that decrease in size dramatically
during the first week of recovery are healing well. In all, a total
of 833 features were calculated for each wound, the bulk of which
were binary indicators for the levels of categorical variables (31
quantitative versus 802 binary).2.6. Model evaluation
A useful prognostic model for delayed wound healing should
meet two criteria. First, it should be able to discriminate between
positive versus negative cases of the delayed wound healing. Sec-
ond, it should output well-calibrated posterior probabilities of
delayed wound healing, i.e., the observed frequency of delayed
wound healing should be close to the predicted probability. We
evaluated the test set performance of the various models under
each all combinations of training-test splits and feature sets. Dis-
criminative power on the test data was evaluated using the Area
under the Receiver-Operator Characteristic (ROC) Curve (AUC),
which summarizes the sensitivity–specificity trade off across the
range of possible thresholds for calling an example a positive case.
We obtained 95% confidence intervals for the AUCs by bootstrap-
ping on the test set (N = 30,056, 29,804, and 30,028 for the random,
patient, and prospective splits, respectively).
Model calibration was evaluated by Brier reliability on the test
data. Brier reliability is a measure of calibration for probabilistic
predictions that are stratified into discrete groups, with lower val-
ues indicating better agreement between the predictions in each
stratum and the observed frequency in those strata [26]. It is
equivalent to the mean squared deviation between the predicted
probability and the observed frequency within each stratum,
weighted by the number of observations in each stratum. We
formed strata by dividing the interval [0,1] into ten equal sized
bins. In other words, all samples with predicted probabilities
between 0 and 0.1 fall into one bin, between 0.1 and 0.2 in the
next, etc. We also evaluate calibration visually, by plotting reliabil-
ity diagrams: for each bin, the mean predicted probability is plot-
ted against the observed fraction of delayed wound healing [27].
Well-calibrated models will thus have its reliability diagram near
the diagonal line.3. Results
3.1. Non-stationarity in the dataset
Our aim is to study the impact of non-stationarity on predictive
modeling of delayed wound healing using EHR data. We first estab-
lished the dataset naturally exhibits non-stationarity in both the
covariates and the prevalence of the outcome of interest. For
instance, prior to 2013 there were many instances of wounds
whose type was coded as ‘Diabetic Wound, Lower Extremity’. From
2013 onwards, this wound type almost entirely disappeared, and
was superseded by more specific categories such as ‘Neuropathic
diabetic wound’ and ‘Neuro-ischemic diabetic wound’. Further-
more, the prevalence of delayed wound healing was lower in
2013 (i.e., the most recent data available for this study) than previ-
ously (10.4% versus 13.2% respectively). Finally, a gradient boosted
tree model trained to predict whether a case was from 2013 or
prior to 2013 achieved an AUC of 0.986 in a hold out test set.3.2. Discrimination
Our measure of discriminative power is AUC in the test set
(Fig. 2), with 95% confidence intervals obtained by bootstrapping
for 10,000 iterations. If the data generating process is stationary,
i.e., we split the dataset into training and test sets without using
patient and temporal information, we find that the non-linear
models – random forest, neural networks, and gradient boosted
trees – have a significant edge over the linear model (AUCs of
0.861, 0.854, and 0.861 versus 0.827 respectively). Furthermore,
combining the outputs of these base models by model averaging
and stacking provide additional benefit over these non-linear mod-
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Fig. 2. AUC of models under different conditions – mean of 10,000 bootstrap estimates with 95% confidence intervals. These plots show the relative performance of different
models under different degrees of non-stationarity. The models are abbreviated as Lasso for L1 regularized logistic regression, RF for random forest, NN for neural nets, GBT
for gradient boosted trees. Each model is trained and evaluated twice under each non-stationarity condition, using either the basic feature set (Basic) or an extended feature
set (Extended) that includes features such as the total wound burden of the patient and the rate of wound healing observed over the first week of care.
172 K. Jung, N.H. Shah / Journal of Biomedical Informatics 58 (2015) 168–174els (AUCs of 0.872 and 0.876 respectively). These results suggest
that one should use the most complex model, stacked gradient
boosted trees.
However, under the most realistic training/test split, i.e., a split
in which we trained on older data and evaluated on the most
recent data, we see that the relative performance of the models
is almost the same, with much less difference in performance
between the base models, and no benefit from model averaging
and stacking (AUCs of 0.879 and 0.880, respectively) relative to
the best base classifier, gradient boosted trees (AUC of 0.881).
However, we also find that gradient boosted trees still significantly
outperform the other base models (AUCs ranging from 0.862 to
0.867). We note that the absolute performance is somewhat higher
in the prospective split setting than the random split setting, but
do not generalize from this except to note that it underscores the
impact of non-stationarity on estimates of model performance.
When training and test data is split by patient, we find that gra-
dient boosted trees remain the best performing base model but
with a smaller advantage over the other models (AUC of 0.843
for gradient boosted trees versus 0.819–0.826 for the other base
models). Model averaging and stacking provide no additional ben-
efit over gradient boosted trees (AUC 0.846 for stacking versus
0.843 for gradient boosted trees).
We are also interested in the interaction between stationarity
and the use of domain specific features such as those that encode
the initial rate of wound closure. Without using these features,
we observe the same trends described above, with gradient
boosted trees being the best performing base model under all
training/test split procedures, but with a smaller edge over
the other models. Table 1 summarizes the discrimination
performance.Table 1
Model discrimination measured by AUC.
Model Random split Prospective split
With engineered
features
No engineered
features
With engineered
features
Lasso 0.827 0.807 0.867
RF 0.861 0.837 0.866
NN 0.854 0.835 0.862
GBT 0.861 0.834 0.881
Mean 0.872 0.850 0.879
Stacked 0.876 0.875 0.8803.3. Calibration
Well-calibrated posterior probabilities are desirable for prog-
nostic models because they enable clinicians and patients to make
decisions that are informed by accurate estimates of the probabil-
ities of the outcomes of interest, which is especially important
when performing cost-benefit analysis of treatment options. We
evaluated model calibration by calculating Brier reliability in the
test set (Table 2). Here, the general trend is that under all condi-
tions, the linear and stacked models are the best calibrated. Fig. 3
shows reliability diagrams for the models under the various condi-
tions. In Table 2 and Fig. 3a, we see that under conditions of sta-
tionarity, we observe that the lasso, neural net, and stacked
models all have very good calibration, with the mean posterior
probability of delayed wound healing matching the observed fre-
quency of delayed healing in each of the bins. The RF and gradient
boosted tree models, on the other hand, seem to have relatively
poor calibration. However, the situation changes under patient
and prospective splits. Under conditions of non-stationarity, the
gradient boosted tree and stacked models offer the best calibration.4. Discussion
The increasing abundance of EHR derived clinical data enables
researchers to apply increasingly sophisticated models to clinical
problems. Real world processes generating the EHR data are highly
non-stationary, driven by factors such as rapidly evolving financial
incentives, clinical practice, as well as adoption of and adaptation
to new technology. Therefore, we investigated what these changes
imply for researchers in biomedical informatics, especially those
engaged in predictive modeling.Patient split
No engineered
features
With engineered
features
No engineered
features
0.847 0.819 0.791
0.831 0.825 0.788
0.842 0.826 0.807
0.856 0.843 0.807
0.853 0.840 0.809
0.850 0.841 0.808
Table 2
Model calibration measured by Brier reliability.
Model Random split Prospective split Patient split
With engineered
features
No engineered
features
With engineered
features
No engineered
features
With engineered
features
No engineered
features
Lasso 0.000299 0.000256 0.00288 0.00352 0.000372 0.000339
RF 0.00205 0.0011 0.00510 0.00363 0.00163 0.00152
NN 0.000151 0.000136 0.00459 0.00459 0.000194 0.000732
GBT 0.00199 0.00227 0.00215 0.00278 0.000127 0.0000537
Mean 0.00175 0.00161 0.00318 0.00318 0.000764 0.000602
Stacked 0.0000793 0.000075 0.00224 0.00410 0.00035 0.000234
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Fig. 3. Calibration of models under different conditions. These plots show calibration curves of different models under different degrees of non-stationarity. The models are
abbreviated as Lasso for L1 regularized logistic regression, RF for random forest, NN for neural nets, GBT for gradient boosted trees. Each model is trained and evaluated twice
under each non-stationarity condition, using either the basic feature set (Basic) or an extended feature set (Extended) that includes features such as the total wound burden of
the patient and the rate of wound healing observed over the first week of care.
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ance competing objectives. For instance, model parsimony and
interpretability, exemplified in this study by regularized logistic
regression, must often be weighed against the substantial perfor-
mance gains afforded by more complex models such as random
forests and gradient boosted trees. When evaluating these trade-
offs, we typically rely on estimates of performance measured in
hold out tests sets or obtained through cross validation. But in
the presence of non-stationarity, i.e., when the joint distribution
of covariates and the outcome of interest is changing over time,
such estimates may be misleading. Consider a scenario in which
recent data is substantially different from older data. A naïve split
of data into training and test sets that ignored time would random-
ize this difference away, and test set performance will reflect accu-
racy on a mixture of old and new data. Thus, this test set estimate
of model accuracy may be misleading.
We have presented a case study in which a large dataset was
used to predict delayed wound healing in outpatient wound care
centers. This dataset empirically exhibits significant non-
stationarity. By changing the way in which we split the dataset into
training and test sets we were able to evaluate the impact of this
non-stationarity on the models. We found that under a stable data
distribution, a regularized logistic regression model achieved an
AUC of 0.827 while the best and worst non-linear classifiers
achieved AUCs of 0.876 and 0.854, respectively. Thus, there was
substantial benefit from complex models over the baseline of a lin-
ear classifier. We might conclude from these results that the extra
complexity of the stacked model, which uses the original set of
covariates in addition to the outputs of several base classifiers to
arrive at a prediction, is worthwhile due to its substantially higher
accuracy and excellent calibration.However, this benefit was greatly diminished when we trained
the models on older data and evaluated them on the most recent
data. Under that condition, the regularized logistic regression
model achieved an AUC of 0.867, while the best and worst non-
linear models achieved AUCs of 0.881 and 0.862, respectively. Thus,
not only did the simplestmodel outperform at least two of themore
complex, non-linear models, it substantially closed the gap to the
best performing model. Furthermore, the advantage that the
stacked model over the other models disappeared in this condition
– the best performing model was a single base classifier, gradient
boosted trees. We argue that this ‘‘prospective evaluation” scenario
provides the most relevant evaluation of model performance. If we
assume that the most recent data most closely reflects future data,
then it appears that we should use gradient boosted trees instead of
the stackedmodel if our primary concern is accuracy, or that we can
opt to use a much simpler linear model without nearly as much of a
loss of accuracy as the naïve, random split suggested. Our experi-
ence in this study suggests the following lessons.
First, when one is uncertain about the possibility or presence of
non-stationarity, it may be best to stick with simpler models. Con-
versely, when one is confident that the data distribution is stable
and will remain so for some time, more complex models, including
methods such as model averaging and stacking, may provide sub-
stantial gains in discriminative power and calibration. We empha-
size, however, that we do not endorse a particular model as most
resistant to non-stationarity. In the present study, gradient boosted
trees, the stacked model and model averaging all outperform the
baseline of a linear classifier in all conditions, and in some settings
this performance benefit may outweigh the relative interpretabil-
ity and presumed robustness of simpler models. However, we can-
not conclude that these results generalize to different tasks. Rather,
174 K. Jung, N.H. Shah / Journal of Biomedical Informatics 58 (2015) 168–174we can only beware of non-stationarity during model development
to guard against unwelcome surprises in actual use.
Second, given the choice between spending resources on
increasingly sophisticated models and the engineering of
domain-specific features, it may be advisable to focus on the latter.
In this dataset, the benefit from using features that encode the ini-
tial rate of wound closure are substantial, and consistent across all
conditions, implying that the utility of these features is stable even
when the data distribution is non-stationary. Of course it is possi-
ble that particular features may not be so robust in other predic-
tion problems.
Finally, we argue that the most important lesson to draw from
this study is that one ought to be very clear about the intended
purpose of the model being developed, and use a model develop-
ment process that reflects that purpose. For instance, if one is
developing a model whose purpose is cohort selection for a retro-
spective study, e.g., a classifier for finding patients who had a
specific condition in the past, then making predictions on
unknown cases from the past is a useful task, and it may make
sense to train and evaluate models without regard to time. In the
case of our wound healing prediction model, however, it does no
good to evaluate by predicting delayed wound healing on past
cases. Rather, we are interested in making predictions of outcomes
for cases arising in the future, and for both previously seen patients
(i.e., someone who has previously been treated and now has a new
wound) and completely new patients (i.e., someone who has a
wound for the first time). The model development process should
reflect this use by evaluating on test data that is from a later time
than the training and validation data.
5. Conclusions
Non-stationarity in the data generating process can have a sub-
stantial impact on the development of predictive models. We have
evaluated this effect in the context of models of delayed wound
healing using a dataset that exhibits significant natural non-
stationarity. Model development was carried out under different
degrees of non-stationarity simulated by using different train-test
split procedures. The relative merits of a range of models of varying
complexity were dependent on the presence or absence of non-
stationarity. Under conditions approximating stationarity, themost
complexmodel, a stackedmodel that used the original covariates in
addition to the outputs of four base classifiers, achieved a signifi-
cantly higher AUC than all other models, and also showed excellent
calibration. However, in the non-stationary setting, this advantage
disappeared and the best model was a single base classifier, gradi-
ent boosted trees. Furthermore, the gap between the best model
and the simplest model was substantially reduced. Thus, it is
imperative that model development reflects the intended use of
the model. If one is principally interested in a classifier for retro-
spective data, then a random split and thus the stacked model
would be very attractive. However, if one ismost interested in using
the model on future data, then it appears that a substantially sim-
pler model is best, and furthermore that a very simple model, L1
regularized logistic regression, does almost as well. We caution that
these conclusions may not generalize to all other tasks.
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