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Assuming dynamic electricity prices, in this thesis we propose strategies to minimize
the energy cost incurred by a non-deferrable load over a finite planning horizon. A non-
deferrable load can be a valid model for facilities such as cellular base stations or office
buildings, which have insufficient flexibility to schedule their power consumption. To
propose our strategies we assume that the facility is equipped with a renewable energy
harvester and a storage device. Moreover, we take into account the non-linear properties
of the discharging operation, and the stochastic nature of the renewable energy arrivals.
We start by designing strategies that assume exact knowledge of future renewable
energy arrivals, and which can be used to determine performance bounds. The pro-
posed strategies are obtained by solving a constrained optimization problem through
techniques such as linear programming, evolutionary algorithms, or calculus of vari-
ations. The strategies based on linear programming and evolutionary algorithms can
be tuned to incur different computational costs, and thus provide precision-adjustable
solutions. The strategy based on calculus of variations is shown to be simpler, more
insightful, and leading to an acceptable performance.
We then propose an energy management algorithm, which does not require exact
knowledge of future renewable energy arrivals, but relies on forecasting techniques such
as a first-order linear predictor, or a time series model. We also introduce a forecasting
technique based on time-inhomogeneous Markov chains, which has some advantages
over existing techniques, e.g. it is simpler, uses bounded random variables, and can
be continuously improved with new observations. In addition, we propose a strategy
that does not require estimates of future renewable energy arrivals, and is simpler than
existing proposals.
Thereafter, we investigate cooperative strategies, in which participants share renew-
able energy to minimize their collective expenditure. We consider both centralized and
distributed renewable energy generation and storage. In the distributed arrangement,
the facilities are equipped with their own generators, and are enabled to share renew-
able power through the smart grid at a transfer fee. In the centralized arrangement, all
the facilities share access to a single energy farm, from which renewable power can be
drawn at no cost. We investigate the conditions under which these two arrangements
lead to a similar performance, and discuss their advantages and drawbacks.
Assuming non-linear electricity pricing, we finally propose storage management
strategies to minimize the expenditure incurred by a non-deferrable load over a finite
planning horizon. We specifically consider continuous-time block pricing, which im-
poses extra charges on users who breach pre-defined power consumption thresholds. We
then derive optimization strategies through linearisation and calculus of variations. We
also investigate the relationship between their achievable performance and the storage
capacity.
For each of the proposed strategies we provide relevant numerical results, which
allow us to verify our analysis and obtain further insights. We also provide formal
proofs of the most important results across chapters.
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The world’s final consumption1 of electricity has been steadily increasing in the past
twenty years [1]. At the same time, renewable energy has become cheaper, especially
the production of solar energy, which has seen considerable growth in many countries
worldwide [2].
The penetration of renewable energy is expected to continue growing as global con-
certed strategies to reduce CO2 emissions start to take effect [3]. It is well known,
however, that the integration of renewable energy poses several challenges [4], e.g. how
to deal with its variability, store it efficiently, etc.
Energy storage devices can be used to tackle renewable energy intermittency, and
enhance its utility. Among the storage solutions available in the market, the ones based
on lead-acid batteries are the cheapest alternative, and the most popular in the energy
management industry [5]. They, however, exhibit non-linear characteristics such as the
relationship between the discharging rate and the remaining charge [6]. As a result, the
design of battery-aided strategies for renewable energy management is challenging, not
only because of the random nature of the harvesting operation, but also because of the
non-linear characteristics of the storage device.
In this thesis we propose cost-aware energy management strategies for facilities
1Final consumption refers to “goods or services used up by individual households or the community.”
Organisation for Economic Cooperation and Development (OECD), Glossary of Statistical Terms.
1
CHAPTER 1. INTRODUCTION
with non-deferrable loads, and renewable energy harvesting and storage capabilities.
We also investigate cooperative strategies, in which a group of facilities share renewable
energy to minimize their collective expenditure. Finally, we propose strategies that
account for non-linear electricity pricing schemes such as consumption-based block
pricing.
1.2 Background
In this section we provide a brief introduction to some optimization techniques and
concepts that are used throughout this thesis.
1.2.1 Retail Electricity Pricing, Demand Response, and Net Metering
Retail Electricity Pricing
Retail electricity pricing refers to the energy tariffs that utilities design to maximize their
profit, remain competitive, and influence the aggregate electricity demand [7]. The last
objective can be achieved through pricing programs that are designed to influence the
users’ power consumption behaviour [8]. Some electricity pricing schemes are part
of programs targeted at specific customers. For example, in Fig. 1.1 we have plotted
the energy rates offered by Southern California Edison to its medium-size customers
who also satisfy other eligibility criteria. As observed, rates vary throughout a 24-hour
period, and are seasonally adjusted too. The data shown were taken from [9].
Electricity pricing schemes are linear when the cost of consuming a given amount
of power is directly proportional to the quantity consumed. Consumption-based block
pricing is a non-linear electricity pricing scheme which has been implemented in various
jurisdictions worldwide [10], [11]. In most cases, the block tariffs are increasing, i.e.
the higher the consumption, the more expensive the additional kilowatt hour, and this
is meant to discourage excessive consumption. Fig. 1.2, taken from [12], illustrates the
2
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Figure 1.1: Energy rates offered by Southern California Edison to medium-size cus-
tomers under its real-time pricing program.












Figure 1.2: Increasing block rates from Pacific Gas and Electric Company, base tiered
plan.
Demand Response
The United States Department of Energy and the Federal Energy Regulatory Commis-
sion define Demand Response as “[c]hanges in electric usage by end-use customers
from their normal consumption patterns in response to changes in the price of electric-
ity over time, or to incentive payments designed to induce lower electricity use at times
of high wholesale market prices or when system reliability is jeopardized” [13], [14].
Demand response programs include time-varying energy rates which are designed to
encourage users to shift their power consumption to non-peak hours and thus make the
3
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distribution networks more efficient and the whole system more cost effective [15].
Net Metering Policy
In the Energy Policy Act of 2005, the government of the United States define net me-
tering as a “service to an electric consumer under which electric energy generated by
that electric consumer from an eligible on-site generating facility and delivered to the
local distribution facilities may be used to offset electric energy provided by the electric
utility to the electric consumer during the applicable billing period” [16].
According to the Solar Energy Industries Association [17], net metering allows the
households to inject their excess renewable energy into the grid and obtain credits in
return. In some jurisdictions, the credits obtained correspond to the retail value of the
energy injected into the grid. In other jurisdictions, the compensation is lower, e.g.
based on wholesale electricity prices [18].
As shown in Fig. 1.3, the number of residential net metering subscribers has been
increasing in the past years at a very fast pace, the data are from [19]. A similar policy to
stimulate the deployment of distributed renewable energy generators is the adoption of
Feed-in Tariffs [20], [21], which are contracts that guarantee the purchase of the renew-
able energy harvested over long periods of time. The hardware arrangement required to
implement feed-in policies is shown in Fig. 1.4, a schematic taken from [22].
1.2.2 Peukert’s Law
In this thesis we propose strategies to minimize the energy bill incurred by non-
deferrable loads over a finite planning horizon. The proposed strategies are targeted
at facilities equipped with renewable energy harvesters and storage devices. Through-
out the thesis we use a general model to describe the dynamics of the storage device.


















































Figure 1.3: Net metering growth in the United States.
Figure 1.4: System arrangement for feed-in schemes.
insightful closed-form analytical results. Hence, in this section we describe Peukert’s
Law and its limitations.
Let INo > 0 be the nominal current for which the nominal storage capacity has been
indicated by the battery manufacturers. If the battery is connected to a load ID(t)> INo,








where κ > 1 is Peukert’s exponent, which depends on the battery type. Assuming a
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And the power effectively delivered to the load is:
D(t) = ID(t)VNo. (1.3)
As observed, there is a power loss incurred when D(t) > VNoINo. This phenomenon
is known as Peukert’s effect [6], and affects lead-acid batteries in particular. Since
Peukert’s effect only occurs when D(t) > VNoINo, the following relationship, obtained


































Peukert’s Law can be used to estimate the remaining charge in lead-acid batteries,
when the temperature and discharging rate do not change over time. When Peukert’s
Law is used to model batteries subject to time-varying discharging rates or temperatures,
it underestimates the remaining charge [23].
The discharging model based on Peukert’s Law is used in this thesis to illustrate the
performance of the proposed strategies, and obtain concrete results at the last stage of
the analysis. Although this model may lead to an underestimation of the energy remain-
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ing in the storage device, it has some advantages over the linear models. Specifically,
this model can be tuned to represent different storage devices because its parameters
can be chosen to resemble empirical characteristics of any particular lead-acid battery.
Moreover, given its simplicity, this model allows us to obtain analytic results in closed
form, which are more insightful than algorithmic solutions.
1.2.3 Optimization Techniques
In this section we briefly describe the main aspects of the optimization techniques used
in this thesis.
Continuous-Time Optimization
In a continuous-time unidimensional optimization problem the decision variable is a
trajectory that maximizes or minimizes a functional, known as the objective. A func-
tional is a mapping from the function space onto the real line, e.g. the mapping of a







where u′(t) = ddt u(t).
• Calculus of variations: In this thesis we use the theory of calculus of variations to








J [u(t)]dt = K,
where K ∈R. P1.0 is a calculus of variations problem with a single equality constraint
in integral form. To solve P1.0 we use the Lagrange multipliers rule for calculus of
7
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variations [24]. We thus start by writing the following Lagrangian:









The condition for optimality, also known as Euler-Lagrange equation, states
∂
∂uL (u,λ ) = 0. Solving this equation leads to a candidate solution in terms of λ ,
a constant that can be then chosen to satisfy the integral constraint.
• Optimal control in continuous time: We describe the most important principles in the
optimal control theory of continuous-time systems. We use these concepts in Chapter
3, where we propose an online optimization strategy based on optimal control. The
following development and further details can be found in [25]. Let x(t)∈R represent
the state of a dynamic system which evolves according to the following equation:
d
dt
x(t) = f (x,u, t), x(0) = x0, (1.8)
where f : R3 → R is a function which models the evolution of the system in terms
of its current state x(t) and the control signal u(t). The state variable x(t) represents
physical quantities such as population size in a bacterial colony, the concentration of a
chemical in a solution, or the amount of radioactive material in a sample. The control
signal u(t) represents variables such as the amount of food present in the bacterial
colony, or the rate at which a chemical is added to a solution. In our optimization
problem, the state variable represents the amount of renewable energy stored at any
point in time, and the control signal is the amount of power that we draw from the
storage device over time.
We are interested in designing the control signal u(t) so that the performance of the
system is optimized. The performance metric is a functional which depends on the
trajectory taken by the state x(t) and the control signal u(t) over the planning horizon
8
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G (x,u, t)dt+B(x(H),H), (1.9)
where G : R3→ R is a well-defined function in [0,H], and B : R2→ R is a bequest
function, which expresses a given intention for the system state x(t) at the end of the
planning horizon, i.e. when t = H. Examples of bequest functions are:
B(x(H),H) =−(x(H)− xD)2 ,
or
B(x(H),H) = w · x(H).
In the first case, the bequest function penalizes deviations from a desired end state
xD. In the second case, the bequest function assigns a weight w to the state at t = H.
The quantity w · x(H) can be thought of as a cost or an asset, depending on whether
the objective is to maximize or minimize (1.9).
The optimal control problem is to find the u(t), which will optimize the performance
metric by driving the system state along the optimal trajectory [26].
In the following we enunciate Pontryagin’s Maximum Principle, which is a set of
necessary conditions for u(t) to maximize the performance metric. First, we define
the following function, known as the Hamiltonian of the system:
H (x,u,λ , t) = G (x,u, t)+λ (t) f (x,u, t). (1.10)
From its definition, we see that:
∂
∂λ




Let u∗(t) and x∗(t) denote respectively the optimal control signal and optimal system
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state trajectory with boundary condition x(0) = x0, then u∗(t) and x∗(t) satisfy [25]:
H (x∗,u∗,λ , t)≥H (x,u,λ , t), ∀ x, u. (1.11)
d
dt












The condition (1.11) ensures that u∗(t) maximizes the Hamiltonian H (x,u,λ , t). If
H (x,u,λ , t) is concave in u, this condition reduces to:
∂
∂u




The condition (1.12) ensures that the optimal trajectory satisfies the model stated in
the differential equation (1.8). The condition (1.13) is known as the costate equation,
and establishes the optimality conditions for the Lagrange multipliers λ (t).
• Continuous-time stochastic dynamic programming: We use this technique to solve a
stochastic control problem. In a continuous-time stochastic control problem, the state
variable is subject to uncertainty, and the objective is to optimize the expected value
of a functional which depends on both the state variable and the control signal. We








where the decision variable is u(t), and the expected value is taken over realisations
of the stochastic process x(t), which evolves according to the following equation:
dx = f (x,u, t)dt+noise, (1.15)
where noise is a random variable whose distribution can be chosen to satisfy statistical
properties of the system.
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The value2 function associated to P1.1 is








where Et,x[·] denotes expectation with perfect knowledge of the stochastic process
x(t) up to time t. From its definition, the value function satisfies this boundary con-
dition:
V (H,x) = B(x(H),H). (1.17)
Next, we apply Bellman’s principle to the value function V (t,x). Bellman’s prin-
ciple establishes that [25]: “An optimal policy has the property that, whatever the
initial state and initial decision are, the remaining decision must constitute an optimal
policy with regard to the outcome resulting from the first decision.” Let u∗(t) and
x∗(t) denote respectively the optimal control and state trajectory. Then, by Bellman’s
principle, u∗(t) and x∗(t) must be such that the value function (1.16) satisfies:





















For small ∆t, we can approximate V (t+∆t,x∗+∆x∗) using Taylor’s series:











where we have only included three terms because the rest of the terms scale up with
(∆t)2, which is significantly3 smaller. After replacing Taylor’s approximation into
2Also known as the cost-to-go function in the dynamic programming literature.
3For stochastic x(t), the quantity (∆x)2 cannot be disregarded. For example, if x(t) is the Wiener
process, see definition in Sec. 1.2.4, then E[(∆x)2] = ∆t.
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which can be used to determine candidate solutions to P1.1.
Discrete-Time Optimization
• Linear programming: A linear programming problem is a convex optimization prob-
lem in which the objective and the constraints are all linear. A general linear program
can be expressed as [27]:
LP1: min . cT x
subject to:
Gx h (1.19a)
Mx = b. (1.19b)
In LP1, G ∈ RM×N , h ∈ RM, M ∈ RP×N , b ∈ RP, and the design variable is x ∈ RN .
There are several methods to solve linear programming problems, e.g. the simplex
method, or interior point methods such as the Karmarkar algorithm [28]. These algo-
rithms are implemented in most numerical software platforms.
• Evolutionary algorithms: They are strategies inspired by natural selection, which are
used to search for optimal solutions in a given feasible space by using evolutionary
operators such as crossover and mutation. Candidate solutions undergo random mu-
tations and recombine to generate new candidates. Selection criteria are implemented
to keep the best individuals across the different iterations. The algorithm stops when
a condition is met, e.g. a threshold is passed, an acceptable solution is found, or a
12
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limited number of iterations is reached. The evolutionary algorithms are useful to
attack complex problems that may be intractable analytically. Their main disadvan-
tage is that the obtained solution is not necessarily optimal, and since the search is
randomized, different results are possibly obtained in each run. For a more detailed
discussion on the topic, readers are referred to [29]. In this thesis, we use a specific
type of evolutionary algorithm known as evolutionary strategy. Unlike genetic algo-
rithms, evolutionary strategies do not require binary coding, and hence the decision
variables can be optimized directly through mutation and recombination.
1.2.4 Continuous-Time Stochastic Modelling
In Chapter 4 we use the concept of stochastic differential equation to model the evolu-
tion of renewable energy reserves over time. In the following we describe some useful
concepts to understand such models:
• Wiener process: The Wiener process W (t) is the standard Brownian motion and has
the following properties [30]:
– W (t1)−W (t0)∼N (0, t1− t0) for t1 > t0.
– W (t) has continuous sample paths.
– W (t) has independent increments, i.e. if t0 < t1 < .. . < tn, thenW (t0),W (t1)−
W (t0), . . . ,W (tn)−W (tn−1) are statistically independent.
• Sample space: The set containing all the possible outcomes of a random experiment.
• Sigma-algebra: Consider a random experiment whose sample space is denoted by Ω.
Then, a collection of subsets of Ω is a σ -algebra D if it has the following properties
[31]:
– Ω ∈D , and /0 ∈D
13
CHAPTER 1. INTRODUCTION
– If A ∈D , then AC ∈D
– If A1,A2, . . . ∈D , then
∞⋃
i=1
Ai ∈ D .
• Filtration: Consider the time interval [0,H], and assume that for all t ∈ [0,H] there
is a σ -algebra denoted by D(t). If for all s, t ∈ [0,H] such that s ≤ t, we have
D(s)⊆D(t), then the collection of σ -algebras D(t), t ∈ [0,H] is called a filtration.
• Borel σ algebra in [a,b]: Assume that the sample space of a random experiment is
the closed interval [a,b], then to construct a Borel σ -algebra we start with a closed
interval in [a,b] and add everything necessary to form a σ -algebra [32]. The sets that
are part of a Borel σ -algebra are called Borel sets.
• Measurable random variable: Let B denote a Borel subset of R, and X be a random
variable in a sample space Ω. We say that X is D(t)-measurable if every collection
of subsets of the form X ∈ B is also in D(t).
• Adapted stochastic process: Consider a sample spaceΩ and a filtrationD(t), then we
say that the stochastic process X(t) is adapted to the filtration D(t), if for any t, the
random variable X(t) is D(t)-measurable.
• Continuous-time Markov process: A continuous-time Markov process X(t) is a
stochastic process which has the Markov property, i.e. “the future behaviour of the
process X(t), t > tn depends on its past X(s), −∞ < s < tn, only through its current
state X(tn)” [31].
• Diffusion process: A diffusion process is a continuous-time Markov process with
continuous sample paths. Diffusion processes are the solutions to stochastic differen-




• Stochastic differential equation: Let dW =W (t +dt)−W (t) for small dt, then the
following equation describes a diffusion process X(t):
dX(t) = f (X ,U, t)dt+g(X ,U, t)dW . (1.20)
The functions f (X ,U, t) and g(X ,U, t) in (1.20) are adapted processes to the filtra-
tion generated by X . Moreover, the Ito interpretation of this stochastic differential








where the second integral is a stochastic integral [33].
• Stochastic integral: In this thesis, we use Ito’s integral definition for real-valued de-
terministic integrands. LetW (t) denote the standard Wiener process, then under Ito’s
integral definition, the term ∫ H
0
g(t)dW ,





As seen, for this stochastic integral to exist, g(t) must be square-integrable in the
interval [0,H] [32].
• Ito’s lemma: Let X be a diffusion process, i.e.
dX(t) = f (X ,U, t)dt+g(X ,U, t)dW , (1.22)
and let h(X , t) be a twice continuously differentiable function on ([0,∞)×R) i.e.,
h(X , t) ∈ C2 ([0,∞)×R). Then Ito’s lemma says that Y (t) = h(X , t) is also an Ito
15
CHAPTER 1. INTRODUCTION












h(X , t)(dX)2 , (1.23)
The quantity (dX)2 = dXdX can be computed from (1.22) as follows:
(dX)2 = [ f (X ,U, t)dt+g(X ,U, t)dW ]2
= [ f (X ,U, t)]2 dtdt+2 f (X ,U, t)g(X ,U, t)dtdW +[g(X ,U, t)]2 dW dW .
Moreover, by using the following stochastic calculus rules [33]:
(dW )2 = dW dW = dt, dtdW = 0, dW dt = 0, dtdt = 0 (1.24)
we obtain:
(dX)2 = [g(X ,U, t)]2 dt. (1.25)




















h(X , t)dW ,
which is a diffusion process written in differential form.
1.2.5 Statistical Models
We use statistical models to generate random arrivals of renewable energy, and estimate
signal values in the future. This helps us to evaluate the performance of the proposed
online strategies in Chapter 3, where, among others, we consider the following models:
• Auto-Regressive Integrated Moving Average (ARIMA) Time Series Model: Let
r ∈ RN+ denote a vector of renewable energy arrivals over an N-slot time period,
then define the first-order difference process r[1] as r[1](i) := r[0](i)− r[0](i−1), i ∈




r[n](i) := r[n−1](i)− r[n−1](i−1),
with n ≥ 1. Then, r is an ARIMA(m,n,q) process, with m, n, q ∈ N, if r[n] is an









θ jω(i− j)+ω(i), (1.26)
where η j ∈ R, θ j ∈ R, j ∈ {0,1, . . . ,q}, ω(i) ∼N (0,σ2), and E[ω(i)ω( j)] =
δi, jσ2. Moreover, the following polynomials do not have common factors:
φ1(z) = 1−η1z−η2z2− . . .−ηmzm, (1.27)
φ2(z) = 1+θ1z+θ2z2+ . . .+θqzq. (1.28)
By definition, the lower order difference processes also follow ARIMA time series
models. Specifically, the jth order difference process, with 1 ≤ j ≤ n follows an
ARIMA(m, j,q) time series model.
In an ARMA(m,q) time series, the mean of the current output is obtained as a lin-
ear combination of the previous m output samples. Similarly, the stochastic com-
ponent of the series is correlated up to the qth previous white noise sample. In an
ARIMA(m,n,q), the parameter n represents the number of times the process needs to
be “differentiated” in order to obtain a stationary ARMA(m,q) time series. ARIMA
generalizes autoregressive (AR), moving-average (MA) and ARMA time series, and
can be used to model processes that are not4 stationary [34].
• Time-Inhomogeneous Markov Chain Model: In a time-inhomogeneous Markov
chain, the transition probabilities change over time. We use such a model to make
intra-day forecasts of renewable energy arrivals. We assume that the probability of
4ARMA process are by definition stationary.
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transitioning from state A to state B depends on the time of the day. For example,
transitioning from a cloudy state to a sunny state is more likely to happen at noon
than in the late afternoon, when a transition to a darker state is more likely.
1.3 Literature Review and Challenges
1.3.1 Related Works
The concept of energy management encompasses various actors, technologies and pur-
poses. We can therefore classify the works currently available in the literature using
different criteria. For the sake of exposition, we will discuss the existing strategies in
terms of their beneficiaries (utilities, end consumers, or both), and their assumptions
regarding availability of information (genie-aided vs. real-time strategies).
In terms of their beneficiaries, the proposals in the literature can be classified into
three categories:
1. Energy management solutions from the perspectives of the consumers: These
proposals are targeted at the end users, who may be households, companies or gov-
ernment entities. There is currently a vast literature on home/building energy man-
agement. The proposed solutions involve optimizing the operation of household ap-
pliances, and the use of locally harvested renewable energy. There are home en-
ergy management proposals that aim at reducing on-grid energy consumption such
as [35]–[37], other works aim at minimizing operational costs, and hence take into
account specific pricing schemes [38]–[68]. Strategies to optimize the integration
of renewable energy as a complementary or alternative power source, are described
in [69]–[76].
Some works propose strategies to minimize the energy bill through storage manage-
ment such as [59]–[64]. Other proposals intend to minimize energy costs by schedul-
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ing residential appliances over a finite planning horizon [47]–[54]. The appliances
considered can be deferrable or non-deferrable. The operation of the former can
be shifted to low-price periods, whereas non-deferrable appliances can be controlled
by relaxing comfort requirements [45]–[47]. Non-deferrable appliances include air
conditioning units, heaters and lighting devices.
Energy management solutions targeted at enterprises depend on the nature of their ac-
tivities and hence the industries they belong to. In the context of telecommunication
companies, energy management is a concept that encompasses solutions with differ-
ent scopes, among which, the strategies aimed at reducing the power consumption in
base stations, have attracted most of the attention.
Traditionally, wireless communication schemes have been designed to provide high
performance by considering both bandwidth and energy constraints. In that sense,
wireless communication solutions have been energy-aware from the beginning. Mod-
ulation schemes, for example, have been chosen to provide the lowest probability of
error per available transmission power (signal-to-noise ratio) [77]. Similarly, de-
tection and coding strategies have been designed to enhance reliance at any given
signal-to-noise ratio [78].
In recent years, the concept of energy sustainability emerged, and the research focus
shifted towards studying the potential of renewable energy in making communica-
tion networks more sustainable [79]–[84]. Powering communication networks with
renewable energy is thus part of the efforts to reduce their carbon footprint, and oper-
ational costs [85],[86]. Substantial research work has been focused on optimizing the
operation of wireless communications under energy harvesting constraints. In partic-
ular [87]–[106] investigate strategies to optimize the use of renewable energy under
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different performance metrics, e.g. quality-of-service, network coverage, throughput,
etc. On the other hand, works such as [107]–[110] investigate renewable energy
sharing strategies that minimize the on-grid electricity usage, while maintaining a
specified energy demand, or a level of quality-of-service.
With the envisioning of an efficient and smart power grid, the research attention began
to focus on how these improvements could benefit the operation of communication
networks [111], [112]. Then, energy management in communication networks be-
came aware of pricing schemes and billing programs such as demand response and
net metering. In works such as [113]–[124] the authors develop strategies to integrate
renewable energy in communication networks and minimize their energy bill, or on-
grid energy consumption, while maintaining quality-of-service, or a specified power
demand.
2. Energy management from the perspectives of the electric company and the
grid operator: These proposals intend to optimize the operation of energy retail-
ing companies and grid operators. The utilities aim at maximizing their profit while
ensuring the reliability of their systems, and reducing their carbon footprint by lever-
aging alternative sources of energy.
The grid operators intend to maximize the efficiency of their transporta-
tion/distribution networks while maintaining the stability of the system. Common
challenges for grid operators include: the stabilization of the grid in the event of load
imbalance or power outage, the proper integration of distributed energy generators,
the reduction of dissipation losses in their transmission lines, the reduction of the
peak-to-average power ratio in their distribution lines, etc.
With the modernization of the power grid, the concept of microgrid emerged as an
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alternative to cope with the challenges listed above. Microgrids are geographically-
defined energy ecosystems with distributed power generation capacity, often from
renewable sources, local users, and distribution lines [125]. Microgrids can operate
in grid-connected mode or stand-alone mode. In grid-connected mode, the energy
management strategies focus on minimizing operational costs, whereas in stand-alone
mode, the focus is on meeting the load demand and preventing power outage [126].
Proposals to minimize the operational cost of microgrids, or smart grids, are de-
scribed in [126]–[146]. The proposed solutions involve storage management strate-
gies [127]–[132], load or generation forecasting [130]–[133], capacity planning (unit
commitment and economic dispatch5) [129], [137], [143], [144], etc. The existing
cost-minimization strategies use optimization techniques such as genetic algorithms
[130], the Karush–Kuhn–Tucker conditions [128], [139], Lyapunov optimization
[127],[143],[146], mixed-integer linear programming [126],[131],[132],[137],[140],
dual decomposition [134], alternating direction method of multipliers [129], linear
programming [142], direct search methods [141], etc.
Strategies to facilitate the integration of renewable energy into the power grid are
presented in [139],[140],[142],[143],[145]–[149]. The strategies proposed are based
on storage management [145]–[147], load management [142], [143], capacity plan-
ning [148], [149], or cooperation among distributed generators [139], [140], [146].
Cooperative strategies exploit geographic variations in the load and energy genera-
tion in order to minimize operational costs. The energy exchange helps to reduce load
curtailment due to unexpected peaks in the energy demand.
5The unit commitment problem is formulated to determine the optimal operation times of various
energy generators. The economic dispatch problem consist of designing the optimal energy procurement
from different generation units. The two optimization problems are solved to minimize operational costs
while satisfying the energy demand.
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The economic impact of using energy storage devices in power grids is discussed
in [150], while profit maximization approaches for utilities and microgrids are studied
in [147], [151]–[153]. These works propose strategies to assess the financial benefits
of investing in energy storage devices, and provide guidance on how to determine
their optimal size and arrangement. Works such as [147] take into consideration the
battery cost and its lifetime as well.
3. Energy management for social welfare maximization: These strategies take
into account actors involved at all stages including the energy generation, transporta-
tion, retailing and consumption. The purpose of these strategies is to maximize the
efficiency of the transportation/distribution systems, increase the consumers’ satis-
faction, and reduce the use of polluting energy sources. Some of these strategies
involve designing the pricing schemes in order to achieve a desirable demand re-
sponse, and some proposals use game-theoretic arguments because consumers and
utilities may have different priorities. Social-welfare optimization schemes have
been proposed in [154]–[166]. These proposals seek to benefit both the electric util-
ity and the consumers, or establish the trade-off between the interests of the two.
Some of these strategies are based on demand response [155]–[162]. In general,
existing strategies are designed using a centralized [161]–[163], or a distributed ap-
proach [157], [159], [160], [164], [166].
In the following, we categorize prior work into genie-aided solutions and real-time
strategies:
• Genie-aided strategies: These strategies assume exact knowledge of the variables
involved in the problem, including information across the entire optimization hori-
zon. The resulting solutions cannot be implemented in practice, but are used as a
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benchmark for strategies that only use causally-available information. Genie-aided
strategies are proposed in [90], [100], [103], [119], [129], [137].
• Online or real-time strategies: These strategies only use causally-available infor-
mation. The information unavailable through measurements is estimated by using
different forecasting techniques [45], [46], [131], [132], [139], [144], [167]. Often
times, prediction errors are taken into account in the optimization, as in [46], [139],
in order to design robust strategies. The forecasting methods can be based on auto-
regressive models [63], [133], [140], prediction filters [44], neural networks and other
machine learning techniques [63],[75],[133],[135], or results obtained from physical
models for weather prediction [74], [75], [79]. Approximate solutions available in
the literature have been obtained using heuristics [94], [100], [108], [136], or Lya-
punov optimization [40], [41], [60], [64], [95], [127], [143], [146]. In most of these
strategies, the estimation methods are used to predict renewable energy arrivals and
power consumption profiles. In some works, the energy prices are assumed uncer-
tain as well [44], [46], [63]. The existing real-time energy management strategies are
based on successive estimations, rolling window optimization, and repeated compu-
tations [45], [46], [65], [67], [132], [133], [144], [156]. As a result, current solutions
incur a considerable computational cost. To reduce their computational complexity, it
has been proposed to decrease the sampling frequency, and augment the time between
consecutive decisions, which inevitably results in performance loss.
1.3.2 Challenges
As described in Sec. 1.3.1, there is currently a vast literature on cost-aware energy man-
agement. However, as of mid-2012, which marks the beginning of this investigation,




• Back in 2012, there was the need for an analytical framework6 and a system model
that could lay the foundation for devising energy management strategies, and facili-
tate their practical implementation. The required system model needed to characterize
the renewable energy harvesting operation, account for relevant pricing and incentives
programs, and describe the energy storage dynamics, including the non-linear rela-
tionship between the discharging rate and the remaining charge. The challenge was
thus to establish the framework to devise energy management strategies, determine
performance benchmarks, and draw insights from genie-aided solutions.
• Existing strategies, especially the ones intended for practical7 implementation, have
high computational complexity because they rely on successive calculations and sta-
tistical forecasting. The challenge is therefore to reduce the computational complex-
ity by resorting to alternative analytical tools or approaches.
• Existing online strategies rely on forecasting techniques which are mostly based on
statistical estimation. These techniques require continuous model revision as obser-
vations are recorded on a rolling basis. This revision incurs further computational
burden because estimating the model alone requires solving additional optimization
problems. Hence, the challenge is to reduce the dependency of current solutions on
forecasting techniques.
• As of 2012, there were no energy management strategies for non-deferrable load fa-
cilities, which could handle time-varying consumption-based block pricing. Hence,
the challenge was to incorporate non-linear pricing models in the optimization, and
6Analytical framework refers to the set of assumptions, mathematical relationships, system topology,
and mathematical formulation that are introduced to study the energy management problem.
7Genie-aided strategies cannot be implemented in practice, but they provide performance upper bounds.
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study their implications by drawing insights from analytical results. A related chal-
lenge was to minimize the cost of deploying the energy management system by prop-
erly assessing the required energy storage capacity. Thus, storage sizing methods
needed to be devised.
1.4 Organization, Contributions, and Bibliographical Notes
1.4.1 Organization
Aside from this introductory chapter, this thesis is composed of five chapters. In Chap-
ter 2, we formulate the main optimization problem and devise genie-aided solutions
which provide insights and a performance benchmark for the online algorithms that we
propose in Chapter 3. In Chapter 4 we propose strategies to minimize the energy cost in-
curred by a group of facilities over a finite planning horizon. The facilities are equipped
with renewable energy harvesters and storage devices, and are enabled to share renew-
able energy among each other. Assuming a dynamic block pricing scheme, in Chapter
5 we propose strategies to minimize the expenditure incurred by a non-deferrable load
over a finite planning horizon. Finally, in Chapter 6 we present conclusions and describe
future research directions.
1.4.2 Contributions
The main contributions of this thesis are the following:
• We establish the mathematical framework to design strategies that minimize the en-
ergy bill incurred by a non-deferrable load facility over a finite planning horizon. The
facility is assumed equipped with a renewable energy harvester and a storage device.
Hence, the proposed framework incorporates models for the energy storage device,
the renewable energy arrivals, and the pricing and incentives schemes. Earlier works
did not take into account all these elements in their modelling, e.g. our works were
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among the first to incorporate considerations such as a limited discharging rate, or
physical phenomena such as Peukert’s effect.
• We propose strategies to overcome the challenges that arise in the formulation and
analysis of the mathematical problems formulated to determine optimal energy man-
agement policies in different scenarios. These strategies include the use of substitu-
tions and simplifications, decomposition methods, and combination of techniques.
• The proposed energy management strategies can be used to reduce the complexity of
existing proposals, as well as their reliance on forecasts. In current solutions, decision
variables are updated by solving the same optimization problem multiple times. This
approach incurs a number of mathematical operations, which can be reduced by up-
dating the decision variables directly through analytic expressions. Hence, this thesis
shows how alternative techniques can be used to solve the relevant optimization prob-
lems and obtain analytic results, which can be simpler and more insightful than the
algorithmic solutions available in the literature. The thesis also proposes an optimiza-
tion framework to study the problem of cooperative energy management, which can
be used to determine the achievable cost savings in two different scenarios, namely,
cooperation with distributed generation and storage, and cooperation with centralized
generation and storage.
The following are specific contributions of this thesis:
• We propose three genie-aided strategies which have several advantages over the ex-
isting renewable energy management solutions in the literature. The proposed strate-
gies use a general discharging model which can be tuned to depict practical storage
systems. The proposed strategies are devised by solving a constrained optimization
problem through linear programming, evolutionary algorithms, or calculus of vari-
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ations. The strategies based on linear programming or evolutionary algorithms can
be fine tuned to deliver results at different levels of accuracy, and incur different
computational costs. The strategy obtained through calculus of variations is based on
analytical expressions, and hence provides valuable insights, which can be used to
reduce the computational complexity of existing online strategies.
• We propose two online renewable energy management strategies. The first strategy is
based on forecasting techniques such as a linear predictor, a time series model, or a
time-inhomogeneous Markov chain. The second proposed strategy does not require
statistical forecasting and is model-independent. Moreover, this strategy is based on
analytical results, and has lower computational complexity than existing proposals.8
To design this strategy we solve a constrained optimization problem by introducing
some ingenious substitutions and relaxations.
• We propose two offline strategies to minimize the energy bill incurred by a set of
facilities equipped with renewable energy harvesters and storage devices. The facili-
ties are enabled to share renewable energy, either through the smart grid or dedicated
power lines, and their loads are assumed to be non-deferrable. To devise the first strat-
egy we assume that each facility is equipped with its own renewable energy harvester
and storage device. The second strategy is designed assuming that all the facilities
have shared access to a farm where renewable energy is harvested and stored. We
then compare the two strategies and draw the relevant conclusions.
Assuming a set of facilities with shared access to an energy farm, where renewable
energy is harvested and stored, we propose an online strategy to minimize their col-
8In existing online strategies, an optimization problem is solved every time the decision variables need
to be updated. In some cases, the optimization problem is a linear programming problem, which can be
solved in polynomial time. In contrast, the proposed strategy uses analytic results, which are able to update
the decision variables in linear time.
27
CHAPTER 1. INTRODUCTION
lective expenditure over a finite planning horizon. The proposed strategy is based on
continuous-time dynamic programming, and uses stochastic differential equations to
model the random process governing the behaviour over time of the renewable energy
available at the farm.
• Assuming dynamic block pricing, we propose two genie-aided strategies to minimize
the energy bill incurred by a non-deferrable load over a finite planning horizon. Both
strategies are devised by solving the pertinent optimization problem. The first strat-
egy uses linearisation and discretisation in time, and the second strategy is based on
calculus of variations. We compare the two strategies and advise on their advantages
and disadvantages.
1.4.3 Bibliographical Notes
Parts of this thesis have been published or submitted for publication in different venues:
• The material in Chapter 2 draws from [168], [169], [170], and [171].
• The material in Chapter 3 draws mainly from [172] and [173].
• The material in Chapter 4 draws mainly from [174] and [175].
• The material in Chapter 5 draws mainly from [171] and [176].
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Offline Energy Management Strategies
In this chapter we formulate an optimization problem to minimize the energy expen-
diture incurred by a non-deferrable load facility, such as a cellular base station,1 over
a finite planning horizon. We assume that the facility is equipped with a renewable
energy harvester and a storage device. We then use different optimization techniques
to obtain three genie-aided solutions, so named because they use exact knowledge of
renewable energy arrivals and load across the entire planning horizon. The first method
is based on discretisation in time and linearisation, and provides a solution with differ-
ent levels of accuracy depending on the sampling frequency and the number of linear
inequalities employed. The second method uses an evolutionary algorithm to obtain
a high-performing strategy, which is not necessarily optimal. The third method uses
calculus of variations (CoV) to obtain an analytical solution. Finally, numerical results
are presented for verification and further insight.
2.1 Contributions
The main contributions of this chapter are the following:
• We establish the mathematical framework to design strategies that minimize the en-
ergy bill incurred by a non-deferrable load facility over a finite planning horizon.
It is assumed that the facility is equipped with a renewable energy harvester and a
1A non-deferrable load has insufficient flexibility to shift its power consumption to low-price periods.
In the case of a cellular base station, part of its energy consumption depends on requests made externally
by mobile users, hence, it has less flexibility to schedule its power-consuming tasks.
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storage device. Therefore, the proposed framework incorporates a general model for
the storage device, which takes into account the non-linear relationship between the
discharging rate and the remaining charge. The proposed framework allows us to
formulate a mathematical problem to minimize the energy expenditure incurred by
any non-deferrable load over a finite planning horizon.
• We propose three genie-aided strategies which are obtained by solving a constrained
optimization problem through different methods. In the first method we use lineari-
sation and discretisation in time, which allows us to cast the problem as a linear
program, and obtain a precision-adjustable solution. In the second method we use
an evolutionary strategy to obtain a solution within the available2 computational ca-
pacity. In the third method we use calculus of variations to obtain a more insightful








Figure 2.1: System model. The non-deferrable load is represented by a base station,
and the storage device by a lead-acid battery. REMU stands for renewable energy man-
agement unit.





Fig. 2.1 shows the principal elements of the system of interest. The first element in
the system is the non-deferrable load facility, which is represented by a base station.
The facility is equipped with renewable energy harvesting and storage capabilities. As
shown, the load is permanently connected to the power grid through the renewable
energy management unit (REMU), which controls the bi-directional power flow with
the grid, and schedules the discharging operations. As shown in Fig. 2.1, the facility
can be powered directly from the grid, and the storage device.
We consider a finite planning horizon of H time units, where H can be made arbi-
trarily large, as long as the physical properties of the components in the system remain
constant in [0,H]. The load varies as a function of time t ∈ [0,H], and is denoted by
L(t) ≥ 0. The effective renewable power harvested in [0,H] is denoted by R(t) ≥ 0.
Moreover, D(t)≥ 0 denotes the power effectively (after losses) drawn from the storage
device at time t.
2.2.2 Electricity Pricing Scheme
Let P(t) denote the energy prices offered by the utility in [0,H], and W (t) be the rates3
at which renewable energy is sold back to the utility. Then, assuming a linear pricing




P(t) [L(t)−X(t)]−W (t)Y (t)dt, (2.1)
where X(t) is the power discharged from the local storage to feed the load, and thus
satisfies X(t)≤ L(t) ∀ t. And Y (t) is the renewable power injected into the grid to obtain
credits in return. The total power drawn from the storage is thus D(t) = X(t)+Y (t).
3In practice W (t)≤ P(t) ∀ t.
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2.2.3 Energy Storage Device
State Equation
Let D˜(t) denote the power drawn from the storage device to effectively deliver D(t) =






where 0 ≤ ς ≤ 1 is the charging efficiency rate. Since the storage device has a limited
capacity Ψ> 0, the following inequality should hold for all t: 0≤ J(t)≤Ψ.
As seen in Eq. 2.2, the storage device is only charged with renewable energy.
This assumption is made following the net metering scenario considered in this chapter.
Current regulation only allows for energy from a renewable source to be injected into
the grid. Hence, for simplicity4 we have assumed that the storage device can only be
charged with renewable energy harvested locally.
Discharging Model
The relationship between D˜(t) and D(t) is modelled by using an arbitrary function
F : [0,∞)→ [0,∞), i.e.
D˜(t) =F [D(t)] , (2.3)
which can be tuned to reflect empirical properties of any practical storage system. The
functionF (·) is assumed to be continuous, convex, and strictly increasing.
If we want to use Peukert’s model, we should defineF [D(t)] as:










4If battery charging from the grid and net metering are allowed concurrently, then the utility will need
to monitor the production of renewable energy at each of their eligible customers and impose the corre-
sponding limits to comply with the regulation.
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which follows from (1.5). Moreover, the following definition can be used to make the
problem more tractable and obtain results in closed form:






Eq. (2.5) can substitute (2.4) without errors only when D(t) ≥ QNo. A “systematic”
error is introduced by using (2.5) instead of (2.4) when D(t)<QNo. However, this error
approaches 0 as κ → 1+.
To preserve the health of the batteries in the storage system, the discharging power
is bounded according to the largest current that the batteries can deliver at any time t.
Therefore, the maximum discharging power allowed at any time t is D˜max, i.e. D˜(t) ≤
D˜max ∀ t.
2.3 Problem Formulation
We formulate the following optimization problem to minimize the energy bill incurred









subject to the following constraints:
0≤ J(t)≤Ψ, (2.6a)
J(H) = J(0), (2.6b)
D˜(t)≤ D˜max, (2.6c)
X(t)≤ L(t), (2.6d)
X(t)≥ 0, Y (t)≥ 0, ∀ t ∈ [0,H]. (2.6e)
In P2.0, D(t) = X(t)+Y (t) and D˜(t) are related by (2.3), whereas D˜(t) and J(t) are
related by (2.2). The constraint (2.6b) ensures the continuity of the energy level over
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different optimization periods [152]. This constraint is a rudimentary way of accounting
for future planning periods in the optimization problem. If (2.6b) is removed, then the








i.e. the total energy discharged in [0,H] is equal to the total energy harvested in [0,H].
The constraint (2.6c) ensures that the amount of power drawn from the storage system
at any time t is bounded according to the maximum current that the batteries can deliver.
The term P(t)L(t) does not depend on the decision variables X(t) or Y (t), and hence
can be removed from the objective function in P2.0. Moreover, we can write P2.0 as a






subject to constraints (2.6a)–(2.6e). In P2.1, D(t) and D˜(t) are related by (2.3), whereas
D˜(t) and J(t) are related by (2.2).
2.4 Proposed Strategies
In the following we propose three strategies to solve P2.1 assuming exact knowledge
of R(t), P(t), L(t), and W (t) in [0,H]. P2.1 is infeasible if D˜max is not large enough
to permit the discharging of the total energy harvested in [0,H], as required by the
constraint (2.6b). Therefore, in this section we will assume that P2.1 is feasible, i.e.
D˜max is large enough to satisfy the constraint (2.6b).
Moreover, if F (·) is a linear function, then the optimization problem P2.1 reduces
to a linear program. Similarly, ifF (·) is modelled after Peukert’s Law, and D˜max <QNo,
5This requires a sufficiently large D˜max to ensure full renewable energy utilization in [0,H].
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then following (1.5), Peukert’s effect will not manifest in the discharging operation, and
again, P2.1 reduces to a linear program. In this thesis, we assume thatF (·) is in general
non-linear, and if it is modelled after Peukert’s Law, then we assume that D˜max > QNo,
thus allowing the storage device to operate in either regime (linear or non-linear).
2.4.1 Solution by Discretisation in Time
In this section, we propose a solution to P2.1 through discretisation in time, which
illustrates the computational complexity involved and therefore motivates a solution in
the continuous-time domain. We divide the time interval [0,H] into N slots, each one of
duration ∆t, i.e., ∆t = H/N. Let d ∈ RN+ and p ∈ RN+ represent respectively the power
drawn from the storage and the energy prices over N time slots. These vectors are
obtained by uniformly sampling their corresponding continuous-time functions at a rate
of 1/∆t samples per unit of time, e.g.,
d(k) = D(k∆t). (2.8)
Let d˜ ∈RN+ and d ∈RN+ denote, respectively, the vectors containing the samples of D˜(t)
and D(t), i.e.
d˜(k) = D˜(k∆t), d(k) = D(k∆t). (2.9)




α2d˜(k)−β2 Φ1 < d˜(k)≤Φ2
...
αMd˜(k)−βM ΦM−1 < d˜(k)
, (2.10)
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where M represents the number of linear segments used to approximate (2.3), and αi,
βi and Φi are parameters chosen to minimize the approximation error. Specifically,
Φ2, . . . ,ΦM−1 can be chosen as a uniform partition of [0, D˜max], and the αi’s and βi’s







where F−1(·) is the inverse function of F (·), i.e. F−1(F (x)) = F (F−1(x)) = x.
P2.A can be solved numerically. In Appendix A.1 we show an analytical method to find
an approximate solution to P2.A.
To simplify P2.1, (2.10) can be replaced with the following set of linear inequality
constraints:
d(k)≤ αid˜(k)−βi, i ∈ {1, . . . ,M}. (2.11)






, i ∈ {1, . . . ,M}. (2.12)
The right hand side in (2.12) can be shown to be another way to define G(·), which
is equivalent to (2.10). To see this, notice that G(·) is a concave6 piece-wise linear
function, which can be written as the point-wise minimum of a set of affine functions.








s.t. (2.6b), (2.11) and:
0≤ J(k∆t)≤Ψ, (2.13a)
6G(·) is assumed to be a valid approximation of F−1(·), which is concave because F (·) is assumed




d˜(k)≤ D˜max ∀ k. (2.13c)







ςr( j)− d˜( j)] ,













ςr( j)− d˜( j)]≤Ψ, ∀ k,
which hints to a recursive relationship that can be captured by a triangular matrix. In
fact, if we let A∈RN×N be a lower triangular matrix such that A(i, j) = 1 ∀ i≥ j. Then,

































∆t1T d˜≤ ς∆t1T r
implies J(0) = J(H). To see this, notice that ∆t1T d˜ is the total energy drained from
the storage system in [0,H], if ∆t1T d˜ is upper bounded by the total renewable energy
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harvested in [0,H], then maximizing the objective in LP2.1 requires ∆t1T d˜ = ς∆t1T r.
The last equality implies that the entire energy harvested in [0,H] is drained from the
storage system, which yields J(H) = J(0).
As expected, the complexity of LP2.1 increases as N grows. In particular, the num-
ber of variables involved in the problem is directly proportional to the number of sam-
ples considered in [0,H], and a new constraint is introduced for each linear segment that
is added to G(·) to approximate (2.3).
2.4.2 Solution by Evolutionary Strategies
We propose a strategy based on evolutionary algorithms to design the discharging oper-
ation across the entire optimization interval. The advantage of this strategy over lineari-
sation and discretisation in time is that the non-linear relationship (2.3) can be handled
directly. However, the result obtained with this strategy may not be the optimal. Evolu-
tionary strategies are, in general, used to obtain high-performing suboptimal solutions,
especially to problems that are analytically intractable.
The proposed strategy, shown in Algorithm 1, consists of an iterative routine that
explores the feasible set of the discharging vectors d˜’s using evolutionary operators such
as mutation and recombination. The fitness of each candidate is evaluated by computing
the resulting expenditure, i.e. the lower the resulting cost, the higher the fitness score.
To compute the resulting cost from a candidate d˜, the first step is to determine d from
(2.3), and then the vectors x and y can be obtained by using the following policy:
x(k) = min{d(k), `(k)}, (2.15)
and y(k) = d(k)− x(k). This policy follows because the assumed compensation for
renewable power injected into the grid is at most equal to the retail electricity prices
P(t), i.e. W (t)≤ P(t).
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Algorithm 1 Evolutionary Strategy for Energy Management
1: Define initial population
2: Generations=1
3: while Generations < Maximum do
4: Apply mutation operator
5: Recombine the mutated candidates
6: Evaluate fitness of the offspring
7: Select the survivors
8: Generations=Generations+1
9: end while
In the following we describe the main characteristics of the algorithm:
• Initial population: For simplicity, we consider a unitary population, which is seeded
by a flat discharging profile, e.g. d˜(k) = J(0)N∆t ∀ k, J(0)> 0.
• Fitness evaluation: Let d˜c represent a candidate solution, then its fitness score is the
additive inverse of the energy cost incurred when the discharging operation is d˜c. If a
given vector d˜ results in an infeasible7 operation, then its fitness score is −∞.
• Mutation operator: We implement isotropic Gaussian mutations with varying mu-
tation strength (variance) as follows: let d˜m represent the candidate solution after
mutating the individual d˜, then:
d˜m( j) = min{d˜( j)exp(Y), D˜max}, (2.16)
where Y∼N (0,σ2). The variance of Y can be chosen as a non-increasing function
of the generation number. In this way, as the evolutionary algorithm progresses, the
search space is narrowed down, which allows us to fine tune the discharging profile.
We may however get stuck in a local optimum.
• Parent selection and recombination: The mutated candidate solutions are recombined
using the addition operation, re-scaling is implemented to ensure that the offspring
satisfies the causality constraint. Let d˜1 and d˜2 represent two candidate solutions,
7Infeasible candidate solutions violate at least one of the constraints considered in the problem.
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where SF > 0 is a scaling factor chosen to ensure that d˜12 satisfies the causality
constraint. All individuals in the population participate in recombination, hence the
algorithm does not require parent selection criteria.
• Selection of survivors: As the population size remains constant, we specify a selec-
tion criterion to choose the individual that survives in each generation. Our selection
criterion is deterministic and fitness-based, i.e., the fittest individual remains in the
population.
2.4.3 Solution by Calculus of Variations
In this section, we propose a different technique to solve the optimization problem.
This approach is simpler than the strategies presented in Secs. 2.4.1 and 2.4.2 because
it does not rely on iterative algorithms to solve the optimization problem. Instead,
the solution is obtained by determining the roots of a function. Moreover, in some
particular cases these roots can be obtained analytically, and hence the solution to the
optimization problem can be determined directly by plugging the input data into the
resulting formula.
Required Simplifications
We introduce some simplifications which will allow us to tackle the problem in contin-
uous time by using calculus of variations. Specifically,







Proposition 2.4.1. If J(0) = ς
∫ H
0 R(t)dt, and D˜(t) satisfies (2.7), then J(t)≥ 0 ∀ t.
Proof. See Appendix B.1. 
• Large storage capacity: We will assume that Ψ is large enough so as to avert wastage






then J(t)≤Ψ ∀ t.
Proof. See Appendix B.2. 
• Relaxation of constraint (2.6c): We substitute (2.6c) with:
∫ H
0
D˜(t)dt ≤ HD˜max. (2.18)
Moreover:





Proof. The proof is immediate from inspecting (2.7) and (2.18). 
• W (t) = P(t) ∀ t: By introducing this assumption, we can disregard the constraint
(2.6d), and as a result we only need to determine the optimal D(t) = X(t) +Y (t).
Specifically, we design D(t) to maximize
∫ H
0 P(t)D(t)dt, and then obtain X(t) and
Y (t) by using the following policy:
X(t) = min{L(t),D(t)} , (2.19)
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and
Y (t) = D(t)−X(t). (2.20)
Any other power allocation policy between X(t) and Y (t) is optimal, as long as it
satisfies (2.20). Therefore, when designing D(t) = X(t) +Y (t) we can ignore the
constraint (2.6d), because we can always choose X(t) from (2.19).
Simplified Formulation
Following the Propositions 2.4.1 and 2.4.2, we can disregard the constraint (2.6a).











subject to: ∫ H
0
F [D(t)]dt = J(0). (2.21)
P2.2 can be tackled by using calculus of variations. And depending on the properties
of F (·), we may be able to obtain a solution in closed form. The following theorem
provides a necessary condition to solve P2.2, and the closed-form solution obtained
whenF (·) is given by (2.5).
Theorem 2.4.1. Subject to (2.21), a necessary condition to maximize the functional
∫ H
0 P(t)D(t)dt is:
−P(t)+λF ′ [D(t)] = 0, (2.22)





, with QNo > 0
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and κ > 1, then, subject to (2.21), (2.22) yields:






















Proof. See Appendix B.3. 
Analysis of the Special Case (Simplified Peukert’s Model)
If F (·) is given by (2.5), which we refer to as simplified Peukert’s model, then to
maximize the functional
∫ H
0 P(t)D(t)dt, D(t) should be directly proportional to P(t)
1
κ−1 .
Thus, we can say that in such a scenario the discharging operation should track the
signal obtained after raising the instantaneous energy price to a power determined by
the efficiency of the storage device. Therefore, the higher the unit energy price, the
larger the optimal amount of power to be drawn from the storage. Moreover, 1κ−1 is
a modulating exponent, analogous to the Q-factor of a passband filter, with κ → 1+
yielding a more selective response.
The analytical results obtained with this approach may provide valuable insights
to design online strategies. The result in Theorem 2.4.1 only requires an estimate of
the total renewable energy harvested over the planning horizon to determine the opti-
mal discharging operation without any further knowledge of specific renewable energy
arrivals in the future.
By letting F [D(t)] be defined as in (2.5), we are assuming that the discharging
operation follows Peukert’s Law and that the discharging power is above the nominal,
i.e. D(t) ≥ QNo ∀ t. Since Peukert’s Law underestimates the remaining charge when
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the battery is subject to time-varying discharging rates or temperatures [23], the use of
this simplification should be understood as a means to illustrate the procedure to solve
P2.2. It is also important to state that by using this simplification we are able to obtain
elegant results, which may provide insights that can be used in the design of real-time
optimization strategies.
Alternative Formulation
We can alternatively solve the problem P2.1 in terms of D˜(t) and then obtain the effec-













D˜(t)dt = J(0). (2.25)
P2.3 can also be tackled using the results in Theorem 2.4.1. Specifically, if F [D(t)]









where λ is given by (2.24).
The advantage of this formulation is that we reduce the chances of overestimating
J(t) because we directly optimize D˜(t). In contrast, when we solve P2.1, we optimize
D(t), which may require real-time adjustments in practical implementations as the stor-
age device may8 be unable to deliver the required D˜(t) over a given period of time.




In this section we evaluate the performance of the proposed strategies assuming ar-
bitrary price trajectories. The function D(t) and the vector d are referred to as the
discharging profiles in continuous and discrete time respectively. As such, they repre-
sent the amount of power drawn from the storage system over [0,H]. Throughout this
section we will assume that the function F (·) models Peukert’s Law, i.e. is given by
(2.4) and we will investigate the effects of using the simplified expression (2.5).













2.5.1 Effect of the Simplifications Introduced
We start by evaluating the effect of introducing the simplification (2.5). Hence, we
consider the parameters shown in Table 2.1 and the following linear inequalities used


















, i ∈ {1, . . . ,9}. (2.27)
These inequalities approximate (2.4) in the range QNo ≤ D˜(t) ≤ D˜max. The range
0 ≤ D˜(t) ≤ QNo does not require approximation according to (2.4). We start by eval-
uating the accuracy of this approximation by directly comparing (2.4) and (2.27). The
comparison is shown in Fig. 2.2. As seen, the number of linear segments is sufficiently
large to provide an acceptable approximation.









Figure 2.2: Eq. (2.4) and the approximation (2.27).
2.5.2 Comparison between the Proposed Strategies
Considering the parameters listed in Table 2.1, we determine the optimal discharging
operation –D(t)– by solving P2.1 through linearisation and discretisation in time and
the results are shown in Fig. 2.3. As observed, the strategy seeks to discharge larger
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R(t) J(t) P (t) d D(t)
Figure 2.3: Renewable energy arrival profile, energy stored over time, and pricing func-
tion. The discharging profile obtained directly through linearisation and discretisation
in time is d. The discharging profile obtained from d˜ through (2.4) is denoted by D(t).
amounts of power when the prices are high. Moreover, an acceptable match between the
D(t) obtained by solving the linear program and denoted by d, and the D(t) obtained
from D˜(t) through (2.4) is seen. The energy stored over time is also shown, as well
as the prices, and the renewable energy profile, which resembles the output of a solar
panel.










Figure 2.4: Optimal discharging profile obtained through linearisation and discretisation
in time (LDT), evolutionary strategies (ES), and calculus of variations (CoV).
In Fig. 2.4 we show the optimal discharging profiles obtained by using the three
proposed strategies for the price and renewable power trajectories shown in the Fig.
2.3. The simulation parameters are again the ones listed in Table 2.1. The discharging
profile obtained by using the evolutionary strategy took one thousand generations, and
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the variance of Y was kept constant at 0.01 throughout all the iterations. The similarities
between the discharging profiles obtained by using different methods are remarkable.
Differences are also observed when D(t) < QNo, which follows from the relaxation
(2.5), introduced to simplify Peukert’s Law. This simplification introduces an error
when D(t)< QNo.
In Fig. 2.5 we have plotted the value of
∫ H
0 P(t)D(t)dt, optimized by using calcu-
lus of variations, and linearisation following discretisation in time, for different values
of J(0) = ς
∫ H
0 R(t)dt, while maintaining Ψ = 2J(0). To avoid loss of generality, we
have considered random energy prices drawn from a standard uniform distribution, i.e.
p(k) ∼ U (0,1), and computed the mean performance by averaging over the results
obtained in ten thousand realisations. To that end, we have considered QNo = 20 and
κ = 1.3, while other parameters are left unchanged from Table 2.1. The linear inequal-
ities used to approximate (2.4) in [QNo, D˜max] have been obtained by using the method
described in Appendix A.1, with the partition’s midpoints {x2,x3, . . . ,x10} defined as
follows:
xi = (0.4i+0.6)QNo, i ∈ {2, . . . ,10}.
As seen in Figs. 2.5 and 2.6, both strategies agree up to some gap which depends
on whether the simplifications introduced to obtain the solution in (2.23) are justified.
At this point, it is worth emphasizing that the result obtained with the strategy based
on linearisation and discretisation approaches the optimal performance as we increase
the sampling frequency, and add more linear segments to accurately representF (·). In
contrast, whenever the simplifications introduced are justified, the strategy based on cal-
culus of variations is able to provide a solution whose accuracy can be improved without
the need to solve the optimization problem with an increased number of variables and
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Figure 2.5: Performance of the strategies based on linearisation and discretisation in
time (LDT), and calculus of variations (CoV) with D˜max = 300.



























Figure 2.6: Performance of the strategies based on linearisation and discretisation in
time (LDT), and calculus of variations (CoV) with D˜max = 200.
constraints.
2.5.3 Performance of the Evolutionary Strategy
In the following we provide further simulation results to evaluate the performance of the
evolutionary strategy (ES). The discharging profile shown in Fig. 2.4 was obtained in a
single execution. But since the mutation operations are random, a slightly different re-
sult is obtained in each run. We therefore compute mean values and standard deviations
to determine the variability of the results. In Fig. 2.7 we have plotted the average dis-
charging profile obtained after fifty iterations, and also the profiles obtained by adding
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and subtracting two standard deviations from the mean. The average discharging profile
and the standard deviations were estimated by using the results obtained in ten thousand
realisations.





Average D(t) from ES
D(t) from CoV
Average D(t) + 2SD
Average D(t) - 2SD
Figure 2.7: Average discharging profile obtained after fifty iterations using the evo-
lutionary algorithm. The discharging profile obtained by using calculus of variations
(CoV) is also shown. SD stands for standard deviation.
As observed in Fig. 2.7, the standard deviations of the N designed variables are
all relatively small. In fact, deviations of two times their magnitude are still close to
the average discharging profile. This follows despite the small number of iterations
considered in each realisation, which shows that even as few as 50 generations may be
enough to obtain acceptable results.
2.5.4 Comparison with Existing Strategies
We consider the following simulation parameters κ = {1.01,1.05,1.2}, QNo = 200,
M = 10, D˜max = +∞, P(t) ∼ U (0,1), W (t) = P(t), ∆t = 0.02, J(0) ∈ [10,200], and
R(t) = 0 ∀ t. The linear inequalities used to approximate (2.4) in [QNo, D˜max] are com-
puted for each value of κ according to the method described in Appendix A.1. We then
compare the performance of the strategy based on calculus of variations with the one of
existing proposals. The existing energy management strategies are based on dynamic
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programming [62] or linear programming techniques [67], and ignore the non-linear
relationship between D(t) and D˜(t). In Fig. 2.8, we have plotted the optimal value
of
∫ H
0 P(t)D(t)dt against J(0), the energy initially available in the storage system. As
observed, if the storage device is nearly linear, i.e. κ → 1+, then the performance gap
between the proposed strategy and the existing in the literature is negligible. However,
if κ > 1, then the proposed strategy outperforms the ones in the literature. The per-
formance gap grows with κ . In works such as [62] and [67] the performance metric
is the final energy cost, and hence the cost function is non-increasing with respect to
the storage capacity. In contrast, in Fig. 2.8 we plot the savings obtained with both the
proposed and existing strategies, hence the curves are non-decreasing with respect to
the storage capacity.




























Figure 2.8: Comparison with existing works. Energy savings ($) versus energy initially
available in the storage J(0).
2.5.5 Further Insights
In Fig. 2.9 we show the optimal discharging profile obtained by using calculus of vari-
ations for the price trajectory P(t) = sin(10t)+ 1, and assuming different values of κ .
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Figure 2.9: Optimal discharging profile obtained by using calculus of variations, while
varying Peukert’s exponent κ .
Since the function sin(10t) + 1 is periodic, only half of the discharging operation is
shown, the other half is similar. As observed, the closer is κ to 1, the sharper is the dis-
charging profile. This result follows because the power loss associated with Peukert’s
effect is negligible when κ → 1+, and the optimization strategy encourages leveraging
high pricing periods.












Figure 2.10: Optimal discharging profile obtained by using calculus of variations, while
varying QNo, the nominal output power of the storage device.
In Fig. 2.10 we show the optimal discharging profile obtained by using calculus
of variations for the price trajectory P(t) = sin(10t)+1, and assuming different values
of QNo. As observed, not always increasing QNo results in larger instantaneous power
withdrawals, even during peak pricing periods. The expression for optimal D(t) in
terms of QNo diverges as QNo → ∞. However, it does not mean that the optimal D(t)
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can be increased unlimitedly because it also has to satisfy the constraint (2.21).


















Figure 2.11: Performance of the strategy based on calculus of variations when Peukert’s
exponent takes on different values.
Considering random energy prices drawn from a standard uniform distribution, in
the following we investigate the effect of κ and QNo in the average optimal value of∫ H
0 P(t)D(t)dt, as we vary J(0). Again, we consider the following simulation parame-
ters: QNo = 20, D˜max = 120, κ = 1.2, and we average over ten thousand realisations.
In Fig. 2.11 we have plotted the average optimal value of
∫ H
0 P(t)D(t)dt obtained when
the optimal D(t) is determined through calculus of variations, and the value of J(0) in-
creases from 0 to 60. As observed, the relationship between the value of
∫ H
0 P(t)D(t)dt
and J(0) becomes closer to a linear relationship as κ → 1, which is expected because
the non-linear effects fade as κ → 1.
In Fig. 2.12 we have plotted the average optimal value of
∫ H
0 P(t)D(t)dt obtained
when the optimal D(t) is determined through calculus of variations, and the value of
J(0) increases from 0 to 80. To obtain the lines in Fig. 2.12 we have considered κ = 1.2.
As observed, increasing QNo increases the optimal
∫ H
0 P(t)D(t)dt up to a point where it
is no longer necessary to have a larger QNo to avoid the losses derived from Peukert’s
effect.
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QNo = 1600 QNo = 160
QNo = 80 QNo = 20
QNo = 5 QNo = 2.5
Figure 2.12: Performance of strategy using calculus of variations, for varying QNo,
nominal output power of storage device.
2.6 Summary
Assuming dynamic electricity pricing, we have formulated a mathematical problem to
minimize the expenditure incurred by a non-deferrable load facility over a finite plan-
ning horizon. We have assumed that the facility is equipped with a renewable energy
harvester and a storage device. Moreover, our storage model has taken into account
the non-linear relationship between the discharging rate and the remaining charge at all
times.
We have then solved the constrained optimization problem by using three methods:
discretisation and linearisation, evolutionary strategies, and calculus of variations. The
performance of the solution obtained through discretisation and linearisation depends
on the sampling frequency, and the number of linear inequalities employed. The method
based on evolutionary strategies uses an iterative randomized search, and delivers po-
tentially different results in each run. However, it can provide acceptable results with as
few as fifty iterations. The method based on calculus of variations provides an analytical
solution, which can be expressed in closed form if the discharging model allows it.
The simulation results, which assumed a discharging model based on Peukert’s Law,
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have shown agreement between the three methods, and provided the following insights:
• The three proposed strategies achieve comparable performance. However, the strat-
egy based on linearisation and discretisation in time requires an adequate sampling
rate, and a fair number of linear inequalities. The more linear inequalities are consid-
ered, the more accurate is their representation of the non-linear relationship between
D(t) and D˜(t), and the higher its performance. The method based on evolutionary
strategies can be tuned to incur different computational costs, either by varying the
sampling rate, or the number of generations. However, it does not guarantee the
optimality of the solution obtained, and its results can vary across runs. The strategy
based on calculus of variations is able to obtain an acceptable performance and does
not require the execution of an iterative algorithm. Hence, it has a clear advantage
over the other two.
• The strategies available in the literature disregard the nonlinearity of the storage de-
vice and hence incur a performance loss. The proposed strategies outperform the state
of the art, especially when the storage device exhibits high non-linearity, e.g. when
Peukert’s exponent is strictly larger than 1.
• Increasing the efficiency of the storage system enhances the performance of the pro-
posed strategies. The theoretical upper bound is determined by the results obtained
when the storage device is lossless and linear.
• In general, increasing the nominal output power of the storage device leads to a per-
formance enhancement, because it widens the linear region of operation, and thus
reduces the losses derived from non-linear effects such as Peukert’s. However, this
performance gain is curbed at some point, a result that follows because the total en-
ergy discharged over the optimization horizon is limited. This result can provide
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an indication for proper storage sizing and design, especially because it shows the
existence of a critical storage capacity, above which no further improvement can be
achieved.
It is worth emphasizing the following:
• When Peukert’s model was applied, the relaxation introduced to obtain closed-form
analytical solutions did not lead to a considerable performance loss, at least for the
values of κ , the Peukert’s exponent, that fall within its practical limits.
• The proper storage initialization led to a significant simplification of the problem
because it allowed us to disregard the causality constraint. This in turn led us to find
analytical results by using optimization techniques in continuous time.
• It is encouraging to see that a randomized search, which starts from a flat discharging
profile, is, within an acceptable number of iterations, able to achieve a result which is
very similar to the one obtained analytically.
In the optimization problem formulated in this chapter we have enforced continuity
of the energy stored over subsequent optimization periods. In the next chapters we
will consider a more general setting, in which the energy left unused at the end of the
optimization horizon is given a value, and will formulate the optimization problem in
terms of such a value.
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Online Energy Management Strategies
In this chapter we propose online strategies to minimize the energy bill incurred by a
non-deferrable load facility over a finite planning horizon. We assume that the facility is
equipped with a renewable energy harvester and a storage device. Unlike the solutions
in Chapter 2, the strategies proposed in this chapter do not require exact knowledge of
the future renewable energy arrivals or the future power requirements of the facility.
Initially, we propose an online algorithm that uses estimates of future renewable
energy arrivals and power requirements, which are obtained through forecasting tech-
niques such as a first-order linear predictor, or an auto-regressive integrated moving
average (ARIMA) time series model. We also propose a time-inhomogeneous Markov
chain model to predict renewable energy arrivals, which we later incorporate in our
proposed forecasting-based algorithm.
In this chapter, we also propose an online strategy which does not rely on estimates
of future renewable energy arrivals. The proposed strategy is based on continuous-time
optimal control theory, does not require extensive computations, and, unlike existing
works, takes into account the non-linearity of the discharging operation.
3.1 Contributions
The two major contributions of this chapter are:
• We propose an online strategy to minimize the expenditure incurred by a non-
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deferrable load facility over a finite planning horizon. The facility is equipped with a
renewable energy harvester and a storage device. The proposed strategy is designed
by assuming a general model for the storage device, which is able to account for
the non-linear relationship between the discharging rate and the remaining charge.
The proposed strategy uses estimates of future renewable energy arrivals and fu-
ture load requirements, which are obtained through forecasting techniques such as
a first-order linear predictor or an ARIMA time series model. We also introduce a
time-inhomogeneous Markov chain model to forecast renewable energy arrivals. The
proposed model has some advantages over existing prediction strategies, since it is
simpler, uses bounded random variables1, and can be continuously improved with
new observations.
• We propose an online strategy that does not require estimates of future renewable
energy arrivals, and is based on analytical results, thus making it simpler than the
strategies based on statistical forecasting. To devise this strategy, we solve a con-
strained optimization problem in continuous time. We specifically minimize a non-
linear functional, which depends on the control signal, and the total renewable energy
stored over time. By using a continuous-time optimization approach we can obtain
analytical solutions, which we use to devise an online strategy that does not require
extensive computations. The proposed strategy is model-independent,2 and has sig-
nificantly less reliance on renewable energy forecasts, which can be used to further
reduce the complexity of existing solutions.
1Signals with additive Gaussian noise have unbounded support.





For completeness, we state the fundamental assumptions in this section. The system
model is the same as the one described in Sec. 2.2.
3.2.1 General Setup
We consider a facility which is permanently connected to the grid as represented in Fig.
2.1 by a base station. The facility is equipped with a storage device, and a renewable
energy harvester represented in Fig. 2.1 by a solar panel. The renewable energy man-
agement unit (REMU) is in charge of implementing the designed power flows between
the different entities in the system.
The power consumed by the facility is assumed to be non-deferrable, and denoted
by L(t). The renewable power harvested is R(t), and the effective (after losses) power
drawn from the storage device is D(t). The planning horizon is [0,H], where H can
be made arbitrarily large, as long as the physical properties of the components in the
system remain constant in [0,H].
3.2.2 Electricity Pricing Scheme
We consider time-varying energy prices denoted by P(t). Moreover, the REMU is al-
lowed to sell renewable energy to the utility following a net metering policy. As in
Chapter 2, the renewable energy is sold back to the utility at rates denoted by W (t).





P(t) [L(t)−X(t)]−W (t)Y (t)dt, (3.1)
where X(t) is the power drawn from the storage to feed the local load, and Y (t) is the
renewable power injected into grid. Again, the total power drawn from the storage
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device is D(t) = X(t)+Y (t).
3.2.3 Energy Storage Device
Let J(t) denote the energy stored at time t, and D˜(t) denote the power drained from the
storage device when D(t) = X(t)+Y (t) is effectively drawn from its terminals. Then





ςR(x)− D˜(x)]dx+ J(0), (3.2)
where 0 ≤ ς ≤ 1 is the charging efficiency, and J(0) is the energy initially stored in
the system. The storage device is only charged with renewable energy, for the reason
explained in Sec. 2.2.3.
Let Ψ denote the available storage capacity, then 0 ≤ J(t) ≤ Ψ holds at all times.






R(x)dx+ J(0), ∀ t, (3.3)
a condition often referred to as the causality constraint. Moreover, J(t) ≤ Ψ imposes






R(x)dx+ J(0)−Ψ, ∀ t. (3.4)
As in Chapter 2, the relationship between D˜(t) and D(t) is assumed arbitrary:
D˜(t) =F [D(t)] , (3.5)
whereF (·) is a continuous, convex, and strictly increasing function defined in [0,∞).
Again, if we want to use Peukert’s model, we define F [D(t)] as in Eq. (2.4). And
if we need to use simplified Peukert’s model, we setF [D(t)] as in Eq. (2.5).
To preserve the health of the battery system, and define its region of operation, the
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maximum discharging power allowed at any time t is D˜max, i.e. D˜(t)≤ D˜max ∀ t.
3.3 Problem Formulation and Genie-Aided Solution
We consider a more general version of the problem formulated in Sec. 2.3. In the
following formulation we account for the value of the residual energy in the storage
device at the end of the planning horizon. This generalizes the formulation in Sec. 2.3,
which simply forces the residual energy to be equal to the energy initially stored in the
system J(0).
3.3.1 Continuous-Time Formulation
We let K denote the unit price of the energy remaining in the storage device at the
end of the optimization horizon, i.e. we assume that the energy left unused at t = H





s.t. X(t)≤ L(t), D˜(t)≤ D˜max ∀ t, and (3.3)–(3.4). In P3.0, D(t) = X(t)+Y (t) and D˜(t)
are related according to Eq. (3.5), and D˜(t) and J(t) are related according to Eq. (3.2).
3.3.2 Discrete-Time Formulation
We can obtain an approximate solution to P3.0 by introducing discretisation, i.e. by
sampling the functions P(t), L(t), R(t), D(t), and D˜(t) at a uniform rate of 1/∆t samples
per unit of time. We specifically consider N samples, i.e. ∆t = HN , and denote the
uniformly sampled vectors by lower case bold letters as follows: p, `, r, d, d˜ ∈ RN+.
That is, for k ∈ {1,2, . . . ,N}, we have:
p(k) = P(k∆t), `(k) = L(k∆t), d(k) = D(k∆t),
j(k) = J(k∆t), d˜(k) = D˜(k∆t), r(k) = R(k∆t).
(3.6)
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, k ∈ {1, . . . ,N}. (3.7c)
As explained in Chapter 2,F−1(·) can be approximated with a piece-wise linear func-
tion, and hence Eq. (3.7c) can be replaced with a set of linear inequalities.
3.3.3 Genie-Aided Solution
In the following we derive the matrix formulation of P3.1, which is required to handle
the problem to a solver, and thus obtain a genie-aided solution. Let A denote a lower






































In this section we briefly describe some forecasting techniques that can be part of the
proposed online strategy. For ease of exposition, we explain how these techniques can
be used to predict future renewable energy arrivals. Similar methods can be used to
estimate the energy consumption of the facility within the entire planning horizon. Ad-
vanced forecasting techniques can also be incorporated in the proposed algorithm.
3.4.1 First-Order Linear Predictor
Let r∈RN+ denote renewable power arrivals over N time slots. Then, to use a first-order
linear predictor we assume that r evolves according to the following model:
r(k+1) = coeffkr(k)+noise, (3.9)
where coeffk ∈ R+, and noise is a random variable whose distribution can be chosen
to reflect practical properties of r(k+1) such as bounds. The coefficient coeffk can be
obtained from historical records. In particular, if E[noise] = 0, taking expectation on





Hence, if we assume that the model parameters are known, i.e. coeff1, . . . ,coeffN−1,





(r(k+1)− rˆ(k+1))2 | r(k)
]
.
The solution to P3.2 can be obtained by recognizing that the objective function is convex
in rˆ(k+1). Thus expanding it, and applying linearity yields:
E
[




r(k+1)2 | r(k)]−2rˆ(k+1)E [r(k+1) | r(k)]+ rˆ(k+1)2.
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The first-order optimality condition ∂∂ rˆ(k+1)E
[




rˆ(k+1) = E[r(k+1) | r(k)] = coeffkr(k)+E[noise]. (3.11)
To estimate r(k+2) when t = k, we use our estimate of r(k+1), i.e.
rˆ(k+2) = coeffk+1rˆ(k+1)+E[noise].
We name this approach first-order linear predictor because the model assumes that the
mean values of adjacent sample points are linearly related, i.e. the mean of the output
depends linearly on the mean of the previous sample. Unlike the first-order standard
autoregressive process, the parameters in our model change over time, i.e. in general
we have coeff1 6= coeff2 6= . . . 6= coeffN−1.
3.4.2 Auto-Regressive Integrated Moving Average Time Series
We explained the basics of the Auto-Regressive Integrated Moving Average (ARIMA)
model in Sec. 1.2.5. In the following we briefly describe the forecasting approach
undertaken when the underlying model is assumed to be an ARIMA(m,n,q) process.
In this thesis we will assume that the model has been identified from existing data, and
hence we do not discuss model identification techniques. To implement our proposed
strategies we resort to identification algorithms built-in to numerical software such as
R [178].
As explained in Sec. 3.4.1, to minimize the mean-squared error, the estimates must
be determined by computing the expected value of the output conditioned on the infor-
mation available at the current time. To write the forecasting equation, we first define
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the following auxiliary variables:
rdiff(k)=

r(k), n = 0
r(k)− r(k−1), n = 1
r(k)− r(k−1)− [r(k−1)− r(k−2)] = r(k)−2r(k−1)+ r(k−2), n = 2
...
where n ∈ N is the second parameter in the ARIMA(m,n,q) model. Then, assuming
that we have exact knowledge of the model parameters, we can write the forecasting
equation as follows:
rˆdiff(k) = E[rdiff(k) | rdiff(k−1), . . . ,rdiff(0)]
= η0+η1rdiff(k−1)+ . . .+ηmrdiff(k−m)
+θ1ω(k−1)+θ2ω(k−2)+ . . .+θqω(k−q),
(3.12)
where ω is an i.i.d. Gaussian process, i.e. ω(i)∼N (0,σ2).
3.4.3 Time-Inhomogeneous Markov Chain
We propose a time-inhomogeneous Markov chain model to forecast renewable energy
arrivals.
Definition
Let S = {E1,E2, . . .} denote the finite state space, and Ex, x ∈ {1, . . . , |S |} be de-
fined by dividing the output of the energy harvester into |S | segments. Let Λ de-
note the maximum power that the energy harvester can deliver, and s(k) denote the
state in the kth time slot. Then s(k) = Ex, with x ∈ {1, . . . , |S |−1}, if and only if
r(k) ∈
[
(x−1) Λ|S | ,x Λ|S |
)
, and s(k) = E|S | if and only if r(k) ∈
[
(|S |−1) Λ|S | ,Λ
]
. The
transition probabilities in the Markov chain described above are assumed to be time-
varying to reflect inter-hour dependencies in the renewable energy generation.
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Use in Forecasting
Let rˆ(k) denote the estimated power arrival at time slot k, then we choose rˆ(k) as the





(r(k)− rˆ(k))2 | s(k−1) = Ex
]
.
To find Ex we simply determine in which interval the recorded r(k−1) falls. If r(k−1)
is not yet available, we use rˆ(k−1) instead:
Ex =

E1, if 0≤ rˆ(k−1)< Λ|S |
E2, if Λ|S | ≤ rˆ(k−1)< 2 Λ|S |
...




(r(k)− rˆ(k))2 | s(k−1) = Ex
]
we assume that r(k−1) | s(k−1) =
Ex is uniformly3 distributed in the interval
[
(x−1) Λ|S | ,x Λ|S |
)
. Therefore, the condi-
tional distribution of r(k) | s(k− 1) = Ex can be obtained by using the law of total
probability. Specifically, to simplify notation let rk := r(k), hence rk | {s(k) = Ex} ∼
U
(
[x−1] Λ|S | ,x Λ|S |
)




Λ P(s(k) = E1) , 0≤ rk < Λ|S |
|S |
Λ P(s(k) = E2) ,
Λ





s(k) = E|S |
)
, Λ(|S |−1)|S | ≤ rk ≤ Λ
(3.14)
Proposition 3.4.1. Let rk be distributed according to (3.14), then
3The uniform distribution reflects total uncertainty about r(k) given that we know its lower and upper
bounds.
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E
[
(rk− rˆk)2 | s(k−1) = Ex
]







[2i−1]P(s(k) = Ei | s(k−1) = Ex) . (3.15)
Proof. See Appendix B.5. 
3.5 Online Optimization with Forecasts
In this section we propose an online strategy to solve P3.1. The proposed strategy uses
forecasting techniques to estimate future renewable energy arrivals and future energy
consumption.
3.5.1 Forecasts Update Rate
Our strategy uses predictions at an intra-day level. We estimate r and ` at the beginning
of the optimization horizon, and update the predictions only when the observations
(measurements) deviate from the forecasts by a given threshold. We measure these
deviations by computing the relative forecast errors, defined as follows: Let r(k) denote
the energy arrival at time slot k, and `(k) the energy consumed by the facility in the
same time slot. If rˆ(k) and ˆ`(k) denote respectively our estimates of r(k) and `(k), then,










Notice that rfer and rfe` are updated in each time slot. The acceptable values of rfer and
rfe` are respectively denoted by εr and ε`.
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3.5.2 Constraints Handling
In the following we introduce a policy to handle the causality constraint, and the
constraint derived from the limited storage capacity. Let d∗ denote the optimal d,
obtained by solving LP3.1 using estimates of r and `, then d∗(k)∆t is the optimal
renewable energy to be drawn from the battery within the kth time slot. We avert
wastage of renewable energy by implementing the following policy: If overflow =
Ψ− [ j(k−1)+ r(k)∆t−d∗(k)∆t]> 0, then the energy drawn from the storage device is
increased4 to d∗(k)∆t+overflow. Similarly, if overflow< 0, then the energy discharged
is decreased to d∗(k)∆t+overflow.
Next, we discuss the approaches to handle the occurrence of negative outputs in
the stochastic models for the renewable energy arrivals, and the power consumption.
Clearly, power and energy quantities must be positive. However, the time series models
explained in Sec. 3.4 may lead to negative outputs when the stochastic component of
the model is assumed of unbounded support. This is the case of the ARIMA(m,n,q)
model, where ω is a Gaussian i.i.d. random process. There are two ways to handle this
issue:
1. By using a mathematical transformation: A mathematical transformation can lead
to a simplified time series model, or constrain the forecast to stay positive [178]. The
following is the procedure used in statistics to ensure that time series models do not
return negative values:
A. Apply the Box-Cox transformation. The Box-Cox transform with parameter λ
4If d∗(k)∆t+overflow > `(k)∆t then, the excess renewable energy is injected into the grid.
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is defined as follows:
rtrans(k) =





As seen, if λ = 0 then a logarithmic5 transformation is used, whereas if λ 6= 0,
then a power transformation is used [178]. In this thesis we use a logarithmic
transformation, i.e. a Box-Cox transformation with λ = 0.
B. Adjust the ARIMA model to the Box-Cox transformed data. The model identifi-
cation is performed on the transformed data. The best model is chosen according to
criteria such as the Akaike information criterion (AIC). This step can be completed
in R by using built-in functions such as auto.arima().
C. Forecast using the obtained model in Step B. The estimates can be obtained by
using the forecasting equation (3.12).
D. Back-transform the data to the original scale. This step is required to have the
estimated quantities in the original units of measurement.
2. By imposing bounds on the outputs: When generating the corresponding random
samples we can impose a lower and an upper bound on the output. In this way, we
ensure that the generated samples are within the practical limits. The disadvantage
of this approach is that further estimation errors are introduced when the forecasting
equations are not updated to account for bounded innovations (errors).
3.5.3 Proposed Algorithm
With the considerations discussed in Secs. 3.5.1 and 3.5.2, we propose the strategy
shown in Algorithm 2. The following is a description of the key steps in the algorithm:
5The default base for the logarithmic operation is Euler’s number e.
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• Training of the statistical model: In this step we use historical records to identify
the statistical models. We specifically use maximum likelihood estimators im-
plemented in functions such as auto.arima() and markovchainFit(). More
details on these model identification algorithms can be found in [179] and [180].
• Initialize the estimates rˆ and ˆ`: We determine our first estimates of r and ` by
using mean values or observations from the previous day.
• Solve the optimization problem using the estimates rˆ and ˆ`: We solve the op-
timization problem by using the initial estimates in order to determine the first
course of action before the planning horizon starts.
• Updating of estimates and decision variables: As observations (measurements)
are recorded, we update the estimates and the decision variables. The decision
variables are updated by solving the optimization problem with the newly avail-
able information and the refined estimates. If the measurements do not deviate
from the predictions significantly we continue using the same estimates and do
not update the decision variables. In this way, the number of mathematical oper-
ations required by the algorithm can be reduced.
• Battery state estimation and adjustment of discharging quantity: The decision
variables are updated in each of the time slots if they lead to any constraint viola-
tion.
• Termination: The algorithm finalizes when the number of time slots has covered
the entire planning horizon.
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Algorithm 2 Forecasting-based online optimization algorithm
1: Train the statistical models for r and `
2: Initialize the estimates rˆ and ˆ`
3: Solve optimization problem using rˆ and ˆ`
4: Estimate j(0)
5: for k = 1 to N do
6: Measure r(k) and `(k)
7: if rfer > εr OR rfe` > ε` then
8: if rfer > εr then
9: Update rˆ
10: end if
11: if rfe` > ε` then
12: Update ˆ`
13: end if
14: Solve optimization problem using updated estimates
15: end if
16: Update j: j(k) = j(k−1)+∆t [ςr(k)− d˜(k)]
17: Adjust d(k) if j(k)>Ψ or j(k)< 0
18: end for
3.6 Online Optimization without Forecasts
We propose an online strategy to solve P3.1, which does not require predictions of
future renewable energy arrivals or the execution of iterative routines. In some cases,
the decision variables can be optimized by plugging the available information into a
formula. In the more general case, the optimal operation is determined by computing
the roots of a function defined by the optimality condition.
The proposed strategy is based on Pontryagin’s Maximum Principle [25]. Pon-
tryagin’s Maximum Principle is a set of necessary conditions for a constrained control
trajectory, i.e. D(t), to maximize a functional such as (3.1), which also depends on J(t),
a dynamic system that evolves according to (3.2). Thus, to use Pontryagin’s Maximum
Principle, we write (3.2) in differential form. Differentiating both sides of (3.2) yields:
dJ
dt
= ςR(t)− D˜(t). (3.19)
The solution to (3.19) uniquely determines J(t) for any given initial condition J(0).
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3.6.1 Constraints Relaxations
The following are propositions that describe some simplifications introduced and their
implications. These simplifications are required to make the optimization problem P3.1
tractable. As a result, the proposed strategy can only be applied in scenarios in which
these simplifications are justified.
Proposition 3.6.1. Let J(0) > 0, J(t) satisfy (3.19) with R(t) ≥ 0 ∀ t, and D˜(t) =
θ(t)J(t), for any non-negative function θ(t). Then J(t)> 0, ∀ t.
Proof. The solution to (3.19) in terms of θ(t) = D˜(t)J(t) can be obtained by multiplying














By noting that ddt F(t) = θ(t)F(t), the equation (3.21) reduces to:
d
dt
[J(t)F(t)] = ςR(t)F(t). (3.22)













] + J(0). (3.23)
Therefore, if R(t) ≥ 0 ∀ t, and J(0) > 0 then J(t) > 0 ∀ t regardless of the choice of
θ(t). 
Proposition 3.6.2. Let Ψ ≥ J(0) + ς ∫ H0 R(x)dx and J(t) satisfy (3.19), then J(t) ≤
Ψ ∀ t.
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Proof. The proof is similar to the proof of Proposition 2.4.2, which can be found in




ςR(x)− D˜(x)]dx+ J(0)≤ J(0)+ ς ∫ H
0
R(x)dx, ∀ t, (3.24)
and by adding this inequality to J(0)+ ς
∫ H
0 R(x)dx≤Ψ, we obtain J(t)≤Ψ ∀ t. 
Finally, for tractability we will assume that D˜max is large enough to disregard the
constraint (3.7b), and will solve the problem by assuming W (t) = P(t) ∀ t.
3.6.2 Simplified Problem and Solution
For ease of notation let G (x) =F−1 (x) ∀ x. Then, using the results in Propositions







st. (3.19). In P3.4 we have ignored the constraints (3.2) and (3.4) following the Propo-
sitions 3.6.1 and 3.6.2. The solution to P3.4 can be obtained by using Pontryagin’s
Maximum Principle as explained in the next theorem:
Theorem 3.6.1. LetΨ≥ ς ∫ H0 R(t)dt+J(0), J(0)> 0, dJ(t) = ςR(t)−θ(t)J(t)dt, K >





G (θJ) = K. (3.25)






, with QNo > 0 and κ > 1, then (3.25) yields:








Proof. See Appendix B.4. 
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Observations based on the result (3.26):
• The result in Eq. (3.26) indicates that P3.4 can be solved without any knowledge
of future renewable energy arrivals when J(t) > 0 ∀ t. This is a consequence of
the assumed infinite energy storage capacity and the unlimited discharging rate. The
result in (3.26) is meant to minimize the losses incurred in the discharging operation,
at the time the consumption of renewable energy is spread across [0,H] by using the
ratio P(t)K as a reference. The scheduling criterion only depends on
P(t)
K and the storage
parameters QNo and κ .
• For the result in Eq. (3.26) to be valid, J(0) and R(t) must be such that J(t)> 0 ∀ t ∈
[0,H]. Hence, an interpretation of Eq. (3.26) is that it is meant to continuously
allocate the consumption of J(t) in [t,H) for each t ∈ [0,H). This allocation policy
not only spreads the energy consumption to minimize the losses from the discharging
operation, but also takes into account the energy prices in [0,H] and the bequest
value of J(H) in order to maximize the objective in P3.4. Moreover, since the storage
capacity and the discharging rate are unlimited, this optimal discharging policy is
not affected by the future state of the storage device or the future renewable energy
arrivals.
• The result in Eq. (3.26) is model-independent as it does not depend on the statis-
tical distribution of R(t). Hence, this strategy can be applied independently of the
renewable energy source, i.e. it is not restricted to solar energy management systems.
• θ ∗(t) is directly proportional to QNo. In fact, the larger nominal output power the
storage device has, the smaller the loss incurred as the linear region of the discharging
operation spans from 0 to QNo.
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• θ ∗(t) is inversely proportional to K κκ−1 . The larger K, the less energy is used in [0,H],
thus increasing J(H), which is assumed valued at KJ(H).
• A constant pricing function implies a constant consumption rate θ(t)J(t). The opti-
mal strategy should also minimize the loss derived from the discharging operation.
• The next proposition discusses the impact of the values of K in the optimal discharg-
ing profile θ ∗(t):






, with QNo > 0 and κ → 1+,
then J(H)→ J(0)+ ς ∫ H0 R(x)dx, and the optimal θ(t) satisfies:
lim
κ→1+
θ ∗(t) = 0 ∀ t. (3.27)

















= 0. If θ ∗(t) = 0 ∀ t, then by
the energy conservation principle, we have J(H) = J(0)+ ς
∫ H
0 R(x)dx. 
Proposition 3.6.3 implies that very little power is used during the planning horizon
and most of the energy is left for future consumption.
3.7 Numerical Results and Discussion
We present numerical results to draw further insights regarding the performance of the
proposed strategies. For concreteness, in this section we will assume that G [x] is defined
according to Peukert’s model and will evaluate the impact of using its simplified version
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3.7.1 Online Optimization without Forecasts
Comparison with the Genie-Aided Approach
We compare the performance of the algorithm proposed in Sec. 3.6, against the genie-
aided solution obtained in Sec. 3.3. We consider the simulation parameters shown in












3.7. NUMERICAL RESULTS AND DISCUSSION
In Fig. 3.1, we have plotted the discharging operations obtained with the proposed
algorithm and the genie-aided strategy. The discharging operation obtained with the
genie-aided strategy takes the form of a piece-wise linear function because of the dis-
cretisation and the linearisation introduced. The battery state obtained with the genie-
aided strategy is denoted by j∗ ∈ RN+, and the battery state obtained with the proposed
strategy based on Pontryagin’s Maximum Principle is denoted by J∗(t). The similarities
between the two are remarkable, especially considering that θ ∗(t) was designed with-
out any knowledge of future renewable energy arrivals. A separation between the two
lines can be seen when the discharging power is below QNo ≈ 62. This follows in this
particular scenario because we have used the results derived by assuming (2.5) instead
of (2.4), which introduces errors when D˜(t)<QNo. Although this mismatch is reduced
as κ → 1+.











, even when D(t)≤QNo, then, as shown in Fig. 3.2, the mismatch between
the discharging profile obtained through linearisation and the one obtained by applying
Pontryagin’s Maximum Principle is considerably reduced. To obtain the results in Fig.
3.2 we have considered the parameters in Table 3.1, except for M = 26. The linear
segments used to approximate G (·) in the interval [0, D˜max] have been obtained by using
the method in Appendix A.1, with the partition’s midpoints {x1,x2, . . . ,x26} defined as
follows:
xi = 0.1×QNo× i, i ∈ {1, . . . ,9},
xi = (0.2i−0.8)QNo i ∈ {10, . . . ,26}.
(3.29)
Finally, we compare the performance of the online strategy based on Pontryagin’s
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d˜∗ j∗ θ∗(t)J∗(t) J∗(t) P (t)
Figure 3.1: Discharging profile obtained by using the online strategy proposed in Sec.
3.6, and the genie-aided strategy.






d˜∗ j∗ θ∗(t)J∗(t) J∗(t) P (t)
Figure 3.2: Discharging profile obtained by using the online strategy proposed in
Sec. 3.6, and the genie-aided strategy. Simplified Peukert’s model applies in both
approaches.
Maximum Principle, and the genie-aided strategy obtained by solving P3.1 through











We then consider the following simulation parameters: ∆t = 0.01, p(k) ∼ U (1,2),
K = 0.7 1N ∑
N
k=1 p(k), r(k) ∼ U (0,100), κ = 1.3, QNo = 20, and D˜max = {200,80},
and plot the results in Figs. 3.3 and 3.4. As observed in Fig. 3.4, the online strategy
incurs a performance degradation when the simplifications introduced to obtain the re-
sult in (3.26) are not justified. However, when the simplifications can be justified, the
proposed online strategy, which does not require any knowledge of future renewable
energy arrivals, achieves the same performance as the genie-aided strategy.
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Figure 3.3: Performance of the online strategy proposed in Sec. 3.6, with D˜max = 200.








Figure 3.4: Performance of the online strategy proposed in Sec. 3.6, with D˜max = 80.
3.7.2 Online Optimization with Forecasts
We now evaluate the performance of the proposed forecasting-based strategies. Since
in this section we have assumed W (t) = P(t) ∀ t, the forecasting strategies are used to
estimate future renewable energy arrivals, as no information about the load is required6
when W (t) = P(t) ∀ t. From [181], we obtain data containing the typical output power
of a photovoltaic panel (PVP) located in Southern California. The characteristics and
exact location of the PVP are shown in Table 3.2. The weather data source chosen to
6Load forecasting is required to design X(t), however, when W (t) = P(t) ∀ t we can design D(t) and
then determine X(t) from (2.19), as discussed in Sec. 2.4.3.
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Table 3.2: Characteristics of the photovoltaic system (Southern California).






117.2◦ W 4 kW (DC) 20
◦, 180◦ 96% 1.1 14%
Table 3.3: Characteristics of the time series (data from PVWatts calculator).
Hours Training period Optimization period Samples per day
6:00 - 17:00 June 1 - June 30 6:00 - 17:00 N = 12
obtain the time series was the typical meteorological year database 3 (TMY3). TMY
data suit the purpose of our simulations because they represent typical, as opposed to
extreme conditions.7
Other characteristics of the data that we use to train our statistical models are listed
in Table 3.3. The time series generated by the PVWatts calculator [181], and R’s built-
in functions such as auto.arima() and markovchainFit(), are used to identify the
ARIMA and Markov chain models. For more details on the model identification algo-
rithms please refer to [179], [180].
First-Order Linear Predictor
We assume energy prices measured in United States Dollars (USD), and drawn from
a standard uniform distribution over the 12-hour period shown in Table 3.3. We also
consider ∆t = 1, ς = 1, ε = 0, D˜max = Ψ∆t , QNo =
Ψ
∆t , and varying storage capacities
measured in kilo-watt-hour (kWh). Since D˜max = Ψ∆t and QNo =
Ψ
∆t , the storage device
operates in its linear regime at all times, and the value of κ is irrelevant. The following
are the model parameters, which were obtained by averaging over 1 month of data
retrieved from [181], as indicated in Table 3.3: coeff1 = 2.51, coeff2 = 1.91, coeff3 =
1.36, coeff4 = 1.29 coeff5 = 1.09, coeff6 = 1.05, coeff7 = 0.89, coeff8 = 0.81, coeff9 =
7TMY data cannot be used to design or determine if systems meet worst-case conditions [182]. How-
ever, that is not the purpose of our simulations.
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0.79, coeff10 = 0.61, coeff11 = 0.50. For the stochastic model in (3.9), we consider
normally distributed errors with zero mean and variance σ2 = 0.14. We also constrain
the outputs to be in the interval [0,3.35] kW.
We implement Algorithm 2, and compare its performance with the genie-aided so-
lution. We plot the results obtained after averaging over ten thousand8 realisations in
Fig. 3.5. As observed, there is a small performance gap between the two strategies, and
this gap decreases as the storage capacity grows. This result suggests that the forecast-
ing errors become less influential as Ψ grows, which is sensible because a large storage
capacity allows the algorithm to schedule the discharging operation with more freedom,
e.g. without forcing energy consumption to reserve storage space.

















Figure 3.5: Average performance of the proposed online strategy considering random
energy rates drawn from a standard uniform distribution (USD), and using the first-order
linear predictor for forecasting.
Auto-Regressive Integrated Moving Average Time Series
Assuming energy prices measured in USD, and drawn from a standard uniform distribu-
tion, in the following we evaluate the performance of Algorithm 2 when the renewable
8In Appendix A.2 we provide a discussion on how this number (ten thousand) was decided.
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Data from PVWatts Calculator
Figure 3.6: Training data and values obtained with the fitted model.


















Figure 3.7: Average performance of the proposed online strategy considering random
energy rates drawn from a standard uniform distribution (USD), and using the ARIMA
time series model for forecasting.
energy arrivals follow an ARIMA time series model. We consider a planning horizon
of duration 12 hours, i.e. N = 12, with simulation parameters ∆t = 1, ς = 1, ε = 0,
and D˜max = QNo = Ψ∆t . The storage capacities are allowed to vary, and are measured in
kWh. Since D˜max = Ψ∆t and QNo =
Ψ
∆t , the storage device operates in its linear regime at
all times, and the value of κ is irrelevant.
We then use the function auto.Arima() to obtain the following ARIMA(2,0,2)
model as the best fit for our training data:
r(k) = 1.71+1.49r(k−1)−0.72r(k−2)−0.28ω(k−1)−0.16ω(k−2)+ω(k),
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with σ2 estimated as 0.14. Both the training data and the fitted values obtained with
the ARIMA(2,0,2) model are shown in Fig. 3.6. In this particular scenario, the initial
ARIMA model is an ARMA(2,2) model. But since this model is updated daily, the
parameters m, n and q may change as data are added to the training sequence, thus
justifying the use of a general model.
We consider ten thousand realisations, and in all of them the output of the model is
upper bounded by 3.35kW according to the data obtained from the PVWatts calculator
[181]. We also use the Box-Cox transformation with λ = 0 to ensure that the outputs of
the model are always positive.
In Fig. 3.7, we have plotted the daily cost saving against the storage size obtained
by using the proposed online algorithm and the genie-aided strategy. As seen, the gap
between the two strategies approaches 0 as Ψ reaches 30. Moreover, increasing the
storage capacity beyond Ψ∗ does not affect the cost savings. The rationale behind this
result may be the following: Ψ∗ is the smallest storage capacity required to shift the
largest possible consumption of renewable energy to the peak pricing periods, for Ψ>
Ψ∗, the causality constraint impedes scheduling a larger amount of energy, hence the
improvement is negligible.
Time-Inhomogeneous Markov Chain
We use the data obtained from [181], and the function markovchainFit to train our
Markov chain model. We specifically consider five states defined respectively by the
intervals: [0,0.67), [0.67,1.34), [1.34,2.01), [2.01,2.68), and [2.68,3.35]. The ob-
tained transition probability matrices are shown in Table A.1 of Appendix A.3, where
we only show sourcing states with non-zero probability of occurrence.
We consider the following scenario: N = 12, ∆t = 1, ε = 0, ς = 1, D˜max =QNo = Ψ∆t ,
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Figure 3.8: Average performance of the proposed online strategy considering random
energy rates in USD, and drawn from a standard uniform distribution, and Markovian
renewable energy arrivals.
and p(k)∼U (0,1), and varying storage capacities measured in kWh. Since D˜max = Ψ∆t
and QNo = Ψ∆t , the storage device operates in its linear regime at all times, and the value
of κ is irrelevant. We then benchmark the average performance of Algorithm 2 against
the genie-aided solution. We specifically consider ten thousand realisations, and plot
the results in Fig. 3.8. As observed, the performance gap between the genie-aided
strategy and the proposed algorithm decreases as Ψ grows. Again, it is seen that there
is a critical storage capacity Ψ∗ above which no further savings can be achieved.
In the last part of this section we determine the confidence intervals of the results
presented in Figs. 3.5, 3.7, and 3.8. Hence, in Figs. 3.9 and 3.10 we show the average
percentage gap between the genie-aided result (GAR) and the online result (OR) for
the three forecasting techniques employed. Moreover, we also show the one - standard
deviation (1-SD) confidence interval. As shown, for the three techniques, the worst
deviation occurred when the storage capacity was the smallest considered, i.e. Ψ =
2kWh. Similarly, in all the three techniques, the worst average gap occurred when
the storage capacity was the smallest considered. Finally, storage capacities of at least
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20kWh led to remarkably small performance gaps, which on average did not reach a
5% deviation from the GAR.






























Figure 3.9: Confidence interval for the performance gap defined as genie-aided result
(GAR) - online result (OR) in relative terms (%). Forecasting-based online algorithms
using linear predictors (left) and ARIMA (right).














Figure 3.10: Confidence interval for the performance gap defined as genie-aided result
(GAR) - online result (OR) in relative terms (%). Forecasting-based online algorithm
using Markov chains.
3.8 Summary
We have proposed several online strategies to minimize the energy bill incurred by
a non-deferrable load facility over a finite planning horizon. We have assumed that
the facility is equipped with a renewable energy harvester and a storage device. We
have then proposed strategies based on forecasting techniques such as a first-order lin-
ear predictor, an ARIMA time series model, or a time-inhomogeneous Markov chain.
Unlike the proposals in the literature, these new strategies take into consideration the
non-linear characteristics of the energy storage device, and also pricing policies such as
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net metering.
We have also proposed an online strategy, which is based on Pontryagin’s Maxi-
mum Principle, and does not require estimates of future renewable energy arrivals. The
proposed strategy is model-independent, and uses analytical results, which are obtained
by solving the optimization problem in continuous time. As a result, it is simpler than
strategies based on repetitive computations.
We have obtained the following insights from our analysis and numerical results:
• Proper storage sizing has allowed us to eliminate the overflow-related constraint,
which has considerably simplified the optimization problem, and has ultimately led
to an analytical result.
• To eliminate the causality constraint in the optimization problem, we have forced the
discharging power to be proportional to the energy available in the storage device
at all times. That is, instead of designing D˜(t) we have opted to optimize the ratio
D˜(t)
J(t) , which has enabled a powerful simplification, and allowed us to derive results in
analytic form. In practice, this substitution represents the continuous feedback that
we require to design the control signal D˜(t), so as to satisfy the causality constraint
at all times.
• If the bequest value of the energy left unused at the end of the planning horizon can be
properly assessed, then reliance on forecasts can be eliminated by using Pontryagin’s
Maximum Principle. This is perhaps the most interesting finding in this chapter.
We have shown both analytically and through simulations, that estimates of future
renewable energy arrivals are not required if the bequest value of J(H) is given, and
the discharging rate and storage capacity are unlimited.
• There is a storage capacityΨ∗, above which no further cost reduction can be achieved,
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and as a result, the optimal energy management strategy only requires Ψ ≥Ψ∗. The
critical storage capacity Ψ∗ depends on the local generation capacity, and the effi-
ciency of the charging/discharging operations.
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Cooperative Renewable Energy Management
In this chapter, we propose strategies to minimize the energy bill incurred by a group
of cooperating facilities over a finite planning horizon. The facilities are equipped with
renewable energy harvesters and storage devices, and their loads are assumed to be
non-deferrable. Unlike previous solutions, the strategies proposed in this chapter as-
sume that the participating facilities, e.g. households, base stations, or buildings, are
enabled to share renewable energy, either through the smart grid or dedicated power
lines. The proposed strategies can be used to optimize the use of renewable energy in
cellular networks, whose base stations are subject to different pricing signals, power
consumption profiles, and renewable energy harvesting conditions.
We first consider a system architecture in which each facility is equipped with its
own renewable energy harvester and storage device. With this consideration, we pro-
pose using the smart grid as a medium for the participating facilities to share renewable
energy in order to minimize their collective energy bill. We specifically design the
optimal energy sharing strategy by solving a constrained optimization problem.
Thereafter, we consider a second architecture, in which all the participating facilities
have shared access to an energy farm where renewable power is harvested and stored.
With this consideration we design the optimal access policy, and also determine the
optimal rate at which the renewable energy should be utilised. We then compare the
performance of the two proposed strategies and draw the appropriate conclusions.
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In this chapter we also investigate cooperative energy management strategies which
do not require exact knowledge of future renewable energy arrivals. We particularly
focus on the second architecture, and devise a strategy to minimize the average1 energy
cost incurred by all the participants over a finite planning horizon.
4.1 Contributions
The following are the main contributions of this chapter:
• We propose two genie-aided strategies to minimize the energy bill incurred by a group
of facilities, e.g base stations, or households, over a finite planning horizon. The
power consumed by the facilities is assumed to be non-deferrable, and the group is
assumed to have renewable energy harvesting and storage capabilities. The first strat-
egy assumes that each facility is equipped with its own renewable energy harvester
and storage device. To design this strategy we formulate and solve a constrained
optimization problem, in which the decision variables determine the optimal energy
sharing strategy among the facilities. The second proposed strategy assumes that all
the facilities have shared access to an energy farm where renewable power is har-
vested and stored. In this scenario we seek to optimize the participants’ access pol-
icy, and determine the optimal rate at which the renewable energy should be utilised.
The results presented in this chapter can be used to determine performance bounds
of cooperative energy management strategies in practical deployments. Moreover,
these results can provide insights that can help engineers to determine the most cost-
effective designs.
• Assuming centralized renewable energy generation and storage, we devise a strategy
to minimize the average energy cost incurred by all the facilities over a finite planning
1The average energy cost is computed across realisations of the stochastic process that models the
amount of renewable energy available over time.
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horizon. The proposed strategy determines the optimal rate at which the renewable
energy should be utilised, and also takes into account its uncertainty over time. Unlike
existing works, we use a continuous-time approach, which makes the problem more
tractable, and allows us to obtain explicit analytical solutions. We specifically show
how the stochastic optimization problem boils down to solving Bellman’s equation,
which, in continuous time, is a deterministic differential equation. A simplification
that cannot be obtained if we formulate the problem using discrete-time signals [183].










Figure 4.1: Distributed generation and storage. Set of M non-deferrable loads (NDLs).
REMU stands for Renewable Energy Management Unit.
4.2.1 System Model
We consider a set of M facilities, each one of them permanently connected to the power
grid as shown in Fig. 4.1. Each facility is equipped with its own renewable energy har-
vester and storage device. Moreover, we assume that the facilities can share renewable
energy through the grid.
The renewable power transferred from the facility j to the facility i 6= j, over the
planning horizon [0,H], is denoted by Tj,i(t), where t ∈ [0,H] is the time index. As
in previous chapters, the planning horizon can be as large as desired, but the physical
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properties of the components in the system (such as the storage device) are assumed to
remain constant in [0,H].





Tj,i(t), ∀ t. (4.1)
Notice that (4.1) does not include transmission losses, which follows because the energy
transfers between facilities do not need to happen physically. The facilities inject energy
into the grid, and the utility registers the operation to deliver the same amount of energy
at the destination. In that respect, the utility is assumed to have sufficient2 delivery
capacity within the network of facilities. The transmission losses are then borne by the
utility, which charges a fee for the service.
Let Li(t) and Di(t) denote respectively the power consumed and drawn from the
storage device by the ith facility. Then, we impose the following constraint on Di(t)+
Vi(t):
Di(t)+Vi(t)≤ Li(t) ∀ t. (4.2)
By introducing this constraint we ensure that no renewable energy is sold to the utility
or grid operator,3 i.e. all the harvested renewable energy must be consumed by the
participants, or left stored for future use. These assumptions are introduced to avoid un-
justified financial gains, given that different prices take place across different locations.
Energy Storage Device
To simplify notation, we assume energy storage devices with the same characteristics
(e.g. capacity) across all the participating facilities. The non-linear relationship between
the discharging rate and the remaining charge is modelled by using an arbitrary function
2This is a sensible assumption because the energy generated by a single harvester is smaller than the
energy delivered by the distribution system to a set of loads in a given geographical area.
3The renewable energy is injected into the grid only if it is to be transferred to another facility.
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F : [0,∞)→ [0,∞), which is continuous, convex, and strictly increasing. Hence, the
following relationship holds between the total power drained from the storage device










For simplicity we will assume that the same function F (·) applies to all the storage
devices. Let Ri(t) and Ji(t) denote respectively the renewable power harvested, and the








where 0 ≤ ς ≤ 1 is the charging efficiency rate, assumed the same for all the storage
devices across participating facilities.
Total Energy Cost
The participating facilities are deployed across a given geographical area and each facil-
ity is, in general, subject to different time-varying energy prices and power consumption
profiles. Let Pi(t)> 0,∀ t denote the energy prices offered by the utility to the ith facil-









where 0 ≤ df ≤ 1 is a discount factor, which models the transfer fees, e.g. df = 1
represents free power transfers.
In this section we assume that the utility does not purchase renewable power from
its customers because the purpose of the energy management strategies is to encourage
participants to cooperate and maximize their consumption of renewable energy. This
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objective can be accomplished through energy sharing and by leveraging the power
grid infrastructure.
4.2.2 Problem Formulation
To simplify notation we introduce the following definition:
T(t) =

T1,1(t) T1,2(t) . . . T1,M(t)





TM,1(t) TM,2(t) . . . TM,M(t)

. (4.6)
Note that Ti,i(t) can be seen as the renewable power that the ith facility transfers to itself,
or said otherwise, uses locally. Therefore we define Ti,i(t) , Di(t) ∀ t, and the energy



























Ti, j(t)≤ Dmax, ∀ t, ∀ i. (4.7c)
In P4.A, Di(t) is related to D˜i(t) through (4.3), and Ji(t) is related to D˜i(t) through
(4.4). The objective function in P4.A is the total energy cost incurred by all the facilities
in [0,H]. Moreover, the constraint (4.7a) is introduced to restrict the energy stored over
time, i.e. Ji(t), to the interval [0,Ψ], where Ψ is the storage capacity, which is the same
for all the facilities. The constraint (4.7b) is introduced to restrict the total renewable
power consumed by the ith facility to the interval [0,Li(t)]. The constraint (4.7c) is
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introduced to upper bound the total power discharged from each of the storage devices.
4.2.3 Proposed Strategy
We propose a strategy to solve P4.A based on linearisation and discretisation in time.
As explained in Sec. 2.4.1, we can use linearisation to replace (4.3) with a set of linear
inequalities. Let N = H∆t denote the number of slots of length ∆t in the planning horizon
































Ti, j(k∆t) = G[D˜i(k∆t)], ∀ k ∀ i, (4.8d)
where G[·] was defined in Eq. (2.10). In P4.AD, we no longer consider (4.3) because
we have introduced (4.8d). The relationship between Ji(k∆t) and D˜i(k∆t) is (4.4). To
avoid introducing new notation, we have used the definition of T(t) to formulate P4.AD.
However, P4.AD has been formulated to optimize T(t) only at specific points t = k∆t
with k ∈ {0, . . . ,N}. Therefore, P4.AD can be cast as a linear program and solved
numerically.
4.3 Energy Management with Centralized Generation and Storage
4.3.1 System Model
We consider a set of M facilities, each one of them permanently connected to the power
grid as shown in Fig. 4.2. All the facilities share access to a single renewable energy
94












Figure 4.2: Centralized generation and storage. Set of M non-deferrable loads (NDLs).
REMU stands for Renewable Energy Management Unit.
harvester and storage device. Since all the participants have shared access to the same
renewable energy reserve, no power transferred is allowed among the facilities.
We consider the planning horizon [0,H], where H is such that the physical proper-
ties of the components in the system remain constant in [0,H]. We let Li(t) and Di(t)
denote respectively the power consumed, and drawn from the central storage by the ith
facility. Since potentially different pricing signals apply across facilities, the following
constraint is imposed on Di(t) in order to avoid unjustified financial gains:
Di(t)≤ Li(t) ∀ t. (4.9)
As a result, no locally harvested renewable energy is injected into the grid.
Energy Storage Device
The storage capacity of the energy farm is MΨ. That is, the total storage capacity is the
same as in the distributed model described in Sec. 4.2.
Again, we assume a non-linear relationship between D(t) = D1(t)+ . . .+DM(t),
the total power effectively drawn from the central storage, and D˜(t), the power drained
before losses:
D˜(t) =F [D(t)] , (4.10)
whereF : [0,∞)→ [0,∞) is assumed to be continuous, convex, and strictly increasing.
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Let R(t) and J(t) denote respectively the renewable power harvested, and the energy







The energy price offered by the utility to the ith participant is denoted by Pi(t)> 0,∀ t.




















0≤ J(t)≤MΨ, ∀ t (4.13a)
Di(t)≤ Li(t), ∀ t, ∀ i (4.13b)
D1(t)+ . . .+DM(t)≤ Dmax, ∀ t. (4.13c)
In P4.B, D(t) = D1(t)+D2(t)+ . . .+DM(t) and D˜(t) are related through (4.10),
whereas D˜(t) and J(t) are related through (4.11).
4.3.3 Proposed Strategy
We can obtain an approximate solution to P4.B by introducing discretisation and by re-
placing the non-linear relationship (4.10) with a set of linear inequalities as proposed in
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D1(k∆t)+ . . .+DM(k∆t)≤ Dmax, (4.14c)
D1(k∆t)+ . . .+DM(k∆t) = G[D˜(k∆t)], ∀ k, ∀ i. (4.14d)
To solve P4.BD we no longer need to consider the non-linear relationship (4.10) because
D1(k∆t)+ . . .+DM(k∆t) and D˜(k∆t) are now related through (4.14d). The relationship
between J(·) and D˜(·) is (4.11). To avoid introducing new notation, the same symbols
D1(t), . . . ,DM(t) have been used to formulate P4.BD. However, P4.BD is formulated to
optimize the trajectories D1(t), . . . ,DM(t) only at specific points t = k∆t, k∈{0, . . . ,N}.
Therefore, P4.BD can be cast as a linear program and solved numerically.
4.4 Further Results on Energy Management with Centralized Generation
In this section we further investigate the model with centralized renewable energy gen-
eration and obtain additional results after introducing some simplifying approximations.
We specifically consider the following simplifications:
1. We assume that the storage capacity is large enough to avert energy waste from
battery overflow i.e., we disregard the constraint J(t) ≤MΨ ∀ t, and hence (4.13a)





ςR(τ)dτ, ∀ t ∈ [0,H]. (4.15)
2. We assume that Dmax is large enough so as to ignore the constraint (4.13c).
97
CHAPTER 4. COOPERATIVE RENEWABLE ENERGY MANAGEMENT
3. We remove the constraint (4.13b), which in practice assumes that the loads are
much larger than the production of renewable energy at all times.
4. We assume that J(H) has a bequest value of P(H)J(H), where P(H) =
max{P1(H),P2(H), . . . ,PM(H)}. This assumes that the energy left unused at the end
of the optimization period can be sold at the highest price in the market at time t =H,
which is P(H)J(H).












s.t. (4.10), (4.11), (4.15) and D(t) = D1(t)+D2(t)+ . . .+DM(t).
In P4.B1 we have removed the term ∑Mi=1
∫ H
0 Pi(t)Li(t)dt from the objective func-
tion because it does not depend on the optimization variables Di(t). Moreover, P4.B1
has been formulated as a maximization problem to remove the negative sign from the
objective function.
4.4.1 Offline Optimization
In this section, we obtain an approximate solution to P4.B1 by introducing some sim-
plifications. Although this is a genie-aided solution, it provides insights that we will use
in Sec. 4.4.2 to propose an online strategy.
Partitioning of [0,H] and auxiliary variables γ j
To tackle P4.B1, we propose a partitioning scheme for the interval [0,H]. Specifically,
if P1(t),P2(t), . . . ,PM(t) are of bounded variation,4 then we can find a partition P =
4Let f : R→ R be a finite function. If for any x, y ∈ [a,b], there exists a constant C, such that
| f (x)− f (y)| ≤C|x− y| then f (·) is of bounded variation in [a,b] [184]. Intuitively, a finite function is of
bounded variation if it does not change too fast. Therefore it is reasonable to assume that practical pricing
functions must be of bounded variation.
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{t0, t1, . . . , tN} of [0,H] such that for all intervals [t j−1, t j], j ∈ {1, . . . ,N}, there exists
k j ∈ {1,2, . . . ,M} such that Pk j(t) ≥ Pi(t) ∀ i and ∀ t ∈ [t j−1, t j]. This partitioning
scheme is illustrated in Fig. 4.3. As seen, we can determine P by computing the values
of t at which P1(t),P2(t), . . . ,PM(t) intersect. This excludes intervals [a,b], in which all
prices Pi(t) are equal, i.e. Pi(t) = P1(t), ∀ i, ∀ t ∈ [a,b]. In such intervals, any Pi(t)
satisfies Pi(t)≥ Pj(t), ∀ j 6= i.
The cardinality of the sequence P = {t0, t1, . . . , tN} is N + 1, and determines the
number of subintervals in which P divides [0,H], e.g if t0 = 0 and tN = H, then the
number of subintervals is N. For simplicity, in the rest of this thesis we refer to this
number as the cardinality of the partition. We will be particularly interested in partitions
with the smallest cardinality, among other criteria.
To solve P4.B1 using this partitioning scheme, we introduce the following defini-
tion: Let γ j be the renewable energy drawn from the central storage by all the facilities




D˜(t)dt, j ∈ {1,2 . . . ,N}. (4.16)





Next, we solve P4.B1 in two steps. In the first step, we formulate a constrained opti-
mization problem to obtain the optimal D1(t), D2(t), . . . ,DM(t) in terms of the auxiliary
variables γ j, j ∈ {1, 2, . . . ,N}. In the second step, we plug the obtained optimal tra-
jectories in the objective function and optimize with respect to γ1, . . . ,γN .
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Figure 4.3: Illustration of the proposed partitioning scheme for [0,H]. In this case, we
consider three pricing profiles.
Optimal trajectories D1(t), D2(t), . . . ,DM(t)
Using the auxiliary variables γ j, j ∈ {1, . . . ,N} and the partitioning scheme defined
in Sec. 4.4.1, we formulate the following optimization problem to obtain the optimal

















s.t. (4.15) and (4.17) with D(t) = D1(t)+D2(t)+ . . .+DM(t).






and use the following result to solve P4.B2:
Lemma 4.4.1. Let J(0)≥ ζ , and D(t) satisfy (4.17), then:
∫ t
0
F [D(τ)]dτ ≤ J(0)+
∫ t
0
R(τ)dτ, 0≤ t ≤ H. (4.18)







γ j, 0≤ t ≤ H. (4.19)
100
4.4. FURTHER RESULTS ON ENERGY MANAGEMENT WITH CENTRALIZED GENERATION
Moreover, 0≤ ∫ t0 ςR(τ)dτ, ∀ t. Hence, from (4.19) we have:
∫ t
0
F [D(τ)]dτ ≤ ζ +
∫ t
0
ςR(τ)dτ, 0≤ t ≤ H. (4.20)
Finally, (4.18) can be obtained by adding (4.20) to the inequality ζ ≤ J(0). 
Following Lemma 4.4.1, if J(0) ≥ ζ , then, we can disregard the constraint (4.15)
because J(0) ≥ ζ implies (4.18), which is (4.15) with D˜(t) =F [D(t)]. Moreover, we
can remove P(H)J(H) from the objective function in P4.B2 because, given γ1, . . . ,γN ,
J(H) does not depend on the optimization variables D1(t), . . . ,DM(t). In fact, by the























then using the result in Lemma 4.4.1 and (4.21), we enunciate the following theorem:
Theorem 4.4.1. Let J(0) ≥ ζ , Pi(t), i ∈ {1, . . . ,M} be of bounded variation, and
P = {t0, t1, . . . , tN} denote the smallest5 partition of [0,H] such that for all intervals
[t j−1, t j], j ∈ {1,2, . . . ,N}, there exists k j ∈ {1,2, . . . ,M} such that Pk j(t) ≥ Pi(t) >






= 0, Di(t) = 0, ∀ i 6= k j, (4.22)





, with QNo > 0
5The smallest partition is the one with the smallest cardinality.
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and κ > 1, then, (4.22) yields:
Dk j(t) = D
∗
k j(t),











and Di(t) = 0, ∀ i 6= k j, ∀ t ∈ [t j−1, t j], ∀ j.
Proof. See Appendix B.6. 
Optimal γ1,γ2, . . . ,γN
We have obtained the optimal D1(t), . . . ,DM(t) in terms of γ j, j ∈ {1, . . . ,N}. Now
we optimize γ1, . . . ,γN by solving the auxiliary optimization problem that we formulate





Pi(t)Di(t) = Pk j(t)D
∗
k j(t) ∀ t ∈ [0,H], (4.24)
which follows from Theorem 4.4.1. By using (4.21) and (4.24) the objective function
can be written as a functional of the optimal trajectory D∗k j(t), which in turn is a function
























where Z = J(0)+
∫ H
0 ςR(t)dt, and D∗k j(t) is the optimal Dk j(t) which can be obtained
from (4.22), or from (4.23) ifF (·) follows the definition in (2.5).
To optimize ρ with respect to the γ j’s, we can use Lagrange multipliers. More-





then we are able to obtain explicit results as shown in the
following lemmas:





, QNo > 0, κ > 1, P(H) > 0, and Dk j(t) =
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D∗k j(t), where D
∗
k j(t) was defined in (4.23), then ρ attains its maximum at:








dτ, j ∈ {1, . . . ,N}. (4.26)
Proof. See Appendix B.7. 
As seen in (4.26), P(H) = 0 leads to an indeterminate form. However, if R(t) =
0 ∀ t, then, there exists an expression for optimal γ j, which is valid for P(H) = 0. We
present this result in the following lemma:





, QNo > 0, κ > 1, P(H) = 0, R(t) = 0 ∀ t, and
Dk j(t) = D
∗
k j(t), where D
∗
k j(t) was defined in (4.23), then ρ attains its maximum at:










κ−1 dτ, j ∈ {1,2, . . . ,N}.
Proof. See Appendix B.7. 
The results in Lemma 4.4.3 are also valid when the following constraint is enforced:
J(H) = J(0),





In this case, R(t) can take on any non-negative values in [0,H].
4.4.2 Stochastic Optimization
In this section, we formulate a stochastic optimization problem to minimize the ex-
pected energy bill incurred by all the participants in [0,H]. The expected energy bill is
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obtained by averaging over the ensemble of J(t).
Unlike the offline strategy proposed in Sec. 4.4.1, the strategy that we propose in
this section does not require any assumptions regarding the initialization of the storage
device. Moreover, it only uses practically available, causal information of J(t).
Stochastic model for J(t)
We use the following stochastic differential equation to model the random process J(t):
dJ(t) = [µ(t)−θ(t)]J(t)dt+noise, (4.28)
where E[noise] = 0, µ(t) is a deterministic function of t, which represents the relative
growth/contraction rate of J(t), and θ(t)J(t) is the power intentionally drawn from the
energy farm. A similar stochastic differential equation has been used in [185] to model
renewable energy reserves under uncertainty.





where X(t) represents the estimated mean value of X(t), and ∆t is the chosen dis-
cretization step. This model is flexible because µ(t) can be chosen arbitrarily to match
statistical properties of the process such as its time-varying mean value. Moreover,
µ(t) can take on negative values to represent phenomena such as leakage or self-
discharge [6], [95].
According to (4.28), the consumption rate of renewable energy is θ(t)J(t), i.e.
D˜(t) = θ(t)J(t). This assumption does not incur any loss of generality because θ(t) can
be designed arbitrarily. Moreover, by using this substitution we automatically ensure
that D˜(t) = 0 if J(t) = 0.
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If the noise term in (4.28) takes on large negative values, then J(t) may drop below
0. This is unrealistic because J(t) models energy. To prevent J(t) from taking negative
values, we define the noise term as follows:
noise = σJ(t)dW , (4.30)
where dW ∼N (0,dt), and σ is a parameter which allows us to control the noise power.
With this noise model, the energy reserve can, within a time interval of duration dt, go
up or down in proportion to J(t). As a result, if J(0)> 0, then J(t)> 0 ∀ t, as we will
show in Theorem 4.4.2. Moreover, this model makes physical sense because J(t) can
have a wider range of excursion when J(t) is large. In contrast, if J(t) is small, then so
is its range of movement, since it cannot go below 0.
After replacing (4.30) in (4.28), we obtain the following stochastic differential equa-
tion:
dJ(t) = [µ(t)−θ(t)]J(t)dt+σJ(t)dW . (4.31)
Theorem 4.4.2. Let dW = W (t + dt)−W (t), where W (t) is the standard Wiener
process, then the solution to (4.31) is:













Proof. See Appendix B.8. 
Note that dW =W (t+dt)−W (t) implies dW ∼N (0,dt), as previously stated.
Corollary 1 of Theorem 4.4.2: If J(0)> 0, then J(t)> 0 for all t > 0, and for all
realisations of W (t).
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Proof. By (4.33), J(0)> 0 implies K(t)> 0 ∀ t. Hence, by (4.32), we have J(t)> 0 ∀ t,
and for all realisations of W (t). 
Following Corollary 1 of Theorem 4.4.2, all consumption rates of the form D˜(t) =
θ(t)J(t) are feasible because (4.15) holds for any D˜(t) = θ(t)J(t), i.e. J(t)> 0 ∀ t and
for any θ(t).
Corollary 2 of Theorem 4.4.2: Given that W (t) is the Wiener process, J(t) has
continuous sample paths for all realisations of W (t).
Proof. Given the definition of dW , J(t) is an Ito diffusion process because it satisfies
(4.31). Therefore, all sample paths of J(t) are continuous [186]. 
Following Corollary 2 of Theorem 4.4.2, J(t) does not have jump discontinuities.
Sudden changes in J(t) are the result of using or harvesting an infinite amount of power,
hence, all sample paths of J(t)must be continuous from physical considerations as well.
Corollary 3 of Theorem 4.4.2: The expected value of J(t) is given by:







Proof. The result (4.34) follows immediately after taking expectation on both sides of





Following Corollary 3 of Theorem 4.4.2, the process J(t) is non-stationary because
its mean is time-dependent. This makes physical sense because solar irradiance and
wind speed have seasonality.
Formulation of the stochastic optimization problem
To formulate the stochastic optimization problem we first simplify the objective func-
tion in P4.B1. Specifically, following Theorem 4.4.1, only one facility will access the
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energy farm at any time t. Therefore, we can design D(t) =D1(t)+D2(t)+ . . .+DM(t),
and then determine Di(t), i ∈ {1,2, . . . ,M} by using an indicator variable Ii as follows:
Di(t) = IiD(t), (4.35)
where Ii = 1 if the ith facility has access to the energy farm, and Ii = 0 otherwise.
Further, the ith facility has access to the energy farm in [t j−1, t j] if Pi(t)≥Pk(t) ∀ k ∈
{1,2, . . . ,M} and ∀ t ∈ [t j−1, t j]. As a result, we can design D(t) by assuming that















and D˜(t) = θ(t)J(t), we can write
∫ H
0 P(t)D(t)dt
















where the expected value in P4.B3 is taken over the ensemble of J(t), which evolves
according to (4.31). Since D˜(t) = θ(t)J(t), the constraint (4.15) can be disregarded
because following Theorem 4.4.2 all the realisations of J(t) are ensured to satisfy J(t)>
0 ∀ t, regardless of the choice of θ(t).
Solution by Continuous-Time Dynamic Programming
To solve P4.B3, we assume knowledge of P(t), and the initial state of the storage device
J(0). At any time t, the value of J(τ) is only known for τ ≤ t. We then use the following
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steps to obtain a solution by continuous-time dynamic programming:
1. We define the value function and apply Bellman’s principle. The value function
associated with our problem is:








where Et,J[·] denotes expectation over the ensemble of J(·) assuming knowledge of
the process up to time t. By applying Bellman’s principle [187], we obtain:








From its definition, the value function satisfies the following boundary condition:
V (H,J) = P(H)J(H). (4.40)
2. We derive the Hamilton-Jacobi-Bellman equation. Let 0 < ν < 1, then by the
rectangular approximation of definite integrals, for small ∆t we have:
∫ t+∆t
t
P(x)G [θ(x)J(x)]dx≈ P(t+ν∆t)G [θ(t+ν∆t)J(t+ν∆t)]∆t. (4.41)
After replacing (4.41) in (4.39) we obtain:
V (t,J) = max
θ
Et,J [∆tP(t¯)G [θ(t¯)J(t¯)]+V (t+∆t,J+∆J)] , (4.42)
where t¯ = t+ν∆t. Moreover, by the Taylor approximation we have:


































Therefore, by letting ∆t → 0, we obtain the following equation, known as the
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From (4.31), we have Et,J[dJ] = [µ(t)−θ(t)]J(t)dt. Moreover:
Lemma 4.4.4. Et,J[(dJ)2] = [σJ(t)]2 dt







([µ−θ ]Jdt)2+2σ [µ−θ ]JdtJdW +(σJdW )2
]
= (σJ)2 dt.
The last result follows from Et,J[(dW )2] = dt, Et,J[dtdW ] = 0, and dt2 ≈ 0. 
After replacing Et,J[dJ] = [µ(t)−θ(t)]J(t)dt and Et,J[(dJ)2] = (σJ)2 dt in (4.45) we


















3. We find a candidate solution by using a first-order optimality condition. Since the
function f (θ) = P G [θJ] +
(
∂




V (t,J) is concave6 in









Let θ ∗(t) denote the optimal θ(t). Then (4.46) can be simplified to:














4. We solve the Hamilton-Jacobi-Bellman equation, i.e. we find V (t,J) and θ ∗(t)
which satisfy (4.48). This step depends on the function G [x]. And for illustration
6Note that G (x) is concave in x because it is the inverse of a convex, strictly increasing and continuous
function [177].
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P(t)[Jφ ] [θ ∗(t)]φ−1 , θ ∗(t)> 0, ∀ t, (4.49)
where φ = 1κ has been introduced to simplify notation.
We now plug V ∗(t,J) in (4.48) and find the conditions under which θ ∗(·) and V ∗(t,J)














where P′(t) = ddt P(t). Moreover, the second-order partial derivative of V
∗(t,J) with
respect to J is:
∂ 2V ∗(t,J)
∂J2





P(t) [θ ∗(t)]φ−1 [J]φ−2 .
After replacing these derivatives into (4.48), we obtain the following condition for
optimal θ ∗(t), so that (4.48) is satisfied:
dθ ∗
dt













The equation (4.50) is a non-linear differential equation that can be solved by appro-



















7If y(t) is constant over time, then the trivial solution to (4.50) is θ∗(t) =−y(t).
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P(H)[J(H)]φ [θ ∗(H)]φ−1 = P(H)J(H).
By assuming [J(H)]φ ≈ [J(H)], which holds true for φ → 1−, we obtain:
θ ∗(H) = QNo. (4.52)
The result in (4.52) can be used to determine θ ∗(0) in (4.51).





we discuss some special cases:
a. If y(t) is a constant, then so is θ ∗(t). Specifically, the solution to (4.50) is






























































. Contrarily, if P′(t) = 0 and µ(t) = 0 ∀ t, then the optimal energy
consumption rate is 12φσJ(t), i.e. θ
∗(t) increases linearly with σ .
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6. We discuss the optimality of θ ∗(t) and implementation feasibility: Assume con-
tinuous consumption, i.e. θ ∗(t) > 0 ∀ t ∈ [0,H], and let P(t) be of class8 C1, and
J(t) > 0 ∀ t, then V ∗(t,J) is of class C1,2, i.e. continuously differentiable in t, and
twice continuously differentiable in J. Moreover, from its definition, V ∗(t,J) satisfies
a polynomial growth condition, hence by the verification theorem [187], θ ∗(t) is op-
timal because V ∗(t,J) satisfies both the boundary condition (4.40), and the Hamilton-
Jacobi-Bellman equation.
By Theorem 4.4.2, the consumption rate of renewable energy can be set to θ ∗(t)J(t)
at all times. Hence, consuming θ ∗(t)J(t) is always feasible.
4.5 Numerical Results and Discussion
We present numerical results to validate the analysis presented in this chapter. We divide
this section into three parts: In the first part, we study the performance of the energy
sharing strategy proposed in Sec. 4.2. In the second part, we compare the performance
of the energy sharing strategies proposed in Sections 4.2 and 4.3. Finally, in the third
part we discuss the performance of the strategy proposed in Section 4.4. Throughout
this section we use (2.4) to model the relationship between D(t) and D˜(t), and between
Di(t) and D˜i(t).
4.5.1 Energy Sharing with Distributed Generation and Storage
In this section we investigate the circumstances under which the cooperating facilities
resort to renewable energy sharing to minimize their collective expenditure. For sim-
plicity we consider a set of two facilities, and analyse the following scenarios:
• Scenario A: Price signals, loads, renewable energy generation, and battery parameters
are all equal across participants. The only difference between the two is the energy
8In general, the point-wise maximum of M differentiable functions is almost everywhere differentiable.
However, we can regard P(t) as a differentiable approximation of maxi{Pi(t)}, which is smooth in [0,H].
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Table 4.1: Simulation scenarios (distributed generation and storage).



















initially available in the battery. The parameters are summarized in Table 4.1. As
observed in Fig. 4.4, power is at some point transferred from the participant with
more renewable energy locally stored. In this case, the sharing strategy contributes to
reducing the energy that the second participant would otherwise draw from the grid.
• Scenario B: Price signals, renewable energy generation, and battery parameters (in-
cluding the energy initially stored in each of the devices) are all equal across partic-
ipants. The only difference between the two sets of parameters is the load demand,
as shown in Table 4.1. It is observed in Fig. 4.5 that load differences can trigger
the energy sharing mechanism, even if the price signals are identical between the
participants, and fees are incurred in the energy transfer. This result follows because
the proposed strategy seeks to maximize the consumption of renewable energy within
[0,H], hence if a facility is unable to consume its renewable energy within the plan-
ning horizon, then the excess must be transferred to another facility with a higher
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Figure 4.4: Top: Pricing profiles. Bottom: Optimal power flows and renewable energy
consumption rate. Simulation parameters as in Scenario A.











D1(t) T1,2(t) T2,1(t) D2(t)
Figure 4.5: Top: Pricing profiles. Bottom: Optimal power flows and renewable energy
consumption rate. Simulation parameters as in Scenario B.
load demand.
• Scenario C: Load demands, renewable energy generation, and battery parameters (in-
cluding the energy initially stored in each of the devices) are all equal across partici-
pants. The only difference between the two sets of parameters is in the price signals,
as shown in Table 4.1. Again, as observed in Fig. 4.6, price differences trigger the en-
ergy sharing mechanism, despite the fees incurred in the energy transfer. This follows
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Figure 4.6: Top: Pricing profiles. Bottom: Optimal power flows and renewable energy
consumption rate. Simulation parameters as in Scenario C.
because the fee incurred is small, i.e. df = 0.9, and leveraging the price differences
can provide a bigger benefit.
• Scenario D: Price signals, loads, and battery parameters –including J1(0) and J2(0)–
are all equal across participants, but the renewable energy generation is different, i.e.
R1(t) 6= R2(t). As observed in Fig. 4.7, having R1(t) 6= R2(t) also triggers the energy
sharing strategy, even when P1(t) = P2(t) ∀ t and df < 1. Again, this result follows
because the proposed strategy seeks to maximize the consumption of renewable en-
ergy in [0,H], i.e. if a facility is unable to completely consume its renewable energy,
then it must transfer the excess energy to a facility with lower generation capacity.
4.5.2 Distributed vs. Centralized Generation and Storage
In this section we compare the performance of the two architectures studied in this
chapter. To that end, we consider the same set of two facilities and the simulation
scenarios summarized in Table 4.2.
The parameters not listed in Table 4.2 are common to all the simulation sce-
narios. Specifically, P1(t) = 10sin(2pit) + 10, P2(t) = −10sin(2pit) + 10, df = 1,
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Figure 4.7: Top: Pricing profiles. Bottom: Optimal power flows and renewable energy
consumption rate. Simulation parameters as in Scenario D.
Table 4.2: Simulation scenarios (centralized vs. distributed generation and storage).





R(t) R1(t)+R2(t) ∼U (0,20) R1(t)+R2(t) ∼U (0,10)+U (0,10)
L1(t) 12 ∀ t
L2(t) 12 ∀ t
ς 1
κ 1.3
QNo 12 10 12
Dmax 12 10 12
Ψ ∈ {0,0.5,1,1.5,2}, J1(0) = 0, J2(0) = 0, J(0) = 0. After simulating the scenarios
described in Table 4.2 we obtained the following insights:
Scenario E: As shown in Fig. 4.8, in this case both the centralized and distributed
architectures lead to a similar performance. The plots shown in Fig. 4.8 were obtained
by averaging over the results of ten thousand realisations. The performance similarity
follows because the total renewable energy generated in both models is the same, the
discount factor df is unitary, i.e. no transfer fees are imposed, and the battery param-
eters are such that the losses derived from the battery operation are the same in both
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Figure 4.8: Centralized vs. distributed renewable energy generation and storage. Simu-
lation parameters as in Scenario E.
architectures.
Scenario F: In this scenario, we have that R(t) 6= R1(t)+R2(t), i.e. the total renew-
able power generated in the centralized architecture is not necessarily the same as the
renewable power harvested in the distributed model. Instead, R(t), R1(t), and R2(t) are
independent, and R(t) is allowed to take on values drawn from a uniform distribution
between 0 and 20. Despite the fact that the average renewable energy harvested is the
same in both layouts, the distributed model outperforms the centralized architecture, as
shown in Fig. 4.9. This result follows also despite having chosen the other parameters
as in Scenario E, which led to strikingly similar results in both models. A possible
explanation for this outcome lies in the variance of the renewable power arrivals, which
is larger in the model with centralized storage, and the assumed independence of the
renewable power generation across different locations.
Scenario G: In this scenario, we decrease Dmax and QNo to 10, and introduce two
additional constraints, namely D1(t)≤Dmax and D2(t)≤Dmax, while maintaining other
simulation parameters as in Scenario E. As shown in Fig. 4.10, the two architectures
lead to different performances in this scenario. There is a performance loss in the cen-
tralized model, which results from the additional constraints introduced. This result can
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Figure 4.9: Centralized vs. distributed renewable energy generation and storage. Simu-
lation parameters as in Scenario F.
give some insights on how the constraints (4.7c) and (4.13c) affect the performance of
the proposed models, and how the battery parameters should be chosen so as to achieve
the desired performance.






















Figure 4.10: Centralized vs. distributed renewable energy generation and storage. Sim-
ulation parameters as in Scenario G.
Scenario H: In this scenario, we let R(t) be the sum of two independent random
variables drawn from a uniform distribution ranging from 0 to 10. The other parameters
are the same as in Scenario E. While the statistical properties of the energy harvested
in both models are the same, the realisations of R1(t), R2(t) and R(t) are independent.
The results obtained show a very similar performance as seen in Fig. 4.11.
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Figure 4.11: Centralized vs. distributed renewable energy generation and storage. Sim-
ulation parameters as in Scenario H.
4.5.3 Solution by Continuous-Time Dynamic Programming
We now evaluate our strategy based on continuous-time dynamic programming. Again,
we consider the time interval [0,1], and begin by generating sample paths of J(t).
In Fig. 4.12, we have plotted two sample paths of J(t), along with the relative
growth/contraction rate µ(t). As expected, the variability of the process increases with
σ . Furthermore, J(t) tends to grow when µ(t)> 0, and shrink when µ(t)< 0.







J(t) with σ = 0.02
J(t) with σ = 0.2
µ(t)
max(µ(t))
Figure 4.12: Sample paths of J(t) with J(0) = 1. The normalized growth (or contrac-
tion) rate µ(t) is also shown.
119
CHAPTER 4. COOPERATIVE RENEWABLE ENERGY MANAGEMENT
For simplicity we set QNo = 1, and consider G (x) = xφ . Hence, to simplify notation,







and ξ ∗ denote the maximum value of ξ , which is attained when θ(t) = θ ∗(t), t ∈
[0,1]. Other simulation parameters are chosen as follows: P(t) = 0.5sin(10t) + 1.5,
and µ(t) = α− P′(t)φP(t) , for some constant α . This setting implies that both y(t) and θ ∗(t)
are constant in [0,H]. Specifically, θ ∗(t) = 0.425σ −5.66α . Moreover, we consider a
fixed φ = 0.85, while the initial state of the storage device is J(0) = 100.
In Fig. 4.13, we have plotted the obtained ξ for different values of θ(t), which
under the scenario described above must be constant in [0,H]. As seen in Fig. 4.13, ξ
attains its maximum when θ(t) = θ ∗ for all t ∈ [0,H]. The results shown in Fig. 4.13
were obtained by averaging over ten thousand realisations of J(t) with σ = 0.1.









Figure 4.13: Objective function in P4B.3 for different values of θ . Optimal ξ is denoted
by ξ ∗.
4.6 Summary
In this chapter we have proposed strategies to minimize the energy expenditure incurred
by a set of non-deferrable load facilities over a finite planning horizon. We have con-
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sidered facilities equipped with renewable energy harvesters and storage devices, and
enabled to share renewable energy, either through the smart grid, or dedicated power
lines. We have then proposed two genie-aided strategies, and made the corresponding
comparisons. To design the first strategy, we have assumed that all the participating
facilities are equipped with their own renewable energy harvester and storage device,
and are allowed to exchange energy through the smart grid incurring transfer fees. To
design the second strategy, we have assumed that all the facilities have shared access to
an energy farm where renewable power is harvested and stored. We have also assumed
that the participating facilities can draw renewable energy from the farm at no cost.
We have then compared the two approaches and found the conditions under which they
achieve similar performance. Through simulations, we have also shown that the model
with distributed harvesting and storage outperforms the centralized model when the
renewable energy arrivals are independent across different locations. The two strategies
have similar performance when the renewable energy arrivals are statistically identical,
and battery parameters are chosen adequately.
For the case in which the participating facilities have shared access to a renewable
energy farm, we have provided further insights by studying the problem in continuous
time. We have specifically designed the optimal access policy, and the optimal energy
consumption rate over time. To this end, we have solved a rather challenging opti-
mization problem, which cannot be attacked by using conventional methods. We have
therefore combined several optimization techniques to obtain an approximate solution.
We have specifically used methods such as partitioning, decomposition, calculus of
variations, and Lagrange multipliers. The first two techniques have allowed us to break
the problem into smaller sub-problems. We have also introduced artificial variables to
cast the mathematical problem into a separable optimization problem. We have then
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obtained an approximate solution by determining the optimal trajectories (power con-
sumption profiles) in terms of the auxiliary variables, which have been later optimized
by solving a simpler mathematical problem.
We have also proposed a strategy that does not require exact knowledge of future
renewable energy arrivals, and is based on continuous-time dynamic programming. To
design the proposed online strategy, we have used a model based on stochastic differ-
ential equations to depict the random process governing the behaviour over time of the
renewable energy available at the central storage. This model ensures that the random
process only takes on non-negative values, has continuous sample paths, and is non-
stationary.
We have presented numerical results to confirm the rationality of the results ob-
tained, and draw the following insights:
• Renewable energy sharing should be enabled when the participants’ conditions differ
in at least one of the following aspects:
1. Pricing signals: A strong motivation to enable energy sharing is to leverage
price differences across locations.
2. Renewable energy arrivals: Even with the same pricing conditions, participants
with differences in their local generation can reduce their collective expenditure
by sharing renewable energy.
3. Load demands: Even with the same pricing conditions, and local generation,
participants with different load requirements resort to renewable energy shar-
ing to minimize their collective expenditure. This result follows because our
strategy seeks to maximize the consumption of renewable energy within the
planning horizon. Hence, if a participating facility is unable to consume its own
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renewable energy, then it must transfer its excess power to facilities with higher
energy demands.
4. Energy initially available: If J1(0) 6= J2(0) 6= . . . 6= JM(0), then the power shar-
ing strategy is implemented to optimally allocate the total renewable energy
available among all the participants.
• There are some conditions under which the distributed and centralized harvest-
ing/storage architectures lead to a similar performance. Specifically, if the renewable
energy generation is statistically identical, and if the storage devices are such that
their operation leads to the same losses in both models, then the two architectures
have similar performance. We have encountered differences in performance when
the spatial diversity is accounted for in the distributed model. In such a situation,
we have shown that the distributed model outperforms the centralized architecture.
A result which follows from the assumed independence of the renewable energy ar-
rivals across different locations, and the increased9 variance of the renewable energy
arrivals in the centralized architecture.






with QNo > 0 and κ > 1, we have obtained the following
insights from the strategy based on continuous-time dynamic programming:
– If the electricity prices are constant over time, and the renewable energy has zero
expected growth/contraction rate, then the optimal energy consumption rate in-
creases linearly with σ , which determines the level of uncertainty in the amount of
renewable energy available over time.
– Let D˜(t) and J(t) denote respectively the power drawn from, and the energy avail-
able at the farm over time. Then, the optimal D˜(t)J(t) remains constant when the rel-
9We have specifically considered renewable energy arrivals drawn from a uniform distribution. Hence
larger generation capacity results in an increased variance for R(t).
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ative harvesting/self-discharging rate µ(t) and the pricing function P(t) are such
that µ(t)−κ P′(t)P(t) is constant over time.
– If Peukert’s exponent is close to 1, then we can design the optimal energy con-
sumption rate by assuming that the renewable energy reserve evolves according to
a deterministic differential equation.
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Energy Management with Nonlinear Electricity Pricing
Assuming a non-linear pricing scheme, in this chapter we propose strategies to mini-
mize the energy bill incurred by a non-deferrable load over a finite planning horizon.
We specifically consider dynamic block pricing, which combines pricing schemes such
as time-of-use and consumption-based block pricing. We assume a facility equipped
with a renewable energy harvester and a storage device, and propose two genie-aided
strategies to minimize its expenditure over a finite planning horizon. The first strategy
is obtained by solving a constrained optimization problem through linearisation and
discretisation in time (LDT). The second strategy is obtained by solving the same opti-
mization problem in continuous time after introducing appropriate simplifying approxi-
mations. In this chapter we also examine the relationship between the cost function and
the total amount of energy shifted in time1 over a single pair of consecutive charging and
discharging periods. We then use this analysis to estimate the energy storage capacity
required to minimize the expenditure over the planning horizon in consideration.
5.1 Contributions
The main contributions of this chapter are the following:
• Considering dynamic block pricing, we propose strategies to minimize the energy bill
incurred by a non-deferrable load facility over a finite planning horizon. We assume
1In a single pair of consecutive charging and discharging operations, the energy shifted in time is the
total amount of grid-energy charged into the battery and which is later drawn from the battery to (partially)
satisfy the load over the discharging period.
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that the facility is equipped with a renewable energy harvester and a rechargeable
device. We then formulate a constrained optimization problem, and obtain the solu-
tion by using different methods. The first method is linearisation and discretisation in
time, which allows us to obtain a precision-adjustable solution. The second method
is based on calculus of variations (CoV), and delivers an approximate solution in
analytic form when the discharging model is Peukert’s.
• Assuming a discharging model based on Peukert’s Law, we analyse the cost func-
tion in terms of the total energy shifted in time within a single pair of consecutive
charging and discharging operations. We specifically show that the optimal energy
bill is convex in Θ, the total energy shifted in time during the period in consideration.
Moreover, after introducing some simplifications we obtain an analytical expression
for Θ∗, which is the value of Θ that minimizes the cost function. The obtained ex-
pression for Θ∗ can be used to determine the storage capacity, which is required to
handle the shifting in time of Θ∗ energy units, and store the amount of renewable











Fig. 5.1 shows the principal elements of the system of interest. The non-deferrable
load facility is represented by a base station, and is equipped with a renewable energy
harvester and a storage device. The facility is permanently connected to the power
grid through the power management unit. The power management unit controls the
power flow between the grid and the load, and schedules the charging and discharging
operations of the battery system. As shown in Fig. 5.1, the facility can be powered
directly from the grid, and also from the storage device, which stores locally harvested
renewable energy and also energy from the grid.
We consider a finite planning horizon of H time units, where H is such that the
components of the system retain their physical properties in [0,H]. The load L(t) is
assumed to vary as a function of time t ∈ [0,H]. The power drawn from the grid to
charge the storage device is denoted by C(t)≥ 0, and the effective power discharged is
denoted by D(t) ≥ 0. Note that D(t) ≤ L(t) ∀ t, and the power drawn from the grid is
thus
E(t) = L(t)+C(t)−D(t). (5.1)
Since the energy available in the storage device comes from both the renewable energy
harvester and the grid, in this chapter we restrict D(t) to satisfy D(t) ≤ L(t) ∀ t. And
hence, no energy is returned to the grid.2
5.2.2 Electricity Pricing Scheme
In this section we describe the dynamic block pricing model, a combination of time-
of-use and consumption-based block pricing schemes. In dynamic block pricing, the
2As the battery system stores both renewable and on-grid energy, we find it sensible to enforce D(t)≤
L(t) ∀ t. Without such a restriction, the consumers can profit from trading non-renewable energy with the
utility, which may not be practical.
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relationship between the final cost and the quantity of energy consumed is non-linear.
We present two mathematical models to describe this pricing scheme. The first model
is continuous-time block pricing, and uses the concept of “chargeable power” func-
tion, which takes on the actual power consumed and outputs the effective amount of
power based on which the bill is computed. The second model does not employ the
“chargeable power” function, but describes the block pricing scheme through a bivari-
ate function, whose inputs are time of the day and energy consumed within a given time
interval, and whose output is the cost incurred. The first model is more suitable for a
problem formulation in continuous time, whereas the second model is defined in the
discrete domain. As we will show, the model in continuous time generalizes the pricing
model in the discrete domain, which is the one most often used in the literature.
Continuous-Time Block Pricing
Continuous-time block pricing establishes an energy tariff that depends on both the time
of the day, and the amount of energy consumed. In continuous-time block pricing the





where P(t)> 0 ∀ t represents the pricing function, and F(·) is the block tariffing func-




a2E(t)−b2 Π1 < E(t)≤Π2
...




where B is the number of block tariffs, 0 < a1 < a2 < · · · < aB are the penalty factors,
0<Π1 <Π2 < · · ·<ΠB−1 are the pre-defined power thresholds, and b j > 0 are chosen
to ensure that F(·) is a continuous function, e.g. b2 = (a2 − a1)Π1. The units for
F [E(t)], E(t) and b j are all power units. P(t) is specified in monetary units per unit of
energy, and P(t)F [E(t)]dt is therefore the tariff charged to the consumer in the interval
[t, t + dt] when dt → 0. Clearly, F(·) defines a “chargeable power” function, whose
input is the amount of power consumed, and whose output is the quantity based on
which the final tariff is computed. Note that F(·) can be written as:
F [E(t)] = max
j
{a jE(t)−b j}, (5.4)
with 1≤ j ≤ B, and b1 = 0. This identity is illustrated in Fig. 5.2.











Figure 5.2: Piecewise linear “chargeable power” function.
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Discrete-Time Block Pricing
Consider a planning period of N slots, each one of them of length ∆t. Then, the energy









a1P(k∆t)eG(k) 0≤ eG(k)≤ ∆tΠ1
a2P(k∆t)eG(k)−∆tb2 ∆tΠ1 < eG(k)≤ ∆tΠ2
...
aBP(k∆t)eG(k)−∆tbB ∆tΠB−1 < eG(k)
, (5.6)
where k ∈ {1, . . . ,N} is a time slot in the planning horizon. The definition of Γ [k,eG(k)]
can also be written as follows:






where, again, b1 = 0. The total energy cost incurred over N time slots can be estimated






where the approximation follows because of the discretisation introduced. The two
models are equivalent when N → ∞, and the limit exists. The following are three dif-
ferences between the functions F [E(t)] and Γ [k,eG(k)]:
• Given the power consumed at any time t, the function F [E(t)] returns the “chargeable
power” based on which the final bill is computed through integration. In contrast,
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Γ [k,eG(k)] directly returns the cost of consuming eG(k) in the kth time slot.
• The continuous-time block pricing model allows for a closer monitoring of the power
consumed by the user. With this scheme the utility can penalize spikes in the load
demand. Moreover, this model can depict the more conventional time-varying block
pricing schemes simply by defining P(t) as a linear combination of step functions.
In contrast, the discrete-time model is based on the energy consumed during a given
time slot, and hence may ignore load spikes, especially when the length of the time
slot is large.
• By using the continuous-time block pricing model we can obtain a more insight-
ful analytical solution to the cost minimization problem because it allows us to use
continuous-time optimization tools such as calculus of variations.
5.2.3 Energy Storage Device
The energy storage device has a limited capacity denoted by Ψ > 0. To model the
non-linearity of the discharging operation, we introduce D˜(t), which denotes the power
drawn from the storage device to effectively deliver D(t) to the load. Then, the energy




ς [R(x)+C(x)]− D˜(x)dx, (5.8)
where 0 ≤ ς ≤ 1 is the charging efficiency rate, R(t) is the power harvested from the
renewable source. As explained in Sec. 1.2.2, we model the relationship between D(t)
and D˜(t) by using an arbitrary functionF : [0,∞)→ [0,∞), which is assumed continu-
ous, convex, and strictly increasing. Hence,
D˜(t) =F [D(t)] . (5.9)
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The maximum charging power allowed at any time t is denoted by Cmax, and the
maximum discharging rate is D˜max. That is, C(t)≤Cmax, and D˜(t)≤ D˜max ∀ t.
5.3 Problem Formulation
In this section, we formulate a constrained optimization problem to minimize the energy
bill incurred by the non-deferrable load facility in [0,H].
5.3.1 Continuous-Time Formulation
Assuming that the pricing functions P(·) and F(·) are made known to the consumer in






subject to the following constraints:
0≤ J(t)≤Ψ, (5.10a)




C(t)≥ 0, D(t)≥ 0 ∀ t ∈ [0,H]. (5.10f)
The quantities J(t) and D˜(t) are related by (5.8), and D˜(t) and D(t) are related by (5.9).
The constraint (5.10b) ensures that the charging and discharging operations do not take
place at the same instant3 of time. The constraints (5.10c) and (5.10d) ensure that the
amount of power injected to, or drawn from the storage device at any time t is within
limits. The constraint (5.10e) upper bounds D(t) by the load L(t). Finally, the constraint
3Renewable energy arrivals can occur during discharging periods, as we have assumed that the storage
device can handle both operations simultaneously.
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(5.10f) is introduced to ensure that all the power quantities involved are non-negative.
5.3.2 Discrete-Time Formulation
In this section we propose an alternative problem formulation, which uses the definition
of the function Γ [k,eG(k)], introduced in Sec. 5.2.2. We divide the planning horizon
into N time slots of length ∆t each. Let eC ∈RN+ denote the grid-energy charged into the
storage device over the N-slot period, an let eD ∈RN+ denote the energy drawn from the
storage device over the same period. Similarly let eR ∈RN+ denote the renewable energy
harvested over the N time slots. Finally, let eL ∈ RN+ denote the energy requirements of
the facility over the N-slot planning horizon. All these energy vectors can be obtained




Z(t)dt, Z ∈ {“C”,“D”,“D˜”,“L”,“R”}. (5.11)
With these definitions, the mathematical problem to minimize χ by designing eC and







subject to the following constraints:
0≤ J(k∆t)≤Ψ, (5.12a)






{αieD˜(k)−∆tβi}, ∀ k ∈ {1, . . . ,N}. (5.12f)
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The last constraint (5.12f) follows from the linearisation of (5.9), explained in Sec.
2.4.1, and hence i ∈ {1,2, . . . ,M}. The equation (2.12), establishes the relationship
between the power quantities d˜(k) and d(k). To obtain the relationship between eD(k)
and eD˜(k), we need to integrate with respect to time on both sides of (2.12).
5.4 Proposed Solutions
In this section we discuss how to solve DP5.0, and then propose two strategies to design
C(t) and D(t). To solve DP5.0 we need to write the constraint (5.12a) by using the





ς [eR(k)+ eC(k)]− eD˜(k)≤Ψ, (5.13)
and substitute (5.12f) with a set of linear inequalities as explained in Sec. 2.4.1. Then,
the problem can be cast as a linear program by ignoring the constraint (5.12b). The
strategy obtained after solving the resulting linear program automatically satisfies the
constraint (5.12b), as we show in Lemma 5.4.1.
By solving DP5.0 we can obtain the optimal energy management strategy in terms
of eC and eD. For small ∆t, the signals C(t) and D(t) can then be obtained by assuming








, (k−1)∆t ≤ t < k∆t, ∀ k. (5.14)
This assumption works well for small ∆t. But in other cases, we need to further optimize
C(t) and D(t). Hence, in the following we propose two strategies to design C(t) and
D(t). The first strategy seeks to optimize C(t) and D(t) directly by introducing discreti-
sation in time in P5.0. The second strategy uses calculus of variations to optimize C(t)
and D(t) in continuous time.
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5.4.1 Solution by Linearisation and Discretisation in Time (LDT)
We can design C(t) and D(t) by introducing time discretisation in P5.0. For ease of
notation, we again consider N time slots in the planning horizon [0,H], each one of
duration ∆t. Let c∈RN+ represent the grid power charged into the storage device over N
time slots, and let d˜ ∈ RN+ denote the power drawn (before losses) from the device over
the same period. The power vectors used in this formulation are obtained by uniformly
sampling the corresponding continuous-time functions at a rate of 1/∆t samples per
unit of time, i.e.,
c(k) =C(k∆t), d(k) = D(k∆t), d˜(k) = D˜(k∆t),
r(k) = R(k∆t), `(k) = L(k∆t), ∀ k.
(5.15)
Let d ∈ RN+ represent the power effectively delivered to the load when d˜ is drawn from
the storage device, then we can approximate (5.9) by using a concave piecewise linear








with 1≤ i≤M. Therefore, an approximate solution to P5.0, based on linearisation and




















, ∀ k ∈ {1, . . . ,N}. (5.17e)










{a j [`(k)+ c(k)−d(k)]+b j}
s.t. (5.12a), (5.17a)–(5.17e). Moreover, introducing the auxiliary variable z ∈ RN+,
which satisfies the following constraint:
z(k)≥ a j [`(k)+ c(k)−d(k)]+b j, ∀ k, ∀ j, (5.18)








s.t. (5.12a), (5.17a)–(5.17d), (5.18), and
d(k)≤ αid˜(k)−βi, i ∈ {1, . . . ,M}, k ∈ {1, . . . ,N}. (5.19)
The constraint (5.18) ensures that z(k)≥max j{a j[`(k)+c(k)−d(k)]−b j} ∀ k, and the
constraint (5.19) follows from (5.17e).
Using matrices, and in particular the lower triangular matrix A defined in Sec. 2.4.1,






s.t. (5.17a), (5.17b), (5.17c), and:
a1I −a1I −I 0





aBI −aBI −I 0
0 I 0 −α1I





0 I 0 −αMI
ς∆tA 0 0 −∆tA





















The constraints stated in the penultimate and ultimate rows are respectively
J(k∆t) ≤ Ψ and J(k∆t) ≥ 0 ∀ k. If the constraint (5.17a) is ignored, then DP5.4 be-
comes a linear programming problem, which we term LP5.1. Remarkably, the con-
straint (5.17a) is automatically satisfied by solving LP5.1, as stated in the following
lemma:
Lemma 5.4.1. Let c∗ and d˜∗ denote the solution to LP5.1. Then c∗(k)d˜∗(k) = 0 ∀ k.
Proof. Let c˜∗ = ςc∗, and let c˜∗(k)− d˜∗(k) = ∆J, where ∆J is the change in the battery
level. Now assume c˜∗(k)d˜∗(k) 6= 0, which results in losses given by (1−ς)c(k)+ d˜(k)−
d(k). If ∆J > 0, then this loss can be reduced4 to (1− ς)c(k) with a new c(k) = ∆Jς ,
and a null discharging operation, i.e. d(k) = 0. If ∆J < 0 then this loss can be reduced5
to d˜(k)− d(k) with a new d˜(k) = ∆J, which requires c(k) = 0. Reducing power loss
results in performance improvement, hence, if c∗, d˜∗ solve LP5.1, then they must ensure
minimum losses, which requires c∗(k)d˜∗(k) = 0 ∀ k. 
As expected, the computational complexity of DP5.4 increases as N grows. In
particular, the number of variables involved in the problem is directly proportional to
the number of samples considered in [0,H]. Moreover, a new constraint is introduced
4To see this, notice that ∆J ≤ c˜∗(k).
5To see this, notice that |∆J| ≤ d˜∗(k).
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for each linear segment that is added to the definition of G(·) to approximate (5.9). This
motivates us to find an alternative approach to solve the problem in continuous time.
5.4.2 Solution by Calculus of Variations (CoV)
Motivated by the computational complexity incurred by the approaches in the discrete
domain, we use calculus of variations to obtain further insights and reduce complexity
by deriving analytical solutions in continuous time. To use this approach we will assume
the following:
1. The planning horizon [0,H] is divided into subintervals, such that in each subin-
terval either C(t) 6= 0 or D(t) 6= 0. If C(t) 6= 0 ∀ t ∈ [δi,ζi], we refer to [δi,ζi] as the
ith charging period. Similarly, if D(t) 6= 0 ∀ t ∈ [η j,ρ j], we refer to [η j,ρ j] as the
jth discharging period. If there are adjacent charging (discharging) periods, they are
merged into a single charging (discharging) subinterval. We assume that there are NC
charging periods and ND discharging periods.
2. We assume perfect knowledge of δi, ζi, η j, ρ j, J(δi), J(ζi), J(η j), and
J(ρ j) ∀ i ∀ j.
The information listed in items 1 and 2 can be obtained by solving DP5.0 at a low6
sampling rate. Since J(δi), J(ζi), J(η j) and J(ρ j) are obtained by solving DP5.0, they
satisfy the constraint (5.10a) for all i ∈ {1, . . . ,NC}, j ∈ {1, . . . ,ND}. Moreover, since
C(t) and D(t) cannot be non-zero at the same time, they can be designed separately, as
we propose next.
6The sampling rate need not be high because all that is required is the partition and the value of J(t) at




Without loss of generality we assume NC charging periods in [0,H]. Let [δi,ζi], with
0 ≤ δi < ζi ≤ H be the ith charging period, hence D(t) = 0 ∀ t ∈ [δi,ζi], and E(t) =
L(t)+C(t). For ease of notation, we defineYC,i[C(t)], ∫ ζiδi P(t)F [L(t)+C(t)]dt, hence




















ς [C(x)+R(x)]dx = J(ζi), ∀ i ∈ {1, . . . ,NC}, (5.21d)
where we have split the constraint (5.10a) into (5.21a) and (5.21b) for convenience.
P5.1 is obtained from P5.0 by setting D(t) = 0 ∀ t ∈ [δi,ζi].
Since J(δi)≥ 0 and C(t)≥ 0, the constraint (5.21a) can be ignored. Moreover, the
quantity
∫ t
δi ς [C(x)+R(x)]dx is a non-decreasing function of t. Hence, the constraint





Because J(ζi)≤Ψ, the constraint (5.22) is satisfied if (5.21d) is satisfied. Therefore, to
solve P5.1 we only need to consider the constraints (5.21c) and (5.21d). Moreover, for
tractability we can relax the constraint (5.21c) as follows:
∫ ζi
δi
C(t)dt ≤ QC,i, ∀ i ∈ {1, . . . ,NC}, (5.23)
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, for any i ∈
{1, . . . ,NC}.
Proof. The proof is immediate from inspecting (5.21d) and (5.23). 




, ∀ i ∈
{1, . . . ,NC}. Moreover, given the objective function and the constraints in P5.1, the
optimization problem is separable into NC independent problems [188].
Before describing the strategy proposed to solve P5.1, we present a discussion re-
garding the “chargeable power” function F(·). Given its definition as a piece-wise linear
function, F(·) makes the continuous-time treatment of the problem more challenging.
Hence, it is of interest to determine approximating functions to F(·), which can have
more desirable properties such as differentiability. Therefore, in the following we de-
scribe a procedure to obtain a differentiable approximation of F(·).
Let Fˇ : R → R, be a function which approximates F(·) in a finite interval
[xmin,xmax]. Moreover, let θ denote a set of parameters which uniquely specify Fˇ(·).
Then, in order to obtain a good approximation of F(·), the parameters θ can be chosen







which can be solved numerically. A simple approximating function can be a single term
posynomial,7 i.e. Fˇ(x)=Axr. Then A and r can be tuned to minimize the approximation
error, as defined in the objective function of P5.A. As we will see in Theorem 5.4.1, this
7A single-term posynomial is also referred to as a monomial. However, to emphasize the fact that its
power does not necessarily have an integer exponent, we call it a single-term posynomial.
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single-term posynomial approximation will allow us to find a more insightful expression
for the optimal charging schedule.






Then we enunciate the following theorem:





F [C(t)+L(t)] = Ki, (5.26)
where Ki ∈ R are constants that can be chosen to comply with the constraints (5.21d).









, ∀ t ∈ [δi,ζi], (5.27)




















Proof. See Appendix B.9. 







. Hence, the grid-energy consumption increases when r→ 1+
and P(t)→ 0. These observations allow us to verify the rationality of this result. For a
formal proof, readers are referred to Appendix B.9.
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Discharging Operation
Consider ND discharging periods in [0,H] and let [η j,ρ j] with 0≤ η j ≤ ρ j ≤ H be the

















ςR(x)− D˜(x)dx≥ 0, (5.29b)
D(t)≤ L(t), (5.29c)




ςR(x)− D˜(x)dx = J(ρ j), ∀ j ∈ {1, . . . ,ND}, (5.29e)
where we have split the constraint (5.10a) into (5.29a) and (5.29b) for convenience.
Since [η j,ρ j] is a discharging period, we will assume that D(t) ≥ R(t) ∀ t ∈ [η j,ρ j].
Hence, the constraint (5.29a) holds true regardless of D(t) because J(η j) ≤ Ψ and
D(t)−R(t)> 0 ∀ t. If the constraint (5.29e) holds, then so does the constraint (5.29b),
because J(ρ j) ≥ 0. Therefore, to solve the problem we only need to consider the




D˜(t)dt ≤ QD, j, ∀ j ∈ {1, . . . ,ND}, (5.30)








Then, we enunciate Lemma 5.4.3:
Lemma 5.4.3. P5.2 is infeasible if QD, j < J(η j)−J(ρ j)+R j, for any j ∈ {1, . . . ,ND}.
Proof. The proof is immediate from inspecting (5.29e) and (5.30). 
Following Lemma 5.4.3, in the remainder of this chapter we will assume QD, j ≥
J(η j)− J(ρ j)+R j, ∀ j ∈ {1, . . . ,ND}, hence the constraint (5.29d) can be ignored.












= rAP(t) [L(t)−D(t)]r−1 ∀ t ∈ [η j,ρ j], (5.32)
where λD, j is a constant chosen to satisfy (5.29e).
In general, we cannot solve (5.32) in closed form. However, if we make further
simplifications, we can obtain some insightful expressions. Therefore, we consider two
cases:








, ∀ t ∈ [η j,ρ j], (5.33)
where K j is a constant chosen to satisfy (5.29e) with κ = 1. The proof is similar to the
proof of Theorem 5.4.1, presented in Appendix B.9. If κ = 1, then the optimization
problem P5.2 takes the form of P5.1, so their solutions have clear similarities.
• κ > r or Π1 > L(t) ∀ t : In this case, we can disregard the block-pricing effect and
obtain the optimal discharging operation by assuming r = 1. Similarly, if we assume
a sufficiently large local demand L(t), then we can disregard the constraint (5.29c),
8This means that the losses incurred from Peukert’s effect are negligible if compared to the extra costs
incurred during the charging operation.
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, ∀ t ∈ [η j,ρ j], (5.34)
where λD, j is a constant chosen to satisfy (5.29e). This result was obtained in Chapter
2, Theorem 2.4.1.
5.5 Convexity of the Cost Function and Optimal Storage Capacity
In this section we investigate the convexity of the cost function in terms of the amount
of energy shifted in time. We particularly consider a single pair of consecutive charging
and discharging periods, a scenario which may correspond9 to a day-long planning
horizon. By studying the relationship between cost and total energy shifted in time we
can determine the storage capacity that could strike a balance between initial investment
and potential financial return.
For ease of notation we will assume that R(t) = 0 ∀ t, and let Θ denote the total
energy charged into the system during the charging period. Then the energy available in
the storage device at the beginning of the discharging period is Θ+J(0). Moreover, we
will reasonably10 assume that L(t)−D∗(t)≤Π1 ∀ t, so that the pricing function is linear
during the discharging period. And finally, for concreteness we will let F(x) =Axr, and














9Pricing signals may reflect daily patterns, as such they may have a single valley, and a single peak
pricing period over a 24-hour period.
10During the discharging period, the facility draws less energy from the grid because the load is also
powered from the storage device.
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is the energy cost incurred when there are no charging/discharging operations sched-
uled, and C∗(t) and D∗(t) are given by (5.27) and (5.34).
In the following, we formulate an optimization problem to minimize χCoV in terms
of Θ, which will determine the optimal storage capacity that is necessary to implement
the proposed energy management strategy. Once Θ is determined, the storage capacity
must satisfy Ψ ≥ J(0) +Θ. For simplicity we have assumed R(t) = 0 ∀ t, if this
assumption does not hold, then, a more accurate bound for the storage capacity would




















−L(t), t ∈ [δ1,ζ1], (5.36)
and C∗(t) = 0 ∀ t 6∈ [δ1,ζ1].
Since we assume that the pricing function is linear during the discharging operation,














κ−1 , t ∈ [η1,ρ1], (5.37)
and D∗(t) = 0 ∀ t 6∈ [η1,ρ1]. In (5.37) we have assumed that during the discharging
operation the storage device has to deliver its entire charge, which includes J(0), the
energy initially available. This assumption follows because the energy left unused at
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the end of the optimization horizon has zero value.























































Lemma 5.5.1. If A> 0, r > 1, QNo > 0 and κ > 1, then χCoV is convex in Θ.
Proof. χCoV is the sum of two convex functions of Θ, hence is convex. By replacing Pr
























which is convex in Θ if A > 0 and r > 1. Similarly, by using the definition of Pκ , the





























which is convex in Θ if κ > 1 and QNo > 0. 
Following Lemma 5.5.1, there is an optimal Θ, denoted by Θ∗, which minimizes
the cost χCoV. Θ∗ should be large enough to ensure that C∗(t) ≥ 0 ∀ t in (5.36). This
consideration can be disregarded if the load demand is negligible during the charging
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period, i.e. L(t)C∗(t).























































We can obtain a solution to this equation through numerical methods. However, if























5.6 Numerical Results and Discussion
In this section we present numerical results to validate the analysis developed through-
out the chapter. Unless otherwise stated, in this section we consider the simulation
parameters shown in Table 5.1. We assume that F (·) is given as in (2.4) and evaluate
the solutions obtained by assuming the simplified version ofF (·) defined in (2.5). The
linear inequalities that we use to approximate Peukert’s Law are obtained by using the
procedure explained in Appendix A.1, i.e. formulas (A.2) and (A.3), with the partition’s
midpoints {x2,x3, . . . ,x10} defined as follows:
xi = (0.4i+0.6)QNo, i ∈ {2, . . . ,10}.
We also consider the following “chargeable power” function, which applies during
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0 0≤ t ≤ 0.5











1.05E(t)−10 10< E(t)≤ 20
1.1E(t)−20 20< E(t)≤ 30
1.15E(t)−35 30< E(t)≤ 40
1.2E(t)−55 40< E(t)≤ 50
1.25E(t)−80 50< E(t)≤ 60
1.3E(t)−110 60< E(t)≤ 70
1.35E(t)−145 70< E(t)≤ 80
1.4E(t)−185 80< E(t)≤ 90
1.45E(t)−230 90< E(t)≤ 100
(5.41)
For t > 0.5 the “chargeable power” function is linear, i.e. F [E(t)] = E(t). Hence, the
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The posynomial approximation for F [E(t)], as defined in (5.41), is Fˇ [E(t)] =
0.6743207[E(t)]1.1274085, which was obtained by solving P5.A numerically. The piece-
wise linear function (5.41) and its approximation Fˇ [E(t)] are plotted in Fig. 5.3. As
seen, for this particular piecewise linear function, the posynomial approximation is
remarkably close. This result follows because the thresholds Π1, . . . ,ΠB are equally
spaced, and the increments in the penalties are consistent, i.e. the consumed power is
charged at a rate 5% higher when the thresholds are breached in all the blocks.












Figure 5.3: Piecewise linear “chargeable power” function and its posynomial approxi-
mation.
5.6.1 Proposed Charging and Discharging Operations
We consider the simulation parameters shown in Table 5.1, and the “chargeable power”
function defined in (5.41). Then, in Fig. 5.4 we plot the discharging schedule, and the
power drawn from the grid during the charging period obtained by using the strategies
based on discretisation in time and calculus of variations. In Fig. 5.4, the symbol
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e = l+ c− d represents the power drawn from the grid over the N-slot optimization
period, and obtained by solving DP5.1. The similarities between the results obtained by
using the two approaches follow because of the agreement between the approximating
function Fˇ(x) = Axr, and the piecewise linear function F(·). Moreover, a sufficient
number of linear inequalities has been considered to linearise Peukert’s Law.
In Fig. 5.4 it is observed that the discharging trajectory obtained through calculus
of variations D(t) exceeds the load L(t) in the interval [0.7,0.8]. It should be noted that
the trajectory D(t) plotted in Fig. 5.4 was obtained by assuming a large load demand, so
as to disregard the constraint D(t)≤ L(t). If the load demand is not large enough, then
D(t) needs to satisfy D(t) = min{L(t),D∗(t)}, where D∗(t) is the optimal trajectory
obtained in Sec. 5.4.2.












Figure 5.4: Charging and discharging profiles obtained by using the strategies based on
discretisation and calculus of variations.
5.6.2 Comparison between the Strategies based on LDT and CoV
We compare the performance of the strategies based on calculus of variations and lin-
earisation and discretisation in time. To ensure a fair comparison, we force D(t) to
satisfy D(t) =min{L(t),D∗(t)}. We consider the simulation parameters shown in Table
5.1, and the “chargeable power” function defined in (5.41), while letting κ ∈ {1.2,1.4}.
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LDT, using Fˇ (·)
CoV, using Fˇ (·)
LDT, using F (·)
Figure 5.5: Energy cost as a function of the storage capacity. Comparison between the
strategies based on LDT and CoV.
In Fig. 5.5 we plot the energy cost incurred with both strategies while varying the
storage capacity from 5 to 18 energy units. As shown, the closer is κ to 1+, the lower
is the energy cost incurred, a result that follows because smaller Peukert exponents lead
to reduced power loss. Although in this scenario we see a performance gap11 between
the two strategies, we cannot state that one strategy outperforms the other because both
approaches are meant to solve the same optimization problem. It is also observed that
the energy cost incurred can be computed either by using F(·) or its approximating
function Fˇ(·) without introducing significant errors. This follows because the block
pricing function was chosen to have small and consistent penalty factors for equally-
spaced power thresholds, as seen in Eq. (5.41). Finally, as shown in Fig. 5.5, there is
a storage capacity above which no further cost reduction can be achieved. We refer to
this quantity as the critical storage capacity, and, as observed, it increases as κ → 1+.
In the following, we let QNo ∈ {20,30} and κ = 1.4, and set the other simulation
parameters as shown in Table 5.1. We let the storage capacity vary from 5 to 18 energy
units, and plot the energy cost incurred by using the proposed strategies in Fig. 5.6. As
11The performance gap between the two strategies may indicate an inaccurate representation of the
problem in the discrete domain.
151
CHAPTER 5. ENERGY MANAGEMENT WITH NONLINEAR ELECTRICITY PRICING
seen in Fig. 5.6, incrementing QNo increases the value of the critical storage capacity
above which no further cost reduction can be achieved. Moreover, the larger QNo, the
smaller the energy expenditure, especially if the storage capacity is above the critical
value. This result follows because a large nominal output power results in a wider linear
region of operation, which in turn reduces losses derived from Peukert’s effect.













LDT, using Fˇ (·)
CoV, using Fˇ (·)
LDT, using F (·)
Figure 5.6: Energy cost as a function of the storage capacity. Comparison between the
strategies based on LDT and CoV.
5.6.3 Convexity of the Cost Function and Optimal Storage Capacity
To evaluate the accuracy of the expression (5.40), we consider zero load demand
throughout the entire planning horizon, but disregard the constraint D(t) ≤ L(t) ∀ t
by assuming that the energy discharged from the battery can be sold to the utility at
retail value. Then, the cost incurred by the facility will be negative, i.e. a profit can be
made by exploiting price differences during charging and discharging periods. In the
following, we examine the achievable profit as a function of the total amount of energy
traded over a single pair of consecutive charging and discharging periods. This will
help us to verify the analysis presented in Sec. 5.5, by examining the accuracy of the
expression (5.40), which estimates Θ∗, the optimal amount of energy to be shifted in
time in a single pair of consecutive charging and discharging operations.
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Figure 5.7: Energy cost as a function of the total energy shifted in time. The optimal
amount of energy to be shifted in time is denoted by Θ∗.
Again, we consider the planning horizon [0,1], the “chargeable power” function
defined in (5.41), the load function L(t) = 0 ∀ t, κ ∈ {1.15,1.2,1.3}, and other simula-
tion parameters as in Table 5.1. In Fig. 5.7 we plot χLDT and χCoV, which denote the
energy cost incurred by using the strategies based on LDT and CoV, respectively. As
observed in Fig. 5.7, there is agreement between the value of Θ which minimizes the
cost function, and the estimation given in (5.40). Moreover, remarkable similarities are
observed between the results obtained through calculus of variations and linearisation
and discretisation in time.
Finally, we consider the simulation parameters shown in Table 5.1, and let QNo take
on three different values: 10, 20, and 30. We maintain Dˆmax = 6QNo and set L(t)= 0 ∀ t.
The results are shown in Fig. 5.8. We observe again an agreement between the value of
Θ which minimizes the cost function, and the estimate given in (5.40). Similar results
are obtained through calculus of variations and linearisation and discretisation in time.
5.7 Summary
Assuming dynamic block pricing, we have proposed strategies to minimize the energy
bill incurred by a non-deferrable load facility over a finite planning horizon. We have
assumed that the facility is equipped with a renewable energy harvester and a storage
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Figure 5.8: Energy cost as a function of energy shifted in time Θ. Optimal Θ is Θ∗.
device. We have then presented two different problem formulations, and worked out
two solutions by using different approaches. One way to formulate the problem is by
using power signals, either in discrete or continuous time. An alternative formulation
can be obtained by using energy signals in discrete time.
We have also analysed the cost function in terms of Θ, the energy shifted in time
through a single pair of consecutive charging and discharging operations. Furthermore,
after introducing some simplifications we have shown that the cost function is convex
in Θ, and have determined the value of Θ that minimizes the energy bill.
The analytical and numerical results presented in this chapter have allowed us to
draw the following conclusions:
• The energy bill minimization problem involving dynamic block pricing can be for-
mulated by using either continuous or discrete signals. In the former case, we have
derived analytical expressions to estimate the optimal charging and discharging oper-
ations. These expressions provide valuable insights, as they can be used to determine
the relationship between the achievable cost savings and different storage parameters.
• For the situations in which relaxations cannot be afforded, the formulation using dis-
crete signals may result more appropriate. The advantage of such an approach is
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that the sampling frequency can be chosen within the available computational capac-
ity, and different levels of accuracy can be attained as a result. In this respect, we
have shown that introducing multiple linear inequalities can be an effective method
to handle non-linear constraints.
• Both the analytical and numerical results have shown that there is a critical storage
capacity, above which no further cost reduction can be achieved. Therefore, increas-
ing the storage capacity does not necessarily decrease the energy cost. This follows
from considerations such as the increasing block electricity rates, and the non-linear
discharging model, which penalize charging and discharging operations in proportion
to the energy quantities involved.
155
Chapter 6
Conclusions & Future Research
6.1 Conclusions
We have proposed several strategies to minimize the energy expenditure incurred by
non-deferrable load facilities over a finite planning horizon. We have assumed dynamic
electricity prices, and facilities equipped with renewable energy harvesters and storage
devices. The following are the main contributions of this thesis:
• We have proposed a mathematical framework to design energy-bill minimization
strategies for non-deferrable loads with renewable energy harvesting and storage ca-
pabilities. Unlike the existing proposals in the literature, this framework incorporates
models for the energy storage device, the renewable energy arrivals, and the pricing
and incentives schemes.
• We have proposed three genie-aided strategies, which use different optimization ap-
proaches, and hence have different computational requirements. To devise the first
strategy we have used linearisation, discretisation in time, and linear programming.
The second and third strategies have been designed by using evolutionary algorithms
and calculus of variations. The strategy based on calculus of variations has allowed
us to obtain simpler and more insightful results when the discharging operation is
modelled after Peukert’s Law.
• We have also proposed two online energy management strategies. The first strategy
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uses statistical forecasting methods to estimate future renewable energy arrivals and
load requirements. The second proposed strategy is model-independent, and does not
rely on forecasting techniques.
• We have proposed two genie-aided strategies to minimize the energy bill incurred
by a set of facilities over a finite planning horizon. The facilities are equipped with
renewable energy harvesters and storage devices, and their power consumption is
non-deferrable. Moreover, they are enabled to share renewable energy either through
the smart grid (incurring a transfer fee), or a dedicated connexion (free of charge).
To design the first strategy, we have assumed that all the facilities are equipped with
their own renewable energy harvester and storage device, and are allowed to exchange
renewable energy through the smart grid incurring a transfer fee. To design the second
strategy, we have assumed that all the facilities have free access to a shared renewable
energy farm. In this context, we have also proposed an online strategy, for which we
have used a model based on stochastic differential equations to depict the stochastic
process governing the amount of renewable energy available over time.
• Assuming dynamic block pricing, we have proposed two genie-aided strategies to
minimize the energy bill incurred by a non-deferrable load facility over a finite plan-
ning horizon. The first strategy has been designed by using linearisation and dis-
cretisation in time, and the second strategy has been obtained by using calculus of
variations.
Our research has resulted in the following discoveries and insights:
• Continuous-time optimization techniques can be used to find approximate solutions
to the mathematical problems formulated in this thesis. The results obtained through
continuous-time models are explicit, and hence can be used to reduce the complexity
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of algorithms designed to run in real time. Specifically, continuous-time optimization
techniques can lead to results in analytic form, potentially eliminating the need for
iterative routines, such as the ones required to solve a linear programming problem.
Continuous-time optimization techniques can be used in conjunction with discrete-
time methods to fine tune initial solutions thus increasing their accuracy without in-
curring a significant number of additional operations.
• Significant problem simplification can be achieved if the total energy demand is con-
siderably much larger than the local (renewable) energy generation, or if the energy
locally generated can be sold to the utility at retail value. If the local generation
is considerably smaller than the local demand at all times, then we can design the
optimal energy management strategy without much concern about excess generation.
Hence, exact information about the load at any point in time is not relevant. All that
is required to know is that the load is large enough to be above the designed optimal
consumption of renewable power at all times. The same conclusion follows if the
consumers are allowed to inject renewable energy into the grid at retail value, e.g.
following a net metering policy.
• The forecasting error of renewable energy arrivals is less critical when a large storage
capacity is considered. Moreover, knowledge of future renewable energy arrivals is
less relevant when we know the bequest value of the energy remaining in the battery
at the end of the planning period. The first result follows because a large storage
capacity offers more freedom to schedule consumption. In contrast, a limited storage
capacity requires more accurate information to decide on whether to carry out dis-
charging operations so as to secure space for future renewable energy arrivals. The
second result can be counter-intuitive, but follows from optimization principles, and
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is obtained after introducing the substitutions and relaxations explained in Chapter 3.
• An ingenious strategy to handle the causality constraint is to set the power discharged
to be proportional to the amount of energy stored in the system at all times. That is, if
J(t) and D˜(t) denote respectively the amount of energy stored and the power drawn
from the storage device at time t, then, we can let D˜(t) = θ(t)J(t), J(t)≥ 0 ∀ t, and
design D˜(t) by optimizing θ(t), which we assume non-negative at all times. Posing
the problem in terms of θ(t)will allow us to disregard the causality constraint because
J(t)→ 0 implies D˜(t)→ 0. This strategy is more beneficial in scenarios in which the
causality constraint is difficult to handle, e.g. when J(t) is a random variable.
• In Chapter 4, we have proposed two strategies to minimize the energy bill incurred
by a set of facilities enabled to share renewable energy. We have considered two
arrangements: one in which each facility is equipped with its own renewable energy
harvester and storage device, and a second arrangement, in which all of them share
access to a renewable energy farm. We have compared the two approaches and found
the conditions under which they achieve similar performance. Through simulations,
we have also shown that the approach with distributed generation outperforms the
centralized arrangement when the renewable energy arrivals are independent across
different locations. The two strategies have a similar performance if their renewable
generation is statistically identical, and their storage devices have similar1 character-
istics, e.g. size and efficiency.
• A strategy to solve complex optimization problems, such as the one posed in Sec.
4.4.1, is to combine optimization techniques such as partitioning, decomposition,
calculus of variations, and Lagrange multipliers. The partitioning and decomposition
1The storage parameters are such that the same discharging operation incurs the same power loss in
both arrangements.
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methods can be used to break the problem into smaller sub-problems. Moreover,
artificial variables can be introduced to transform the mathematical problem into a
separable optimization problem. The problem can then be solved in two steps: in
the first step, the trajectories can be optimized in terms of the artificial variables,
and in the second step, the artificial variables can be optimized by solving a simpler
mathematical problem. In our particular case, the first problem has been solved by
using calculus of variations, whereas the second problem has been tackled through
Lagrange multipliers. Thus, the combination of these methods has allowed us to
tackle a problem, which is otherwise intractable.
6.2 Future Research
Four interesting problems are suggested for further investigation:
1. The first research problem is to design renewable energy management strategies
by using models that take into account the geographic variations that character-
ize distributed generation. To that end, weather forecasts, and irradiance and
wind flow maps can be incorporated into the strategies. It is therefore of interest
to investigate the trade-off between the computational complexity incurred by
processing large amounts of data, and the monetary savings derived from the
resulting strategies.
2. The second problem is to design renewable energy management strategies con-
sidering random, market-driven electricity prices. When large consumers opt to
bid directly in the wholesale electricity market, they need to adopt strategies to
manage their exposure and minimize their expenditures. This research problem is
challenging because it involves modelling renewable energy arrivals, electricity
prices, and power requirements. While different statistical forecasting approaches
160
6.2. FUTURE RESEARCH
can be considered, the question of which techniques are the most cost effective,
and computationally efficient, remains unsolved.
3. Given the continuous improvements in energy storage technologies, it is of inter-
est to understand the trade-off between the capital expenditures and the achiev-
able cost savings. Capital expenditures are incurred to purchase required equip-
ment such as batteries, renewable energy harvesters, or power converters. The
available choices of devices may offer distinctive advantages, e.g. some storage
technologies may be more efficient, but also cost more, some devices may require
replacements more often than others, etc. To evaluate their effective financial ben-
efits, it is necessary to consider their initial cost and lifetime degradation. This
poses several challenges, especially in modeling, e.g. how can the lifetime degra-
dation be included in the formulation? What utility functions are appropriate to
model environmentally friendly, yet more expensive alternatives?
4. In regards to the role of renewable energy in communication technologies, it is of
interest to design strategies that allow base stations to properly operate in stand-
alone mode. Most of the existing works have assumed a base station that is per-
manently connected to the grid, which allows the designer to focus on issues such
as minimizing monetary expending. However, in areas without reliable power de-
livery services, the base stations may need to operate in off-grid mode, at least for
some period of time. In stand-alone mode the priority is to satisfy the requests
made by the mobile users and guarantee an acceptable quality-of-service. The
challenge is thus to cope with the uncertainty of the renewable energy arrivals,
and be able to deliver an acceptable service within the periods of grid disruption.
Moreover, for base stations in grid-connected mode, a holistic profit maximiza-
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tion scheme can be devised by jointly designing energy management strategies,
and data pricing programs. The first strategies are meant to reduce operational
expenditure, whereas the data pricing programs are designed to increase revenue.
To this end, the variations in energy prices and mobile traffic can be exploited to





A.1 Method to Solve P2.A
An approximate solution to P2.A can be obtained if we let fi(x) = αix−βi be a tangent
line to the curveF−1(x), which touches it at equally1 spaced points xi’s. For example,






























Therefore, if the discharging model assumed is Peukert’s, then we can use (A.2) and


















for any equally-spaced points xi > 0, i ∈ {2, . . . ,M}. Note that if F−1(·) is defined
according to (A.1), and the first segment is chosen to approximate F−1(·) in [0,QNo],
then α1 = 1 and β1 = 0.
1The xi’s can be chosen as the midpoints of the intervals [Φi,Φi+1], i ∈ {2, . . . ,M−2}. While x1 and
xM−1 can be respectively the midpoints of [0,Φ1] and [ΦM−1, D˜max].
2IfF−1() is defined according to Peukert’s model, thenF−1() is linear in [0,Φ1].
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A.2 Number of Realisations Numerical Results Chapter 3
The ten thousand realisations figure was determined empirically. The same number
of independent runs was considered for each of the battery size values. Then, this
number was progressively increased until the result was a smooth and consistent cost
savings curve. The cost savings curve is non-decreasing with respect to the battery size.
Therefore, a smooth and consistent curve can be seen as a sign of convergence. Note that
this would not be possible if the experiments were not independent across battery size
values. Fig. A.1, which shows the performance of the ARIMA-based online algorithm,
illustrates this idea. For consistency, the same figure (ten thousand) was maintained for
evaluating algorithms based on other forecasting techniques, even if their performance
variability across runs was lower.




































































Figure A.1: ARIMA-based online algorithm. Average performance for different num-
ber of runs: 500 (top left), 1000 (top right), 2000 (bottom left), 10000 (bottom right).
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A.3 Transition Probabilities Time-Inhomogeneous Markov Chain
Table A.1: Transition probabilities, Markov chain model.
Transition time (hour) Source Destination
E1 E2 E3 E4 E5
6 to 7 E1
(






 0.36 0.41 0.22 0.01 0.000.02 0.06 0.82 0.10 0.00








0.35 0.46 0.11 0.08 0.00
0.01 0.10 0.56 0.32 0.01
0.00 0.01 0.13 0.84 0.02









0.37 0.48 0.11 0.04 0.00
0.09 0.29 0.27 0.33 0.02
0.01 0.04 0.18 0.62 0.15
0.00 0.01 0.02 0.20 0.77









0.27 0.27 0.20 0.20 0.06
0.06 0.52 0.16 0.16 0.10
0.06 0.18 0.18 0.36 0.21
0.00 0.04 0.05 0.53 0.38









0.50 0.25 0.00 0.12 0.12
0.00 0.44 0.23 0.30 0.03
0.05 0.26 0.26 0.11 0.31
0.01 0.04 0.08 0.72 0.15









0.33 0.66 0.00 0.00 0.00
0.21 0.42 0.25 0.08 0.04
0.19 0.22 0.19 0.33 0.07
0.01 0.07 0.14 0.76 0.01









0.71 0.07 0.14 0.07 0.00
0.31 0.50 0.15 0.04 0.00
0.11 0.32 0.50 0.07 0.00
0.02 0.06 0.58 0.34 0.00








0.52 0.39 0.08 0.00 0.00
0.21 0.66 0.12 0.00 0.00
0.04 0.77 0.18 0.00 0.00






 0.89 0.11 0.00 0.00 0.000.88 0.12 0.00 0.00 0.00






1.00 0.00 0.00 0.00 0.00





B.1 Proof of Proposition 2.4.1





















































0 [ςR(x)]dx≥ 0 the proof is complete. 
B.2 Proof of Proposition 2.4.2

















Hence, if Ψ≥ 2ς ∫ H0 R(x)dx, then J(t)≤Ψ ∀ t. 
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B.3 Proof of Theorem 2.4.1
Proof. To solve this optimization problem we use the Lagrange multipliers rule for
calculus of variations [24]. Hence, we consider the following Lagrangian:




By applying the Euler-Lagrange optimality condition we obtain:
−P(t)+λF ′ [D(t)] = 0, (B.1)





, with QNo > 0 and κ > 1, then the
Euler-Lagrange optimality condition implies that the optimal discharging profile, de-

































B.4 Proof of Theorem 3.6.1
Proof. Following the Proposition 3.6.2, if Ψ ≥ ς ∫ H0 R(t)dt + J(0), then the constraint
(3.4) can be disregarded because the battery is large enough to avert wastage of re-
newable energy. To find optimal θ(t) we use Pontryagin’s Maximum Principle as fol-
167
APPENDIX B. VARIOUS PROOFS
lows. Let H (J,θ , t) denote the Hamiltonian of the dynamic system with state vari-
able J(t), which evolves according to dJ(t) = ςR(t)− θ(t)J(t)dt, and cost function
∫ H
0 P(t)G [θ(t)J(t)]dt+KJ(H), thenH (J,θ , t) can be written as:
H (J,θ , t) = P(t)G [θ(t)J(t)]+λ (t) [ςR(t)−θ(t)J(t)] , (B.2)




= λ (t)θ(t)−P(t) ∂
∂J
G [θ(t)J(t)] . (B.3)







G [θ(t)J(t)]−λ (t)J(t). (B.4)
If J(t) > 0 ∀ t, conditions (B.3) and (B.4) imply1 dλdt = 0. Hence λ (t) is a constant,












G [θ(t)J(t)] = KJ(t). (B.6)















, J(0)> 0. (B.7)
Note that Proposition 3.6.1 states that if J(0)> 0, then J(t)> 0 ∀ t.

1To see it note that for any differentiable function G : R→ R, we have θ ∂∂θ G (θJ) = J ∂∂JG (θJ).
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B.5 Proof of Proposition 3.4.1
Proof. For ease of notation, let rk := r(k), and note that E
[
(rk− rˆk)2 | s(k−1) = Ex
]
is convex in rˆk. Thus, we can minimize E
[
(rk− rˆk)2 | s(k−1) = Ex
]
by differentiating
with respect to rˆk. The first-order condition ddrˆkE
[
(rk− rˆk)2 | s(k−1) = Ex
]
= 0 leads
to rˆk = E [rk | s(k−1) = Ex]. Moreover,
E [rk | s(k−1) = Ex] = Λ2|S |P(s(k) = E1 | s(k−1) = Ex)
+
3Λ
2|S |P(s(k) = E2 | s(k−1) = Ex)








which can be written compactly as E [rk | s(k−1) = Ex] = Λ2|S | ∑
|S |
i=1(2i −
1)P(s(k) = Ei | s(k−1) = Ex). 
B.6 Proof of Theorem 4.4.1
Proof. Following Lemma 4.4.1, we can ignore the constraint (4.15) because J(0) ≥
ζ . Moreover, since J(H) = J(0)−∑Nj=1 γ j +
∫ H
0 ςR(t)dt, and does not depend2 on the
optimization variables D1(t), . . . ,DM(t), we can remove P(H)J(H) from the objective
function in P4.B2.
The objective in P4.B2 is a sum of functionals of Di(t), i ∈ {1, . . . ,M} for t ∈
[t j−1, t j]. Moreover, P4.B2 is a separable optimization problem [188], and we can de-
termine candidate solutions Di(t), i ∈ {1, . . . ,M} for each interval [t j−1, t j], by using
the Lagrange multipliers rule for calculus of variations [24]. Specifically, we write the
following Lagrangian in terms of the optimization variables D1(t), . . . ,DM(t):












F [D1(t)+ . . .+DM(t)]dt− γ j
)
.
2If γ1, . . . ,γN are given, then so is J(H).
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The conditions for optimality ∂∂DiL (D1, . . . ,DM;λ j) = 0 ∀ i, cannot be all satisfied at
the same time, unless all prices Pi(t) are equal, i.e. Pi(t) = P1(t) ∀ i, ∀ t ∈ [t j−1, t j].
In fact, the objective in P4.B2 attains its maximum when in each subinterval [t j−1, t j]
either Di(t) = 0 ∀ t ∈ [t j−1, t j], or is such that:
∫ t j
t j−1
F [Di(t)]dt = γ j. (B.9)
Following the constraint (4.17), if Di(t) satisfies (B.9), then for all n 6= i: Dn(t) =
0 ∀ t ∈ [t j−1, t j]. That is, if3 γ j > 0, then in each subinterval [t j−1, t j] there is a single
Di(t) which is not identically 0 in [t j−1, t j]. Therefore, for each time slot [t j−1, t j], there
are M possibilities, and each of them can be denoted by a number i which refers to the
single Di(t) that is not identically 0 in [t j−1, t j].












Ps j(t)Ds j(t)dt. (B.10)
Since Pk j(t) ≥ Pi(t) ∀ t ∈ [t j−1, t j], the functional
∫ t j
t j−1 Ps j(t)Ds j(t)dt attains its
maximum when s j = k j. Moreover, the k jth possibility is such that for all n 6= k j,







dt = γ j. (B.11)










s.t. (B.11). To use the Lagrange multipliers rule for calculus of variations [24], we
3The case γ j = 0 is trivial as Di(t) = 0 ∀ t ∈ [t j−1, t j] and for all i ∈ {1, . . . ,M}.
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, with QNo > 0 and κ > 1, then (4.22) yields:





where K j is a constant chosen to satisfy (B.11). By replacing (B.13) into (B.11), we
obtainK j as follows:
K j =










B.7 Proof of Lemmas 4.4.2 and 4.4.3






















κ−1 dτ, j ∈ {1,2, . . . ,N}.



















where Z = J(0)+
∫ H
0 ςR(t)dt.
Proof of Lemma 4.4.2:









is concave in γ j for κ > 1 and
171
APPENDIX B. VARIOUS PROOFS





















which yields the result in (4.26). Note that the result in (4.26) is such that(
Z−∑Nj=1 γ j
)
≥ 0. To see this, recall that Z = J(0) + ∫ H0 ςR(t)dt, and J(0) ≥




≥ 0 since ∫ H0 ςR(τ)dτ ≥ 0. 
Proof of Lemma 4.4.3:
Proof. If P(H) = 0, then it is optimal to set J(H) = 0 because the energy left unused at




γ j = J(0). (B.18)





j . Hence, to derive the optimal
γ1, . . . ,γN that maximize ρ subject to (B.18), we write the following Lagrangian:

















The conditions for optimality ∂∂γ jL (γ1, . . . ,γN ,λ ) = 0 yield:
Ω jγi =Ωiγ j, ∀ i 6= j. (B.20)
Thus, (4.27) can be obtained by replacing (B.20) into the constraint (B.18). 
B.8 Proof of Theorem 4.4.2
Proof. Because J(t) > 0,∀ t, define f (J) = log(J) and use Ito’s lemma to write the



















B.9. PROOF OF THEOREM 5.4.1
where the time index (t) has been removed for brevity. After replacing f [J(t)] =








Recall Ito’s integral definition for real-valued deterministic integrands [33]: Let g :R→





g(ti) [W (ti+1)−W (ti)] , (B.23)












Comparing (B.24) and (4.32), we obtain (4.33). 
B.9 Proof of Theorem 5.4.1
Proof. We define the following Lagrangian to find necessary conditions to minimize









Hence, from the Euler-Lagrange equation, C(t) must satisfy the following condition to















[P(t)F [C(t)+L(t)]+λC,iC(t)] = 0,
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