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Abstract 
A smoothed particle hydrodynamics (SPH) numerical model is developed to simulate pulsed-laser 
ablation processes for micro-machining. Heat diffusion behaviour of a specimen under the action of 
nanosecond pulsed lasers can be described analytically by using complementary error function 
solutions of second-order differential equations. However, their application is limited to cases without 
loss of material at the surface. Compared to conventional mesh-based techniques, as a novel meshless 
simulation method, SPH is ideally suited to applications with highly nonlinear and explosive 
behaviour in laser ablation. However, little is known about the suitability of using SPH for the 
modelling of laser-material interactions with multiple phases at the micro scale. The present work 
investigates SPH modelling of pulsed-laser ablation of aluminium where the laser is applied directly 
to the free-surface boundary of the specimen. Having first assessed the performance of standard SPH 
surface treatments for functions commonly used to describe laser heating, the heat conduction 
behaviour of a new SPH methodology is then evaluated through a number of test cases for single- and 
multiple-pulse laser heating of aluminium showing excellent agreement when compared with an 
analytical solution. Simulation of real ablation processes, however, requires the model to capture the 
removal of material from the surface and its subsequent effects on the laser heating process. Hence, 
the SPH model for describing the transient behaviour of nanosecond laser ablation is validated with a 
number of experimental and reference results reported in the literature. The SPH model successfully 
predicts the material ablation depth profiles over a wide range of laser fluences 4-23 J/cm2 and pulse 
durations 6-10 ns, and also predicts the transient behaviour of the ejected material during the laser 
ablation process. Unlike conventional mesh-based methods, the SPH model was not only able to 
provide the thermo-physical properties of the ejected particles, but also the effect of the interaction 
between them as well as the direction and the pattern of the ejection.  
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1. Introduction 
Lightweight alloys such as aluminium alloys usually have a layer of oxide or hydroxide on their 
surfaces. These surface layers may deteriorate the properties of the joints after fusion joining due to 
hydrogen entrapment in the fusion zones [1]. Laser ablation is usually considered to be one of the dry 
cleaning methods that lead to particles or film ejection from the surface using high-power laser pulses. 
Ejection of the material from the surface is achieved due to the sudden expansion of the surface 
particles or by evaporation [2, 3]. Laser ablation/cleaning was used as one of the successful 
applications for weld joint surface preparation for Al6014 alloys and Ti6Al4V alloys which have been 
used for automotive and aero-engine manufacture respectively [3, 4]. 
In order to understand and further improve the process parameters, different modelling approaches 
have been developed either analytically [5-15], or numerically [13, 16-21]. Conventional numerical 
modelling methods such as finite elements (FE), finite difference (FD) and finite volume (FV) may 
not be able to predict complex processes when multiple materials and phases are interacting due to the 
connected mesh that describes the computational domain. Due to the fact that all the elements in the 
mesh are connected to each other and cannot leave the mesh, the splashed particles in laser cutting, 
drilling and ablation cannot be observed in such methods. Some authors [21-23] simulated the 
protrusion formed by the laser ablation/machining by deleting the elements that have their 
temperatures greater than the boiling temperature. However, such approach fails to provide 
information on the behaviour of ejected material. Moreover, FE methods may not be as accurate as 
required when the studied domain is of micro- or nano-metres scale where the element size should be 
less than the droplet or the ejected material size by several times [24].  
Smoothed Particle Hydrodynamics (SPH) can simulate problems with highly non-linear deformation 
such as complex movement of multi-phase fluids and topology changes. SPH is one of many meshless 
(mesh-free) techniques that are based on the Lagrangian description of motion. SPH has proven its 
ability to model various physical phenomena such as fluid flows, heat and mass transfers, and elastic-
plastic deformation [25, 26]. In SPH, the computational domain is divided into arbitrarily distributed 
points called particles, which move independently from each other eliminating the time and resource-
consuming calculations of spatial derivatives associated with mesh-based methods [27]. SPH was 
initially developed in 1977 by Lucy L. [28] and Gingold and Monaghan [29] to capture astrophysical 
phenomena in which boundary conditions are neglected when an open domain is under consideration. 
Later, by introducing boundary conditions, the SPH method has enabled the simulation of  
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engineering problems such as the flow of water waves [30-32], metal forming [33] and phase change 
problems [34, 35]. SPH can be used for modelling fusion processes in which liquid or vaporised 
metals can be handled easily. 
SPH modelling of laser processing is still in its early stage and needs significant development since 
very few (less than ten) publications have been conducted in this field. Demuth et al. [36] simulated 
laser interference patterning of metallic surfaces using SPH, following Tong and Browne [37] who 
modelled laser spot welding of aluminium with a very primitive model and limited resolution. Gross’s 
[24] model on laser cutting of metals was further developed by Muhammed et al. [27] who simulated 
both dry and wet cutting of stainless steel stents used for medical applications, while Yan et al.[38] 
modelled CO2 laser underwater machining of alumina ceramics. Chen et al. [39] presented their 
preliminary work on SPH modelling of ultrashort laser pulse interactions with a metal film, in which 
electron heating and cooling phenomena had to be taken into account. Cao and Shin [40] simulated 
the phase explosion phenomena in laser ablation of Al and Cu at very high laser fluences of up to 36 
J/cm2.  The authors presented the ejected material’s size distribution during the ablation, but their 
model did not predict the ablation depth for aluminium at different fluences and did not show the 
simulation progression to the end of the ablation process although the material’s temperature at that 
time was still above the boiling point and more material was still to be ejected.  Hence, the authors did 
not show the end of the ablation process at which the final ablation depth must be measured and 
compared with the experiments.  Moreover, the proposed SPH model was not able to predict the 
entire process but relied on molecular dynamics and hydrodynamics models to calculate the initial 
position of the ejected material, such that the SPH model could not simulate the interaction between 
the vaporised material and the solid substrate.  
Laser material processing depends greatly on the temperature distribution that determines the phase 
change locus and the change in temperature-dependent properties of the material. None of the 
previous investigations on SPH modelling of laser heating evaluated the accuracy of temperature 
values which were mainly used for calculating the melt ejection velocity, kerf width and depth. Cleary 
& Monaghan [41] and Jeong et al. [42] studied pure heat conduction problems using SPH and 
considered the temperature dependence of material properties using a Dirichlet boundary condition. 
Although the authors investigated different geometries and initial temperature profiles, they only 
studied the steady-state problem and did not include any heat source terms in their formulation. 
Additionally, all geometries studied were 2-D closed domains with no treatment of the free-surfaces 
where the adiabatic condition applies as in laser heating of metal surfaces. Hence, there is a need to 
investigate the accuracy of transient solutions of problems with rapid heating. 
In the present research, thermal conduction of an aluminium sample was investigated using 1-D and 
3-D SPH models to evaluate SPH particles’ behaviour in laser heating of a metallic free surface. Since 
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the temperature distribution follows an error function distribution, the temperature gradient across the 
sample was compared with the analytical solution and the effect of two kernel correction methods 
(used to compensate for potential errors at the free surface) were evaluated. Subsequently, a 3-D SPH 
model is developed to further understand the laser ablation process after comparing the modelling 
with the analytical solutions in a quasi 1-D model for heat conduction. The results of the simulation 
were validated with both experimental and numerical data reported in the literature. 
2. Model Description 
2.1 Physical Phenomena 
2.1.1 Heat transfer governing equations. 
The mechanism of material removal in laser ablation of metallic alloys will be mainly based on 
thermal ablation processes when nanosecond laser pulses are used [43]. Figure 1 shows a schematic of 
a typical laser ablation/cleaning process.  
Analytically speaking and taking into account the external heat sources, the differential equation of 
the heat transfer can be expressed as follows: 
𝜌 𝑐𝑝
𝑑𝑇𝑖
𝑑𝑡
= ∇(𝑘 ∇𝑇) + 𝑄 − 𝑄𝑣                                                                (1) 
where k [W/mK] thermal conductivity, T [ᵒK] Temperature, Q [W/m2] the heat source, Qv  heat loss 
due to convection.  
The heat loss Qv can be formulated using [27]: 
𝑄𝑣 = ℎ𝑐 (𝑇𝑠 − 𝑇0) +  𝜀 𝜎 (𝑇𝑠
4 − 𝑇0
4)                                                             (2) 
where hc =20 [W/m2K] convection factor, ɛ=0.09 the emissivity, σ = 5.67x10-8 [W/m2K4] the Stefan-
Boltzmann constant, Ts and T0 are the surface and the initial temperatures respectively.  
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Figure 1 Simplified schematic laser ablation of a metallic sample 
The penetration of the electromagnetic wave (laser light) into the material is neglected in this work 
since the particles’ spacing is significantly larger than the optical penetration depth (1/αo), where: αo is 
the optical absorption coefficient for aluminium (1.23108 m-1 [44]). This means that the 
electromagnetic wave will be absorbed only by the first layer of particles and the subsequent layers 
will be mainly heated by conduction 
Using Beer-Lambert law, the laser intensity at depth z can be calculated as follows [44] : 
𝐼(𝑧) =  𝐼0  𝑒
−𝛼𝑜𝑧                                                                                (3) 
where I(z) is the laser intensity (power per square area) at depth z, I0 is the laser intensity at the 
surface and z is the depth.  If z is assumed to be three times the optical penetration (z= 3/αo), then: 
⇒  
𝐼(𝑧)
𝐼0
=  𝑒
−𝛼𝑜  
3
𝛼𝑜  = 0.049                                                                      (4) 
Hence, the intensity will be reduced to about 5% of the original intensity within 24.4 nm from the 
surface, which is significantly smaller than the particles’ spacing used in the simulations. Using the 
same calculations, the laser intensity at 250 nm depth will drop to about 0.004% of the nominal 
intensity due to the attenuation and the electromagnetic wave will not reach the second layer of 
particles. Therefore, the optical penetration of the laser beam can be neglected. 
2.1.2 Vapour Pressure. 
The vapour pressure produced by laser ablation of metal can be calculated using the Clausius-
Clapeyron equation depending on the surface temperature [45]: 
Sample 
Vaporised Material 
Metal Sample 
Z 
X 
Laser ablated 
Surface 
Laser Beam 
Scanning direction 
Un-processed 
Surface 
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𝑃𝑣𝑎𝑝 = 𝑃𝑎𝑡𝑚 exp (
𝐿𝑣
𝑅
 (
𝑇𝑠 − 𝑇𝑏
𝑇𝑠. 𝑇𝑏
))                                                             (5) 
where Patm, Lv, R, Tb and Ts are atmospheric pressure, latent heat of vaporisation, the gas constant, the 
boiling temperature and the surface temperature respectively. 
2.1.3 Vapour velocity. 
Assuming that the vapour particles are expelled from the surface with a one-dimensional Maxwellian 
velocity, the vapour velocity can be approximated using the average velocity in the normal direction 
at temperature Ts as follows [46]: 
𝑣𝑣𝑎𝑝,𝑠 = √
2 𝑘𝐵  𝑇𝑠
𝜋 𝑚
                                                                                   (6) 
where kB is Boltzmann constant (1.38 × 10-23 m2 kg/ s2 K), and m is the atomic mass. It should be 
noted that this equation gives a good approximation when the experiments are conducted in a vacuum 
or when the vapour pressure is much greater than the surrounding pressure.  
3. SPH Methodology 
3.1 SPH Interpolation 
In SPH, the computational domain is divided into arbitrarily distributed particles where each has its 
unique properties including mass mi, volume ωi, pressure Pi, and velocity vi [47]. The value of a 
function A(r) at location r can be found by a local interpolation for a set of surrounding particles at a 
specific time step. In continuous form, the interpolated value of the function can be estimated [25]: 
〈𝐴(𝒓)〉 =  ∫𝑊 (𝒓 − 𝒓′, ℎ)𝐴(𝒓′) 𝑑𝛺
 
𝛺
                                                         (7) 
where r is a position vector, < > denotes approximation, W is the weighting function called the 
smoothing kernel, h is the smoothing length (a characteristic length scale of the kernel). For the 
interaction between two SPH particles i and j the smoothing kernel can be written in a general form as 
follows [48]: 
𝑊𝑖𝑗 = 𝑊(𝒓𝒊𝒋, ℎ) =
1
ℎ𝑛
𝑓 (
|𝒓𝒊 − 𝒓𝒋|
ℎ
)                                                            (8) 
where n is the number of spatial dimensions, f is a function of h and rij = |ri - rj | the distance between 
two particles i and j. 
The function A(r) can be written in discrete SPH form as follows: 
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〈𝐴𝑖(𝒓)〉 =  ∑ 𝑚𝑗
𝐴𝑗
𝜌𝑗
𝑊𝑖𝑗
𝑗
                                                                          (9) 
where mj and ρj are the particles mass and density respectively. 
Accordingly, the gradient of the considered function can be calculated by taking the kernel gradient 
into account in the approximation: 
〈∇𝐴𝑖(𝒓)〉 =  ∑ 𝑚𝑗
𝐴𝑗 − 𝐴𝑖
𝜌𝑗
∇𝑖𝑊𝑖𝑗
𝑗
                                                         (10 − 1) 
To conserve momentum in SPH, a slightly different form is used to calculate the pressure gradient as 
shown later in equation (21): 
〈∇𝐴𝑖(𝒓)〉
𝜌𝑖
= ∑ 𝑚𝑗 (
𝐴𝑖
𝜌𝑖
2 +
𝐴𝑗
𝜌𝑗
2)∇𝑖𝑊𝑖𝑗
𝑗
                                                  (10 − 2) 
Equation (10-1) is used for divergence operators, such as in the conservation of mass equation 
introduced below, while Equation (10-2) is used to ensure an equal and opposite reaction between 
particles as in the case of calculating the pressure gradient. The latter formula conserves linear and 
angular momentum (for further information see Ref. [25, 49]) 
The smoothing kernel can take different forms; Gaussian, Quadratic, cubic spline (B-spline), or higher 
order kernels fourth & fifth order. The cubic spline was selected to be used in our model since it 
approximates the Gaussian function and is commonly used throughout SPH. The cubic spline can be 
expressed by the following equation [25]: 
𝑊(𝑟𝑖𝑗 , ℎ) =  𝛼𝐷 {
1 −
3
2
𝑞2 +
3
4
𝑞3          0 ≤ 𝑞 ≤ 1
1
4
(2 − 𝑞)3                  1 ≤ 𝑞 ≤ 2
0                               2 ≥ 𝑞
                                           (11) 
where 𝑞 = 𝑟𝑖𝑗/ℎ , αD is a normalization parameter to ensure the unity integral of the kernel, with a 
value of 2h/3 for 1-D model and 1/ (𝜋
2
3⁄ . ℎ3) for 3-D. Figure 2 shows particle i and its neighbour 
particles j within a smoothing kernel of a radius 2h. 
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Figure 2 Particles i and j within the smoothing kernel support. 
3.2 Kernel gradient correction 
The kernel shown in Figure 2 is said to have complete support since the considered particle, i, is 
surrounded by particles which contribute to its interpolation during the simulation. However, there are 
cases where the kernel support is incomplete such as when the particle approaches the boundaries or 
when the particle is at a free surface. Different measures have been introduced to SPH to compensate 
for such loss of support [50-52], such as kernel gradient correction KGC [53] and the Schwaiger 
operator [54] that were developed to correct the variables’ gradients and the second derivatives 
respectively. This is potentially important for laser processing where the specimen is heated by the 
laser acting on a free surface with the temperature evolution controlled by thermal diffusion which is 
described mathematically using a second-order diffusion term (Equation 1). 
The kernel gradient correction method replaces the normal kernel gradient ∇𝑖𝑊𝑖𝑗 by a corrected 
kernel gradient ∇̃𝑖𝑊𝑖𝑗 expressed using the following set of equations [55]: 
∇̃𝑖𝑊𝑖𝑗 = 𝐿𝑖  ∇𝑖𝑊𝑖𝑗                                                                           (12) 
𝐿𝑖 = 𝑀𝑖
−1                                                                                 (13) 
𝑀𝑖 = ∑
𝑚𝑗
𝜌𝑗
 
𝑛𝑢𝑚
𝑗
∇𝑖𝑊𝑖𝑗  ⨂ (𝒙𝒊 − 𝒙𝒋)                                                             (14) 
The corrected gradient is therefore given by: 
〈∇𝐴𝑖(𝒓)〉
𝐾𝐺𝐶 = ∑ 𝑚𝑗
𝐴𝑗 − 𝐴𝑖
𝜌𝑗
 ∇̃𝑖𝑊𝑖𝑗
𝑗
                                                   (15) 
To correct the values of the second derivative, a modified Laplacian operator should be used along 
with the corrected kernel gradient according to the following approximation [54]: 
i 
j 
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(∇. 𝜇 ∇𝑓)𝑖 =
𝑡𝑟(Γ)−1
𝑛
 {∑
𝑚𝑗
𝜌𝑗
(𝜇𝑖 + 𝜇𝑗)
𝑗
(
𝑓𝑖 − 𝑓𝑗
𝑟𝑖𝑗
2 ) 𝒓𝒊𝒋. ∇?̃?𝑊𝑖𝑗 − [∇(𝜇𝑖𝑓𝑖) − 𝑓𝑖∇𝜇𝑖 + 𝜇𝑖∇𝑓𝑖]. (∑
𝑚𝑗
𝜌𝑗
 ∇?̃?𝑊𝑖𝑗
𝑗
)}  (16) 
where µ is a physical constant such as a diffusion coefficient or thermal conductivity, n is the number 
of dimensions, f is the value of the function, and Γ is a tensor: 
Γ𝛽𝛾 = ∑
𝒓𝒊𝒋 . ∇𝑊𝑖𝑗
𝑟𝑖𝑗
2 ∆𝑥𝛽∆𝑥𝛾                                                              (17) 
where subscripts β, γ denote the computational domain directions. 
As known, the second derivative (Laplacian) of a temperature is an essential quantity in the heat 
conduction equation (1) to calculate the rate of change in temperature over time, and hence to 
calculate temperature values at a specific time.  
3.3 Governing Equations and SPH Discretisation 
SPH uses a Lagrangian formulation for the SPH particles moving in space and time. In this work, the 
specimen will be modelled as a viscous fluid. The Lagrangian form of conservation of momentum and 
continuity equations for fluids can be expressed from the general form of Navier-Stokes equations as: 
𝐷 𝒗
𝐷𝑡
=  −
1
𝜌
 ∇𝑃 +  𝜐. ∇2𝒗+ 𝒈                                                            (18) 
𝐷𝜌
𝐷𝑡
= −𝜌 ∇. 𝒗                                                                         (19) 
where v is the velocity, P is pressure, 𝜐 is viscosity and g= (0, 0, -9.81) ms-2 is the gravitational force. 
The previous equations (18 and 19) can be discretized in SPH as [56]:  
𝑑𝜌𝑖
𝑑𝑡
=  −𝜌𝑗∑
𝑚𝑗
𝜌𝑗
𝒗𝒊𝒋. ∇𝑖𝑊𝑖𝑗                                                          (20)
𝑗
 
𝑑𝒗𝒊
𝑑𝑡
=  −∑ 𝑚𝑗 (
𝑃𝑖 + 𝑃𝑗
𝜌𝑖𝜌𝑗
) ∇𝑖𝑊𝑖𝑗                                                    (21)
𝑗
 
where vij = vi- vj . Note that Equation (21) uses the anti-symmetric form of the gradient (Equation 10-
2) to conserve momentum. 
In this work, the viscosity introduced by Monaghan [56] was used to eliminate any unphysical 
instability in the model [57]. These forces were expressed by inserting artificial viscosity into the 
momentum equation to become: 
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𝑑𝒗𝒊
𝑑𝑡
=  −∑ 𝑚𝑗 (
𝑃𝑖 + 𝑃𝑗
𝜌𝑖𝜌𝑗
+∏𝑖𝑗) ∇𝑖𝑊𝑖𝑗 + 𝒈                                            (22)
𝑗
 
where ∏𝑖𝑗 is the artificial viscosity: 
∏𝑖𝑗 = {
−𝛼 𝑐𝑖𝑗 𝜇𝑖𝑗
𝜌𝑖𝑗 
0
        
𝒗𝒊𝒋. 𝒓𝒊𝒋 > 0
 
𝒗𝒊𝒋. 𝒓𝒊𝒋 < 0
                                                          (23) 
𝜇𝑖𝑗 = 
ℎ  𝒗𝒊𝒋. 𝒓𝒊𝒋 
𝑟𝑖𝑗2+ 𝜂𝑖𝑗
2
                                                                         (24) 
𝑐𝑖𝑗 =  
1
2
 (𝑐𝑖 + 𝑐𝑗)         ,      𝜌𝑖𝑗 =
1
2
 (𝜌𝑖 + 𝜌𝑗)                                           (25) 
In order to simplify the model, α was selected “5.0” to simulate the solid phase as a high viscous 
liquid, and “0.1” for the liquid phase. 
Additionally, the pressure in this model was expressed by Tait’s equation of state [58]: 
𝑃 =  𝐵 [(
𝜌
𝜌0
)
𝛾
− 1]                                                                   (26) 
where 𝐵 =
𝜌0𝑐0
2
𝛾
 , ρ0 =1000 kg/m3 is the reference density, c0 speed of sound, and γ = 7 is a constant.  
To simulate the thermal behaviour of particles, an SPH form of the heat conduction equation (1) was 
introduced into the model to include the laser beam heating of the surface [58]: 
𝑐𝑝
𝑑𝑇𝑖
𝑑𝑡
=  ∑    
𝑚𝑗
𝜌𝑖𝜌𝑗
 (
4 𝑘𝑖𝑘𝑗
𝑘𝑖 + 𝑘𝑗
)
𝑗
 (
𝑇𝑖 − 𝑇𝑗
𝑟𝑖𝑗
2 ) 𝒓𝒊𝒋 ∇𝑖𝑊𝑖𝑗 + 𝑄 −𝑄𝑣                               (27) 
In laser ablation processes such as laser cleaning, the laser beam acts only on the free surface of the 
sample and the attenuation of the electromagnetic field into the material is neglected as discussed in 
section 2.1.1.  
In SPH, the location of free surface can be determined by computing the divergence of the particle 
position using the following equation [47]: 
∇. 𝒓 =  ∑
𝑚𝑗
𝜌𝑗
  𝒓𝒊𝒋. ∇𝑊𝑖𝑗
𝑗
                                                                          (28) 
The truncated kernel support of any surface particle gives a non-zero value for the particle position 
divergence. In 3-D cases, an empirical value (∇.r < 2.4) was used to indicate a free-surface particle 
[59, 60].  
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3.4 Time-step scheme and CFL number 
The Predictor-Corrector scheme was used in this work to evaluate the parameters over time. In this 
scheme, the variables values are calculated in time as follows [55]: 
𝒗𝒊
𝒏+𝟏/𝟐
= 𝒗𝒊
𝒏 +
∆𝑡
2
 𝑭𝒊
𝒏    ;    𝜌𝑖
𝑛+1/2
= 𝜌𝑖
𝑛 +
∆𝑡
2
 𝐷𝑖
𝑛     
𝒓𝒊
𝒏+𝟏/𝟐
= 𝒓𝒊
𝒏 +
∆𝑡
2
 𝑽𝒊
𝒏    ;     𝑒𝑖
𝑛+1/2
= 𝑒𝑖
𝑛 +
∆𝑡
2
 𝐸𝑖
𝑛                                             (29) 
𝑇𝑖
𝑛+1/2
= 𝑇𝑖
𝑛 +
∆𝑡
2
 𝑇𝑖
𝑛     
where n superscript denotes the current time step. 
The values are then corrected at the half step and finally calculated at the end of the time step as 
follows: 
𝒗𝒊
𝒏+𝟏 = 𝟐𝒗𝒊
𝒏+𝟏/𝟐
− 𝒗𝒊
𝒏    ;    𝜌𝑖
𝑛+1 = 2𝜌𝑖
𝑛+1/2
− 𝜌𝑖
𝑛     
𝒓𝒊
𝒏+𝟏 = 𝟐𝒓𝒊
𝒏+𝟏/𝟐
− 𝒓𝒊
𝒏    ;    𝑒𝑖
𝑛+1 = 2𝑒𝑖
𝑛+
1
2 − 𝑒𝑖
𝑛                                           (30) 
𝑇𝑖
𝑛+1 = 2𝑇𝑖
𝑛+1/2
− 𝑇𝑖
𝑛     
Usually, a variable time step is selected to replace the constant time step when some physical 
variables vary drastically over time. This requires a change in time-step according to CFL (Courant–
Friedrich–Lewy) condition, the forcing terms, the viscous diffusion term [50] and importantly for the 
application presented herein the thermal diffusion term [58]. The variable time step can be calculated 
according to: 
∆𝑡 = 𝐶𝐹𝐿 . min(∆𝑡𝑓 , ∆𝑡𝑐𝑣 , ∆𝑡𝐷)  ;    ∆𝑡𝑓 = min (√
ℎ
|𝑓𝑖|
)   ;    ∆𝑡𝑐𝑣 =  min𝑖
(
 
 ℎ
𝑐𝑠 +𝑚𝑎𝑥𝑗 |
ℎ𝒗𝒊𝒋𝒓𝒊𝒋
𝑟𝑖𝑗
2 | 
)
 
 
       (31)  
∆𝑡𝐷 =  
𝜌 𝑐𝑝 ∆𝑥
2
𝑘
                                                                                   (32) 
where ∆𝑡𝑓 is based on the specific force, ∆𝑡𝑐𝑣  combines Courant and the viscous terms and ∆𝑡𝐷 is 
based on the thermal diffusion term. 
3.5 Boundary Conditions 
The model utilises dynamic boundary conditions in which the boundaries consist of three layers of 
particles arranged in a staggered position. The boundary particles were created to be fixed fluid 
particles with zero velocity to simulate the solid walls surrounding the studied sample. The 
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conservation equations are calculated for all particles including the boundary and this provides the 
interactions between the moving and the boundary particles. More details can be found in Ref. [61]. 
4. Results and Discussion 
The laser ablation process involves repeated cycles of heating and cooling. For simple cases (without 
ablation or phase change), these heating and cooling processes can be modelled analytically (1-D) 
when the temperature distribution is known to be characterised by an error function [62]. 
Before simulating the laser ablation process using a 3-D model, several steps have to be completed in 
order to validate the results obtained from this model. As mentioned earlier, the SPH interpolation 
procedure has incomplete support at or near a surface which can introduce numerical errors. Firstly, a 
preliminary study was carried out to determine whether or not any kernel corrections were needed at 
the sample surface where the kernel support was incomplete. Secondly, a convergence study was 
performed to specify the required resolution and the time step for the simulation.  
4.1 Kernel Gradient Correction (KGC) 
Using a 1-D SPH model, two test cases were performed to investigate the performance of the SPH 
model by evaluating the errors in the functions’ gradient and the second derivative at the free surface 
for functions encountered in heating. The gradient and the second derivative were calculated for six 
different functions: three polynomial functions (first, second and third order), hyperbolic, logarithmic 
and complementary error functions. Since the temperature distribution for a surface heat source 
follows an error function, this is of particular interest herein.  The ordinary SPH results with no 
corrections were examined and compared to the same cases with the Kernel Gradient Correction 
(KGC) and Schwaiger operator correction. Figure 3 shows the different functions plotted for a 
variable x=[1,5] m, using a particle spacing of 0.25 m, and h=1.5Δx. The main aim of testing various 
functions with/without correction is to observe the SPH model behaviour and sensitivity to 
approximating functions of different orders, especially interpolating the error functions that describe 
the temperature evolution during laser heating of metals. The analytical values of the gradient and 
Laplacian can be easily obtained by differentiating the six functions once and twice respectively. 
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Figure 3 Functions used to validate the kernel truncation correction at the free surface in SPH 
Figure 4 depicts the values of the functions’ gradient across the sample calculated using an 
uncorrected SPH gradient (Equation 10) and a corrected kernel gradient (Equation 15) both 
numerically and analytically. It is pertinent to mention that with h=1.5Δx, the kernel support was 
truncated over three layers of particles starting from each end of the domain corresponding to 2h=3Δx 
distance.  
In order to quantify the error generated during the simulations, the L2 norm error [63], that is used to 
evaluate the discrepancy in the SPH results from the analytical solution, can be calculated as follows: 
𝐿2(Φ) = √∑(Φ𝑠𝑝ℎ − Φ𝑡ℎ𝑒𝑜𝑟𝑦)2
𝑁
𝑖=1
                                                           (33) 
where sph is SPH temperature value, theory is the analytical value and N is the number of particles.  
As expected for the uncorrected SPH, Figure 4 shows that the agreement is satisfactory away from the 
surface, but poor within 2h of the surface where the kernel support is incomplete. Whereas, the kernel 
gradient correction succeeds in compensating for the loss of support at the boundaries and produces a 
very good correlation with the analytical solution for the polynomial and the error functions. This can 
also be seen in Figure 5 which shows that KGC eliminated the error for the linear and quadratic 
functions and reduced the error for the cubic and the error functions significantly. However, the 
influence of KGC on the logarithmic and hyperbolic functions’ gradient was not as significant as on 
the other functions since their numerical and analytical results are still far from each other at the 
boundaries.  
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Figure 4 Kernel gradient Correction (KGC) effect on SPH results at the free ends of the 1-D domain  
Although KGC was not able to eliminate the error for the logarithmic and hyperbolic functions 
entirely, it managed to reproduce the analytical solution for particles located at x = 0.5 m achieving a 
gradient profile in closer agreement with the analytical solution than the one produced without 
correction. 
 
Figure 5 L2 Norm Errors in SPH results for the gradient of different functions with/without Kernel 
Gradient Correction 
Generally, the difference between SPH with/without correction results should clearly appear at each 
end of the computational domain that suffers from a lack of support. However, the values of the 
gradients in some cases (Figure 4 c, d, e and g) tend to zero at one end due to the nature of the 
function, making the results of SPH with/without KGC difficult to distinguish. Therefore, it is 
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sufficient to evaluate the efficiency of the correction method only at one end where the difference in 
the results is evident. 
According to the aforementioned discussion, the kernel gradient correction may be a suitable method 
for correcting the gradients of physical parameters that follow linear or error functions at the free 
surfaces such as thermal heating and cooling during laser processing of metals. 
4.2 Laplacian Operator Correction (Schwaiger correction) 
Since the thermal behaviour is described by a second-order derivative (Equation 1) which in SPH 
requires a combined use of two first-order operators (Equation 27), another test case was conducted to 
examine the effect of the Schwaiger operator with/without the KGC on the second derivative of the 
same functions. Figure 6 and Figurer 7 show the SPH results of the functions’ second derivative 
without and with KGC respectively, while Figure 8 depicts the L2 Norm errors produced in each test 
case. 
 
Figure 6 Effect of Schwaiger operator without KGC on SPH results at the boundaries of the 1-D 
domain 
Figure 6 clearly shows that without KGC, the standard SPH second-order derivative performs poorly 
near a free surface and the Schwaiger operator helps to reduce the error but not eliminate it.  
It can be seen from Figure 8 that Schwaiger operator without KGC has reduced the errors in the 
numerical results by about 10% to 60% for all different functions. However, the second derivative 
correction had less impact on the logarithmic and hyperbolic functions than on the other four 
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functions. This can be attributed to the large difference between d2f/dx2 values in the first and the 
second particles caused by the nature of the functions’ derivatives since they tend to infinity when x 
value tends to zero. This, therefore, makes the drastic change in d2f/dx2 difficult to be captured using 
SPH formulations without further corrections. Moreover, it is already known [59, 60] that the kernel 
gradient correction should be coupled with the Schwaiger operator in order to obtain satisfactory 
results for the second derivative. 
After applying Schwaiger correction with KGC, Figure 7 shows that the second-order derivative 
values improved significantly with a closer agreement with the analytical solution for all functions. 
This can be justified in Figure 8 which shows that the error for the linear function was eliminated and 
the errors were reduced by about 70% to 90% for the quadratic, cubic and the error functions. 
However, less impact on the errors for the logarithmic and hyperbolic functions can be observed with 
only 10% to 15% reduction in comparison with Schwaiger correction without KGC. 
From Figures 6, 7 and 8, it is important to note that this method of correction achieved a very good 
correlation with the analytical solution for the “Erfc” function type that can be used to describe the 
temperature change during laser heating of metals. However, any changes in the formulation of the 
Erfc function given in Figure 7 (g) require an evaluation as to whether or not a Schwaiger correction 
is needed. This comes from the fact that the function formulation has a significant impact on the 
functions behaviour in space and time. The sign of the second-order derivative depends on the 
positive direction of the axis of concern in Figures 6 and 7. However, the bottom end of the substrate 
in the 3-D simulation is supported by the boundary particles limiting the kernel truncation problem to 
the free top surface. The large jump in temperature can be modified by selecting the correct particle 
spacing and time step (which was done in Sec 4.3.2) and the appropriate correction method (KGC, 
Schwaiger) if needed. However, since the surface temperature is effectively specified by the external 
heat source, Q, on particles that would otherwise have required these corrections, this obviates the 
need for corrections. This matter is thoroughly discussed in Sec 4.3.2.” 
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Figure 7 Effect of Schwaiger operator with KGC on SPH results at boundaries of the 1-D domain 
 
Figure 8 L2 Norm Errors in SPH results for the second derivative of different functions with/without 
correction 
To conclude, the combination of the KGC and Schwaiger corrections was able to correct the errors 
caused by the truncated support at the domain borders for the gradient and Laplacian of the studied 
functions respectively. However, for non-linear functions such as hyperbolic and logarithmic 
functions both correction methods were only able to reduce the deviation at the boundaries without 
matching the analytical solution. Nevertheless, these methods are essential for correcting the gradient 
and the second derivatives of the polynomial and the error functions.  
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Therefore, it is recommended in SPH modelling to take into account the nature of the functions that 
describe the physical phenomena, especially when modelling free surfaces at which the kernel support 
is incomplete. 
4.3 Transient Heat Transfer Test Cases 
4.3.1 Numerical setup. 
In this work, a 3-D SPH model of 20 x 20 x 200 µm3 was created with 0.2 µm spacing and a free 
surface on the top to simulate pulsed laser ablation of aluminium and its alloys (see Figure 1). At the 
beginning of the simulation, the sample was assumed to be at room temperature. The model was 
created using a modified SPHysics [55] serial code and was run using an Intel® Core i7 CPU (3.4 
GHz) with 8 GB RAM on an Ubuntu 14.4 LTS operating system.  
Additionally, a 1-D SPH code was compiled using Matlab 2014a and the numerical results were 
compared with the analytical solution of the 1-D heat transfer partial differential equation (PDE). The 
1-D analytical solution of the heat conduction PDE for multi-pulses is given in Appendix A.  
The pulsed laser was simulated during the validation studies using 100 ns pulse duration (laser-ON), 
100 ns relaxation time (laser-OFF) and a 9.6 x 1011 W/m2 laser intensity. Two different reflectivity 
values were selected to cover the different surface conditions that may be encountered when ablating 
aluminium alloys. Pure aluminium or polished aluminium alloys surfaces have a very high reflectivity 
of about 95%, while oxidised, contaminated or coated aluminium surfaces have lower reflectivity 
reaching up to 75% [3]. The thermo-physical properties of the base material are listed in Table 1 and 
are assumed to be temperature-independent during the simulations. 
Table 1 Aluminium alloy AA6014 thermo-physical properties [64] 
Density 
ρ [kg/m3] 
Surface Optical 
Reflectivity 
R [%] 
Thermal 
diffusivity 
D [m2/s] 
Initial 
Temperature 
[⁰K] 
Thermal Conductivity 
k [W/m.⁰K] 
Specific Heat 
Cp [J/kg] 
Emissivity 
2705 75% and 95% 6.89 x 10-5 300 167 896 0.09 
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Figure 9 SPH computational domain (not to scale) 
4.3.2 Convergence Studies. 
In laser-metallic interactions, the laser beam can only act on the metallic surface and the heat 
dissipates into the sample to the lower layers by heat conduction. The laser removes, melts or 
evaporates the material from the surface. Accordingly, gaining the correct temperature values at the 
surface is essential in understanding the laser thermal ablation processes. With the results for different 
functions in section 4.2, a test case was conducted to examine the temperature values at the surface of 
a metallic sample where the laser beam heating is active over typical pulse duration of 100 ns. 
As mentioned previously in sections 4.1 and 4.2, the effect of corrections is dependent on the type and 
the behaviour of the function being evaluated at the surface. The error function that was used in 
sections 4.1 and 4.2 was only a function of x and did not vary with time. Therefore, error function 
cases that are dependent on variables including time will show a different response to the truncation 
of the kernel at the surface and hence their values should also be evaluated against the corresponding 
analytical solution through new test cases.  
The investigation in Section 4.2 showed that both kernel gradient correction and the Schwaiger 
correction are necessary to obtain satisfactory agreement with the analytical result for typical 
functions describing heat transfer, for example in the form of a complementary error function. For 
surface laser application, since the surface temperature is effectively specified by the external heat 
source, Q, on particles that would otherwise have required these corrections, this obviates the need for 
both the kernel gradient and Schwaiger corrections. Moreover, Figures 6a, b, d and g show that the 
second layer of particles has errors, but when the temperature of the surface particles is determined by 
Z 
Y 
X 
200 μm 
20 μm 
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the applied laser, the error at the second layer of particles is also reduced as will be demonstrated in 
the temperature profiles presented in section 4.3.3.3). For the analytical cases presented herein for 
pulsed lasers with heat loss, during the very short laser-off period (100 ns), the surface particles 
transfer heat to interior particles only which do not require the corrections. This case is different from 
the internal (volume) heating in which the heat diffuses from the inside of the domain towards the free 
surface at which the thermal boundary conditions and the kernel support will be the main factor to 
determine the temperature values.  As a result, no corrections are applied in the laser ablation model. 
The particles were kept stationary during the simulation to observe the heat transfer behaviour of the 
solid particles and the temperature produced at the surface. It should be noted that the model 
dimensions were selected to enhance the heat flow in one direction (z-direction) in order for the 
results to be validated with a separate SPH 1-D code results. A 3-D model will represent an 
aluminium rod being heated at one end and will be referred to as “quasi 1-D” model. After validation, 
the dimensions will be changed to reflect the 3-D aspects of the problems in the real applications as 
will be presented in the “laser ablation model” section of this paper.  
First, two convergence studies were conducted to determine the correct resolution (particles’ spacing) 
and the time step. To determine the initial particles’ spacing, an initial value of 5 ns for the time step 
was selected to calculate the thermal penetration caused by pulsed laser heating of the surface: 
𝑧 =  √𝐷.  𝑡𝑝 = √0.689× 10−4 ×5 ×10−9 ≈  0.6 𝜇𝑚                                    (34) 
where D is thermal diffusivity, tp is laser pulse duration and z is thermal penetration depth.  
Equation (34) shows that the heat wave will travel 0.6 µm inside the sample within 5 ns of the heating 
time. Hence, a value of 1 µm (that is larger than 0.6 µm) was chosen as an initial particle spacing to 
start the convergence study for the selected model. The initial value of 1µm was selected to be of the 
same order of the calculated thermal penetration depth and to generate an integer number of particles 
(20 particles) along the smallest dimension in the computational domain, namely 20µm. To examine 
numerical convergence, three different resolutions were used: 1µm, 0.5µm and 0.25µm respectively.  
Figure 10 shows the temperature evolution on the top surface using three different resolutions for a 
single-pulse laser ablation, and using the analytical solution as given in Appendix A. It is important to 
note that some of the literature on pulsed laser beam heating used these equations to describe the 
temperature during multi-pulses heating by only replacing T0 with the temperature value from the 
preceding pulse. This treatment is incorrect due to the different boundary conditions associated with 
equations (A.1) and (A.2) which are different from the conditions applied in multi-pulses heating i.e. 
the temperature profile across the sample after the first pulse is not identical to the constant 
temperature distribution across the sample at the beginning of the process. Therefore, the temperature 
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increase produced by each laser pulse should count for all preceding heating and cooling cycles of the 
preceding pulses. Hence, the number of heating and cooling terms in the previous equations will 
change accordingly for each pulse.  
 
 
Figure 10 Surface temperature using different particles spacing for single Laser pulse tp=100 ns.  
It can be seen from Figure 10 that reducing the particle spacing from 1 µm to 0.25 µm led to smaller 
deviations of the SPH results with the analytical solution. This can be attributed to the increase in the 
number of particles within the thermal penetration depth (3 particles at 0.25 µm spacing). Herein, to 
quantify the rate of convergence, the errors are quantified using the L2 error norm since a uniform 
particle refinement ratio is used. 
Figure 11 shows that reducing the spacing from 1 µm to 0.25 µm decreased the error in temperature 
by approximately 85% from 20 K to only 3 K. Moreover, plotting the L2 error norm in Figure 11 
indicates a first order convergence which is consistent with the order of convergence calculated using 
the expression suggested by Roache [65] for a three-resolution system with constant refinement ratio 
(r):  
𝑃 =
𝑙𝑜𝑔 (
𝑓3 − 𝑓2
𝑓2 − 𝑓1
)
log(𝑟)
=   1.12                                                                   (35) 
where  f3, f2, and f1 are the values of the temperature using the finest resolution to coarsest resolution. 
Taking into account the exact temperature values and the numerical results for the finest resolution, 
the relative error and the Grid Convergence Index (GCI) for this case can be calculated from:  
𝜀 =  
𝑓1 − 𝑓𝑒𝑥𝑎𝑐𝑡
𝑓𝑒𝑥𝑎𝑐𝑡
= −0.0086                                                                 (36) 
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𝐺𝐶𝐼21 = 𝐹𝑠
|𝜀|
(𝑟𝑃 − 1)
=  0.019                                                               (37) 
where Fs is a safety factor taken as “1.25” and is based on experience by applying GCI in different 
applications [66]. 
The value of GCI indicates that the SPH results lie within a 1.9% deviation band from the exact 
solution with a 95% confidence level. 
 
Figure 11 L2 Norm Error for SPH results at different resolutions  
In order to obtain good simulation results over time, the time step should be selected to capture all 
parameters’ changes during the simulation, without increasing the CPU time at no gain. It can be seen 
from the analytical solution in Figure 10 that the temperature changes sharply at the beginning of the 
heating and cooling phases by about 150-200 K within 3-4 nanoseconds i.e. about 50 K/ns. Using the 
material properties and the numerical parameters, the set of equations (32) show that the largest time 
step to be used in the simulation should be 0.9 ns in order to capture the sharp change in temperature. 
Figure 12 shows that the use of 0.5 ns time step with CFL number of 0.1 enables the simulation to 
capture the drastic change in the surface temperature, especially at the beginning of both the heating 
and the cooling phases. However, the selection of longer time steps such as 1 ns and 5 ns destabilises 
the simulation and terminates it at the beginning. 
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Figure 12 Effect of time step in SPH modelling using the step-predictor corrector time scheme  
4.3.3 Pulsed Laser Transient Heating. 
4.3.3.1 Single Heating and Cooling Cycle. 
The ability of SPH to predict the cooling effect once the heat source is removed was assessed by 
simulating a single pulse of 100 ns duration and a relaxation time up to 8 µs as illustrated in Figure 
13. These temporal values correspond to a 20 kHz pulse frequency, which is commonly used in laser 
ablation processes as will be demonstrated in the following sections. The 3-D model predicted the 
heating and cooling of the aluminium sample precisely over time after the surface temperature 
reached more than 4500 K at the end of the pulse. It is pertinent to mention that laser pulses heat and 
cool the material rapidly as shown in Figure 13 in which the temperature dropped to less than the 
melting point within less than 2 µs. As will be discussed in the following sections, rapid heating and 
cooling are very beneficial in metal laser ablation because it leads to a smaller heat affected zone 
HAZ and less distortions.  
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Figure 13 Single Laser pulse of 100 ns and 75% surface reflectivity on the aluminium target using the 
3-D SPH code. 
4.3.3.2 Multiple Heating and Cooling Cycles: Surface Temperature. 
A second stage of validating the SPH model is to make a comparison between the temperature 
evolution over time between the 1-D and the quasi-1D models comparing with an analytical solution 
for cyclic heating. Figure 14 shows the surface temperature change due to pulsed laser heating using 
two reflectivity values (a) 95%, and (b) 75%, in which equal heating and relaxation periods were 
selected to observe the effect of multiple pulses within a short time of laser heating. The correct 
temperature distribution during the frequent pulses heating will generate the correct crater depth, 
ejected material’s characteristics and its behaviour.  
    
(a)                 (b) 
Figure 14 SPH modelling of three consecutive laser pulses of 100 ns pulse duration and 100 ns 
relaxation time (a) 95% surface reflectivity (b) 75% surface reflectivity 
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From Figure 14, the 1-D model predicts the surface temperature with only 0.8% error for both high 
and low reflectivity, while the 3-D model showed a slight deviation from the theory by about 2.5% in 
the peak temperature at the end of each heating stage. This small difference between the two models 
can be attributed to the existence of the dynamic boundary (DB) particles on the sides of the 
computational domain in the 3-D model. These particles were kept at the room temperature as would 
occur in the real applications since this model will be later modified to simulate the laser ablation 
process. These boundary particles slightly cool the adjacent particles by conduction causing the 
surface temperature to drop by about 2.5% in comparison with the analytical value. The DB particles 
existence is very important to imitate the solid aluminium medium that surrounds either molten or 
vaporised matter that will be seen in the proceeding sections of this paper. Although some of the 
accuracy is sacrificed by introducing the DB particles, their physical significance justifies the need for 
them. 
4.3.3.3 Multiple Heating and Cooling Cycles: Temperature Distributions. 
Figure 15 shows (a) the temporal variation in temperature at different depths from the sample surface, 
and (b) the temperature profile across the sample over time. Additionally, Figure 16 (a) and (b) plot 
the time derivative of temperature, dT/dt (that is the heating or cooling rates), at the surface and at 
different depths respectively. During all heating phases in Figure 15 (a), it is evident that the surface 
temperature climbs rapidly to more than 800oK within 20-40 ns at the beginning of the pulse, which 
corresponds to a very high heating rate (~6x1010 K/s) distinguished by the positive value shown in 
Figure 16 (a). At the start of the pulse, an instant high value of the heating rate appears immediately 
due to the instant application of the laser pulse. After each occasion that the laser is turned off, the 
heating rate reduces over time due to the heat being conducted to the lower layers (shown at depths of 
5 μm and 7 μm in Figure 15(a)) whose temperatures gradually increase, reducing the difference in the 
surface temperature.  
            
Figure 15 Temperature history during laser heating (a) Temperature variation over time (b) 
Temperature profile across the sample 
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Figure 16 Heating/Cooling rates at the surface during three consecutive laser pulses 
At the beginning of the cooling phases (t = 100, 300, 500, … ns), dT/dt becomes instantaneously 
negative indicating that only cooling is taking place at the surface and therefore the surface of the 
sample is transferring the heat rapidly to the lower layers without gaining or losing heat from or to 
any external sources. The cooling rate then reduces with time since the lower layers’ temperature is 
tending to the surface temperature to achieve thermal equilibrium. This is very clear from Figure 16 
(a) where dT/dt is tending to zero at the end of each cooling phase (at 200 ns and 400 ns) and in 
Figure 15 (a) the temperature at 2 µm depth is tending towards the temperature of the surface. 
Moreover, it should be recognised that the peak temperature at 2 µm, 5 µm, and 7 µm are delayed 
relative the surface temperature by time shifts of 10-60 ns as shown in Figure 15 (a). This is due to the 
time needed for the heat wave to propagate into the sample body, which is dependent on the thermal 
conductivity and other thermal properties of the base material. Additionally, this peak also depends on 
the depth at which the temperature is calculated, i.e. the deeper the layer the greater the time by which 
the peak is shifted.  
4.4 Laser Ablation Model 
With the satisfactory agreement of the SPH solution with a 1-D analytical solution, the model is now 
applied to laser ablation cases. In order to evaluate the performance of the SPH model for laser 
ablation prediction, different test results were compared against published data on laser ablation of 
aluminium. To simulate the material ablation, the boiling temperature of aluminium (2730 oK) was set 
as a thermal criterion to eject the SPH particles from the surface (equation 27) assuming that a small 
portion of the heat delivered by the laser is being wasted due to convection and radiation. It is 
important to mention that the fluences used in those studies lies within the low to medium fluence 
ranges in comparison with the high regime (order of 103 J/cm2) in which the phase explosion1 [67] is 
the predominant mechanism in the process. The surface temperature at high fluences may exceed the 
                                                           
1 Phase explosion occurs when the material’s temperature exceeds the thermodynamic critical temperature Ttc and a large 
amount of nuclei starts to form at a homogenous rate in a very short time 
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critical temperature for aluminium (~8000 K [68]), at which the vapour phase volume breaks down 
and starts interacting with the incident laser beam. This range of fluences is beyond the scope of this 
paper.  
It can be noted that the ablated surface approximates the shape of a flat plane following the same 
spatial distribution of the laser pulse (Top-Hat). If a Gaussian pulse is used, a more bell-like shape can 
be seen (see Figure 17) due to the concentrated energy at the centre rather than at the circumference. 
4.4.1 Ablation depth. 
The process parameters used in Lutey’s et al. [69] experimental work were introduced into the SPH 
model as given in Table 2. Running the simulation for 15 ns using 0.2 µm particle spacing, Figure 18 
shows the temporal progression of the ejected material as well as the temperature profile across the 
sample within the active beam zone. It is pertinent to mention that a Top-Hat beam profile and a 
square laser pulse were used during the simulation to reproduce the experimental conditions.  
Table 2 Material properties and process parameters used in the SPH model 
Material 
Density 
ρ 
[kg/m3] 
Initial 
Temperature 
[⁰K] 
Thermal 
Conductivity 
[W/m.⁰K] 
Specific 
Heat 
 [J/kg] 
Pulse 
duration 
[ns] 
Fluence 
[J/cm2] 
Repetition 
rate 
[kHz] 
Simulation 
timestep 
[ns] 
Aluminium 2705 300 167 896 10 10 30 0.05 
The laser pulse was activated instantly at the beginning of the simulation and was deactivated at 10 ns 
leaving the top surface to cool naturally due to the conducted heat to the rest of the bulk material. Due 
to the very high irradiance (1 GW/cm2) acting on the top surface, the temperature of the surface 
exceeded the boiling temperature of aluminium within only 1 ns, reaching about 3744 K. 
 
Figure 17 Spatial distribution of the Laser intensity as a function of time 
Once the surface particles are ejected in reality, they lose the interaction with the laser beam (apart 
from particle scattering) allowing the laser to heat up the newly exposed layer. Therefore, it is 
assumed that there will be no interaction with the laser beam once particles abandon the surface. 
Hoffman and Szymasnki [70] calculated the optical penetration for different metallic vapours at 
different temperatures. For aluminium vapour with a temperature less than 4000 K, the calculated 
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absorption coefficient was about 410-2 m-1 which corresponds to 25 nm optical penetration at 10 µm 
laser wavelength. For shorter wavelengths such as 1.064 µm, the optical penetration will be even 
higher. Using the calculated optical penetration, the aluminium vapour at distances 2h=610-7 m from 
the surface will absorb only 2.410-6 % of the incident laser beam intensity while the rest will be 
delivered to the sample’s surface. This negligible value clearly justifies the aforementioned 
assumption. 
Therefore, the particles-beam interactions were ignored in this simulation to allow the heating of the 
underlying layers. By comparing the snapshots at t = 8 ns and t = 10 ns, the bottom layer showed a 
higher temperature which can be clearly seen in a darker red colour after the preceding layer had left 
the surface. At the end of the pulse, the surface temperature drops gradually over time until a second 
pulse starts again and the heating cycle is repeated. 
   
            
 
 
Figure 18 3-D view of the ablated surface showing the temperature evolution and phase change with 
time. Particles are ejected within 1.5 ns time (single shot at 10 J/cm2 and 10 ns pulse duration). 
      t=0.5 ns  t= 1.5 ns                          t= 2.5 ns      t= 3.5 ns 
  t= 5.5 ns                 t= 8 ns             t= 10 ns            t= 14 ns 
Tm=925 K Tb=2730 K Solid Liquid Vapour 
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In order to determine the ablation depth, a vertical slice in the Z-Y plane of thickness 2∆x is shown in 
Figure 19 to display the ablation depth. The surface particles were ejected within 1.5 ns when their 
temperature exceeded the boiling threshold leaving a 0.2 µm crater at the top surface. Once the 
particles become distant from the surface (∇.r is greater than 2.4), the heating of the next layer begins 
until reaching the boiling temperature where the ejection process is repeated. The particles located at 
the inclined edges are ejected normal to the inclined surface reproducing a similar behaviour to that 
observed in the real experiments [71]. As mentioned previously in section 3.3, a criterion of (∇.r < 
2.4) is used to identify the surface particles and the vapour velocity components are calculated 
according to the normal vector components in all three directions.  
At the end of the pulse and when the free surface starts to cool towards the ambient temperature, the 
taper effect that is usually associated with the ablation process becomes evident at each edge of the 
crater, leaving a concave shape on the surface.  
 
 
 
Figure 19 Cross section of the aluminium sample showing the ablation with taper effect (using single 
shot at 10 J/cm2 and 10 ns pulse duration) 
  t=0.5 ns  t= 1.5 ns           t= 3.5 ns           t= 5.5 ns 
  t= 8 ns                 t= 8.5 ns          t= 10 ns           t= 14 ns 
Tm=925 K Tb=2730 K 
Solid Liquid Vapour 
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The ablation depth predicted by the SPH simulation was found to be “0.6 µm”, which correlates 
satisfactorily with the reported value by Lutey et al., namely “0.8 µm”. The small discrepancy can be 
due to the different conditions of the actual sample which have not been explained by the authors in 
comparison with the conditions assumed in the SPH model. In reality, most aluminium surfaces suffer 
from oxidation. This oxidation phenomenon; however, was not taken into consideration in the SPH 
model. Moreover, the surface topography (roughness) of the actual sample may promote more laser 
absorbance than the flat surface assumed in the model. 
4.4.2 Temperature and Vapour Pressure. 
To track the change in the thermo-physical quantities with time, an SPH particle at the centre of the 
free surface was selected to plot its temperature evolution with time until it loses its connection with 
the surface. Within region I in Figure 20, the particle’s temperature increases gradually with time and 
the heat generated by the laser is transferred into the bulk material due to conduction. The temperature 
then exceeds the melting point at about t= 150 ps and the boiling temperature at t= 1 ns where region 
II starts.  
In the second region, the particle starts to gain velocity due to the recoil pressure that pushes the 
vapour particle away from the surface. Considering the small time step (50 ps) at which all the 
physical quantities and the particles’ coordinates are being calculated, the particle during phase II 
travels a very small distance within which the particle is still considered as part of the surface. 
Therefore, despite the fact that the particle starts to leave the surface at this stage, the particle still 
belongs to the surface and hence it receives more energy from the laser beam until it abandons the 
surface completely. This is also consistent with the condition (∇.r < 2.4) that is used to identify 
surface particles. 
After losing the connection with the lower layers, the particle’s temperature begins to decrease as it 
becomes transparent to the laser light (see Figure 19 at t = 1.5 ns). Additionally, the particle gives up 
some of its heat to the adjacent particles until it becomes isolated along with ejected particles of the 
same temperature, and this is when the temperature stabilises with time as shown in region III. This 
happens because the temperature gradient for a particle surrounded by particles of the same 
temperature will equal to zero and no heat exchange will take place between those particles. 
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Figure 20 Temperature change with time for a surface particle obtained by SPH model (Region I: 
conduction heating, Region II: further heating, Region III: partial cooling after ejection) 
The temperature profile is very important since it controls the ejection process and the vapour 
pressure associated with it. The vapour pressure values can be calculated using equation (5) with the 
following parametric values: Patm= 101.325 x 103 [Pa], Lv= 10.53 x106 [J/kg], R= 308.17 [J/K.Kg]. 
Figure 21 depicts the recoil pressure values with temperature in the range between the boiling point, at 
which the vapour begins to form, and the maximum temperature obtained in the simulation’s results. 
The depicted values were calculated using equation (5) according to the particle’s temperature. The 
high recoil pressure values which reached up to 35 bar indicate that the erupted vapour is capable of 
leaving the surface without any help by the assist gases that are usually necessary for laser cutting and 
drilling processes. In the ablation processes (especially laser cleaning), a fume extraction unit is 
typically used to remove the ablated material so that it does not fall back to the adjacent 
cleaned/ablated surfaces; thus, the extraction effect does not contribute to the material ejection during 
the process but only to keep the vapour away from the substrate. 
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Figure 21 SPH values of vapour pressure for surface particles a function of temperature 
4.4.3 Vapour Velocity. 
As mentioned in Section 1, finite element (FE) simulations of laser drilling, cutting, and ablation are 
unable to produce information on the ejected material, its behaviour and its interaction with the 
surrounding environment. Deleting the elements whose temperatures exceed the boiling point will not 
count for the interaction between the expelled particles and the solid walls of the crater, which may 
result in an inaccurate prediction of the process outcome. However, the Lagrangian nature of SPH 
makes it possible for predicting the non-linear behaviour of the physical quantities that belong to a 
particle wherever it travels within the domain of study. 
Previous works on laser cutting/drilling calculated the recoil pressure using the Clausius-Clapeyron, 
which was then fed into the melt ejection velocity that was derived from Bernoulli’s equation after a 
number of simplifying assumptions. Although the melt ejection velocity should be only assigned to 
the molten ejected material, the calculated values were assigned to all ejected particles regardless their 
temperature and phase type. Moreover, some authors [27] claimed that the recoil pressure effect 
becomes predominant in laser cutting due to the vapour particles build-up in the kerf; despite that, 
Bernoulli’s equation was still being used to describe the vapour velocity although it is not the correct 
formulation to be used in such cases. This produces inaccurate results in the ejected material 
behaviour and velocity since the vapour velocity can be one or two orders of magnitude larger than 
the velocity calculated using Bernoulli’s equation.  
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(a) (b)   (c)   (d)  
 
Figure 22 Vapour velocity vectors at the workpiece surface (a) 3-D view at 2 ns (b) half-section to be 
considered in the following subfigures (c) cross section B-B at 1 ns (d) cross section B-B at 3.0 ns 
Figure 22 (a) shows the velocity vectors of the vapour particles after reaching the boiling point and 
how the vectors are normal to the top surface of a magnitude of about 380 m/s. In order to have a 
clearer view of the velocity vectors, a small section of the studied domain was isolated and projected 
on the front plane as shown in Figure 22 (b, c and d). 
Due to the slight decrease in the particles’ temperature at the edges of the domain, these particles will  
have slightly lower speed than those closer to the centre and their speed vectors will be slightly 
inclined outwards as shown in Figure 22 (b and c). Consistent with the normal-to-surface condition, 
particles that belong to the tapered surfaces will have their velocity vector inclined towards the inside 
of the domain as seen in Figure 22 (b).  
Once the particle is ejected and becomes transparent to the beam, its temperature decreases 
significantly causing its velocity to drop, hence the ejected material will accumulate close to the 
surface and block any new material from being removed. This has been resolved by specifying that all 
ejected particles maintain a constant speed until the end of the simulation or leaving the domain. This 
serves two purposes: firstly, this will prevent the aggregation of removed particles above the surface 
and continues to allow the direct line of action of the laser onto the lower particles to be heated and 
removed. Secondly, this condition realistically resembles the vacuum effect in the real application 
which sucks all removed material away from the ablated surface. 
Figure 23 depicts the evolution of velocity of a surface particle with time. It can be seen that at 1 ns 
(in Region II) the particle’s temperature passes through the boiling point and the particle starts to gain 
Half-section 
 B-B 
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a speed of about 380 m/s. This velocity increases gradually with the rising temperature in Region III 
to reach up to 450 m/s at the end of this stage. Afterwards, the particle leaves the surface completely 
and maintains its velocity during the rest of the simulation time (Region IV). 
 
Figure 23 SPH results for the ejected particles’ velocity with time (Region I: stationary state, Region 
II: instant ejection, Region III: velocity change with temperature, Region IV: stable speed) 
According to Tam et al. [72], the particle can be ejected without melting the surface if it has an 
ejection acceleration greater than (1010 cm/s2), that is much greater than gravitational acceleration. 
Taking the average increase in velocity during phase III over one time step, the SPH particles’ 
acceleration will be about 1.4x1011 m/s2, which is greater than the threshold given by Tam et al. 
experimentally. 
Due to the lack of experimental data on the vapour velocity of aluminium during laser ablation, the 
very few modelling results reported in the literature can be considered for comparison. Hamadi et al. 
[73] created a finite volume model using “Fluent” code to estimate the vapour velocity of aluminium 
when ablated with nanosecond UV laser beam. It was assumed that the ambient pressure is 102 Pa and 
the aluminium target was irradiated with a 25 ns pulse. Their results showed that the maximum 
particle velocity was about 1110 m/s at the centre of the ablated area, and it reduces to 167 m/s away 
from the centre, with an average speed of about 640 m/s. This average value is in good agreement 
with the SPH results obtained from this work taking into consideration the different boundary 
conditions of the two models. Moreover, the authors indicated that the vapour velocity reduces when 
the ambient pressure increases, and taking into account that the ambient pressure in this work is 105 
Pa, the SPH particles velocity is then expected to be lower than the value reported by Hamadi et al.  
Rajendran et al. [74] studied a similar test case using a numerical model based on the kinetic 
description of the Knudsen layer. Their numerical results, which according to the authors showed a 
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good agreement with other analytical models, showed that the maximum velocity reached up to 750 
m/s after 15 ns at the surface of the target. These values indicate that SPH prediction of the vapour 
velocity lies within a satisfactory range of values for the considered model and material.  
4.4.4 Further Validation of Laser Ablation Depth. 
After considering one set of parameters to validate the SPH model, a wider range of fluences and 
pulse durations are tested to further validate the behaviour of the proposed model. 
Lutey et al. [69] conducted experiments using nanosecond laser with 10 ns pulse duration, 30 kHz 
repetition rate and beam fluence of 4-20 J/cm2. A so-called “unidimensional” numerical model was 
created to predict the ablation depth of the studied aluminium sheet. Figure 24 shows a good 
agreement in the predicted ablation depth between the SPH results, the experimental and numerical 
data by Lutey et al. at different fluence values, achieving about 1.0-1.2 µm/pulse at 20 J/cm2. 
 
Figure 24 Ablation depths at different fluences 4-23 J/cm2 using 10 ns pulse with 30 kHz repetition 
rate. SPH results are compared with experimental and numerical values reported in Lutey et al.  
From Figure 24, the difference between the SPH modelling results and Lutey’s numerical data can be 
attributed to the fact that their unidimensional model only calculates the heat conduction in one 
direction without taking the heat losses into account, while the 3-D nature of the SPH model accounts 
for the heat flow in the other two directions of the domain and for the convection and radiation losses 
at the sample’s free surface. The discrepancy between the experimental and the simulation results can 
be explained by the fact that the experimental values of the ablation depth per pulse were taken as the 
average of the total depth over the aggregate number of pulses. Additionally, the deep ablated surfaces 
during the experiments enhance the internal reflection of the laser beam on the side walls of the hole 
36 
 
and promote more absorption of the beam in comparison with the single-shot ablation achieved in the 
simulation. Furthermore, the surface conditions of the sample during the experiments may differ from 
those in the simulation since there was no mentioning of such information by the authors. For 
instance, oxidation layers usually form on the free surface of aluminium and their low thermal 
conductivity (35 W/mK) and the greater density (3750 kg/m3) makes it more difficult to be ablated in 
comparison with pure aluminium.  
(a)  
(b)  
Figure 25 SPH results of Ablation depth compared to literature experimental and numerical data at 
different fluences 4-23 J/cm2 using 6 ns pulse. 
Figure 25 (a) shows a different case created using shorter pulse durations of 6 ns and laser fluences 
10-25 J/cm2 on an aluminium target. In this case, the SPH results were compared with both 
experimental and numerical data from different sources [71, 75]. As mentioned previously, all 
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experimental data are averaged over the total number of pulses (400 pulses in this case) in order to 
obtain the ablation depth per pulse.  
In Figure 25 (a), a good correlation between the SPH prediction and the reported data can be noted 
with a linear increase of the ablation depth with the energy density. Despite that, the experimental 
work has reported higher ablation rates compared to the simulations over the studied fluence regime. 
This can be attributed to the so-called “incubation effect” that takes place during multi-pulses laser 
ablation as well as the different surface conditions on the actual samples [76].  
The same SPH results also achieved a good correlation with the ablation rates predicted by a 
numerical model [77] of supercritical ablation with an optical breakdown in the volume of the vapour 
phase (see Figure 25 b). This model was different from the previous numerical models as it includes 
the interaction between the laser radiation and the gas phase produced when the vapour temperature 
exceeds the critical temperature of aluminium. 
The good agreement with both the experimental work and the different simulation models indicates 
that the thermal ablation mechanism can be applied successfully to predict the ablation depth in the 
low to medium fluence range, and the SPH model was able to not only predict the ablation depth but 
also to give an insight into the vapour phase and its characteristics.  
5. Conclusions 
A 3-D SPH model has been presented to predict the characteristics of the laser ablation process after 
evaluating the heat conduction behaviour in such processes, as well as the need and the sensitivity of 
the smoothing kernel correction at the free surfaces in SPH modelling. According to the results 
reported in this work, the following conclusions can be drawn: 
• The proposed model in this paper showed an excellent agreement with the analytical solution 
using different levels of power intensity and surface reflectivity and produced credible 
temperature values which were then utilised in laser ablation simulation. 
• KGC and Schwaiger correction were able to correct the deviation caused by the truncated 
support at the domain borders for the gradient and Laplacian of the studied functions 
respectively. However, for non-linear functions such as hyperbolic and logarithmic functions 
both correction methods were only able to reduce the deviation at the boundaries without 
matching the analytical solution. 
• SPH predictions of the ablation depth for different process parameters were in a good 
agreement with both experimental and numerical data reported in the literature. Unlike other 
mesh-based methods in which no information can be provided on the ejected material, the 
SPH model was not only able to provide the temperature and velocity of the ejected particles, 
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but also the effect of the interaction between them as well as the direction and the pattern of 
the ejection.  
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Appendix 
The free surface on the top of the specimen in the SPH model simulates the adiabatic condition in 
which no heat exchange occurs due to convection or radiation with the surrounding. Hence, pure heat 
conduction behaviour of the SPH particles can be observed and compared to the 1-D analytical 
solution of the heat conduction PDE. Assuming that the material is initially at the room temperature 
300oK when t=0 and that the temperature at z=∞ at t>0 is kept at the room temperature, the heating 
and cooling phases for a single laser pulse can be described using the following equations [62]: 
𝑇(𝑧, 𝑡)|𝑡<𝑡𝑝 = 𝑇0 + 
2 𝐼0 (1 − 𝑅)
𝑘
  √𝐷. 𝑡  (𝑖𝑒𝑟𝑓𝑐 [
𝑧
2√𝐷. 𝑡
])                                      (𝐴. 1) 
𝑇(𝑧, 𝑡)|𝑡>𝑡𝑝 = 𝑇0 + 
2 𝐼0 (1 − 𝑅)
𝑘
   (√𝐷. 𝑡  𝑖𝑒𝑟𝑓𝑐 [
𝑧
2√𝐷. 𝑡
] − √𝐷. (𝑡 − 𝑡𝑝)  𝑖𝑒𝑟𝑓𝑐 [
𝑧
2√𝐷. (𝑡 − 𝑡𝑝)
])     (𝐴. 2) 
where z is the depth at which the temperature is calculated, T0 is the initial temperature, I0 is the Laser 
intensity, R is the surface reflectivity, tp is the pulse duration, and t is time. 
If the laser beam diameter is of the same order of the thermal penetration given by (z . D)0.5, then the 
heat conduction in the radial direction should be taken into account and the beam diameter a should 
be included in the analytical solution. Otherwise, the terms containing the parameter a should be 
ignored.  
Taking into account the aforementioned notes, a corrected form of the analytical solution produced by 
Nath et al. [62] is now applied as two sets of equations to describe the heating and the cooling phases.  
During the heating phase (laser-ON), the temperature at depth z is given by: 
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𝑇(𝑧, 𝑡)|𝑡<𝑡𝑝 = 𝑇0 + 
2 𝐼0 (1 − 𝑅)√𝐷
𝑘
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                                                      (𝐴. 3) 
where a is the beam diameter, N is the total number of pulses, n is the pulse number, tp is the pulse 
duration and tr is the relaxation time. During the cooling phase (laser-OFF), the temperature at z depth 
is given by: 
𝑇(𝑧, 𝑡)|𝑡>𝑡𝑝 = 𝑇0 + 
2 𝐼0 (1 − 𝑅)√𝐷
𝑘
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