INTRODUCTION
The region upstream of comets has received much observational and theoretical attention ever since spacecraft instrumentation at comets Giacobini-Zinner and Halley detected large-amplitude low-frequency fluctuations in the magnetic field amplitude [Smith et al., 1986 (1) spectra [Richardson et al., 1987] in the upstream region of the comet Oiacobini-Zinner lies well below that necessary for nonlinear effects [Terasawa, 1989] . However, it has been recently recognized that the second-order Fermi mechanism alone may have difficulties in explaining the observed acceleration of implanted heavy cometary ions to energies exceeding -250 keV [Gombosi, 1988; Ip, 1988] . A modified scenario has been described by Gombosi et al. [1989] . In this model the second-order Fermi mechanism accelerates ions to moderate energies in the cometar), upstream region, and then in the foreshock region the superthermal implanted ions are further energized by a diffusive-compressive shock acceleration, i.e., first-order Fermi acceleration.
Some acceleration theories [Gombosi, 1988; To address these issues, we have used the simulation model of Gary et al. [ , 1988 Gary et al. [ , 1989 ] with improved diagnostics. We consider one set of parameters, varying only the injection angle 0t, to study in more detail the properties of the waves that are generated. Specifically, we look at three cases: 0t = 0% representative of the quasi-parallel regime; 0t = 90 ø, representative of the quasi-perpendicular regime; and 0t = 60 ø, a transitional case that includes aspects of both regimes. We separate the magnetic field fluctuations into individual Fourier modes and (positive/negative) helicity components to determine the directional properties, wave polarizations, and mode types. Furthermore, we calculate the fraction of wave energy propagating away from the comet (TI) in order to make contact with the particle acceleration theories.
We begin in section 2 of this paper with a brief review of the simulation model, a discussion of the technique for determining the directional parameter, T I, and the decomposition of the magnetic field spectra into helical modes. In section 3 the results for the three cases are presented, while in section 4 we summarize our principal f'mdings and discuss the consequences for both observations as well as particle acceleration mechanisms.
BACKOROUlqD

Simulation Method
The hybrid simulation code used in this paper and in earlier is used to compute '}'ij and •ij, and hence •1.
Helical Decomposition: Positive and Negative Helicity
The fluctuating magnetic field spectra can be decomposed into helical components, i.e., the sense of rotation of the wave in space . Following Terasawa et al. [1986] , the data can be expanded into Fourier series, left-hand-polarized wave propagates toward increasing x and the right-hand-polarized wave propagates toward decreasing x in the plasma frame: these waves correspond to the Alfverffion cyclotron and magnetosonic/whistler branches. In the presence of a weak component of pickup ions, these modes can become unstable but basically retain their fundamental wave characteristics. 
SIMULATION RESULTS
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a = 90 ø
As the injection angle is increased from 0 ø to 90 ø, the physics moves from the quasi-parallel to the quasiperpendicular regime and the nature of the dominant instability changes, since linear theory predicts that at injection angles greater than 70 ø , left-hand-polarized waves become dominant [Thorne and Tsurutani, 1987] 
o•=60 ø
The previous two cases were rather straightforward in that only one instability, and hence one type of wave mode, dominates throughout the evolution of the system. The final case, ct = 60 ø, is somewhat more complex, in that several modes compete. Linear theory, which assumes a constant newborn ion density, indicates that there is a gradual evolution from right-hand to left-hand polarization as ct increases, with the details depending on the model chosen for the beam (warm or cold), the wave number, etc. (see Gary et al. [1989] for a recent discussion of this point). In the present simulation the identification is further complicated by the fact that the beam density increases as a function of time and because the beam scatters, its macroscopic parameters (velocity, parallel and perpendicular temperatures) also change with time.
The time history of the magnetic field fluctuations for this case is given in Figure 9 . Exponential growth begins at early times and saturates at lower amplitudes than the ct = 0 because the shorter wavelength fluctuations scatter the cometary ions more effectively. This removes free energy from the system more quickly, and the peak of the fluctuating fields decreases rapidly. Linear temporal growth proceeds at a rate comparable to that at ct = 90 ø (Figure 9 ), i.e., less than 0 ø rate (Figure 1) (cf. 
