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SUMMARY 
In t h i s  p rob lem we have cons idered  s o m e  of the  r ecen t  
r e s u l t s  in  the  detect ion of a Poisson-d is t r ibu ted  s igna l  in  Po i s son  
noise .  Curves  for  e r r o r  probabi l i t ies  a r e  p re sen ted  for  the c a s e  
of detecting one of M equiprobable  s igna ls  over  a b road  range of 
p a r a m e t e r  values-. Implici t  i n  t hese  r e s u l t s  for  s y s t e m  applications 
is  the use of "photon counting' '  r e c e i v e r s .  Attention is  given t o  the 
opt ical  communicat ion and r a d a r  p rob lems  for  th i s  r ece ive r  s t r u c t u r e  
and significant p a r a m e t e r s  a r e  t r a n s l a t e d  into those  used  i n  the 
r epor t .  
used  for  making the  e r r o r  probabili ty calculat ions is  given. 
A comple te  descr ip t ion  of the computat ional  p rocedures  
INTRODUCTION 
T h e  purpose  of t h i s  paper  is to  s u m m a r i z e  some  of the 
r ecen t  r e s u l t s  ( r e f s .  1 -5)  concerning the  max imum likelihood 
detection of Poisson-d is t r ibu ted  s igna ls  in  the  p re sence  of 
Poisson-d is t r ibu ted  noise  and to  tabulate  the  resu l tan t  e r r o r  
probabi l i t ies  over  a b r o a d  range of s ignal  and noise  when opt imum 
s igna l  design for  m a x i m u m  dis tance is used. F u r t h e r m o r e ,  the  
r e p o r t  shows how these  r e s u l t s  can  be applied t o  the  d i r e c t  detection 
of opt ical  s igna l s ,  with the  opt imun:  de tec tor  being a counter  of 
photoelectrons.  T h i s  f o r m  of de tec tor  can be implemented  i n  the 
vis ible  port ion of the s p e c t r u m  where  photomult ipl iers  ex is t .  
The  tabulation is  p resen ted  i n  two f o r m s .  The  first f o r m  
is r e l a t ed  t o  the de tec t ion  of M - a r y  s igna ls  and is appl icable  t o  t he  
communicat ions problem.  The  second f o r m  is r e l a t ed  to  the  r ange  
bin p rob lem in pulsed r a d a r  s y s t e m s .  
p a r a m e t e r s  wil l  be appl icable  to  most p rob lems  of th i s  type. 
It is  fel t  tha t  t h e  va lues  of the  
BACKGROUND 
When a c lass ica l ly  descr ibable  field i s  incident upon a 
photodetecting sur face ,  the probabili ty dp of r e l e a s i n g  a photoelectron 
in  a n  i n t e r v a l  dt over  a s u r f a c e  a r e a  do is ( ref  6) :  
d p  = cy1 (t, o) dt do 
where  I ( t , o )  i s  the intensi ty  of the field and cy i s  equal  t o  q/hf in  
which q is  the  quantum efficiency, his P l a n c k ' s  constant ,  
the frequency. F o r  a s u r f a c e  of area A: 
and f is  
cy dt S do I ( t , o )  = TUP (t)  dt 
A 
where  P (t) is the t o t a l  collected power at t i m e  t. 
power is re la ted  to  the incident par t ic le  r a t e  n ( t)  by 
Suppose that  the 
P (t) = n (t) hf .  
The probabili ty of r e l e a s i n g  a photoelectron i n  a t i m e  dt is  then  
CUP (t)  dt = qn (t) dt. 
IVith this  assumpt ion ,  the probabili ty of r e l e a s i n g  K photoelectrons 
p(K) i n  a finite in te rva l  AT is (ref .  7 ) :  
A s y s t e m  of events  obeying th i s  densi ty  dis t r ibut ion is  cal led 
a P o i s s o n p r o c e s s  (ref. 8). 
we can  r e p l a c e  the t i m e  average  by a n  ensemble  a v e r a g e ,  as 
If the  s y s t e m  of events  is s ta t ionary ,  
The  s y s t e m  of events  would then be cal led a s ta t ionary  P o i s s o n  
p r o c e s s  ( ref .  8) .  
S t r ic t ly  speaking, p ( K )  i s  a conditional densi ty  and should be 
wr i t ten  as p[K/K(t)] s i n c e ,  in g e n e r a l ,  n ( t )  i tself  i s  a sample  f r o m  
2 
a random process .  However ,  in  communicat ions,  one i s  in te res ted  
in  "designing" the waveform n ( t )  to  sat isfy ce r t a in  des i rab le  
fea tures .  Consequently,  n ( t )  is a s s u m e d  t o  be de te rminis t ic .  
L e t  us  a s s u m e  t h a t  we a r e  monitor ing the c u r r e n t  output of 
a unity quantum efficiency photodetector i n  an  in te rva l  ( 0 ,  T )  and 
can  distinguish a l l  events.  Let u s  fur ther  a s s u m e  that  one of two 
different r a t e s  was sen t ,  resu l t ing  i n  one of tw-o rece ived  n ( t) ,  
n2( t ) ,  plus a s ta t ionary  additive constant r a t e  n cor responaing  t o  
noise.  We wish  to  fo rmula t e  the max imum likefihood detection 
p rocedure  f o r  de te rmining  which r a t e  is imbedded i n  the received 
signal.  If the  possible  t r a n s m i t t e d  r a t e s  a r e  both band-l imited t o  
B y  then so a r e  n l  (t) and n (t). 
where  
We can  th.erefore par t i t ion the ( 0 ,  T )  
in t e rva l  into M subinterva ? s ti+l- ti = AT ( ref .  1)  
0 = to < t l  < - . . . < tM-l < tM = T ,  
, and cons ide r  the quantized v e r s i o n  of the possible with AT <_ B
r a t e s .  That  i s :  
1 
I 
j = 1 , 2 .  
T o  accompl ish  the - detection we consider  two hypotheses:  
- -  r a t e  n l ( t )  and noise  nn a r e  present ;  H2- -  r a t e  n2(t)  and noise 
a r e  present .  We now cons ider  a vector  space  of M dimensions 
wALere each  d imens ion  r e p r e s e n t s  the number  of events  K i  observed  
i n  the cor responding  in te rva l .  
independent f r o m  in t e rva l  t o  in t e rva l ,  the vec tor  K = (KL.. . . . . . . , 
KM) has a conditional probabili ty given H i  of 
Since the number  of events  i s  
3 
and a .-onditional probabi l i ty ,  given Hz,  of 
M 
i= 1 
p(_K 1H2) = I1 1 (n2i - e - (n2i t En) Lsr 
Ki ! 
The likelihood r a t i o  A i s  then  defined as 
T I  
and the m a x i m u m  likelihood detect ion c r i t e r i o n  r e q u i r e s  , a f t e r  ob- 
s e rv ing  X , a compar i son  of A ( K )  t o  a threshold  If A > c y  we 
decide r a t e  n l ( t )  is imbedded w i t E n  t h e  rece ived  p r o c e s s ,  2nd if 
A < c ,  we decide r a t e  n2( t ) .  Since t h e  log function is  monotonic,  
we can  a l s o  make  a decis ion based  upon 
c . 
log A log c 
where  < denotes the  threshold  compar ison .  > 
Thus  log A is 
M M 
t n  i= 1 i= 1 2 i  \ 1 
which can be r e w r i t t e n  a s  
M 
i= 1 
A '  3 [log c t c (nli - n2i) m]  
where  
4 
( 2 )  
2i M n M n 
i=l n i= 1 n 
li 
n n 
A'  = C Ki log (1 + -) - 22 Ki log ( 1  + - )  . 
Thus  the  m a x i m u m  likelihood de tec t ion tes t  icvc,lves , equivalently,  a 
compar i son  of t he  quantity A' i n  Eq.  ( 2 )  to t he  new threshold  in  
Eq .  (1) * 
"Distance" Considerat ions 
Let u s  f irst  cons ider  t he  c a s e  w h e r e  n2i  = 0 fo r  al l  i and 
alone (i. e . ,  s igna l  we a r e  detect ing the  rate ni(t) t nn v e r s u s  En 
t o  no  s ignal) .  T h e n  t h e  test i n  Eq .  (1) becomes  
11 A ' = Z  K . l o g ( 1 t - - ) > i l o g c t  1  C n l i  AI? 
i=l n i= 1 n 
Clear ly ,  s ince K .  is Poisson-d is t r ibu ted :  
1 
and 
We define the  "d i s t ance"  D between the two 
K 
M 
i = l  
D = E  
- 




n log ( 1  t-- ) AT 
hypotheses as  





D = C  n l o g [ l t _ - ] A T  li 
5 
I 
subjec t  t o  t he  ene rgy  cons t ra in t  
M KS c nli = K '  = - . 
i= 1 AT 
Using a Lagrange  mul t ip l ie r  we s e e k  the  m i n i m u m  of 
I = AT c nli log [ 1 t 2 ' 1  - t x c nli 
n i= 1 n i=l 
which r e q u i r e s  
AT nli n 
n n + n  
+ X = O  li - - = A T l o g [ l t - ] t  
a nli n li n 
and is a s e t  of M equations that  m u s t  be sa t i s f ied  f o r  all i . The 
solution is n l i=  n fo r  all i yielding 
which can  be ident i f ied as a minimum.  
T h e  m a x i m u m  value can  be  obtained by noting t h a t  
M M "I] n 
i= 1 i= 1 n '  
- < I 3 nlil[ 2 log 11 t -
n 
6 
with the equality o c c u r r i n g  for  n = K '  6. . 
li 1j 
T h e  m a x i m u m  value for  t h e  s u m  becomes:  
T h u s ,  the dis tance is maximized  when the  r a t e  n ( t)  is concen- 
t r a t e d  in one AT in te rva l .  
ability$< ( re fs .  1 , 2 )  a l s o  m a x i m i z e s  dis tance.  Notice a l s o ,  tha t  f o r  
the impor tan t  c a s e  when iin>>nli, f o r  all i , 
D 
Hence,  the s igna l  maximizing 1 detect-  
M 
c n 'AT li 
D = 
with dis tance and detectabil i ty identical .  
T h e  maximizat ion c a n  a l s o  be obtained f o r  the  c a s e  n f 0  . 2i 
M n t l l  
i= 1 n t n  D = E L [  A1/H1] - EA, [ A'/HZ] = C (nli - nZi) log ( li 2i 
n ,  AT 
n 
Since n and n m u s t  be non-negative,  t h e  log t e r m  is li 2i maximized for  all i 
v e r s a .  This  m a x i m i z e s  
by having nz i  = 0 when nli is not,  and vice 
by giving the l a r g e s t  magnitude t o  both the bracke ted  term and the 
exponent s imultaneously and leaves  the s ign of the log positive. 
_ _  
:% Signal-to-noise r a t i o  
7 
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T h e r e f o r e ,  t he  two s igna ls  should be dis joint  in  t ime .  
assumpt ion  tha t  they a r e  d is jo in t ,  then: 
On the  
n 
n i= 1 n 





D = C  n l o g r l t - ] t  C n 2 i l o g [  I t - ] .  - - li i= 1 
T o  max imize  D,  we have only to  not ice  tha t  t h i s  is ident ical  t o  
maximiz ing  e a c h  s igna l  independently o r  t o  concent ra te  each  s igna l  
i n  a different  time in te rva l .  
calculate  s 
The opt imum p r o c e s s o r ,  t h e r e f o r e ,  
2 i  
n 
M n M n 
n i= 1 n i=l 
A' = c K. i o g r i  t_-] li - C Ki log 1 t -1  1 
n 
which is compared  t o  t h e  th reshold  
M 
l o g c t C  (n  - n  ) A T .  li 2 i  i=l 
If t he  two s ignals  a r e  equiprobable with equal  ene rgy  
M M 
Z n  A T =  C n A T ,  
i= 1 2 i  li i= 1 
C =  l a n d  the threshold  i s  ze ro .  The H H2 log likelihood functions 
a r e  calculated for  each  choice of waveyorm ni  ( t)  and the hypothesis 
is se lec ted  accord ing  to  the l a r g e s t  r e su l t .  
If M waveforms a r e  used ,  the  opt imum p r o c e s s o r  would 
calculate  the likelihood function for  e a c h  of the  M choices and 
se l ec t  the  maximum.  E x p r e s s e d  mathemat ica l ly ,  one obtains for  
op t imum signal  design under  a n  equiprobable ,  equal  ene rgy  a s s u m p -  
t ion  
8 
Hence,  the  p rob lem is reduced  t o  counting the  number  of photo- 
e l ec t rons  in e a c h  AT in t e rva l  and se lec t ing  the  i n t e r v a l  with the  
l a r g e s t  count. The  probabi l i ty  of c o r r e c t  detect ion PD is then: 
PD = Probabi l i ty  tha t  K .  > Ki fo r  a l l  i /n .  is the  t r ansmi t t ed  waveform]. J J 
M 1  + C - [ Probabi l i ty  tha t  K = Ki for  r -  1 intervals /n .  is the  
j J r = Z  t r a n s m i t t e d  waveform]  . 
This  is then  ave raged  over  all choices  of wave fo rm,  which fo r  
t h e  equiprobable  s e t  i s  j u s t  
Th i s  can be wr i t t en  
PD . 
where  
i= o i !  
M-1 
The  e r r o r  probabili ty P = 1 - PD . 
E 
9 
P r e s e n t a t i o n  of the Data  
T h e  data  a r e  presented  in  two f o r m s .  In  the first f o r m  
( P r o g r a m  1, F i g u r e s  1-10) PE is plotted v e r s u s  M f o r  v a r i o u s  
values  of Ks and Kn = nn AT.  
re la ted  t o  the  r e c e i v e d  s igna l  and noise  e n e r g i e s ,  respect ively.  
T h u s ,  if one d e t e r m i n e s  f r o m  the range  equation tha t  Ps i s  the 
rece ived  s ignal  peak power,  then  
- 
T h e s e  p a r a m e t e r s  are  d i rec t ly  
w h e r e a s  i f  the  r e c e i v e d  average  noise power is  Pn, 
If non-diffract ion-l imited collecting opt ics  i s  used ,  Pn is 
calculated as 
= A  T !2 N A A  p~ R O ~ X  (5) 
with 
N = s p e c t r a l  rad iance  (power/unit a r e a ,  solid-angle band- ’ width) 
T 
AR = a r e a  of col lector  
= f rac t ion  of opt ical  t r a n s m i s s i o n  through all e lements  
0 
il 
A A = optical  bandwidth. 
= resolut ion of receiving col lector  (solid angle)  r 
0 
I n  the v i s i b l e  region o f  the spectrum 5-6000 A ,  K, € o r  non-diffraction- 
limited optics w i t h  a blue sky  background can be wri t ten as 
Kn = 8 ? 7 ~ l T ( a D ) ~  T 0 ( A h )  
10 
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H U R W 1 9 C 7 6 5 0 1  , T 5 0 0 , C M 5 0 0 0 0 .  N A S A  I01074  K A R P 3  HURWITZ 
REQUEST TAPE7,LO. P L O T  S A 0  5 6 8  R I N G  I N .  
c c c  
c c c  
c c c  
cc c 
cc c 
c c c  
c c c  
ccc  . .... 
c c c  
--  - ~ c c c  
c c c  
ccc  
c c c  
CCC 
. . .  
C cs c c c  
.PROGRAM K A R P 3  ( I N P U T , O U T P U T , T A P E 7 ~ T A P E 5 = I N P U T ~ T A P E 6 = U U T P U T J ~  
1 S~SAVE,SUM,SUMPIIT~TERMIT~RM~,TERMZ,TERM~, I t S T * T U T A L , X l ,  
2, XK,XKN,XKNMAX,XKNMIN9XK5,XKSN9XM,XMl ,XM~,XMBMIN9XX 
DOUBLE P R E C I S I O N  
D A T A  
DATA X A X , Y A X / B . , l l . /  
D A T A  I X M A X ~ X K N M A X ~ X K N M I N ~ X ~ B M I N / l ~ O O ~ 3 ~ D + Z ' ~ ~ ~ D ~ 3 O ~ l ~ D ~ l 2 ~ ~ ~ ~ ~  
IN,NOUT, I P L T 9 T E S T 7 5 9 6  97 i 1.D-241 
___ 
K A R P / H U R W I T Z  
B D E S C R I B E D  I N  W R I T E  U P  
E L l O = C O N S T A N T  USED FOR T E S T I N G  M A G N I T U D E S  O F  N U M B E R I C A L  VALUES 
ELM=LOG ( M )  
E M = I N I T I A L  V A L U E  O F  M 
EX=ARRAY F O R  L O G ( M )  FOR EACH K S  AND t A C H  K 
E X K = I N P U T  OF K 
I = I N D E X  -- ' 
I C U T O F  USED TO I N S U R E  NO PREMATURE CUT-OFF OF THE C A L C U L A T I O N  
I E N D = T E S T  V A L U E  FOR S T O P P I N G  RUN 
I E N D  MUST BE N I N E  FOR A L L  BUT L A S T  D A T A  CARD 
IXKA-X=MAX QALuE F O R  I N D E X  I X  - -  ... 
A'=ABS.VALUE O F  D I F F E R E N C E  BETWEEN TWO C O N S E C U T T V t  T t m S  
.. . .  . 
-' E K S N = E X P  ( - X K S N l  
. - . . . . - . -~~ -- . .. 
. - - . . .- . 
~ .. . . . 
1 1  COUNTS N U M B E R - T O T A L  NUMBERS OF PE1-S 
J = I N D E X  
CCC _ - J M P  MUST B E  ZERO FOR F I R S T  D A T A  CARD 
CCC JMP=TEST--VALUE 'FOR RE-ADING V A L U E S  O F  K 
CCC- NM=NUMt)ER OF V A L U E S  OF M 
., . . . . - 
~~ . . .  - ccc  NK=NUMBER OF VALUES 0-F K 
c c c  N P T  ( J )  COUNTS .N-UMBER OF M ' S  .FOR' EACH K 
. _. - . .  CCC NN=NPT_(_ I . )  
CCC N l = N N + 1  
cc-c- . ' N ~ = N N + ~ - -  
. .  
. . 
I 
c c c  
c c c  
ccc  
c c c  
c c c  . . 
c c c  
cc c 
c c c  
ccc  
c c c  
- .  
ccc  
ccc  
c c c  
ccc  
P I = ( K N * * I ) * E K S N / ( I  F A C T O R I A L )  
PX = XK SN* EKSN 
S USED TO TEST M A G N I T U D E S  
S A V E  L A S T  V A L U E  OF TERM 
SUM=SUMMA-T I ON 
S U M P I = S U M M A T I O N  ( P I )  
T=DUMMY 
TtRM=PX*TERMZ*TERM3 
( K_N** I / I 
T k R M Z = S U M P I * * ( M - l )  
T k R M 3 = ( 1 + B ) + * M - l / ( M * B )  
TOTAL=SU_MMAT I O N  ( T E R M )  
X=ARRAY FOR L O G ( M )  FOR A L L  CURVES F 3 R  EACH K S  
XK=EXK ( J  
W Y = A R R A Y  FOR L O G ( P E )  FOR EACH KS AND-EACH K 
- CCC XKN=KN 
CCC XKNMAX=MAX V A L U E  OF K N  
CCC XK_NMIN=MI.N V A L U E .  O F  K N  
CCC XKS=KS 
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04 / 30 168  8 0 / 8 0  L I S T  
ccc XKSN=KS+KN 
CCC XM=EM**I  
CCC XMBFXM*B 
CCC X M B p I N = T E S T  V A L U E  FOR XMB 
CCC X M l = X M - l  
CCC X X = I X = I N D E X  O F  .OUTER LOOP 
CCC Y=ARRAY FOR L O G ( P E )  FOR A L L  CURVES FOR EACH K S  
D I M E N S I O N  X ~ 3 0 0 0 ~ ~ Y ~ 3 0 0 0 ~ ~ E X ~ 1 0 0 ~ ~ W Y ~ 1 0 0 ~ ~ N P T ~ 1 0 0 ~ ~ ~ E X K ~ 1 0 0 ~  
EL10=300.DO*DLOG( 1 0 o D O )  
~ ~- C A L L  INITP-LT! I P L T )  
1 READ ( I N , 3 )  EMIXKS, N M ~ N K ~ I E N D I J M P  
-. L = O  
I F  ( J M P -  .NE.O-I GO TO 2 
R E A D  ( I N 9 4 1  ( E X K ( I ) ,  I= l - ,NK)  
4 FORMAT (010.3) 
2 DO 70 J = l r N K  
3 FORMAT ( 2 D 1 0 * 3 , 4 1 5 )  
ccc -  LOOP-FOR. K -.- . . . -. 
~ N P T  ( J) = O  
X K N = E X K ( J )  
CCC LOOP FOR M 
CCC P R I N T  H E A D I N G S  F I R S T  T I M E  THROUGH- T H I S  LOOP 
10 DO 6 5 _  I = l r N M - _  ._ 
___. I F  (I.-NE-.l!_ GO TO 1 4 _ _ .  
W R I T E ( N O U T v 1 2 ) X K S , X K N  
W R I T E  ( N O U T , 1 3 )  
1 2  FORMAT (lH1,40Xv3HKS=,D9.2,10X~3HKN=,D9~2//) 
_ _ _ _ _ ~ _ _  13 FORMAT( 1-7X 1 HM 9 ZOX 9 ZH-PD 9 2 OX-, 2 HP E 20 X 6 H L O G  ( M I 1 6 X - t 7 H  LOG ( P E  / / ) 
1 4  XM=EM**I  
X M l = X M - l . D K -  
CCC T E S T  T O  I N S U R E  E X P ( K N )  DOES NOT EXCEED M A C H I N E  C A P A C I T Y  
CCC I F  K N  GT XKNMAX, I N C R E A S E  M AND C O N T I N U E - ~  
I F  ( X K N o G T e X K N M A X )  GO TO 6 5  
XKSN=XKS+XKN 
ccc  T ~ S T  VALUE TO INSURE NO PREMATURE CUTOFF 
I C U T O F = 2 o D O + X K S N  . 
E K S N = D E X P ( - X K S N )  
CCC F O R M A T I O N  OF P X  FOR X = l  
P X =XKS N*EKSN 
SUM=I .  E__ . 
T= l .DO 
CCC F O R M A T I O N  OF B FOR X = l  ~ 
B = X K N  
XMB=XM*B 
CCC T E S T  F O R  ( 1 + B ) * * M  TOO LARGE 
S=DLOG ( 1 .DO+ 3 1 - 
S = E L  10 /XM-S 
I F  (_S.GT.O*DO) GO TO 1 7  
TERM3=O*DO 
c c c  VALUE FOR ( ~ + B ) + * M  TOO LARGE FORKMACHINE 
GO TO 16  
CCC V A L U E  FOR ( l + B ) * + M .  S U F F I E N T L Y  S M A L L  ~- 
CCC T E S T  F-OR K N  NEAR ZERO 
17  TERM3=((1 .DO+B)**XM- l .DO) /XMB 
.~ 
1 5  I F  ( X K N - G E o X K N M I N )  GO TO 16 
TERMZ=l.DO .~ 
TERM3=1oDO 
~ ~- .- .. -~ 
12 
04130 /68  - -_ - m / a o  LIST 
GO TO 2 0  
CCC F O R M A T I O N  OF PI ,SUMPI,TERMZ FOR X = l  
16 P I = D E X P ( - X K N )  
- 
-__ . . ~~ . .  SUMP I = P I  
T E R M Z = P I  **XM1 
.- 
CCC LOOP F O R  SUMMATION O F  TERM 
20 TERM=PX*TERM2*TE'RM-3 . 
TOTAL=TERM 
DO 5 0  I X = 2 , I X M A X  
SAVE=TERM 
xx=-rx ~~ _. . . - - . -. 
... ~ X 1 = X X - 1  DO 
CCC F O R M A T I O N  O F ' P X  FOR X.GE.2 
CCC T E S T  F O R  K N  NEAR ZERO ~- 
CCC F O R M A T I O N  OF P I  FOR X..GE.Z 
CCC FORMAT.ION O F - T E R M 2  FOR-X.GE.2 
CCC -!ORMATION OF B FOR X.GE.2 
PX =PX*XKSN /XX 
~ ~ _ _  .- I F  (-XKN.-LT.XKNMIN) GO T O . 4 5 .  - - -  
. -__ . .  P I = P I * X K N / X l  
- 
SUMPI=SUMPI+PI 
T =T+XKN x 1 - -  
A=SUM 
B = x K N * B * A /  ( X X * S U M )  
S = D L O G ( l . D O + B )  
3 =EL 1o x M.- s 
. .  . .  . . . . . .  --__ 2 5  T E R M Z = ( S U M P I ) * * X M l  
. . . .  ~ _ _ _  . - suM=suM+t.- . 
CCC T E S T  FOR t l T B ) * * M  TOO LARGE 
.. .. - . . . . . . .  ~ ~ _ ~ _ _  
~. _ _  I F  (S.LT.O*DO) GO TO 5 0  
CCC-- F O R M A T I O N  OF- TERM3- - -  . - .  
CCC T E S T  FOR XMB L E  X M B M I N  
CCC I F  MB L E  XMBMIN APPROX T E R M 3 - W I T H  F I R S T  TWO TERMS  OF MB ONLY 
. .~ 3 5  XMB=XM*B 
I F 
GO TO 45  
( XMB G T . X MB M I N.)-- GO ~ TO 4 0 
TERM3= l .DO+(XM- l .DO)*B /2 .D0  
40 TERM3=((1.DO+B)**XM-l.DO)/XMB .. 
CCC F O R M A T I O N  OF TERM FOR X.GE.2 
- -___ 4 5  TERM=PX*TERM2*TERM3 
T 0 T A L  = TOT A L+ T EJM 
CCC SUMMATION OF TERMS 
~ . ~ _ _ _  
CCC T E S T  I F  D I F F E R E N C E  O F  TERMS FOR X=N AND X=N+1  I S  SUFF. S M A L L  
A=DABS (T-ERM-SAVE) .. ~ 
I F  ( A . L T . T E S T . A N D . I X * G T . I C U T O F )  GO TO 55  
CCC TEST T O  I N S U R E  A G A I N S T  PREMATURE CUTOFF 
C C C -  . COMPUTATION .OF F I N A L  V A L U E  FOR A G I V E N  M 
5 0  C O N T I N U E  
5 5  PD=TOTAL+DEXP(- (XKS+XM*XKN)  ) / X M  
_ _ - .  
P E= 1 D O,-.PD 
L=L+1 
E_LM=DLOG10 1 Z(M ).- 
X ( L ) = S N G L ( E L M )  
E L M = D L O G l O ( P E )  
Y ( L 1 =S NGL ( E L M  1 
N P T ( J ) = N P T ( J ) + l  
W R I T E  ( N O U T 9 6 0 )  XM,PD,PE,X(L ) ,Y (L )  
-___ I- -~ . - 
0 4 / 3 0 / 6 8  80/80 L I S T  
6 0 
65 C O N T I N U E  .~ 
70 C O N T I N U E  
L l = L + l  
L 2 = L + 2  
X ( L l ) = O . - - -  
x ( L2 )=O. 
Y ( L 1  )=O. ~~ 
Y ( L 2  )=O. 
C A L L  P L O T ( 0 . r - 3 1 . 9 - 3 )  
C A L L  S C A L E  ( X 9 X A X I L 9 1 )  
C A L L  S C A L E  ( Y ~ Y A X ~ L I ~ )  
C A L L  A X I S  ~ O . , O . , 6 H L O G ~ M ) , - 6 , X A X l d . , X ( L l ) , X ( L 2 ) )  
I1=0 
FORM A-T ( 9 X; 3 ( D 1 6 9 9 6 X 1 9 2 (.F 16 9 9 6 X 1 1 
CCC P L O T T I N G  R O U T I N E S  FOR CAL-COMP P L O T T E R  
C A L L  P L O T ( O o r 2 . 9 - 3 )  . .  
______ CALL-AX I S  ( 0 . 9 0  9 7H-LOG(-PE ? 79YAX99O.,Y-( L.1) 9 Y  ( L 2  1 1 - 
~~~ - , DO 90 I - = l r N K ~  -. 
NN=NPT i I 
DO 8 5  J= l ,NN_ - .~ 
Il=I 1+1 
8 ? - W T C J ) = Y C I l )  
- E X !  J )-=X(.I- l-)-- . . . . - - . . .. - . . -  
N1=!!4+.1- _. - . . -. -. . - - ._ 
N2=NN+2 
E X ( N l ) = X ( L l )  
EX ( N 2  =X ( L 2 )  
WY ( N 2 )  = Y  ( L 2 )  
w Y (!j))_=Y ( L 1 1 . .  
C A L L  ~ L I N E  .(-EX 9 WY 9NN 9 1  9 0 9 0 
90 CONTINUE 
C A L L  S Y M B O L ~ O . ~ ~ ~ ~ O O ~ . ~ ~ ~ H K S = , ~ . , ~ )  -- 
C A L L  P L O T (  20.900 9 - 3 . 1 , -  . .  . .- 
I F (  I E N D o E Q . 9 )  GO. T-00-1 - - .  . 
C A L L  NUMBER(l .5916.09.39XKS,O. , - l )  
. - -  -- 
110 C O N T I N U E  
~~ - 
C A L L  F I N ( 1 P L T )  
END 
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Figure 1 . -  E rror probabilities f o r  ;,AT = K, fixed 
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F i g u r e  2 . -  E r r o r  p r o b a b i l i t i e s  f o r  n n A T  = K, f i x e d  
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Figure 3.- Error probabilities f o r  n n A T  = K n  fixed 
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F i g u r e  4.- Error probabilities f o r  n , A T  = K n  f i x e d  
a s  a f u n c t i o n  o f  M 
M 
Figure 5.- Error p r o b a b i l i t i e s  f o r  n n A T  = K n  fixed 
a s  a f u n c t i o n  o f  M 
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F i g u r e  6 . -  E r r o r  p r o b a b i l i t i e s  f o r  nnAT = K n  f i x e d  












Figure 7.- Error probabilities f o r  n,AT = K n  fixed 
a s  a f u n c t i o n  o f  M 
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Figure 8.- Error probabilities for n n A T  = K n  fixed 
a s  a function o f  M 
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F i g u r e  9.- E r r o r  p r o b a b i l i t i e s  f o r  n n A T  = K, f i x e d  
a s  a f u n c t i o n  o f  M 
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Figure  1 0 . -  E r r o r  p r o b a b i l i t i e s  f o r  n n A T  = K n  f i x e d  
a s  a f u n c t i o n  of M 
2 4  
where  AX is i n  a n g s t r o m s ,  a iS the  reso lu t ion  i n  a r c  seconds ,  and 
D is the  d i a m e t e r  of t he  col lector  i n  cen t ime te r s .  F o r  diffract ion-  
l imited opt ics ,  QJ i s  r e l a t ed  to  D by 
5 X  
CY = 2.44  x 10 - a r c  seconds ;  
D 
hence 
K n =  4.7671 ATTo(AX)X2 x 10 11 
with X the wavelength i n  cen t ime te r s .  
In the second f o r m  ( P r o g r a m  2 ,  F i g u r e s  11-20) we cons ider  
the sampl ing  in t e rva l  T t o  be a constant  and examine  P as M 
becomes  l a r g e ,  o r  s ince  AT = T/M, as A T  becomes  smafi. The  
assumpt ion  is tha t  the  s igna l  energy  can  always be concent ra ted  in  
the  AT in te rva l .  F o r  t h i s  c a s e  we use  the  p a r a m e t e r s  K, and 
K = XnT . The  noise  in  the A T  in t e rva l  is then K/M . K s  c a n  be 
calculated a s  be fo re  while K is calculated as 
PnT 
hf 
K = V -  . 
It can  be shown analyt ical ly  tha t  as M-W , a n  asymptot ic  
value f o r  P is r eached ,  where  ( re f .  5 )  E 
T h i s  asymptote  is quite apparent  i n  F i g u r e s  11-20 and is s e e n  t o  va ry  
with K a s  expected.  Phys ica l ly ,  t h i s  imp l i e s  tha t  i f  bandwidth and 
computation a r e  expedient ,  one can  always approach  
= ( 1  t K ~ )  e -Ks  pE 
independent of t he  noise  background by using n a r r o w e r  in t e rva l s .  
Th i s  p rocedure  a l s o  provides  be t t e r  range  reso lu t ion  for  the  r a d a r  
c a s e .  
o r  tha t  t he  opt ical  f i l t e r  bandwidth is genera l ly  qui te  l a rge .  
Implici t  in  t hese  calculat ions is t h e  fac t  t ha t  Kn is  a constant  
2 5  
PROGRAM 2 
I -. __ - . I I . -. 
04 /30 /68  - 8 0 / 8 0  L I S T  
H U R W 2 ~ C 7 6 5 0 1 ~ T 5 0 0 ~ C M 5 0 0 0 0 ~  N A S A  I 0 1 0 7 4  K A R P 4  H U R W I T Z  
REQUEST TAPE7,LO. P L O T  S A 0  766 R I I G  I N .  
. . . 
PROGRAM- K A R P 4  ( lNPUTrOUTPUT,TAPE7rTAPE5=INPUT,TAPE6=OUTPUT) 
D I M E N S I O N  E X ~ 1 0 0 ~ ~ E X K ~ 1 0 0 ~ ~ N P T ~ l O O ~ ~ W Y ~ l O O ~ ~ X ~ 3 O O ~ ~ ~ Y ~ 3 O O O ~  
DOUBLE P R E C I S I O N  A,B,EKSNvELlO,ELM,EM,EXK,PD,PE,PI,PX, 
-. - . . . - _. 1 .- - . . S,SAVE,SUM,SUMPIIT,TERM,TERM~,TERMZ,TERM~,TEST,TOTAL,X~, 
2 XK; XKN ,-XKNM-AX, x KNM IN, x KS , x KSN , XM , XM 1, x M-B i XMBM I N , x x 
-~ I 
c c c  
c c c  
c c c  . -  
c c c  
c c c  .. . .- 
c c c  
cc c -- - -- 
CCC 
- c c c  
c c c  
c c c  
CCC 
cc c 
ccc  c c c  
__ 
c c c  
- c c c -  -. _. 
c c c  
___._ c c c  
c c c  
c c c  
c c c  
cc c 
__ .-. . 
_ .  . 
c c c  
c c c  - .. 
c c c  
c c c  
c c c  
c c c  
. . . 
ccc  
ccc- - 
c c c  
c c c  
c c c  
c c c  
_ -  
. CCC 
- c c c - -  
.. c c c  
cc c 
c c c  
c c c  
- .  
D A T A  IN,NOUT,IPLT,TEST/5r6,7,loD-Z4/ 
D A T A  IXMAX,XKNMAX,XKNMIN,XMBMIN/lOOO,3~D+2~l.D-3O~l.D-lZ/ 
DATA- X A X ; Y A X / ~ ~ . ; ~ ~ . /  
K A R P / H U R W I T Z  
tj D E S C R I B E D  I N  W R I T E - U P  
E K S N z E X P  ( - X K S N )  
E L l O = C O N S T A N T  USED FOR T E S T I N G  M A G N I T U D E S  OF N U M B E R I C A L  V A L U E S  
E L M = L O G (  M )  
E M k I N I T I A L  V A L U E  O F  M 
E X K = I N P U T  OF K 
EX=ARRAY FOR L O G ( M )  FOR EACH K S  AND EACH K 
A=ABS.VALUE O F  D I F F k R E N C E  BETWEEN TWO C O N S E C U T I V E  TERMS 
I = I N D E X  .. - 
I1 COUNTS NUMBER T O T A L  NUMBERS OF P E ' S  
I C U T O F  USED TO I N S U R E  NO PREMATURE CUT-OFF OF THE C A L C U L A T I O N  
I E N D = T E S T  V A L U E  FOR S T O P P I N G  RUN 
I E N D  M U S T  BE N I N E  FOR A L L  B U T  L A S T  D A T A  CARD 
IXMAX=MAX V A L U E  FOR I N D E X  I X  
J = I N D E X  
J M P = T E S T  V A L U E  FOR R E A D I N G  V A L U L S  O F  K 
J M P  MUST B E  ZERO FOR F I R S T  DATA CARD 
NK=NUMBER OF V A L U E S  OF K 
NM=NUMBER OF V A L U E S  OF M 
NN=NPT ( I )  
N P T ( J )  COUNTS NUMBER OF M I S  FOR EACH K 
N 1 = N N + 1  
- - -  
.. - .  N 2 = N N + 2  
P D  D-ESCRIBED- I N  W R I T E  UP 
. .  . -  P E = l - P D  
P I = ( K N * * I ) * E K S N / ( - I  F A C T O R I A L )  
PX=XKSN*EKSN 
5 USED TO TEST M A G N I T U D E S  
S A V E  L A S T  V A L U E  OF TERM .- . 
SUM=-SUMMATION ( K N * * I / I )  
S U M P I = S U M M A T I O N  ( P I )  . .  
T=DUMMY 
T ERM=P X*-TE RMZ*TERM 3 . . 
TE.RM3= ( l + B ) * * M - l . /  ( .M*R)--_ ~. . 
X = A R R A Y  FOR L O G ( M )  FOR ALL CURVES FOR E A C H  KS-- 
T L R M Z = S U M P I * * ( M - l )  
T O T A L = S U M M A T I O N ( T E R M )  
WY=ARRAY FOR L O G ( P E I  FOR EACH K S  -AND EACH K 
X K = E X K ( J )  
XKN=KN 
CCC _XKNMAX=MAX VAL-U-E OF KN - __ - 








CCC XMB=XM*B .- . 
ccc XMBMIN=TEST VALUE FOR XMB 
CCC X M l = X M - 1  
CCC X X = I X = I N D E X  O F - - O U T E R  LOOP . 
CCC Y=ARRAY FOR L O G ( P E )  FOR A L L  CURVES FOR EACH KS 
E L 1 0 = 3 0 0 ~ D O * D L O G ( 1 0 ~ D O )  
C A L L  I N I T P L T (  I P L T )  
L =o 
IF- .  ( -3MP' ;NE.D)^GO TO 2 -. . 
READ ( 1 N 9 4 )  ( E X K ( l ) ,  I = l , N K )  
1- READ ( I N , 3 ) -  EMvXKS,  NM,NK,IEND*JMP - -  
4 FORMAT (D10.3) 
.. . .  CCC LOOP F O R  K 7) ~ , . ~  .-J= ~ .,. . - - . . . - 
N P T ( J ) = O  
XK=EXK ( J  1 
CCC LOOP FOR .M 
3 FORMAT ~ZDI-O.~,LCT~I . - -  - .  -. . - 
. .  . 
. - -.. . 
1 0  
C Ct 







c c c  
- c c c  
. .  c c c  
ccc  
c c c  
c 5 t -  
DO 6 5  I = l , N M  
-PRI-N.T.HEADIN%S - F I R S T -  T I M E  THROUGH T H I S  LOOP 
I F  ( I . N E . 1 )  GO TO 1 4  
.WR-I T.E. '(  NOUT 1 2  ) X K S  ,XK 
W R I T E  ( h O U T 9 1 3 )  
F O R M A T ( l 7 X i l H M , 2 0 X , 2 H P D ~ 2 O X ~ 2 H P E ~ Z O X ~ 6 H L O G ( M )  , 1 6 X 9 7 H L O G ( P E ) / / )  
X Mf-E-M* * I - -  
X M l = X M - l  .DO 
F O R M A T ( l H 1 , 4 0 X ~ 3 H K S = ~ D 9 . 2 ~ 1 0 X ~ ~ H K = , D 9 . 2 / / )  
. -  
.. . 
- 
X K N = X K I X M  
T E S T  T O  I N S U R E  E X P ( K N )  DOES NOT EXCEED M A C H I N E  C A P A C I T Y  
I F - K N - G T  XKNMAX, I N C R E A S E  M AND C O N T I N U E  
~ 
I F  ( X K N - G T - X K N M A X )  GO TO 6 5  
X K S N-= X K S+ XXN 
T E S T  V A L U E  TO I N S U R E  NO PREMATURE CUTOFF 
I-CUT OF = 2. d o k ~  K S N  
E K S N z D E X P  ( - X K S N  )-- . .. . 
SUM= 1. DO 
B = X K N  .. . . _  
XMB=XM*B 
S = D L O G ( ~ . D O + B )  
F O R M A T I O N  OF PX FO-R X G l  
PX=XKSN*EKSN . 
' - -  
T = l  .DO 
F O R M A T I O N  OF B FOR - X = l  
... . . - .  
T E S T  F O R  (l+B)**M TOO LARGE 
S = E L l O / X M - S  
I F  (S.GT.O.-DO) GO TO 17  -i--- 
VALUE-FO_R ( 1+B)  **M TOO LARGE -FO_R M A C H I N E  
T ERM3= 0. DO 
~ _ _ _ ~  GO TO 16 
~ \ r A t U ~ O R ' ( l + E ) * * ~ F F I E N T L Y  S M A L L  
- .  17 TtRM3=((1.DO+B)**XM-l.DO)/XMB . -  _____ __ 
CCC - T E S - T  F O R  K N  NEAR ZE-RO 
_.  1 5  I F  (XKN?GE.XKN-MJN) GO _- TO 16 - -  
T E R M 2 = 1 * D O  
27 
8 0 1 8 0  L I S T  
. .  0 4 / 3 0 / 6 8  -. .- - . .  TERM^=^ .Do. 
GO TO 2 0  
CCC F O R M A T I O N  OF P I , S U M P I , T E R M 2  FOR X = l  
16 P I = D E X P ( - X K N )  
S U M P I =  P I  
T E R M 2 = P I  **XM1 
T C C -   LOOP F O R  - S U M M A T I O N  O F  TERM 
2 0 T E RM=P X* TE RM2* TE RM 3 
... - .  - 
~. . 
. . . . . . . . . . . .  - ... - . .  
TOTAL-=-TERM ~ 
. . . .  . . . . . . .  .- . .  DO 50  I X = 2 ,  IYi \ !AX 
~ - ........ sAv-E-&TERFT-L. - . 
- . . . . .  . . . . . . .  X X = I X  x i ~ x x ~ ~ l . ~ . D o ~  - ._ . - . - . - . . . . . . .  
CCC F O R M A T I O N  OF P X  . . .  FOR X.GE.2 .. 
CCC . _ T E S T  F O R  KN NEAR ZERO . . . . .  -. . 
.. . . . . .  CCC ... F O R M A T I O N  OF P I  FOR X.GE.2 . . .  .- . 
PX=PX+XKSN / xx  
IF--(XKN.LT.-XKNMIN) GO TO 4 5 . .  
- - _- . - - - . 
-. _-. - -pf=-p-I*XRN-/x-1- - 
CCC F O R M A T I O N  OF TERM2 FOR XoGE.2 
CcC-. FDRMATION-  OF - B  F m  Xe-GE.2.- - 
. - . -  . . . . . .  S U M P I = S U M P I + P I  
T =T*XKN / X  1 
- - _ _  __ . - . . . . .  -- . - .. 
2 5  TERNZ= (SUMPI  ) * * x M ~  
- - .  . .  A = s-u.M .. .- . . . . .  ..- ... - . . .  - .. - .. - - - _ _  . . - - . . 
~. . SUM=SUM+T B =xx N-* B * A / ( .x -*. s.u ) -- - - - - - - . -  
... . .- .. CCC . .  -~ T E S T  FOR ( l + B ) * * M  . .  TOO LARGE . ~. 
CCC . F O R M A T I O N  OF TERM3 - . -.  . -  
S=DLOG7-1 .DO+B 1 
I F  TSTLT.O.DO1 GO T O 3 0  .- 
S = E L 1 0  /XM-S -. - ___ .-._ . 
CCC TE.$-T---FOR X-ME L E  XMBMTN- 
CCC I F  MB L E  XMBMIN APPROX TERM3 ... W I T H  ... F I R S T  TWO TERMS OF MB ONLY . . .  
3-5 - - x A B = * M * - ~  . - -  ~ - - .- . _- . . - 
I F  ( X M B o G T o X M B M I N )  GO TO 4 0  
K D O + I  XM-l-mDO ) * B / 2  .DO 
- __._ - ~ - - -  TERM3=- - . .  - . 
I 
- .  - . . . . . .  GO TO 45-._ 
40 ~ T - E R M 3 = (  1  .DO-+B)-*+XM~l~.DO) /-XMB 
45 TERM=PX*TERM2*TERM3 
CCC F O R M A T I O N  OF TERM FOR X.GE.2 




T E S T  I F  D I F F E R E N C E  OF TERMS - .~ FOR - .. X=N AND X=N+1 . I S  5 U F F o  S M A L L  
~ A = D A B S  (TFRM-SA-VE 1 
~~~~ 
~ __- I F  ( A o L T . T E S T o A N D o I X . G T . I C U T O F )  GO TO 5 5  - .... 
ccc T E S T - T O  TNSURE A G A I N S T  PREMATURE CUTOFF- - -  
5 0  C O N T I N U E  
~- 
C C C  C O M P U T A T I O N  OF F I N A L  V A L U E  FOR A G I V E N - M  
_ _ _ _ ~  5 5  PD=TOTAL+-DEXP ( - (  XKS+XM*XKN 1 ) /XM 
PE=l.DO-PD 
L=L+1 
X ( L 1 =SNGL ( E L M )  
ELM=DLOG=(XM) 
__ 
Y ( L  
NP f 
. . .  
28 
04/ 3 0 / 6 8  8Q/80 L I F T  - 
W R I T E  ( N O U T , 6 0 )  X M , P D , P E , X ( L ) r Y ( L )  
60 FORMAT(9X,3(D16.9,6XKq2(Fl6.9,6X)) 
I -;.. 
6 5  C O N T I N U h  
70 C O N T I N U E  
L l = L + 1  
L 2 = L + 2  
x ( L i  J =o. 
x ( L 2  ) = O .  
Y ( L 1 ) = 0 .  
Y ( L 2  ) = O .  
C A L L  P L O T ( O * r - 3 1 . , - 3 )  
C A L L  PLOT(O. r2 . ; -3 )  
C A L L  S C A L E  ( X , X A X , L , l )  
C A L L  S C A L E  ( Y , Y A X r L , l ) - .  
C A L L  A X I S  ~ 0 ~ ~ 0 ~ ~ 6 H L O G ~ M ~ ~ ~ 6 ~ X A X ~ O ~ ~ X ~ L l ~ ~ X ~ L Z ~ ~  
C A L L A - X - I S  ( 0.. Y ( L 2  1 1 
I1=0 
DO 90 I= l . ,NK 
NN=NPT ( I  ) 
DO 8 5  J = l r N N  
I l = I  1+1 
E x ( J ) = X (  1 1 )  ' -  
8 5  W Y ( J ) = Y (  I 1 1  
- N lLNN+ 1- 
N 2 = N N + 2  
t X ( N l ) = X ( L l )  
E X ( N 2 ) = X ( L 2 )  
W Y ( N l ) = Y T L l )  
WY ( N 2  = Y (  L 2 )  
- 
CCC PLOTTI - -NG R O U T I N E S  FOR C A L L C O W  PLUTTER 
. .  
~~ 
0 ; 7HLOG ( PE ) 9 7  9 Y AX 9 90 9 Y L 1 ) 
. . . . 
. -  . .  
.. . . .  .. . 
. .... .. . .- . .. 
... - 
C A L L '  L I N E E X  WY r "-;I O ;OS- 
C A L L  SYMBOL ( 0 e 5  16.0',-*3 9 3HKS=rO.  9 3 )  
C A L L  N U M B E R ( 1 . 5 , 1 6 . 0 , . 3 r X K S , O . , - l )  
C A L L - P L O T ( 2 0 . - , 0 . , - 3 )  
- . . .- 
. ~ .   90 C O N T I N U E  
110 C O N T I N U E  
I F ( I E N D . E Q . 9 )  GO TO 1 
- C A L L  F I N f I P L T )  








Figure 1 1 . -  E r r o r  p r o b a bilities f o r  n n T  
a s  a f u n c t i o n  o f  M 
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Figure 12.- Error probabilities f o r  n n T  = K f i x e d  
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Figure  1 3 . -  Error p r o b a b i l i t i e s  f o r  nnT = K f i x e d  
a s  a f u n c t i o n  o f  M 
3 2  
‘K= 0 
10-10 I I 1 1 I I I I I 
101 lo2 lo3 to4 lo5 lo6 lo7 IO* lo9 IOIO ioI1 
M 
Figure 14.- Error probabilities f o r  nnT = K fixed 
















F i g u r e  1 5 . -  E r r o r  p r o b a b i l i t i e s  f o r  n n T  = K f i x e d  
a s  a f u n c t i o n  o f  M 
















K s =  30 
Figure 16.- Error probabilities for n n T  = K f i x e d  
a s  a f u n c t i o n  of M 
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Figure  1 7 . -  Error p r o b a b i l i t i e s  f o r  nnT = K f i x e d  
as  a f u n c t i o n  o f  M 












K S =  40 
101 102 lo3 104 lo5 106 lo7 io8 lo9 IOIO ioI1 
M 
Figure 18.- Error probabilities f o r  n n T  = K f i x e d  
a s  a function o f  M 
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I 
c . - .  . 
M 
Figure 19.- Error probabilities f o r  nnT = K fixed 















1 1 ! 1 1 1 1 I 
o 101 102 103 104 105 106 107 108 io9 
M 
F i g u r e  2 0 . -  E r r o r  p r o b a b i l i t i e s  f o r  k n T  = K f i x e d  
a s  a f u n c t i o n  o f  M 
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COMPUTATIONS 
T h e  evaluat ion of PD and P as functions of t he  p a r a m e t e r s  
Ks , Kn,  and M ,  was  accompl i she8by  a s e t  of computer  p r o g r a m s  
which are  p resen ted  below. 
In  one c a s e ,  Ks, Kn, and M are  input t o  the p r o g r a m .  In the  
second c a s e  Kn is  computed as Kn = K/M w h e r e  Ks ,  K and M are  
input t o  the  p r o g r a m .  
T h e  p r o g r a m s  w e r e  wr i t t en  in  F o r t r a n  IV and run  on the  
CDC 6400  Computer  Sys t em a t  the  Smithsonian Ast rophys ica l  
Obse rva to ry  in  Cambr idge  , Massachuse t t s .  
4 0  
DESCRIPTION O F  THE F L O W  CHART 
T h e  cons tan ts  including tape definit ions are  s e t  i n  data  

































Input data  and switch va lues .  Set  index J t o  1. 
T h i s  index counts the  number  of Kn va lues .  
Set  index I t o  1 . T h i s  index counts the  number  of 
M va lues .  P r i n t  headings for  tab les  t o  be outputted. 
Set the M value for  t h i s  loop. In one ve r s ion  of the 
p r o g r a m  K is fixed. In the  other  v e r s i o n  it i s  
computed a s  a function of M.  
T e s t  magnitude of Kn to  prevent  overflow or  e r r o r .  
Es t ab l i sh  ini t ia l  va lues  of computed p a r a m e t e r s .  
T e s t  magnitude of ( l+B)M t o  prevent  overflow o r  
e r r o r .  
Compute value of t e r m  3. 
T e s t  for  K nea r  z e r o .  n 
Compute ini t ia l  va lues  for  P I ,  Sum PI, T e r m  2. 
Compute ini t ia l  va lues  f o r  t e r m ,  total .  
Set index IX t o  2. This  counts number of t i m e s  
through m a j o r  computation loop. 
Compute PX. 
T e s t  fo r  K nea r  ze ro .  n 
Compute P I ,  Sum P I ,  T e r m  2.  
Compute new B. 
T e s t  magnitude of (1  t B )  
n 
M . 














Compute new term and add th i s  to ta l .  
T e s t  fo r  complet ion of m a j o r  loop. 
between two success ive  va lues  of term is sufficiently 
small, and the  index has  exceeded  a p rede te rmined  
cutoff va lue ,  the loop is completed.  
If  the  difference 
Inc remen t  IX by 1 . 
T e s t  fo r  sufficient number of t i m e s  through the  loop. 
D '  PD is s e t  t o  f inal  value of total .  
P r i n t  out table  of M ,  PDJ PE and t h e i r  logar i thms.  
Inc remen t  index I by 1 . 
P is  1 - P  E 
T e s t  fo r  maximum value of M .  
Inc remen t  index J by 1. 
If J h a s  not exceeded J m a x ,  r ecyc le  for  next 
value of K (or K n )  . 
Plo t  r e s u l t s .  
T e s t  whether  any m o r e  data  sets a re  to  be computed. 









( K S N ) ~ - ~ ~ ~ -  P X  
I - SUM I K N i B  1 
e - K N  - PI 
PI - S U M P  I 
PI(~-’)-TERM 2 
(PXNTERM 2NTERM3 
I+  TERM 3 TERM + TOTAL 
6 
F i g u r e  2 1 a . -  P r o g r a m  flow c h a r t  
4 3  
(PI)(KN)/(XK-I) + P I  
SUMPI+PI  4 S U M P I  
(SUMPI)M-*-+TERM 2 
(PX)(TERM 2)(TERM - TERM 
I X + I  - 1 X  
~ I X ) I X  MAX YES ,($ 
F i g u r e  21b . -  Program f l o w  c h a r t  
4 4  
22 
DATA S E T S  
NO 
Figure 2 1 c . -  Program f low chart  
4 5  
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