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The main purpose of this paper is to study elliptic boundary value 
problems of the type 
i 
-du=f(u)+p(x), XC!2 
u = 0, .-tEaR, (*I 
where Q is a bounded domain in RN and f has, possibly, “upward” discon- 
tinuities. 
The idea is to find solutions of (*) by using Clarke’s Dual Action 
Principle [S]. This approach has a remarkable smoothing effect, in the 
sense that it allows one to look for solutions of (*) as critical points of a 
functional which, in spite of the discontinuity of A is C ‘. 
The Variational Principle is discussed in Section 1 and is applied in 
Section 2 to (*), leading one to proofs of existence and multiplicity results 
for various kinds of nonlinearities. Among other things, we can find the 
results of both [4, 51 and [ 111 in a quite direct way. 
Notations. Q is a bounded domain in RN, N >, 2, with smooth bound- 
ary af2;2; 
).ly denotes the norm in Ly(Q), q 2 1; 
(., .) denotes the scalar product in L*(Q); 
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2, and 4,,j~N, satisfy O<i, <i2<i3< .... 4,~ IV,:.‘(Q), and 
where A stands for the Laplace operator. 
We will also take q4, > 0 and 1q5,12 = 1. 
If E is a Hilbert space and JE C ‘(E; R), J’(U) will denote the gradient of 
J at u. 
c,, c2, stand for possibly different, positive, constants. 
+ denotes strong and - weak convergence. 
1. THE VARIATIONAL PRINCIPLE 
We suppose ,f: R -+ R is a measurable function satisfying 
(jl) there is a set A c R with no finite accumulation points, such 
that f~ C(R - A); 
(f2) there is an m > 0 such that h(s) : = ms +,f’(s) is strictly increasing. 
We notice that for a problem such as (*) one can always suppose that 
f is bounded from below [above] as s -+ +m [ - xj] : otherwise a trunca- 
tion argument and the maximum principle can be used. Therefore the main 
restriction imposed in (f2) is concerned with the discontinuity points. In 
fact (f2) implies 
f(a-)6f’(a)df(a+) VaEA, 
where ./IQ + I= lim, + al .fb). 
We set 
T<,= Ma-hAa+) (QEA) 
and 
Let p E L’(Q) be given and consider the Dirichlet boundary value 
problem (*). 
We say that u is a solution of (*) if 
u E WA(Q) n W2,2(Q) 
and 
a.e. in Q. (1) 
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Without loss of generality, we can suppose that h in (f2) satisfies 
h(s)-+ +oo [-a] ass+ +cc [--co]. (2) 
Moreover, from now on, we will take A = (a}. This will simplify the 
notations. The arguments in the general case are quite similar. 
By (f2) and (2) it is possible to define a single-valued function g: R + R 
by setting 
if t-maET, 
with h(s) = t if t-ma$TO. 
In particular, one has 
g(t) = 5 iff t-m4Ef([). (3) 
It is easy to verify that gE C(R). Set G(t) = jb g(t) do. 
Let E = L’(Q). For all m >, 0 we can define a linear self-adjoint operator 
K:E+Eby 
v=K$ iff -Au + mu = I/I, v E WA(Q) 
and a functional J: E + R by 
J(u)=[~ {~(u)-$Ku-~~p} dx. 
Our main result is: 
THEOREM 1. Let (flt(f2) be satisfied. Then: 
(i) JeC’(E, R) andfJ’(u)=O then v=K(u+p) is a solution of (*). 
(ii) Zf either 
(a) -p(x) $ T, for a.e. x E Q, or 
(/?) u is a local minimizer of J, then the level set Q,= {XEI~: 
v(x) =a}, v= K(u +p), has Lebesgue measure IQ,1 =0 and therefore v 
satisfies 
-Av(x) =f(G)) +P(x) a.e. in Sz. 
Proof From (2) it follows that 
Ig(t)l d Cl + c2 14. (4) 
Then JG(t)(<c,+c, It(’ and G(u)eL’(Q) VueE. Moreover, from the 
regularity theory of elliptic equations one has that K$ E WA(Q) n W2x2(sZ) 
109.140:2-6 
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Vlc/ E E. Hence J is well defined in E. From (4) it follows 18, Thm. 3.71 that 
JE C’(E, R). 
Let u E E be such that J’(U) = 0 and set u = K(u + p). Then 1’~ WX(Q) n 
W”~‘(Q) and 
g(u) = K( u + p) = c. (5) 
The definition of K implies 
-Atl+mv=u+p. (6) 
From (3) and (5) we infer that U(X) - MU(X) E&U(X)) a.e. in Q. This and 
(6) show that u is a solution of (*). 
Next, we set 
Q,= {.uEQ:v(x)=a). 
Since v E W2~2(z2), a theorem of Stampacchia [lo] applies and -Au(x) = 0 
a.e. in Sz,. From (1) it follows that 
-P(X) d(W) = To a.e. in Sz, _ 
and this proves (ii) in case (a) holds. 
Last, suppose (B) and let -pi T, a.e. in Q2,. 
Set T, = [b,, b2], T+ = [b,, i(6, + &)I, T- = T, - T+, and Q2’ = 
{x&2-pit’}. 
Define x E L’(Q) by 
i 
1, XEQ+ 
x(x)= -1, XEQ- 
0, XEQ-Q,. 
For E > 0 small enough one has 
-P(X) + &X(X) E To a.e. in Q2, (7) 
and 
; J(u +&Xl = (Au + 4, xl - 4x9 fa) - (x2 K(u + P)). 
But from U(X) + p(x) = -Au(x) + mu(x) it follows that U(X) + p(x) = mu 
a.e. in Q, and thus 
Mu + &XL xl = i,,, Au + &X)X = Q, g(ma - P + &X)X. (8) 
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From (7), (8) and g(t)=a if t-mmaET,, we infer 
Moreover 
(x2 au + P)) = (x3 u) = s,,” x0 = a s,., 1. 
Then we find 
1 J(u + q) = --E(X, Kx). 
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(9) 
Since u is a minimizer of J, (9) implies (x, Kx) = 0. Setting Kx = II/, one has 
(x, Kx) = (grad 11/l:, hence (x, Kx) = 0 iff x = 0, namely iff meas Q, = 0. This 
completes the proof. 1 
Remark 2. In all the above arguments the Laplace operator -d can be 
substituted by any elliptic variational operator, as well as one can deal with 
more general nonlinearities like f(x, s). 
Remark 3. In Theorem 1 one can take E = L”(Q), tl> 1, according to 
the fact that G(t) z ta as ItI + co. One would have Kt+b E WA(sZ) n W2~a(Q) 
V$ E L”(Q); the rest remains unaffected. 
Remark 4. Theorem 1 is based on Clarke’s Dual Variational Principle 
[6]. Such a principle has been used to overcome the indefiniteness of the 
Action integral in Hamiltonian systems (see, e.g., [7]); the new feature 
here is that it allows one to deal with a smooth functional although f is 
discontinuous. 
A possible interest of our approach is that we can apply to J the 
standard critical point theory. 
In Section 2 we will indicate how to proceed in the concrete situations. 
To limit the paper to a reasonable length, we will discuss, rather than all 
the possible results, some examples only. 
2. EXAMPLES 
For simplicity, in the sequel we will always take m = 0. 
Our first application deals with a case in which J is coercive and is 
related to [ 111. 
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EXAMPLE 5. Let ,f‘ satisfy (,f’l ))(,f’2) and let k, 0 -C k < i,, be such that 
(/‘3 1 l,/‘(.s)I d c, + k 1.~1. 
We will show that 
Vpd2(12, (*) has a solution v .sarisf$ng (3). 
Indeed, (f’3) implies 
Moreover, one has (u, Ku) d (l/n, ) 1~1:. Hence 
Since k<E.,, then .I is bounded from below and coercive on E. Since K is 
compact in E, then 3u E E: J(u) = min, J. Applying Theorem 1, the claim 
follows. 
Our next example is a problem at resonance. 
EXAMPLE 6. Let f satisfy (fl)-(f2) and 
(f4) f(s)=n,s+b(s), with b, = lim b(s) E R. F--r *Lx 
Then (* ) has a solution provided 
In this case we shall apply a “linking” theorem. Let W = {WEE: 
(w, dt) = 0) and E (= ,5’(Q)) = Rc$, 0 W. Using (f4) and (10) it is easy to 
check that 
{ 
J(6)-) --co as ItI -+ cc 
infJ> --co. 
W 
Moreover, one shows: 
(11) 
LEMMA 7. J satisfies 
(PS),. if U,E E is such that J(u,) -+ c and J’(u,) +O then 3u* E E: 
J(u*) = c and J’(u*) = 0. 
THE DUAL VARIATIONAL PRINCIPLE 369 
The proof of Lemma 7 requires some technicality and is postponed to 
the Appendix. Assuming the validity of Lemma 7, we can apply Theorem 
1.2 of [9]. Actually in [9] such a theorem is proved under the stronger 
assumption that J satisfies (PS) (namely: ifJ(u,) -+ c and J’(u,) + 0 then u, 
has a converging subsequence). However, it is readily verified that (PS), 
suffices, as already shown in [3] in the case of the Mountain-Pass theorem. 
Thus J has a critical point which gives rise, through Theorem 1, to a solu- 
tion of (*). This proves the claim. 
EXAMPLE 8. Let a # 0, p = 0, and f satisfy (f 1 )-(f 2) and 
(fs) fb)=O(S) 
i 
at s=O, 
f(s)= (sl"-l s as Is1 -‘GO, 1 <o<(N+2)/(N-2). 
Then (* ) has a solution v # 0. 
The details of the proof are omitted, because it is based on the 
arguments of [2] and those of Lemma 7. In fact, letting E = L”(Q), c1 the 
conjugate exponent of 0 + 1, one shows that: (i) J satisfies (PS),; and 
(ii) the Mountain-Pass theorem [2] applies. As for (i), one first proves as 
in [2] that Iu,~J, < const and then uses the same arguments of Lemma 7. 
The following is an example with a continuous but not smooth 
nonlinearity. The smoothing effect of the Variational Principle will allow 
one to handle this case in a rather direct way, too. 
EXAMPLE 9. Let k > 1 and consider the Dirichlet problem 
-du=sign(u). (~1”~ in 52, u=O on X?. 
We will show that (12) has infinitely many solutions. 
(12) 
Here G(t)=(l/(k+ 1)) ItI”+‘. Take X=Lk+i(Q) and J(u)=!, {G(u)- 
:uKu} dx. 
Since jG(t)=(l/(k+ 1)) lul:I:, it follows readily that J is coercive and 
bounded below on X. To show that (PS) holds, let U,E X be such that 
J(u,) + c and J’(u,) = G’(u,) -KU, + 0. By the former we deduce that 
Iu,~~+~<c,; since K:X+ W 2,kf’(Q) by the Sobolev embedding theorem 
it follows that Ku, -+ z in X*, up to a subsequence. Then G’(u,) --) z and 
since G’ is strictly increasing, we infer that u, --* i, too. This proves (PS). 
Next, since f is odd then J is even and the LusternikKjchnirelman 
theory applies. We assume the reader is familiar with such a theory and use 
standard notations (see, for example, [ 11). 
The critical levels 
L = ,ij$ m “;P J @EN) 
(y(A) is the “genus” of A) carry critical points u # 0 provided I, < 0. 
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Now, let us notice that GE C’ implies, via a well-known result on 
Nemitski operators [S, Thms. 3.7 and 3.43, that J is C2 on X. Moreover 
G”(0) = 0 yields: J”(O)[$, $1 = -($, K$) V$ E X. 
For any fixed m E N, let X,, = span{ 4,) . . . . @,,, }. For $ E X,,!, one has 
($7 w+ llcll:> 
“0, 
hence (X, being finite-dimensional) 
J”P)C$> $1 G -cl 1?4:+ I Vl)EX,. 
Therefore, V(E > 0 small enough, letting A,,,,, = {t+b E X,: l$lk + , = E}, it 
follows that 
sup J<O. 
4%‘ 
Since y(A,,,) = m, then I, < 0. Applying the Lusternik-Schnirelman critical 
point theory, we conclude that J has infinitely many critical points on X, 
corresponding to solutions of (12) through Theorem 1 and Remark 3. 
APPENDIX 
Lemma 7 will be proved in several steps. For simplicity, we will take 
p = 0. 
First, some remarks are in order. Letting u,, = t,d, + w,, w,, E W, and 
substituting in (1 1 ), it follows that Iu,/ z d cr. Hence, up to a subsequence, 
u n -u* in L’(Q). 
Let v* = Ku*, 
r= {xEQ:u*(X)=a}, sL*=.Q-r 
From J’(u,) + 0 and the compactness of K it follows that 
g(u,,) + Ku* = v* in L’(Q) and a.e. in Q. 
If we prove that 
(13) 
J’(u*) (=g(u*)-uv*)=O (Al 1 
J(u,,) -+ J(u*L (A21 
Lemma 7 will follow. 
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It is convenient to discuss separately what happens in Q* and in IY 
First of all, we claim 
u,+u* in L2(Q*). 
In fact u*(x) # a for x E Q*; then f~ C(R - (a}) and (13) yield 
un +f(u*) a.e. in Q*. 
(A3) 
(14) 
Since f(s) = %,s + b(s) with h bounded, we deduce that Iu,I < 
cr Ig(u,)l + c2. Using also (13), it follows that Iu,I d h for some h E L’(Q). 
Then (14) yields: u, -ff(v*) in L2(Q*). Since u, -u* in L2(!2), (A3) 
follows. 
Since g is asymptotically linear, from (A3) we infer 
d&l) + gtu* 1 in L’(Q*) 
and 
(15) 
Next, to study the behaviour on r, we distinguish whether OE To or not. 
We first show 
ifO$T,then IZJ=O. (17) 
In fact, let T,= [b,, b,] with b, >O (if b, <O the proof is similar). As seen 
in the proof of Theorem l(ii), one has 
u*= -Au*=0 a.e. in r. (18) 
Since u, - u* and using (18), we find 
On the other hand, (13) yields, in particular, that g(u,) --t a a.e. on r. This, 
the continuity, and the strict monotonicity of g readily imply that 
lim inf u,(x) > b, for a.e. XE r As seen before, Iu,, <hcL2(Q). Then 
Fatou’s lemma yields 
lim inf s u,>b, Irl. I- 
This and (19) prove (17). 
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Proc$‘oj’(Al). IfO$T,, (15) and (17) imply 
&Au,, 1 -+ gtu* 1 in L’(B) 
and (Al) follows from (13). 
If 0 E T,, then (18) implies: g(u*(x)) = g(0) = u = u*(x) for a.e. .Y E r, and 
again (Al ) holds. 1 
Proof of (A2). If 0 $ T,,, (17) holds and ( 16) becomes 
i,, G(u,,) --t jQ G(u*). 
Since K is compact, (A2) follows. 
If OE T,, then G(s) = as for SE T,; by arguments similar to those 
employed before, one shows that 
IG(K,)-Q%,l -0 a.e. in r 
and, as a consequence, 
i‘ IG(u,,) - au,,1 4 0. I- (20) 
From (16) (19), and (20) we infer 
i,, G(u,,) = jQe G(u,,) t jr G(u,) + c,,. G(u*). 
Since U* =0 a.e. in r and G(0) =O, then jn* G(u*) =Jn G(u*) and (A2) 
follows in this case, too. 
The proof of Lemma 7 is now complete. 1 
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