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Abstract
The general solution of the anomaly consistency condition (Wess-Zumino
equation) has been found recently for Yang-Mills gauge theory. The general
form of the counterterms arising in the renormalization of gauge invariant oper-
ators (Kluberg-Stern and Zuber conjecture) and in gauge theories of the Yang-
Mills type with non power counting renormalizable couplings has also been
worked out in any number of spacetime dimensions. This Physics Report is
devoted to reviewing in a self-contained manner these results and their proofs.
This involves computing cohomology groups of the differential introduced by
Becchi, Rouet, Stora and Tyutin, with the sources of the BRST variations of the
fields (“antifields”) included in the problem. Applications of this computation
to other physical questions (classical deformations of the action, conservation
laws) are also considered. The general algebraic techniques developed in the
Report can be applied to other gauge theories, for which relevant references
are given.
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3
1 Conventions and notation
Spacetime. Greek indices from the middle of the alphabet generally are spacetime
indices, µ = 0, 1, . . . , n−1. We work in n-dimensional Minkowskian space with metric
ηµν = diag(−1,+1, ...,+1). The spacetime coordinates are denoted by xµ. The Levi-
Civita tensor ǫµ1...µn is completely antisymmetric in all its indices with ǫ01...n−1 = 1.
Its indices are lowered with the metric ηµν . The differentials dx
µ anticommute, the
volume element is denoted by dnx,
dxµdxν = dxµ ∧ dxν = −dxνdxµ, dnx = dx0 ∧ . . . ∧ dxn−1.
Gauge theories of the Yang-Mills type. The gauge group is denoted by G,
its Lie algebra by G. Capital Latin indices from the middle of the alphabet I, J, . . .
generally refer to a basis for G. The structure constants of the Lie algebra in that
basis are denoted by fIJ
K .
The gauge coupling constant(s) are denoted by e and are explicitly displayed in the
formulae. However, in most formulae we use a collective notation which does not
distinguish the different gauge coupling constants when the gauge group is the direct
product of several (abelian or simple) factors.
The covariant derivative is defined by Dµ = ∂µ− eAIµ ρ(eI) where {eI} is a basis of G
and ρ a representation of G. The field strength is defined by F Iµν = ∂µA
I
ν − ∂νA
I
µ +
e fJK
IAJµA
K
ν , the corresponding 2-form by F
I = 1
2
F Iµνdx
µdxν .
General. The Einstein summation convention over repeated upper or lower indices
generally applies.
Complete symmetrization is denoted by ordinary brackets (· · ·), complete antisym-
metrization by square brackets [· · ·] including the normalization factor:
M(µ1...µk) =
1
k!
∑
σ∈Sk
Mµσ(1)...µσ(k) , M[µ1...µk] =
1
k!
∑
σ∈Sk
(−)σMµσ(1)...µσ(k) ,
where the sums run over all elements σ of the permutation group Sk of k objects and
(−)σ is 1 for an even and −1 for an odd permutation.
Dependence of a function f on a set of fields φi and a finite number of their derivatives
is collectively denoted by f([φ]),
f([φ]) ≡ f(φi, ∂µφ
i, . . . , ∂(µ1...µr)φ
i).
All our derivatives are left derivatives.
The antifield of a field φi is denoted by φ∗i ; for instance the antifield corresponding
to the Yang-Mills gauge potential AIµ is A
∗µ
I .
The Hodge dual of a p-form ω is denoted by ⋆ω,
ω =
1
p!
dxµ1 . . . dxµpωµ1...µp , ⋆ω =
1
p!(n− p)!
dxµ1 . . . dxµn−pǫµ1...µnω
µn−p+1...µn .
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2 Introduction
2.1 Purpose of report
Gauge symmetries underlie all known fundamental interactions. While the existence
of the gravitational force can be viewed as a consequence of the invariance of the laws
of physics under arbitrary spacetime diffeomorphisms, the non-gravitational interac-
tions are dictated by the invariance under an internal non-Abelian gauge symmetry.
It has been appreciated in the last twenty years or so that many physical ques-
tions concerning local gauge theories can be powerfully reformulated in terms of local
BRST cohomology. The BRST differential was initially introduced in the context
of perturbative quantum Yang-Mills theory in four dimensions [45, 46, 47, 48, 209].
One of the aims was to relate the Slavnov-Taylor identities [188, 200] underlying the
proof of power-counting renormalizability [145, 146, 147, 148, 168, 169, 170, 171] to
an invariance of the gauge-fixed action (for a recent historical account, see [233]).
However, it was quickly realized that the scope of BRST theory is much wider. It
can not only be formulated for any theory with a gauge freedom, but also it is quite
useful at a purely classical level.
The purpose of this report is to discuss in detail the local BRST cohomology for
gauge theories of the Yang-Mills type. We do so by emphasizing whenever possible
the general properties of the BRST cohomology that remain valid in other contexts.
At the end of the report, we give some references to papers where the local BRST
cohomology is computed for other gauge theories by means of similar techniques.
2.2 Gauge theories of the Yang-Mills type
We first define the BRST differential in the Yang-Mills context. The Yang-Mills gauge
potential is a one-form, which we denote by AI = dxµAIµ. The gauge group can be
any finite dimensional group of the form G = G0×G1, where G0 is Abelian and G1 is
semi-simple. In practice, G is compact so that G0 is a product of U(1) factors while
G1 is compact and semi-simple. This makes the standard Yang-Mills kinetic term
definite positive. However, it will not be necessary to make this assumption for the
cohomological calculation. This is important as non-compact gauge groups arise in
gravity or supergravity. The Lie algebra of the gauge group is denoted by G.
The matter fields are denoted by ψi and can be bosonic or fermionic. They
are assumed to transform linearly under the gauge group according to a completely
reducible representation. The corresponding representation matrices of G are denoted
by TI and the structure constants of G in that basis are written fIJ
K ,
[TI , TJ ] = fIJ
KTK . (2.1)
The field strengths and the covariant derivatives of the matter fields are denoted
by F Iµν and Dµψ
i respectively,
F Iµν = ∂µA
I
ν − ∂νA
I
µ + e fJK
IAJµA
K
ν , (2.2)
Dµψ
i = ∂µψ
i + eAIµT
i
Ijψ
j. (2.3)
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Here e denotes the gauge coupling constant(s) (one for each simple or abelian factor).
The (infinitesimal) gauge transformations read
δǫA
I
µ = Dµǫ
I , δǫψ
i = −e ǫIT iIjψ
j, (2.4)
where the ǫI are the ”gauge parameters” and
Dµǫ
I = ∂µǫ
I + e fJK
IAJµǫ
K . (2.5)
In the BRST formalism, the gauge parameters are replaced by anticommuting fields
CI ; these are the “ghost fields” of [104, 84, 102].
The Lagrangian L is a function of the fields and their derivatives up to a finite
order (“local function”),
L = L([AIµ], [ψ
i]) (2.6)
(see section 1 for our notation and conventions). It is invariant under the gauge
transformations (2.4) up to a total derivative, δǫL = ∂µk
µ for some kµ that may be
zero. The detailed form of the Lagrangian is left open at this stage except that we
assume that the matter sector does not carry a gauge-invariance of its own, so that
(2.4) are the only gauge symmetries. This requirement is made for definiteness. The
matter fields could carry further gauge symmetries (e.g., p-form gauge symmetries)
which would bring in further ghosts; these could be discussed along the same lines
but for definiteness and simplicity, we exclude this possibility.
A theory with the above field content and gauge symmetries is said to be of the
“Yang-Mills type”. Specific forms of the Lagrangian are L = (−1/4)δIJF IµνF
Jµν ,
for which δǫL = 0 (Yang-Mills original theory [229]) or d
3xL = Tr(AdA + (e/3)A3)
which is invariant only up to a non-vanishing surface term, δǫL = ∂µk
µ with kµ 6= 0
(Chern-Simons theory in 3 dimensions [80]).
We shall also consider “effective Yang-Mills theories” for which the Lagrangian
contains all possible terms compatible with gauge invariance [119, 224] and thus
involves derivatives of arbitrarily high order.
In physical applications one usually assumes, of course, that L is in addition
Lorentz or Poincare´ invariant. The cohomological considerations actually go through
without this assumption.
The BRST differential acts in an enlarged space that contains not only the original
fields and the ghosts, but also sources for the BRST variations of the fields and
the ghosts. These sources are denoted by A∗µI , ψ
∗
i and C
∗
I respectively, and have
Grassmann parity opposite to the one of the corresponding fields. They have been
introduced in order to control how the BRST symmetry gets renormalized [45, 46,
47, 231, 232]. They play a crucial role in the BV construction [28, 29, 30] where they
are known as the antifields; for this reason, they will be indifferently called antifields
or BRST sources here.
The BRST-differential decomposes into the sum of two differentials
s = δ + γ (2.7)
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with δ and γ acting as
Z δZ γZ
AIµ 0 DµC
I
ψi 0 −eCIT iIjψ
j
CI 0 1
2
e fKJ
I CJCK
C∗I −DµA
∗µ
I − e ψ
∗
i T
i
Ijψ
j e fJI
K CJC∗K
A∗µI L
µ
I e fJI
K CJA∗µK
ψ∗i Li eC
Iψ∗jT
j
Ii
(2.8)
where
DµC
I = ∂µC
I + e fJK
IAJµC
K (2.9)
DµA
∗µ
I = ∂µA
∗µ
I − e fJI
KAJµA
∗µ
K (2.10)
LµI =
δL
δAIµ
, Li = (−)
ǫi
δL
δψi
. (2.11)
Here δL/δφ denotes the Euler-Lagrange derivative of L with respect to φ (taken from
the left), and ǫi is the Grassmann parity of ψ
i (ǫi = 0 for a boson, ǫi = 1 for a
fermion). The parity dependent sign in Li originates from the convention that δ is
defined through Euler-Lagrange right-derivatives of L.
δ, γ (and thus s) are extended to the derivatives of the variables by the rules
δ∂µ = ∂µδ, γ∂µ = ∂µγ. These rules imply δd+ dδ = γd+ dγ = sd+ ds = 0, where d
is the exterior spacetime derivative d = dxµ∂µ, because dx
µ is odd. Furthermore, δ,
γ, s and d act as left (anti-)derivations, e.g., δ(ab) = (δa)b + (−1)ǫaaδb, where ǫa is
the Grassmann parity of a.
The BRST differential is usually not presented in the above manner in the lit-
erature; we shall make contact with the more familiar formulation in the appendix
2.A below. However, we point out already that on the fields AIµ, ψ
i and the ghosts
CI , s reduces to γ and the BRST transformation takes the familiar form of a “gauge
transformation in which the gauge parameters are replaced by the ghosts” (for the
fields AIµ and ψ
i), combined with sCI = 1
2
efKJ
ICJCK in order to achieve nilpotency.
The differential δ, known as the Koszul-Tate differential, acts non-trivially only on
the antifields. It turns out to play an equally important roˆle in the formalism.
The decomposition (2.7) is related to the various gradings that one introduces in
the algebra generated by the fields, ghosts and antifields. The gradings are the pure
ghost number puregh, the antifield number antifd and the (total) ghost number gh.
They are not independent but related through
gh = puregh − antifd . (2.12)
The antifield number is also known as “antighost number”. The gradings of the basic
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variables are given by
Z puregh(Z) antifd(Z) gh(Z)
AIµ 0 0 0
ψi 0 0 0
CI 1 0 1
C∗I 0 2 −2
A∗µI 0 1 −1
ψ∗i 0 1 −1
(2.13)
The BRST differential and the differentials δ and γ all increase the ghost number
by one unit. The differential δ does so by decreasing the antifield number by one unit
while leaving the pure ghost number unchanged, while γ does so by increasing the
pure ghost number by one unit while leaving the antifield number unchanged. Thus,
one has antifd(δ) = −1 and antifd(γ) = 0. The decomposition (2.7) corresponds to an
expansion of s according to the antifield number, s =
∑
k≥−1 sk, with antifd(sk) = k,
s−1 = δ and s0 = γ. For Yang-Mills gauge models, the expansion stops at γ. For
generic gauge theories, in particular theories with open algebras, there are higher-
order terms sk, k ≥ 1 (when the gauge algebra closes off-shell, s1, s2, . . . vanish on
the fields, but not necessarily on the antifields).
2.3 Relevance of BRST cohomology
As stated above, the BRST symmetry provides an extremely efficient tool for inves-
tigating many aspects of a gauge theory. We review in this subsection the contexts
in which it is useful. We shall only list the physical questions connected with BRST
cohomological groups without making explicitly the connection here. This connection
can be found in the references listed in the course of the discussion. [Some comments
on the link between the BRST symmetry and perturbative renormalization are sur-
veyed – very briefly – in appendix 2.A below to indicate the connection with the
gauge-fixed formulation in which these questions arose first.]
A crucial feature of the BRST differential s is that it is a differential, i.e., it
squares to zero,
s2 = 0. (2.14)
In Yang-Mills type theories (and in other gauge theories for which s = δ + γ) this is
equivalent to the fact that δ and γ are differentials that anticommute,
δ2 = 0, δγ + γδ = 0, γ2 = 0. (2.15)
The BRST cohomology is defined as follows. First, the BRST cocycles A are
objects that are “BRST -closed”, i.e., in the kernel of s,
sA = 0. (2.16)
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Because s squares to zero, the BRST-coboundaries, i.e., the objects that are BRST-
exact (in the image of s) are automatically closed,
A = sB ⇒ sA = 0. (2.17)
The BRST-cohomology is defined as the quotient space Ker s/Im s,
H(s) =
Ker s
Im s
. (2.18)
An element in H(s) is an equivalence class of BRST-cocycles, where two BRST-
cocycles are identified if they differ by a BRST-coboundary. One defines similarly
H(δ) and H(γ).
One can consider the BRST cohomology in the space of local functions or in the
space of local functionals. In the first instance, the “cochains” are local functions,
i.e., are functions of the fields, the ghosts, the antifields and a finite number of their
derivatives. In the second instance, the cochains are local functionals i.e., integrals of
local volume-forms, A =
∫
a, a = f dnx, where f is a local function in the above sense
(n denotes the spacetime dimension). When rewritten in terms of the integrands
(see subsection 4.4), the BRST cocycle and coboundary conditions s
∫
a = 0 and∫
a = s
∫
b become respectively
sa+ dm = 0 (cocycle condition), (2.19)
a = sb+ dn (coboundary condition), (2.20)
for some local (n− 1)-forms m and n. For this reason, we shall reserve the notation
H(s) for the BRST cohomology in the space of local functions and denote by H(s|d)
the BRST cohomology in the space of local functionals. So H(s|d) is defined by (2.19)
and (2.20), while H(s) is defined by
sa = 0 (cocycle condition), (2.21)
a = sb (coboundary condition). (2.22)
In both cases, a and b (and m,n) are local forms.
One may of course fix the ghost number and consider cochains with definite
ghost number. At ghost number j, the corresponding groups are denoted Hj(s)
and Hj,n(s|d) respectively, where in the latter instance the cochains have form-degree
equal to the spacetime dimension n. The calculation of Hj,n(s|d) is more complicated
than that of Hj(s) because one must allow for the possibility to integrate by parts.
It is useful to consider the problem defined by (2.19), (2.20) for other values p of the
form-degree. The corresponding cohomology groups are denoted by Hj,p(s|d).
Both cohomologies H(s) and H(s|d) capture important physical information
about the system. The reason that the BRST symmetry is important at the quantum
level is that the standard method for quantizing a gauge theory begins with fixing the
gauge. The BRST symmetry and its cohomology become then substitutes for gauge
invariance, which would be otherwise obscure. The realization that BRST theory
is also useful at the classical level is more recent. We start by listing the quantum
questions for which the local BRST cohomology is relevant (points 1 though 4 below).
We then list the classical ones (points 5 and 6).
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1. Gauge anomalies: H1,n(s|d).
Before even considering whether a quantum gauge field theory is renormaliz-
able, one must check whether the gauge symmetry is anomaly-free. Indeed,
quantum violations of the classical gauge symmetry presumably spoil unitarity
and probably render the quantum theory inconsistent. As shown in [45, 46, 47],
gauge anomalies A =
∫
a are ghost number one local functionals constrained
by the cocycle condition sA = 0, i.e.,
sa + dm = 0, (2.23)
which is the BRST generalization of the Wess-Zumino consistency condition
[227]. Furthermore, trivial solutions can be removed by adding local countert-
erms to the action. Thus, the cohomology group H1,n(s|d) characterizes com-
pletely the form of the non trivial gauge anomalies. Once H1,n(s|d) is known,
only the coefficients of the candidate anomalies need to be determined.
The computation of H1,n(s|d) was started in [89, 192, 55, 193, 234, 235, 40,
201, 41, 174, 96, 97, 13, 14] and completed in the antifield-independent case in
[61, 63, 62, 92, 101]. Some aspects of solutions with antifields included have
been discussed in [47, 88, 11, 12, 65] ; the general solution was worked out more
recently in [21, 23, 24].
2. Renormalization of Yang-Mills gauge models: H0,n(s|d).
Yang-Mills theory in four dimensions is power-counting renormalizable [145,
146, 147, 148]. However, if one includes interactions of higher mass dimen-
sions, or considers the Yang-Mills Lagrangian in higher spacetime dimensions,
one loses power-counting renormalizability. To consistently deal with these
theories, the effective theory viewpoint is necessary [222] (for recent reviews,
see [184, 115, 155, 175, 180]). The question arises then as to whether these
theories are renormalizable in the “modern sense”, i.e., whether the gauge
symmetry constrains the divergences sufficiently, so that these can be ab-
sorbed by gauge-invariant counterterms at each order of perturbation the-
ory [119, 223, 224, 225]. This is necessary for dealing meaningfully with
loops – and not just tree diagrams. This question can again be formulated
in terms of BRST cohomology. Indeed, the divergences and counterterms
are constrained by the cocycle condition (2.23) but this time at ghost num-
ber zero; and trivial solutions can be absorbed through field redefinitions
[231, 45, 46, 47, 87, 210, 217, 218, 219, 167, 7, 8, 224].
Thus it is H0,n(s|d) that controls the counterterms. The question raised above
can be translated, in cohomological terms, as to whether the most general
solution of the consistency condition sa + dm = 0 at ghost number zero can
be written as a = h dnx+ sb+ dn where h is a local function which is off-shell
gauge invariant up to a total derivative. The complete answer to this question,
which is affirmative when the gauge-group is semi-simple, has been worked out
recently [21, 23, 24].
10
3. Renormalization of composite, gauge-invariant operators: H0(s) and H0,n(s|d).
The renormalization of composite gauge-invariant operators arises in the anal-
ysis of the operator product expansion, relevant, in particular, to deep inelastic
scattering. In the mid-seventies, it was conjectured that gauge-invariant opera-
tors can only mix, upon renormalization, with gauge-invariant operators or with
gauge-variant operators which vanish in physical matrix elements [156, 157, 158]
(see also [86, 90]).
As established also there, the conjecture is equivalent to proving that in each
BRST cohomological class at ghost number zero, one can choose a representa-
tive that is strictly gauge-invariant. For local operators involving the variables
and their derivatives (at a given, unspecified, point) up to some finite order, the
relevant cohomology is H0(s). The problem is to show that the most general
solution of sa = 0 at ghost number zero is of the form a = I + sb, where I is
an invariant function of the curvatures F Iµν , the fields ψ
i and a finite number
of their covariant derivatives. For operators of low mass dimension, the prob-
lem involves a small number of possible composite fields and can be analyzed
rather directly. However, power counting becomes a less constraining tool for
operators of high mass dimension, since the number of composite fields with the
appropriate dimensions proliferates as the dimension increases. One must use
cohomological techniques that do not rely on power counting. The conjecture
turns out to be correct and was proved first (in four spacetime dimensions) in
[152]. The proof was streamlined in [135] using the above crucial decomposition
of s into δ+ γ. Further information on this topic may be found in [77]. Recent
applications are given in [78, 129].
In the same way, the cohomological group H0,n(s|d) controls the renormaliza-
tion of integrated gauge-invariant operators
∫
dnx O(x), or, as one also says,
operators at zero momentum. As mentioned above, its complete resolution has
only been given recently [21, 23, 24].
4. Anomalies for gauge invariant operators: H1(s) and H1,n(s|d).
The question of mixing of gauge invariant operators as discussed in the previous
paragraph may be obstructed by anomalies if a non gauge invariant regulariza-
tion and renormalization scheme is or has to be used [91]. To lowest order, these
anomalies are ghost number 1 local functions a and have to satisfy the consis-
tency condition sa = 0. BRST-exact anomalies are trivial because they can be
absorbed through the addition of non BRST invariant operators, which com-
pensate for the non invariance of the scheme. This means that the cohomology
constraining these obstructions is H1(s). Similarly, the groupH1,n(s|d) controls
the anomalies in the renormalization of integrated gauge invariant composite
operators [91].
5. Generalized conservation laws - “Characteristic cohomology” and BRST coho-
mology in negative ghost number
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The previous considerations were quantum. The BRST cohomology captures
also important classical information about the system. For instance, it has
been proved in [23] that the BRST cohomology at negative ghost number is
isomorphic to the so-called “characteristic cohomology” [214, 215, 72], which
generalizes the familiar notion of (non-trivial) conserved currents. A conserved
current can be defined (in Hodge dual terms) as an (n−1)-form that is d-closed
modulo the equations of motion,
dj ≈ 0 (2.24)
where ≈ means “equal when the equations of motion hold”. One says that
a conserved current is (mathematically) trivial when it is on-shell equal to an
exact form (see e.g. [178]),
j ≈ dm, (2.25)
wherem is a local form. The characteristic cohomology in form degree n−1 is by
definition the quotient space of conserved currents by trivial ones. The charac-
teristic cohomology in arbitrary form degree is defined by the same equations,
taken at the relevant form degrees. The characteristic cohomology in form-
degree n− 2 plays a roˆle in the concept of “charge without charge” [177, 211].
The exact correspondence between the BRST cohomology and the characteristic
cohomology is as follows [23]: the characteristic cohomology Hn−kchar in form-
degree n−k is isomorphic to the BRST cohomology H−k,n(s|d) in ghost number
−k and maximum form-degree n.1 Cocycles of the cohomology H−k,n(s|d)
involve necessarily the antifields since these are the only variables with negative
ghost number.
The reformulation of the characteristic cohomology in terms of BRST coho-
mology is particularly useful in form degree < n− 1, where it has yielded new
results leading to a complete calculation of Hn−kchar for k > 1. It is also useful in
form-degree n− 1, where it enables one to work out the explicit form of all the
conserved currents that are not gauge-invariant (and cannot be invariantized
by adding trivial terms) [22]. The calculation of the gauge-invariant currents
is more complicated and depends on the specific choice of the Lagrangian, con-
trary to the characteristic cohomology in lower form-degree.
6. Consistent interactions: H0,n(s0|d), H
1,n(s0|d) - Uniqueness of Yang-Mills cubic
vertex
Is is generally believed that the only way to make a set of massless vector fields
consistently interact is through the Yang-Mills construction - apart from interac-
tions that do not deform the abelian gauge transformations and involve only the
abelian curvatures or abelian Chern-Simons terms. Partial proofs of this result
exist [9, 220, 20] but these always make implicitly some restrictive assumptions
1The isomorphism assumes the De Rham cohomology of the spacetime manifold to be trivial.
Otherwise, the statement needs to be refined along the lines of [100]. A proof of the isomorphism is
given in sections 6 and 7.
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on the number of derivatives involved in the coupling or the polynomial degree
of the interaction. In fact, a counterexample exists in three spacetime dimen-
sions, which generalizes the Freedman-Townsend model for two-forms in four
dimensions [111, 3, 4].
The problem of constructing consistent (local) interactions for a gauge field
theory has been formulated in general terms in [50]. It turns out that this
formulation has in fact a natural interpretation in terms of deformation theory
and involves the computation of the free BRST cohomologies H0,n(s0|d) and
H1,n(s0|d)[19] (see also [118, 190, 137]), where s0 is the free BRST differential.
The BRST point of view systematizes the search for consistent interactions and
the demonstration of their uniqueness up to field redefinitions.
We present in this report complete results on Hk(s). We also provide, for a
very general class of Lagrangians, a complete description of the cohomological groups
H(s|d) in terms of the non trivial conserved currents that the model may have. So,
all these cohomology groups are known once all the global symmetries of the theory
have been determined – a problem that depends on the Lagrangian. Furthermore,
we show that the cocycles in the cohomological groups H0,n(s|d) (counterterms) and
H1,n(s|d) (anomalies) may be chosen not to involve the conserved currents when the
Yang-Mills gauge group has no abelian factor (in contrast to the groups Hg,n(s|d) for
other values of g). So, in this case, we can also work out completely H0,n(s|d) and
H1,n(s|d), without specifying L. We also present complete results forH−k,n(s|d) (with
k > 1) as well as partial results for H−1,n(s|d). Finally, we establish the uniqueness
of the Yang-Mills cubic vertex in four spacetime dimensions, using a result of Torre
[203].
2.4 Cohomology and antifields
The cohomological investigation of the BRST symmetry was initiated as early as in
the seminal papers [45, 46, 47], which gave birth to the modern algebraic approach
to the renormalization of gauge theories (for a recent monograph on the subject,
see [182]; see also [181, 54, 103, 120]). Many results on the antifield-independent
cohomology were established in the following fifteen years. However, the antifield-
dependent case remained largely unsolved and almost not treated at all although
a complete answer to the physical questions listed above requires one to tackle the
BRST cohomology without a priori restrictions on the antifield dependence.
In order to deal efficiently with the antifields in the BRST cohomology, a new
qualitative ingredient is necessary. This new ingredient is the understanding that
the antifields are algebraically associated with the equations of motion in a well-
defined fashion, which is in fact quite standard in cohomology theory. With this
novel interpretation of the antifields, new progress could be made and previous open
conjectures could be proved.
Thus, while the original point of view on the antifields (sources coupled to the
BRST variations of the fields [45, 46, 47, 231, 232]) is useful for the purposes of
renormalization theory, the complementary interpretation in terms of equations of
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motion is quite crucial for cohomological calculations. Because this interpretation of
the antifields, related to the so-called “Koszul-Tate complex”, plays a central roˆle in
our approach, we shall devote two entire sections to explaining it (sections 5 and 6).
The relevant interpretation of the antifields originates from work on the Hamil-
tonian formulation of the BRST symmetry, developed by the Fradkin school
[107, 108, 109, 27, 110, 31], where a similar interpretation can be given for the mo-
menta conjugate to the ghosts [130, 99, 176, 71, 131, 105, 189]. The reference [105]
deals in particular with the case of reducible constraints, which is the closest to the
Lagrangian case from the algebraic point of view. The extension of the work on
the Hamiltonian Koszul-Tate complex to the antifield formalism was carried out in
[106, 132]. Locality was analyzed in [133].
What enabled one to identify the Koszul-Tate differential as a key building block
was the attempt to generalize the BRST construction to more general settings, in
which the algebra of the gauge transformations closes only “on-shell”. In that case,
it is crucial to introduce the Koszul-Tate differential from the outset; the BRST
differential is then given by s = δ + γ + “more”, where “more” involves derivations
of higher antifield number. Such a generalization was first uncovered in the case of
supergravity [154, 191]. The construction was then systematized in [83, 212] and
given its present form in [28, 30, 33]. However, even when the algebra closes off-shell,
the Koszul-Tate differential is a key ingredient for cohomological purposes.
2.5 Further comments
The antifield formalism is extremely rich and we shall exclusively be concerned here
with its cohomological aspects in the context of local gauge theories. So, many of
its properties (meaning of antibracket and geometric interpretation of the master
equation [228], anti-BRST symmetry with antifields [34], quantum master equation
and its regularization [32, 204, 149, 202]) will not be addressed. A review with the
emphasis on the algebraic interpretation of the antifields used here is [134]. Other
reviews are [205, 206, 117].
It would be impossible - and out of place - to list here all references dealing with
one aspect or the other of the antifield formalism; we shall thus quote only some papers
from the last years which appear to be representative of the general trends. These
are [35, 159, 1, 122, 123] (geometric aspects of the antifield formalism), [199, 116, 37]
(Sp(2)-formalism), [36] (quantum antibrackets), [51] (higher antibrackets). We are
fully aware that this list is incomplete but we hope that the interested reader can
work her/his way through the literature from these references.
Finally, a monograph dealing with aspects of anomalies complementary to those
discussed here is [52].
2.6 Appendix 2.A: Gauge-fixing and antighosts
The BRST differential as we have introduced it is manifestly gauge-independent since
nowhere in the definitions did we ever fix the gauge. That this is the relevant dif-
ferential for the classical questions described above (classical deformations of the
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action, conservation laws) has been established in [19, 23]. Perhaps less obvious is
the fact that this is also the relevant differential for the quantum questions. Indeed,
the BRST differential is usually introduced in the quantum context only after the
gauge has been fixed and one may wonder what is the connection between the above
definitions and the more usual ones.
A related aspect is that we have not included the antighosts. There is in fact a
good reason for this, because these do not enter the cohomology: they only occur
through “trivial” terms because, as one says, they are in the contractible part of the
algebra [194].
To explain both issues, we first recall the usual derivation of the BRST symmetry.
First, one fixes the gauge through gauge conditions
F I = 0, (2.26)
where the F I involve the gauge potential, the matter fields and their derivatives.
For instance, one may take F I = ∂µAIµ (Lorentz gauge). Next, one writes down the
gauge-fixed action
SF = S
inv + Sgf + Sghost (2.27)
where Sinv =
∫
dnx L is the original gauge-invariant action, Sgf is the gauge-fixing
term
Sgf =
∫
dnx bI(F
I +
1
2
bI) (2.28)
and Sghost is the ghost action,
Sghost = −i
∫
dnx
[
DµC
J δ(C¯IF
I)
δAJµ
− eCJT iJjψ
j δ(C¯IF
I)
δψi
]
. (2.29)
The bI ’s are known as the auxiliary fields, while the C¯I are the antighosts. We take
both the ghosts and the antighosts to be real.
The gauge-fixed action is invariant under the BRST symmetry σAIµ = DµC
I ,
σψi = −eCIT iIjψ
j, σCI = (1/2)efKJ
ICJCK , σC¯I = ibI and σbI = 0. This follows
from the gauge-invariance of the original action as well as from σ2 = 0. σ coincides
with s on AIµ, ψ
i and CI but we use a different letter to avoid confusion. One can
view the auxiliary fields bI as the ghosts for the (abelian) gauge shift symmetry
C¯I → C¯I + ǫI under which the original Lagrangian is of course invariant since it does
not depend on the antighosts.
To derive the Ward-Slavnov-Taylor identities associated with the original gauge
symmetry and this additional shift symmetry, one introduces sources for the BRST
variations of all the variables, including the antighosts and the auxiliary bI -fields.
This yields
Stotal = Sinv + Sgf + Sghost + Ssources (2.30)
with
Ssources = −
∫
dnx (σAIµK
µ
I + σψ
iKi + σC
ILI + ibIM
I) (2.31)
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where KµI , Ki, LI and MI are respectively the sources for the BRST variations of
AIµ, ψi, C
I and C¯I . We shall also denote by N
I the sources associated with bI .
The antighosts C¯I , the auxiliary fields bI and their sources define the “non-minimal
sector”.
The action Stotal fulfills the identity
(Stotal, Stotal) = 0 (2.32)
where the “antibracket” ( , ) is defined by declaring the sources to be conjugate to
the corresponding fields, i.e.,
(AIµ(x), K
ν
J (y)) = δ
I
Jδ
ν
µδ
n(x− y), (CI(x), LJ (y)) = δ
I
Jδ
n(x− y) etc. (2.33)
The generating functional Γ of the one-particle irreducible proper vertices coincides
with Stotal to zeroth order in ~,
Γ = Stotal + ~Γ(1) +O(~2). (2.34)
The perturbative quantum problem is to prove that the renormalized finite Γ,
obtained through the addition of counterterms of higher orders in ~ to Stotal , obeys
the same identity,
(Γ,Γ) = 0 (2.35)
These are the Ward-Slavnov-Taylor identities (written in Zinn-Justin form) associated
with the original gauge symmetry and the antighost shift symmetry. The problem
involves two aspects: anomalies and stability.
General theorems [172, 163, 164] guarantee that to lowest order in ~, the breaking
∆k of the Ward identity,
(Γ,Γ) = ~k∆k +O(~
k+1), (2.36)
is a local functional. The identity (Γ, (Γ,Γ)) = 0, then gives the lowest order consis-
tency condition
S∆k = 0, (2.37)
where S is the so-called (linearized) Slavnov operator, S · = (Stotal , ·) which fulfills
S2 = 0 because of (2.32). Trivial anomalies of the form SΣk can be absorbed through
the addition of finite counterterms, so that, in the absence of non trivial anomalies,
(2.35) can be fulfilled to that order. Hence, non trivial anomalies are constrained by
the cohomology of S in ghost number 1.
The remaining counterterms Sk of that order must satisfy
SSk = 0, (2.38)
in order to preserve the Ward identity to that order. Solutions of the form
S(something) can be removed through field redefinitions or a change of the gauge
conditions. The question of stability in the minimal, physical, sector is the question
whether any non trivial solution of this equation can be brought back to the form
Sinv by redefinitions of the coupling constants and field redefinitions. Thus, it is the
cohomology of S in ghost number 0 which is relevant for the analysis of stability.
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As it has been defined, S acts also on the sources and depends on the gauge-fixing.
However, the gauge conditions can be completely absorbed through a redefinition of
the antifields
A∗µI = K
µ
I +
δΨ
δAIµ
, (2.39)
ψ∗i = Ki +
δΨ
δψi
, (2.40)
C¯∗I = M I +
δΨ
δC¯I
, (2.41)
C∗I = LI +
δΨ
δCI
, (2.42)
b∗I = N I +
δΨ
δbI
, (2.43)
where, in our case, Ψ is given by
Ψ = i C¯I(F
I +
1
2
bI). (2.44)
This change of variables does not affect the antibracket (”canonical transformation
generated by Ψ”). In terms of the new variables, Stotal becomes
Stotal = Sinv −
∫
dnx
[
(sAIµ)A
∗µ
I + (sψ
i)ψ∗i + (sC
I)C∗I
]
+ SNonMin (2.45)
where the non-minimal part is just
SNonMin = −i
∫
dnx bI C¯
∗I (2.46)
The Slavnov operator becomes then
S = s+ i
∫
dnx
[
bI(x)
δ
δC¯I(x)
− C¯∗I(x)
δ
δb∗I(x)
]
(2.47)
where here, s acts on the variables AIµ, ψ
i, CI of the “minimal sector” and on their
antifields A∗µI , ψ
∗
i , C
∗
I and takes exactly the form given in (2.8), while the remaining
piece is contractible and does not contribute to the cohomology (see appendix B).
Thus, H(S) and H(s) are isomorphic, as are H(S|d) and H(s|d): any cocycle of S
may be assumed not to depend on the variables C¯I , C¯
∗I , b∗I and bI of the “non-
minimal sector” and is then a cocycle of s. Furthermore, for chains depending on the
variables of the minimal sector only, s-coboundaries and S-coboundaries coincide.
Hence, the cohomological problems indeed reduce to computing H(s) and H(s|d).
Remarks:
(i) Whereas the choice made above to introduce sources also for the antighosts C¯I
and the auxiliary bI fields is motivated by the desire to have a symmetrical description
of fields and sources with respect to the antibracket (2.33) and a BRST transformation
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that is canonically generated on all the variables, other authors prefer to introduce
sources for the BRST variations of the variables AIµ, ψi and C
I only. In that approach,
the final BRST differential in the physical sector is the same as above, but the non
minimal sector is smaller and consists only of C¯I and b
I .
(ii) In the case of standard Yang-Mills theories in four dimensions, one may won-
der whether one has stability of the complete action (2.30) not only in the relevant,
physical sector but also in the gauge-fixing sector, i.e., whether linear gauges are
stable. Stability of linear gauges can be established by imposing legitimate auxiliary
conditions. In the formalism where the antighosts and auxiliary fields have no an-
tifields, these auxiliary conditions are the gauge condition and the ghost equation,
fixing the dependence of Γ on bI and C¯I respectively. The same result can be re-
covered in the approach with antifields for the antighosts and the auxiliary fields.
The dependence of Γ on the variables of the non minimal sector is now fixed by the
same ghost equation as before, while the gauge condition is modified through the
additional term −iC¯∗I b
I . In addition, one imposes: δΓ/δC¯∗I = −ib
I and δΓ/δb∗I = 0.
(iii) One considers sometimes a different cohomology, the so-called gauge-fixed
BRST cohomology, in which there is no antifield and the equations of motion of the
gauge-fixed theory are freely used. This cohomology is particularly relevant to the
”quantum Noether method” for gauge-theories [150, 151]. The connection between
the BRST cohomology discussed here and the gauge-fixed cohomology is studied in
[136, 26], where it is shown that they are isomorphic under appropriate conditions
which are explicitly stated.
2.7 Appendix 2.B: Contractible pairs
We show here that the antighosts and the auxiliary fields do not contribute to the
cohomology of S. This is because C¯I and bI form “contractible pairs”,
SC¯I = i bI , SbI = 0, (2.48)
and furthermore, the S-transformations of the other variables do not involve C¯I or
bI . We shall repeatedly meet the concept of “contractible pairs” in this work.
Let N be the operator counting C¯I and bI and their derivatives,
N = C¯I
∂
∂C¯I
+ bI
∂
∂bI
+
∑
t>0
[
∂µ1...µtC¯I
∂
∂(∂µ1...µtC¯I)
+ ∂µ1...µtbI
∂
∂(∂µ1 ...µtbI)
]
. (2.49)
One has [N,S] = 0 and in fact N = S̺ + ̺S with
̺ = −i C¯I
∂
∂bI
− i
∑
t>0
∂µ1...µtC¯I
∂
∂(∂µ1 ...µtbI)
. (2.50)
̺ is called a contracting homotopy for N with respect to S. Now, let a be S-closed.
One can expand a according to the N -degree, a =
∑
k≥0 ak with Nak = kak. One
has Sak = 0 since [N,S] = 0. It is easy to show that the components of a with
k > 0 are all S-exact. Indeed, for k > 0 one has ak = (1/k)Nak = (1/k)(S̺+ ̺S)ak
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and thus ak = Sbk with bk = (1/k)̺ak. Accordingly, a = a0 + S(
∑
k>0 bk). Hence,
the ”non-minimal part” of an s-cocycle is always trivial. Furthermore, by analogous
arguments, an s-cocycle a is trivial if and only if its ”minimal part” a0 is trivial in
the minimal sector.
Similarly, if a is a solution of the consistency condition, Sa + dm = 0, one has
Sak + dmk = 0 and one gets, for k 6= 0, ak = Sbk + dnk with bk = (1/k)̺ak and
nk = (1/k)̺mk (thanks to [N, d] = 0, d̺+ ̺d = 0). Thus, the cohomology of S can
be non-trivial only in the space of function(al)s not involving the antighosts and the
auxiliary fields bI .
The same reasoning applies to the antifields C¯∗I and b∗I , which form also con-
tractible pairs since
SC¯∗I = 0, Sb∗I = −i C¯∗I . (2.51)
The argument is actually quite general and constitutes one of our primary tools for
computing cohomologies. We shall make a frequent use of it in the report, whenever
we have a pair of independent variables (x, y) and a differential ∆ such that ∆x = y
and ∆y = 0, and the action of ∆ on the remaining variables does not involve x or y.
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3 Outline of report
The calculation of the BRST cohomology is based on the decomposition of s into
δ + γ, on the computation of the individual cohomologies of δ and γ and on the
descent equations. Our approach follows [21, 23, 24], but we somewhat streamline
and systematize the developments of these papers by starting the calculation ab initio.
This enables one to make some shortcuts in the derivation of the results.
We start by recalling some useful properties of the exterior derivative d in the
algebra of local forms (section 4). In particular, we establish the important “algebraic
Poincare´ lemma” (theorem 4.2), which is also a tool repeatedly used in the whole
report.
We compute then H(δ) and H(δ|d) (sections 5 and 6, respectively). 0ne can
establish general properties of H(δ) and H(δ|d), independently of the model and
valid for other gauge theories such as gravity or supergravity. In particular, the
relationship between H(δ|d) and the (generalized) conservation laws is quite general,
although the detailed form of the conservation laws does depend of course on the
model. We have written section 6 with the desire to make these general features
explicit. We specialize then the analysis to gauge theories of the Yang-Mills type.
Within this set of theories (and on natural regularity and normality conditions on
the Lagrangian), the groups H(δ|d) are completely calculated, except Hn1 (δ|d), which
is related to the global symmetries of the model and can be fully determined only
when the Lagrangian is specified.
In section 7, we establish the general link between H(s), H(δ) and H(γ) (respec-
tively, H(s|d), H(δ|d) and H(γ|d)). The connection follows the line of “homological
perturbation theory” and applies also to generic field theories with a gauge freedom.
We compute next H(γ) (section 8). The calculation is tied to theories of the
Yang-Mills type but within this class of models, it does not depend on the form of
the Lagrangian since γ involves only the gauge transformations and not the detailed
dynamics. We first show that the calculation of H(γ) reduces to the problem of
computing the Lie algebra cohomology of the gauge group formulated in terms of the
curvature components, the matter fields, the antifields, and their covariant deriva-
tives, and the undifferentiated ghosts. This is a well-known mathematical problem
whose general solution has been worked out long ago (for reductive Lie algebras).
Knowing the connection between H(δ), H(γ) and H(s) makes it easy to compute
H(s) from H(δ) and H(γ).
We then turn to the computation of H(s|d). The relevant mathematical tool
is that of the descent equations, which we first review (section 9). Equipped with
this tool, we calculate H(s|d) in all form and ghost degrees in a smaller algebra
involving only the forms CI , dCI , AI , dAI and their exterior products (section 10).
Although this problem is a sub-problem of the general calculation of H(s|d), it turns
out to be crucial for investigating solutions of the consistency condition sa+ dm = 0
that “descend non trivially”. The general case (in the algebra of all local forms not
necessarily expressible as exterior products of CI , dCI , AI and dAI) is treated next
(section 11), paying due attention to the antifield dependence.
Because the developments in section 11 are rather involved, we discuss their phys-
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ical implications in a separate section (section 12). The reader who is not interested
in the proofs but only in the results may skip section 11 and go directly to section 12.
We explain in particular there why the antifields can be removed from the general
solution of the consistency condition at ghost numbers zero (counterterms) and one
(anomalies) when the gauge group is semisimple. We also explain why the anoma-
lies can be expressed solely in terms of CI , dCI , AI and dAI in the semisimple case
[61, 62, 101]. These features do not hold, however, when there are abelian factors or
for different values of the ghost number.
The case of a system of free abelian gauge fields, relevant to the construction
of consistent couplings among massless vector particles, has special features and is
therefore treated separately in section 13. We also illustrate the general results in
the case of pure Chern-Simons theory in three dimensions, where many solutions
disappear because the Yang-Mills curvature vanishes when the equations of motion
hold (section 14).
Finally, the last section reviews the literature on the calculation of the local BRST
cohomology H(s|d) for other local field theories with a gauge freedom.
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4 Locality - Algebraic Poincare´ lemma: H(d)
Since locality is a fundamental ingredient in our approach, we introduce in this sub-
section the basic algebraic tools that allow one to deal with locality. The central idea
is to consider the “fields” φi and their partial derivatives of first and higher order as
independent coordinates of so-called jet-spaces. The approach is familiar from the
variational calculus where the fields and their partial derivatives are indeed treated as
independent variables when computing the derivatives ∂L/∂φi or ∂L/∂(∂µφ
i) of the
Lagrangian L. Fields, in the usual sense of “functions of the space-time coordinates”,
emerge in this approach as sections of the corresponding jet-bundles.
What are the “fields” will depend on the context. In the case of gauge theories
of the Yang-Mills type, the “fields” φi may be the original classical fields AIµ and ψ
i,
or may be these fields plus the ghosts. In some other instances, they could be the
original fields plus the antifields, or the complete set of all variables introduced in the
introduction. The considerations of this section are quite general and do not depend
on any specific model or field content. So, we shall develop the argument without
committing ourselves to a definite set of variabes.
4.1 Local functions and jet-spaces
A local function f is a smooth function of the spacetime coordinates, the field variables
φi and a finite number of their derivatives, f = f(x, [φ]), where the notation [φ] means
dependence on φi, φiµ, . . . , φ
i
(µ1...µk)
for some finite k (with φiµ ≡ ∂µφ
i, φi(µ1...µk) ≡
∂(µ1 . . . ∂µk)φ
i). A local function is thus a function on the “jet space of order k”
Jk(E) = M × V k (for some k), where M is Minkowski (or Euclidean) spacetime
and where V k is the space with coordinates given by φi, φiµ, . . . , φ
i
(µ1...µk)
– some of
which may be Grassmannian. The fields and their various derivatives are considered
as completely independent in Jk(E) except that the various derivatives commute, so
that only the completely symmetric combinations are independent coordinates.
In particular, the jet space of order zero J0(E) ≡ E is coordinatized by xµ and
φi. A field history is a section s : M −→ E, given in coordinates by x 7−→ (x, φ(x)).
A section of E induces a section of Jk(E), with φi(µ1...µk)|s = ∂
kφi(x)/∂xµ1 . . . ∂xµk .
Evaluation of a local function at a section yields a spacetime function. The indepen-
dence of the derivatives reflects the fact that the only local function f(x, [φ]) which
is zero on all sections is the function f ≡ 0.
Because the order in the derivatives of the relevant functions is not always known
a priori, it is useful to introduce the infinite jet-bundle π∞ : J∞(E) = M×V ∞ →M ,
where coordinates on V ∞ are given by φi, φiµ, φ
i
(µ1µ2)
, . . ..
In our case where spacetime is Minkowskian (or Euclidean) and the field man-
ifold is homeomorphic to Rm (with m the number of independent real fields φi,
i = 1, . . . , m), the jet-bundles are trivial and the use of bundle terminology may
appear a bit pedantic. However, this approach is crucial for dealing with more com-
plicated situations in which the spacetime manifold and/or the field manifold is topo-
logically non-trivial. Global aspects related to these features will not be discussed
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here. They come over and above the local cohomologies analyzed in this report, which
must in any case be understood2. We refer to [174, 101, 25] for an analysis of BRST
cohomology taking into account some of these extra global features.
In the case of field theory, the local functions are usually polynomial in the deriva-
tives. This restriction will turn out to be important in some of the next sections.
However, for the present purposes, it is not necessary. The theorems of this section
and the next are valid both in the space of polynomial local functions and in the
space of arbitrary smooth local functions. For this reason, we shall not restrict the
functional space of local functions at this stage.
4.2 Local functionals - Local p-forms
An important class of objects are local functionals. They are given by the integrals
over space-time of local n-forms evaluated at a section. An example is of course the
classical action.
Local p-forms are by definition exterior forms with coefficients that are local func-
tions,
ω =
1
p!
dxµ1 ∧ . . . ∧ dxµpωµ1...µp(x, [φ]). (4.1)
We shall drop the exterior product symbol ∧ in the sequel since no confusion can
arise.
Thus, local functionals evaluated at the section s take the form F(f, s) =
∫
M
ω|s
with ω the n-form ω = fdnx, where dnx = dx0 · · · dxn−1. In the case of the action, f
is the Lagrangian density.
It is customary to identify local functionals with the formal expression
∫
M
ω prior
to evaluation.
4.3 Total and Euler-Lagrange derivatives
The total derivative ∂µ is the vector field defined on local functions by
∂µ =
∂
∂xµ
+ φiµ
∂
∂φ
+ φi(µν)
∂
∂φiν
+ . . . =
∂
∂xµ
+
∑
k≥0
φi(µν1...νk)
∂
∂φi(ν1...νk)
, (4.2)
where for convenience, we define the index (ν1 . . . νk) to be absent for k = 0. These
vector fields commute, [∂µ, ∂ν ] = 0. Note that ∂µφ = φµ, ∂µ∂νφ = φµν etc... Further-
more, evaluation at a section and differentiation commute as well:
(∂µf)|s =
∂
∂xµ
(f |s). (4.3)
The Euler-Lagrange derivative δ
δφi
is defined on a local function f by
δf
δφi
=
∂f
∂φi
− ∂µ
∂f
∂φiµ
+ . . . =
∑
k≥0
(−)k∂(µ1...µk)
∂f
∂φi(µ1...µk)
, (4.4)
2Our considerations are furthermore sufficient for the purposes of perturbative quantum field
theory.
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where ∂(µ1...µk) = ∂µ1 . . . ∂µk .
4.4 Relation between local functionals and local functions
A familiar property of total derivatives ∂µj
µ is that they have vanishing Euler-
Lagrange derivatives. The converse is also true. In fact, one has
Theorem 4.1 (i) A local function is a total derivative iff it has vanishing Euler-
Lagrange derivatives with respect to all fields,
f = ∂µj
µ ⇔
δf
δφi
= 0 ∀φi . (4.5)
(ii) Two local functionals F ,G agree for all sections s, F(f, s) = G(g, s) iff their
integrands differ by a total derivative, f = g + ∂µj
µ, for some local functions jµ,
whose boundary integral vanishes,
∮
∂M
j = 0.
Proof: (i) Let
N =
∑
k≥0
φi(µ1...µk)
∂
∂φi(µ1...µk)
.
We start from the identity
f(x, [φ])− f(x, 0) =
∫ 1
0
dλ
d
dλ
f(x, [λφ]) =
∫ 1
0
dλ
λ
[Nf ](x, [λφ]). (4.6)
Using integrations by parts and f(x, 0) = ∂µk
µ(x) (which holds as a consequence of
the standard Poincare´ lemma for Rn), one gets
f(x, [φ]) = ∂µj
µ +
∫ 1
0
dλ
λ
[φi
δf
δφi
](x, [λφ]). (4.7)
for some local functions jµ. Thus, δf/δφi = 0 ∀i implies f = ∂µjµ. Evidently, jµ is
polynomial whenever f is.
Conversely, we have
[
∂
∂φi(µ1...µk)
, ∂ν ] = δ
µ1
(ν · · · δ
µk
λk−1)
∂
∂φi(λ1...λk−1)
. (4.8)
[For k = 0: [∂/∂φi, ∂ν ] = 0.] This gives
∑
k≥0
(−)k∂(µ1...µk)
∂(∂νj
ν)
∂φi(µ1...µk)
=
∑
k≥0
(−)k∂(µ1...µkν)
∂jν
∂φi(µ1...µk)
+
∑
k≥1
(−)k∂(νλ1...λk−1)
∂jν
∂φi(λ1...λk−1)
= 0. (4.9)
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(ii) That two local functionals whose integrands differ by a total derivative with
vanishing boundary integral agree for all sections s follows from (4.3) and Stokes theo-
rem. Conversely, F(f, s) = G(g, s) for all s, implies I =
∫
M
dnx (f−g)|φi(x)+εηi(x) = 0
for all ε. Thus, for sections ηi(x) which vanish with a sufficient number of their
derivatives at ∂M , using integrations by parts and (4.3), one gets 0 = d
dε
|ǫ=0I =∫
M
dnx ηi(x) δ(f−g)
δφi
|φi(x), which implies
δ(f−g)
δφi
= 0 for all φi and concludes the proof
by using (i).
Remarks:
(i) The first part of this theorem can be reformulated as the statement that “terms
in a classical Lagrangian give no contributions to the classical equations of motion
iff they are total derivatives”. It is crucial to work in jet space for this statement
to be true since the Poincare´ lemma for the standard De Rham cohomology in Rn
implies that any function of x can be written as a total derivative. Thus, if we
were to consider na¨ıvely the Lagrangian L as a function of the spacetime coordinates
(L = L(x)), we would get an apparent contradiction, since on the one hand the
Euler-Lagrange equations are in general not empty while on the other hand L can be
written as a total derivative in x-space. The point is of course that L would not be
given in general by the total derivative of a local vector density.
(ii) The theorem leads to the following view on local functionals, put forward in
explicit terms in [114]: local functionals can be identified with equivalence classes
of local functions modulo total derivatives. This is legitimate whenever the surface
terms can be neglected or are not under focus. This is the case in the physical
situations described in the introduction (e.g. in renormalization theory, the classical
fields in the effective action Γ are in fact sources yielding 1-particle irreducible Green
functions. They can be assumed to be of compact support in that context). In the
remainder of the report, we always use this identification.
4.5 Algebraic Poincare´ lemma - H(d)
Let Ω be the algebra of local forms. The exterior (also called horizontal) differential
in Ω is defined by d = dxµ∂µ with ∂µ given by formula (4.2).
The derivative d satisfies d2 = 0 because the dxµ anticommute while the ∂µ
commute. The complex (Ω, d) is called the horizontal complex. Its elements, the
local forms, are also called the horizontal forms, or just the “forms”. The p-forms ωp
satisfying dωp = 0 are called closed, or cocycles (of d), the ones given by ωp = dωp−1,
which are necessarily closed, are called exact or coboundaries (of d). The cohomology
group H(d,Ω) is defined to be the space of equivalence classes of cocycles modulo
coboundaries, [ωp] ∈ Hp(d,Ω) if dωp = 0 with ωp ∼ ωp + dωp−1.
Integrands of local functionals are local n-forms. A local n-form ωn = dnx f
is exact, ωn = dωn−1 (with ωn−1 a local (n − 1)-form), if and only if f is a total
derivative; one has
dnxf = dωn−1 ⇔ f = ∂µj
µ ⇔
δf
δφi
= 0 ∀φi (4.10)
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where the first equivalence holds with ωn−1 = − 1
(n−1)!
ǫµν1...νn−1dx
ν1 . . . dxνn−1jµ and
the second one holds by theorem 4.1. Due to dωn = 0, theorem 4.1 can thus be
reformulated as the statement that local functionals are described by Hn(d,Ω), and
that Hn(d,Ω) is given by the equivalence classes [ωn] having identical Euler-Lagrange
derivatives, ωn = fdnx ∼ ω′n = f ′dnx if δ
δφi
(f − f ′) = 0. An important result is the
following on the cohomology of d in lower form degrees.
Theorem 4.2 The cohomology of d in form degree strictly smaller than n is ex-
hausted by the constants in form degree 0,
0 < p < n : dωp = 0 ⇔ ωp = dωp−1 ;
p = 0 : dω0 = 0 ⇔ ω0 = constant . (4.11)
Theorem 4.1 (part (i)) and theorem 4.2, which give the cohomology of d in the
algebra of local forms, are usually collectively referred to as the “algebraic Poincare´
lemma”. The proof below applies to the case of a polynomial dependence on deriva-
tives. Proofs covering the smooth case can be found in the literature cited at the end
of this section.
Proof: As in (4.6), we have the decomposition ω(x, dx, [φ]) = ω0 + ω˜, where ω0 =
ω(x, dx, 0) and ω˜(x, dx, [φ]) =
∫ 1
0
dλ
λ
[Nω](x, dx, [λφ]).
The condition dω = 0 then implies separately dxµ ∂
∂xµ
ω0 = 0 and dω˜(x, dx, [φ]) = 0
because d is homogeneous of degree zero in λ and commutes with N .
Defining ρ′ = xν ∂
∂dxν
, we have {dxµ ∂
∂xµ
, ρ′} = xµ ∂
∂xµ
+ dxν ∂
∂dxν
. Using a homotopy
formula analogous to (4.6) for the variables xµ, dxµ, we get ω0(x, dx, 0) = ω(0, 0, 0)+
d
∫ 1
0
dλ
λ
[ρ′ω0](λx, λdx, 0), which is the standard Poincare´ lemma.
Let tν =
∑
k≥0 kδ
ν
(µ1
δλ1µ2 . . . δ
λk−1
µk)
φi(λ1...λk−1)
∂
∂φi
(µ1...µk)
. Then
[tν , ∂µ] = δ
ν
µN. (4.12)
If one defines D+νω˜ =
∫ 1
0
dλ
λ
[tν ω˜](x, dx, [λφ]), one gets
[D+ν , ∂µ]ω˜ = δ
ν
µω˜, (4.13)
because ∂µ is homogeneous of degree 0 in λ. With ρ = D
+ν ∂
∂dxν
, one has
{d, ρ}ω˜ = [D+ν∂ν − dx
µ ∂
∂dxµ
]ω˜ = [∂νD
+ν + (n− dxµ
∂
∂dxµ
)]ω˜. (4.14)
Let α = n− p, for p < n. Apply the previous relation to a d-closed p-form ω˜p to get
dω˜p = 0 ⇒ ω˜p = d
ρ
α
ω˜p −
1
α
∂νD
+νω˜p. (4.15)
We want to use this formula recursively. In order to do so, we need some relations
for the operators Pm = ∂ν1 . . . ∂νmD
+ν1 . . .D+νm where, by definition P0 = 1. (4.13)
implies [P1, d]ω˜ = dω˜ and P1Pmω˜ = [Pm+1+mPm]ω˜. The latter allows one to express
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Pm in terms of P1: Pmω˜ = Π
m−1
l=0 (P1 − l)ω˜. If ω˜ is closed, it follows that dPmω˜ = 0.
Together with (4.14) (applied to a p-form Pmω˜
p), this yields
dω˜p = 0 ⇒ (α +m)Pmω˜
p = dρPmω˜
p − Pm+1ω˜
p. (4.16)
Injecting this relation for m = 1 into (4.15), we find
ω˜p = d[
ρ
α
−
ρ
α(α+ 1)
P1]ω˜
p +
1
α(α + 1)
P2ω˜
p.
Going on recursively, the procedure will stop because ω˜p is polynomial in derivatives:
the total number of derivatives contained ω˜p is bounded by some m¯, so that Pm¯+1ω˜
p =
0. Hence, the final result is dω˜p = 0 ⇒ ω˜p = dηp−1, with
ηp−1 =
m¯∑
m=0
(−)mρPm ω˜p
α(α + 1) · · · (α +m)
, α = n− p.
This proves the theorem, by noting that ω(0, 0, 0) can never be d exact.
Note that the above construction preserves polynomiality: ηp−1 is polynomial in
the fields and their derivatives if ωp is.
4.6 Cohomology of d in the complex of x-independent local
forms
The previous theorem holds in the space of forms that are allowed to have an ex-
plicit x-dependence. It is sometimes necessary to restrict the analysis to translation-
invariant local forms, which have no explicit x-dependence. In that case, the coho-
mology is bigger, because the constant forms (polynomials in the dxµ’s with constant
coefficients) are closed but not exact in the algebra of forms without explicit x-
dependence (dxµ = d(xµ), but xµ is not in the algebra). In fact, as an adaptation of
the proof of the previous theorem easily shows, this is the only additional cohomology.
Theorem 4.3 (algebraic Poincare´ lemma in the x-independent case): In the alge-
bra of local forms without explicit x-dependence, the cohomology of d in form degree
strictly less than n is exhausted by the constant forms:
p < n : dωp = 0 ⇔ ωp = dωp−1 + cµ1...µpdx
µ1 . . . dxµp (4.17)
where the cµ1...µp are constants.
If one imposes Lorentz invariance, the cohomology in form-degree 0 < p < n
disappears since there is no Lorentz-invariant constant form except for p = 0 or
p = n (see Sections 11.1 and 11.2 for a discussion of Lorentz invariance).
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4.7 Effective field theories
The Lagrangian of effective Yang-Mills theory contains all terms compatible with
gauge invariance [119, 224]. Consequently, it is not a local function since it contains
an infinite number of derivatives.
However, the above considerations are relevant to the study of effective theories.
Indeed, in that case the Lagrangian L is in fact a formal power series in some free
parameters (including the gauge coupling constants). The coefficients of the inde-
pendent powers of the parameters in this expansion are local functions in the above
sense and are thus defined in a jet-space of finite order. Equality of two formal power
series in the parameters always means equality of all the coefficients. For this rea-
son, formal power series in parameters with coefficients that are local function(al)s –
in fact polynomials in derivatives by dimensional analysis – can be investigated by
means of the tools introduced for local function(al)s. These are the objects that we
shall manipulate in the context of effective field theories.
4.8 A guide to the literature
Useful references on jet-spaces are [178, 186, 6]. The algebraic Poincare´ lemma has
been proved by many authors and repeatedly rediscovered. Besides the references
just quoted, one can list (without pretendence of being exhaustive!) [214, 195, 208,
5, 82, 207, 62, 100, 85, 221]. We have followed the proof given in [94].
The very suggestive terminology “algebraic Poincare´ lemma” appears to be due
to Stora [192].
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5 Equations of motion and Koszul-Tate differen-
tial: H(δ)
The purpose of this section is to compute the homology3 of the Koszul-Tate differen-
tial δ in the algebra of local forms ΩF on the jet-space J
∞(F ) of the original fields AIµ
and ψ, the ghosts CI , the antifields, and their derivatives. To that end, it is necessary
to make precise a few properties of the equations of motion.
The action of the Koszul-Tate differential δ for gauge theories of the Yang-Mills
type has been defined in the introduction on the basic variables AIµ, ψ, C
I , A∗Iµ , ψ
∗
i
and C∗I , through formula (2.8). The differential δ is then extended to the jet space
J∞(F ) by requiring that δ be a derivation (of odd degree) that commutes with ∂µ.
This yields explicitly
δ =
∑
l≥0
∂(µ1...µl)L
µ
I
∂
∂A∗µ
I|(µ1...µl)
+
∑
l≥0
∂(µ1...µl)Li
∂
∂ψ∗
i|(µ1 ...µl)
+
∑
m≥0
∂(ν1...νm)[−DµA
∗µ
I − eψ
∗
i T
i
Ijψ
j ]
∂
∂C∗
I|(ν1...νm)
,
an expression that makes it obvious that δ is a derivation. By setting δ(dxµ) = 0,
one extends δ trivially to the algebra ΩF of local forms.
5.1 Regularity conditions
5.1.1 Stationary surface
The Euler-Lagrange equations of motion and their derivatives define surfaces in the
jet-spaces Jr(E), J∞(E) of the original fields AIµ, ψ
i, the ghosts CI and their deriva-
tives.
Consider the collection R∞ of equations LµI = 0, Li = 0, ∂νL
µ
I = 0 ∂νLi = 0,
∂(ν1ν2)L
µ
I = 0, ∂(ν1ν2)Li = 0, . . . defined on J
∞(E). They define the so-called stationary
surface Σ∞ on J∞(E). In a given jet-space Jr(E) of finite order r, the stationary
surface Σr is the surface defined by the subset Rr ⊂ R∞ of the above collection of
equations which is relevant in Jr(E).
Note that the equations of motion involve only the original classical fields AIµ and
ψi and their derivatives. They do not constrain the ghosts because one is dealing
with the original gauge-covariant equations and not those of the gauge-fixed theory.
This fact will turn out to be quite important later on.
5.1.2 Noether identities
Because of gauge invariance, the left hand sides of the equations of motion are not
all independent functions on J∞(E), but they satisfy some relations, called Noether
3One speaks of “homology”, rather than cohomology, because δ acts like a boundary (rather than
coboundary) operator: it decreases the degree (antifield number) of the objects on which it acts.
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identities. These read
∂(ν1...νk)[DµL
µ
I + eLiT
i
Ijψ
j] = 0, (5.1)
for all k = 0, 1, . . . and I = 1, . . . , dim(G).
5.1.3 Statement of regularity conditions
The Yang-Mills Lagrangian L = (−1/4)δIJF IµνF
Jµν fulfills important regularity con-
ditions which we now spell out in detail. For all r, the collection Rr of equations of
motion can be split into two groups, the “independent equations” La and the “depen-
dent equations” L∆.
4 The independent equations are by definition such that they can
be taken to be some of the coordinates of a new coordinate system on V r, while the
dependent equations hold as consequences of the independent ones: La = 0 implies
L∆ = 0. Furthermore, there is one and only one dependent equation for each Noether
identity: these identities are the only relations among the equations and they are not
redundant. To be precise, when viewed as equations for the La and L∆, the Noether
identities ∂(ν1...νk)DµL
µ
I = 0 are strictly equivalent to
L∆ − La k
a
∆ = 0, (5.2)
for some local functions ka∆ of the fields and their derivatives (a complete set {L∆, La}
is given explicitly below). Thus, the left hand sides of the Noether identities
∂(ν1...νk)DµL
µ
I = 0, viewed as equations for the La and L∆, are of the form
∂(ν1...νk)DµL
µ
I = (L∆ − La k
a
∆)M
∆
(ν1...νk)I
, (5.3)
for some invertible matrix M∆(ν1...νk)I that may depend on the dynamical variables
(the range of (ν1 . . . νk)I is equal to the range of ∆).
Similarly, one can split the gauge fields and their derivatives into “independent
coordinates” yA, which are not constrained by the equations of motion in the jet-
spaces, and “dependent coordinates” za, which can be expressed in terms of the yA
on the stationary surface(s). For fixed yA, the change of variables from La to za is
smooth and invertible (a complete set {yA, za} is given explicitly below).
The same regularity properties hold for the Chern-Simons action, or if one min-
imally couples scalar or spinor fields to the Yang-Mills potential as in the standard
model.
The importance of the regularity conditions is that they will enable us to compute
completely the homology of δ by identifying appropriate contractible pairs. We shall
thus verify them explicitly.
We successively list the La, L∆, yA and za for the massless free Dirac field, for the
massless free Klein-Gordon field, for pure Yang-Mills theory and for the Chern-Simons
theory in three dimensions.
4By an abuse of terminology, we use “equations of motions” both for the actual equations and
for their left hand sides.
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Dirac field: We start with the simplest case, that of the free (real) Dirac field,
with equations of motion L ≡ γµ∂µΨ = 0. These equations are clearly independent
(no Noether identity) and imply no restriction on the undifferentiated field compo-
nents. So, the stationary surface in J0(E) is empty. The equations of motion start
“being felt” in J1(E) since they are of the first order. One may rewrite them as
∂0Ψ = γ
0γk∂kΨ, so the derivatives ∂kΨ may be regarded as independent, while ∂0Ψ
is dependent. Similarly, the successive derivatives of ∂0Ψ may be expressed in terms
of the spatial derivatives of Ψ by differentiating the equations of motion, so one gets
the following decompositions:
{La} ≡ {L, ∂µL, ∂(µ1µ2)L, . . .}, {L∆} is empty, (5.4)
{yA} ≡ {Ψ,Ψs,Ψ(s1s2), . . . ,Ψ(s1...sm), . . .}, (5.5)
{za} ≡ {Ψ0,Ψ(ρ10), . . . ,Ψ(ρ1...ρm0), . . .}. (5.6)
The subset of equations Rr relevant in Jr(E) is given by the Dirac equations and
their derivatives up to order r − 1.
Klein-Gordon field: Again, the equation of motion L ≡ ∂µ∂µφ = 0 and all its
differential consequences are independent. Furthermore, they can clearly be used to
express any derivative of φ involving at least two temporal derivatives in terms of the
other derivatives.
{La} ≡ {L, ∂µL, ∂(µ1µ2)L, . . .}, {L∆} is empty, (5.7)
{yA} ≡ {φ, φρ, φ(s1ρ), . . . , φ(s1...smρ), . . .}, (5.8)
{za} ≡ {φ(00), φ(ρ100), . . . , φ(ρ1...ρm00), . . .}. (5.9)
Pure Yang-Mills field: The equations of motion LµI ≡ DνF
νµ
I = 0 are defined
in J2(E), where they are independent. The Noether identities involve the spacetime
derivatives of the Euler-Lagrange derivatives of the pure Yang-Mills Lagrangian and
so start playing a roˆle in J3(E). They can be used to express ∂0 of the field equation
for AI0 in terms of the other equations. Thus, in J
3(E), LµI = 0, ∂ρL
m
I = 0 and ∂kL
0
I =
0 are independent equations, while ∂0L
0
I = 0 are dependent equations following from
the others. One can solve the equations LmI = 0 and L
0
I = 0 for A
I
m|(00) and A
I
0|(11) in
terms of the other second order derivatives of the fields. Similarly, the derivatives of
the equations LmI = 0 can be solved for A
I
m|(ρ1...ρs00)
while the independent derivatives
of L0I = 0 can be solved for A
I
0|(s1...sn11)
. A possible split of the equations and the
variables fulfilling the above requirements is therefore given by
{La} ≡ {L
µ
I , ∂ρL
m
I , . . . , ∂(ρ1...ρs)L
m
I , . . . ,
∂kL
0
I , . . . , ∂(k1...k2)L
0
I , . . .}, (5.10)
{L∆} ≡ {∂0L
0
I , ∂ρ∂0L
0
I , . . . , ∂(ρ1...ρs)∂0L
0
I , . . .}, (5.11)
{yA} ≡ {A
I
µ, A
I
µ|ρ, A
I
m|(s1ρ)
, . . . , AIm|(s1...skρ), . . . ,
AI0|(λ0), . . . , A
I
0|(λ1...λk0)
, . . . ,
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AI0|(l¯m), . . . , A
I
0|(l¯1...l¯km)
, . . .} (l¯, l¯i > 1), (5.12)
{za} ≡ {A
I
m|(00), A
I
m|(ρ00), . . . , A
I
m|(ρ1...ρs00)
, . . . ,
AI0|(11), . . . , A
I
0|(s11), . . . , A
I
0|(s1...sn11)
, . . .}. (5.13)
Finally, the matrix M∆(ν1...νk)I in Eq. (5.3) associated with this split of the equations
of motion is easily constructed: it is a triangular matrix with entries 1 on the di-
agonal and thus it is manifestly invertible. Indeed, one has, for the undifferentiated
Noether identities, DµL
µ
I = δ
J
I ∂0L
0
J + “more”, where “more” denotes terms involv-
ing only the independent equuations. By differentiating these relations, one gets
∂(ν1...νk)DµL
µ
I = δ
J
I ∂(ν1...νk)∂0L
0
J+ “lower” + “more”, where “lower” denotes terms
involving the previous dependent equations.
Chern-Simons theory in three dimensions: The equations are this time LµI ≡
εµρσFIρσ = 0. They can be split as above since the Noether identities take the same
form. But there are less independent field components since the equations of motion
are of the first order and thus start being relevant already in J1. From the equations
LiI = 0 and their derivatives, one can express the derivatives of the spatial components
AIi of the vector potential with at least one ∂0 in terms of the derivatives of A
I
0, which
are unconstrained. Similarly, from the equations L0I = 0 and their spatial derivatives,
which are independent, one can express all spatial derivatives of AI2 with at least one
∂1 in terms of the spatial derivatives of A
I
1. Thus, we have La and L∆ as in (5.10)
and (5.11), but the yA and za are now given by
{yA} ≡ {A
I
µ, A
I
0|ρ, . . . , A
I
0|(ρ1...ρk)
, . . . ,
AI1|s, . . . , A
I
1|(s1...sk)
, . . . ,
AI2|2, . . . , A
I
2|2...2, . . .}, (5.14)
{za} ≡ {A
I
m|0, A
I
m|(0ρ), . . . , A
I
m|(0ρ1...ρk)
, . . . ,
AI2|1, A
I
2|(1s), . . . , A
I
2|(1s1...sk)
, . . .}. (5.15)
We have systematically used Ψ(sρ) = ∂(sρ)Ψ etc and A
I
0|(s11) = ∂(s11)A
I
0 etc (with
s = 1, . . . , n − 1 and ρ = 0, . . . , n − 1). Note that the above splits are not unique.
Furthermore, they are not covariant. We will in practice not use any of these splits.
The only thing that is needed is the fact that such splits exist.
It is clear that the regularity conditions continue to hold if one minimally couples
the Klein-Gordon or Dirac fields to the Yang-Mills potential since the coupling terms
involve terms with fewer derivatives. Therefore, the regularity conditions hold in
particular for the Lagrangian of the standard model.
For more general local Lagrangians of the Yang-Mills type, the regularity condi-
tions are not automatic. For instance, they are not fulfilled in pure Chern-Simons
theory in five dimensions because the equations of motion of that theory have no part
linear in the fields and can therefore not be used as new admissible jet coordinates.
The results on H(δ) derived in this section are valid only for Lagrangians fulfilling
the regularity conditions.
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For non-local Lagrangians of the type appearing in the discussion of effective field
theories, the question of whether the regularity conditions are fulfilled does not arise
since the equations of motion imply no restriction in the jet-spaces Jr(E) of finite
order. In some definite sense to be made precise below, one can say, however, that
these theories also fulfill the regularity conditions.
5.1.4 Weakly vanishing forms
An antifield independent local form vanishing when the equations of motion hold is
said to be weakly vanishing. This is denoted by ω ≈ 0. An immediate consequence
of the regularity conditions is
Lemma 5.1 If an antifield independent local form ω ∈ ΩE is weakly vanishing, ω ≈
0, it can be written as a linear combination of equations of motion with coefficients
which are local forms, and is thus δ-exact in the space ΩF of local forms,
ω ≈ 0, antifd(ω) = 0 ⇔ ω = δη, antifd(η) = 1.
Proof In the coordinate system (x, dx, La, yA), ω satisfies ω(x, dx, 0, yA) = 0. Using
a homotopy formula like in (4.6), one gets ω = La
∫ 1
0
dλ[ ∂
∂La
ω](x, dx, λLb, yA). Since
the La are equations of motion, there are antifield variables φ
∗
a such that δφ
∗
a = La.
This gives ω = δη where η = φ∗a
∫ 1
0
dλ[ ∂
∂La
ω](x, dx, λLb, yA). Going back to the
original coordinate system proves the lemma.
If both the equations of motion and the form ω are polynomial, η is also polyno-
mial.
5.2 Koszul-Tate resolution
Forms defined on the stationary surface can be viewed as equivalence classes of forms
defined on the whole of jet-space modulo forms that vanish when the equations of
motion hold. It turns out that the homology of δ is precisely given, in degree zero, by
this quotient space. Furthermore, its homology in all other degrees is trivial. This is
why one says that the Koszul-Tate differential implements the equations of motion.
More precisely, one has
Theorem 5.1 (Homology of δ in the algebra ΩF of local forms involving the original
fields, the ghosts and the antifields)
The homology of δ in antifield number 0 is given by the equivalence classes of local
forms (∈ ΩE) modulo weakly vanishing ones, H0(δ,ΩF ) = {[ω0]}, with ω0 ∼ ω
′
0 if
ω0 − ω′0 ≈ 0.
The homology of δ in strictly positive antifield number is trivial, Hm(δ,ΩF ) = 0
for m > 0.
In mathematical terminology, one says that the Koszul-Tate complex provides a
“resolution” of the algebra of local forms defined on the stationary surface.
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Proof The idea is to exhibit appropriate contractible pairs using the regularity con-
ditions. First, one can replace the jet-space coordinates AIµ, ψ
i and their derivatives
by yA and La. As we have seen, this change of variables is smooth and invertible.
In the notation (a,∆), the antifields A∗Iµ , ψ
∗
i and their derivatives are (φ
∗
a, φ
∗
∆)
with δφ∗a = La and δφ
∗
∆ = L∆. The second step is to redefine the antifields φ
∗
∆ using
the matrixM∆(ν1...νk)I for the Noether identities (5.1) analogous to the matrix in (5.3)
for the pure Yang-Mills case. One defines φ˜∗(ν1...νk)I := (φ
∗
∆ − φ
∗
ak
a
∆)M
∆
(ν1...νk)I
. This
definition makes the action of the Koszul-Tate differential particularly simple since
one has δφ˜∗(ν1...νk)I = 0. Indeed (L∆ − Lak
a
∆)M
∆
(ν1...νk)I
identically vanishes by the
Noether identity. In fact, one has φ˜∗(ν1...νk)I = δC
∗
I|(ν1...νk)
.
In terms of the new variables, the Koszul-Tate differential reads
δ = La
∂
∂φ∗a
+
∑
k≥0
φ˜∗(ν1...νk)I
∂
∂C∗
I|(ν1...νk)
,
which makes it clear that La, φ
∗
a, φ˜
∗
(ν1...νk)I
and C∗I|(ν1...νk) form contractible pairs drop-
ping from the homology. This leaves only the variables yA, as well as the ghosts C
I
and their derivatives, as generators of the homology of δ. In particular, the anti-
fields disappear from the homology and there is thus no homology in strictly positive
antifield number.
A crucial ingredient of the proof is the fact that the Noether identities are inde-
pendent and exhaust all the independent Noether identities. This is what guaranteed
the change of variables used in the proof of the theorem to be invertible. It allows
one to generalize the theorem to theories fulfilling regularity conditions analogous
to those of the Yang-Mills case. For theories with “dependent” Noether identities
(“reducible case”), one must add further antifields at higher antifield number. With
these additional variables, the theorem still holds. The homological rationale for the
antifield spectrum is explained in [105, 106].
Remarks: (i) We stress that the equations of motion that appear in the theorem are
the gauge-covariant equations of motion derived from the gauge-invariant Lagrangian
L (and not any gauge-fixed form of these equations).
(ii) When the Lagrangian is Lorentz-invariant, it is natural to regard the anti-
fields A∗µI , ψ
∗
i and C
∗
I as transforming in the representation of the Lorentz group
contragredient to the representation of AIµ, ψ
i and CI , respectively. Thus, the A∗µI
are Lorentz vectors while the C∗I are Lorentz scalars. Because δA
∗µ
I , δψ
∗
i and δC
∗
I
have the same transformation properties as A∗µI , ψ
∗
i and C
∗
I , δ commutes with the
action of the Lorentz group. One can consider the homology of δ in the algebra
of Lorentz-invariant local forms. Using that the Lorentz group is semi-simple, one
checks that this homology is trivial in strictly positive antifield number, and given
by the equivalence classes of Lorentz-invariant local forms modulo weakly vanishing
ones in antifield number zero (alternatively one may verify this directly be means of
the properties of the contracting homotopy used in the proof). Similar considerations
apply to other linearly realized global symmetries of the Lagrangian.
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(iii) Again, if the equations of motion are polynomial, theorem 5.1 holds in the
algebra of local, polynomial forms.
5.3 Effective field theories
The results for the homology of δ in the Yang-Mills case extends to the analysis of
effective field theories. The problem is to compute the homology of δ in the space of
formal power series in the free parameters, generically denoted by gα, with coefficients
that are local forms. We normalize the fields so that they have canonical dimensions.
This means, in particular, that the Lagrangian takes the form
L = L0 +O(gα) (5.16)
where the zeroth order Lagrangian L0 is the free Lagrangian and is the sum of the
standard kinetic term for free massless vector fields and of the free Klein-Gordon or
Dirac Lagrangians.
Corresponding to this decomposition of L, there is a decomposition of δ,
δ = δ0 +O(gα), (5.17)
where δ0 is the Koszul-Tate differential of the free theory. Now, δ0 is acyclic (no
homology) in positive antifield number. The point is that this property passes on
to the complete δ. Indeed, let a be a form which is δ-closed, δa = 0, and has
positive antifield number. Expand a according to the degree in the parameters,
a = ai + ai+1 + . . .. Since there are many parameters, aj is in fact the sum of
independent monomials of degree j in the gα’s. The terms ai of lowest order in the
parameters must be δ0-closed, δ0ai = 0. But then, they are δ0-exact, ai = δ0bi, where
bi is a local form (since ai has positive antifield number by assumption). This implies
that a− δbi starts at some higher order i′ (i′ > i) if it does not vanish. By repeating
the reasoning at order i′, and then successively at the higher orders, one sees that a is
indeed equal to the δ of a (in general infinite, formal) power series in the parameters,
where each coefficient is a local form.
Similarly, at antifield number zero, a formal power series is δ-exact if and only
if it is a combination of the Euler-Lagrange derivatives of L (such forms may be
called “weakly vanishing formal power series”). Thus Theorem 5.1 holds also in the
algebra of formal power series in the parameters with coefficients that are local forms,
relevant to effective field theories. In that sense, effective theories fulfill the regularity
conditions because the leading term L0 does.
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6 Conservation laws and symmetries: H(δ|d)
In this chapter, we relate H(δ|d) to the characteristic cohomology of the theory. The
argument is quite general and not restricted to gauge theories of the Yang-Mills type.
It only relies on the fact that the Koszul-Tate complex provides a resolution of the
algebra of local p-forms defined on the stationary surface, so that lemma 5.1 and
theorem 5.1 hold for the gauge theory under study.
We then compute this cohomology for irreducible gauge theories in antifield num-
ber higher than 2 on various assumptions and specialize the results to the Yang-Mills
case.
6.1 Cohomological version of Noether’s first theorem
In this section, the fields φi are the original classical fields and Li the Euler-Lagrange
derivatives of L with respect to φi. The corresponding jet-spaces are denoted by
Jr(D), J∞(D). In order to avoid cluttered formulas, we shall assume for simplicity
that the fields are all bosonic. The inclusion of fermionic fields leads only to extra
sign factors in the formulas below.
An infinitesimal field transformation is characterized by local functions δQφ
i =
Qi(x, [φ]), to which one associates the vector field
~Q =
∑
l≥0
∂(µ1...µl)Q
i ∂
∂φi(µ1...µl)
on the jet-space J∞(D). It commutes with the total derivative,
[∂µ, ~Q] = 0. (6.1)
The Qi are called the “characteristics” of the field transformation.
A symmetry of the theory is an infinitesimal field transformation leaving the
Lagrangian invariant up to a total derivative:
~QL ≡ δQL = ∂µk
µ, (6.2)
for some local functions kµ. One can rewrite this equation using integrations by parts
as
QiLi + ∂µj
µ = 0, (6.3)
for some local vector density jµ. This equation can also be read as
∂µj
µ ≈ 0, (6.4)
which means that jµ is a conserved current. This is just Noether’s result that to
every symmetry there corresponds a conserved current. Note that this current could
be zero in the case where Qi = M [ij]Lj (suchQ
i are examples of trivial symmetries, see
below), which means that the correspondence is not one to one. On the other hand,
one can associate to a given symmetry the family of currents jµ+∂νk
[νµ], which means
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that the correspondence is not onto either. As we now show, one obtains bijectivity
by passing to appropriate quotient spaces.
Defining ωn−10 =
1
(n−1)!
dxµ1 . . . dxµn−1ǫµ1...µnj
µn , we can rewrite Eq. (6.4) in terms
of the antifields as
dωn−10 + δω
n
1 = 0. (6.5)
This follows from lemma 5.1 and theorem 5.1, the superscript denoting the form
degree and the subscript the antifield number (we do not write the pure ghost number
because the ghosts do not enter at this stage; the pure ghost number is always zero
in this and the next subsection). Because δ and d anticommute, a whole class of
solutions to this equation is provided by
ωn−10 = dη
n−2
0 + δη
n−1
1 , (6.6)
with ωn1 = dη
n−1
1 . This suggests to define equivalent conserved currents ω
n−1
0 ∼ ω
′n−1
0
as conserved currents that differ by terms of the form given in the right-hand side of
(6.6). In other words, equivalence classes of conserved currents are just the elements of
the cohomology group Hn−10 (d|δ) (defined through the cocycle condition (6.5) and the
coboundary condition (6.6)). Expliciting the coboundary condition in dual notation,
one thus identifies conserved currents which differ by identically conserved currents
of the form ∂νk
[νµ] modulo weakly vanishing currents,
jµ ∼ jµ + ∂νk
[νµ] + tµ, tµ ≈ 0. (6.7)
Equations (6.4) and (6.7) define the characteristic cohomology Hn−1char in form degree
n− 1, which can thus be identified with Hn−10 (d|δ).
Let us now turn to symmetries of the theory. In a gauge theory, gauge transfor-
mations do not change the physics. It is therefore natural to identify two symmetries
that differ by a gauge transformation. A general gauge transformation involves not
only standard gauge transformations, but also, “trivial gauge transformations” that
vanish on-shell [153, 83, 212] (for a recent discussion, see e.g. [134]).
A trivial, local, gauge symmetry reads
δMφ
i =
∑
m,k≥0
(−)k∂(µ1...µk)[M
j(ν1...νm)i(µ1...µk)∂(ν1...νm)Lj], (6.8)
where the functions M j(ν1...νm)i(µ1...µk) are arbitrary local functions antisymmetric for
the exchange of the indices
M j(ν1...νm)i(µ1...µk) = −M i(µ1 ...µk)j(ν1...νm). (6.9)
It is direct to verify that trivial gauge symmetries leave the Lagrangian invariant up
to a total derivative.
If
δfφ
i =
l¯α∑
l=0
Ri(µ1...µl)α ∂(µ1...µl)f
α, (6.10)
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where the fα are arbitrary local functions, provides a complete set of nontrivial gauge
symmetries in the sense of [134]5, then, the most general gauge symmetry is given by
the sum of a transformation (6.10) and a trivial gauge transformation (6.8)
δf,Mφ
i = δfφ
i + δMφ
i. (6.11)
We thus define equivalent global symmetries as symmetries of the theory that differ by
a gauge transformation of the form (6.11) with definite choices of the local functions
fα and M j(ν1...νm)i(µ1...µk). The resulting quotient space is called the space of non
trivial global symmetries.
The Koszul-Tate differential is defined through
δφ∗i = Li, (6.12)
δC∗α =
l¯α∑
l=0
R+i(µ1...µl)α ∂(µ1...µl)φ
∗
i , (6.13)
where the R
+i(µ1...µl)
α are defined in terms of the R
i(µ1...µl)
α through
l¯α∑
l=0
(−)l∂(µ1...µl)[R
+i(µ1...µl)
α f
α] =
l¯α∑
l=0
Ri(µ1...µl)α ∂(µ1...µl)f
α (6.14)
and where the C∗α are the antifields conjugate to the ghosts. For instance, for pure
Yang-Mills theory, one has RIµJ = ef
I
KJ A
K
µ = R
+I
µJ , R
Iν
µJ = δ
ν
µδ
I
J = −R
+Iν
µJ and one
recovers from (6.13) the formula (2.8) for δC∗I .
To any infinitesimal field transformation Qi, one can associate a local n-form
linear in the antifields φ∗i through the formula ω
n
1 = d
nx a1 = d
nxQiφ∗i . Con-
versely, given an arbitrary local n-form of antifield number one, ωn1 = d
nx a1 =
dnx
∑
l≥0 a
i(µ1...µl)φ∗i|(µ1...µl), one can add to it a d-exact term in order to remove the
derivatives of φ∗i . The coefficient of φ
∗
i in the resulting expression defines an infinitesi-
mal transformation. Explicitly, Qi = δa1
δφ∗i
=
∑
l≥0(−)
l∂(µ1...µl)a
i(µ1...µl). There is thus a
bijective correspondence between infinitesimal field transformations and equivalence
classes of local n-forms of antifield number one (not involving the ghosts), where one
identifies two such local n-forms that differ by a d-exact term.
Now, it is clear that Qi defines a symmetry of the theory if and only if the
corresponding ωn1 ’s are δ-cocycles modulo d. In fact, one has
Lemma 6.1 Equivalence classes of global symmetries are in bijective correspondence
with the elements of Hn1 (δ|d).
Proof: The proof simply follows by expanding the most general local n-form a2 of
antifield number 2, computing δa2 and making integrations by parts. It is left to the
reader. We only remark that the antisymmetry in (6.9) follows from the fact that
the antifields are Grassmann odd.
This cohomological set-up allows to prove Noether’s first theorem in the case of
(irreducible) gauge theories in a straightforward way, using theorems 4.2 and 5.1.
5For more information on complete sets of gauge transformations, see appendix A.
38
Theorem 6.1 The cohomology groups Hn1 (δ|d) and H
n−1
0 (d|δ) are isomorphic in
spacetime dimensions n > 1. In classical mechanics (n=1), they are isomorphic
up to the constants, H11 (δ|d) ≃ H
0
0 (d|δ)/R.
6 In other words, there is an isomorphism
between equivalence classes of global symmetries and equivalence classes of conserved
currents (modulo constant currents when n = 1).
Proof: The proof relies on the triviality of the (co)homologies of δ and d in appro-
priate degrees and follows a standard pattern. We define a mapping from Hn1 (δ|d) to
Hn−10 (d|δ)/δ
n−1
0 R as follows. Let ω
n
1 be a δ-cocycle modulo d in form-degree n and
antifield number 1,
δωn1 + dω
n−1
0 = 0 (6.15)
for some ωn−10 of form-degree (n − 1) and antifield number 0. Note that ω
n−1
0 is a
d-cocycle modulo δ. Furthermore, given ωn1 , ω
n−1
0 is defined up to a d-closed term,
i.e., up to a d-exact term (n > 1) or a constant (n = 1) (algebraic Poincare´ lemma). If
one changes ωn1 by a term which is δ-exact modulo d, ω
n−1
0 is changed by a term which
is d-closed modulo δ. Formula (6.15) defines therefore a mapping from Hn1 (δ|d) to
Hn−10 (d|δ)/δ
n−1
0 R. This mapping is surjective because (6.15) is the cocycle condition
both for Hn1 (δ|d) and for H
n−1
0 (d|δ). It is also injective because H
n
1 (δ) = 0.
6.2 Characteristic cohomology and H(δ|d)
We now consider the cohomology groups Hn−p0 (d|δ) for all values p = 1, . . . , n, and
not just for p = 1. Using again lemma 5.1 and theorem 5.1, these groups can be
described independently of the antifields. In that context, they are known as the
“characteristic cohomology groups” Hn−pchar of the stationary surface Σ
∞ and define
the “higher order conservation laws”. For instance, for p = 2, they are given, in dual
notation, by “supercurrents” k[µν] such that ∂µk
[µν] ≈ 0, where two such supercurrents
are identified if they differ on shell by an identically conserved supercurrent: k[µν] ∼
k[µν] + ∂λl
[λµν] + t[µν], where t[µν] ≈ 0.
In the same way, one generalizes non-trivial global symmetries by considering the
cohomology groups Hnk (δ|d), for k = 1, 2, . . .. These groups are referred to as “higher
order (non-trivial) global symmetries”.
The definitions are such that the isomorphism between higher order conserved
currents and higher order symmetries still holds:
Theorem 6.2 One has the following isomorphisms
k < n : Hnk (δ|d) ≃ H
n−1
k−1 (δ|d) ≃ . . . ≃ H
n−k+1
1 (δ|d) ≃ H
n−k
0 (d|δ) ; (6.16)
Hnn (δ|d) ≃ H
n−1
n−1(δ|d) ≃ . . . ≃ H
1
1 (δ|d) ≃ H
0
0 (d|δ)/R ; (6.17)
k > n : Hnk (δ|d) ≃ H
n−1
k−1 (δ|d) ≃ . . . ≃ H
1
k−n+1(δ|d) ≃ H
0
k−n(δ) = 0 . (6.18)
6We derive and write cohomological results systematically for the case that the cohomology under
study is computed over R. They hold analogously over C.
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and
Hpk(δ|d) ≃ H
p−1
k−1(d|δ) for k > 1 and 0 < p ≤ n. (6.19)
In particular, the cohomology groups Hnk (δ|d) (1 ≤ k ≤ n) are isomorphic to the
characteristic cohomology groups Hn−k0 (d|δ) (modulo the constants for k = n).
Proof: One proves equation (6.19) and the last isomorphisms in (6.16), (6.17) as
Theorem 6.1. The last equality in (6.18) holds because of the acyclicity of δ in all
positive antifield numbers (see Section 5). The proof of the remaining isomorphisms
illustrates the general technique of the descent equations of which we shall make
ample use in the sequel. Let aij be a δ-cocycle modulo d, δa
i
j + da
i−1
j−1 = 0, i > 1,
j > 1. Then, dδai−1j−1 = 0, from which one infers, using the triviality of d in form-
degree i−1 (0 < i−1 < n) that δai−1j−1+da
i−2
j−2 = 0 for some a
i−2
j−2. Thus, a
i−1
j−1 is also a
δ-cocycle modulo d. If aij is modified by trivial terms (a
i
j → a
i
j + δb
i
j+1+ db
i−1
j ), then,
ai−1j−1 is also modified by trivial terms. This follows again from H
i−1(d) = 0. Thus the
“descent” [aij ]→ [a
i−1
j−1] from the class of a
i
j in H
i
j(δ|d) to the class of a
i−1
j−1 in H
i−1
j−1(δ|d)
defines a well-defined application from H ij(δ|d) to H
i−1
j−1(δ|d). This application is both
injective (because Hj(δ) = 0) and surjective (because Hj−1(δ) = 0). Hence, the
groups H ij(δ|d) and H
i−1
j−1(δ|d) are isomorphic.
Remark: The isomorphism Hn−k+11 (δ|d) ≃ H
n−k
0 (d|δ) (n > k) uses H
n−k(d) = 0,
which is true only in the space of forms with an explicit x-dependence. If one does
not allow for an explicit x-dependence, Hn−k(d) is isomorphic to the space ∧n−kR of
constant forms. The last equality in (6.16) reads thenHn−k+11 (δ|d) ≃ H
n−k
0 (d|δ)/∧
n−k
R.
The results on the groups Hpk(δ|d) are summarized in the table below. The first
row contains the characteristic cohomology groups Hn−pchar while F(Σ) corresponds to
the local functionals defined on the stationary surface, i.e., the equivalence classes of
n-forms depending on the original fields alone, where two such forms are identified if
they differ, on the stationary surface, by a d-exact n-form, ωn0 ∼ ω
n
0+dη
n−1
0 +δη
n
1 . The
characteristic cohomology group H0char, in particular, contains the functions that are
constant when the equations of motion hold. All the cohomology groupsH ii(δ|d) along
the principal diagonal are isomorphic to H0char/R; those along the parallel diagonals
are isomorphic among themselves. The unwritten groups Hpk(δ|d) with k > n all
vanish.
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k\p 0 1 2 . . . . . . n− 2 n− 1 n
0 H0char/R H
1
char H
2
char H
n−2
char H
n−1
char F(Σ)
1 0 H0char/R H
2
1 H
n−2
1 H
n−1
1 H
n
1
2 0 0 H0char/R H
n−2
2 H
n−1
2 H
n
2
...
...
n− 2 0 0 0 H0char/R H
n−1
n−2 H
n
n−2
n− 1 0 0 0 0 H0char/R H
n
n−1
n 0 0 0 0 0 H0char/R
6.3 Ghosts and H(δ|d)
So far, we have not taken the ghosts into account in the calculation of the homology of
δ modulo d (the ghosts are denoted by Cα; in Yang-Mills theories one has Cα ≡ CI).
These are easy to treat since they are not constrained by the equations of motion.
As we have seen, δ acts trivially on them, δCα = 0, and they do not occur in the
δ-transformation of any antifield. Let NC be the counting operator for the ghosts
and their derivatives, NC =
∑
n≥0C
α
(µ1...µn)
∂/∂Cα(µ1 ...µn). This counting operator is of
course the pure ghost number. The vector space of local forms is the direct sum of
the vector space of forms with zero pure ghost number (= forms which do not depend
on the Cα(µ1...µn)) and the vector space of forms that vanish when one puts the ghosts
and their derivatives equal to zero, Ω∗ = Ω∗NC=0 ⊕Ω
∗
NC>0
. In fact, Ω∗NC>0 is itself the
direct sum of the vector spaces of forms with pure ghost number one, two, etc. Since
[NC , δ] = 0, δ(Ω
∗
NC=0
) is included in Ω∗NC=0 and δ(Ω
∗
NC>0
) is included in Ω∗NC>0.
Theorem 6.3 The cohomology of δ modulo d in form degree n and positive antifield
number vanishes for forms in Ω∗NC>0, H
n
k (δ|d,Ω
∗
NC>0
) = 0 for k ≥ 1.
Proof: Let ωk = d
nx ak, with k ≥ 1, be a cycle of Hnk (δ|d,Ω
∗
NC>0
), δak + ∂µk
µ = 0.
Because of theorem 4.1, δ
δCα
δak = 0. Since δ does not involve the ghosts, this implies
δ( δ
δCα
ak) = 0. Theorem 5.1 then yields
δak
δCα
= δbα k+1. (6.20)
Now, by an argument similar to the one that leads to the homotopy formula (4.7),
one finds that ak satisfies
ak(ξ, [C])− ak(ξ, 0) = ∂µk
µ +
∫ 1
0
dλ
λ
[Cα
δak
δCα
](ξ, [λCβ]) (6.21)
where ξ stands for x, the antifields, and all the fields but the ghosts. The second
term in the left-hand side of (6.21) is zero when ak belongs to Ω
∗
NC>0
. Using this
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information and (6.20) in (6.21), together with [δ, Cα] = 0, one finally gets that
ak = δbk+1 + ∂µk
µ for some bk+1, k
µ.
Using that the isomorphisms of theorem 6.2 remain valid when the ghosts are
included in Ω∗NC>0 (because they are only based on the algebraic Poincare´ lemma and
on the vanishing homology of δ in all positive antifield numbers), we have
Corollary 6.1 The cohomology groups Hpk(δ|d,Ω
∗
NC>0
) and Hn−k0 (d|δ,Ω
∗
NC>0
) vanish
for all k ≥ 1.
Note that the constant forms do not appear in Hn−k0 (d|δ,Ω
∗
NC>0
), even if one
considers forms with no explicit x-dependence. This is because the constant forms
do not belong to Ω∗NC>0.
To summarize, any mod-d δ-closed form can be decomposed as a sum of terms
of definite pure ghost number, ω =
∑
l ω
l, where ωl has pure ghost number l. Each
component ωl is δ-closed modulo d. According to the above discussion, it is then
necessarily δ-exact modulo d, unless l = 0.
6.4 General results on H(δ|d)
6.4.1 Cauchy order
In order to get additional vanishing theorems on Hnk (δ|d), we need more information
on the detailed structure of the theory.
An inspection of the split of the field variables in Eqs. (5.4) through (5.15) shows
that for the Dirac and Klein-Gordon field, the set of independent variables {yA} is
closed under spatial differentiation: ∂µyA ⊂ {yB} for µ = 1, . . . n − 1, while there
are yA such that ∂0yA involves za. For the standard Yang-Mills and Chern-Simons
theories, we have ∂µyA ⊂ {yB} for µ = 2, . . . n− 1, while there are yA such that ∂0yA
or ∂1yA involves za.
We define the Cauchy order of a theory to be the minimum value of q such that
the space of local functions f(y) is stable under ∂µ for µ = q, q + 1, . . . , n − 1 (or,
equivalently, ∂µyA = fµA(y) for all A and all µ = q, . . . , n − 1 where fµA(y) are
local functions which can be expressed solely in terms of the yA). The minimum is
taken over all sets of space-time coordinates and all choices of {yA}. The Dirac and
Klein-Gordon theories are of Cauchy order one, while Chern-Simons and Yang-Mills
theories are of Cauchy order two. The Lagrangian of the standard model defines
therefore a theory of Cauchy order two.
The usefulness of the concept of Cauchy order lies in the following theorem.
Theorem 6.4 For theories of Cauchy order q, the characteristic cohomology is trivial
for all form-degrees p = 1, . . . , n− q − 1:
Hp0 (d|δ) = δ
p
0 R for p < n− q.
Equivalently, among all cohomological groups Hnk (δ|d) only those with k ≤ q may
possibly be nontrivial.
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The proof of the theorem is given in the appendix 6.B.
In particular, for Klein-Gordon or Dirac theory, onlyHn−10 (d|δ) ≃ H
n
1 (δ|d) may be
nonvanishing (standard conserved currents), while for Yang-Mills or Chern-Simons
theory, there can be in addition a nonvanishing Hn−20 (d|δ) ≃ H
n
2 (δ|d). We shall
strengthen this result by showing that this latter group is in fact zero unless there
are free abelian factors.
Remark: The results on Hnk (δ|d) in theorem 6.4 hold in the space of forms with or
without an explicit coordinate dependence. By contrast, the results on the charac-
teristic cohomology hold only in the space of x-dependent forms. If one restricts the
forms to have no explicit x-dependence, there is additional cohomology: the constant
forms encountered above are nontrivial even if one uses the field equations.
6.4.2 Linearizable theories
Let N = Nφ + Nφ∗ + NC∗ , where Nφ =
∑
l≥0 φ
i
(λ1...λl)
∂
∂φi
(λ1...λl)
(and similarly for the
other fields), i.e., N is the counting operator for the fields, the antifields and their
derivatives. Decompose the Lagrangian L and the reducibility functions R
+i(µ1...µl)
α
according to the N -degree, L =
∑
n≥2 L
(n), R
+i(µ1...µl)
α =
∑
n≥0(R
+i(µ1...µl)
α )(n), δ =∑
n≥0 δ
(n). So, L(2) is quadratic in the fields and their derivatives, L(3) is cubic etc,
while δ(0) preserves the polynomial degree, δ(1) increases it by one unit, etc. We say
that a gauge theory can be linearized if the cohomology of δ(0) (i) is trivial for all
positive antifield numbers and (ii) is in antifield number 0 given by the equivalence
classes of local forms modulo forms vanishing on the surface in the jet space defined
by the linearized equations of motion ∂µ1...µk
δL(2)
δφj
= 0. This just means that the field
independent (R
+i(µ1...µl)
α )(0) provide an irreducible generating set of Noether identities
for the linearized theory.
The Lagrangian of the standard model is clearly linearizable since its quadratic
piece is the sum of the Lagrangians for free Klein-Gordon, Dirac and U(1) gauge
fields. Pure Chern-Simons theory in three dimensions is linearizable too, and so are
effective field theories sketched in Section 5.3.
One may view the condition of linearizability as a regularity condition on the
Lagrangian, which is not necessarily fulfilled by all conceivable Lagrangians of the
Yang-Mills type, although it is fulfilled in the cases met in practice in the usual
physical models. An example of a non-linearizable theory is pure Chern-Simons
theory in (2k+1) dimensions with k > 1. The lowest order piece of the Lagrangian is
of order (k+1) and so L(2) = 0 when k > 1. The zero Lagrangian has a much bigger
gauge symmetry than the Yang-Mills gauge symmetry. The non-linearizability of pure
Chern-Simons theory in (2k+1) dimensions (k > 1) explains some of its pathologies.
[By changing the “background” from zero to a non-vanishing one, one may try to
improve on this, but the issue will not be addressed here].
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Theorem 6.5 For irreducible linear gauge theories, (i) Hnk (δ|d) = 0 for k ≥ 3, (ii)
if NC∗ω
n
2 = 0, then δω
n
2 + dω
n−1
1 = 0 implies ω
n
2 = δη
n
3 + dη
n−1
2 and (iii) if ω
n
1 ≈ 0,
then δωn1 + dω
n−1
0 = 0 implies ω
n
1 = δη
n
2 + dη
n−1
1 .
For irreducible linearizable gauge theories, the above results hold in the space of
forms with coefficients that are formal power series in the fields, the antifields and
their derivatives.
The proof is given in the appendix 6.B.
The theorem settles the case of effective field theories where the natural setting
is the space of formal power series. In order to go beyond this and to make sure that
the power series stop and are thus in fact local forms in the case of theories with a
local Lagrangian, an additional condition is needed.
6.4.3 Control of locality. Normal theories
For theorem 6.5 to be valid in the space of local forms, we need more information on
how the derivatives appear in the Lagrangian. Let N∂ be the counting operator of
the derivatives of the fields and antifields, N∂ = N∂φ + N∂φ∗ + N∂C∗ , where N∂φ =∑
k kφ
i
(λ1...λk)
∂
∂φi
(λ1...λk)
and similarly for the antifields. The equations of motions Li = 0
are partial differential equations of order ri and gauge transformations involve a
maximum of l¯α derivatives (l¯α = 1 for theories of the Yang-Mills type). We define
A =
∑
k≥0
[
ri φ
∗
i(λ1...λk)
∂
∂φ∗
i(λ1...λk)
+mαC
∗
α(λ1...λk)
∂
∂C∗
α(λ1...λk)
]
where mα = l¯α + maxi,l,(ν1...νl){ri + n∂φ(R
+i(ν1...νl)
α )} with n∂φ(R
+i(ν1...νl)
α ) the largest
eigenvalue of N∂φ contained in R
+i(ν1...νl)
α . In standard, pure Yang-Mills theory, A
reads explicitly
A =
∑
k≥0
[
2A∗µ
I(λ1...λk)
∂
∂A∗µ
I(λ1...λk)
+ 3C∗I(λ1...λk)
∂
∂C∗
I(λ1...λk)
]
, (6.22)
since the equations of motion are of second order. For pure Chern-Simons theory in
three dimensions, A is
A =
∑
k≥0
[
A∗µ
I(λ1...λk)
∂
∂A∗µ
I(λ1...λk)
+ 2C∗I(λ1...λk)
∂
∂C∗
I(λ1...λk)
]
, (6.23)
since the equations of motion are now of first order.
The degree K = N∂ + A is such that [K, ∂µ] = [N∂, ∂µ] = ∂µ and
[K, δ] =
∑
k≥0
[
∂(µ1...µk)[(N∂φ − ri)Li]
∂
∂φ∗
i(µ1 ...µk)
+∂(µ1...µk)[
l¯α∑
l≥0
(N∂φ + ri + l −mα)R
+i(ν1...νl)
α φ
∗
i(ν1...νl)
]
∂
∂C∗
α(µ1...µk)
]
. (6.24)
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It follows that δ =
∑
t δ
t, [K, δt] = tδt with t ≤ 0. For a linearizable theory, we
have now two degrees: the degree of homogeneity in the fields, antifields and their
derivatives, for which δ has only nonnegative eigenvalues and the K degree, for which
δ has only nonpositive eigenvalues.
A linearizable theory is called a normal theory if the homology of δ(0),0 is trivial in
positive antifield number. Let us define furthermore δint,t :=
∑
n≥1 δ
(n),t. Examples
of normal theories are (i) pure Chern-Simons theory in three dimensions, (ii) pure
Yang-Mills theory; (iii) standard model. For instance, in the first case, δ(0),0 reduces
to the Koszul-Tate differential of the U(1)dim(G) Chern-Simons theory, while in the
second case, it reduces to the Koszul-Tate differential for a set of free Maxwell fields.
For these free theories, we have seen that theorem 5.1 holds, and thus, indeed, we
have “normality” of the full theory.
Theorem 6.6 For normal theories, the results of theorem 6.5 extend to the space of
forms with coefficients that are polynomials in the differentiated fields, the antifields
and their derivatives and power series in the undifferentiated fields. Furthermore, if
δint,0 = 0, they extend to the space of polynomials in the fields, the antifields and their
derivatives.
The proof is given in the appendix 6.B.
The condition in the last part of this theorem is fulfilled by the Lagrangian of pure
Chern-Simons theory, pure Yang-Mills theory or the standard model, because the
interaction terms in the Lagrangian of those theories contain less derivatives than the
quadratic terms. Thus theorem 6.6 holds in full in these cases. The condition would
not be fulfilled if the theory contained for instance the local function exp(∂µ∂
µφ/k).
We thus see that normal, local theories and effective theories have the same prop-
erties from the point of view of the cohomology groups H(δ|d). For this reason, the
terminology “normal theories” will cover both cases in the sequel.
Remark. Part (iii) of theorems 6.5, 6.6 means that global symmetries with on-
shell vanishing characteristics are necessarily trivial global symmetries in the sense
of lemma 6.1. In particular, in the absence of non trivial Noether identities, weakly
vanishing global symmetries are necessarily related to antisymmetric combinations of
the equations of motions through integrations by parts.
6.4.4 Global reducibility identities and Hn2 (δ|d)
We define a “global reducibility identity” by a collection of local functions fα such
that they give a gauge transformation δfφ
i as in Eq. (6.10) which is at the same
time an on-shell trivial gauge symmetry δMφ
i as in Eqs. (6.8). Explicitly a global
reducibility identity requires thus
l¯α∑
l=0
Ri(µ1...µl)α ∂(µ1...µl)f
α = −
∑
k,m≥0
(−)k∂(µ1...µk)[M
j(ν1...νm)i(µ1...µk)∂(ν1...νm)Lj] (6.25)
45
for some local functionsM j(ν1...νm)i(µ1...µk) with the antisymmetry property (6.9). Note
that this is a stronger condition than just requiring that the transformations δfφ
i
vanish on-shell.
A global reducibility identity is defined to be trivial if all fα vanish on-shell,
fα ≈ 0, because fα ≈ 0 implies δfφi = −δMφi for some δMφi. This is seen as follows:
fα ≈ 0 means fα = δgα1 for some g
α
1 and implies φ
∗
i δfφ
i = δ(C∗αδg
α
1 ) + ∂µ( )
µ =
−δ[(δC∗α)g
α
1 ] + ∂µ( )
µ; taking now the Euler-Lagrange derivative with respect to φ∗i
yields indeed δfφ
i = −δMφi because (δC∗α)g
α
1 is quadratic in the φ
∗
i(µ1...µm)
.
The space of nontrivial global reducibility identities is defined to be the space of
equivalence classes of global reducibility identities modulo trivial ones.
Theorem 6.7 In normal theories, Hn2 (δ|d) is isomorphic to the space of non trivial
global reducibility identities.
Proof: Every cycle of Hn2 (δ|d) can be assumed to be of the form d
nx a2 with
a2 = C
∗
αf
α +M2 + ∂µ( )
µ, where M2 =
1
2
∑
n,m≥0 φ
∗
j(ν1...νn)
φ∗i(µ1...µm)M
j(ν1...νn)i(µ1...µm)
such that (6.9) holds (indeed, all derivatives can be removed from C∗α by subtracting
a total derivative from a2; the antisymmetry of the M ’s follows from the odd grading
of the φ∗i ). Taking the Euler-Lagrange derivative of the cycle condition with respect
to φ∗i gives (6.25). Conversely, multiplying (6.25) by φ
∗
i and integrating by parts
an appropriate number of times yield δa2 + ∂µ( )
µ = 0. Hence, cycles of Hn2 (δ|d)
correspond to global reducibility identities and vice versa.
We still have to show that an element of Hn2 (δ|d) is trivial iff the corresponding
global reducibility identity is trivial. The term b3 in the coboundary condition a2 =
δb3+∂µ( )
µ contains terms with one C∗ and one φ∗ and terms trilinear in φ∗’s. Taking
the Euler-Lagrange derivative with respect to C∗α of the coboundary condition implies
fα ≈ 0, or fα = δgα1 . Conversely, f
α = δgα1 implies that a2 − δ(C
∗
αg
α
1 ) is a δ-cycle
modulo a total derivative in antifield number 2, which does not depend on C∗α. Part
(ii) of theorems 6.5 or 6.6 then implies that a2 − δ(C∗αg
α
1 ) is a δ-boundary modulo a
total derivative, and thus that dnx a2 is trivial in H
n
2 (δ|d).
The same result applies to effective field theories since one can then use theorem
6.5.
6.4.5 Results for Yang-Mills gauge models
For irreducible normal gauge theories, we have entirely reduced the computation of
the higher order characteristic cohomology groups to properties of the gauge trans-
formations.
We now perform explicitly the calculation of the global reducibility identities in
the case of gauge theories of the Yang-Mills type, which are irreducible. We start
with free electromagnetism, which has a non vanishing Hn2 (δ|d). The Koszul-Tate
differential is defined on the generators by δAµ = 0, δA
∗µ = ∂νF
νµ, δC∗ = −∂µA∗µ.
Theorem 6.8 For a free abelian gauge field with Lagrangian L = −1
4
FµνF
µν in
dimensions n > 2, Hn2 (δ|d) is represented by d
nxC∗. A corresponding representative
of the characteristic cohomology Hn−2char is ⋆F =
1
(n−2)!2
dxµ1 . . . dxµn−2ǫµ1...µnF
µn−1µn.
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Proof: According to theorem 6.7, Hn2 (δ|d) is determined by the nontrivial global
reducibility conditions. A necessary condition for the existence of a global reducibility
condition is that a gauge transformation δfAµ = ∂µf vanishes weakly, i.e. df ≈ 0.
Hence, f is a cocycle of H00 (d|δ). By the isomorphisms (6.17) we have H
0
0 (d|δ) ≃
Hnn(δ|d)+R. H
n
n(δ|d) vanishes for n > 2 according to part (i) of theorem 6.5. Hence,
if n > 2, we conclude f ≈ constant , i.e. the nontrivial global reducibility conditions
are exhausted by constant f . The nontrivial representatives of Hn2 (δ|d) can thus be
taken proportional to dnxC∗ if n > 2 which proves the first part of the theorem. The
second part of the theorem follows from the chain of equations δC∗ + ∂µA
∗µ = 0,
δA∗µ− ∂νF νµ = 0 by the isomorphisms (6.16) (see also proof of these isomorphisms).
The reason that there is a non-trivial group Hn2 (δ|d) for free electromagnetism is
that there is in that case a global reducibility identity associated with gauge trans-
formations with constant gauge parameter. As the proof of the theorem shows, this
property remains true if one includes gauge-invariant self-couplings of the Born-Infeld
or Euler-Heisenberg type. The corresponding representatives of Hn−2char are obtained
through the descent equations. Furthermore the result extends straightforwardly to
models with a set of abelian gauge fields AIµ, I = 1, 2, . . .: then H
n
2 (δ|d) is represented
by dnxC∗I , I = 1, 2, . . .
However, if one turns on self-couplings of the Yang-Mills type, which are not
invariant under the abelian gauge symmetries, or if one includes minimal couplings
to charged matter fields, the situation changes: there is no non-trivial reducibility
identity any more. Indeed, gauge transformations leaving the Yang-Mills field AIµ and
the matter fields ψi invariant on-shell fulfill
Dµf
I ≈ 0, f IT iIjψ
j ≈ 0 (6.26)
whose only solution f I([A], [ψ]) is f I ≈ 0. By theorem 6.7, Hn2 (δ|d) vanishes in those
cases. To summarize, we get the following result.
Corollary 6.2 For normal theories of the Yang-Mills type in dimensions n > 2, the
cohomology groups Hnk (δ|d) vanish for k > 2. The group H
n
2 (δ|d) also vanishes, unless
there are abelian gauge symmetries under which all matter fields are uncharged, in
which case Hn2 (δ|d) is represented by those d
nxC∗I which correspond to these abelian
gauge symmetries.
This theorem covers pure Chern-Simons theory in three dimensions, pure Yang-
Mills theory, the standard model as well as effective theories of the Yang-Mills type
(this list is not exhaustive).
Finally, the group Hn1 (δ|d) is related to the standard conserved currents through
theorem 6.1. Its dimension depends on the specific form of the Lagrangian, which
may or may not have non trivial global symmetries. The complete calculation of
Hn1 (δ|d) is a question that must be investigated on a case by case basis. For free
theories, there is an infinite number of conserved currents. At the other extreme, for
effective theories, which include all possible terms compatible with gauge symmetry
and a definite set of global symmetries (such as Lorentz invariance), the only global
symmetries and conservation laws should be the prescribed ones.
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6.5 Comments
The characteristic cohomology associated with a system of partial differential equa-
tions has been investigated in the mathematical literature for some time [215, 207,
216, 72]. The connection with the Koszul-Tate differential is more recent [23]. This
new point of view has even enabled one to strengthen and generalize some results
on the characteristic cohomology, such as the result on Hn−20 (d|δ) (isomorphic to
Hn2 (δ|d)). The connection with the reducibility properties of the gauge transforma-
tions was also worked out in this more recent work and turns out to be quite important
for p-form gauge theories, where higher order homology groups Hnk (δ|d) are non-zero
[138, 213].
The relation to the characteristic cohomology provides a physical interpretation
of the nontrivial homology groups H(δ|d) in terms of conservation laws. In particular
it establishes a useful cohomological formulation of Noether’s first theorem and a
direct interpretation of the (nontrivial) homology groups Hn1 (δ|d) in terms of the
(nontrivial) global symmetries. Technically, the use of the antifields allows one, among
other things, to deal with trivial symmetries in a very efficient way. For instance
the rather cumbersome antisymmetry property (6.9) of on-shell trivial symmetries
is automatically reproduced through the coboundary condition in Hn1 (δ|d) thanks to
the odd Grassmann parity of the antifields.
6.6 Appendix 6.A: Noether’s second theorem
We discuss in this appendix the general relationship between Noether identities, gauge
symmetries and “dependent” field equations.
In order to do so, it is convenient to extend the jet-spaces by introducing a new
field ǫ. A gauge symmetry on the enlarged jet-space is defined to be an infinitesimal
field transformation ~Q(ǫ) leaving the Lagrangian invariant up to a total derivative,
~Q(ǫ)L0 + ∂µj
′µ(ǫ) = 0. (6.27)
The characteristic Qi(ǫ) =
∑
l≥0Q
i(µ1...µl)ǫ(µ1...µl) depends linearly and homogeneously
on ǫ and its derivatives ǫ(µ1...µl) up to some finite order.
A “Noether operator” is a differential operator N i(µ1...µl)∂(µ1...µl) that yields an
identity between the equations of motion,∑
l≥0
N i(µ1...µl)∂(µ1...µl)Li = 0. (6.28)
We consider theories described by a Lagrangian that fulfills regularity conditions
as described in section 5.1.3 (“irreducible gauge theories”). Namely, the original
equations of motion are equivalent to a set of independent equations {La} (which can
be taken as coordinates in a new coordinate system on the jet-space) and to a set of
dependent equations {L∆} (which hold as a consequence of the independent ones).
Explicitly, ∂(µ1...µl)Li = L∆N
∆
(µ1...µl)i
+ LaN
a
(µ1...µl)i
, where the matrix NM(µ1...µl)i, with
M = {a,∆} is invertible.
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Furthermore, we assume that the dependent equations are generated by a finite
set {Lα} of equations (living on finite dimensional jet-spaces) through repeated dif-
ferentiations, {L∆} ≡ {Lα, ∂ρLα, ∂(ρ1ρ2)Lα, . . .}, and that these successive derivatives
are independent among themselves. For instance, the split {L∆, La} made in section
5.1.3 in the pure Yang-Mills case corresponds to {Lα} ≡ {∂0L0I}.
Lemma 6.2 Associated to the dependent equations of motions, there exists a set
of Noether operators {
∑l¯α
l≥0R
+i(µ1...µl)
α ∂(µ1...µl)}, which are non trivial, in the sense
that they do not vanish weakly, and which are irreducible, in the sense that if∑
m≥0 Z
+α(ν1...νm)∂(ν1...νm)◦[
∑l¯α
l≥0R
+i(µ1...µl)
α ∂(µ1...µl)] ≈ 0 (as an operator identity) then∑
m≥0 Z
+α(ν1...νm)∂(ν1...νm) ≈ 0 (i.e. all Z’s vanish weakly).
Proof: Applying the equivalent of lemma 5.1 to the equations Lα, we get Lα = La¯k
a¯
α
where {La¯} is a finite subset of {La}. These are Noether identities whose left hand
sides can be written in terms of the original equations of motion,
l¯α∑
l≥0
R+i(µ1...µl)α ∂(µ1...µl)Li = Lα − La¯k
a¯
α, (6.29)
for some R
+i(µ1...µl)
α . Note that the expression on the right hand side takes the form
Lα − La¯k
a¯
α = R
+β
α Lβ +R
+a¯
α La¯, (6.30)
where R+βα = δ
β
α and R
+a¯
α = −k
a¯
α, i.e., R
+i(µ1...µl)
α ≡ (R+βα , R
+a¯
α ). The presence of δ
β
α
then implies the first part of the lemma.
Taking derivatives ∂(ρ1...ρm), m = 0, 1, . . ., of (6.29) we get the identities
∂(ρ1...ρm)[R
+i(µ1...µl)
α ∂(µ1...µl)Li] = [L∆ − Lak
a
∆]M
∆
(ρ1...ρm)α
, (6.31)
for some functions ka∆ and for an invertible matrixM
∆
(ρ1...ρm)α
analogous to the one in
(5.3). The Noether identities L∆ − Laka∆ = 0 are equivalent to R
+Γ
∆ LΓ +R
+a
∆ La = 0,
where R+Γ∆ = δ
Γ
∆ and R
+a
∆ = −k
a
∆.
Thus, because of δΓ∆, if Z
+∆(R+Γ∆ , R
+a
∆ ) ≈ 0 then Z
+∆ ≈ 0. The lemma follows
from the (6.31), the fact that Z+∆ is related to Z+α(ρ1...ρm), m = 0, 1, . . . through the
invertible matrix M∆(ρ1...ρm)α and the fact that the (L∆, La) are related to ∂(µ1...µl)Li
through the invertible matrix NM(µ1...µl)i.
In terms of the equations L∆ = 0 and La = 0, the acyclicity of the Koszul-Tate
operator δC∗∆ = φ
∗
∆−φ
∗
ak
a
∆, δφ
∗
∆ = L∆, δφ
∗
a = La follows directly by introducing new
generators φ˜∗∆ = φ
∗
∆ − φ
∗
ak
a
∆. Using both matrices N
M
(µ1...µl)i
and M∆(ρ1...ρm)α, one can
verify that the Koszul-Tate operator is given in terms of the original equations by
(6.13).
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Lemma 6.3 The irreducible set of Noether operators associated to the dependent
equations of motion is a generating set of non trivial Noether identities in the follow-
ing sense: every Noether operator
∑
m≥0N
i(µ1...µm)∂(µ1...µm) can be decomposed into
the direct sum of
∑
n≥0
Z+α(ρ1...ρn)∂(ρ1...ρn) ◦ [
l¯∑
l≥0
R+i(λ1...λl)α ∂(λ1...λl)] (6.32)
with Z+α(ρ1...ρn) 6≈ 0, n = 0, 1, . . . and the weakly vanishing piece∑
m,n≥0
M j(ν1...νn)i(µ1...µm)[∂(ν1...νn)Lj]∂(µ1...µm), (6.33)
where M j(ν1...νn)i(µ1...µm) is antisymmetric in the exchange of j(ν1 . . . νn) and
i(µ1 . . . µm).
Proof: Every Noether identity can be written as a δ cycle in antifield num-
ber 1, δ(
∑
mN
i(µ1...µm)φ∗i|(µ1...µm)) = 0, which implies because of theorem 5.1 that∑
mN
i(µ1...µm)φ∗i|(µ1...µm) = δb2 with
b2 =
∑
n≥0
C∗α|(ρ1...ρn)Z
+α(ρ1...ρn) +
1
2
∑
n,m≥0
φ∗j(ν1...νn)φ
∗
i(µ1...µm)
M j(ν1...νn)i(µ1...µm), (6.34)
or explicitly
∑
m≥0
N i(µ1...µm)φ∗i|(µ1...µm) =
∑
n≥0
Z+α(ρ1...ρn)∂(ρ1...ρn)[
l¯α∑
l≥0
R+i(λ1...λl)α φ
∗
i(λ1...λl)
]
+
∑
m,n≥0
M j(ν1...νn)i(µ1...µm)[∂(ν1...νn)Lj ]φ
∗
i(µ1...µm). (6.35)
Identification of the coefficients of the independent φ∗i|(µ1...µm) gives the result that
every Noether operator can be written as the sum of (6.32) and (6.33). In order to
prove that the decomposition is direct for non weakly vanishing Z+α(ρ1...ρn), we have
to show that every weakly vanishing Noether identity can be written as in (6.33)
(and in particular we have to show this for a Noether identity of the form (6.32),
without sum over n and Z+α(ρ1...ρn) ≈ 0 for this n). Using the set of indices (a,∆), a
weakly vanishing Noether identity is defined by NaLa+N
∆L∆ = 0 with N
a ≈ 0 and
N∆ ≈ 0. The last equation implies as in the proof of lemma 5.1, that N∆ = l∆aLa
so that the Noether identity becomes (Na + L∆l
∆a)La = 0. In terms of the new
generators φ˜∗∆ = φ
∗
∆− k
a
∆φ
∗
a, φ˜
∗
a = φ
∗
a the Koszul-Tate differential δ = La
∂
∂φ˜∗a
+ φ˜∗∆
∂
∂C∗∆
involves only the contractible pairs. The Noether identity δ[(Na + L∆l
∆a)φ˜∗a] = 0
then implies (Na + L∆l
∆a)φ˜∗a = δ[
1
2
φ˜∗b φ˜
∗
aµ
[ba]]. This proves the corollary, because we
get Na = µ[ba]Lb − L∆l∆a and N∆ = l∆aLa.
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Theorem 6.9 (Noether’s second theorem) To every Noether operator∑
l≥0N
i(µ1...µl)∂(µ1...µl) there corresponds a gauge symmetry
~Q(ǫ) given by
Qi(ǫ) =
∑
l≥0(−)
l∂(µ1...µl)[N
i(µ1 ...µl)ǫ] and, vice versa, to every gauge symmetry
Qi(ǫ), there corresponds the Noether operator defined by
∑
l≥0Q
+i(ν1...νl)∂(ν1...νl) ≡∑
l≥0(−)
l∂(µ1...µl)[Q
i(µ1...µl) · ].
Proof: The first part follows by multiplying the Noether identity∑
l≥0
N i(µ1...µl)∂(µ1...µl)Li (6.36)
by ǫ and then removing the derivatives from the equations of motion by integrations
by parts to get
∑
l≥0(−)
l∂(µ1...µl)[ǫN
i(µ1 ...µl)]Li + ∂µjµ = 0, which can be transformed
to (6.27).
The second part follows by starting from (6.27) and doing the reverse integra-
tions by parts to get ǫ(
∑
l≥0(−)
l∂(µ1...µl)[Q
i(µ1...µl)Li]) + ∂µj′′µ = 0. Taking the Euler-
Lagrange derivatives with respect to ǫ, which annihilates the total derivative accord-
ing to theorem 4.1, proves the theorem.
The gauge transformations associated with a generating (or “complete”) set of
Noether identities are said to form a generating (or complete) set of gauge symmetries.
Trivial gauge symmetries are defined as those that correspond to weakly vanishing
Noether operators:
QiT (ǫ) =
∑
m,k≥0
(−)k∂(µ1...µk)[∂(ν1...νm)LjM
j(ν1...νm)i(µ1...µk)ǫ]
=
∑
m,n≥0
M+j(ν1...νm)i(λ1...λn)∂(ν1...νm)Ljǫ(λ1...λn), (6.37)
where the last equation serves as the definition of the functions M+j(ν1...νm)i(λ1...λn).
Note that trivial gauge symmetries do not only vanish weakly, they are moreover
related to antisymmetric combinations of equations of motions through integrations
by parts.
Non trivial gauge transformations are defined as gauge transformations corre-
sponding to non weakly vanishing Noether identities. In particular, the gauge trans-
formations corresponding to the generating set constructed above are given by
Riα(ǫ) =
l¯α∑
l≥0
(−)l∂(µ1...µl)[R
+i(µ1...µl)
α ǫ] =
l¯α∑
l≥0
Ri(µ1...µl)α ∂(µ1...µl)ǫ . (6.38)
The operator Z+α ≡
∑
m≥0 Z
+α(ρ1...ρm)∂(ρ1...ρm) ≈ 0 iff the operator Z
α ≡∑
m≥0(−)
m∂(ρ1...ρm)◦Z
+α(ρ1...ρm) ≈ 0. A direct consequence of theorem 6.9 and lemma
6.3 is then
Corollary 6.3 Every gauge symmetry Qi(ǫ) can be decomposed into the direct sum
Qi(ǫ) = Riα(Z
α(ǫ)) + QiT (ǫ), where the operator Z
α is not weakly vanishing, while
QiT (ǫ) is weakly vanishing. Furthermore, Q
i
T (ǫ) is related to an antisymmetric com-
bination of equations of motion through integrations by parts.
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It is in that sense that a complete set of gauge transformations generates all gauge
symmetries.
6.7 Appendix 6.B: Proofs of theorems 6.4, 6.5 and 6.6
Proof of theorem 6.4: We decompose the spacetime indices into two subsets,
{µ} = {a, ℓ} where a = 0, . . . , q − 1 and ℓ = q, . . . , n − 1. The cocycle condition
da+ δb = 0 decomposes into
d1aM + δbM+1 = 0, d0aM + d1aM−1 + δbM = 0, . . . (6.39)
where the superscript is the degree in the dxℓ and M is the highest degree in the
decomposition of a,
a =
∑
m≤M
am, d1 = dxℓ∂ℓ , d
0 = dxa∂a .
Note that M cannot exceed n − q because the dxℓ anticommute. Without loss of
generality we can assume that a depends only on the yA, dx
µ, xµ because this can
be always achieved by adding a δ-exact piece to a if necessary. In particular, aM can
thus be assumed to be of the form
aM = dxℓ1 . . . dxℓMfℓ1...ℓM (dx
a, xµ, yA).
Since we assume that the theory has Cauchy order q, d1aM depends also only on the
yA, dx
µ, xµ and therefore vanishes on-shell only if it vanishes even off-shell. The first
equation in (6.39) implies thus
d1aM = 0. (6.40)
To exploit this equation, we need the cohomology of d1. It is given by a variant
of the algebraic Poincare´ lemma in section 4.5 and can be derived by adapting the
derivation of that lemma as follows. Since d1 contains only the subset {∂ℓ} of {∂µ},
the jet coordinates ∂(a1...ak)φ
i play now the same roˆle as the φi in the derivation of the
algebraic Poincare´ lemma (it does not matter that the set of all ∂(a1...ak)φ
i is infinite
because a local form contains only finitely many jet coordinates). The dxa and xa
are inert to d1 and play the roˆle of constants. Forms of degree n− q in the dxℓ take
the roˆle of the volume forms. One concludes that the d1-cohomology is trivial in all
dxℓ-degrees 1, . . . , n− q− 1 and in degree 0 represented by functions f(dxa, xa). Eq.
(6.40) implies thus:
0 < M < n− q : aM = d1ηM−1 ;
M = 0 : a0 = f(dxa, xa). (6.41)
In the case 0 < M < n − q we introduce a′ := a − dηM−1 which is equivalent to
a. Since a′ contains only pieces with dxℓ-degrees strictly smaller than M , one can
repeat the arguments until the dxℓ-degree drops to zero. In the case M = 0, one
has a = a0 = f(dxa, xa) and the cocycle condition imposes d0f(dxa, xa) ≈ 0. This
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requires d0f(dxa, xa) = 0 which implies f(dxa, xa) = constant + dg(dxa, xa) by the
ordinary Poincare´ lemma in Rq. Hence, up to a constant, a is trivial in H(d|δ)
whenever M < n− q. This proves the theorem because one has M < n− q whenever
the form-degree of a is smaller than n− q since M cannot exceed the form-degree.
Proof of theorem 6.5: Let us first establish two additional properties satisfied by
Euler-Lagrange derivatives. These are
∑
k≥0
(−)k∂(λ1...λk)
[
∂(∂µf)
∂φ(λ1...λk)
g
]
= −
∑
k≥0
(−)k∂(λ1...λk)
[
∂f
∂φ(λ1...λk)
∂µg
]
, (6.42)
for any local functions f, g and
~Q
δf
δφj
= (−)ǫjǫQ
δ
δφj
[
Qi
δf
δφi
]
− (−)ǫjǫQ
∑
k≥0
(−)k∂(λ1...λk)
[
∂Qi
∂φj(λ1...λk)
δf
δφi
]
(6.43)
for local functions f and Qi (ǫi and ǫQ denote the Grassmann parities of φ
i and ~Q
respectively). Indeed, using (4.8), the left hand side of (6.42) is
∑
k≥0
(−)k∂(λ1...λk)
[
∂µ(
∂f
∂φ(λ1...λk)
) g
]
+
∑
k≥0
(−)k∂(ν1...νk−1µ)
[
∂f
∂φ(ν1...νk−1)
g
]
.
Integrating by parts the ∂µ in the first term and using the same cancellation as
before in (4.9) gives (6.42). Similarly, because of (6.1), the left hand side of (6.43) is∑
k≥0(−)
k∂(λ1...λk)[
~Q( ∂f
∂φ
j
(λ1...λk)
)]. Commuting ~Q with ∂
∂φ
j
(λ1...λk)
gives (6.43): the terms
with ~Q and ∂
∂φ
j
(λ1...λk)
in reverse order reproduce the first term on the right hand side
of (6.43) due to theorem 4.1, while the commutator terms yield the second term upon
repreated use of Eq. (6.42).
Let us now turn to the proof of the theorem. Using ωk = d
nx ak, the cocycle
condition reads δak + ∂µj
µ = 0. Using theorem 4.1, the Euler-Lagrange derivatives
of this condition with respect to a field and or antifield Z gives
δ
δZ
∑
Φ∗=C∗α,φ
∗
i
(δΦ∗)
δak
δΦ∗
= 0. (6.44)
Using Eq. (6.43) (for ~Q ≡ δ), the previous formula is now exploited for Z ≡ C∗α,
Z ≡ φ∗i and Z ≡ φ
i. For Z ≡ C∗α it gives
δ
δak
δC∗α
= 0.
When k ≥ 3, δak/δC∗α has positive antifield number. Due to the acyclicity of δ in
positive antifield number, the previous equation gives
δak
δC∗α
= δσαk−1. (6.45)
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For the proof of part (ii) of the theorem, we note that this relation holds trivially
with σαk−1 = 0. For Z ≡ φ
∗
i , Eq. (6.44) gives
δ
δak
δφ∗i
= Riα(
δak
δC∗α
)
where we used the same notation as in Eq. (6.38). Using (6.45) in the previous
equation, and once again the acyclicity of δ in positive antifield number gives
δak
δφ∗i
= Riα(σ
α
k−1) + δσ
i
k. (6.46)
For the proof of part (iii) of the theorem, we note that this relation holds with
σαk−1 = 0 because by assumption δa1/δφ
∗
i is weakly vanishing, and so it is δ-exact.
Finally Eq. (6.44) gives for Z ≡ φi, using (6.43) and (6.42) repeatedly,
δ
δak
δφi
= −
∑
k≥0
(−)k∂(λ1...λk)
[
∂Lj
∂φi(λ1...λk)
δak
δφ∗j
+ φ∗j
∑
l≥0
∂R
j(µ1...µl)
α
∂φi(λ1...λk)
∂(µ1...µl)
δak
δC∗α
]
.
One now inserts (6.45), (6.46) in the previous equation and uses
∑
k≥0
∑
l≥0
(−)k∂(λ1...λk)
[
∂(R
j(µ1...µl)
α Lj)
∂φi(λ1...λk)
∂(µ1...µl)σ
α
k−1
]
= 0,
which follows from repeated application of (6.42) and the fact that R
+i(µ1...µl)
α defines
a Noether identity. This gives an expression δ(. . .) = 0. Using then acyclicity of δ in
positive antifield number, one gets (. . .) = δσik+1:
δak
δφi
= −
∑
k≥0
(−)k∂(λ1...λk)
[
∂Lj
∂φi(λ1...λk)
σjk
−
∑
l≥0
∂(R
+j(µ1...µl)
α φ∗j(µ1...µl))
∂φi(λ1...λk)
σαk−1
]
+ δσik+1 . (6.47)
On the other hand, we have
Nak = φ
i δak
δφi
+ φ∗i
δak
δφ∗i
+ C∗α
δak
δC∗α
+ ∂µj
µ. (6.48)
Using (6.45)-(6.47), integrations by parts and (6.43), we get
Nak = δ(φ
iσik+1 − φ
∗
iσ
i
k + C
∗
ασ
α
k−1) + ∂µj
′µ
+
[
2Lj −
δ(NφL)
δφj
]
σjk +
∑
l≥0
(NφR
+i(µ1...µl)
α )φ
∗
i(µ1...µl)
σαk−1. (6.49)
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If the theory is linear, the two terms in the last line vanish. We can then use this
result in the homotopy formula ak =
∫ 1
0
dλ
λ
[Nak](x, λφ, λφ
∗, λC∗) and the fact that
δ = δ(0) and ∂µ are homogeneous of degree 0 in λ to conclude that ak = δ( )+ ∂µ( )
µ.
This ends the proof in the case of irreducible linear gauge theories.
If a theory is linearizable, we decompose ak, with k ≥ 1 into pieces of definite
homogeneity n in all the fields, antifields and their derivatives, ak =
∑
n≥l a
(n)
k where
l ≥ 2 due to the assumptions of the theorem. We then use the acyclicity of δ(0) to
show that if ck = δek+1 with the expansion of c starting at homogeneity l ≥ 1, then
the expansion of e can be taken to start also at homogeneity l. Indeed, we have
δ(0)e
(1)
k+1 = 0, δ
(0)e
(2)
k+1 + δ
(1)e
(1)
k+1 = 0, . . . , δ
(0)e
(l−1)
k+1 + . . . + δ
(l−2)e
(1)
k+1 = 0. The first
equation implies e
(1)
k+1 = δ
(0)f
(1)
k+2, so that the redefinition ek+1 − δf
(1)
k+2, which does
not modify ck allows to absorb e
(1)
k+1. This process can be continued until e
(l−1)
k+1 has
been absorbed.
Hence, we can choose σik+1, σ
i
k, σ
α
k−1 to start at homogeneity l − 1. This implies
that the two last terms in (6.49) are of homogeneity ≥ l + 1. Due to ak =
1
l
Nak +∑
n>l a
′(n), Eq. (6.49) yields ak = δ( ) + ∂µ( )
µ + a′′k, where a
′′
k starts at homogeneity
l + 1 (unless it vanishes). Going on recursively proves the theorem.
Proof of theorem 6.6: In the space of forms which are polynomials in the deriva-
tives of the fields, the antifields and their derivatives with coefficients that are power
series in the fields, the K degree is bounded. It is of course also bounded in the
space of forms that are polynomials in the undifferentiated fields as well. We can use
the acyclicity of δ(0),0 to prove the acyclicity of δ0 in the respective spaces. Indeed,
suppose that c is of strictly positive antifield number, its polynomial expansion starts
with l and its K bound is M . From δ0cM = 0 it follows that δ
(0),0cl,M = 0 and then
that cl,M = δ
(0),0el,M . This means that c− δ0el,M starts at homogeneity l + 1. Going
on in this way allows to absorb all of cM . Note that if c is a polynomial in the un-
differentiated fields and δint,0 = 0, the procedure stops after a finite number of steps
because the terms modifying the terms in cM of homogeneity higher than l in the
absorption of cl,M have a K degree which is strictly smaller thanM . One can then go
on recursively to remove cM−1, . . .. Because δ
0 is acyclic, we can assume that in the
equation ck = δek+1, the K degrees of ek+1 is bounded by the same M bounding the
K degree of cK . Indeed, if the K degree of ek+1 were bounded by N > M , we have
δ0ek+1,N = 0. Acyclicity of δ
0 then implies ek+1,N = δ
0fk+1,N and, the redefinition
e− δfk+1,N , which does not affect ck allows to absorb ek+1,N .
If the K degree of ak is bounded by M , the K degree of
δak
δφi
, δak
δφ∗i
, δak
δC∗α
is bounded
respectively by M , M − ri, M − mα, because of [K, ∂µ] = ∂µ. It follows from
the definitions of ri and mα that the K degree of σik+1, σ
i
k, σ
α
k−1 is also bounded
respectively byM,M−ri,M−mα and that theK degree of the second line of equation
(6.49), modifying the terms of higher homegeneity in the fields in the absorption of
the term of order l in the proof of theorem 6.5, is also bounded byM . This proves the
theorem, by noticing as before that in the space of polynomials in all the variables,
with δint,0 = 0, the procedure stops after a finite number of steps.
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7 Homological perturbation theory
7.1 The longitudinal differential γ
In the introduction, we have defined the γ-differential for Yang-Mills gauge models
in terms of generators. Contrary to the Koszul-Tate differential, γ does not depend
on the Lagrangian but only on the gauge symmetries. Thus, it takes the same form
for all gauge theories of the Yang-Mills type. One has explicitly
γ =
∑
m
[∂µ1...µm(DµC
I)
∂
∂(∂µ1...µmA
I
µ)
+ ∂µ1...µm(−eC
IT iIjψ
j)
∂
∂(∂µ1...µmψ
i)
]
+
∑
m
∂µ1...µm(
1
2
e fKJ
I CJCK)
∂
∂(∂µ1...µmC
I)
+
∑
m
[∂µ1...µm(e fJI
K CJA∗µK )
∂
∂(∂µ1...µmA
∗µ
I )
+ ∂µ1...µm(eC
Iψ∗jT
j
Ii)
∂
∂(∂µ1 ...µmψ
∗
i )
]
+
∑
m
∂µ1...µm(e fJI
K CJC∗K)
∂
∂(∂µ1 ...µmC
∗
I )
. (7.1)
Clearly, γ2 = 0. The differential γ increases the pure ghost number by one unit,
[NC , γ] = γ.
One may consider the restriction γR of γ to the algebra generated by the original
fields and the ghosts, without the antifields,
γR =
∑
m
[∂µ1...µm(DµC
I)
∂
∂(∂µ1...µmA
I
µ)
+ ∂µ1...µm(−eC
IT iIjψ
j)
∂
∂(∂µ1...µmψ
i)
]
+
∑
m
∂µ1...µm(
1
2
e fKJ
I CJCK)
∂
∂(∂µ1 ...µmC
I)
. (7.2)
One has also γ2R = 0, i.e., the antifields are not necessary for nilpotency of γ. It is
sometimes this differential which is called the BRST differential.
However, the fact that this restricted differential – or even (7.1) – is nilpotent is
an accident of gauge theories of the Yang-Mills type. For more general gauge theories
with so-called “open algebras”, γR (known as the “longitudinal exterior differential
along the gauge orbits”) is nilpotent only on-shell, γ2R ≈ 0. Accordingly, it is a
differential only on the stationary surface. Alternatively, when the antifields are
included, γ fulfills γ2 = −(δs1 + s1δ) and is a differential only in the homology of
δ. Thus, one can define, in general, only the cohomological groups H(γ,H(δ)). [For
Yang-Mills theories, however, H(γ) makes sense even in the full algebra since γ is
strictly nilpotent on all fields and antifields. The cohomology H(γ) turns out to be
important and will be computed below.]
In the general case the BRST differential s is not simply given by s = δ + γ, but
contains higher order terms
s = δ + γ + s1 + “higher order terms”, (7.3)
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where the higher order terms have higher antifield number, and s1 and possibly higher
order terms are necessary for s to be nilpotent, s2 = 0. This can even happen for
a “closed algebra”. Indeed, in the case of non constant structure functions, γ2 does
not necessarily vanish on the antifields and a non vanishing s1 may be needed.
The construction of s from δ and γ follows a recursive pattern known as “homo-
logical perturbation theory”. We shall not explain it here since this machinery is not
needed in the Yang-Mills context where s is simply given by s = δ + γ. However,
even though the ideas of homological perturbation theory are not necessary for con-
structing s in the Yang-Mills case, they are crucial in elucidating some aspects of
the BRST cohomology and in relating it to the cohomologies H(δ) and H(γ,H(δ)).
In particular, they show the importance of the antifield number as auxiliary degree
useful to split the BRST differential. They also put into light the importance of the
Koszul-Tate differential in the BRST construction7. It is this step that has enabled
one, for instance, to solve long-standing conjectures regarding the BRST cohomology.
7.2 Decomposition of BRST cohomology
The BRST cohomology groups are entirely determined by cohomology groups involv-
ing the first two terms δ and γ in the decomposition s = δ+γ+ s1+ . . . This result is
quite general, so we shall state and demonstrate it without sticking to theories of the
Yang-Mills type. In fact, it is based solely on the acyclicity of δ in positive antifield
number which is crucial for the whole BRST construction,
Hk(δ) = 0 for k > 0. (7.4)
Theorem 7.1 In the space of local forms, one has the following isomorphisms:
Hg(s) ≃ Hg0 (γ,H(δ)), (7.5)
Hg,p(s|d) ≃
{
Hg,p0 (γ,H(δ|d)) if g ≥ 0,
Hp−g(δ|d) if g < 0,
(7.6)
where the superscripts g and p indicate the (total) ghost number and the form-degree
respectively and the subscript indicates the antifield number.
Explanation and proof. Both isomorphisms are based upon the expansion in
the antifield number and state that solutions a to sa = 0 or sa + dm = 0 can be
fully characterized in the cohomological sense (i.e., up to respective trivial solutions)
through properties of the lowest term in their expansion. Let g denote the ghost
number of a. When g is nonnegative, a may contain a piece that does not involve
7In fact, the explicit decomposition s = δ + γ appeared in print relatively recently, even though
it is of course rather direct.
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an antifield at all; in contrast, when g is negative, the lowest possible term in the
expansion of a has antifield number −g,
a = ak + ak+1 + ak+2 + . . . , antifd(ak) = k, k ≥
{
0 if g ≥ 0,
−g if g < 0,
(7.7)
because there are no fields of negative ghost number.
Now, (7.5) expresses on the one hand that every nontrivial solution a to sa = 0
has an antifield independent piece a0 which fulfills
γa0 + δa1 = 0, a0 6= γb0 + δb1 (7.8)
and is thus a nontrivial element of Hg0 (γ,H(δ)) since γa0+δa1 = 0 and a0 = γb0+δb1
are the cocycle and coboundary condition in that cohomology respectively (a cocycle
of Hg0 (γ,H(δ)) is γ-closed up to a δ-exact form since δ-exact forms vanish in H(δ)).
Note that (7.8) means γa0 ≈ 0 and a0 6≈ γb0. In particular, H(s) thus vanishes
at all negative ghost numbers because then a has no antifield independent piece a0.
Furthermore (7.5) expresses that each solution a0 to (7.8) can be completed to a
nontrivial s-cocycle a = a0 + a1 + . . . and that this correspondence between a and a0
is unique up to terms which are trivial in Hg(s) and Hg0 (γ,H(δ)) respectively.
To prove these statements, we show first that sa = 0 implies a = sb whenever
k > 0, for some b whose expansion starts at antifield number k + 1,
sa = 0, k > 0 ⇒ a = s(bk+1 + . . .). (7.9)
This is seen as follows. sa = 0 contains the equation δak = 0 which implies ak = δbk+1
when k > 0, thanks to (7.4). Consider now a′ := a − sbk+1. If a′ vanishes we get
a = sbk+1 and thus that a is trivial. If a
′ does not vanish, its expansion in the antifield
number reads a′ = a′
k′
+ . . . where k′ > k because of a′k = ak−δbk+1 = 0. Furthermore
we have sa′ = sa − s2bk+1 = 0. Applying the same arguments to a′ as before to
a, we conclude a′
k′
= δb′
k′+1 for some b
′
k′+1. We now consider a
′′ = a′ − sb′
k′+1 =
a− s(bk+1 + b′k′+1). If a
′′ vanishes we get a = s(bk+1 + b
′
k′+1) and stop. If a
′′ does not
vanish we continue until we finally get a = sb for some b = bk+1 + b
′
k′+1 + b
′′
k′′+1 + . . .
(possibly after infinitely many steps).
(7.9) shows that every s-cocycle with k > 0 is trivial. When k = 0, a0 satisfies
automatically δa0 = 0 since it contains no antifield. The first nontrivial equation in
the expansion of sa = 0 is then γa0 + δa1 = 0, while a = sb contains a0 = γb0 + δb1.
Hence, every nontrivial s-cocycle contains indeed a solution to (7.8).
To show that every solution to (7.8) can be completed to a nontrivial s-cocycle,
we consider the cocycle condition in Hg0 (γ,H(δ)), γa0 + δa1 = 0, and define X :=
s(a0 + a1). When X vanishes we have sa = 0 with a = a0 + a1 and thus that a is an
s-cocycle. When X does not vanish, its expansion starts at some antifield number
≥ 1 due to X0 = γa0+δa1 = 0. Furthermore we have sX = s2(a0+a1) = 0. Applying
(7.9) to X yields thus X = −sY for some Y = ak + . . . where k ≥ 2. Hence we get
X = s(a0 + a1) = −s(ak + . . .) and thus sa = 0 where a = a0 + a1 + ak + . . . with
k ≥ 2. So, each solution of γa0 + δa1 = 0 can indeed be completed to an s-cocycle
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a. Furthermore a is trivial if a0 = γb0 + δb1 and nontrivial otherwise. Indeed, a0 =
γb0+δb1 implies that Z := a−s(b0+b1) fulfills sZ = 0 and Z0 = a0− (γb0+δb1) = 0,
and thus, by arguments used before, either Z = 0 or Z = −s(bk + . . .), k ≥ 2 which
both give a = sb. a0 6= γb0 + δb1 guarantees a 6= sb because a = sb would imply
a0 = γb0 + δb1. We have thus seen that (non)trivial elements of H(s) correspond to
(non)trivial elements of Hg0 (γ,H(δ)) and vice versa which establishes (7.5).
(7.6) expresses that every nontrivial solution a to sa + dm = 0 has a piece a0 if
g ≥ 0, or a−g if g < 0, fulfilling
g ≥ 0 : γa0 + δa1 + dm0 = 0, a0 6= γb0 + δb1 + dn0, (7.10)
g < 0 : δa−g + dm−g−1 = 0, a−g 6= δb−g+1 + dn−g . (7.11)
(7.10) states that a0 is a nontrivial cocycle of H
g,∗
0 (γ,H(δ|d)) because γa0 + δa1 +
dm0 = 0 and a0 = γb0 + δb1 + dn0 are the cocycle and coboundary condition in that
cohomology respectively. (7.11) states that a−g is a nontrivial cocycle of H
p
−g(δ|d).
Furthermore (7.6) expresses that every solution to (7.10) or (7.11) can be completed
to a nontrivial solution a = a0 + a1 + . . . or a = a−g + a−g+1 + . . . of sa + db = 0.
Note that a0 contains no antifield, while a−g contains no ghost due to gh(a) = g.
Hence, (7.10) means γa0 + dm0 ≈ 0 and a0 6≈ γb0 + dn0, while (7.11) means that
a−g is related to a nontrivial element of the characteristic cohomology as explained
in detail in Section 6.
These statements can be proved along lines whose logic is very similar to the
derivation of (7.5) given above. Therefore we shall only sketch the proof, leaving the
details to the reader. The derivation is based on corollary 6.1 which itself is a direct
consequence of (7.4) as the proof of that theorem shows. The roˆle of Eq. (7.9) is now
taken by the following result:
sa+ dm = 0, k >
{
0 if g ≥ 0
−g if g < 0
⇒ a = s(bk+1 + . . .) + d(nk + . . .). (7.12)
This is proved as follows. sa + dm = 0 contains the equation δak + dmk−1 = 0.
When k > 0 and g ≥ 0, or when k > −g and g < 0, ak has both positive antifield
number and positive pureghost number (due to gh = antifd+puregh). Using theorem
6.3, we then conclude ak = δbk+1 + dnk for some bk+1 and nk. One now considers
a′ := a− sbk+1 − dnk which fulfills sa′ + dm′ = 0 (m′ = m− snk) and derives (7.12)
using recursive arguments analogous to those in the derivation of (7.9). The only
values of k which are not covered in (7.12) are k = 0 if g ≥ 0, and k = −g if g < 0.
In these cases, sa + dm = 0 contains the equation γa0 + δa1 + dm0 = 0 if g ≥ 0, or
δa−g + dm−g−1 = 0 if g < 0. These are just the first equations in (7.10) and (7.11)
respectively. To finish the proof one finally shows that a is trivial (a = sb+dn) if and
only if a0 = γb0+ δb1+dn0 for g ≥ 0, or a−g = δb−g+1+dn−g for g < 0 by arguments
which are again analogous to those used in the derivation of (7.5).
7.3 Bounded antifield number
As follows from the proof, the isomorphisms in theorem 7.1 hold under the assumption
that the local forms in the theory may contain terms of arbitrarily high antifield
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number. That is, if one expands the BRST cocycle a associated with a given element
a0 of H
g
0 (γ,H(δ)) or H
g,p
0 (γ,H(δ|d)) according to the antifield number as in Eq. (7.7),
there is no guarantee, in the general case, that the expansion stops even if a0 is a local
form. So, although each term in the expansion would be a local form in this case, a
may contain arbitrarily high derivatives if the number of derivatives in ak grows with
k. This is not a problem for effective field theories, but is in conflict with locality
otherwise.
In the case of normal theories with a local Lagrangian, which include, as we have
seen, the original Yang-Mills theory, the standard model as well as pure Chern-Simons
theory in 3 dimensions (among others), one can easily refine the theorems and show
that the expansion (7.7) stops, so that a is a local form. This is done by introducing
a degree that appropriately controls the antifield number as well as the number of
derivatives.
To convey the idea, we illustrate the procedure in the simplest case of pure elec-
tromagnetism. We leave it to the reader to extend the argument to the general case.
The degree in question – call it D – may then be taken to be the sum of the degree
counting the number of derivatives plus the degree assigning weight one to the anti-
fields A∗µ and C∗. Our assumption of locality and polynomiality in the derivatives
for a0 implies that it has bounded degree D. In fact, since the differentials δ, γ and
d all increase this degree by one unit, one can assume that a0 is homogeneous of
definite (finite) D-degree k. The recursive equations in sa+dm = 0 determining ai+1
from ai read in this case δai+1 + γai + dmi = 0 (thanks to s = δ + γ), and so, one
can assume that ai+1 has also D-degree k. Thus, all terms in the expansion (7.7)
have same D-degree equal to k. This means that as one goes from one term ai to the
next ai+1 in (7.7), the antifield number increases (by definition) while the number of
derivatives decreases until one reaches am = am+1 = · · · = 0 after a finite number of
(at most 2k) steps.
The fact that the expansion (7.7) stops is particularly convenient because it en-
ables one to analyse the BRST cohomology starting from the last term in (7.7) (which
exists). Although this is not always necessary, this turns out to be often a convenient
procedure.
7.4 Comments
The ideas of homological perturbation theory appeared in the mathematical literature
in [144, 124, 125, 126, 165, 127, 128]. They have been applied in the context of the
antifield formalism in [106] (with locality analyzed in [133, 23]) and are reviewed in
[134], chapters 8 and 17.
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8 Lie algebra cohomology: H(s) and H(γ) in Yang-
Mills type theories
8.1 Eliminating the derivatives of the ghosts
Our first task in the computation of H(s) for gauge theories of the Yang-Mills type is
to get rid of the derivatives of the ghosts. This can be achieved for every Lagrangian
L fulfilling the conditions of the introduction; it is performed by making a change of
jet-space coordinates adapted to the problem at hand (see [62, 101]).
We consider subsets W k (k = −1, 0, 1, . . .) of jet coordinates where W−1 contains
only the undifferentiated ghosts CI , while W k for k ≥ 0 contains
AIµ|(ν1...νl), ψ
i
(ν1...νl)
, CI(ν1...νl+1),
A∗µ
I(ν1...νl−2)
, ψ∗i(ν1...νl−m), C
∗
I(ν1...νl−3)
(8.1)
for l = 0, . . . , k and m = 1, 2, for matter fields with first and second order field
equations respectively. [These definitions are in fact taylored to the standard model;
if the gauge fields obey equations of motion of order k, νl−2 should be replaced by
νl−k and νl−3 by νl−k−1 in (8.1); similarly, m is generally the derivative order of the
matter field equations.]
We can take as new coordinates on W k the following functions of the old ones:
∂(ν1...νlA
I
µ), ∂(ν1...νlDµ)C
I , (8.2)
CI , (8.3)
D(ν1 . . .Dνl−1F
I
νl)µ
, D(ν1 . . .Dνl)ψ
i, (8.4)
D(ν1 . . .Dνl−2)A
∗µ
I , D(ν1 . . .Dνl−3)C
∗
I , D(ν1 . . .Dνl−m)ψ
∗
i , (8.5)
for l = 0, . . . , k and m = 1, 2. This change of coordinates is invertible because
∂ν1...νlA
I
µ = ∂(ν1...νlA
I
µ)+
l
l+1
D(ν1 . . .Dνl−1F
I
νl)µ
+O(l−1) where O(l−1) collects terms
with less than l derivatives. There are no algebraic relations between the ∂(ν1...νlA
a
µ)
and the D(ν1 . . . Dνl−1F
a
νl)µ
, which correspond to the independent irreducible compo-
nents of ∂ν1...νlA
I
µ. Similarly, one has D(ν1 . . .Dνl)ψ
i = ∂ν1...νlψ
i +O(l − 1).
The new coordinates can be grouped into two sets : contractible pairs (8.2) on the
one hand, and gauge covariant coordinates (8.4), (8.5) plus undifferentiated ghosts
(8.3) on the other hand. These sets transform among themselves under s. Indeed we
have s∂(ν1...νlA
I
µ) = ∂(ν1...νlDµ)C
I and s∂(ν1...νlDµ)C
I = 0. Similarly, if we collectively
denote by χu∆ the coordinates (8.4) and (8.5), we have γχ
u
∆ = −eC
IT uIvχ
v
∆ where the
T uIv are the entries of representation matrices of G and ∆ labels the various multiplets
of G formed by the χ’s. For instance, for every fixed set of spacetime indices, the
D(ν1 . . .Dνl−1F
K
νl)µ
(K = 1, . . . , dim(G)) form a multiplet χK∆ (with fixed ∆) of the
coadjoint representation with T uIv given by fIJ
K .8
8 Our notation is slightly sloppy because the index u (and in particular its range) really depends
on the given multiplet and thus should carry a subindex ∆. The substitution u −→ u∆ should thus
be understood in the formulas below.
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Finally, sCI is a function of the ghosts alone, and δ on the antifields (8.5)
only involves the coordinates (8.5) and (8.4). The latter statement about the δ-
transformations is equivalent to the gauge covariance of the equations of motion.
It can be inferred from γδ + δγ = 0, without referring to a particular Lagrangian.
Namely (γδ + δγ)A∗µI = 0 gives γL
µ
I = eC
JfJI
KLµK while (γδ + δγ)ψ
∗
i = 0 gives
γLi = eC
IT jIiLj , see Eq. (2.8). The absence of derivatives of the ghosts in γL
µ
I and
γLi implies that L
µ
I and Li can be expressed solely in terms of the variables (8.4)
(and the xµ when the Lagrangian involves xµ explicitly) because γ is stable in the
subspaces of local functions with definite degree in the variables (8.2).
The coordinates (8.2) form thus indeed contractible pairs and do not contribute
to the cohomology of s according to a reasoning analogous to the one followed in
section 2.7.
Note that the removal of the vector potential, its symmetrized derivatives, and
the derivatives of the ghosts, works both for H(s) and H(γ) since s and γ coincide
in this sector.
8.2 Lie algebra cohomology with coefficients in a represen-
tation
One of the interests of the elimination of the derivatives of the ghosts is that the
connection between H(γ), H(s) and ordinary Lie algebra cohomology becomes now
rather direct.
We start with H(γ), for which matters are straightforward. We have reduced the
computation of the cohomology of γ in the algebra of all local forms to the calculation
of the cohomology of γ in the algebra K of local forms depending on the covariant
objects χu∆ and the undifferentiated ghosts C
I . More precisely, the relevant algebra
is now
K = Ω(Rn)⊗ F ⊗ Λ(C) (8.6)
where Ω(Rn) is the algebra of exterior forms on Rn, F the algebra of functions of the
covariant objects χu∆, and Λ(C) the algebra of polynomials in the ghosts C
I (which
is just the antisymmetric algebra with dim(G) generators).
The subalgebra Ω(Rn)⊗F provides a representation of the Lie algebra G, the factor
Ω(Rn) being trivial since it does not transform under G. We call this representation
ρ. The differential γ can be written as
γ = eCIρ(eI) +
e
2
CJCIfIJ
K ∂
∂CK
(8.7)
where the eI form a basis for the Lie algebra G and the ρ(eI) are the corresponding
“infinitesimal generators” in the representation,
ρ(eI) = −T
u
Iv χ
v
∆
∂
∂χu∆
. (8.8)
The identification of the polynomials in CI with the cochains on G then allows to
identify the differential γ with the standard Chevalley-Eilenberg differential [76] for
Lie algebra cochains with values in the representation space Ω(Rn)⊗ C∞(χu∆).
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Thus, we see that the cohomology of γ is just standard Lie algebra cohomology
with coefficients in the representation ρ of functions in the covariant objects χu∆ (times
the spacetime exterior forms).
The space of smooth functions in the variables χu∆ is evidently infinite-dimensional.
In order to be able to apply theorems on Lie algebra cohomology, it is necessary
to make some restrictions on the allowed functions so as to effectively deal with
finite dimensional representations. This condition will be met, for instance, if one
considers polynomial local functions in the χu∆ with coefficients that can possibly be
smooth functions of invariants (e.g. expφ can occur if φ does not transform under
G). This space is still infinite-dimensional, but splits as the direct sum of finite-
dimensional representation spaces of G. Indeed, because ρ(eI) is homogeneous of
degree 0 in the χu∆, we can consider separately polynomials of a given homogeneity
in the χu∆, which form finite dimensional representation spaces. Thus, the problem of
computing the Lie algebra cohomology of G with coefficients in the representation ρ
is effectively reduced to the problem of computing the Lie algebra cohomology of G
with coefficients in a finite-dimensional representation. The same argument applies,
of course, to effective field theories. From now on, it will be understood that such
restrictions are made on F .
8.3 H(s) versus H(γ)
The previous section shows that the computation of H(γ) boils down to a standard
problem of Lie algebra cohomology with coefficients in a definite representation. This
is also true for H(s), but the representation space is now different.
Indeed, we have seen that H(s) ≃ H(γ,H(δ)). This result was established in the
algebra of all local forms depending also on the differentiated ghosts and symmetrized
derivatives of the vector potential, but also holds in the algebra K. Moreover, the
cohomology of the Koszul-Tate differential in K can be computed in the same manner
as above. The antifields drop out with the variables constrained to vanish with
the equations of motion. More precisely, among the field strength components, the
matter field components, and their covariant derivatives, some can be viewed as
constrained by the equations of motion and the others can be viewed as independent.
Let XuA be the independent ones and F
R be the algebra of smooth functions in XuA
(with restrictions analogous to those made in the previous subsection). Because the
equations of motion are gauge covariant (see above), one can take theXuA to transform
in a linear representation of G, which we denote by ρR. Again, since one can work
order by order in the derivatives, the representation ρR effectively splits as a direct
sum of finite-dimensional representations. [See below for an explicit construction of
the XuA in the standard model.]
By our general discussion of section 7, it follows that
Lemma 8.1 The cohomology of s is isomorphic to the cohomology of γ in the space
of local forms depending only on the undifferentiated ghosts CI and the XuA.
In the case of the standard model, the XuA may be constructed as follows. First,
the D(ν1 . . .Dνl−1F
I
νl)µ
are split into the algebraically independent completely trace-
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less combinations (D(ν1 . . .Dνl−1F
I
νl)µ
)tracefree (i.e., η
ν1ν2(D(ν1 . . .Dνl−1F
I
νl)µ
)tracefree =
0) and the traces D(ν1 . . .Dνl−2Dλ)F
Iλ
µ [203]. Second the covariant deriva-
tives D(s1 . . .Dsl)ψ
i of the matter fields are replaced by D(s1 . . .Dsl)ψˆ
i and
D(ν1 . . .Dνl−1)Lˆi for matter fields ψˆ
i with first order equations and by D(s1 . . .Dsl)ψ˜
i,
D(s1 . . .Dsl−1D0)ψ˜
i, D(ν1 . . .Dνl−2)L˜i for matter fields ψ˜
i with second order field equa-
tions. The XuA are then the coordinates (D(ν1 . . .Dνl−1F
I
νl)µ
)tracefree, D(s1 . . .Dsl)ψˆ
i,
D(s1 . . .Dsl)ψ˜
i, D(s1 . . .Dsl−1D0)ψ˜
i. Other splits are of course available.
In the algebra
KR = Ω(Rn)⊗ FR ⊗ Λ(C) (8.9)
the differential γ reads
γ = eCIρR(eI) +
e
2
CJCIfIJ
K ∂
∂CK
(8.10)
where the ρR(eI) are the infinitesimal generators in the representation ρ
R,
ρR(eI) = −T
u
IvX
v
A
∂
∂XuA
. (8.11)
The representations of G which occur in F and FR are the same ones, but with a
smaller multiplicity in FR. One can thus identify the cohomology of s with the Lie-
algebra cohomology of G, with coefficients in the representation ρR. The difference
between H(s) and H(γ) lies only in the space of coefficients.
8.4 Whitehead’s theorem
In order to proceed, we shall now assume that the gauge group G is the direct product
of a compact abelian group G0 times a semi-simple group G1. Thus, G = G0 × G1,
withG0 = (U(1))
q. This assumption on G was not necessary for the previous analysis,
but is used for the subsequent developments since in this case one has complete results
on the Lie algebra cohomology. On these conditions, it can then be shown that any
finite-dimensional representation of G is completely reducible [60].
We can now follow the standard literature (e.g. [121]). For any representation
space V with representation ρ, let Vρ=0 be the invariant subspace of V carrying the
trivial representation, which may occur several times (v ∈ Vρ=0 ⇒ ρ(eI)v = 0 ∀I).
Note that the space Λ(C) of ghost polynomials is a representation of G for
ρC(eI) = −C
JfIJ
K ∂
∂CK
.
(With the above interpretation of the CI , it is the extension of the coadjoint repre-
sentation to ΛG∗.) The total representation on V ⊗ Λ(C) is ρT (eI) = ρ(eI) + ρC(eI).
It satisfies {
γ,
∂
∂CI
}
= eρT (eI), [γ, ρ
T (eI)] = 0, (8.12)
64
the first relation following by direct computation, the second one from the first and
γ2 = 0. Hence the cohomology H(γ, (V ⊗ Λ(C))ρT=0) is well defined. We can write
γ = eCIρ(eI) +
e
2
CIρC(eI) = eC
IρT (eI) + γˆ ,
where γˆ is the restriction of γ to Λ(C), up to the sign:
γˆ =
e
2
CICJfIJ
K ∂
∂CK
.
It follows that
H(γ, (V ⊗ Λ(C))ρT=0) ≃ H(γˆ, (V ⊗ Λ(C))ρT=0). (8.13)
Note that we also have,{
γˆ,
∂
∂CI
}
= −eρC(eI), [γˆ, ρ
C(eI)] = 0. (8.14)
The first mathematical result that we shall need reduces the problem of computing
the Lie algebra cohomology of G with coefficients in V to that of finding the invariant
subspace Vρ=0 and computing the Lie algebra cohomology of G with coefficients in
the trivial, one-dimensional, representation.
Theorem 8.1 (i) H(γ, V ⊗ Λ(C)) is isomorphic to H(γ, (V ⊗ Λ(C))ρT=0). In par-
ticular, H(γˆ,Λ(C)) is isomorphic to Λ(C)ρC=0.
(ii) H(γ, (V ⊗ Λ(C))ρT=0) is isomorphic to Vρ=0 ⊗ Λ(C)ρC=0.
The proof of this theorem is given in the appendix 8.A. The result H(γ, (V ⊗
Λ(C)) ≃ Vρ=0 ⊗H(γˆ,Λ(C)) is known as Whitehead’s theorem.
To determine the cohomology of s, we thus need to determine on the one hand
the invariant monomials in the XuA, which depends on the precise form of the matter
field representations and which will not be discussed here; and on the other hand,
H(γˆ,Λ(C)) ≃ Λ(C)ρC=0. This latter cohomology is known as the Lie algebra coho-
mology of G and is discussed in the next section.
8.5 Lie algebra cohomology - Primitive elements
We shall only give the results (in ghost notations), without proof. We refer to the
mathematical literature for the details [162, 121].
The cohomology Hg(γˆ,Λ(C)) can be described in terms of particular ghost poly-
nomials θr(C) representing the so-called primitive elements. These are in bijective
correspondence with the independent Casimir operators Or,
Or = d
I1...Im(r)δI1 . . . δIm(r), r = 1, . . . , rank(G). (8.15)
The dI1...Im(r) are symmetric invariant tensors,
m(r)∑
i=1
fJL
KdI1...Ii−1LIi+1...Im(r) = 0, (8.16)
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while δI = ρ(eI) for some representation ρ(eI) of G. The ghost polynomial θr(C)
corresponding to Or is homogeneous of degree 2m(r)− 1, and given by
θr(C) = (−e)
m(r)−1 m(r)!(m(r)− 1)!
2m(r)−1(2m(r)− 1)!
fI1...I2m(r)−1C
I1 . . . CI2m(r)−1 ,
fI1J1...Im(r)−1Jm(r)−1Km(r) = dK1...Km(r)−1[Km(r)fI1J1
K1 . . . fIm(r)−1Jm(r)−1]
Km(r)−1 .(8.17)
This definition of θr(C) involves, for later purpose, a normalization factor containing
both the gauge coupling constant and the order m(r) of Or. The dK1...Km(r) arise from
the invariant symmetric tensors in (8.15) by lowering the indices with the invertible
metric gIJ obtained by adding the Killing metrics for each simple factor, trivially
extended to the whole of G, and with the identity for an abelian δI . Using an appro-
priate (possibly complex) matrix representation {TI} of G (cf. example below), θr(C)
can also be written as
θr(C) = (−e)
m(r)−1 m(r)!(m(r)− 1)!
(2m(r)− 1)!
Tr(C2m(r)−1), C = CITI . (8.18)
Indeed, using that the CI anticommute and that {TI} represents G ([TI , TJ ] =
fIJ
KTK), one easily verifies that (8.18) agrees with (8.17) for
dI1...Im(r) = Tr[T(I1 . . . TIm(r))] .
Those θr(C) with degree 1 coincide with the abelian ghost fields (if any), in accor-
dance with the above definitions: the abelian elements of G count among the Casimir
operators as they commute with all the other elements of G. We thus set
{θr(C) : m(r) = 1} = {abelian ghosts}. (8.19)
Note that this is consistent with (8.18), as it corresponds to the choice {TI} =
{0, . . . , 0, 1, 0, . . . , 0}, where one of the abelian elements of G is represented by the
number 1, while all the other elements of G are represented by 0.
Each θr(C) is γˆ closed, as is easily verified using the matrix notation (8.18),
γˆ Tr(C2m−1) = eTr(C2m) = 0,
where the first equality holds due to γˆC = eC2 and the second equality holds because
the trace of any even power of a Grassmann odd matrix vanishes. The cohomology
of γˆ is generated precisely by the θr(C), i.e., the corresponding cohomology classes
are represented by polynomials in the θr(C), and no nonvanishing polynomial of the
θr(C) is cohomologically trivial,
γˆh(C) = 0 ⇔ h(C) = P (θ(C)) + γˆg(C) ;
P (θ(C)) = γˆg(C) ⇔ P = 0. (8.20)
Note that the θr(C) anticommute because they are homogeneous polynomials of
odd degree in the ghost fields. Therefore the dimension of the cohomology of γˆ is
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2 rank(G). Note also that the highest nontrivial cohomology class (i.e., the one with
highest ghost number) is represented by the product of all the θr(C). This product
is always proportional to the product of all the ghost fields (see, e.g., [63]), and has
thus ghost number equal to the dimension of G,
rank(G)∏
r=1
θr(C) ∝
dim(G)∏
I=1
CI . (8.21)
Example 1. Let us spell out the result for the gauge group of the standard model,
G = U(1)× SU(2)× SU(3). The U(1)-ghost is a θ by itself, see (8.19). We set
θ1(C) = U(1)-ghost.
SU(2) has only one Casimir operator which has order 2. The corresponding θ has
thus degree 3 and is given by
θ2(C) = −
esu(2)
3
Trsu(2)(C
3),
with C = CITI , {TI} = {0, iσα, 0, . . . , 0} where the zeros represent u(1) and su(3),
and σα are the Pauli matrices.
SU(3) has two independent Casimir operators, with degree 2 and 3 respectively.
This gives two additional θ’s of degree 3 and 5 respectively,
θ3(C) = −
esu(3)
3
Trsu(3)(C
3), θ4(C) =
e2su(3)
10
Trsu(3)(C
5),
with {TI} = {0, 0, 0, 0, iλa} where λa are the Gell-Mann matrices.
A complete list of inequivalent representatives of H(γˆ,Λ(C)) is:
ghost number representatives of H(γˆ,Λ(C))
0 1
1 θ1
3 θ2 , θ3
4 θ1θ2 , θ1θ3
5 θ4
6 θ2θ3 , θ1θ4
7 θ1θ2θ3
8 θ2θ4 , θ3θ4
9 θ1θ2θ4 , θ1θ3θ4
11 θ2θ3θ4
12 θ1θ2θ3θ4
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Example 2. Let us denote by CIa the ghosts of the abelian factors, Ia = 1, . . . , l.
A basis of the first cohomology groups Hg(γˆ,Λ(C)) (g = 0, 1, 2) is given by (i) 1 for
g = 0; (ii) CIa, with Ia = 1, . . . , l, for g = 1; and (iii) C
IaCJa, with Ia < Ja, for g = 2.
In particular, H1(γˆ,Λ(C)) and H2(γˆ,Λ(C)) are trivial if there is no abelian factor.
For a compact group, a basis for H3(γˆ,Λ(C)) is given by CIaCJaCKa (Ia < Ja < Ka)
and fIsJsKsC
IsCJsCKs ≡ TrGsC
3, where s runs over the simple factors Gs in G.
8.6 Implications for the renormalization of local gauge in-
variant operators
Class I local operators are defined as local, non integrated, gauge invariant operators
(built out of the gauge potentials and the matter fields) that are linearly independent,
even when the gauge covariant equations of motions are used [158, 152, 90]. In
the absence of anomalies, it can be shown that these operators only mix, under
renormalization, with BRST closed local operators (built out of all the fields and
antifields). BRST exact operators are called class II operators. They can be shown
not to contribute to the physical S matrix and to renormalize only among themselves.
The question is then whether class I operators can only mix with class I operators
and class II operators under renormalization.
That the answer is affirmative follows from lemma 8.1 in the case of ghost number
0. Indeed, the γ cohomology in the space of forms in the XuA, (i.e., combinations of
the covariant derivatives of the field strength components and the matter field com-
ponents not constrained by the equations of motions) reduces to the gauge invariants
in these variables. This is precisely the required statement that class I operators give
a basis of the BRST cohomology H0,∗(s,Ω) in ghost number 0.
The statement was first proved in [152]. A different proof has been given in [135].
8.7 Appendix 8.A: Proof of theorem 8.1
Our proof of theorem 8.1 uses ghost notations.
(i) Let us first of all prove general relations for a completely reducible representa-
tion commuting with a differential, i.e., take into account only the second relation of
(8.12). This relation implies that the representation (ρT )#(eI) induced in cohomology
by (ρT )#(eI)[a] = [ρ
T (eI)a] is well defined. The induced representation is completely
reducible: since the space of γ cocycles Z is stable under ρT (eI), there exists a sta-
ble subspace E ⊂ V ⊗ Λ(C), such that V ⊗ Λ(C) = Z ⊕ E. Similarly, because
the space of γ coboundaries B is stable under ρT (eI), there exists a stable subspace
F ⊂ Z such that Z = F ⊕ B. It follows that H(γ, V ⊗ Λ(C)) is isomorphic to F .
Since F is completely reducible for ρT (eI), so is H(γ, V ⊗Λ(C)) for (ρT )#(eI). Com-
plete reducibility also implies that Z(ρT (V ⊗ Λ(C))) = Z ∩ ρT (V ⊗ Λ(C)) = ρTZ.
This means that H(γ, ρT (V ⊗ Λ(C))) ⊂ (ρT )#H(γ, V ⊗ Λ(C)). In the same way,
H(γ, (V ⊗ Λ(C))ρT=0) ⊂ H(γ, V ⊗ Λ(C))(ρT )#=0. Complete reducibility of ρ
T then
implies H(γ, V ⊗ Λ(C)) = H(γ, (V ⊗ Λ(C))ρT=0)⊕H(γ, ρ
T (V ⊗ Λ(C))), while com-
plete reducibility of (ρT )# implies H(γ, V ⊗ Λ(C)) = H(γ, V ⊗ Λ(C))(ρT )#=0 ⊕
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(ρT )#H(γ, V ⊗Λ(C)). It follows that H(γ, (V ⊗Λ(C))ρT=0) = H(γ, V ⊗Λ(C))(ρT )#=0
and H(γ, ρT (V ⊗ Λ(C))) = (ρT )#H(γ, V ⊗ Λ(C)). Using now the first rela-
tion of (8.12), it follows that (ρT )# = 0 so that H(γ, ρT (V ⊗ Λ(C))) = 0 and
H(γ, V ⊗ Λ(C)) = H(γ, (V ⊗ Λ(C))ρC=0). This proves the first part of (i).
For the second part, we note that in Λ(C), the representation ρC(eI) reduces
to the representation of the semi-simple factor. Let us denote the generators of
this factor by ea and its representation on Λ(C) by ρ
C(ea). This representation is
completely reducible, because defining properties of semi-simple Lia algebras are (a)
the Killing metric gab = fac
dfbd
c is invertible; (b) it is the direct sum of simple ideals,
(a Lie algebra being simple if it is non abelian and contains no proper non trivial
ideals); (c) all its representations in finite dimensional vector spaces are completely
reducible [60]. This proves then the second part by the same reasoning as above with
V = ρ = 0, respectively (8.14) instead of (8.12).
(ii) Λ(C) = Λ(C)ρC=0 ⊕ ρ
CΛ(C) implies (V ⊗ Λ(C))ρT=0 = Vρ=0 ⊗ Λ(C)ρC=0 ⊕
(V ⊗ ρCΛ(C))ρT=0. Because it follows from [γˆ, ρ
T ] = 0 = [γˆ, ρC ] = [γˆ, ρ] that all
the spaces are stable under γˆ, the Ku¨nneth formula gives H(γˆ, (V ⊗ Λ(C))ρT=0) =
Vρ=0 ⊗H(γˆ,Λ(C)ρC=0)⊕H(γˆ, (V ⊗ ρ
CΛ(C))ρT=0). The result (ii) then follows from
(8.13) and γˆ = − e
2
CIρC(eI), if we can show that H(γˆ, (V ⊗ ρCΛ(C))ρT=0) = 0.
The contracting homotopy that allows to prove H(γˆ, ρCΛ(C)) = 0 can be con-
structed explicitely as follows. Define the Casimir operator Γ = 1
2
gabρC(ea)ρ
C(eb),
where gab is the inverse of the Killing metric associated to the semi-simple Lie sub-
algebra of G. From the complete skew symmetry of the structure constants lowered
or raised through the Killing metric or its inverse (this being a consequence of the
Jacobi identity), it follows that this operator commutes with all the operators of the
representation, [Γ, ρC(ea)] = 0, while the first relation of (8.14) implies that [γˆ,Γ] = 0.
A property of semi-simple Lie algebras is that the Casimir operator Γ is invert-
ible on ρCΛ(C). Obviously, in this case, [Γ−1, ρC(ea)] = 0 and [γˆ,Γ
−1] = 0. Take
a ∈ ρCΛ(C), with γˆa = 0. We have a = ΓΓ−1a = −1
2
gab{γˆ, ∂
∂Ca
}ρC(eb)Γ−1a =
−γˆρC(eb)
1
2
gab ∂
∂Ca
Γ−1a, where we have used in addition gab[ ∂
∂Ca
, ρC(eb)] = 0, as fol-
lows from the first relation of (8.14) and the graded Jacobi identity for the graded
commutator of operators. Hence, H(γˆ, ρCΛ(C)) = 0.
Similarly, let a = v⊗b, where b ∈ ρCΛ(C), with γa = 0 = eCIρ(eI)v⊗b−e(−)vv⊗
γˆb and ρT (eI)a = 0 = ρ(eI)v⊗b+v⊗ρ(eI )b. We have a = −v⊗(γˆρC(eb)
1
2
gab ∂
∂Ca
Γ−1b+
ρC(eb)
1
2
gab ∂
∂Ca
Γ−1γˆb) = γρC(eb)
1
2
gab ∂
∂Ca
Γ−1(v ⊗ b). Furthermore, direct computa-
tion using skew symmetry of structure constants with lifted indices shows that
[ρT (eI), ρ
C(eb)
1
2
gab ∂
∂Ca
Γ−1] = 0, which proves that H(γˆ, (V ⊗ ρCΛ(C))ρT=0 = 0 and
thus (ii).
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9 Descent equations: H(s|d)
9.1 Introduction
The descent equation technique is a powerful tool to calculate H(s|d) which we shall
use below. Its usefulness rests on the fact that it relates H(s|d) to H(s) which is
often much simpler than H(s|d) - and which we have determined.
In subsections 9.2, 9.3 and 9.4, we shall review general properties of the descent
equations and work out the relation between H(s|d) and H(s) in detail. Our only
assumption for doing so will be that in the space of local forms under study, the
cohomology of d is trivial at all form-degrees p = 1, . . . , n − 1 and is represented at
p = 0 by pure numbers,
Hp(d) = δp0 R for p < n. (9.1)
Since this is the only assumption being made at this stage, the considerations in
subsections 9.2 through 9.4 are not restricted to gauge theories of the Yang-Mills
type but apply whenever (9.1) is fulfilled.
In the case of theories of the Yang-Mills type (in Rn), the considerations apply in
the space of local smooth forms or in the space of local polynomial forms, provided
one allows for an explicit x-dependence. Indeed, the algebraic Poincare´ lemma guar-
antees then that 9.1 holds (theorem 4.2). Although our ultimate goal is to cover the
polynomial (or formal power series) case, such a restriction is not necessary in this
section. The considerations are also valid in subalgebras of the algebra of local forms
for which 9.1 remains true.
However the considerations of this section do not immediately apply, for instance,
if no explicit spacetime coordinate dependence is allowed. In this case, the cohomol-
ogy of d is non-trivial in degrees 6= 0 and contains the constant forms (see theorem
4.3). It turns out, however, that the constant forms cannot come in the way, so that
the same descent equation techniques in fact apply. This is explained in subsection
9.5.
Finally, we carry out the explicit derivation of the descent equations in the case
of the differential s, but a similar discussion applies to γ or δ (or, for that matter,
any differential D such that Dd+ dD = 0). In fact, this tool has already been used
in section 6 for the mod d cohomology of δ, to prove the isomorphism Hpk(δ|d) ≃
Hp−1k−1(δ|d) for p > 1, k > 1. The same techniques can be followed for H(s|d) (or
H(γ|d)), with, however, one complication. While one had Hk(δ) = 0 (k > 0) for δ,
the cohomology of s is non trivial. As a result, while it is easy to “go down” the
descent (because this uses the triviality of d – see below), it is more intricate to “go
up”.
9.2 General properties of the descent equations
We shall now review the derivation and some basic properties of the descent equations,
assuming that (9.1) holds.
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Derivation of the descent equations. Let ωm be a cocycle of H∗,m(s|d),
sωm + dωm−1 = 0. (9.2)
Two cocycles are equivalent in H∗,m(s|d) when they differ by a trivial solution of the
consistency condition,
ωm ∼ ω′m ⇔ ωm − ω′m = sηm + dηm−1. (9.3)
Applying s to Eq. (9.2) yields d(sωm−1) = 0 (due to s2 = 0 and sd + ds = 0),
i.e., sωm−1 is a d-closed (m − 1)-form. Let us assume that m − 1 > 0 (the case
m − 1 = 0 is treated below). Using (9.1), we conclude that sωm−1 is d-exact, i.e.,
there is an (m− 2)-form such that sωm−1 + dωm−2 = 0. Hence, ωm−1 is a cocycle of
H∗,m−1(s|d). Moreover, due to the ambiguity (9.3) in ωm, ωm−1 is also determined
only up to a coboundary of H∗,m−1(s|d). Indeed, when ωm solves Eq. (9.2), then
ω′m = ωm+sηm+dηm−1 fulfills sω′m+dω′m−1 = 0 with ω′m−1 = ωm−1+sηm−1+dηm−2.
Now, two things can happen:
(a) either ωm−1 is trivial in H∗,m−1(s|d), ωm−1 = sηm−1 + dηm−2; then we can
substitute ω′m−1 = ωm−1 − sηm−1 − dηm−2 = 0 and ω′m = ωm − dηm−1 for ωm−1 and
ωm respectively and obtain sω′m = 0; we say that ωm has a trivial descent;
(b) or ωm−1 is nontrivial in H∗,m−1(s|d); then there is no way to make ωm s-
invariant by adding a trivial solution to it; we say that ωm has a nontrivial descent.
In case (b), we treat sωm−1 + dωm−2 = 0 as Eq. (9.2) before: acting with s on it
gives d(sωm−2) = 0; if m− 2 6= 0, this implies sωm−2 + dωm−3 = 0 for some (m− 3)-
form thanks to (9.1). Again there are two possibilities: either ωm−2 is trivial and can
be removed through suitable redefinitions such that sω′m−1 = 0; or it is nontrivial.
In the latter case one continues the procedure until one arrives at sωm = 0 at some
nonvanishing form-degree m (possibly after suitable redefinitions), or until the form-
degree drops to zero and one gets the equation d(sω0) = 0.
From the equation d(sω0) = 0, one derives, using once again (9.1), sω0 = α for
some constant α ∈ R. If one assumes that the equations of motion are consistent -
which one better does! - , then α must vanish and the conclusion is the same as in the
previous case. This is seen by decomposing sω0 = α into pieces with definite antifield
number and pure ghost number. Since α is a pure number and has thus vanishing
antifield number and pure ghost number, the decomposition yields in particular the
equation δa = α where a is the piece contained in ω0 which has antifield number 1
and pure ghost number 0. Due to δa ≈ 0, this makes only sense if α = 0 because
otherwise the equations of motion would be inconsistent (as one could have, e.g.,
0 = 1 on-shell9).
9Such an inconsistency would arise, for instance, if one had a neutral scalar field Φ with La-
grangian L = Φ. This Lagrangian yields the equation of motion 1 = 0 and must be excluded.
Having 1 = sω would of course completely kill the cohomology of s. We have not investigated
whether inconsistent Lagrangians (in the above sense) are eliminated by the general conditions im-
posed on L in the introduction, and so, we make the assumption separately. Note that a similar
difficulty does not arise in the descent associated with γ; an equation like 1 = γω is simply impos-
sible, independently of the Lagrangian, because 1 has vanishing pure ghost number while γω has
pure ghost number equal to or greater than 1. For s, the relevant grading is the total ghost number
and can be negative.
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We conclude: when (9.1) holds, Eq. (9.2) implies in physically meaningful theories
that there are forms ωp, p = m, . . . ,m fulfilling
sωp + dωp−1 = 0 for p = m+ 1, . . . , m , sωm = 0 (9.4)
with m ∈ {0, . . . , m}. Eqs. (9.4) are called the descent equations. We call the forms
ωp, p = m, . . . ,m − 1 descendants of ωm, and ωm the bottom form of the descent
equations.
Furthermore we have seen that ωm and its descendants are determined only up
to coboundaries of H(s|d). In fact, for given cohomology class H∗,m(s|d) represented
by ωm, this is the only ambiguity in the solution of the descent equations, modulo
constant forms at form-degree 0. This is so because a trivial solution of the consistency
condition can only have trivial descendants, except that ω0 can contain a constant.
Indeed, assume that ωp is trivial, ωp = sηp+dηp−1. Inserting this in sωp+dωp−1 = 0
gives d(ωp−1 − sηp−1) = 0 and thus, by (9.1), ωp−1 = sηp−1 + dηp−2 + δp−10 α where
α ∈ R can occur only when p− 1 = 0. Hence, when ωp is trivial, its first descendant
ωp−1 is necessarily trivial too, except for a possible pure number when p = 1. By
induction this applies to all further descendants too.
Shortest descents. The ambiguity in the solution of the descent equations implies
in particular that all nonvanishing forms which appear in the descent equations can
be chosen such that none of them is trivial in H(s|d) because otherwise we can
“shorten” the descent equations. In particular, there is thus a “shortest descent” (i.e.,
a maximal value of m) for every nontrivial cohomology class H∗,m(s|d). A shortest
descent is realized precisely when all the forms in the descent equations are nontrivial.
An equivalent characterization of a shortest descent is that the bottom form ωm is
nontrivial in H∗,m(s|d) if m > 0, respectively that it is nontrivial in H∗,0(s|d) even
up to a constant if m = 0 (i.e., that ωm 6= sηm + dηm−1 + δm−10 α, α ∈ R). The
latter statement holds because the triviality of any nonvanishing form in the descent
equations implies necessarily that all its descendants, and thus in particular ωm, are
trivial too except for a number that can contribute to ω0. Of course, the shortest
descent is not unique since one may still make trivial redefinitions which do not
change the length of a descent.
9.3 Lifts and obstructions
We have seen that the bottoms ωm of the descent equations associated with solutions
ωm of the consistency conditions sωm+ dωm−1 = 0 are cocycles of s, sωm = 0, which
are non trivial in H∗,0(s|d) (even up to a constant if m = 0). In particular, they are
non trivial in H(s).
One can conversely ask the following questions. Given a non trivial cocycle of
H(s): (i) Is it trivial in H(s|d)?; (ii) Can it be viewed as bottom of a non trivial
descent? These questions were raised for the first time in [96, 97] and turn out to
contain the key to the calculation of H(s|d) in theories of the Yang-Mills type.
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We say that an s-cocycle ωp can be “lifted” k times if there are forms
ωp+1, . . . , ωp+k such that dωp + sωp+1 = 0, . . . , dωp+k−1 + sωp+k = 0. Contrary
to the descent, which is never obstructed, the lift of an element of H(s) can be ob-
structed because the cohomology of s is non trivial. Let a be an s-cocycle and let
us try to construct an element “above it”. To that end, one must compute da and
see whether it is s-exact. It is clear that da is s-closed; the obstructions to it being
s-exact are thus in H(s). Two things can happen. Either da is not s-exact,
da = m (9.5)
with m a non trivial cocycle of H(s). Or da is s-exact, in which case one has
da+ sb = 0 (9.6)
for some b. Of course, b is defined up to a cocycle of s.
In the first case, it is clear that “the obstruction” m to lifting a, although non
trivial in H(s) is trivial in H(s|d). Furthermore a itself cannot be trivial in H(s|d)
since trivial elements a = su+ dv can always be lifted (da = s(−du)).
In the second case, one may try to lift a once more. Thus one computes db. Again,
it is easy to verify that db is an s-cocycle. Therefore, either db is not s-exact,
db+ sc = n “Case A” (9.7)
for some non trivial cocycle n ofH(s) (we allow here for the presence of the exact term
sc - which can be absorbed in n - because usually, one has natural representatives
of the classes of H(s), and db may differ from such a representative n by an s-exact
term). Or db is s-exact,
db+ sc = 0 “Case B” (9.8)
for some c.
Note that in case A, b is defined up to the addition of an s-cocycle, so the “ob-
struction” n to lifting a a second time is really present only if n cannot be written as
dt+sq where t is an s-cocycle, i.e., if n is not in fact the obstruction to the first lift of
some s-cocycle. The obstructions to second lifts are therefore in the space H(s)/Im d
of the cohomology of s quotientized by the space of obstructions to first lifts. If the
obstruction to lifting a a second time is really present, then a is clearly non trivial in
H(s|d). And in any case, n is trivial in H(s|d).
In case B, one can continue and try to lift a a third time. This means computing
dc. The analysis proceeds as above and is covered by the results of the next subsection.
9.4 Length of chains and structure of H(s|d)
By following the above procedure, one can construct a basis of H(s) which displays
explicitly the lift structure and the obstructions.
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Theorem 9.1 If Hp(d,Ω) = δp0R for p = 0, . . . , n− 1 and the equations of motions
are consistent, there exists a basis
{[1], [h0ir ], [hˆir ], [e
0
αs
]} (9.9)
of H(s) such that the representatives fulfill
shr+1ir + dh
r
ir
= hˆir ,
shrir + dh
r−1
ir
= 0,
... (9.10)
sh1ir + dh
0
ir
= 0,
sh0ir = 0
and
form degree esαs = n,
sesαs + de
s−1
αs
= 0,
... (9.11)
se1αs + de
0
αs
= 0,
se0αs = 0,
for some forms hqir , q = 1, . . . , r+1 and e
p
αs
, p = 1, . . . , s. Here, [a] denotes the class
of the s-cocycle a in H(s).
We recall that a set {fA} of s-cocycles is such that the set {[fA]} forms a basis
of H(s) if and only if the following two properties hold: (i) any s-cocycle is a linear
combination of the fA’s, up to an s-exact term; and (ii) if λ
AfA = sg, then the
coefficients λA all vanish.
The elements of the basis (9.9) have the following properties: The h0ir can be
lifted r times, until one hits an obstruction given by hˆir . By contrast, the e
0
αs
can be
lifted up to maximum degree without meeting any obstruction. We stress that the
superscripts of hqir and e
p
αs
in the above theorem do not indicate the form-degree but
the increase of the form-degree relative to h0ir and e
0
αs
respectively. The form-degree
of h0ir is not determined by the above formulae except that it is smaller than n − r.
e0αs has form-degree n− s.
We shall directly construct bases with such properties in the Yang-Mills setting,
for various (sub)algebras fulfilling (9.1), thereby proving explicitly their existence in
the concrete cases relevant for our purposes. The proof of the theorem in the general
case is given in appendix 9.A following [142]. We refer the interested reader to the
pioneering work of [96, 97, 98] for a proof involving more powerful homological tools
(“exact couples”).
For a basis of H(s) with the above properties, the eqs (9.10) provide optimum
lifts of the h0ir . The hˆir represent true obstructions; by using the ambiguities in the
successive lifts of h0ir , one cannot lift h
0
ir
more than r times. This is seen by using
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a recursive argument. It is clear that the h0i0 cannot be lifted at all since the hˆi0
are independent in H(s). Consider next h0i1 and the corresponding chain, sh
0
i1
= 0,
dh0i1 + sh
1
i1
= 0, dh1i1 + sh
2
i1
= hˆi1 . Suppose that the linear combination α
i1h0i1 could
be lifted more than once, which would occur if and only if αi1 hˆi1 was the obstruction
to the single lift of an s-cocycle, i.e., αi1hˆi1 = da+ sb, sa = 0. Since (9.9) provides a
basis of H(s), one could expand a in terms of {1, h0ir , hˆir , e
0
αs
} (up to an s-exact term),
a = αi0h0i0 + · · ·. Computing da using (9.10) and (9.11), and inserting the resulting
expression into hˆi1 = da+ sb, one gets hˆi1 = α
i0 hˆi0 + s(·), leading to a contradiction
since the hˆi1 and hˆi0 are independent in cohomology. The argument can be repeated
in the same way for bottoms leading to longer lifts and is left to the reader.
It follows from this analysis that the h0ir are s-cocycles that are non-trivial in
H(s|d) - while, of course, the hˆir are trivial. In fact, the advantage of a basis of the
type of (9.9) for H(s) is that it gives immediately the cohomology of H(s|d).
Theorem 9.2 If {[1], [h0ir ], [hˆir ], [e
0
αs
]} is a basis of H(s) with the properties of theo-
rem 9.1, then an associated basis of H(s|d) is given by
{[1], [hqir ], [e
p
αs
] : q = 0, . . . , r, p = 0, . . . , s} (9.12)
where in this last list, [ ] denotes the class in H(s|d).
Proof: The proof is given in the appendix 9.B.
The theorem shows in particular that the e0αs , just like the h
0
ir
, are non trivial
s-cocycles that remain non trivial in H(s|d). This property holds even though they
can be lifted all the way to maximum form-degree n (while the lifts of the h0ir are
obstructed before). The basis of H(s|d) is given by the non trivial bottoms h0ir , e
0
αs
and all the terms in the descent above them (up to the obstructions in the case of
h0ir).
9.5 Descent equations with weaker assumptions on H(d)
So far we have assumed that (9.1) holds. We shall now briefly discuss the modifica-
tions when (9.1) is replaced by an appropriate weaker prerequisite. Applications of
these modifications are described below.
Let {αpip} be a set of p-forms representing H
p(d) (hence, the superscript of the
α’s indicates the form-degree, the subscript ip labels the inequivalent α’s for fixed
p). That is, any d-closed p-form is a linear combination of the αpip with constant
coefficients λip , modulo a d-exact form,
dωp = 0 ⇔ ωp = λipαpip + dη
p−1 , dαpip = 0, (9.13)
and no nonvanishing linear combination of the αpip is d-exact.
Now, in order to derive the descent equations, it is quite crucial that the equality
d(sωp) = 0 implies sωp + dωp−1 = 0. However, if Hp(d) is non trivial, we must allow
for a combination of the αpip on the right hand side, and this spoils the descent. This
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phenomenon cannot occur if no αpip is s-exact modulo d. Thus, in order to be able to
use the tools provided by the descent equations, we shall assume that the forms non
trivial in Hp(d) remain non trivial in H(s|d) for p < n. More precisely, it is assumed
that the αpip with p < n have the property that no nonvanishing linear combination
of them is trivial in H(s|d),
p < n : λipαpip = sη
p + dηp−1 ⇒ λip = 0 ∀ ip . (9.14)
This clearly implies the central property of the descent,
p < n : d(sωp) = 0 ⇔ ∃ωp−1 : sωp + dωp−1 = 0. (9.15)
Indeed, by (9.13), d(sωp) = 0 implies sωp + dωp−1 = λipαpip for some ω
p−1 and λip .
(9.14) implies now λip = 0 whenever p < n.
When (9.14) holds, the discussion of the descent equations proceeds as before.
The only new feature is the fact that the αpip yield additional nontrivial classes of
H(s|d) and H(s). Indeed, dαpip = 0 implies d(sα
p
ip
) = 0 and thus, due to (9.15),
sαpip + dα
p−1
ip
= 0 for some αp−1ip (which may vanish). Hence, the α
p
ip
are cocycles of
H(s|d) and they are nontrivial by (9.14). In particular, some of the αpip may have a
nontrivial descent. Theorems (9.1) and (9.2) get modified because the αpip and their
nontrivial descendants (if any) represent classes of H(s|d) in addition to the [hqir ] and
[epαs ] (q = 0, . . . , r, p = 0, . . . , s), while H(s) receives additional classes represented
by nontrivial bottom forms corresponding to the αpip.
Applications. 1. The above discussion is important to cover the space of local
forms which are not allowed to depend explicitly on the xµ. Indeed, in that space
Hp(d) is represented for p < n by the constant forms cµ1...µpdx
µ1 . . . dxµp (theorem
4.3). Now, the equations of motion may be such that some of the constant forms
become trivial in H(s|d). We know that this cannot happen in form-degree zero, but
nothing prevents it from happening in higher form-degrees. For instance, for a single
abelian gauge field with Lagrangian L = (−1/4)F µνFµν+kµAµ with constant kµ, the
equations of motion read ∂νF
νµ + kµ = 0 and imply that the constant (n − 1)-form
⋆k = 1
(n−1)!
dxµ1 . . . dxµn−1ǫµ1...µnk
µn is trivial in H(s|d), s ⋆ A∗+ d ⋆ F + (−)n ⋆ k = 0.
Hence, for this Lagrangian (9.14) is not fulfilled. Of course, the example is academic
and the Lagrangian is not Lorentz-invariant. The triviality of ⋆k in H(s|d) is a
consequence of the linear term in the Lagrangian.
(9.14) is fulfilled in the space of x-independent local forms for Lagrangians having
no linear part in the fields, for which the equations of motion reduce identically to
0 = 0 when the fields are set to zero. It is also fulfilled if one restricts one’s attention
to the space of Poincare´ invariant local forms. [And it is also trivially fulfilled in
the space of all local forms with a possible explicit x-dependence, as we have seen].
For this reason, (9.14) does not appear to be a drastic restriction in the space of
x-independent local forms.
Note that the classification of the elements (and the number of these elements)
in a basis of H(s) having the properties of theorem 9.1 depends on the context.
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For instance, for a single abelian gauge field with ghost C, dxµC is non trivial in the
algebra of local forms with no explicit x-dependence, and so can be taken as a h0i1 ; but
it becomes trivial if one allows for an explicit x-dependence, dxµC = d(xµC)+s(xµA),
and so can be regarded in that case as a hˆi0 .
2. Another instance where the descent equations with the above assumption on
H(d) play a roˆle is the cohomology H(δ|d, Iχ), where Iχ is the space of G-invariant
local forms depending only on the variables χu∆ defined in section 8.1 and on the x
µ
and dxµ. Hp(d, Iχ) is represented for p < n by the “characteristic classes”, i.e., by G-
invariant polynomials P (F ) in the curvature 2-forms F I [62, 101] (these polynomials
are d-exact in the space of all local forms, but they are not d-exact in Iχ). Using this
result on Hp(d, Iχ), one proves straightforwardly by means of the descent equations
that H(δ|d, Iχ) is isomorphic to the characteristic cohomology in the space of gauge
invariant local forms (“equivariant characteristic cohomology”) which will play an
important roˆle in the analysis of the consistency condition performed in section 11.
3. Finally we mention that the above discussion was used within the computation
of the local BRST cohomology in Einstein-Yang-Mills theory [25]. In that case Hp(d)
is nontrivial in certain form-degrees p < n due to the nontrivial De Rham cohomology
of the manifold in which the vielbein fields take their values. The corresponding αpip
fulfill (9.14) and have a nontrivial descent (in contrast, the constant forms and the
characteristic classes met in the two instances discussed before do not descend).
9.6 Cohomology of s+ d
The descent equations establish a useful relation between H∗,n(s|d), H(d) and the
cohomology of the differential s˜ that combines s and d,
s˜ = s+ d. (9.16)
Note that s˜ squares to zero thanks to s2 = sd + ds = d2 = 0 and defines thus a
cohomology H(s˜) in the space of formal sums of forms with various degrees,
ω˜ =
∑
p
ωp .
We call such sums total forms. Cocycles of H(s˜) are defined through
s˜ω˜ = 0, (9.17)
while coboundaries take the form ω˜ = s˜η˜. Consider now a cocycle ω˜ =
∑m
p=m ω
p of
H(s˜). The cocycle condition (9.17) decomposes into
dωm = 0, sωm + dωm−1 = 0, . . . , sωm = 0.
These are the descent equations with top-form ωm and the supplementary condition
dωm = 0. The extra condition is of course automatically fulfilled if m = n. Hence,
assuming that Eq. (9.14) holds, every cohomology class of H∗,n(s|d) gives rise to a
cohomology class of H(s˜). Evidently, this cohomology class of H(s˜) is nontrivial if
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its counterpart in H∗,n(s|d) is nontrivial (since ω˜ = s˜η˜ implies ωn = sηn+dηn−1). All
additional cohomology classes of H(s˜) (i.e. those without counterpart in H∗,n(s|d))
correspond precisely to the cohomology classes of H(d) in form degrees < n and
thus to the αpip with p < n in the notation used above. Indeed, dω
m = 0 implies
ωm = λimαmim + dη
m−1 by (9.13). Furthermore, as shown above, each αmim gives rise
to a solution of the descent equations and thus to a representative of H(s˜). These
representatives are nontrivial and inequivalent because of (9.14). This yields the
following isomorphism whenever (9.14) holds:
H(s˜) ≃ H∗,n(s|d)⊕Hn−1(d)⊕ · · · ⊕H0(d). (9.18)
This isomorphism can be used, in particular, to determine H∗,n(s|d) by computing
H(s˜). The cohomology of s modulo d in lower form degrees is however not given by
H(s˜).
9.7 Appendix 9.A: Proof of theorem 9.1
In order to prove the existence of (9.9), we note first that the space Ω of local forms
admits the decomposition Ω = E0 ⊕G⊕ sG for some space E0 ≃ H(s,Ω) and some
space G.
Following [97, 197, 142], we define recursively differentials dr : H(dr−1) −→
H(dr−1) for r = 0, . . . , n, with d−1 ≡ s as follows: the space H(dr−1) is given by
equivalence classes [X]r−1 of elements X ∈ Ω such that there exist c1, . . . , cr satis-
fying sX = 0, dX + sc1 = 0, . . . , dcr−1 + scr = 0 (i.e., X can be lifted at least r
times). We define c0 ≡ X. The equivalence relation [ ]r−1 is defined by X ∼r−1 Y iff
X − Y = sZ + d(v00 + . . . + v
r−1
r−1) where sv
j
j + dv
j−1
j = 0, . . . , sv
0
j = 0. dr is defined
by dr[X]r−1 = [dcr]r−1. Let us check that this definition makes sense. Applying d to
dcr−1 + scr = 0 gives sdcr = 0, so that [dcr]r−1 ∈ H(dr−1) (one can simply choose
the required c′1, . . . , c
′
r to be zero because of d(dcr) = 0). Furthermore, [dcr]r−1 does
not depend on the ambiguity in the definition of X, c1, . . . , cr. Indeed, the ambiguity
in the definition of X is sZ + d(v00 + . . . + v
r−1
r−1), the ambiguity in the definition of
c1 is dZ + m
0
r−1, where sm
0
r−1 = 0, dm
0
r−1 + sm
1
r−1 = 0, . . . , dm
r−2
r−1 + sm
r−1
r−1 = 0.
Similarly, the ambiguity in c2 is m
1
r−1 + m
0
r−2, where sm
0
r−2 = 0, dm
0
r−2 + sm
1
r−2 =
0, . . . , dmr−3r−2 + sm
r−2
r−2 = 0. Going on in the same way, one finds that the ambiguity
in cr is m
r−1
r−1 + . . . + m
0
0, where sm
j
j + dm
j−1
j = 0. This means that the ambiguity
in dcr is d(m
r−1
r−1 + . . .+m
0
0), which is zero in H(dr−1). (For r = 0, the ambiguity in
dc0 ≡ dX is −sdZ, which is zero in H(s).) Finally, d2r = 0 follows from d
2 = 0.
The cocycle condition dr[X]r−1 = 0 reads explicitly dcr = sW+d(w
0
0+. . .+w
r−1
r−1),
where swjj+dw
j−1
j = 0, . . . , sw
0
j = 0. This means that sX = 0, dX+s(c1−w
0
r−1) = 0,
d(c1 − w0r−1) + s(c2 − w
1
r−1 − w
0
r−2) = 0, . . ., d(cr − w
r−1
r−1 − . . . − w
0
0) + s(−W ) = 0.
The coboundary condition [X]r−1 = dr[Y ]r−1 gives X = dbr+ sZ+d(v
0
0+ . . .+ v
r−1
r−1),
where sY = 0, dY +sb1 = 0, . . . , dbr−1+sbr = 0. The choices c
′
1 = c1−w
0
r−1, . . . , c
′
r =
cr−w
r−1
r−1− . . .−w
0
0, c
′
r+1 = −W , respectively v
′j
j = v
j
j for j = 0, . . . , r−1 and v
r
r = br,
vr−1r = br−1, . . ., v
1
r = b1, v
0
r = Y , show that H(dr) is defined by the same equations
as H(dr−1) with r − 1 replaced by r, as it should.
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Because the maximum form degree is n, one has dn ≡ 0 and the construction
stops.
It is now possible to define spaces Er ⊂ Er−1 ⊂ E0 ⊂ Ω and spaces Fr−1 ⊂ Er−1 ⊂
Ω for r = 1, . . . , n such that Er−1 = Er ⊕ dr−1Fr−1 ⊕ Fr−1 with Er ≃ H(dr−1). This
leads to the decomposition
E0 = En ⊕ (dn−1Fn−1 ⊕ Fn−1)⊕ (dn−1Fn−1 ⊕ Fn−1)⊕ . . .⊕ (d0Fn−1 ⊕ F0). (9.19)
Note that this decomposition involves choices of representatives (Ei) and of supple-
mentary subspaces (Fi) and is not “canonical”. But it does exist.
The e0αs are elements of a basis of En. They can be lifted s times to form degree
n, i.e., they are of form degree n− s. The element 1 also belongs to En. The hˆir and
h0ir are elements of a basis of drFr and Fr respectively.
9.8 Appendix 9.B: Proof of theorem 9.2
We verify here that if a basis (9.9) with properties (9.10) and (9.11) exists, then a
basis of H(s|d) is given by (9.12).
The set (9.12) is complete. Suppose that sωl+dωl−1 = 0, sωl−1+dωl−2 = 0, . . . ,
sω0 = 0 where the superscript indicates the length of the descent (number of lifts)
rather than the form-degree. We shall prove that then
ωl = C +
∑
0≤q≤l
∑
r≥l−q
λirq h
l−q
ir
+
∑
0≤p≤l
∑
s≥l−p
µαsp e
l−p
αs
+ sηl + d[ηl−1 +
∑
r≥0
ν(l)irhrir ], (9.20)
with C a constant and η−1 = 0.
To prove this, we proceed recursively in the length l of the descent. For l = 0, we
have sω0 = 0. Using the assumption that the h0’s, hˆ’s, e0’s and the number 1 provide
a basis of H(s), this gives ω0 = C+
∑
r≥0 λ
ir
0 h
0
ir
+
∑
s≥0 µ
αs
0 e
0
αs
+
∑
r≥0 ν
(0)ir hˆir+sη˜
0 =∑
r≥0 λ
ir
0 h
0
ir
+
∑
s≥0 µ
αs
0 e
0
αs
+ sη0+ d(
∑
r≥0 ν
(0)irhrir), where η
0 = η˜0+
∑
r≥0 ν
(0)irhr+1ir .
This is (9.20) for l = 0.
We assume now that (9.20) holds for l = L. Then we have for l =
L + 1, that in sωL+1 + dωL = 0, ωL is given by (9.20) with l replaced by
L. Using (9.10) and (9.11), one gets dωL = s[−
∑
0≤q≤L
∑
r≥L−q+1 λ
ir
q h
L−q+1
ir
−∑
0≤p≤l
∑
s≥L−p+1 µ
αs
p e
L−p+1
αs
− dηL −
∑
0≤q≤L λ
iL−q
q h
L−q+1
iL−q
] +
∑
0≤q≤L λ
iL−q
q hˆiL−q . In-
jecting this into sωL+1 + dωL = 0, we find, using the properties of the basis and
the first relation of (9.10), on the one hand that λ
iL−q
q = 0, and on the other
hand that ωL+1 = C +
∑
0≤q≤L
∑
r≥L−q+1 λ
ir
q h
L−q+1
ir
+
∑
0≤p≤l
∑
s≥L−p+1 µ
αs
p e
L−p+1
αs
+∑
r≥0 λ
ir
L+1h
0
ir
+
∑
s≥0 µ
αs
L+1e
0
αs
+ sηL+1 + d[ηL +
∑
r≥0 ν
(L+1)irhrir ], which is precisely
(9.20) for l = L+ 1.
The elements of (9.12) are cohomologically independent. Suppose now that
C +
∑
0≤q≤l
∑
r≥l−q
λirq h
l−q
ir
+
∑
0≤p≤l
∑
s≥l−p
µαsp e
l−p
αs
= sη˜(l) + dη(l). (9.21)
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We have to show that this implies that λirq = 0, µ
αs
p = 0 and C = 0.
Again, we proceed recursively on the length of the descent. For l = 0, we have
C +
∑
r≥0 λ
ir
0 h
0
ir
+
∑
s≥0 µ
αs
0 e
0
αs
= sη˜(0) + dη(0). Applying s and using the triviality
of the cohomology of d, we get that η(0) is an s modulo d cocycle, sη(0) + d(·) =
0 (without constant since the equations of motion are consistent). Suppose that
the descent of η(0) stops after l′ steps with 0 ≤ l′ ≤ n − 1, i.e., η(0) ≡ η(0)l
′
with
sη(0)l
′
+ dη(0)l
′−1 = 0, . . . , sη(0)0 = 0 (again no constant here). It follows that η(0)l
′
is
given by (9.20) with l replaced by l′. Evaluating then dη(0)l
′
in the equation for l = 0
and using the properties of the basis implies that λir0 = µ
αs
0 = C = 0.
Suppose now that the result holds for l = L. If we apply s to (9.21) at l = L+ 1
and use the triviality of the cohomology of d we get
∑
0≤q≤L
∑
r≥L+1−q λ
ir
q h
L−q
ir
+∑
0≤p≤L
∑
s≥L+1−p µ
αs
p e
L−p
αs
= sη(L+1) + d( ). The induction hypothesis implies then
that λirq = 0 = µ
αs
p for 0 ≤ q ≤ L and 0 ≤ p ≤ L. This implies that the relation at
l = L+1 reduces to
∑
r≥0 λ
ir
L+1h
0
ir
+
∑
s≥0 µ
αs
L+1e
0
αs
= sη˜(l)+dη(l). As we have already
shown, this implies that λirL+1 = 0 = µ
αs
L+1.
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10 Cohomology in the small algebra
10.1 Definition of small algebra
The “small algebra” B is by definition the algebra of polynomials in the undifferen-
tiated ghosts CI , the gauge field 1-forms AI and their exterior derivatives dCI and
dAI .
B = {polynomials in CI , AI , dCI , dAI}.
It is stable under d and s (b ∈ B ⇒ db ∈ B, sb ∈ B). This is obvious for d and holds
for s thanks to
sCI = 1
2
e fJK
ICKCJ , s AI = −dCI − e fJK
ICJAK ,
s dCI = −e fJK
ICJdCK , s dAI = e fJK
I(CKdAJ − AJdCK). (10.1)
Accordingly, the cohomological groupsH(s|d,B) of smodulo d in B are well defined10.
The small algebra B is only a very small subspace of the complete space of all
local forms (in fact B is finite dimensional whereas the space of all local forms is
infinite dimensional). Nevertheless it provides a good deal of the BRST cohomology
in Yang-Mills theories, in that it contains all the antifield-independent solutions of
the consistency condition sa+db = 0 that descend non-trivially, in a sense to be made
precise in section 11. Furthermore, it will also be proved there that the representatives
of H(s|d,B) remain nontrivial in the full cohomology, with only very few possible
exceptions.
For this reason, the calculation of H(s|d,B) is an essential part of the calculation
of H(s|d) in the full algebra. This calculation was done first in [96, 97] (in fact in the
universal algebra defined below).
Let us briefly outline the construction of H(s|d,B) before going into the details.
It is based on an analysis of the descent equations described in Section 9. The central
task in this approach is the explicit construction of a particular basis of H(s,B) as in
theorem 9.1 which provides H(s|d,B) by theorem 9.2. Technically it is of great help
that the essential steps of this construction can be carried out in a free differential
algebra associated with B. This is shown first.
10.2 Universal algebra
The free differential algebra associated with B is denoted by A. It was called the
“universal algebra” in [96, 97]. It has the same set of generators as B, but these are
not constrained by the condition coming from the spacetime dimension that there is
no exterior form of form-degree higher than n.
Explicitly, A is generated by anticommuting variables CIA, A
I
A and commuting
variables (dC)IA, (dA)
I
A which correspond to C
I , AI , dCI and dAI respectively, A is
the space of polynomials in these variables,
A = {polynomials in CIA, A
I
A, (dC)
I
A, (dA)
I
A}.
10Note that s and γ coincide in the small algebra, which contains no antifield.
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These variables are subject only to the commutation/anticommutation relations
CIAC
J
A = −C
J
AC
I
A etc but are not constrained by the further condition that the forms
are zero whenever their form-degree exceeds n. Thus, the free differential algebra A
is independent of the spacetime dimension; hence its name “universal”.
The fundamental difference between A and B is that the AIA, (dC)
I
A and (dA)
I
A
are variables by themselves, whereas their counterparts AI , dCI and dAI are com-
posite objects containing the differentials dxµ and jet space variables (fields and their
derivatives), AI = dxµAIµ, dC
I = dxµ∂µC
I , dAI = dxµdxν∂µA
I
ν .
The universal algebra A is infinite dimensional, whereas B is finite dimensional
since the spacetime dimension bounds the form-degree of elements in B. By contrast,
A contains elements with arbitrarily high degree in the (dC)IA and (dA)
I
A.
The usefulness ofA for the computations in the small algebra rests on the fact that
A and B are isomorphic at all form-degrees smaller than or equal to the spacetime
dimension n. To make this statement precise, we first define a ”p-degree” which is
the form-degree in A,
p = AIA
∂
∂AIA
+ (dC)IA
∂
∂(dC)IA
+ 2(dA)IA
∂
∂(dA)IA
,
and clearly coincides with the form-degree in B for the corresponding objects. The p-
degree is indicated by a superscript. A and B decompose into subspaces with definite
p-degrees,
B =
n⊕
p=0
Bp , A =
∞⊕
p=0
Ap .
We then introduce the natural mappings πp from Ap to Bp which just replace each
generator CIA, A
I
A, (dC)
I
A, (dA)
I
A by its counterpart in B,
πp :
{
Ap −→ Bp
a(CA, AA, (dC)A, (dA)A) 7−→ a(C,A, dC, dA) .
(10.2)
These mappings are defined for all p, with Bp ≡ 0 for p > n. Evidently they are
surjective (each element of Bp is in the image of πp). The point is that they are also
injective for all p ≤ n. Indeed, the kernel of πp is trivial for p ≤ n by the following
lemma:
Lemma 10.1 For all p ≤ n, the image of ap ∈ Ap under πp vanishes if and only if
ap itself vanishes,
∀ p ≤ n : πp(ap) = 0 ⇔ ap = 0. (10.3)
Lemma 10.1 holds due to the fact that the components AIµ, ∂µC
I , ∂[µA
I
ν] of
AI , dCI , dAI are algebraically independent variables in the jet space (see sec-
tion 4) and occur in elements of B always together with the corresponding differ-
ential(s). For instance, consider ap = kI1...IpA
I1
A . . . A
Ip
A where the kI1...Ip are con-
stant coefficients. Without loss of generality the kI1...Ip are antisymmetric since the
AIA anticommute. Hence, one has a
p = p!
∑
Ii<Ii+1
kI1...IpA
I1
A . . . A
Ip
A and π
p(ap) =
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p!
∑
Ii<Ii+1
kI1...IpA
I1 . . . AIp. Vanishing of πp(ap) in the jet space requires in particular
that the coefficients of (dx1AI11 ) . . . (dx
pA
Ip
p ) vanish, for all sets {I1, . . . , Ip : Ii < Ii+1}.
This requires vanishing of all coefficients kI1...Ip, and thus a
p = 0. The general case is
a straightforward extension of this example.
We can thus conclude:
Corollary 10.1 The mappings πp are bijective for all p ≤ n and establish thus iso-
morphisms between Ap and Bp for all p ≤ n.
In order to use these isomorphisms, A is equipped with differentials sA and dA
which are the counterparts of s and d. Accordingly, sA and dA are defined on the
generators of A as follows:
ZA sA ZA dA ZA
CIA
1
2
e fJK
ICKAC
J
A (dC)
I
A
AIA −(dC)
I
A − e fJK
ICJAA
K
A (dA)
I
A
(dC)IA −e fJK
ICJA(dC)
K
A 0
(dA)IA e fJK
I(CKA (dA)
J
A −A
J
A(dC)
K
A ) 0
(10.4)
The definition of sA is extended to all polynomials in the generators by the graded
Leibniz rule, sA (ab) = (sA a)b+ (−)ǫaa(sA b), and the definition of dA is analogously
extended. With these definitions, sA and dA are anticommuting differentials in A,
s2A = d
2
A = sAdA + dAsA = 0.
One can therefore define H(dA,A) and H(sA,A) (and H(sA|dA,A) as well).
By construction one has
∀ p : πp ◦ sA = s ◦ π
p, πp+1 ◦ dA = d ◦ π
p (on Ap). (10.5)
This just means that πp and πp+1 map sAa
p and dAa
p to sπp(ap) and dπp(ap) respec-
tively, for every ap ∈ Ap (note that sπp(ap) and dπp(ap) vanish for p > n and p ≥ n
respectively).
Now, πp can be inverted for p ≤ n since it is bijective (see corollary 10.1). Hence,
(10.5) gives
∀ p ≤ n : s = πp ◦ sA ◦ (πp)−1 (on Bp),
d = πp+1 ◦ dA ◦ (π
p)−1 (on Bp),
sA = (π
p)−1 ◦ s ◦ πp (on Ap),
∀ p < n : dA = (πp+1)−1 ◦ d ◦ πp (on Ap)
where the last relation holds only for p < n (but not for p = n) since πn+1 has no
inverse due to πn+1(An+1) = 0. We conclude:
Corollary 10.2 H(s,Bp) is isomorphic to H(sA,Ap) for all p ≤ n, and H(d,Bp) is
isomorphic to H(dA,Ap) for all p < n. At the level of the representatives [bp] ∈ Bp
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and [ap] ∈ Ap of these cohomologies, the isomorphisms are given by the mappings
(10.2),
∀ p ≤ n : H(s,Bp) ≃ H(sA,A
p), [bp] = πp([ap]) ;
∀ p < n : H(d,Bp) ≃ H(dA,A
p), [bp] = πp([ap]) . (10.6)
In the following this corollary will be used to deduce the cohomologies of s and d
in B (except for H(d,Bn)) from their counterparts in A.
10.3 Cohomology of d in the small algebra
It is very easy to compute H(dA,A) since all generators of A group in contractible
pairs for dA given by (C
I
A, (dC)
I
A) and (A
I
A, (dA)
I
A), see (10.4). One concludes by
means of a contracting homotopy (cf. Section 2.7):
Lemma 10.2 H(dA,Ap) vanishes for all p > 0 and H(dA,A0) is represented by the
constants (pure numbers),
H(dA,A
p) = δp0 R . (10.7)
By corollary 10.2, this implies
Corollary 10.3 H(d,Bp) vanishes for 0 < p < n and H(d,B0) is represented by the
constants,
H(d,Bp) = δp0 R for p < n. (10.8)
Corollary 10.3 guarantees that we can apply theorems 9.1 and 9.2 of Section 9 to
compute H(s|d,B) since (9.1) holds.
10.4 Cohomology of sA
The cohomology of sA can be derived using the techniques of Section 8. One first gets
rid of the exterior derivatives of the ghosts and of the gauge potentials by introducing
a new basis of generators of A, which are denoted by {uI , vI , wi} with
uI = AIA , v
I = −(dC)IA − e fJK
ICJAA
K
A ,
{wi} = {CIA, F
I
A} , F
I
A = (dA)
I
A +
1
2
e fJK
IAJAA
K
A . (10.9)
Note that vI and F IA replace the former generators (dC)
I
A and (dA)
I
A respectively
and that F IA corresponds of course to the field strength 2-forms F
I = 1
2
dxµdxνF Iµν =
π2(F IA). Note also that the change of basis preserves the polynomial structure: A is
the space of polynomials in the new generators.
Using (10.4), one easily verifies that sA acts on the new generators according to
sA u
I = vI , sA v
I = 0 ,
sA C
I
A =
1
2
e fJK
ICKAC
J
A , sA F
I
A = −e fJK
ICJAF
K
A . (10.10)
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The uI and vI form thus contractible pairs for sA and drop therefore from H(sA,A).
Hence, H(sA,A) reduces to H(sA,Aw) where Aw is the space of polynomials in the
CIA and F
I
A.
From (10.10) and our discussion in section 8, it follows that H(sA,Aw) is nothing
but the Lie algebra cohomology of G in the representation space of the polynomials in
the F IA, tansforming under the extension of the coadjoint representation. As shown
in section 8, it is generated by the ghost polynomials θr(CA) and by G-invariant
polynomials in the F IA.
We can make the description of H(sA,A) completely precise here, because the
space of invariant polynomials in the F IA is completely known. Indeed, the space of
G-invariant polynomials in the F IA is generated by a finite set of such polynomials
given by
fr(FA) = Tr(F
m(r)
A ) , FA = F
I
ATI , r = 1, . . . , R , R = rank(G) (10.11)
where we follow the notations of subsection 8.5: r labels the independent Casimir
operators of G, m(r) is the order of the rth Casimir operator, and {TI} is the same
matrix representation of G used for constructing θr(C) in Eq. (8.18). More precisely
one has (see e.g. [121, 161, 230]):
(i) Every G-invariant polynomial in the F IA is a polynomial P (f1(FA), . . . , fR(FA))
in the fr(FA).
(ii) A polynomial P (f1(FA), . . . , fR(FA)) in the fr(FA) vanishes as a function of
the F IA if and only if P (f1, . . . , fR) vanishes as a function of commuting independent
variables fr (i.e., in the free differential algebra of variables f1, . . . , fR).
Note that (i) states the completeness of {fr(FA)} while (ii) states that the fr(FA)
are algebraically independent. Analogous properties hold for the θr(CA) (they gen-
erate the space of G-invariant polynomials in the anticommuting variables CIA). In
particular, the algebraic independence of the θr(CA) and fr(FA) implies that a poly-
nomial in the θr(CA) and fr(FA) vanishes in A if and only if it vanishes already
as a polynomial in the free differential algebra of anticommuting variables θr and
commuting variables fr. Summarizing, we have:
Lemma 10.3 H(sA,A) is freely generated by the θr(CA) and fr(FA):
(i) Every sA-closed element of A is a polynomial in the θr(CA) and fr(FA) up to
an sA-exact element of A,
sA a = 0, a ∈ A ⇔
a = P (θ1(CA), . . . , θR(CA), f1(FA), . . . , fR(FA)) + sA a
′, a′ ∈ A . (10.12)
(ii) No nonvanishing polynomial P (θ1, . . . , θR, f1, . . . , fR) gives rise to an sA-exact
polynomial in A,
P (θ1(CA), . . . , θR(CA), f1(FA), . . . , fR(FA)) = sA a, a ∈ A ⇒
P (θ1, . . . , θR, f1, . . . , fR) = 0 . (10.13)
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By lemma 10.3, a basis of H(sA,A) is obtained from a basis of all polynomials in
anticommuting variables θr and commuting variables fr, r = 1, . . . , R. Such a basis
is simply given by all monomials of the following form:
θr1 · · · θrK fs1 · · · fsN : K,N ≥ 0 , ri < ri+1 , si ≤ si+1 . (10.14)
Here it is understood that θr1 · · · θr0 ≡ 1 if K = 0, and fs1 · · · fs0 ≡ 1 if N = 0. The
requirements ri < ri+1 and si ≤ si+1 take the commutation relations (Grassmann
parities) of the variables into account.
10.5 Cohomology of s in the small algebra
(10.14) induces a basis of H(s,B) thanks to corollary 10.2. However, this basis is
not best suited for our ultimate goal, the determination of H(s|d,B), because it is
not split into what we called h0ir , e
0
αs
and hˆir in theorem 9.1. Therefore we will now
construct a better suited basis, using (10.14) as a starting point. For this purpose we
order the Casimirs according to their degrees in the F ’s, namely, we assume that the
Casimir labels r = 1, . . . , R are such that, for any two such labels r and r′,
r < r′ ⇒ m(r) ≤ m(r′) . (10.15)
Note that the ordering (10.15) is ambiguous if two or more Casimir operators have the
same order. This ambiguity will not matter, i.e., any ordering that satisfies (10.15)
is suitable for our purposes.
The set of all monomials (10.14) is now split into three subsets. The first subset
is just given by {1}. The second subset contains all those monomials which have the
property that the lowest appearing Casimir label is carried by a θ. These monomials
are denoted by Mr1...rK |s1...sN (θ, f),
Mr1...rK |s1...sN (θ, f) = θr1 · · · θrK fs1 · · · fsN ,
K ≥ 1 , N ≥ 0 , ri < ri+1 , si ≤ si+1 , r1 = min{ri, si} . (10.16)
Note that r1 = min{ri, si} requires r1 ≤ s1 if N 6= 0 while it does not impose an
extra condition if N = 0 (it is already implied by ri < ri+1 if N = 0).
The third subset contains all remaining monomials. In these monomials at least
one of the f ’s has a lower Casimir label than all the θ’s. Denoting the lowest occurring
label again by r1, the monomials of the third set can thus be written as
N¯r1...rKs1...sN (θ, f) = fr1 θr2 · · · θrK fs1 · · · fsN ,
K ≥ 1 , N ≥ 0 , ri < ri+1 , si ≤ si+1 , r1 = min{ri, si} . (10.17)
Thus, for instance, in the case of G = U(1) × SU(2), there are two f ’s and two θ’s,
namely, f1 = F
u(1), f2 = Trsu(2)F
2, θ1 = C
u(1) and θ2 = Trsu(2)C
3. The monomial
θ1f2 belongs to the second subset, i.e., it is an “M”, because the label on θ is clearly
smaller than that on f . The monomial θ2f1, by contrast, belongs to the third set. We
shall see that θ1f2 is non trivial in H(s|d) – and can be regarded as an h0ir –, while
θ2f1 is s-exact modulo d and is a hˆir (it arises as an obstruction in the lift of θ1θ2).
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We now define the following polynomials:
Nr1...rKs1...sN (θ, f) =
∑
r:m(r)=m(r1)
fr
∂Mr1...rK |s1...sN (θ, f)
∂θr
. (10.18)
Nr1...rKs1...sN is the sum of N¯r1...rKs1...sN and a linear combination of M ’s,
Nr1...rKs1...sN (θ, f) = N¯r1...rKs1...sN (θ, f)−
∑
i: i≥2,
m(ri)=m(r1)
(−)iMr1...rˆi...rK |ris1...sN (θ, f)
where rˆi means omission of ri. This shows that the set of all M ’s and N ’s, supple-
mented by the number 1, is a basis of polynomials in the θr and fr (as the same holds
for the M ’s and N¯ ’s). Due to lemma 10.3 this provides also a basis of H(sA,A) after
substituting the θr(CA) and fr(FA) for the θr and fr:
Corollary 10.4 A basis of H(sA,A) is given by
{Bα} = {1 , Mr1...rK |s1...sN (θ(CA), f(FA)) , Nr1...rKs1...sN (θ(CA), f(FA))}. (10.19)
Again, ”basis” is meant here in the cohomological sense: (i) every sA-closed el-
ement of A is a linear combination of the Bα up to an sA-exact element (sA a = 0
⇔ a = λαBα + sA a
′); (ii) no nonvanishing linear combination of the Bα is sA-exact
(λαBα = sA a ⇒ λα = 0 ∀α).
Note that each Bα has a definite p-degree pα which equals twice its degree in
the F IA. Hence, by corollary 10.2, those Bα with pα ≤ n provide a basis of H(s,B).
The requirement pα ≤ n selects those Mr1...rK |s1...sN with Σ
N
i=12m(si) ≤ n and those
Nr1...rKs1...sN with 2m(r1) + Σ
N
i=12m(si) ≤ n. We conclude:
Corollary 10.5 A basis of H(s,B) is given by {1 , Ma , Ni} where
{Ma} ≡ {Mr1...rK |s1...sN (θ(C), f(F )) : Σ
N
i=12m(si) ≤ n},
{Ni} ≡ {Nr1...rKs1...sN (θ(C), f(F )) : 2m(r1) + Σ
N
i=12m(si) ≤ n}. (10.20)
10.6 Transgression formulae
To derive H(s|d,B) from corollary 10.5, we need to construct the lifts of the elements
M of the previous basis. The most expedient way to achieve this task is to use the
celebrated “transgression formula” (also called Russian formula) [192, 193, 234]
(s+ d) qr(C + A,F ) = Tr
(
F m(r)
)
= fr(F ), (10.21)
where C = CITI , A = A
ITI , F = F
ITI , and
qr(C + A,F ) = m(r)
∫ 1
0
dtTr
(
(C + A)
[
tF + e(t2 − t)(C + A)2
]m(r)−1)
. (10.22)
Here t is just an integration variable and should not be confused with the spacetime
coordinate x0. A derivation of Eqs. (10.21) and (10.22) is given at the end of this
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subsection. qr(C +A,F ) is nothing but the Chern-Simons polynomial qr(A,F ) with
C + A substituting for A. It fulfills dqr(A,F ) = fr(F ), as can be seen from (10.21)
in ghost number 0.
The usefulness of (10.21) for the determination of H(s|d,B) rests on the fact that
it relates θr(C) and fr(F ) via a set of equations obtained by decomposing (10.21)
into parts with definite form-degrees,
d[θr]
2m(r)−1 = fr(F ),
s[θr]
p + d[θr]
p−1 = 0 for 0 < p < 2m(r),
s[θr]
0 = 0 (10.23)
where [θr]
p is the p-form contained in qr(C + A,F ),
qr(C + A,F ) =
2m(r)−1∑
p=0
[θr]
p . (10.24)
The 0-form contained in qr(C + A,F ) is nothing but θr(C),
[θr]
0 = m(r) Tr(C 2m(r)−1)em(r)−1
∫ 1
0
dt (t2 − t)m(r)−1
= (−e)m(r)−1
m(r)!(m(r)− 1)!
(2m(r)− 1)!
Tr(C 2m(r)−1) = θr(C). (10.25)
Note that fr(F ) and some of the [θr]
p vanish in sufficiently low spacetime dimension
(when n < 2m(r)) but that qr(C +A,F ) never vanishes completely since it contains
θr(C). The same formulae hold in the universal algebra A, but there, of course, none
of the fr vanishes.
Consider now the polynomials Mr1...rK |s1...sN (q(C + A,F ), f(F )) arising from the
Mr1...rK |s1...sN (θ, f) in Eq. (10.16) by substituting the qr(C +A,F ) and fr(F ) for the
corresponding θr and fr. Analogously to (10.24), these polynomials decompose into
pieces of various form-degrees,
Mr1...rK |s1...sN (q(C + A,F ), f(F )) =
∑p¯
p=s[Mr1...rK |s1...sN ]
p ,
s = ΣKi=12m(si), p¯ = s+ Σ
K
i=1(2m(ri)− 1) (10.26)
where some or all [Mr1...rK |s1...sN ]
p may vanish in sufficiently low spacetime dimension.
Due to (10.25), one has
[Mr1...rK |s1...sN ]
s =Mr1...rK |s1...sN (θ(C), f(F )). (10.27)
The polynomials (10.26) give rise to transgression equations that generalize Eqs.
(10.23). These equations are obtained by evaluating (s + d)Mr1...rK |s1...sN (q(C +
A,F ), f(F )): one gets a sum of terms in which one of the qr(C + A,F ) in M is
replaced by the corresponding fr(F ) as a consequence of (10.21) (note that one has
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(s + d)fr(F ) = (s + d)
2qr(C + A,F ) = 0 due to (s + d)
2 = 0, i.e., (s + d) acts non-
trivially only on the q’s contained in M). Hence, (s + d)M is obtained by applying
the operation
∑
r fr∂/∂qr to M . This makes it easy to identify the part of lowest
form-degree contained in the resulting expression: it is Nr1...rKs1...sN (θ(C), f(F )) given
in Eq. (10.18) thanks to the ordering (10.15) of the Casimir labels. One thus gets
generalized transgression equations
s[Mr1...rK |s1...sN ]
s+2m(r1) + d[Mr1...rK |s1...sN ]
s+2m(r1)−1 = Nr1...rKs1...sN (θ(C), f(F )),
s[Mr1...rK |s1...sN ]
s+q + d[Mr1...rK |s1...sN ]
s+q−1 = 0 for 0 < q < 2m(r1),
s[Mr1...rK |s1...sN ]
s = 0. (10.28)
Note that (10.23) is just a special case of (10.28), arising for Mr1...rK |s1...sN (θ, f) ≡ θr.
Derivation of Eqs. (10.21) and (10.22). The derivation is performed in the free
differential algebra A.
As shown in subsection 10.3, the cohomology of dA is trivial in the algebra A
of polynomials in AIA, (dA)
I
A, C
I
A, (dC)
I
A. The contracting homotopy is explicitly
given by ρ = AIA
∂
∂(dA)IA
+ CIA
∂
∂(dC)IA
. For a dA-cocycle f(A
I
A, (dA)
I
A, C
I
A, (dC)
I
A) with
f(0, 0, 0, 0) = 0, we get
f(AIA, (dA)
I
A, C
I
A, (dC)
I
A) = dA
∫ 1
0
dt
t
[ρf ](tAIA, t(dA)
I
A, tC
I
A, t(dC)
I
A). (10.29)
We then consider the change of generators AIA, (dA)
I
A −→ A
I
A, F
I
A in A (while
CIA, (dC)
I
A remain unchanged). The differential dA acts on A
I
A and F
I
A according to
dAA
I
A = F
I
A −
1
2
e fJK
IAJAA
K
A ,
dA F
I
A = −e fJK
IAJAF
K
A . (10.30)
For a dA-cocycle f(A
I
A, F
I
A) with f(0, 0) = 0, the homotopy formula (10.29) gives
f(AIA, F
I
A) = dA
[
ALA
∫ 1
0
dt [
∂f(AIA, F
I
A)
∂FLA
](tAIA, tF
I
A+
1
2
e (t2−t)fJK
IAJAA
K
A )
]
. (10.31)
This formula generalizes straightforwardly to an analogous one for the differential
s˜A = sA + dA. (10.32)
Indeed, with C˜IA = C
I
A + A
I
A, one gets
s˜A C˜
I
A =
1
2
e fJK
IC˜KA C˜
J
A + F
I
A,
s˜A F
I
A = −e fJK
IC˜JAF
K
A . (10.33)
89
Comparing (10.30) and (10.33), we see that the differential algebras (dA,Λ(A
I
A, F
I
A))
and (s˜A,Λ(C˜
I
A, F
I
A)) are isomorphic. It follows that
f(C˜IA, F
I
A) = s˜A
[
C˜LA
∫ 1
0
dt [
∂f(C˜IA, F
I
A)
∂FLA
](tC˜IA, tF
I
A+
1
2
e (t2−t)fJK
IC˜JAC˜
K
A )
]
, (10.34)
for an s˜A-cocycle f(C˜
I
A, F
I
A) with f(0, 0) = 0. Taking f = TrF
m(r)
A , this yields (10.21)
and (10.22) through the mappings (10.2).
10.7 H(s|d) in the small algebra
We are now in the position to determine H(s|d,B). Namely, Eqs. (10.28) imply that
the basis of H(s,B) given in corollary 10.5 has the properties described in theorems
9.1 and 9.2 of section 9. To verify this, consider Eqs. (10.28) first in the cases
s + 2m(r1) ≤ n. In these cases, Eqs. (10.28) reproduce Eqs. (9.10) in theorem 9.1,
with the identifications
s+ 2m(r1) ≤ n :
hˆir ≡ Nr1...rKs1...sN (θ(C), f(F ))
hqir ≡ [Mr1...rK |s1...sN ]
s+q, q = 0, . . . , r
r = 2m(r1)− 1.
In particular this yields h0ir ≡ Mr1...rK |s1...sN (θ(C), f(F )) for s + 2m(r1) ≤ n by Eq.
(10.27).
Next consider Eqs. (10.28) in the cases n−2m(r1) < s ≤ n. This reproduces Eqs.
(9.11) in theorem 9.1, with the identifications
n− 2m(r1) < s ≤ n :
eqαs ≡ [Mr1...rK |s1...sN ]
s+q, q = 0, . . . , s
s = n− s.
In particular this yields e0αs ≡ Mr1...rK |s1...sN (θ(C), f(F )) for n− 2m(r1) < s ≤ n.
Hence, the basis of H(s,B) given in corollary 10.5 has indeed the properties
described in theorem 9.1. By theorem 9.2, a basis of H(s|d,B) is thus given by
the [Mr1...rK |s1...sN ]
p specified in the above equations. The whole set of these rep-
resentatives can be described more compactly through p = s, . . . ,m where m =
min{s+ 2m(r1)− 1, n}.
We can summarize the result in the form of a receipe. Given the gauge group G
and the spacetime dimension n, one obtains H(s|d,B) as follows:
1. Specify the independent Casimir operators of G and label them such that
r < r′ ⇒ m(r) ≤ m(r′) (10.35)
where m(r) is the order of the rth Casimir operator.
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2. Specify the following monomials:
Mr1...rK |s1...sN (θ, f) = θr1 · · · θrK fs1 · · · fsN :
K ≥ 1 , N ≥ 0 , ri < ri+1 , si ≤ si+1 ,
r1 = min{ri, si} ,
∑N
i=1 2m(si) ≤ n . (10.36)
3. Replace in (10.36) the θr and fr by the corresponding qr(C + A,F ) and fr(F )
given in (10.22) and (10.21) and decompose the resulting polynomials in the
qr(C + A,F ) and fr(F ) into pieces of definite form-degree,
Mr1...rK |s1...sN (q(C + A,F ), f(F )) =
∑
p
[Mr1...rK |s1...sN ]
p . (10.37)
4. A basis of H(s|d,B) is then given by the number 1 and the following
[Mr1...rK |s1...sN ]
p:
[Mr1...rK |s1...sN ]
p : p = s, . . . ,m ,
s = ΣNi=12m(si),
m = min{s+ 2m(r1)− 1, n}. (10.38)
A similar results hold in the universal algebra A, but in this case, there is no
e0αs but only h
0
ir
: all lifts are obstructed at some point. This implies, in particular,
that any solution of the consistency condition in A can be seen as coming from
an obstruction living above. For instance, the Adler-Bardeen-Bell-Jackiw anomaly
in four dimensions, which is a four-form, comes from the six-form TrF 3A through
the Russian formula. This makes sense only in the universal algebra, although the
anomaly itself is meaningful both in A and B.
10.8 H0,n(s|d) and H1,n(s|d) in the small algebra
Physically important representatives of H(s|d,B) are those with form-degree n and
ghost numbers 0 or 1 as they provide possible counterterms and gauge anomalies
respectively. To extract these representatives from Eqs. (10.35) through (10.38),
one uses that qr(C + A,F ) and fr(F ) have total degree (= form-degree + ghost
number) 2m(r) − 1 and 2m(r) respectively. The total degree of [Mr1...rK |s1...sN ]
p is
thus
∑K
i=1(2m(ri)−1)+
∑N
i=1 2m(si) = s+
∑K
i=1(2m(ri)−1). Hence, representatives
with form-degree n and ghost number g fulfill
n+ g = s+
K∑
i=1
(2m(ri)− 1).
Furthermore, representatives with form-degree n fulfill
n ≤ s+ 2m(r1)− 1
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because of the requirement m = min{s + 2m(r1) − 1, n} in Eq. (10.38). Combining
these two conditions, one gets
K∑
i=2
(2m(ri)− 1) ≤ g . (10.39)
Note that here the sum runs from 2 to K, and that we have K ≥ 1 by (10.36).
Hence, for g = 0, (10.39) selects the value K = 1. The representatives of H0,n(s|d,B)
arise thus from (10.37) by setting K = 1 and selecting the ghost number 0 part.
These representatives are
[Mr|s1...sN ]
s+2m(r)−1 = [θr]
2m(r)−1fs1(F ) · · ·fsN (F ) . (10.40)
Note that (10.36) imposes r ≤ s1 ≤ s2 ≤ . . . ≤ sN if N 6= 0. [θr]2m(r)−1 is nothing but
the Chern-Simons form corresponding to fr(F ), see equation (10.23). (10.40) is thus a
Chern-Simons form too, corresponding to fr(F )fs1(F ) · · ·fsN (F ). All representatives
(10.40) have odd form-degree and occur thus only in odd spacetime dimensions.
For g = 1, (10.39) leaves two possibilities: K = 1, or K = 2 where the latter case
requires in addition m(r2) = 1. For K = 1, this yields the following representatives
of H1,n(s|d,B),
[Mr|s1...sN ]
s+2m(r)−2 = [θr]
2m(r)−2fs1(F ) · · ·fsN (F ) . (10.41)
Again, (10.36) imposes r ≤ s1 ≤ s2 ≤ . . . ≤ sN if N 6= 0. By (10.22) one has
[θr]
2m(r)−2 = Tr(CF m(r)−1 + . . .).
All representatives (10.41) have even form-degree. They represent the consistent
chiral gauge anomalies in even spacetime dimensions.
The remaining representatives ofH1,n(s|d,B) haveK = 2 andm(r2) = 1. m(r2) =
1 requires m(r1) = 1 by (10.35) and (10.36). The Casimir operators of order 1 are
the abelian generators (see Section 8.5). The corresponding qr(C + A,F ) coincide
with the abelian C + A,
{qr(C + A,F ) : m(r) = 1} = {abelian C
I + AI}. (10.42)
The representatives of H1,n(s|d,B) with K = 2 read
[MIJ |s1...sN ]
s+1 = (CIAJ − CJAI)fs1(F ) · · ·fsN (F ) (abelian I, J). (10.43)
(10.36) imposes I < J , si ≤ si+1 and that fs1(F ) is not an abelian F
K with K < I.
Note that the representatives (10.43) have odd form-degree and are only present if
the gauge group contains at least two abelian factors. They yield candidate gauge
anomalies in odd spacetime dimensions.
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10.9 Examples
To illustrate the results, we shall now spell out H0,n(s|d,B) and H1,n(s|d,B) for
specific choices of n and G. We list those θr(C) (up to the normalization factor)
and fr(F ) needed to construct H
0,n(s|d,B) and H1,n(s|d,B) and give a complete set
of the inequivalent representatives (“Reps.”) of these cohomological groups and the
corresponding obstructions (“Obs.”) in the universal algebra A (except that in the
last example we leave it to the reader to spell out the obstructions as it is similar
to the second example). The inclusion of SO(1, 9) and SO(1, 10) in the last two
examples is relevant in the gravitational context because the Lorentz group plays a
roˆle similar to the Yang-Mills gauge group when one includes gravity in the analysis.
n = 4, G = U(1)× SU(2)× SU(3)
r 1 2 3 4
m(r) 1 2 2 3
θr(C) C
u(1) Trsu(2)C
3 Trsu(3)C
3 Trsu(3)C
5
fr(F ) F
u(1) Trsu(2)F
2 Trsu(3)F
2 0
H0,4(s|d,B) : empty
H1,4(s|d,B) : Reps. Cu(1)(F u(1))2 Cu(1)f2(F ) Cu(1)f3(F ) [θ3]4
Obs. (F
u(1)
A )
3 F
u(1)
A f2(FA) F
u(1)
A f3(FA) f4(FA)
where [θ3]
4 = Trsu(3)[Cd(AdA+
1
2
esu(3)A
3)], f4(FA) = Trsu(3)(FA)
3
n = 10, G = SO(32)
r 1 2 3
m(r) 2 4 6
θr(C) TrC
3 TrC7 TrC11
fr(F ) TrF
2 TrF 4 0
H0,10(s|d,B) : empty
H1,10(s|d,B) : Reps. [θ1]2(f1(F ))2 [θ1]2f2(F ) [θ3]10
Obs. (f1(FA))
3 f1(FA)f2(FA) f3(FA)
where [θ1]
2 = Tr(CdA), [θ3]
10 = Tr[C(dA)5 + . . .],
f3(FA) = Tr(FA)
6
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n = 11, G = SO(1, 10)
r 1 2 3
m(r) 2 4 6
θr(C) TrC
3 TrC7 TrC11
fr(F ) TrF
2 TrF 4 0
H0,11(s|d,B) : Reps. [θ1]3(f1(F ))2 [θ1]3f2(F ) [θ3]11
Obs. (f1(FA))
3 f1(FA)f2(FA) f3(FA)
where [θ1]
3 = Tr(AdA+ 1
3
eA3), [θ3]
11 = Tr[A(dA)5 + . . .],
f3(FA) = Tr(FA)
6
H1,11(s|d,B) : empty
n = 10, G = SO(1, 9)× SO(32)
r 1 2 3 4 6 7
m(r) 2 2 4 4 6 6
θr(C) Trso(1,9)C
3 Trso(32)C
3 Trso(1,9)C
7 Trso(32)C
7 Trso(1,9)C
11 Trso(32)C
11
fr(F ) Trso(1,9)F
2 Trso(32)F
2 Trso(1,9)F
4 Trso(32)F
4 0 0
H0,10(s|d,B) : empty
H1,10(s|d,B) (Reps.) : [θ1]
2(f1(F ))
2, [θ1]
2f1(F )f2(F ), [θ1]
2(f2(F ))
2,
[θ1]
2f3(F ), [θ1]
2f4(F ),
[θ2]
2(f2(F ))
2, [θ2]
2f3(F ), [θ2]
2f4(F ),
[θ6]
10, [θ7]
10
Remark: the Pfaffian of SO(1, 9) yields f5(F ) with m(5) = 5; however it does not
contribute to H1,10(s|d,B) in this case (it would contribute through Cu(1)f5(F ) if G
contained in addition a U(1)).
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11 General solution of the consistency condition
in Yang-Mills type theories
11.1 Assumptions
We shall now put the pieces together and determine H(s|d,Ω) completely in Yang-
Mills type theories for two cases:
Case I: Ω = {all local forms},
Case II: Ω = {Poincare´-invariant local forms}, (11.1)
on the following assumptions:
(a) the gauge group does not contain abelian gauge symmetries under which all
matter fields are uncharged – we shall call such special abelian symmetries “free
abelian gauge symmetries” in the following;
(b) the spacetime dimension (denoted by n) is larger than 2;
(c) the theory is normal and the regularity conditions hold;
(d) in case II it is assumed that the Lagrangian itself is Poincare´-invariant (in
case I it need not be Poincare´-invariant).
Assumption (c) is a technical one and has been explained in Sections 5 and 6.
Assumptions (a) and (b) reflect special properties of free abelian gauge symmetries
and 2-dimensional (pure) Yang-Mills theory which complicate somewhat the general
analysis. These special properties of free abelian gauge symmetries are illustrated
and dealt with in Section 13 where we compute the cohomology for a set of free
abelian gauge fields. Two-dimensional pure Yang-Mills theory is treated separately
in the appendix to this Section. Note that assumption (a) does not exclude abelian
gauge symmetries. It excludes only the presence of free abelian gauge fields, or of
abelian gauge fields that couple exclusively non-minimally to matter or gauge fields
(i.e., through the field strengths and their derivatives only).
The space of all local forms is the direct product P ⊗Ω(Rn) where P is the space
of local functions of the fields, antifields, and all their derivatives, while Ω(Rn) is the
space of ordinary differential forms ω(x, dx) in Rn. Depending on the context and
Lagrangian, P can be, for instance, the space of polynomials in the fields, antifields,
and all their derivatives (when the Lagrangian is polynomial too), or it can be the
space of local forms that depend polynomially on the derivatives of the fields and
antifields but may depend smoothly on (some of) the undifferentiated fields (when
the Lagrangian has the same property). The latter would be the case for instance for
Yang-Mills theory coupled to a dilaton. It can also be the space of formal power series
in the fields, antifields, and all their derivatives, with coefficients that depend on the
coupling constants (in the case of effective theories). More generally speaking, the
results and their derivation apply whenever the various cohomological results derived
and discussed in the previous sections (especially those on H(s) and Hchar(d)) hold,
since these will be used within the computation below.
The space of Poincare´-invariant local forms is a subspace of P⊗Ω(Rn). It contains
only those local forms which do not depend explicitly on the spacetime coordinates xµ
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and are Lorentz-invariant. Lorentz-invariance requires here simply that all Lorentz
indices (including the indices of derivatives and differentials, and the spinor indices
of spacetime fermions) are contracted in an SO(1, n− 1)-invariant manner.
Two central ingredients in our computation of H(s|d) are the results on the char-
acteristic cohomology of d in Section 6 and on the cohomology of s in Section 8. We
shall repeat them here, for case I and case II, and reformulate the result on H(s) since
we shall frequently use it in that formulation. For the characteristic cohomology of d
we have:
Corollary 11.1 Hpchar(d,Ω) vanishes at all form-degrees 0 < p < n − 1 and is at
form-degree 0 represented by the constants,
0 < p < n− 1 : dωp ≈ 0, ωp ∈ Ω ⇔ ωp ≈ dωp−1, ωp−1 ∈ Ω ;
p = 0 : dω0 ≈ 0, ω0 ∈ Ω ⇔ ω0 ≈ constant . (11.2)
In case I this follows directly from the results of Section 6 thanks to assumptions
(a), (b) and (c), where assumptions (a) and (b) are only needed for the vanishing
of Hn−2char (d,Ω) (H
n−2
char (d,Ω) does not vanish when free abelian gauge symmetries are
present, and is not exhausted by the constants in 2-dimensional pure Yang-Mills
theory; this makes these two cases special). The analysis and results of Section 6
extend to case II because both d and δ are Lorentz invariant according to the definition
of Lorentz invariance used here (i.e., d and δ commute in Ω with SO(1, n−1)-rotations
of all Lorentz indices). This is obvious for d and holds for δ thanks to assumption
(d) because that assumption guarantees the Lorentz-covariance of the equations of
motion.
The results on H(s) in section 8 can be reformulated as follows:
Corollary 11.2 Description of H(s,Ω):
sω = 0, ω ∈ Ω ⇔ ω = IαΘα + sη, Iα ∈ I, η ∈ Ω ; (11.3)
IαΘα = sω, I
α ∈ I, ω ∈ Ω ⇔ Iα ≈ 0 ∀α. (11.4)
Here, {Θα} is a basis of all polynomials in the θr(C),
{Θα} = {1,
∏
i=1,...,K
ri<ri+1
θri(C) : K = 1, . . . , rank(G)}, (11.5)
and I is the antifield independent gauge invariant subspace of Ω given in the two
cases under study respectively by
Case I: I = {G-invariant local functions of F Iµν , ψ
i, DρF
I
µν , Dρψ
i, . . . } ⊗ Ω(Rn)
Case II: I = {G-invariant and Lorentz-invariant local functions of
dxµ, F Iµν , ψ
i, DρF
I
µν , Dρψ
i, . . . }. (11.6)
Again, the precise definition of “local functions” depends on the context and La-
grangian.
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Let us now briefly explain how and why corollary 11.2 reformulates the results in
Section 8. We first treat case I. The results in Section 8 give (using a notation as
in that section) H(s,Ω) = Ω(Rn) ⊗ V Xρ=0 ⊗ Λ(C)ρC=0 where V
X
ρ=0 is the space of G-
invariant local functions of the XuA specified in Section 8.3, and Λ(C)ρC=0 is the space
of polynomials in the θr(C). Now, one has Ω(R
n)⊗V Xρ=0 ⊂ I and thus Ω(R
n)⊗V Xρ=0⊗
Λ(C)ρC=0 ⊂ I ⊗Λ(C)ρC=0. This yields the implication ⇒ in (11.3). The implication
⇐ holds because all elements of I ⊗ Λ(C)ρC=0 are s-closed. Furthermore, since
Ω(Rn)⊗V Xρ=0 is only a subspace of I, one has I = (Ω(R
n)⊗V Xρ=0)⊕ (Ω(R
n)⊗V Xρ=0)
⊤.
By the results in Section 8, all nonvanishing elements of Ω(Rn)⊗V Xρ=0⊗Λ(C)ρC=0 are
nontrivial in H(s,Ω) whereas all elements of (Ω(Rn)⊗ V Xρ=0)
⊤ ⊗Λ(C)ρC=0 are trivial
in H(s,Ω) and vanish on-shell. This gives (11.4).
We now turn to case II. Thanks to assumption (d), both δ and γ commute with
Lorentz transformations. Therefore the results of Section 8 hold analogously in the
Lorentz-invariant subspace of P ⊗ Ω(Rn). This gives in case II H(s,Ω) = V X,dxρ=0 ⊗
Λ(C)ρC=0 where V
X,dx
ρ=0 is the space of Lorentz-invariant and G-invariant local functions
of the XuA and dx
µ. Corollary 11.2 holds now by reasons analogous to case I.
Finally we shall often use the following immediate consequence of the isomorphism
(7.5) (cf. proof of that isomorphism):
Corollary 11.3 An s-cocycle with nonnegative ghost number is s-exact whenever its
antifield independent part vanishes on-shell,
sω = 0, ω ∈ Ω, gh(ω) ≥ 0, ω0 ≈ 0 ⇒ ω = sK, K ∈ Ω
where ω0 is the antifield independent part of ω.
11.2 Outline of the derivation and result
We shall determine the general solution of the consistency condition
sωp + dωp−1 = 0, ωp, ωp−1 ∈ Ω (11.7)
for all values of the form-degree p and of the ghost number (the ghost number will
not be made explicit throughout this section, contrary to the form-degree). Since the
precise formulation and derivation of the result are involved, we shall first outline the
crucial steps of the computation and describe the various nontrivial solutions. The
precise formulation of the result and its proof will be given in the following Section
11.3.
The computation relies on the descent equation technique described in Section 9,
which can be used because d has trivial cohomology at all form-degrees different from
0 and n,
Hp(d,Ω) = δp0 R for p < n. (11.8)
This holds in the space of all local forms (case I) by the algebraic Poincare´ lemma
(theorem 4.2). It also holds in the space of Poincare´ invariant local forms because d
is Lorentz-invariant (cf. text after corollary 11.1). In fact, one may even deduce this
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directly from the proof of the algebraic Poincare´ lemma given in Section 4 because the
operators ρ and Pm used there are manifestly Lorentz-invariant, and because there are
no Lorentz-invariant constant forms cµ1...µpdx
µ1 . . . dxµp with form degree 0 < p < n.
In fact, that proof of the algebraic Poincare´ lemma is not just an existence proof but
provides an explicit construction of ωp−1 for given d-closed ωp such that ωp = dωp−1,
both in case I and case II.
One distinguishes between solutions with a trivial descent and solutions with a
nontrivial descent.
11.2.1 Solutions with a trivial descent.
These are solutions to (11.7) that can be redefined by the addition of trivial solutions
such that they solve sωp = 0. The result on H(s) (corollary 11.2) implies then that
these solutions have the form
ωp = Ip αΘα , I
pα ∈ I (11.9)
modulo trivial solutions. We note that (11.9) can be trivial in H(s|d) even if Ip α 6≈ 0.
11.2.2 Lifts and equivariant characteristic cohomology
The solutions with a non trivial descent are those for which it is impossible to make
ωp−1 vanish in (11.7) through the addition of trivial solutions. Their determination
is more difficult. In particular it calls for the solution of a cohomological problem
that we have not discussed so far. Namely, one has to determine the characteristic
cohomology in the space I defined in (11.6). This cohomology is well defined because
dI ⊂ I. Indeed, for I ∈ I, one has dI = DI, where D = dxµDµ, with Dµ the
covariant derivative on the fields and Dµx
ν = δνµ. Furthermore DI is G-invariant. We
call this cohomology the “equivariant characteristic cohomology” and denote it by
Hchar(d, I). It is related to, but different from the ordinary characteristic cohomology
discussed in Section 6.
To understand the difference, assume that I ∈ I is weakly d-exact in Ω, i.e., I ≈
dω for some ω ∈ Ω. The equivariant characteristic cohomology poses the following
question: is it possible to choose ω ∈ I ? We shall answer this question in the
affirmative with the exception when I contains a “characteristic class”. Abusing
slightly standard terminology, a characteristic class is in this context a G-invariant
polynomial in the curvature 2-forms F I and is thus, in particular, an element of
the small algebra.11 Furthermore, we shall show that no characteristic class with
form-degree < n is trivial in Hchar(d, I) (at form-degree n there may be exceptions).
Hence, Hchar(d, I) is the sum of a subspace ofHchar(d,Ω) (given by Hchar(d,Ω)∩I)
and of the space of characteristic classes. Using corollary 11.1, one thus gets that
11It is a semantic coincidence that the word “characteristic” is used in the literature both in the
context of the polynomials P (F ) and to term the weak cohomology of d. The invariant cohomology
of d without antifields and use of the equations of motion has been investigated in [61, 62, 101]. The
fact that it contains only the characteristic classes has been called the “covariant Poincare´ lemma”
in [61, 62].
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Hchar(d, I) is at all form-degrees < n − 1 solely represented by characteristic classes
(at form-degree n − 2 this is due to assumptions (a) and (b)). In contrast, there
are in general additional nontrivial representatives of Hchar(d, I) at form-degrees n
and n − 1.12 At form-degree n they are present because an n-form is automatically
d-closed but not necessarily weakly d-exact. The additional representatives at form-
degree n−1 are gauge-invariant nontrivial Noether currents written as (n−1)-forms.
The result onHchar(d, I) is interesting in itself and a cornerstone of the local BRST
cohomology in Yang-Mills type theories. The technical assumption of “normality”
assumed throughout the calculation is made in order to be able to characterize com-
pletely Hchar(d, I). The properties of Hchar(d, I) are at the origin of the importance
of the small algebra for the cohomology, as we now explain.
The equivariant characteristic cohomology arises as follows when discussing the
descent equations. One has
sωp + dωp−1 = 0 , sωp−1 + dωp−2 = 0 , . . . , sωm = 0.
Without loss of generality, one can assume that the bottom form ωm is a nontrivial
solution of the consistency condition. It is thus a solution with a trivial descent and
can be taken of the form
ωm = ImαΘα , I
mα ∈ I . (11.10)
In the case of a nontrivial descent, ωm satisfies additionally
sωm+1 + dωm = 0 (11.11)
which is the last but one descent equation. It turns out that this equation is a very
restrictive condition on the bottom ωm. Few bottoms can be lifted at least once. In
order to be “liftable”, all Imα must be representatives of the equivariant characteristic
cohomology.
Indeed, one has
d(ImαΘα) = (dI
mα)Θα − s(I
mα[Θα]
1) (11.12)
where we used sImα = 0 (which holds due to Imα ∈ I) and
dΘα + s[Θα]
1 = 0, [Θα]
1 = AI
∂Θα
∂CI
. (11.13)
(11.13) is nothing but the equation with q = 1 contained in Eqs. (10.28), for the
particular case Mr1...rK |s1...sN ≡Mr1...rK .
Now, (11.10) through (11.12) imply (dImα)Θα = s(. . .). By corollary 11.2 this
implies that all dImα vanish weakly,
∀α : dImα ≈ 0. (11.14)
12An exception is 3-dimensional pure Chern-Simons theory (with semisimple gauge group) where
Hchar(d, I) vanishes even in form-degrees n = 3 and n− 1 = 2, see Section 14.
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Furthermore, if Imα ≈ dIm−1 for some Im−1 ∈ I and some α, the piece ImαΘα (no
sum over α here) can be removed by subtracting a trivial term from ωm. Indeed,
Imα ≈ dIm−1 implies that Imα = dIm−1 + sKm for some Km by corollary 11.3 and
thus that ImαΘα is trivial, I
mαΘα = d(I
m−1Θα) + s(I
m−1[Θα]
1 + KmΘα) (no sum
over α). Hence, without loss of generality one can assume that
∀α : Imα 6≈ dIm−1α, Im−1α ∈ I . (11.15)
By Eqs. (11.14) and (11.15), every Imα is a nontrivial representative of the equiv-
ariant characteristic cohomology. This cohomology qualifies thus to some extent the
bottom forms that appear in nontrivial descents: all those Imα with m < n − 1
can be assumed to be characteristic classes P (F ), while those with m = n − 1 can
additionally contain nontrivial gauge-invariant Noether currents (in the special case
n = 2 or when free gauge symmetries are present, there can be bottom forms of yet
another type with form-degree n− 2).
11.2.3 Solutions with a nontrivial descent
Of course, the previous discussion gives not yet a complete characterization of the
bottom forms because ImαΘα may be trivial in H(s|d,Ω) even when all Imα repre-
sent nontrivial classes of the equivariant characteristic cohomology (the nontriviality
of Imα in Hchar(d, I) is necessary but not sufficient for the nontriviality of ImαΘα).
Furthermore one still has to investigate how far the nontrivial bottom forms can be
maximally lifted (so far we have only discussed lifting bottom forms once). Never-
theless the above discussion gives already an idea of the result. Namely, one finds
ultimately that the consistency condition has at most three types of solutions with a
nontrivial descent:
1. Solutions which lie in the small algebra B. These solutions are linear combi-
nations of those [Mr1...rK |s1...sN ]
p in (10.38) with
∑N
i=1 2m(si) < p (the solutions
with
∑N
i=1 2m(si) = p are s-closed and have thus a trivial descent). Here and
in the following, such linear combinations are denoted by Bp,
Bp =
p−1∑
s=p−2m(r1)+1
λr1...rK |s1...sN [Mr1...rK |s1...sN ]
p, s =
N∑
i=1
2m(si) (11.16)
where the λr1...rK |s1...sN are constant coefficients. We shall prove that no non-
vanishing Bp is trivial in H(s|d,Ω). In other words: Bp is trivial only if all
coefficients λr1...rK |s1...sN vanish (because the [Mr1...rK |s1...sN ]
p are linearly inde-
pendent, see Section 10). The solutions Bp descend to bottom forms involving
characteristic classes P (F ).
2. Antifield dependent solutions which involve nontrivial global symmetries cor-
responding to gauge invariant nontrivial Noether currents. These solutions
cannot be given explicitly in a model independent manner because the set of
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global symmetries is model dependent. To describe them we introduce the no-
tation {jµ∆} for a basis of those Noether currents which can be brought to a
form such that the corresponding (n− 1)-forms are elements of I (possibly by
the addition of trivial currents, see Section 6),
j∆ =
1
(n− 1)!
dxµ1 . . . dxµn−1ǫµ1...µn j
µn
∆ ∈ I , dj∆ ≈ 0. (11.17)
“Basis” means here that (a) every Noether current which has a representative
in I is a linear combination of the jµ∆ up to a current which is trivial in Ω, and
(b) no nonvanishing linear combination of the j∆ is trivial in Hchar(d,Ω),
dIn−1 ≈ 0, In−1 ∈ I ⇒ In−1 ≈ λ∆j∆ + dω
n−2 ; (11.18)
λ∆j∆ ≈ dω
n−2 ⇒ λ∆ = 0 ∀∆ . (11.19)
Note that, in general, {j∆} does not represent a complete basis of H
n−1
char (d, I)
because our definition does not use the coboundary condition in Hn−1char (d, I)
({j∆} does not contain characteristic classes P (F ) whileH
n−1
char (d, I) may contain
characteristic classes when n is odd). Note also that, in general, {jµ∆} differs in
case I and II. For instance, the various components T0
µ, . . . , Tn−1
µ of the energy
momentum tensor Tν
µ can normally be redefined such that they are gauge
invariant13 and provide then n elements of {j∆} in case I; however, they are
not contravariant Lorentz-vectors and therefore they do not provide elements
of {j∆} in case II. Similarly, in globally supersymmetric Yang-Mills models, the
supersymmetry currents provide normally elements of {j∆} in case I, but not
in case II.
Since j∆ is gauge invariant, one has dj∆ = Dj∆ and therefore dj∆ is gauge
invariant and s-invariant too. By corollary 11.3, dj∆ ≈ 0 implies thus the
existence of a volume form K∆ such that
sK∆ + dj∆ = 0. (11.20)
K∆ encodes the global symmetry corresponding to j∆ (see Section 6 and also
Section 7 for the connection between s and δ). We now define the n-forms
V∆α = K∆Θα + j∆[Θα]
1 (11.21)
with [Θα]
1 as in (11.13). These forms solve the consistency condition. Indeed,
Eqs. (11.13) and (11.20) give immediately
sV∆α + d [j∆Θα] = 0. (11.22)
This also shows that j∆Θα is a bottom form corresponding to V∆α (as one has
s(j∆Θα) = 0 due to j∆ ∈ I).
13An example where T0
µ cannot be made gauge invariant is example 3 in Section 12.1.3.
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3. In special cases (i.e., for special Lagrangians), there are additional nontrivial
antifield dependent solutions. They emerge from nontrivial conserved currents
which can not be made gauge invariant by the addition of trivial currents.
These “accidental” solutions complicate the derivation of the general solution
of the consistency condition but, even though exceptional, they must be covered
since we do not make restrictions on the Lagrangian besides the technical ones
explained above.
We shall prove that, if n > 2 and free abelian gauge symmetries are absent,
such currents exist if and only if characteristic classes with maximal form-
degree n are trivial in Hchar(d, I) (examples are given in Section 12). Assume
that {PA(F )} is a basis for characteristic classes of this type, i.e., assume that
every characteristic class with form-degree n which is trivial in Hchar(d, I) is a
linear combination of the PA(F ) and the PA(F ) are linearly independent,
PA(F ) ≈ dI
n−1
A , I
n−1
A ∈ I ; (11.23)
P n(F ) ≈ dIn−1, In−1 ∈ I ⇒ P n = λAPA(F ) ; (11.24)
λAPA(F ) = 0 ⇒ λ
A = 0 ∀A . (11.25)
Note that PA(F ) ≈ dI
n−1
A implies d(I
n−1
A − q
n−1
A ) ≈ 0 where q
n−1
A is a Chern-
Simons (n−1)-form fulfilling PA(F ) = dq
n−1
A . The I
n−1
A −q
n−1
A are thus conserved
(n − 1)-forms; they are the afore-mentioned Noether currents that cannot be
made gauge invariant. PA(F )− dI
n−1
A is s-invariant (as it is in I) and vanishes
weakly; hence, corollary 11.3 guarantees the existence of a volume form KA
such that
PA(F ) = dI
n−1
A + sKA . (11.26)
This gives sKA + d(I
n−1
A − q
n−1
A ) = 0, i.e. KA is a cocycle of H
−1,n(s|d) (it
contains the global symmetry corresponding to the Noether current In−1A −q
n−1
A ).
Every linear combination of n-forms PA(F )Θα belongs to the cohomology of
s in the small algebra and can therefore be expanded in the Ni and Ma in
(10.20). We now consider only those linear combinations which can be written
solely in terms of Ni (which must have form degree n). A basis for these linear
combinations is denoted by {NΓ}:
NΓ = k
i
ΓNi = k
Aα
Γ PA(F )Θα ; (11.27)
λiNi = λ
Aα PA(F )Θα ⇔ λ
iNi = λ
ΓNΓ ; (11.28)
λΓNΓ = 0 ⇒ λ
Γ = 0 ∀Γ . (11.29)
In particular one can choose the basis {NΓ} such that it contains {PA(F )}
(since {Ni} contains a basis of all P (F )).
Now, on the one hand, one gets
NΓ = k
Aα
Γ (dI
n−1
A + sKA)Θα
= kAαΓ
[
d(In−1A Θα) + s(I
n−1
A [Θα]
1 +KAΘα)
]
(11.30)
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where we used (11.26) and (11.13). On the other hand, NΓ is a linear combi-
nation of those Ni with form-degree n and thus of the form
NΓ = sb
n
Γ + dB
n−1
Γ , b
n
Γ , B
n−1
Γ ∈ B (11.31)
by the first equation in (10.28) [bnΓ is a linear combination of the [Mr1...rK |s1...sN ]
n
with n = 2m(r1) +
∑N
i=1 2m(si) and is therefore not of the form (11.16), in
contrast to Bn−1Γ ]. Subtracting (11.30) from (11.31), one gets
sWΓ + d[B
n−1
Γ − k
Aα
Γ I
n−1
A Θα] = 0 (11.32)
where
WΓ = b
n
Γ − k
Aα
Γ (KAΘα + I
n−1
A [Θα]
1) . (11.33)
WΓ descends to a bottom form in the small algebra which involves characteristic
classes P (F ), namely to the same bottom form to which Bn−1Γ descends. From
the point of view of the descent equations this means the following. In the
small algebra, the bottom-form corresponding to Bn−1Γ can only be lifted to
form-degree (n− 1); there is no way to lift it to an n-form in the small algebra
because this lift is obstructed by NΓ. However, there is no such obstruction in
the full algebra because the characteristic classes contained in NΓ are trivial in
Hnchar(d, I) (WΓ is not entirely in the small algebra: in particular it contains
antifields through the KA).
11.3 Main result and its proof
According to the discussion in Section 11.2 it may appear natural to determine first
Hchar(d, I) and afterwards H(s|d,Ω). In fact that strategy was followed in previous
computations [23, 24]. However, it is more efficient to determine Hchar(d, I) and
H(s|d,Ω) at a stroke. The reason is that these two cohomologies are strongly inter-
weaved. In fact, not only does one need Hchar(d, I) to compute H(s|d,Ω); but also,
Hchar(d, I) at form-degree p can be computed by means of H(s|d,Ω) at lower for-
mer degrees using descent equation techniques. That makes it possible to determine
both cohomologies simultaneously in a recursive manner, starting at form-degree 0
where H(s|d,Ω) reduces to H(s,Ω), and then proceeding successively to higher form-
degrees. This strategy streamlines the derivation as compared to previously used
approaches (but reaches of course identical conclusions!), and is reflected in the for-
mulation and proof of the theorem given below. The theorem is formulated such that
it applies both to case I and to case II; however, the different meaning of Ω, I (and
thus also j∆ and V∆α) in these cases should be kept in mind.
To formulate and prove the theorem, we use the same notation as in Sec-
tion 11.2. In addition we introduce, similarly to (11.16), the notation Mp, Np
and bp for linear combinations of the [Mr1...rK |s1...sN ]
s, Nr1...rKs1...sN (θ(C), f(F )), and
[Mr1...rK |s1...sN ]
s+2m(r1) with form-degree p respectively,
Mp ≡
∑
s=p
λr1...rK |s1...sNMr1...rK |s1...sN (θ(C), f(F )) , (11.34)
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Np ≡
∑
s+2m(r1)=p
λr1...rKs1...sNNr1...rKs1...sN (θ(C), f(F )) (11.35)
bp ≡
∑
s+2m(r1)=p
λr1...rK |s1...sN [Mr1...rK |s1...sN ]
s+2m(r1) (11.36)
where we used once again the notation s =
∑N
i=1 2m(si). Note that we have, for
every Bp as in (11.16),
sBp = −d(Bp−1 +Mp−1), dBp = −s(Bp+1 + bp+1) +Np+1 (11.37)
for some Bp−1, Mp−1, Bp+1, bp+1 and Np+1 by Eqs. (10.28).
We can now formulate the result as follows.
Theorem 11.1 Let ωp ∈ Ω with Ω as in (11.1), Ip, Ipα ∈ I with I as in (11.6). Let
P p(F ) denote characteristic classes (p indicating the form-degree respectively), and ∼
denoting equivalence in H(s|d,Ω) (i.e. ω′p ∼ ωp means ω′p = ωp+sηp+dηp−1 for some
ηp, ηp−1 ∈ Ω). For Yang-Mills type theories without free abelian gauge symmetries,
the following statements hold in all spacetime dimensions n > 2:
(i) At all form-degrees p < n, the general solution of the consistency condition
is given, up to trivial solutions, by the sum of a term IαΘα and a solution in the
small algebra as in Eq. (11.16); at form-degree p = n it contains in addition a linear
combination of the V∆α and WΓ given in (11.21) and (11.33) respectively,
sωp + dωp−1 = 0 ⇔ ωp ∼ IpαΘα +B
p + δpn (λ
∆αV∆α + λ
ΓWΓ). (11.38)
(ii) IpαΘα + B
p + δpn (λ
∆αV∆α + λ
ΓWΓ) is trivial in H(s|d,Ω) if and only if Bp
and all coefficients λ∆α, λΓ vanish and IpαΘα is weakly equal to N
p+(dIp−1α)Θα for
some Np and Ip−1α,14
IpαΘα +B
p + δpn (λ
∆αV∆α + λ
ΓWΓ) ∼ 0
⇔ Bp = 0, λ∆α = 0 ∀ (∆, α), λΓ = 0 ∀Γ, IpαΘα ≈ N
p + (dIp−1α)Θα.(11.39)
(iii) If Ip ∈ I (p > 0) is trivial in Hpchar(d,Ω) then it is the sum of a characteristic
class and a piece which is trivial in Hpchar(d, I),
p > 0 : Ip ≈ dωp−1 ⇔ Ip ≈ P p(F ) + dIp−1. (11.40)
(iv) No nonvanishing characteristic class with form-degree p < n is trivial in
Hchar(d, I),
p < n : P p(F ) ≈ dIp−1 ⇒ P p(F ) = 0. (11.41)
Proof.
Step 1. To prove the theorem, we first verify that (i), (ii) and (iv) hold at form-
degree 0. There are no B0 or N0 since the ranges of values for s in the sums in Eqs.
(11.16) and (11.35) are empty for p = 0. Hence, for p = 0, (i) and (ii) reduce to
14Note that this requires Ipα ≈ dIp−1α + P pα(F ) with P pα(F ) such that P pα(F )Θα = Np.
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sω0 = 0 ⇔ ω0 = I0αΘα + sη
0 and I0αΘα = sη
0 ⇔ I0α ≈ 0 respectively and hold
by the results on H(s) (corollary 11.2). (iv) reduces for p = 0 to constant ≈ 0 ⇔
constant = 0 which holds for every meaningful Lagrangian (if it would not hold then
the equations of motion were inconsistent, see Section 9).
Step 2. In the second (and final) step we show that (i) through (iv) hold for p = m
if they hold for p = m− 1, excluding m = n in the case (iv).
(iv) By corollary 11.3, Pm(F ) ≈ dIm−1 implies Pm(F ) = dIm−1 + sKm for some
local Km. On the other hand one has Pm(F ) = dqm−1 for some Chern-Simons
(m− 1)-form qm−1 which we choose to be the Bm−1 corresponding to Pm(F ).15
This gives sKm + d(Im−1 − qm−1) = 0, i.e., Km is a cocycle of H−1,m(s|d,Ω).
One has H−1,m(s|d,Ω) ≃ Hm1 (δ|d,Ω) ≃ H
m−1
0 (d|δ,Ω) = H
m−1
char (d,Ω) for m > 1
and analogously H−1,1(s|d,Ω) ≃ H0char(d,Ω)/R by theorems 7.1 and 6.2. By
corollary 11.1 this gives H−1,m(s|d,Ω) = 0 (since we are assuming 0 < m < n)
and thus Km ∼ 0. This implies Im−1 − qm−1 ∼ 0 by the standard properties of
the descent equations16. Now, since we assume that (ii) holds for p = m − 1,
we conclude from Im−1− qm−1 ∼ 0 in particular that qm−1 = 0 (since qm−1 is a
Bm−1) and thus that Pm(F ) = dqm−1 = 0 which is (iv) for p = m < n.
(i) sωm + dωm−1 = 0 implies descent equations (Section 9). In particular there is
some ωm−2 such that sωm−1 + dωm−2 = 0. Since we assume that (i) holds for
p = m− 1, we conclude
ωm−1 = Im−1αΘα +B
m−1 (11.42)
for some Im−1α and Bm−1 (without loss of generality, since trivial contributions
to any form in the descent equations can be neglected, see Section 9). By
(11.37) we have
dBm−1 = −s(Bˆm + bm) +Nm (11.43)
for some Bˆm, bm, Nm. Using in addition (11.13), we get
dωm−1 = (dIm−1α)Θα − s(I
m−1α[Θα]
1 + Bˆm + bm) +Nm.
Inserting this in sωm + dωm−1 = 0, we obtain
s(ωm − Im−1α[Θα]
1 − Bˆm − bm) + [dIm−1α + Pmα(F )]Θα = 0 (11.44)
where we used that
Nm = Pmα(F )Θα (11.45)
15Note that there can be an ambiguity in the choice of Chern-Simons forms. Indeed, consider
Pm(F ) = f1(F )f2(F ). One has P
m(F ) = d[αq1(A,F )f2(F ) + (1 − α)q2(A,F )f1(F )] where α is
an arbitrary number. Our prescription in Section 10 selects Bm−1 = q1(A,F )f2(F ) (α = 1). This
extends to all characteristic classes Pm(F ): our prescription selects precisely one Bm−1 among all
Chern-Simons forms corresponding to Pm(F ).
16If one of the forms in the descent equations is trivial, then all its descendants are trivial too,
see Section 9.
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for some Pmα(F ). Using corollary 11.2, we conclude from (11.44) that
dIm−1α + Pmα(F ) ≈ 0 ∀α. (11.46)
To go on, we must distinguish the cases m < n and m = n.
m < n. We have just proved that (iv) holds for p = m if m < n. Using this, we
conclude from (11.46) that
m < n : Pmα(F ) = 0 ∀α . (11.47)
Hence, Nm vanishes, see (11.45). Therefore bm vanishes as well because bm is
present in Eq. (11.43) only if Nm is present too [using Eqs. (10.28), one verifies
this by making the linear combinations of the [Mr1...rK |s1...sN ]
p and Nr1...rKs1...sN
explicit that enter in (11.37)]. Hence, we have
m < n : Nm = bm = 0, dBm−1 = −sBˆm. (11.48)
Moreover, using (11.47) in (11.46), we get dIm−1α ≈ 0. Hence, Im−1α is weakly
d-closed and has form-degree < n−1 (since we are discussing the cases m < n).
We conclude, using corollary 11.1, that Im−1α ≈ dωm−2α for some ωm−2α if
m − 1 > 0, or I0α = λα for some constants λα ∈ R if m − 1 = 0. Since we
assume that (iii) holds for p = m− 1, we get
m < n : Im−1α ≈ dIm−2α + Pm−1α(F ) ∀α (11.49)
(with P 0α(F ) ≡ λα ifm−1 = 0). Using corollary 11.3 we conclude from (11.49)
that Im−1α − dIm−2α − Pm−1α(F ) is s-exact,
m < n : Im−1α = sKm−1α + dIm−2α + Pm−1α(F ) ∀α . (11.50)
Using (11.50) in (11.42), we get
m < n : ωm−1 = [Pm−1α(F ) + sKm−1α + dIm−2α]Θα +B
m−1. (11.51)
To deal with the first term on the right hand side of (11.51), we use
that every Pm−1α(F )Θα can be written as P
m−1α(F )Θα = N
m−1 +
Mm−1 + δm−10 λˆ for some N
m−1 and Mm−1 and some constant λˆ
which can only contribute if m − 1 = 0. This is guaranteed be-
cause {1,Mr1...rK |s1...sN (θ(C), f(F )), Nr1...rKs1...sN (θ(C), f(F ))} is a basis of all
P α(F )Θα, see Section 10 (note that this is the place where we use the com-
pleteness property of this basis).
Now, Nm−1 is trivial in H(s|d,Ω) since each Nr1...rKs1...sN (θ(C), f(F )) is trivial,
see Eqs. (10.28). Furthermore, (sKm−1α + dIm−2α)Θα is trivial too, due to
(sKm−1α + dIm−2α)Θα = s(K
m−1αΘα + I
m−2α[Θα]
1) + d(Im−2αΘα)
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where we used once again (11.13). Since trivial contributions to ωm−1 can be
neglected (see above), we can thus assume, without loss of generality,
m < n : ωm−1 =Mm−1 +Bm−1 + δm−10 λˆ. (11.52)
For every Mm−1 there is a B˜m such that dMm−1 = −sB˜m. This holds by Eqs.
(10.28) (more precisely: the equation with q = 1 there). Using in addition Eq.
(11.48), we get
m < n : dωm−1 = −sBm, Bm = B˜m + Bˆm.
Using this in sωm + dωm−1 = 0, we get
m < n : s(ωm − Bm) = 0.
From this we conclude, using corollary 11.2,
m < n : ωm ∼ Bm + ImαΘα . (11.53)
This proves (11.38) for p = m if m < n.
m = n. In this case we conclude from (11.46), using (11.23) and (11.24),
P nα = λAαPA , d(I
n−1α + λAαIn−1A ) ≈ 0 (11.54)
for some constant coefficents λAα. Using (11.18), we conclude from (11.54) that
In−1α+ λAαIn−1A ≈ λ
∆αj∆+ dω
n−2 for some constant coefficients λ∆α and some
ωn−2. Hence, In−1α + λAαIn−1A − λ
∆αj∆ ∈ I is weakly d-exact. Using (iii) for
p = m−1 = n−1 and then once again corollary 11.3, we conclude from (11.54)
In−1α = −λAαIn−1A + λ
∆αj∆ + P
n−1α(F ) + dIn−2α + sKn−1α (11.55)
for some Kn−1α. Furthermore, because of (11.28) and (11.54), we have Nn =
λΓNΓ in Eq. (11.45), for some λ
Γ such that λAα = λΓkAαΓ . Now consider
ωˆn := ωn − λ∆αV∆α − λ
ΓWΓ
ωˆn−1 := ωn−1 − λ∆αj∆Θα − λ
Γ[Bn−1Γ − k
Aα
Γ I
n−1
A Θα]
= [P n−1α(F ) + dIn−2α + sKn−1α]Θα + Bˆ
n−1 (11.56)
where Bˆn−1 = Bn−1 − λΓBn−1Γ . One has sωˆ
n + dωˆn−1 = 0, due to (11.22) and
(11.32) (and sωn+ dωn−1 = 0). The last line in (11.56) is analogous to (11.51).
By the same arguments that have led from (11.51) to (11.53), we conclude that
ωˆn ∼ Bn + InαΘα .
This yields (11.38) for p = m = n due to ωn = ωˆn + λ∆αV∆α + λ
ΓWΓ.
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(ii) We shall treat the case m = n; the proof for m < n is simpler and obtained
from the one for m = n by setting λ∆α = λΓ = 0 and substituting m for n in
the following formulae.
Consider the n-form ωn = InαΘα + B
n + λ∆αV∆α + λ
ΓWΓ. Due to (11.37),
(11.22) and (11.32), one has
s(InαΘα) = 0 (11.57)
sBn = −d(Bn−1 +Mn−1) (11.58)
sV∆α = −d [j∆Θα] (11.59)
sWΓ = −d[B
n−1
Γ − k
Aα
Γ I
n−1
A Θα] (11.60)
for some Bn−1 and Mn−1. Hence, one has sωn + dωn−1 = 0 where ωn−1 =
Bˆn−1 + Iˆn−1αΘα with
Bˆn−1 = Bn−1 + λΓBn−1Γ (11.61)
Iˆn−1αΘα = M
n−1 + λ∆αj∆Θα − λΓkAαΓ I
n−1
A Θα (11.62)
We assume now that ωn is trivial,
InαΘα +B
n + λ∆αV∆α + λ
ΓWΓ ∼ 0. (11.63)
Then ωn−1 is trivial too (see footnote 16),
Bˆn−1 + Iˆn−1αΘα ∼ 0. (11.64)
Since we assume that (ii) holds for p = n− 1, we conclude from Eq. (11.64)
Bn−1 = −λΓBn−1Γ (⇔ Bˆ
n−1 = 0) (11.65)
Iˆn−1αΘα ≈ Nn−1 + (dIn−2α)Θα . (11.66)
(11.65) implies that both λΓBn−1Γ and B
n−1 vanish. This is trivial if n is odd
because then no NΓ is present (recall that NΓ is a polynomial in the C
I and F I
and has thus even form-degree). If n is even, then no Mn−1 can be present in
Eq. (11.58) (as Mn−1 is a polynomial in the CI and F I too). By (11.31), we
have d(λΓBn−1Γ ) = −s(λ
ΓbnΓ)+λ
ΓNΓ. Using this and (11.65) in Eq. (11.58), for n
even, one gets s(Bn + λΓbnΓ) = λ
ΓNΓ, i.e., λ
ΓNΓ is s-exact in the small algebra.
This implies λΓNΓ = 0 because λ
ΓNΓ is a linear combination of nontrivial
representatives of H(s,B) by construction (recall that it is a linear combination
of the Ni in corollary 10.5) and is thus s-exact in B only if it vanishes. λΓNΓ = 0
implies that all coefficients λΓ vanish because the NΓ are linearly independent
by assumption, see Eq. (11.29). Hence, we get indeed
λΓ = 0 ∀Γ (11.67)
and thus also, by Eq. (11.65),
Bn−1 = 0. (11.68)
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Using λΓ = 0, Eqs. (11.62) and (11.66) give
Nn−1 −Mn−1 ≈ λ∆αj∆Θα − (dI
n−2α)Θα . (11.69)
We have
Nn−1 −Mn−1 = P n−1α(F )Θα(C) (11.70)
for some P n−1α(F ). By assumption no nonvanishing linear combination of the
j∆ is weakly d-exact, see Eq. (11.19). Since each P
n−1α(F ) is d-exact, (11.69)
implies
λ∆α = 0 ∀ (∆, α). (11.71)
Since we assume that (iv) holds for p = n−1, we conclude from (11.69) through
(11.71) also that all P n−1α(F ) vanish and thus that Nn−1 −Mn−1 = 0. The
latter implies that Nn−1 and Mn−1 vanish separately because they contain
independent representatives of H(s,B),
Nn−1 = 0, Mn−1 = 0.
Using this and Eq. (11.68) in (11.58), the latter turns into sBn = 0. By the
very definition (11.16), Bn is a linear combination of terms with nonvanishing
and linearly independent s-transformations. Hence, sBn = 0 holds if and only
if Bn itself vanishes. We conclude
Bn = 0. (11.72)
(11.67), (11.71) and (11.72) provide already the assertions for λΓ, λ∆α and Bn
in part (ii) of the theorem. We still have to prove those for InαΘα. Using
λΓ = λ∆α = Bn = 0, (11.63) reads
InαΘα = sη
n + dηn−1 (11.73)
where we made the trivial terms explicit. Acting with s on this equation gives
d(sηn−1) = 0 and thus
sηn−1 + dηn−2 = 0 (11.74)
for some ηn−2, thanks to the algebraic Poincare´ lemma. Since we assume that
(i) holds for p = n− 1, we conclude from (11.74) that
ηn−1 = B˜n−1 + I˜n−1αΘα + sη˜
n−1 + dη˜n−2. (11.75)
As above, we have
dB˜n−1 = −s(B˜n + b˜n) + N˜n
d(I˜n−1αΘα) = (dI˜
n−1α)Θα − s(I˜
n−1α[Θα]
1).
Using this in (11.73), we get
[Inα − dI˜n−1α − P˜ nα]Θα = s(η
n − B˜n − b˜n − dη˜n−1 − I˜n−1α[Θα]
1), (11.76)
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where
P˜ nαΘα = N˜
n . (11.77)
Using corollary 11.2 we conclude from (11.76) that
Inα − dI˜n−1α − P˜ nα ≈ 0. (11.78)
(11.77) and (11.78) complete the demonstration of (ii).
(iii) Im ≈ dωm−1 implies Im ∼ 0, i.e. Im is trivial in H(s|d,Ω). Indeed, Im ≈ dωm−1
means that Im = δωm + dωm−1 for some ωm with antifield number 1. Hence,
Im is a cocycle of H(s|d,Ω) (since it is s-closed due to Im ∈ I) and trivial in
H(δ|d,Ω). It is therefore also trivial in H(s|d,Ω) by theorem 7.1 (cf. proof of
(7.6)). Now, Im ∼ 0 is just a special case of IpαΘα ∼ 0 (due to 1 ∈ {Θα}).
Hence, using (ii) for p = m (which we have already proved), we conclude
Im ≈ dIm−1 + Pm(F ) for some Im−1 ∈ I and some Pm(F ). Conversely, if
m > 0, we have Pm(F ) = dqm−1 for some Chern-Simons form qm−1 and thus
Im ≈ dIm−1 + Pm(F ) implies Im ≈ dωn−1 with ωn−1 = Im−1 + qm−1.
11.4 Appendix 11.A: 2-dimensional pure Yang-Mills theory
Pure 2-dimensional Yang-Mills theory needs a special treatment because
Hn−2char(d,Ω) ≡ H
0
char(d,Ω) is not given by the global reducibility identities associ-
ated with the abelian gauge symmetries (theorem 6.8), but is much bigger and in
fact infinite-dimensional (see explicit description at the end of the appendix). This
feature disappears if one couples coloured matter fields. We discuss the pure Yang-
Mills case for the sake of completeness contenting ourselves with case I, i.e., with the
solution of the consistency condition sωp + dωp−1 = 0 in the space of all local forms.
We consider the standard Lagrangian
L = −1
4
F IµνF
µν
I
where F µνI = gIJF
µνJ involves an invertible G-invariant symmetric tensor gIJ . The
gauge group may contain abelian factors.
Due to n = 2, we have F I01 = −F
I
10 = (1/2)ǫ
µνF Iµν = ⋆F
I and the equations of
motion set all covariant derivatives of F01I to zero. The result for H(s) (corollary
11.2) implies thus immediately that
ω0 = Iα(x, F01)Θα + sη
0 (11.79)
where the Iα(x, F01) are arbitrary G-invariant local functions of the F01I and the x
µ
(the latter can occur because we are discussing case I). (11.79) is therefore the general
solution of the consistency condition for p = 0.
To find the general solutions with p = 1 and p = 2, we use the descent equations
and examine whether an ω0 as in Eq. (11.79) can be lifted to solutions of the con-
sistency condition with form-degree 1 or 2. In order to lift ω0 to form-degree 1, it
110
is necessary and sufficient that the dIα(x, F01) vanish weakly, for all α (see Section
11.2). Since the Iα(x, F01) are G-invariant, we have
dIα(x, F01) = dx
µ
[
∂Iα(x, F01)
∂xµ
+ (DµF01I)
∂Iα(x, F01)
∂F01I
]
≈ dxµ
∂Iα(x, F01)
∂xµ
where we have used DµF01I ≈ 0. No nonvanishing function of the undifferentiated
F01I is weakly zero since the equations of motion contain derivatives of F01I . Hence,
ω0 can be lifted to form-degree 1 if and only if ∂Iα/∂xµ = 0, i.e., the Iα must not
depend explicitly on the xµ. It turns out that this also suffices to lift ω0 to form-degree
2. To show this, we introduce
⋆C˜∗I := ⋆C
∗
I + ⋆A
∗
I + ⋆FI
where ⋆C∗I = d
2xC∗I , ⋆A
∗
I = dx
µǫµνA
∗ν
I and ⋆FI =
1
2
ǫµνF
µν
I . One has
(s+ d) ⋆ C˜∗I = (C
J + AJ)efJI
K ⋆ C˜∗K ,
i.e., the ⋆C˜∗I transform under (s+d) according to the adjoint representation of G with
“(s+ d)-ghosts (CI +AI)”. G-invariant functions of the ⋆C˜∗I are thus (s+ d)-closed,
(s+ d)Iα(⋆C˜∗) = 0.
Recall that the Θα are polynomials in the θr(C) and that the latter are related to G-
invariant polynomials fr(F ) via the transgression formula (10.21) which decomposes
into Eqs. (10.23). In two dimensions, all fr(F ) with degree m(r) > 1 in the F
I vanish.
The transgression formula gives thus
m(r) > 1 : (s+ d)qr(C + A,F ) = 0, qr(C + A,F ) = [θr]
0 + [θr]
1 + [θr]
2.
For m(r) = 1 one gets (s+ d)(CI +AI) = F I where CI , AI and F I are abelian. One
has
abelian F I : F I = 1
2
dxµdxνF Iµν
= d(1
2
xµdxνF Iµν) +
1
2
xµdxνdxρ∂ρF
I
µν
= d(1
2
xµdxνF Iµν)− s(
1
2
d2xxµǫµνA
∗νI)
= (s+ d)(1
2
xµdxνF Iµν −
1
2
d2xxµǫµνA
∗νI)
where we have used that one has ∂µF
I
01 = s(ǫµνA
∗νI) for abelian F I . Hence we have
two different quantities whose (s + d)-transformation equals F I in the abelian case
(CI+AI and the quantity in the previous equation). The difference of these quantities
is thus an (s + d)-closed extension of the abelian ghosts. Hence, we can complete
every θr(C), whether nonabelian or abelian, to an (s+ d)-invariant quantity q˜r,
m(r) > 1 : q˜r = qr(C + A,F ) = [θr]
0 + [θr]
1 + [θr]
2
m(r) = 1 : q˜r = C
I + AI − 1
2
(xµdxνF Iµν − d
2xxµǫµνA
∗νI) (abelian I).
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Due to (s+ d)q˜r = 0 and (s+ d)I
α(⋆C˜∗) = 0, we have
(s+ d)
[
Iα(⋆C˜∗)Θα(q˜)
]
= 0, (11.80)
where Θα(q˜) arises from Θα by substituting the q˜r for the θr(C). The decomposition
of (11.80) into pieces with definite form-degree reads
s[IαΘα]
2 + d[IαΘα]
1 = 0,
s[IαΘα]
1 + d[IαΘα]
0 = 0,
s[IαΘα]
0 = 0,
where [IαΘα]
p is the p-form contained in Iα(⋆C˜∗)Θα(q˜),
Iα(⋆C˜∗)Θα(q˜) =
2∑
p=0
[IαΘα]
p.
Every Iα(F01)Θα = [I
αΘα]
0 can thus indeed be lifted to solutions of the consistency
condition with form-degrees 1 and 2.
It is now easy to complete the analysis. sω1+dω0 = 0 yields s(ω1−[IαΘα]1−dη0) =
0. By the result on H(s), the general solution of sω1 + dω0 = 0 is accordingly
ω1 = [IαΘα]
1 + dxµIαµ (x, F01)Θα + sη
1 + dη0 (11.81)
where the Iαµ (x, F01) are arbitrary G-invariant local functions of the F01I and the x
µ.
We know already that every [IαΘα]
1 can be lifted to [IαΘα]
2. In order to lift an ω1
as in Eq. (11.81), it is therefore necessary that the piece ωˆ1 := dxµIαµ (x, F01)Θα can be
lifted too. By arguments analogous to those used above, this requires dxωˆ
1 = 0 where
dx = dx
µ∂/∂xµ. Since H1(dx) is trivial (ordinary Poincare´ lemma in R
2), this gives
ωˆ1 = dxJ
α(x, F01)Θα for some G-invariant local functions Jα(x, F01). This implies
that ωˆ1 is trivial in H(s|d). Indeed, using DµF01I = δ(ǫµνA
∗ν
I ), the G-invariance of
Iα and Jα, and Eq. (11.13), one obtains
dxJ
α(x, F01)Θα = d[J
α(x, F01)Θα]− (dx
µDµF01I)
∂Jα(x, F01)
∂F01I
Θα − J
α(x, F01)dΘα
= d[Jα(x, F01)Θα] + s
[
⋆A∗I
∂Jα(x, F01)
∂F01I
Θα + J
α(x, F01)A
I ∂Θα
∂CI
]
.
Hence, those solutions ω1 which can be lifted are of the form [IαΘα]
1 + sη′1 + dη′0.
Inserting this in sω2 + dω1 = 0 yields s(ω2 − [IαΘα]
2 − dη′1) = 0. Every element of
H(s) with form-degree 2 is dx-closed and thus dx-exact, due to H
2(dx) = 0. Using
arguments as before, one concludes that the general solution of sω2 + dω1 = 0 is
ω2 = [IαΘα]
2 + sη′′2 + dη′′1. (11.82)
Remark. Using the isomorphism H0char(d,Ω) ≃ H
2
2 (δ|d,Ω)⊕R ≃ H
−2,2(s|d,Ω)⊕R
(see theorems 6.2 and 7.1), one deduces from the above result that H0char(d,Ω) and
H0char(d, I) are represented by arbitrary G-invariant polynomials in the F01I . These
cohomological groups are thus infinite dimensional. This explains the different results
as compared to higher dimensions where the nontrivial representatives of Hn−2char (d,Ω)
correspond one-to-one to the free abelian gauge symmetries.
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12 Discussion of the results for Yang-Mills type
theories
Theorem 11.1 gives the general solution of the consistency condition sa + db = 0
at all form-degrees and ghost numbers for theories of the Yang-Mills type without
free abelian gauge symmetries (in the sense of subsection 11.1) and in spacetime
dimensions greater than 2. The case of free abelian symmetries is treated in the next
section. In this section, we spell out the physical implications of the theorem by
expliciting the results in the relevant ghost numbers.
To that end we shall use the notation f([F, ψ]D) for functions that depend only
on the Yang-Mills field strengths, the matter fields and their covariant derivatives,
f([F, ψ]D) ≡ f(F
I
µν , DρF
I
µν , DρDσF
I
µν , . . . , ψ
i, Dµψ
i, DµDνψ
i, . . .).
We recall that the results are valid for general Lagrangians of the Yang-Mills type,
provided these fulfill the technicality assumptions of “regularity” and “normality”
explained above. The results cover in particular the standard model and effective
gauge theories.
12.1 H−1,n(s|d): Global symmetries and Noether currents
12.1.1 Solutions of the consistency condition at negative ghost number
We start with the discussion of the results at negative ghost number. First, we
recall that the groups H−q,n(s|d) are trivial for q > 1. This implies that there is no
characteristic cohomology in form degree < n − 1, i.e., no non trivial higher order
conservation law. Any conserved local antisymmetric tensor Aµ1···µq (q > 1) is trivial,
i.e., equal on-shell to the divergence of a local antisymmetric tensor with one more
index,
q > 1 : ∂µ1A
µ1...µq ≈ 0, Aµ1...µq = A[µ1...µq ]
⇒ Aµ1...µq ≈ ∂µ0B
µ0µ1...µq , Bµ0µ1...µq = B[µ0µ1...µq ].
We stress again that the important point in this statement is that the Bµ0µ1···µq
are local functions; the statement would otherwise be somewhat empty due to the
ordinary Poincare´ lemma for Rn.
The only non-vanishising group at negative ghost number is H−1,n(s|d,Ω). The
nontrivial representatives of H−1,n(s|d,Ω) are the generators of the nontrivial global
symmetries, denoted by K∆ and KA in the previous section. Indeed, one must set
Θα = 1 in order that Eqs. (11.21) and (11.33) yield solutions with ghost number −1.
The general solution of the consistency condition with ghost number −1 is thus
ω−1,n ∼ λ∆K∆ + λ
AKA,
in form-degree n, where K∆ and KA are related to the gauge invariant conserved
currents j∆ and to the characteristic classes PA(F ) respectively, through
sK∆ + dj∆ = 0, j∆ ∈ I ,
sKA + dI
n−1
A = PA(F ), I
n−1
A ∈ I .
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That is, the coefficients of the antifields A∗µI and ψ
∗
i in the K’s determine the trans-
formations of the corresponding field in the global symmetry associated with the
conserved Noether currents.
12.1.2 Structure of global symmetries and conserved currents.
A determination of a complete set of gauge invariant nontrivial conserved currents j∆
depends on the specific model under study. It also depends on the detailed form of the
Lagrangian whether or not invariants In−1A exist which are related to characteristic
classes by Eq. (11.23). However, we can make the description of the K∆ and KA a
little more precise without specifying L. Namely, as we prove in the appendix to this
section, one can always choose the j∆ and I
n−1
A such that all K∆ and KA take the
form
K∆ = d
nx
[
A∗µI Q
I
∆µ(x, [F, ψ]D) + ψ
∗
iQ
i
∆(x, [F, ψ]D)
]
(12.1)
KA = d
nx
[
A∗µI Q
I
Aµ(x, [F, ψ]D) + ψ
∗
iQ
i
A(x, [F, ψ]D)
]
(12.2)
where the QI∆µ(x, [F, ψ]D) transform under G according to the coadjoint represen-
tation and the Qi∆(x, [F, ψ]D) according to the same representation as the ψ
i. We
assume here that we work in the space of all local forms (case I). An analogous state-
ment holds in the space of Poincare´ invariant local forms (case II) where (12.1) and
(12.2) hold with Poincare´ invariant K’s.
This result, and the relationship between the K’s and the conserved currents,
enables us to draw the following conclusions (in Yang-Mills type theories without
free abelian gauge symmetries, when the spacetime dimension exceeds 2):
1. In odd dimensional spacetime, every nontrivial conserved current is equivalent
to a gauge invariant conserved current,
n = 2k + 1 : ∂µj
µ ≈ 0 ⇒ jµ ∼ jµinv(x, [F, ψ]D)
where jµinv(x, [F, ψ]D) is G-invariant and ∼ means “equal modulo trivial con-
served currents”,
jµ ∼ hµ :⇔ jµ ≈ hµ + ∂νm
[νµ].
2. In even dimensional spacetime a nontrivial conserved current is either equivalent
to a completely gauge invariant current or to a current that is gauge invariant
except for a Chern-Simons term,
n = 2k : ∂µj
µ ≈ 0 ⇒ jµ ∼


jµinv(x, [F, ψ]D)
or
Iµinv(x, [F, ψ]D) + q
µ
CS(A, ∂A)
where jµinv(x, [F, ψ]D) and I
µ
inv(x, [F, ψ]D) are G-invariant, and q
µ
CS(A, ∂A) is dual
to a Chern-Simons (n− 1)-form, i.e.,
qµCS(A, ∂A) = ǫ
µν1µ2ν2...µkνkdI1...IkA
I1
ν1
∂µ2A
I2
ν2
. . . ∂µkA
Ik
νk
+ . . .
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One can choose the basis of inequivalent conserved currents such that those
currents which contain Chern-Simons terms correspond one-to-one to the char-
acteristic classes PA(F ) which are trivial in the equivariant characteristic co-
homology. In particular, all conserved currents can be made strictly gauge
invariant when no characteristic class is trivial in the equivariant characteristic
cohomology.17
3. Every nontrivial global symmetry can be brought to a gauge covariant form.
More precisely, let δQ be the generator of a global symmetry whose character-
istics δQA
I
µ = Q
I
µ and δQψ
i = Qi are local functions of the fields (QIµ or Q
i may
depend explicitly on the xµ). Then one can bring δQ to a form (by subtracting
trivial symmetries if necessary) such that the characteristics depend only on
the xµ, the Yang-Mills field strengths and their covariant derivatives, and the
matter fields and their covariant derivatives,
δQA
I
µ = Q
I
µ(x, [F, ψ]D), δQψ
i = Qi(x, [F, ψ]D),
where the QIµ transform under the coadjoint representation of G and the Q
i
transform under the same representation of G as the ψi.
Note that the gauge covariant global symmetries commute with the gauge transfor-
mations (2.4): for instance, one has
[δQ, δǫ]A
I
µ = δQ(∂µǫ
I + e fJK
IAJµǫ
K)− δǫQ
I
µ
= e fJK
IQJµǫ
K − (−e ǫKfKJ
IQJµ) = 0.
Here we used δQǫ
I = 0 where ǫI are arbitrary fields. Of course, in general δQ would
not commute with a special gauge transformation obtained by substituting functions
of the AIµ, ψ
i and their derivatives for ǫI .
12.1.3 Examples.
1. It should be noted that the gauge covariant form of a global symmetry is not
always its most familiar version. In order to make a global symmetry gauge
covariant, it may be necessary to add a trivial symmetry to it. We illustrate this
feature now for conformal transformations. Consider 4-dimensional massless
scalar electrodynamics,
n = 4, L = −1
4
FµνF
µν − 1
2
(Dµϕ)D
µϕ¯
17To our knowledge, it is still an open problem whether in standard Yang-Mills theory character-
istic classes P (F ) with form-degree n can be trivial in Hchar(d, I). (The problem occurs only in the
space of forms with explict xµ-dependence.) In Section 13 of [23], we have claimed that the answer
is negative for a polynomial dependence on xµ. However, the proof of the assertion given there is
incorrect because the sl(n)-decomposition of the equations of motion used there does not yield pieces
which are all weakly zero separately. If the answer were positive (contrary to our expectations), it
would mean that non covariantizable currents could occur in standard Yang-Mills theory, contrary
to the claim in theorem 2 in [22].
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where ϕ is a complex scalar field, ϕ¯ is the complex conjugate of ϕ, and
Fµν = ∂µAν − ∂νAµ , Dµϕ = ∂µϕ+ ieAµϕ , Dµϕ¯ = ∂µϕ¯− ieAµϕ¯ .
The action is invariant under the following infinitesimal conformal transforma-
tions
δconfAµ = ξ
ν∂νAµ + (∂µξ
ν)Aν ,
δconfϕ = ξ
ν∂νϕ+
1
4
(∂νξ
ν)ϕ ,
ξµ = aµ + ω[µν]xν + λx
µ + bµxνx
ν − 2xµbνxν
where the aµ, ω[µν], λ and bµ are constant parameters of conformal transforma-
tions and xµ = ηµνx
ν . δconf is not gauge covariant. To make it gauge covariant
we add a trivial global symmetry to it, namely a special gauge transforma-
tion with “gauge parameter” ǫ = −ξνAν . This special gauge transformation
is δtrivialAµ = ∂µ(−ξνAν), δtrivialϕ = ieξνAνϕ. δˆconf = δconf + δtrivial is gauge
covariant,
δˆconfAµ = ξ
νFνµ , δˆconfϕ = ξ
νDνϕ+
1
4
(∂νξ
ν)ϕ .
Since δˆconf and δconf differ only by a special gauge transformation, they are
equivalent and yield the same variation of the Lagrangian,
δˆconfL = δconfL = ∂µ(ξ
µL− bµϕϕ¯).
The Noether current corresponding to δˆconf is gauge invariant,
jµinv(x, [F, ϕ, ϕ¯]D) =
∑
Φ=Aν ,ϕ,ϕ¯
(δˆconfΦ)
∂L
∂(∂µΦ)
− ξµL+ bµϕϕ¯ .
2. We shall now illustrate the unusual situation in which a nontrivial Noether
current contains a Chern-Simons term. As a first example we consider 4-
dimensional Yang-Mills theory with gauge group SU(2) coupled nonminimally
to a real SU(2)-singlet scalar field φ via the following Lagrangian,
n = 4, L = −1
4
F IµνF
µνJδIJ −
1
2
(∂µφ)∂
µφ+ 1
4
φǫµνρσF IµνF
J
ρσδIJ
where
F Iµν = ∂µA
I
ν − ∂νA
I
µ + e ǫIJKA
J
µA
K
ν .
The action is invariant under constant shifts of φ,
δshiftφ = −1 , δshiftAIµ = 0 ⇒ δshiftL = −∂µq
µ
CS(A, ∂A),
qµCS(A, ∂A) = ǫ
µνρσ(δIJA
I
ν∂ρA
J
σ +
1
3
e ǫIJKA
I
νA
J
ρA
K
σ ).
δshift is obviously nontrivial and gauge covariant. The corresponding Noether
current contains the Chern-Simons term qµCS(A, ∂A) and is otherwise gauge
invariant,
jµ = ∂µφ+ qµCS(A, ∂A) .
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3. A variant of the previous example arises when one replaces the scalar field by
the time coordinate x0,
n = 4, L = −1
4
F IµνF
µνJδIJ +
1
4
x0ǫµνρσF IµνF
J
ρσδIJ
with F Iµν as in the previous example. This example breaks of course Lorentz
invariance and is given only for illustrative purposes. One can get rid of x0 by
integrating by parts the last term, at the price of introducing an undifferentiated
Aµ. The action is therefore invariant under temporal translations,
δtimeA
I
µ = F
I
0µ ⇒ δtimeL = ∂0L− ∂µq
µ
CS(A, ∂A)
with qµCS(A, ∂A) as in the previous example. δtimeA
I
µ = F
I
0µ is already the gauge
covariant version of temporal translations (one has δtimeA
I
µ = ∂0A
I
µ + δtrivialA
I
µ
where δtrivialA
I
µ is a special gauge transformation with ǫ
I = −AI0). Note that we
used δtimex
0 = 0, i.e., we transformed only the fields. The conserved Noether
current corresponding to δtime is the component ν = 0 of the energy momentum
tensor Tν
µ. In the present case, it cannot be made fully gauge invariant but
contains the Chern-Simons term qµCS(A, ∂A),
T0
µ = F I0ν
∂L
∂(∂µAIν)
− δµ0L+ q
µ
CS(A, ∂A).
12.2 H0,n(s|d): Deformations and BRST-invariant countert-
erms
We now turn to the local BRST cohomology at ghost number zero. This case covers
deformations of the action and controls therefore the stability of the theory. We first
make the results of theorem 11.1 more explicit for the particular value 0 of the ghost
number; we then discuss the implications.
The most general solution of the consistency condition with ghost number 0 and
form-degree n is
ω0,n ∼ In +B0,n + V 0,n +W 0,n
where:
1. In ∈ I, i.e., In is a strictly gauge invariant n-form,
Case I: In = dnx Iinv(x, [F, ψ]D)
Case II: In = dnx Iinv([F, ψ]D).
(we recall that in case I, one computes the cohomology in the algebra of forms
having a possible explicit x-dependence; while the forms in case II have no
explicit x-dependence and are Lorentz-invariant)
2. B0,n is a linear combination of the independent Chern-Simons n-forms, see Eq.
(10.40). Solutions B0,n can thus only exist in odd spacetime dimensions.
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3. V 0,n are linear combinations of the solutions V∆α (11.21) related to global sym-
metries. In order that V∆α has ghost number 0, the Θα which appears in it
must have ghost number 1. There are such Θα only when the gauge group has
abelian factors, in which case the Θα are the abelian ghosts. In the absence of
abelian factors, there are thus no V∆α at ghost number zero. Using Eq. (12.1),
one gets explicitly
V 0,n =
∑
I:abelian
λ∆I (K∆C
I + j∆A
I)
= dnx
∑
I:abelian
λ∆I
[
A∗µJ Q
J
∆µC
I + ψ∗iQ
i
∆C
I − (−)ǫ∆jµ∆A
I
µ
]
(12.3)
where the jµ∆ are the nontrivial gauge invariant Noether currents, Q
J
∆µ and Q
i
∆
are the corresponding gauge covariant symmetries, and ǫ∆ is the parity of j
µ
∆
(e.g., ǫ∆ = 1 when j
µ
∆ is the conserved current of a global supersymmetry). We
stress again that the sets of Q’s and j’s are different in case I and case II, see
text after Eq. (11.19).
4. W 0,n are linear combinations of solutionsWΓ (11.33) with ghost number 0; such
solutions exist only for peculiar choices of Lagrangians discussed below - and
again only when there are abelian factors.
Nontriviality of the solutions. A solution In+B0,n+V 0,n+W 0,n is only trivial
when B0,n, V 0,n and W 0,n all vanish and In is weakly d-exact,
In +B0,n + V 0,n +W 0,n ∼ 0 ⇔ B0,n = V 0,n =W 0,n = 0, In ≈ dωn−1.
In ≈ dωn−1 is equivalent to In ≈ dIn−1 + P (F ) for some In−1 ∈ I and some charac-
teristic class P (F ).
Semisimple gauge group. When the gauge group G is semisimple there are no
solutions V 0,n orW 0,n at all because all these solutions require the presence of abelian
gauge symmetries. Hence, when G is semisimple, all representatives of H0,n(s|d) can
be taken to be strictly gauge invariant except for the Chern-Simons forms in odd
spacetime dimensions. In particular, the antifields can then be removed from all
BRST-invariant counterterms and integrated composite operators by adding coho-
mologically trivial terms, and the gauge transformations are stable, i.e., they cannot
be deformed in a continuous and nontrivial manner. This result implies, in particular,
the structural stability of effective Yang-Mills theories in the sense of [117].
Comment. We add a comment on Chern-Simons forms which should also elucidate
a bit the distinction between case I and case II. Chern-Simons forms B0,n are Lorentz-
invariant in n-dimensional spacetime and occur thus among the solutions both in case
I and in case II. However, these are not the only solutions constructible out of Chern-
Simons forms. For instance, in 4 dimensions there is the solution ω0,4 = B0,3dx0 where
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B0,3 is a Chern-Simons 3-form. This solution is not Lorentz-invariant and is thus
present only in case I but not in case II. Have we missed this solution? The answer
is “no” because it is equivalent to the solution I4 = x0P (F ) where P (F ) = dB0,3.
Namely we have B0,3dx0 = d(−x0B0,3)+x0dB0,3 and thus indeed B0,3dx0 ∼ x0P (F ).
Note that in order to establish this equivalence it is essential that we work in the
space of local forms that may depend explicitly on the xµ.
The exceptional solutions W 0,n. The existence of a solutionW 0,n requires a rela-
tion kiNi = k
AαPA(F )Θα at ghost number 1, cf. Eq. (11.27). The Ni with ghost num-
ber number 1 are linear combinations of terms (CIF J − CJF I)P (F ) where CI , CJ ,
F I , F J are abelian and P (F ) is some characteristic class. The Θα with ghost number
1 are the abelian ghosts, and the PA(F ) are characteristic classes which are trivial in
the equivariant characteristic cohomology Hnchar(d, I). Hence, in order that a solution
W 0,n exists, a nonvanishing linear combination of terms (CIF J − CJF I)P (F ) must
be equal to a linear combination of the PA(F )C
I , where CI , CJ , F I , F J are abelian.
The gauge group must therefore contain at least two abelian factors and, addition-
ally, there must be at least two different PA(F ) containing abelian field strengths.
This is really a very special situation not met in practice (to our knowledge), which
must be included in the discussion because we allow here for general Lagrangians.
We illustrate it with a simple example:
n = 4, L =
2∑
I=1
[
−1
4
F IµνF
µνI − 1
2
(∂µφ
I)∂µφI + 1
4
φIǫµνρσF IµνF
2
ρσ
]
where F Iµν = ∂µA
I
ν − ∂νA
I
µ are abelian field strengths and φ
1 and φ2 are real
scalar fields. In this case we have {PA(F )} = {F 1F 2, F 2F 2} with corresponding
{−I3A} = {⋆dφ
1, ⋆dφ2} and {KA} = {⋆φ∗1, ⋆φ
∗
2}. Furthermore we have one NΓ with
ghost number 1 given by ǫJIC
IF JF 2 and corresponding b4Γ given by (1/2)ǫIJA
IAJF 2
(ǫIJ = −ǫJI). (11.33) gives now the following solution:
W 0,4 = d4x
2∑
I,J=1
ǫIJ [
1
4
ǫµνρσAIµA
J
νF
2
ρσ + A
I
µ∂
µφJ − φ∗IC
J ]. (12.4)
12.3 H1,n(s|d): Anomalies
We know turn to H1,n(s|d), i.e., to anomalies. The most general solution of the
consistency condition with ghost number 1 and form-degree n is
ω1,n ∼
∑
I:abelian
CIInI +B
1,n + V 1,n +W 1,n
where:
1. InI ∈ I, i.e., {I
n
I } is a set of strictly gauge invariant n-forms.
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2. When n is even, B1,n is a linear combination of the celebrated chiral anomalies
listed in Eq. (10.41), except for those which contain abelian ghosts (the chiral
anomalies with abelian ghosts are already included in
∑
I:abelianC
IInI ). When
n is odd, B1,n is a linear combination of the solutions (10.43) which exist only
when the gauge group contains at least two abelian factors.
3. V 1,n are linear combinations of the solutions V∆α (11.21) with ghost number 1
related to global symmetries; in order that V∆α has ghost number 1, the Θα
which appears in it must have ghost number 2 and must thus be a product of
two abelian ghosts. Hence, solutions V 1,n exist only if the gauge group contains
at least two abelian factors. They are given by
V 1,n =
∑
I,J :abelian
λ∆IJ
[
K∆C
ICJ + j∆(A
ICJ − AJCI)
]
. (12.5)
Using (12.1), the antifield dependence of V 1,n can be made explicit, analogously
to (12.3).
4. A discussion of Eq. (11.27) similar to the one performed for W 0,n shows that
the solutions W 1,n are even more exceptional than their counterparts in ghost
number zero; they exist only in the following situation: the gauge group must
contain at least three abelian factors and, additionally, there must be at least
three different PA(F ) containing abelian field strengths. An example is the
following:
n = 4, L =
3∑
I=1
[
−1
4
F IµνF
µνI − 1
2
(∂µφ
I)∂µφI + 1
4
φIǫµνρσF IµνF
3
ρσ
]
where F Iµν = ∂µA
I
ν − ∂νA
I
µ are abelian field strengths, and φ
I are real scalar
fields. A solution W 1,4 is
W 1,4 = d4x
3∑
I,J,K=1
ǫIJK [
1
4
ǫµνρσCIAJµA
K
ν F
3
ρσ + C
IAJµ∂
µφK − 1
2
CICJφ∗K ]. (12.6)
Nontriviality of the solutions. A solution
∑
I:abelianC
IInI + B
1,n + V 1,n +W 1,n
is only trivial when B1,n, V 1,n and W 1,n all vanish and, additionally,∑
I:abelian
CIInI ≈
∑
I:abelian
CIdIn−1I +
∑
I,J :abelian
(CIF J − CJF I)PIJ(F )
for some In−1I ∈ I and some characteristic classes PIJ(F ).
Semisimple gauge group. Note that all nontrivial solutions ω1,n involve abelian
ghosts, except for the solutions B1,n in even dimensions. Hence, when the gauge
group is semisimple, the candidate gauge anomalies are exhausted by the well-known
nonabelian chiral anomalies in even dimensions. These live in the small algebra
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and can be obtained from the characteristic classes living in two dimensions higher
through the Russian formula of section 10.6. Furthermore, these anomalies are in
finite number (independently of power counting arguments) and do not depend on
the specific form of the Lagrangian. For some groups, there may be none (“anomaly-
safe groups”), in which case the consistency condition implies absence of anomalies,
for any Lagrangian.
In 4 dimensions, B1,4 is the non abelian gauge anomaly [17]:
B1,4 = dIJKC
Id[AJdAK + 1
4
efLM
JAKALAM ], (12.7)
where dIJK is the general symmetric G-invariant tensor. Hence, the gauge group is
anomaly safe for any Lagrangian in 4 dimensions if there is no dIJK-tensor.
12.4 The cohomological groups Hg,n(s|d) with g > 1
The results for ghost numbers g > 1 are similiar to those for g = 0 and g = 1; one
gets
ωg,n ∼ InαgΘαg +B
g,n + V g,n +W g,n
where {Θαg} is the subset of {Θα} containing those Θ’s with ghost number g. Of
course, this subset depends on the gauge group G. It depends both on G and on
the spacetime dimension which solutions are present for given g. For instance, for
G = SU(2) and n = 4, one has ω2,4 ∼ V 2,4. The highest ghost number for which
nontrivial solutions exist is g = dim(G) because this is the ghost number of the
product of all θr(C). Antifield dependent solutions V
g,n exist up to ghost number
g = dim(G) − 1. As we have mentioned already several times, solutions W g,n exist
only for exceptional Lagrangians.
12.5 Appendix 12.A: Gauge covariance of global symmetries
(12.1) and (12.2) can be achieved because the equations of motion are gauge covariant.
This is seen as follows. Consider an n-form I ∈ I which vanishes weakly, I ≈ 0. This
is equivalent to I = δKˆ for some n-form Kˆ. The equations of motion are gauge
covariant in the sense that one has δA∗µI = L
µ
I (x, [F, ψ]D) and δψ
∗
i = Li(x, [F, ψ]D)
where the LµI (x, [F, ψ]D) are in the adjoint representation of G and the Li(x, [F, ψ]D) in
the representation dual to the representation of the ψi (cf. section 8.1). In particular,
δ is stable in the space of G-invariant functions finv(x, [F, ψ,A∗, ψ∗, C∗]D), i.e., it maps
this space into itself. We can thus choose
Kˆ = dnx
[
A∗µI Qˆ
I
µ(x, [F, ψ]D) + ψ
∗
i Qˆ
i(x, [F, ψ]D)
+(DνA
∗µ
I )Qˆ
Iν
µ (x, [F, ψ]D) + (Dνψ
∗
i )Qˆ
iν(x, [F, ψ]D) + . . .
]
where Kˆ is G-invariant. Note that Kˆ contains in general covariant derivatives of
antifields. To deal with these terms, we write
Kˆ = dnx [A∗µI Q
I
µ + ψ
∗
iQ
i +DνR
ν ] ,
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QIµ = Qˆ
I
µ −DνQˆ
Iν
µ + . . . ,
Qi = Qˆi −DνQˆ
iν + . . . ,
Rν = A∗µI Qˆ
Iν
µ + ψ
∗
i Qˆ
iν + . . . .
Since Rν is G-invariant, we have DνRν = ∂νRν and thus
Kˆ = K + dR ,
K = dnx [A∗µI Q
I
µ + ψ
∗
iQ
i] ,
R = (−)n 1
(n−1)!
dxµ1 . . . dxµn−1ǫµ1...µnR
µn .
Using this in I = δKˆ, we get
I + dδR = sK
because the G-invariance of K implies δK = sK.
(12.1) follows by setting I = −dj where j ∈ I is a conserved current (we have
dj = Dj ∈ I). Namely the above formula gives in this case d(j − δR) = −sK. Note
that j−δR is equivalent to j and gauge invariant (due to δR ≈ 0 and δR ∈ I). Hence
we can indeed choose the basis {j∆} of the inequivalent gauge invariant currents such
that dj∆ = −sK∆ with K∆ as in (12.1).
Now consider the equation P (F ) ≈ dIn−1 with In−1 ∈ I. Setting I = P (F ) −
dIn−1, the above formula gives P (F )− d(In−1− δR) = sK. Hence, we can choose all
In−1A such that PA(F ) = sKA + dI
n−1
A with KA as in (12.2).
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13 Free abelian gauge fields
13.1 Pecularities of free abelian gauge fields
We now compute the local BRST cohomology for a set of R abelian gauge fields with
a free Lagrangian of the Maxwell type,
L = −
1
4
R∑
I=1
F IµνF
µνI , F Iµν = ∂µA
I
ν − ∂νA
I
µ . (13.1)
This question is relevant for determining the possible consistent interactions that can
be defined among massless vector particles, where both groups H0,n and H1,n play a
roˆle, as we shall discuss in subsection 13.3 below.
As we have already mentioned, theorem 11.1 does not hold for (13.1). The rea-
son is that the characteristic cohomology group Hn−2char (d,Ω) does not vanish in the
free model. Rather, by theorem 6.8, this cohomological group is represented in all
spacetime dimensions n > 2 by the Hodge-duals of the abelian curvature 2-forms
F I = dAI ,
⋆ F I =
1
(n− 2)! 2
dxµ1 . . . dxµn−2ǫµ1...µnF
µn−1µnI . (13.2)
This modifies the results for the form-degrees p = n − 1 and p = n as compared to
theorem 11.1, by allowing solutions of a new type. These solutions are precisely those
that appear in the non Abelian deformation of (13.1).
In contrast, the results for lower form-degrees remain valid as an inspection of the
proof of the theorem shows since one still has Hpchar(d,Ω) = δ
p
0R for p < n− 2.
The discussion of this section applies also to abelian gauge fields with self-
couplings involving the curvature only (like in the Born-Infeld Lagrangian), or in
the case of non-minimal interactions with matter through terms involving only the
field strength (e.g., Fµν ψ¯γ
[µγν]ψ, where ψ is a Dirac spinor). In that case, the mat-
ter fields do not transform under the abelian gauge symmetry so that the global
reducibility identities behind theorem 6.8 are still present.
13.2 Results
We shall now work out the modifications for form-degrees p = n − 1 and p = n,
assuming the spacetime dimension n to be greater than 2.
13.2.1 Results in form-degree p = n− 1
Let ωn−1 be a cocycle of H∗,n−1(s|d,Ω),
sωn−1 + dωn−2 = 0. (13.3)
The same arguments as in the proof of theorem 11.1 until Eq. (11.48) included yield
ωn−2 = In−2αΘα where (i) I
n−2α is gauge-invariant and fulfills dIn−2α ≈ 0; and
(ii) the Θα form a basis of polynomials in the undifferentiated ghosts (in the purely
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abelian case each ghost polynomial is invariant; furthermore, Eq. (11.48) has no
solution Bn−2 in the purely abelian case because the B’s cannot be lifted, see below).
The condition dIn−2α ≈ 0 gives now In−2α ≈ λαI ⋆ F
I + P n−2α(F ) + dIn−3α where
the linear combination λαI ⋆ F
I of the ⋆F I comes from Hn−2char (d,Ω). It is here that
the extra characteristic cohomology enters and gives extra terms in In−2α compared
with Eq. (11.49). These extra terms fulfill
d ⋆ F I = −s ⋆ A∗I (13.4)
where ⋆A∗I is the antifield dependent (n− 1)-form
⋆ A∗I =
1
(n− 1)!
dxµ1 . . . dxµn−1ǫµ1...µnA
∗µn
J δ
JI . (13.5)
It is then straightforward to adapt Eqs. (11.50) through (11.53). This gives, instead
of Eq. (11.53),
ωn−1 ∼ λαI (⋆A
∗IΘα + (⋆F
I)[Θα]
1) +Bn−1 + In−1αΘα .
Since we are dealing with a purely abelian case, the Θα are just products of the
undifferentiated ghosts. We can therefore write the result, up to trivial solutions, as
ωn−1 ∼ ⋆A∗IPI(C) + (⋆F
I)AJ∂JPI(C) +B
n−1 + In−1αPα(C) (13.6)
where PI(C) and Pα(C) are arbitrary polynomials in the undifferentiated ghosts, and
∂I ≡
∂
∂CI
.
Furthermore, the descent is particularly simple in the small algebra because a non
trivial bottom can be lifted only once; at the next step, one meets an obstruction.
This implies that the solutions Bn−1 can occur in (13.6) only when the spacetime
dimension n is even: Eq. (11.16) gives in the purely abelian case only solutions with
odd form-degrees, which are linear in the one-forms AI ,
B2N+1 =
K∑
i=1
λI1...IKJ1...JNC
I1 · · ·CIi−1AIiCIi+1 · · ·CIKF J1 · · ·F JN
B2k = 0 (13.7)
where Ii < Ii+1, Ji ≤ Ji+1, and (if N > 0) I1 ≤ J1. These solutions descend on the
gauge-invariant term λI1...IKJ1...JNC
I1 · · ·CIKF J1 · · ·F JN .
Eq. (13.6) gives the general solution of (13.3), both in the space of all local forms
(case I) and in the space of Poincare´ invariant local forms (case II), with In−1α ∈ I
where I is the respective gauge invariant subspace of local forms,
Case I: I = {local functions of F Iµν , ∂ρF
I
µν , . . . } ⊗ Ω(R
n) (13.8)
Case II: I = {Lorentz-invariant local functions of dxµ, F Iµν , ∂ρF
I
µν , . . . }.(13.9)
[As before, Ω(Rn) denotes the space of ordinary differential forms in Rn.]
124
13.2.2 Results in form-degree p = n
Let ωn be a cocycle of H∗,n(s|d,Ω),
sωn + dωn−1 = 0. (13.10)
By the standard arguments of the descent equation technique, ωn−1 is a cocycle
of H∗,n−1(s|d,Ω) and trivial contributions to ωn−1 can be neglected without loss of
generality. Hence, ωn−1 can be assumed to be of the form (13.6) and we have to
analyse the restrictions imposed on it by the fact that it can be lifted once to give
ωn through (13.10). To this end we compute dωn−1.
To deal with the first two terms in (13.6), we use once again (13.4) as well as
d ⋆ A∗I = −s ⋆ C∗I (13.11)
where
⋆ C∗I = dnxC∗J δ
JI . (13.12)
This yields18
d[⋆A∗IPI(C) + (⋆F
I)AJ∂JPI(C)] = (−)n(⋆F I)F J∂JPI(C)
−s[⋆C∗IPI(C) + (⋆A∗I)AJ∂JPI(C) +
1
2
(⋆F I)AJAK∂K∂JPI(C)]. (13.13)
The remaining terms in (13.6) are dealt with as in the proof of part (i) of theorem
11.1. One gets
d[Bn−1 + In−1αPα(C)] = −s[b
n + In−1αAI∂IPα(C)] +N
n + (dIn−1α)Pα(C) (13.14)
where Nn is in the small algebra (it is an obstruction to a lift in the small algebra,
see corollary 10.4 and theorem 11.1). Using Eqs. (13.13) and (13.14) in Eq. (13.10),
one obtains
s(ωn − . . .) = (−)nF J ⋆ F I∂JPI(C) +N
n + (dIn−1α)Pα(C). (13.15)
The right hand side of (13.15) has zero antighost number and does not contain the
derivatives of the ghosts. Due to γAIµ = ∂µC
I and γCI = γA∗µI = γC
∗
I = 0, γ(ω
n−. . .)
is a sum of field monomials each of which contains derivatives of the ghosts (unless
it vanishes). Hence, (13.15) implies that the term on the right hand side is δ-exact,
i.e., that it vanishes weakly,
(−)n(⋆F I)F J∂JPI(C) +N
n + (dIn−1α)Pα(C) ≈ 0. (13.16)
To analyse this condition, we must distinguish cases I and II.
We treat first case II, i.e. the space of Poincare´-invariant local forms, for which the
analysis can be pushed to the end. In this case we have In−1α ∈ I with I as in (13.9).
18Eq. (13.13) can be elegantly derived using the quantities ⋆C˜∗I = ⋆C∗I + ⋆A∗I + ⋆F I and
C˜I = CI +AI . One has (s+ d) ⋆ C˜∗I = 0 and (s+ d)C˜I = F I . This implies (s+ d)[⋆C˜∗IPI(C˜)] =
(−)n(⋆C˜∗I)F J∂JPI(C) whose n-form part is Eq. (13.13).
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Hence, dIn−1α is a sum of field monomials each of which contains a first or higher order
derivative of at least one of the F Iµν . Furthermore the equations of motion contain
at least first order derivatives of the F Iµν . Hence, in case II, the part of Eq. (13.16)
which contains only undifferentiated F Iµν reads (−)
nF J ⋆F I∂JPI(C)+N
n = 0.19 This
implies that both F J ⋆ F I∂JPI(C) and N
n vanish since Nn contains the F Iµν only via
wedge products of the F I (all wedge products of the F I are total derivatives while
no F J ⋆ F I is a total derivative). Eq. (13.16) yields thus
Case II: F J ⋆ F I∂JPI(C) = 0, N
n = 0, (dIn−1α)Pα(C) ≈ 0. (13.17)
Since F J ⋆F I = −1
2
dnxF JµνF
µνI is symmetric in I and J , the first condition in (13.17)
gives
Case II: ∂IPJ(C) + ∂JPI(C) = 0. (13.18)
The general solution of Eq. (13.18) is obtained from the cohomology H(D, C) of the
differential D = ξI∂I in the space C of polynomials in commuting extra variables ξI
and anticommuting variables CI . Indeed, by contracting Eq. (13.18) with ξIξJ , it
reads Da = 0 where a = ξIPI(C). Using the contracting homotopy ̺ = C
I∂/∂ξI
(see appendix 2.7), one easily proves that H(D, C) is represented solely by pure
numbers (“Poincare´ lemma forD”; note thatD is similar to dxµ∂/∂xµ except that the
“differentials” ξI commute while the “coordinates” CI anticommute). In particular
this implies that Da = 0⇒ a = DP (C) for a = ξIPI(C), i.e.,
Case II: PI(C) = ∂IP (C) (13.19)
for some polynomial P (C) in the CI . The analysis of Eq. (13.10) can now be finished
along the lines of the proof of theorem 11.1. One obtains in case II that the general
solution of Eq. (13.10) is, up to trivial solutions, given by
Case II: ωn = [⋆C∗I∂I + (⋆A
∗I)AJ∂J∂I +
1
2
(⋆F I)AJAK∂K∂J∂I ]P (C)
+Bn + InαPα(C) + [K∆ + j∆A
I∂I ]P
∆(C) (13.20)
where P (C), Pα(C) and P
∆(C) are arbitrary polynomials in the undifferentiated
ghosts, Bn occurs only in odd dimensional spacetime due to (13.7), j∆ ∈ I are gauge-
invariant and Poincare´-invariant conserved (n − 1)-forms, see Eqs. (11.17) through
(11.19), and K∆ contains the global symmetry corresponding to j∆ and satisfies
sK∆ + dj∆ = 0. There are no solutions WΓ because all characteristic classes P (F ),
including those with form-degree n, are nontrivial in the equivariant characteristic
cohomology Hchar(d, I) with I as in (13.9) (cf. footnote 19).
Let us finally discuss case I, i.e., the space of all local forms (with a possible,
explicit x-dependence). In this case Eq. (13.16) holds for In−1α ∈ I with I as in
(13.8). In contrast to case II, dIn−1α may thus contain field monomials which involve
only undifferentiated F Iµν because I
n−1α may depend explicitly on the spacetime
coordinates xµ. Therefore the arguments that have led us to Eq. (13.19) do not
apply in case I. In fact one finds in all spacetime dimensions n 6= 4 that Eq. (13.19)
19The same argument yields P (F ) ≈ dI, I ∈ I ⇒ P (F ) = 0 in case II.
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need not hold in case I. Rather, if n 6= 4, (13.10) does not impose any restriction
on the PI(C) at all, i.e., the terms in ω
n−1 related to the PI(C) can be lifted to a
solution ωn for any set {PI(C)}. This solution is dnx a where
a = (C∗I + A∗µIAJµ∂J −
1
2
F µνIAJµA
K
ν ∂K∂J)PI(C)
+ 2
n−4
F Iµν(x
µA∗νJ + xµF ρνJAKρ ∂K +
1
4
F µνJxρAKρ ∂K)∂(IPJ)(C). (13.21)
dnx a fulfills (13.19), i.e., s(dnx a)+dan−1 = 0 where an−1 is indeed of the form (13.6),
an−1 = [⋆A∗I + (⋆F I)AJ∂J ]PI(C) +
1
(n−1)!
dxµ1 . . . dxµn−1ǫµ1...µnI
µn ,
Iµ = 2
n−4
(
1
4
xµF IνρF
νρJ + F µνIF Jνρx
ρ
)
∂(IPJ)(C).
Note that both a and an−1 depend explicitly on xµ and are therefore present only in
case I but not in case II, except when ∂(IPJ)(C) = 0 (then d
nx a reproduces the first
line of (13.20). When one multiplies a by n−4, one gets solutions for all n. For n = 4,
they become solutions of the form [K∆+j∆A
I∂I ]P
∆(C) with gauge invariant Noether
currents j∆ ∈ I involving explicitly the xµ. One may now proceed along the previous
lines. However, two questions remain open in case I: Does (13.10) impose restrictions
on the PI(C) when n = 4 ? Are there characteristic classes P (F ) with form-degree
n which are trivial in the equivariant characteristic cohomology Hchar(d, I) with I as
in (13.8) ? (See also footnote 17.)
13.3 Uniqueness of Yang-Mills cubic vertex
We now use the above results to discuss the consistent deformations of the action
(13.1). Requiring that the interactions be Poincare´ invariant, the relevant results are
those of case II.
As shown in [19], the consistent deformations of an action are given, to first order
in the deformation parameter, by the elements of H0,n(s|d), i.e., here, from (13.20),
ω0,n = [⋆C∗I∂I + (⋆A
∗I)AJ∂J∂I +
1
2
(⋆F I)AJAK∂K∂J∂I ]P (C)
+Bn + In + [K∆ + j∆A
I∂I ]P
∆(C) (13.22)
where P (C) has ghost number 3 and P∆(C) ghost number one (Pα(C) in (13.20)
has ghost number zero and thus is a constant; this has been taken into account in
(13.22)).
The term Bn is the familiar Chern-Simons term [80], and exists only in odd
dimensions. It belongs to the small algebra and is of the form AF . . . F . The term
In is strictly gauge-invariant and thus involves the abelian field strengths and their
derivatives. Born-Infeld or Euler-Heisenberg deformations are of this type. Since
these terms are well understood and do not affect the gauge symmetry, we shall drop
them from now on and focus on the other two terms, which are,
[⋆C∗I∂I + (⋆A
∗I)AJ∂J∂I +
1
2
(⋆F I)AJAK∂K∂J∂I ]P (C) (13.23)
and
[K∆ + j∆A
I∂I ]P
∆(C) (13.24)
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Expression (13.23) involves the antifields conjugate to the ghosts, while (13.24) in-
volves only the antifields conjugate to AI .
Now, it has also been shown in [19] (see [137] for further details) that deforma-
tions involving nontrivially the antifields do deform the gauge symmetries. Those
that involve the antifields conjugate to the ghosts deform not only the gauge trans-
formations but also their algebra; while those that involve only A∗I modify the gauge
transformations but leave the gauge algebra unchanged (at least to first order in the
deformation parameter).
Writing P (C) = (1/3!)fIJKC
ICJCK (with fIJK completely antisymmetric), one
gets from (13.23) that the deformations of the theory that deform the gauge algebra
are given by
1
2
⋆ C∗IfIJKC
JCK + (⋆A∗I)AJfIJKC
K + 1
2
(⋆F I)AJAKfIJK
= −dnx (1
2
fIJKC
KCJC∗I + fIJKA
J
µC
KA∗µI + 1
2
fIJKF
µνIAJµA
K
ν ). (13.25)
The term independent of the antifields is the first order deformation of the action,
and one recognizes the standard Yang-Mills cubic vertex – except that the fIJK are
not subject to the Jacobi identity at this stage. This condition arises, however,
when one investigates consistency of the deformation to second order: the defor-
mation is obstructed at second order by a non trivial element of H1,n(s|d) unless∑
K(fIJKfKLM + fJLKfKIM + fLIKfKJM) = 0 [20]. The obstruction is precisely
of the type (13.23), with P (C) = −(1/36)
∑
K fIJKfKLMC
ICJCLCM . The field
monomials in front of the antifields in (13.25) give the deformations of the BRST
transformations of the ghosts and gauge fields respectively (up to a minus sign) and
provide thus the nonabelian extension of the abelian gauge transformations and their
algebra. Thus, one recovers the known fact that the Yang-Mills construction provides
the only deformation of the action for a set of free abelian gauge fields that deforms
the algebra of the gauge transformations at first order in the deformation parame-
ter. Any consistent interaction which deforms nontrivially the gauge algebra at first
order contains therefore the Yang-Mills vertex. Furthermore, this deformation au-
tomatically incorporates the Lie algebra structure underlying the Yang-Mills theory,
without having to postulate it a priori. This result has been derived recently in [220],
along different lines und under stronger assumptions on the form of the new gauge
symmetries. These extra assumptions are in fact not necessary as the cohomological
derivation shows.
Having dealt with the deformations (13.23), we can turn to the deformations
(13.24), which do not deform the (abelian) gauge algebra at first order although they
do deform the gauge transformations. These involve Lorentz covariant and gauge
invariant conserved currents jµ∆. An example of a deformation of this type is given
by the Freedman-Townsend vertex in three dimensions [111, 3]. In four dimensions,
however, the results of [203] indicate that there is no (non trivial) candidate for
jµ∆. There is an infinite number of conservation laws because the theory is free, but
these do not involve gauge invariant Lorentz vectors. Thus, there is no Poincare´
invariant deformation of the type (13.24) in four dimensions. This strengthens the
above result on the uniqueness of the Yang-Mills cubic vertex, which is the only
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vertex deforming the gauge transformations in four dimensions. Accordingly, in four
dimensions, the most general deformation of the action for a set of free abelian gauge
fields is given, at first order, by the Yang-Mills cubic vertex and by strictly gauge
invariant deformations. We do not know whether the results of [203] generalize to
higher dimensions, leaving the (unlikely in our opinion) possibility of the existence of
interactions of the type (13.24) in n > 4 dimensions, which would deform the gauge
transformations without modifying the gauge algebra at first order in the deformation
parameter.
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14 Three-dimensional Chern-Simons theory
14.1 Introduction – H(s)
We shall now describe the local BRST cohomology in 3-dimensional pure Chern-
Simons theory with general gauge group G, i.e., G may be abelian, semisimple, or
the direct product of an abelian and a semisimple part. Since pure Chern-Simons
theory is of the Yang-Mills type, theorem 11.1 applies to it when the gauge group
is semisimple. So, the Chern-Simons case is not really special from this point of
view. However, the results are particularly simple in this case because the theory is
topological. As we shall make it explicit below, there is no non-trivial local, gauge-
invariant function and the BRST cohomology reduces to the Lie algebra cohomology
with coefficients in the trivial representation.
It is because of this, and because of the physical interest of the Chern-Simons
theory, that we devote a special section to it.
The Chern-Simons action is [80]
SCS =
∫
gIJ [
1
2
AIdAJ + 1
6
e fKL
IAJAKAL]. (14.1)
where gIJ = δIJ for the abelian part of G and gIJ = fIK
LfJL
K for the nonabelian
part. This yields explicitly
sAµ∗I =
1
2
gIJǫ
µνρF Jνρ + eC
JfJI
KAµ∗K ,
s C∗I = −DµA
µ∗
I + eC
JfJI
KC∗K . (14.2)
Again we shall determine H(s,Ω) both in the space of all local forms (case I) and in
the space of Poincare´-invariant local forms (case II).
We first specify H(s,Ω) in these cases, using the results of Section 8. Since in
pure Chern-Simons theory the field strengths vanish weakly and do not contribute to
H(s,Ω) at all, we find from this section that in case I H(s,Ω) is represented by poly-
nomials in the θr(C) which can also depend explicitly on the spacetime coordinates
xµ and the differentials dxµ,
Case I: sω = 0 ⇔ ω = P (θ(C), x, dx) + sη . (14.3)
In case II, a similar result holds, but now no xµ can occur and Lorentz invariance
enforces that the differentials can contribute nontrivially only via the volume form
d3x,
Case II: sω = 0 ⇔ ω = Q(θ(C)) + d3xP (θ(C)) + sη . (14.4)
(14.3) and (14.4) provide the solutions of the consistency condition with a trivial
descent. They also yield the bottom forms which can appear in nontrivial descents.
To find all solutions with a nontrivial descent, we investigate how far these bottom
forms can be lifted to solutions with higher form-degree.
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14.2 BRST cohomology in the case of x-dependent forms
In order to lift a bottom form P (θ(C), x, dx) once, it is necessary and suffi-
cient that dxP (θ(C), x, dx) = 0 where dx = dx
µ∂/∂xµ (this is nothing but Eq.
(11.14), specified to P (θ(C), x, dx) = Iα(x, dx)Θα). dxP (θ(C), x, dx) = 0 implies
P (θ(C), x, dx) = Q(θ(C)) + dxP
′(θ(C), x, dx) by the ordinary Poincare´ lemma, and
thus P (θ(C), x, dx) = Q(θ(C)) + dP ′(θ(C), x, dx) + s[AI∂IP
′(θ(C), x, dx)] where we
used once again Eq. (11.13) and the notation
∂I =
∂
∂CI
.
The pieces dP ′(. . .)+s[AI∂IP
′(. . .)] are trivial and can thus be neglected without loss
of generality. Hence, all bottom forms which can be lifted once can be assumed to be
of the formQ(θ(C)). Furthermore there are no obstructions to lift these bottom forms
to higher form-degrees. An elegant way to see this and to construct the corresponding
solutions at higher form-degree is the following. We introduce
CI = CI + AI + ⋆A∗I + ⋆C∗I , (14.5)
where
⋆A∗I =
1
2
dxµdxνǫµνρg
IJA∗ρJ , ⋆C
∗I = d3xgIJC∗J ,
(see also for instance [75]). Using (14.2), one verifies
(s+ d) CI =
1
2
e fJK
ICKCJ . (14.6)
Hence, (s+d) acts on the CI exactly as s acts on the CI . This implies (s+d)θr(C) = 0
(which is analogous to sθr(C) = 0) and thus
(s+ d)Q(θ(C)) = 0. (14.7)
This equation decomposes into the descent equations s[Q]3+d[Q]2 = 0, s[Q]2+d[Q]1 =
0, s[Q]1 + d[Q]0 = 0, s[Q]0 = 0 where [Q]p is the p-form contained in Q(θ(C)),
Q(θ(C)) =
3∑
p=0
[Q]p
[Q]0 = Q(θ(C))
[Q]1 = AI∂I Q(θ(C))
[Q]2 = [1
2
AIAJ∂J∂I + ⋆A
∗I∂I ] Q(θ(C))
[Q]3 = [1
6
AIAJAK∂K∂J∂I + A
I ⋆ A∗J∂J∂I + ⋆C
∗I∂I ]Q(θ(C)). (14.8)
We conclude that the general solution of the consistency condition is at the various
form-degrees given by
Case I: H∗,0(s|d,Ω) : ω0 ∼ P (θ(C), x)
H∗,1(s|d,Ω) : ω1 ∼ [Q]1 + dxµPµ(θ(C), x)
H∗,2(s|d,Ω) : ω2 ∼ [Q]2 + dxµdxνPµν(θ(C), x)
H∗,3(s|d,Ω) : ω3 ∼ [Q]3 (14.9)
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where one can assume that dxµPµ(θ(C), x) and dx
µdxνPµν(θ(C), x) are not dx-closed
because otherwise they are trivial by the arguments given above. For the same
reason every contribution d3xP (θ(C), x) to ω3 is trivial (it is a volume form and thus
automatically dx-closed) and has therefore not been written in (14.9).
14.3 BRST cohomology in the case of Poincare´ invariant
forms
This case is easy. By Eq. (14.4), all nontrivial bottom forms that can appear in case
II are either 0-forms Q(θ(C)) or volume-forms d3xP (θ(C)). We know already that
the former can be lifted to the above Poincare´-invariant solutions [Q]1, [Q]2 and [Q]3.
Hence, we only need to discuss the volume-forms d3xP (θ(C)). They are nontrivial in
case II, in contrast to case I, except for the banal case that P (θ) vanishes identically.
Indeed, assume that d3xP (θ(C)) is trivial, i.e., that d3xP (θ(C)) = sη3+dη2 for some
Poincare´-invariant local forms η3 and η2. The latter equation has to hold identically
in all the fields, antifields and their derivatives. In particular, it must therefore be
fulfilled when we set all fields, antifields and their derivatives equal to zero except
for the undifferentiated ghosts. This yields an equation P (θ(C)) = sh(C) since η2
does not involve xµ in case II (in contrast to case I). By the Lie algebra cohomology,
P (θ(C)) = sh(C) implies P (θ(C)) = 0, see Section 8. Hence, in the space of Poincare´-
invariant local forms, no nonvanishing volume-form d3xP (θ(C)) is trivial and the
general solution of the consistency condition reads
Case II: H∗,0(s|d,Ω) : ω0 ∼ [Q]0
H∗,1(s|d,Ω) : ω1 ∼ [Q]1
H∗,2(s|d,Ω) : ω2 ∼ [Q]2
H∗,3(s|d,Ω) : ω3 ∼ [Q]3 + d3xP (θ(C)). (14.10)
Antifield dependence. [Q]2 and [Q]3 contain antifields. This antifield dependence
can actually be removed by the addition of trivial solutions, except when Q(θ(C))
contains abelian ghosts. For instance, consider a θr(C) = −
1
3
eTr(C3) with m(r) = 2.
We know that this θr(C) can be completed to qr(C˜, F ) = Tr[C˜F −
1
3
eC˜3], C˜ = C+A,
which satisfies (s+d)qr(C˜, F ) = 0 in 3 dimensions, see subsection 10.6. The solutions
arising from qr(C˜, F ) do not involve antifields and are indeed equivalent to those
obtained from θr(C) = −
1
3
eTr(C3). Namely one has
Tr(C˜F − 1
3
e C˜3) = −1
3
eTr(C3) + (s+ d)Tr(C˜ ⋆ A∗ + C˜ ⋆ C∗)
where ⋆A∗ = ⋆A∗ITI , ⋆C
∗ = ⋆C∗ITI . Analogous statements apply to all θr(C) with
m(r) > 1 and thus to all polynomials thereof. In particular, when the gauge group is
semisimple, all [Q]p can be replaced by antifield independent representatives arising
from polynomials Q(q(C˜, F )). It is then obvious that (14.9) and (14.10) reproduce
theorem 11.1 when the gauge group is semisimple: in the notation of theorem 11.1,
one gets solutions B1, B2 and B3 given by the 1-, 2- and 3-forms in Q(q(C˜, F )), and
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solutions Iα(x, dx)Θα given by P (θ(C), x), dx
µPµ(θ(C), x) and dx
µdxνPµν(θ(C), x)
in case I, and by [Q]0 and d3xP (θ(C)) in case II respectively. In particular there
are no solutions V∆α when the gauge group is semisimple case because there are no
nontrivial Noether currents at all in that case. The latter statement follows directly
from the results, because H−1,3(s|d,Ω) is empty when the gauge group is semisimple.
In contrast, the antifield dependence cannot be completely removed when
Q(θr(C)) contains abelian ghosts (recall that the abelian ghosts coincide with those
θr(C) which m(r) = 1). For instance, the abelian CI satisfy (s + d)CI = 0 and pro-
vide thus solutions to the descent equations by themselves. The 3-form solution in an
abelian CI is d3xC∗I . This is a nontrivial solution because it is also a nontrivial rep-
resentative of H32 (δ|d,Ω), see Section 6. Since it is a nontrivial solution with negative
ghost number, it is impossible to make it antifield independent.
14.4 Examples
Let us finally spell out the results for Hg,3(s|d,Ω), g ≤ 1, when the gauge group is
either simple and compact, or purely abelian. The generalization to a general gauge
group (product of abelian factors times a semi-simple group) is straightforward.
Simple compact gauge group. In this case Hg,3(s|d,Ω) vanishes for g < 0 and
g = 1, while H0,3(s|d,Ω) is one-dimensional and represented by the 3-form ω0,3
contained in −1
3
eTr(C3) (both in case I and II),
Hg,3(s|d,Ω) = 0 for g < 0 and g = 1, (14.11)
ω0,3 = −eTr[1
3
A3 + (CA+ AC) ⋆ A∗ + C2 ⋆ C∗] . (14.12)
Purely abelian gauge group. In this case we have Q(θ(C)) ≡ fI1...IkC
I1 · · ·CIk
where fI1...Ik are arbitrary constant antisymmetric coefficients. In case I, this yields
the following nontrivial representatives of Hg,3(s|d,Ω) for g = −2, . . . , 1:
ω−2,3 = fI ⋆ C
∗I
ω−1,3 = 2fIJ(A
I ⋆ AJ + CI ⋆ C∗J)
ω0,3 = fIJK(A
IAJAK + 6CIAJ ⋆ A∗K + 3CICJ ⋆ C∗K)
ω1,3 = fIJKLC
I(4AJAKAL + 12CJAK ⋆ A∗L + 4CJCK ⋆ C∗L). (14.13)
In case II one gets in addition representatives of H0,3(s|d,Ω) and H1,3(s|d,Ω) given
by the volume element d3x and by d3x aIC
I respectively (with aI arbitrary constant
coefficients).
133
15 References for other gauge theories
In this section, we give references to works where the previous algebraic techniques
have been used to find the general solution of the consistency condition with antifields
included (and for the BRST differential associated with gauge symmetries) in other
field theoretical contexts.
Some aspects of local BRST cohomology for the Stueckelberg model are inves-
tigated in [95]. The general solution of the Wess-Zumino consistency condition for
gauged non-linear σ-models is discussed in [141, 143].
Cohomological techniques (Poincare´ lemma, BRST cohomology) have been re-
cently analyzed on the lattice in [173, 112, 196].
Algebraic aspects of gravitational anomalies [2] are discussed in [18, 38, 166, 57,
187, 93]. The general solution of the consistency condition without antifields is given
in [64]; this work is extended to include the antifields in spacetime dimensions strictly
greater than two in [25], where again, the cohomology of the Koszul-Tate differential
is found to play a crucial roˆle.
In 2 spacetime dimensions, these groups have been analyzed in the context of the
(bosonic) string world sheet action coupled to backgrounds in [42, 44, 49, 226, 15, 16,
73, 198, 53]. Complete results, with the antifields included, are derived in [67, 68, 70].
Algebraic results on the Weyl anomaly [74, 79, 81] may be found in [56, 58].
Algebraic aspects of the consistency condition for N = 1 supergravity in 4 dimen-
sions have been discussed in [59, 43, 66, 183]. The complete treatment, with antifields
included, is given in [69].
For p-form gauge theories, the local BRST cohomology groups without antifields
have been investigated in [39] and more recently, with antifields, in [139, 138, 213,
140, 113, 142, 160].
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