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OPEN-CLOSED TQFT STRING OPERATIONS FOR DISC
COBORDISMS, SIMULTANEOUS SADDLE INTERACTIONS,
AND CONSTANT HOMOLOGY CLASSES
HIROTAKA TAMANOI
Abstract. In [10], we showed that most of the open-closed topological quan-
tum field theory (TQFT) string operations vanish including all the higher
genus TQFT operations, and we described a small list of genus zero open-
closed TQFT string operations which can be nontrivial. In this paper, we
consider open-closed string operations associated to open-closed cobordisms
homeomorphic to discs. These operations constitute the main part of genus
zero string operations, and they include the saddle string operation of two open
strings interacting at their internal points. We show not only that disc string
operations are independent of their half-pair-of-pants decompositions but also
that these disc string operations can be computed by simultaneous saddle in-
teractions of incoming open strings at the same point, and they take values in
homology classes of constant open strings on some closed orientable submani-
folds, which we will precisely determine. We will also discuss a role played by
fundamental constant homology classes in open-closed string topology. Our
main tools are saddle interaction diagrams and their deformations.
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2 HIROTAKA TAMANOI
1. Introduction
Let M be an oriented closed connected smooth manifold of dimension d and
let LM be its free loop space of continuous loops in M . Chas and Sullivan [1]
discovered the Batalin-Vilkovisky algebra structure in the homology of the free loop
space H∗(LM) = H∗+d(LM), and started string topology. Subsequently, string
operations in closed string topology were constructed using homotopy theoretic
methods in [3] and also in [2]. In this paper, we discuss string operations in open-
closed string topology, continuing our discussion in [10].
Let Σ be an orientable 2-dimensional open-closed cobordism surface in open-
closed string topology whose free boundary components are labeled by oriented
closed submanifolds I, J,K, L, . . . of M . It is assumed that Σ has at least one
outgoing closed or open string (positive boundary condition). Let PIJ be the space
of open strings consisting of continuous maps γ : [0, 1]→M starting at points in I
and ending at points in J . Suppose Σ has p incoming and q outgoing closed strings,
and suppose (I, J)’s are labels of incoming open strings and (K,L)’s are labels of
outgoing open strings. Then open-closed string topology associates an operator
µΣ, the TQFT string operation associated to the open-closed cobordism Σ, of the
following form (modulo Ku¨nneth Theorem),
µΣ : H∗(LM)
⊗p ⊗
⊗
(I,J)H∗(PIJ ) −→ H∗(LM)
⊗q ⊗
⊗
(K,L)H∗(PKL),
determined up to sign ([7], [8]). See also [5] for genus 0 open-closed TQFT, and
[6] for a categorical approach to open-closed TQFT of arbitrary genera. In [4],
Godin constructed higher string operations associated to homology classes of the
mapping class groups of open-closed cobordism surfaces, when only one label is used
in open-closed string topology. The TQFT operations in this paper correspond to
degree zero homology classes of the mapping class groups, and they depend only
on the homeomorphism types of open-closed cobordism surfaces with labeled free
boundaries. For more information on higher string operations, see [11] where we
showed that stable higher string operations are all trivial. We often omit the phrase
TQFT and simply refer to them as string operations.
In [9] and [10], we showed that most of the open-closed TQFT string operations,
including all the higher genus ones, vanish, except for string operations associated
to the following open-closed cobordisms Σ of genus zero:
(1) Σ has genus 0, one window, with no open strings, and with one outgoing
closed string.
(2) Σ has genus 0, with no windows, no outgoing open strings, and with 1 or 2
outgoing closed strings.
(3) Σ has genus 0, no windows, no outgoing closed strings, and all outgoing
open strings are along exactly one boundary component of Σ which may
also contain incoming open strings.
In Theorem B and in Figures 1 to 5 of [10], we listed five types (I) to (V) of
open-closed cobordisms with possibly nontrivial string operations. The above case
(1) corresponds to (I) in Theorem B, the case (2) corresponds to (II) and (III) in
Theorem B, and the case (3) corresponds to (IV) and (V) of Theorem B in that
paper.
The associated string operations in the cases (1) and (2) can be immediately
described, provided that we explicitly know closed string products (loop products)
and open string products for M . For the description of open window operation and
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Figure 1. A disc cobordism Σ with no incoming open strings
and r + 1 outgoing open strings η1, η2, . . . , ηr+1 having arc labels
K1,K2, . . . ,Kr between open strings. The associated string oper-
ation has values in homology classes of constant open strings. See
Theorem A.
closed window operation, see Proposition 3.2 and Proposition 3.6 in [10]. With these
informations, computing string operations in case (3) reduces to understanding the
TQFT string operations associated to open-closed cobordisms homeomorphic to
discs, which is the purpose of this paper.
Of course, we can compute the string operation associated to a disc cobordism Σ
by decomposing Σ into half-pair-of-pants, and then composing open string products
and coproducts according to the decomposition of Σ. Here, a half-pair-of-pants is
an open cobordism of the form or whose corresponding string operations
are the open string product and the coproduct. However, precise understanding of
the open string product and coproduct is not so easy. Furthermore, if we compose
open string products and coproducts according to a pair-of-pants decomposition of
a disc cobordism Σ, we can easily imagine that the resulting string operation can
be very complicated.
In this paper, we aim at describing qualitative properties of disc string oper-
ations. See Theorem B and Theorem C below. However, one case in which an
explicit computation is possible is when Σ has only outgoing open strings and no
incoming open strings. Let k be the coefficient field of homology.
Theorem A. Let Σ is an open-closed cobordism homeomorphic to a disc with
r + 1 outgoing open strings and no incoming open strings with r ≥ 0. Suppose
that its free boundaries are labeled by closed oriented mutually transversal subman-
ifolds I,K1, . . . ,Kr, where I is the outer most label of Σ (See Figure 1 ). Then the
associated string operation µΣ is given by
µΣ :k −→ H∗(PIK1)⊗H∗(PK1K2)⊗ · · · ⊗H∗(PKrI),
µΣ(1) = ±(s∗ ⊗ · · · ⊗ s∗) ◦ (φr+1)∗
(
[I ∩K1 ∩ · · · ∩Kr]
)
,
where φr+1 is the iterated diagonal map into (r + 1)-fold Cartesian product of I ∩
K1 ∩ · · · ∩ Kr, and s the inclusion map from I ∩ K1 ∩ · · · ∩ Kr into PKiKi+1 for
0 ≤ i ≤ r with K0 = Kr+1 = I.
Note that the image µΣ(1) is a homology class of constant paths. This constancy
of resulting homology classes turns out to be always the case for (iterated) open
string coproducts and general string operations with at least two outgoing strings.
Moreover, open string products with basic constant homology classes [I ∩ J ] ∈
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Figure 2. A disc cobordism with alternating m incoming open strings
γ1, γ2, . . . , γm and m outgoing open strings η1, η2, . . . , ηm, with free
arc labels K1,K2, . . . ,K2m between open strings. The corresponding
string operation is described in Theorem C.
H∗(PIJ ) always result in constant homology classes, and they are closely related to
the first and the last terms in the open string coproduct.
More precisely, let ϕJ : H∗(PIK) → H∗(PIJ ) ⊗ H∗(PJK) be the open string
coproduct map in which open strings are split along the submanifold J , and let
µJ : H∗(PIJ )⊗H∗(PJK)→ H∗(PIK) be the open string product along J .
Theorem B. (1) The open string coproduct map ϕJ factors through homology
groups of constant open strings, as follows.
H∗(PIK)
ϕJ //
))RRR
RR
RR
RR
RR
RR
R
H∗(PIJ )⊗H∗(PJK)
H∗(I ∩ J)⊗H∗(J ∩K)
s∗⊗s∗
OO
Here s∗ is induced from an appropriate inclusion map.
(2) For a ∈ H∗(PIK), the first and the last terms in the open string coproduct
ϕJ(a) is given by open string products with the basic constant homology classes
[J ∩K] and [I ∩ J ] up to sign:
ϕJ (a) = µK(a⊗ [J ∩K])⊗ (±1) + · · ·+ (±1)⊗ µI([I ∩ J ]⊗ a),
where µK(a ⊗ [J ∩ K]) ∈ H∗(PIJ ) and µI([I ∩ J ] ⊗ a) ∈ H∗(PJK) are certain
homology classes of constant open strings.
For a precise statement on the nature of the open string product with basic
constant homology classes [I ∩ J ] ∈ H∗(PIJ ), see part (2) in Theorem 4.2.
Although the open string product can be highly nontrivial, the above result
shows that the open string coproduct behaves in a much simpler way. This is
similar to the situation in closed string topology. In [9] we showed that the loop
coproduct in H∗(LM) behaves in a dramatically simpler way compared with the
loop product: the coproduct is nontrivial only on Hd(LM) with d = dimM and
then it has values in constant homology classes in H0(LM)⊗H0(LM).
Since the method of the proof of Theorem B, stated as Theorem 4.2 in §4, is
homological, we also give geometric explanation of the above result of constant
homology classes in terms of transverse intersection of cycles in the spirit of [1].
This explanation should be more intuitive and illuminating. See the discussion
following the proof of Theorem 4.2. There, we also point out a role played by
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homology classes of constant closed strings in the H∗(LM)-module structure on
H∗(PJK). See (4.1).
We can state similar results for general iterated coproducts. See Theorem 4.5 in
§4.2. The basic idea of the proof is to deform sewing diagrams (§2) for iterated open
string coproducts to degenerate configurations which manifest essential qualitative
features of these operations.
Now let Σ be a general open-closed cobordism homeomorphic to a disc. We
examine the associated string operation µΣ. By use of open string products and
open string coproducts, we are reduced to the case in which incoming open strings
and outgoing open strings alternate along the boundary of Σ. To be more precise,
let K1,K2, . . . ,K2m be labels for free arcs along the boundary of Σ separated by
open strings. For convenience, let Pi,j = PKi,Kj . For 1 ≤ k ≤ m suppose that
P2k−1,2k and P2k+1,2k represent the configuration spaces of k-th incoming and k-th
outgoing open strings. See Figure 2. Then the string operation µΣ is of the form
(1.1) µΣ :
m⊗
k=1
H∗(P2k−1,2k) −→
m⊗
k=1
H∗(P2k+1,2k).
We show that elements in the image of µΣ are not only homology classes of
constant open strings, but also they are constant homology classes contained in
some specific orientable submanifolds which depend only on Σ and labeling sub-
manifolds K1,K2, . . . ,K2m, and we describe them explicitly in Theorem C. This
is a consequence of various possible interactions of the m incoming open strings
{γk}1≤k≤m at their internal points, not just at their end points. If we visualize
two open strings moving in the manifold M , it is far more likely that they meet at
their internal points, rather than at their end points, which occur as special cases.
When two incoming open strings interact at their internal points for cutting and
rejoining and become two outgoing open strings, they sweep out a surface which
looks like a saddle. In Proposition 3.5 of [10], this string operation is introduced
and is called a saddle operation, and we showed that double saddle operations are
always trivial. A saddle operation can be shown to be a composition of an open
string coproduct followed by an open string product. For details, see the discussion
of type (1) deformation of saddle interaction diagrams in §3.2.
We introduce sewing diagrams in §2 to encode sequences of open string prod-
ucts and coproducts resulting from half-pair-of-pants decompositions of open-closed
cobordisms. Note that in the open string product, two open strings interact at their
end points. To handle general open string interactions at internal points, we intro-
duce saddle interaction diagrams in §3 generalizing two-string saddle operations. A
generic saddle interaction diagram describes a family of open strings interacting as
pairs at their internal points. By deforming this configuration continuously, we can
consider various simultaneous saddle interaction processes of open strings in which
all incoming open strings meet and interact at the same point, and the location of
this interaction point on open strings is parametrized by ~t ∈ [0, 1]m. See Figure
3 and diagram (5.1) in §5. It turns out that under a mild condition, the associ-
ated string operations remain the same under this continuous deformation of saddle
interaction diagrams. Considering deformation into various simultaneous saddle in-
teraction diagrams, we can reveal intrinsic qualitative topological properties of disc
string operations which we describe in Theorem C below.
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t1 tk
tk+1 tm
γ1 γk γk+1 γm
ι~t γk+1
γk
γ1
γm
j~t
η1 ηk
γk+1|[0,tk+1]
γk|[tk,1]
ηm
Figure 3. A simultaneous saddle interaction of m incoming open
strings γ1, . . . , γm at the same point with parameter ~t = (t1, . . . , tm) ∈
[0, 1]m producing m outgoing open strings η1, . . . , ηk, . . . , ηm, where the
first part of ηk comes from the beginning portion of γk+1 and the sec-
ond part comes from the end portion of γk. This interaction gives rise
to a string operation µΣ(~t) defined in (5.3). See §5 for further explana-
tions.
We note that the open-closed cobordisms corresponding to saddle interaction
diagrams are disc cobordisms described in Figure 2.
As a special case of simultaneous saddle interactions, suppose incoming open
strings {γk}1≤k≤m interact simultaneously at their end points (head or tail vertices
carrying labels) rather than at their internal points, corresponding to corner points
of the space [0, 1]m parametrizing simultaneous saddle interactions. Here we treat
open string interactions at end points not as open string products and coproducts,
but as saddle interactions. For a discussion on the difference between sewing dia-
grams, which describe open string products and coproducts as special cases, and
saddle interaction diagrams, see Remark 3.2. Suppose the interacting end point on
the k-th incoming open string γk ∈ P2k−1,2k carries a label K2k−1+εk with εk = 0, 1
for 1 ≤ k ≤ m. The diagram for this simultaneous interaction is given in (5.5). For
a sequence ε = (ε1, ε2, . . . , εm) with ε = 0, 1, let Kε =
⋂m
k=1K2k−1+εk . Figure 4
describes such an interaction when ε = (1, . . . , 1, 0, . . . , 0) with the last 1 at the kth
position. In this saddle interaction, the simultaneous saddle interaction point on
the manifold M lies inside the orientable submanifold Kε, and one of the outgoing
open strings is a constant open string if ε 6= (0, . . . , 0), (1, . . . , 1).
Theorem C. The image of the string operation µΣ in (1.1) associated to a disc
cobordism Σ with alternating m incoming and m outgoing open strings with free arc
labels K1,K2, . . . ,K2m is contained in the following subgroup of constant homology
classes :
ImµΣ ⊂
m⊗
k=1
S2k+1,2k ⊂
m⊗
k=1
H∗(P2k+1,2k).
Here for each k, S2k+1,2k =
⋂
ε(sε)∗
(
H∗(Kε)
)
, where ε runs over sequences ε of
±1’s with εk = 1 and εk+1 = 0, and sε : Kε → K2k ∩ K2k+1 ⊂ P2k+1,2k is the
inclusion map.
For example, suppose Σ has two incoming open strings and two outgoing open
strings, arranged alternately. Let K1,K2,K3,K4 be oriented closed submanifolds
of M labeling four free boundary components of Σ so that PK1K2 ×PK3K4 denotes
the space of incoming open strings, and PK3K2 × PK1K4 denotes the space of out-
going open strings. The open-closed cobordism Σ describes the simplest saddle
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K2k+2
K2m−2
K2m
K1
K3
K2k−1
γk+1
γm−1
γm
γ1
γ2
γk
Kε
ιε
K1
K2
K3
K4
K2k−1
K2k
K2k+1
K2k+2
K2m−3
K2m−2
K2m−1
K2m
γ1 γ2 γk γk+1 γm−1 γm
jε
η1 ηk−1 ηk ηk+1 ηm−1 ηm
K3
Kε
K2k−1
Kε
Kε
Kε
K2k+2
Kε
K2m−2
K1
Kε
K2m
γ2 γk γk+1 γm−1 γ1
γm
Figure 4. A simultaneous saddle interaction of m incoming open
strings γ1,. . . ,γm when the interaction parameter ~t ∈ [0, 1]m is a cor-
ner value ε = (1, . . . , 1, 0, . . . , 0) with the last 1 is at the k-th position.
Here the first k incoming open strings meet at their head vertices and
the remaining m − k open strings meet at their tail vertices. The re-
sult of the interaction is m outgoing open strings η1, . . . , ηm. Note that
the k-th outgoing open string ηk is a constant open string contained in
the submanifold Kε. This observation leads to the proof of Theorem C
(Theorem 5.1). See §5 for further details.
interaction. See Figure 5. The associated saddle string operation factors through
the homology group of constant open strings as follows (Corollary 5.3).
H∗(PK1K2)⊗H∗(PK3K4)
µΣ //
++VVVV
VVV
VVV
VVV
VVV
VVV
H∗(PK3K2)⊗H∗(PK1K4)
H∗(K3 ∩K2)⊗H∗(K1 ∩K4)
s∗⊗s∗
OO
If K2 ∩K3 = ∅ or K1 ∩K4 = ∅, then we see that the above saddle string operation
vanishes. A general vanishing property of this type is given in Corollary 5.2. For
the case of the saddle interaction of three incoming open strings, see Corollary 5.4.
Theorem C is proved in Theorem 5.1 in §5.1.
The deformation process in the proof of Theorem C through simultaneous saddle
interactions can also be used to prove that the string operation µΣ is independent
of its half-pair-of-pants decomposition.
Theorem D. Let Σ be an open-closed cobordism homeomorphic to a disc. Then the
associated string operation µΣ is independent of the half-pair-of-pants decomposition
of Σ. Furthermore, the same string operation can be computed by a simultaneous
saddle interaction of incoming open strings at the same point (see Figure 3 and
Figure 4 ), which may be internal points or end points of open strings.
The organization of the paper is as follows. In §2, we introduce sewing diagrams
which describe instructions on how open string products and coproducts are to
be composed to produce string operations. In §3, saddle interaction diagrams are
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K1
K2
K4
K3
K1
K2
K4
K3
Figure 5. The saddle interaction of open strings has the following
form and has values in constant homology classes (see Corollary 5.3):
H∗(PK1K2)⊗H∗(PK3K4)→ H∗(PK3K2)⊗H∗(PK1K4).
introduced to describe more general interactions of open strings at their internal
points and discuss their degenerated simultaneous saddle interactions. This leads
to the proof of Theorem D given as Theorem 3.3. In §4, we show that iterated
coproducts have values in homology classes of constant open strings. We also dis-
cuss its relation to open string products with homology classes of constant open
strings. These lead to proofs of Theorem A and Theorem B given in Proposi-
tion 4.6 and in Theorem 4.2. Finally in §5, we describe a qualitative behavior of
string operations associated to disc cobordisms by considering various degenerated
simultaneous saddle interactions and prove Theorem C.
2. Sewing diagrams and open string interactions
Let Σ be an open-closed cobordism homeomorphic to a disc. For each choice
of its decomposition into half-pair-of-pants, we can compute the associated string
operation by composing open string products and coproducts according to the de-
composition. The decomposition data can be conveniently encoded into sewing
diagrams and their decompositions. In §3 we will discuss relations among differ-
ent sewing diagrams and show that the string operation µΣ associated to a disc
cobordism is independent of the decomposition, up to sign. The main ingredient
of our proof is open string interactions at internal points, which we call saddle
interactions.
2.1. Sewing diagrams. We first define various objects related to sewing diagrams.
A sewing graph H is a finite oriented forest whose vertices have degree at most
3, and whose vertices of degree 2 or 3 are neither sinks nor sources.
Let G be a disjoint union of oriented edges and let H be a sewing graph. The
graph G can be regarded as a trivial sewing graph. A sewing morphism f : G→ H
from G to H is an orientation preserving surjective map which can be decomposed
into a sequence of maps
(2.1) G
f1
−→ H1
f2
−→ H2
f3
−→ · · ·
fr
−→ Hr = H,
where H0 = G,H1, , H2, . . . , Hr are sewing graphs and f1, f2, . . . , fr are maps of
the following types:
(I) fi identifies two end vertices from different connected components, where
one of them is a head vertex and the other is a tail vertex.
(II) fi inserts a vertex into the interior of an edge.
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(III) fi identifies an end vertex and a degree 2 vertex arising as in (II) in different
components.
Thus, for a sewing morphism f : G→ H , the inverse image of a degree 2 vertex
is either two end vertices from distinct components, or an internal point of an edge.
In the first case, the degree 2 vertex is called of type (I), and in the latter case, of
type (II). The inverse image in G of a degree 3 vertex in H always consists of an
internal point of an edge and an end vertex of another edge.
A sewing morphism f : G→ H can be canonically extended to a sewing diagram
of the form
G
f
−→ H
f ′
←− G′,
where f ′ : G′ → H is another sewing morphism, by performing the following
operations to vertices v of H of degree 2 and 3. When the vertex v has degree 3,
let e1, e2, e3 be edges in H meeting at v such that e2 and e3 come from the same
edge in G, and e2 is directed toward v and e3 is directed away from v.
(1) If v is a degree 2 vertex of type (I), then erase the vertex from H to form
a new oriented edge. The orientation of the new edge is well defined since
the orientation of H is concordant at v.
v
(2) If v is a degree 2 vertex of type (II), then split v into two end vertices
carrying the same label as v, where edges adjacent to new vertices have the
same orientation as the original edge in G.
v
(3) If the vertex v is of degree 3 and the edge e1 is directed toward v, then cut
H at v so that the edge e2 ends at v, and edges e1 and e3 are joined in this
order and form a new oriented edge by erasing the vertex v.
e2 e3v
e1
e2
(4) If the vertex v is of degree 3 and the edge e1 is directed away from v, then
cut H at v so that e3 starts with the vertex v, and edges e2 and e1 are
joined in this order to form a new oriented edge by erasing the vertex v.
e2 e3v
e1
e3
Let G′ be the graph resulting from these operations performed on H . Since G′ is a
directed graph with only degree 1 vertices, it must be a disjoint union of oriented
edges, and the map f ′ : G′ → H , undoing the above operations on H , is a sewing
morphism. Note that (f ′)′ = f .
For a disjoint union G of oriented edges, a trivial sewing diagram is a diagram
of the form G
f
−→ G
f ′
←− G where both f and f ′ are identity maps.
When we have two sewing diagrams Gi
fi
−→ Hi
f ′i←− G′i for i = 1, 2, their union is
a sewing diagram of the form
G1 +G2
f1+f2
−−−−→ H1 +H2
f ′1+f
′
2←−−−− G′1 +G
′
2,
where + denotes a disjoint union of two graphs.
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I
J
K
L
I
L
K
J
Figure 6. An open-closed cobordism representing an open string co-
product followed by an open string product. This is the same as the
open-closed cobordism for the saddle operation in Figure 5.
A sewing diagram G
f
−→ H
f ′
←− G′ is called type (I) if f is a type (I) morphism
identifying exactly two end vertices from different edges. It is called type (II) if
f is a type (II) morphism inserting a vertex to the interior of an edge. Type (I)
sewing diagrams correspond to open string products, and type (II) sewing diagrams
correspond to open string coproducts. See §2.3.
Let G
f
−→ H
f ′
←− G′ be a sewing diagram. When vertices ofH carry labels, we can
consistently label vertices of G in such a way that a vertex v in G carry the same
label as the image vertex f(v) in H . Similarly, we can label vertices in G′. When
vertices of a sewing diagram are labeled in this way, we call it a labeled sewing
diagram. Thus, in a type (I) labeled sewing diagram, two vertices identified by
f : G→ H carry the same label. Similarly for a type (II) labeled sewing diagram.
Let G
f
−→ H
f ′
←− G′ be a sewing diagram, where both G and G′ are disjoint union
of oriented edges. The only topological invariant of G and G′ is their number of
edges which we denote by e and e′. Let p1 and p2 denote the number of vertices
of degree 2 of type (I) and (II), respectively, in H , and let p3 denote the number
of vertices of degree 3 in H . Then the number of edges e(H) of H is given by
e(H) = e + p2 + p3 on the one hand since p2 + p3 internal points of G become
vertices, and e(H) = e′ + p1 + p3 on the other hand. Hence the number of edges
of G and G′ are related by e′ = e + p1 − p2. In particular, if H has no degree 2
vertices, then G and G′ have the same number of edges.
Here is a simplest example of a sewing diagram.
I J
K L
I K J
L
K J
I L
This sewing diagram represents a composition of an open string coproduct of
PIJ along K followed by an open string product of PIK and PKL along K:
H∗(PIJ )⊗H∗(PKL)
ϕK⊗1
−−−−→ H∗(PIK)⊗H∗(PKJ)⊗H∗(PKL)
1⊗T
−−−→ H∗(PIK)⊗H∗(PKL)⊗H∗(PKJ )
µK⊗1
−−−−→ H∗(PIL)⊗H∗(PKJ )
See Figure 6 for the corresponding open cobordism. Any degree 3 vertex in a sewing
diagram represents a composition of this type, namely a saddle operation.
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2.2. Composition and decomposition of sewing diagrams. Next we will show
that any labeled sewing diagram is a composition of type (I) labeled sewing dia-
grams and type (II) labeled sewing diagrams in some order.
First we describe how to compose an arbitrary labeled sewing diagram with a
type (I) labeled sewing diagram. Let G
f
−→ H
f ′
←− G′ be a labeled sewing diagram.
Suppose G′ has two vertices v1 and v2 from different edges carrying the same label
such that f ′(v1) and f
′(v2) are distinct vertices in H , and identifying f
′(v1) and
f ′(v2) in H gives a map g
′′ of type (I) or (III) with respect to f . Thus either
both f ′(v1) and f
′(v2) are end vertices from different components of H such that
exactly one of them is a head vertex, or one of them is an end vertex and the
other is a vertex of type (II) with respect to f from another component of H . Let
G′
g
−→ H ′
g′
←− G′′ be a type (I) sewing diagram in which g identifies vertices v1
and v2 into a vertex v
′. Since v1 and v2 carry the same label, H
′ and G′′ can be
consistently labeled. Now we have the following diagram (a) in (2.2) in which g′′
is an identification map of two vertices f ′(v1) and f
′(v2) into a vertex v
′′, and f ′′
is induced from f ′ by mapping v′ in H ′ to v′′ in H ′′.
(2.2) (a) G
g′′◦f   B
BB
BB
BB
B
f // H
g′′

G′
f ′oo
g

H ′′ H ′
f ′′oo
G′′
f ′′◦g′
aaCCCCCCCC
g′
OO
(b) G
h′′◦f   B
BB
BB
BB
B
f // H
h′′

G′
f ′oo
h

H ′′ H ′
f ′′oo
G′′
f ′′◦h′
aaCCCCCCCC
h′
OO
Since H ′′ has vertices of degree at most 3 and g′′ : H → H ′′ is a type (I) map (if
both vertices f ′(v1) and f
′(v2) have degree 1) or type (III) map (if exactly one of
the vertices f ′(v1) or f
′(v2) has degree 2) with respect to f , the composition g
′′◦f :
G→ H ′′ is a sewing morphism, and the other sewing morphism f ′′ ◦ g′ : G′′ → H ′′
is induced from it. The resulting labeled sewing diagram T ′′ : G → H ′′ ← G′′ is
defined to be the composition of the labeled sewing diagrams T : G
f
−→ H
f ′
←− G′
and T ′ : G′
g
−→ H ′
g′
←− G′′, and we write T ′′ = T ′ ◦ T .
Next, we describe a composition of an arbitrary labeled sewing diagram with a
type (II) labeled sewing diagram. For a sewing diagram G
f
−→ H
f ′
←− G′, let p be
an internal point of an edge e in G′ such that f ′(p) is not a vertex in H . In this
case, let G′
h
−→ H ′
h′
←− G′′ be a labeled sewing diagram of type (II) inserting a new
vertex v′ at the internal point p of an edge e in G′. Let h′′ : H → H ′′ be a map
inserting a vertex v′′ at the internal point f ′(p) in H . We have the diagram (b) in
(2.2) in which f ′′ maps the vertex v′ to the vertex v′′. Again, since H ′′ has vertices
of degree at most 3, and h′′ is a map of type (II), the composition h′′ ◦ f : G→ H ′′
is a sewing morphism. The resulting labeled sewing diagram T ′′ : G → H ′′ ← G′′
is by definition the composition of the labeled sewing diagrams T : G → H ← G′
and T ′ : G′ → H ′ ← G′′. We write T ′′ = T ′ ◦ T .
Let T : G
f
−→ H
f ′
←− G′ be a labeled sewing diagram. For each choice of a
decomposition of the sewing morphism f into maps of types (I), (III), or type (II)
as in (2.1), there corresponds a sequence of type (I) or type (II) sewing diagrams
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T1, T2, . . . , Tr such that T is a composition of these elementary sewing diagrams:
(2.3) T = Tr ◦ · · · ◦ T2 ◦ T1.
Conversely, any such decomposition of a given sewing diagram into type (I) and
type (II) sewing diagrams gives a decomposition of f : G → H in the form (2.1).
In fact, these two types of decompositions are in bijective correspondence.
To each decomposition (2.3) of a labeled sewing diagram, we can associate an
open cobordism from open strings of type G to open strings of type G′ with labeled
free boundaries as follows.
Given a type (I) sewing diagram G
g
−→ H
g′
←− G′, let e1 and e2 be two distinct
oriented edges in G which are joined by g into an oriented edge e3 in G
′. To this
type (I) sewing diagram, we associate an open cobordism consisting of an open
string product cobordism with two incoming open strings e1, e2 and one outgoing
open string e3, and trivial open cobordisms for all the other edges in G. Similarly,
for a type (II) sewing diagram, we associate an open cobordism consisting of an
appropriate open string coproduct cobordism and trivial open cobordisms. The
labeling of free boundaries is done in an obvious way.
Given a decomposition of a sewing diagram T : G
f
−→ H
f ′
←− G′ in the form (2.3),
we sew open string cobordisms corresponding to T1, T2, . . . , Tr in this order. Since
type (I) sewing diagrams identify end vertices from different connected components
of sewing graphs and type (II) sewing diagrams split edges, the resulting open
string cobordism is homeomorphic to a disjoint union of discs, where the number
of connected components of the open cobordism is the same as the number of
connected components of the sewing graph H .
Thus, when H is connected, every choice of the decomposition of the sewing
morphism f : G → H gives rise to an open cobordism homeomorphic to a disc
equipped with a decomposition into half-pair-of-pants which are ordered according
to the sequence of the decomposition of f : G→ H .
Every open cobordism homeomorphic to a disc can be canonically decomposed
into three parts. We first combine adjacent incoming open strings if any, then the
resulting incoming open strings interact and they are recombined into outgoing open
strings of equal number, then finally some of the outgoing open strings are split
into several outgoing open strings. This decomposition corresponds to a canonical
decomposition of a given sewing diagram T : G
f
−→ H
f ′
←− G′ in the form T =
T2 ◦ T3 ◦ T1 constructed as follows. Let H1 be a sewing graph obtained from G by
identifying vertices in G corresponding to type (I) degree 2 vertices in H . We have
a sewing diagram T1 : G→ H1 ← G′′. Let H3 be a sewing graph with only vertices
of degree 1 and 3 obtained from H by erasing all degree 2 vertices. We have a
sewing diagram T3 : G
′′ → H3 ← G
′′′. Finally, let H2 be a sewing graph obtained
from G′ by identifying vertices in G′ coming from type (II) degree 2 vertices in
H . We have a sewing diagram T2 : G
′′′ → H2 ← G′. Each connected components
of open string cobordism corresponding to T1 is homeomorphic to a disc and has
exactly one outgoing open string, and similarly, each connected component of open
string cobordism for T2 is homeomorphic to a disc and has exactly one incoming
open string. Each connected component of the open string cobordism associated
to T3 is homeomorphic to a disc, and incoming open strings and outgoing open
strings alternate along its boundary. Consequently, there are the same number
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of incoming and outgoing open strings on each such component. We state this
canonical decomposition formally.
Proposition 2.1. Every labeled sewing diagram T admits a canonical decomposi-
tion of the form T = T2 ◦ T3 ◦ T1, where the labeled sewing graph Hi associated to
Ti for i = 1, 2, 3 has the following properties.
(1) H1 is a disjoint union of path graphs with only type (I) degree 2 vertices.
(2) H2 is a disjoint union of path graphs with only type (II) degree 2 vertices.
(3) H3 is a forest with only vertices of degree 1 or 3.
2.3. String operations associated to sewing diagrams. We can associate ho-
mology operations to sewing diagrams labeled by a family of oriented closed sub-
manifolds of M . These operations are TQFT string operations of the associated
open string cobordisms.
Let {Kλ}λ∈Λ be a family of closed oriented submanifolds of M , so called D-
branes. For a labeled graph H with vertex labeling given by ℓ : V (H)→ Λ, let
Map∗(H,M) = {γ : H →M | γ(v) ∈ Kℓ(v) for all v ∈ V (H)}
be the restricted mapping space consisting of continuous maps from H (regarded
as a topological space) to M such that vertices of H are mapped into submanifolds
specified by their labels. Thus, for example,
Map∗(V (H),M)
∼=
∏
v∈V (H)
Kℓ(v)
is an orientable manifold, and only when we specify an ordering of vertices of H ,
it becomes an oriented manifold.
A labeled sewing diagram T : G
f
−→ H
f ′
←− G′ labeled by {Kλ}λ∈Λ induces the
following pull-back diagram of fibrations:
Map∗(G,M)
f
←−−−− Map∗(H,M)
f ′
−−−−→ Map∗(G
′,M)
p
y py py
Map∗
(
f−1
(
V (H)
)
,M
) f¯
←−−−− Map∗
(
V (H),M
) f¯ ′
−−−−→ Map∗
(
f ′
−1(
V (H)
)
,M
)
Here, we use the same notation f and f ′ for induced maps on mapping spaces.
Note that f−1
(
V (H)
)
can contain internal points of G, as well as vertices of G.
Similarly for f ′
−1(
V (H)
)
.
Let K and K ′ be oriented closed submanifolds in the above family of labels, and
let PKK′ be the open string space of continuous paths from points in K to points
in K ′. Then, since G is a disjoint union of edges with vertex labels, the mapping
space Map∗(G,M) is homeomorphic to a product of open string spaces PKK′ for
some K,K ′.
Since smooth manifolds in the bottom line are orientable finite dimensional man-
ifolds, the smooth normal bundle to the embedding f¯ is also orientable. Conse-
quently, we have a Thom class of the normal bundle, well defined up to a sign.
This sign ambiguity is due to the lack of preferred ordering of elements in the
sets V (H) and f−1(V (H)). The Thom class allows us to define a transfer map f!
determined up to sign, and with a degree shift:
f! : H∗
(
Map∗(G,M)
)
→ H∗
(
Map∗(H,M)
)
.
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Let V1 and V2 be the set of vertices of H of degree 2 of type (I) and type (II),
respectively, and let V3 be the set of degree 3 vertices of H . The map f¯ between
base manifolds is a product of the following maps;
Kℓ(v1) ×Kℓ(v1) ←− Kℓ(v1) for v1 ∈ V1,
M ←− Kℓ(v2) for v2 ∈ V2,
M ×Kℓ(v3) ←− Kℓ(v3) for v3 ∈ V3.
The homology operation associated to a labeled sewing diagram T : G
f
−→ H
f ′
←− G′
is defined to be
(2.4) µT = f
′
∗ ◦ f! : H∗
(
Map∗(G,M)
)
→ H∗
(
Map∗(H,M)
)
→ H∗
(
Map∗(G
′,M)
)
,
which is an operation determined up to sign. This is the string operation associated
to the sewing diagram T .
For a labeled sewing diagram T : G
f
−→ H
f ′
←− G′ and an elementary sewing
diagram T ′ : G′
g
−→ H ′
g′
←− G′′ of type (I) or type (II), suppose they are composable
and we consider their composition T ′′ = T ′ ◦ T : G → H ′′ ← G′′ given in (2.2).
Applying the functor Map∗
(
( · ),M
)
, we get the following diagram of fibrations
over a diagram of their base manifolds:
Map∗(G,M) Map∗(H,M)
foo f
′
// Map∗(G
′,M)
Map∗(H
′′,M)
f◦g′′
hhQQQQQQQQQQQQ
g′′
OO
f ′′ //
g′◦f ′′ ((QQ
QQ
QQ
QQ
QQ
QQ
Map∗(H
′,M)
g
OO
g′

Map∗(G
′′,M)
The associated homology diagram with transfers is given by
H∗
(
Map∗(G,M)
) f! //
(g′′)!◦f! ))SSS
SS
SS
SS
SS
SS
S
H∗
(
Map∗(H,M)
) f ′
∗ //
(g′′)!

H∗
(
Map∗(G
′,M)
)
g!

H∗
(
Map∗(H
′′,M)
) f ′′
∗ //
(g′)∗◦(f
′′)∗ ))SSS
SS
SS
SS
SS
SS
S
H∗
(
Map∗(H
′,M)
)
g′
∗

H∗
(
Map∗(G
′′,M)
)
Since both triangles and the square commute up to sign, the entire diagram com-
mutes up to sign. Thus a composition of sewing diagrams gives rise to a composition
of string operations:
µT ′′ = µT ′ ◦ µT : H∗
(
Map∗(G,M)
)
−→ H∗
(
Map∗(G
′′,M)
)
,
where the operation µT ′ is an open string product or a coproduct.
Proposition 2.2. Let T : G
f
−→ H
f ′
←− G′ be a sewing diagram labeled by a family
of oriented closed submanifolds. For each choice of decomposition
G
f1
−→ H1
f2
−→ H2
f3
−→ · · ·
fr
−→ Hr = H
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of the sewing morphism f : G→ H into type (I), (II), (III) maps, let T1, T2, . . . , Tr
be the elementary sewing diagrams of type (I) or (II) so that we have T = Tr ◦
Tr−1 ◦ · · · ◦ T1. Then their corresponding string operations satisfy
µT = µTr ◦ µTr−1 ◦ · · · ◦ µT1 .
Thus for any decomposition of T into elementary sewing diagrams, the composition
of their corresponding open string products and coproducts is independent of the
decomposition of T and is equal to µT given in (2.4).
Since a type (I) sewing diagram corresponds to an open string product cobordism
and type (II) sewing diagram corresponds to an open string coproduct cobordism,
a decomposition of a sewing diagram above corresponds to a decomposition of the
corresponding open-closed cobordism Σ into an ordered sequence of half-pair-of-
pants. We refer to such ordered decomposition into half-pair-of-pants as belonging
to T . In terms of half-pair-of-pants decomposition, Proposition 2.2 can be restated
as follows.
Corollary 2.3. Let Σ be an open-closed cobordism homeomorphic to a disc. Then
the associated string operation µΣ depends only on the sewing diagram T , and
independent of decompositions of Σ into an ordered sequence of half-pair-of-pants
belonging to T .
In the next section, we show that µΣ is independent of the choice of the sewing
diagram T .
3. Saddle interaction diagrams and open string interactions
For further discussion, we need to allow open strings to interact at their internal
points. Thus, we introduce more general interaction diagrams called saddle inter-
action diagrams. We can then show that string operations for disc cobordisms are
independent of their decomposition into half-pair-of-pants, and thus independent
of sewing diagrams used for a given disc cobordism. This method also allows us
to prove in §5 that, when string operations involve open string coproducts, their
values are in homology classes of constant open strings.
3.1. Saddle interaction diagrams and associated string operations. Let G
be a graph consisting of r oriented edges e1, e2, . . . , er. Now suppose that these
edges are intersecting at a single point p. Call this configuration H . The point p
may be an internal point of an edge, but it can be an end vertex of an edge. For
each edge ej, the point p splits it into an incoming half edge e
′
j and an outgoing
half edge e′′j . When the point p is an end vertex of ej, then one of the half edges
is the entire edge and the other is a single vertex. To specify how these r edges
interact at p, we consider a bijection which we call a half-edge permutation at p:
σp : { incoming half edges at p }
∼=
−→ { outgoing half edges at p }
satisfying a condition that σp(e
′
j) 6= e
′′
j for all edges ej. This condition ensures that
none of the edges are redundant in the interaction. Given a half-edge permutation
σp for the configuration H above, the set G
′ of outgoing edges are obtained by
joining an incoming half-edge e′j and an outgoing half-edge σp(e
′
j) for each j. We
have a diagram of the form G → H ← G′. Here G′ may have a component
consisting of a single vertex. This is an example of a saddle interaction diagram,
which we define below.
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Definition 3.1. (1) Let G be a disjoint union of oriented edges. A saddle interac-
tion morphism is a continuous map f : G → H onto a forest-like configuration H
without loops obtained by intersecting edges of G, equipped with a half-edge per-
mutation at each intersection point of H . Vertices of H consist of images of vertices
of G. (The intersection points of H are not necessarily vertices in our sense. Thus,
H is not technically a graph in the usual sense.)
(2) Such a morphism can be canonically extended to a saddle interaction dia-
gram G
f
−→ H
f ′
←− G′, where G′ is obtained from H by recombining half-edges at
intersection points according to half-edge permutations.
(3) Let {Kλ}λ∈Λ be a family of closed oriented submanifolds which are closed
under transversal intersections. For the empty label ∅, we set K∅ = M . Suppose
vertices of G are labeled by ℓ : V (G)→ Λ. For a vertex v in H , if f−1(v) contains
vertices v1, v2, . . . , vs of G, then the vertex v in H is labeled by the transversal
intersection
⋂s
i=1Kℓ(vi). For a vertex v
′ in G′, its label is given by the label of the
vertex f ′(v′) in H . The resulting diagram is a labeled saddle interaction diagram.
(4) A simple saddle interaction diagram is a saddle interaction diagram in which
each intersection point of H comes from the intersection of exactly two edges of G
at their internal points.
Here is an example of a labeled saddle interaction diagram.
I J
K L
Q R
I J
K,R
L
Q
I L
Q J
K ∩R
Observe that when exactly two edges intersect, a half-edge permutation at the
intersection point is canonically determined in view of its nontrivial permutation
condition. Saddle interaction diagrams are introduced to deal with multiple saddle
interactions at internal points involving many open strings.
When two incoming open strings interact at internal points, recombining half-
edges, and become two outgoing open strings, this interaction traces a surface which
looks like a saddle. Hence the name saddle interaction in the above definition.
Remark 3.2. Sewing diagrams and saddle interaction diagrams are different. They
use different labeling scheme, and given G → H , the method of construction of
G′ are different, and saddle interaction morphism f : G → H does not introduce
new vertices in H , as in type (II) sewing morphisms. The difference becomes
most obvious when two open strings interact at their end points, as the following
diagrams show.
(i) A labeled sewing diagram with two incoming open strings interacting at
their end points carrying the same label J . This is the open string product
and the corresponding string operation decreases the homological degree
by dim J .
J L
I J
I J L I L
(ii) A labeled saddle interaction diagram with two incoming open strings inter-
acting at their end points carrying possibly different labels J and K. Note
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that one of the resulting outgoing string is a constant string moving in the
transverse intersection J ∩ K. The associated string operation decreases
the homological degree by dimM .
K L
I J
I J ∩K L
I L
J ∩K
When J = K in case (ii), J ∩J means the transverse intersection of J with
itself.
However, sewing diagrams without degree 2 vertices are examples of saddle inter-
action diagrams.
As with labeled sewing diagrams, we can associate a homology operation to
labeled saddle interaction diagrams. As before, let {Kλ}λ∈Λ be a family of closed
oriented submanifolds of M . Let T : G
f
−→ H
f ′
←− G′ be a labeled saddle interaction
diagram with the labeling map ℓ : V (G) → Λ for the vertex set V (G). Let ∆ be
the set of intersection points of H . By taking restricted mapping spaces Map∗ in
which vertices are mapped into corresponding submanifolds given by vertex labels,
we have the following pull-back squares of fibrations.
(3.1)
Map∗(G,M)
f
←−−−− Map∗(H,M)
f ′
−−−−→ Map∗(G
′,M)y y y
Map∗(f
−1(∆),M)
f¯
←−−−− Map∗(∆,M)
f¯ ′
−−−−→ Map∗((f
′)−1(∆),M)
Here we use the same notation f and f ′ for induced maps on mapping spaces. In the
bottom line, non-vertex points in ∆ which do not carry labels can map anywhere in
M . The same applies to restricted mapping spaces from sets f−1(∆) and (f ′)−1(∆)
into M . Thus for p ∈ ∆, if f−1(p) = {p1, p2, . . . , pk} ∪ {v1, v2, . . . , vr}, where vi’s
are vertices of G and pj ’s are internal points of G, then the point p carries the label⋂r
i=1Kℓ(vi) and the map f¯ is isomorphic to a product over p ∈ ∆ of the following
type of maps of codimension d(k + r − 1) for each p ∈ ∆, where d = dimM :
Mk ×
r∏
i=1
Kℓ(vi) ←−
r⋂
i=1
Kℓ(vi).
Although all labels represent oriented closed submanifolds, the normal bundle to
the embedding f¯ is only orientable because we do not have preferred ordering of
points in f−1(p) for each p ∈ ∆. Thus all the manifolds in the bottom line in the
above diagram are only orientable without preferred orientation. This still gives us
a Thom class of the normal bundle to f¯ well-defined up to sign. By pulling back
the Thom class to the fibration, we can define a transfer map
f! : H∗
(
Map∗(G,M)
)
−→ H∗
(
Map(H,M)
)
unique up to sign. We then define the string operation associated to labeled saddle
interaction diagram T : G
f
−→ H
f ′
←− G′ by
µT = f
′
∗ ◦ f! : H∗
(
Map∗(G,M)
)
−→ H∗
(
Map∗(G
′,M)
)
.
In (3.1), we used only intersection points ∆ of H . We would have obtained the
same string operation, up to sign, even if we used ∆ ∪ V (H) instead of ∆ in the
fibration diagram (3.1) of restricted mapping spaces, where V (H) is the vertex set
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of H . When T is a sewing diagram without degree 2 vertices, the associated string
operation µT defined earlier coincides with the present string operation for saddle
interaction diagrams when T is regarded as a saddle interaction diagram.
3.2. Homotopy of saddle interaction diagrams. Let T : G
f
−→ H
f ′
←− G′ be
a simple saddle interaction diagram so that each intersection point of H comes
from internal points of exactly two edges in G. Let µT be the associated string
operation. We consider a continuous deformation {Tt} of simple saddle interac-
tion diagrams. When the homotopy is through simple saddle interaction diagrams,
string operations do not change by homotopy invariance of transfer maps. Suppose
this continuous deformation approaches to a multiple saddle interaction diagram
or other degenerate diagrams in the ”‘boundary of the moduli space”’ of such dia-
grams. In this case, when certain transversality conditions are satisfied at the end
of the deformation, string operations remain the same during the deformation pro-
cess. This condition is automatically satisfied for the three deformation processes
we consider below as long as the family of closed oriented submanifolds we use as
labels of vertices are mutually transversal, which is assumed to be the case.
We observe that whatever the deformation process is from a simple saddle inter-
action diagram to a degenerate saddle interaction diagram T0 : G
f0
−→ H0
f ′0←− G′, at
each intersection point of H0 the half-edge permutation is canonically determined
from simple saddle interaction diagrams by this deformation process.
We describe three types of deformation processes below. Let T : G
f
−→ H
f ′
←− G′
be a simple saddle interaction diagram with connected H . Let ∆ ⊂ H be the set
of intersection points, which come from internal points of edges in G via f . Here
we note that when the set ∆ of intersection points consists of r points, then G has
r + 1 disjoint edges since H is connected and has no loops. The diagram relevant
for string operation µT is the following:
(3.2)
Map∗(G,M)
f
←−−−− Map∗(H,M)
f ′
−−−−→ Map∗(G
′,M)y y
Map∗(f
−1(∆),M)
f¯
←−−−− Map∗(∆,M)
∼=
x ∼=x
(M ×M)r
φ×···×φ
←−−−−− M r
where the downward vertical maps are induced by restrictions.
(1) (Deformation to a sewing diagram) Let {Tt : G
ft
−→ Ht
f ′t←− G′t} be a homotopy
between simple saddle interaction diagrams Tt for 0 < t ≤ 1 and a sewing diagram
T0 with only degree 1 and 3 vertices at t = 0 described as follows. In this homotopy
at each intersection point of H1, one of the two edges slides and the intersection
point coincides at t = 0 with one of its end vertices. Let ∆0 = {v1, v2, . . . , vr} be
degree 3 vertices in H0 carrying labels K1,K2, . . . ,Kr. They are type (III) vertices.
Then for each 1 ≤ j ≤ r, the inverse image f−10 (vj) consists of an internal point of
an edge and an end vertex of another edge carrying the label Kj. Thus a diagram
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for the string operation µT0 is
Map∗(G,M)
f0
←−−−− Map∗(H0,M)
f ′0−−−−→ Map∗(G
′
0,M)y y
Map∗(f
−1
0 (∆0),M)
f¯0
←−−−− Map∗(∆0,M)
∼=
x ∼=x
∏r
j=1(Kj ×M)
Q
j(1×ij)φj
←−−−−−−−−
∏r
j=1Kj
where for 1 ≤ j ≤ r, the map φj : Kj → Kj×Kj is a diagonal map and ιj : Kj →M
is an inclusion map. We compare the map between base manifolds of the above
diagram with the one for simple saddle interaction.
(M ×M)× · · · × (M ×M)
φ×···×φ
←−−−−−−−−−−−−−− M × · · · ×M =M rx(ι1×1)×···×(ιr×1) xι1×···×ιr
(K1 ×M)× · · · × (Kr ×M)
(1×ι1)φ1×···×(1×ιr)φr
←−−−−−−−−−−−−−−− K1 × · · · ×Kr
Here, the top line is the inclusion map of base manifolds for the fibration in (3.2).
Since this is a pull-back diagram, the normal bundle of the embedding φ× · · · × φ
in the top row restricts to the normal bundle of the embedding in the bottom
horizontal map. Thus, Thom classes for these normal bundles coincide up to sign
under the restriction map ι1 × · · · × ιr. The sign ambiguity is present because an
ordering of vertices v1, . . . , vr is not specified. Consequently the orientations of
orientable manifolds M r and
∏r
i=1Ki are not specified. This means that the string
operations associated to the deformation of saddle interaction diagrams does not
change. In particular, a two-string saddle operation coincides with an open string
coproduct followed by an open string product.
(2) (Deformation to a simultaneous internal point interaction) In this deforma-
tion process from a simple saddle interaction diagram T1 : G → H1 ← G′1 with
connected H1, all the internal intersection points in H1 at t = 1 come together to
the same internal interaction point p in H0 at t = 0. Since Ht is connected and
without loops, if its set of interaction points ∆t consists of r points, then G has
r + 1 edges and f−10 (p) consists of r + 1 internal points of G, one for each edge.
The string operation µT0 comes from the following diagram:
Map∗(G,M)
f0
←−−−− Map∗(H0,M)
f ′0−−−−→ Map∗(G
′
0,M)y y
Map∗(f
−1
0 (∆0),M)
f¯0
←−−−− Map∗(∆0,M)
∼=
x ∼=x
M r+1
φr+1
←−−−− M
Here φr+1 is a diagonal map to a product of r + 1 copies of M . Comparing the
base manifold embedding of the simple saddle interaction diagram (3.2) with the
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above base manifold embedding, we have the following pull-back diagram:
(M ×M)r
φ×···×φ
←−−−−− M rx xφr
M r+1
φr+1
←−−−− M
Here the left vertical map depends on the individual degeneration process. Again
the normal bundle of the embedding φ × · · · × φ in the top row restricts to the
normal bundle of the bottom embedding φr+1, and consequently, the Thom classes
correspond under the restriction map, up to sign. Type (1) and (2) deformations
are used to prove Theorem D (which is Theorem 3.3 below).
(3) (Deformation to a simultaneous vertex interaction) In this process, all edges
in H1 slide toward one of their end vertices, and at t = 0, all of these end ver-
tices coincide and become the only intersection point in H0. Let ∆0 = {v},
and suppose vertices in the inverse image f−10 (v) = {v1, v2, . . . , vr+1} carry la-
bels K1,K2, . . . ,Kr+1. Then, the simultaneous intersection vertex v carries the
label K1 ∩ K2 ∩ · · · ∩ Kr+1, where the intersection is taken transversally (when
Ki = Kj for some i 6= j, we deform Ki to obtain the transversal intersection of Ki
with itself). In this case, the diagram computing the string operation µT0 is the
following one.
Map∗(G,M)
f0
←−−−− Map∗(H0,M)
f ′0−−−−→ Map∗(G
′,M)y y
Map∗(f
−1
0 (∆0),M)
f¯0
←−−−− Map∗(∆0,M)
∼=
x ∼=x
K1 × · · · ×Kr+1
φr+1
←−−−− K1 ∩ · · · ∩Kr+1
To see that Thom classes behave well when degeneration takes place at t = 0, we
check that the following diagram of inclusion maps of base manifolds of fibrations
is a pull-back diagram, which is obvious:
(M ×M)r
φ×···×φ
←−−−−− M rx xφr◦ι
K1 ×K2 × · · · ×Kr+1
φr+1
←−−−− K1 ∩K2 ∩ · · · ∩Kr+1,
where ι : K1 ∩ · · · ∩ Kr+1 → M is the inclusion map. The left vertical map
depends on the individual deformation process of edge configuration. Type (3)
deformation is used in §5 to extract qualitative and essential features of general
saddle interactions described in Theorem C.
In the above three deformation processes, the family of tubular neighborhoods
of the embedding Map∗(G,M)
ft
←− Map∗(Ht,M) for 0 ≤ t ≤ 1 fit together, so the
Thom class for the individual t comes from the same Thom class for the family.
Hence by the homotopy invariance of the transfer, string operations remain the
same through the deformation process.
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As an application of these deformation processes, we can show that the string
operation µΣ for an open-closed disc cobordism is independent of ordered decom-
positions of Σ into half-pair-of-pants. Recall that in Proposition 2.2, we showed
that the string operation µΣ depends only on the sewing diagram T used for de-
composition of Σ. We now show that µΣ is independent of sewing diagrams and
depends only on Σ.
Theorem 3.3. Let Σ be an open cobordism homeomorphic to a disc. Then the
string operation µΣ associated to Σ, determined up to sign, is independent of its
decomposition into half-pair-of-pants.
Proof. Suppose we have two decompositions of Σ into half-pair-of-pants belonging
to sewing diagrams T and T ′. By Proposition 2.2, the string operations associated
to these decompositions of Σ depend only on associated sewing diagrams T and
T ′, up to sign. We consider the canonical decompositions of sewing diagrams T, T ′
given in Proposition 2.1:
T = T2 ◦ T3 ◦ T1, T
′ = T ′2 ◦ T
′
3 ◦ T
′
1.
Since T1 and T
′
1 have sewing graphs consisting of edges with only type (I) degree 2
vertices, and they correspond to combining incoming open strings which are next
to each other along the boundary of Σ, they depend only on Σ, and hence T1 = T
′
1.
Similarly, T2 and T
′
2 have sewing graphs consisting of edges with only type (II)
degree 2 vertices, and represent processes of splitting outgoing open strings. Thus
they depend only on adjacent outgoing open strings in Σ. Hence T2 = T
′
2. Since
µT = µT2 ◦ µT3 ◦ µT1 and µT ′ = µT ′2 ◦ µT ′2 ◦ µT ′1 , we only have to show µT3 = µT ′3 .
To see this, let H3 and H
′
3 be sewing graphs for the sewing diagrams T3 and T
′
3.
So H3 and H
′
3 are forests with only vertices of degree 1 or 3. Sewing diagrams T3
and T ′3 represent the same open cobordism obtained from Σ by combining adjacent
incoming open strings and adjacent outgoing open strings. Thus, T3 and T
′
3 are of
the form T3 : G→ H3 ← G′ and T ′3 : G→ H
′
3 ← G
′ for the same disjoint union of
labeled edges G and G′.
Now we can continuously deform the sewing diagram T3 through simple saddle
interaction diagrams (backward deformation of type (1) above) to a simultaneous
saddle interaction diagram T˜3 with a single internal multiple intersection point
(deformation of type (2) above). Similarly, starting with a sewing diagram T ′3,
we can deform it through simple saddle interaction diagrams to a simultaneous
saddle interaction diagram T˜ ′3 (backward deformation of type (1) again followed by
type (3) deformation). As we saw earlier, the associated string operations remain
the same throughout these deformations of saddle interaction diagrams. Since the
saddle interaction diagrams T˜3 and T˜
′
3 are homeomorphic, they induce the same
string operation and we have µT3 = µeT3 = µeT ′3 = µT
′
3
. Hence string operations for
T3 and T
′
3 must coincide. This completes the proof. 
Figure 7 describes an example of a deformation between two sewing graphs H3
and H ′3 without degree 2 vertices through a saddle interaction graph H˜3 with one
multiple intersection point p. Each of the three saddle interaction graphs below de-
scribes an interaction of three incoming open strings with labels (I, J), (K,L), (Q,R),
producing three outgoing open strings with labels (I, L), (K,R), (Q, J). During the
deformation on the left, edges KL and QR slides up or down and two intersection
points coincide at p. Similarly for the deformation on the right. At the intersection
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I JK
L
Q
R
I J
K
LQ
R
p
Q
RK
LI
J
H3 H˜3 H
′
3
Figure 7. A deformation between sewing graphs H3 and H
′
3 through
saddle interaction graph H˜3. The corresponding string operations re-
main the same throughout this deformation process. This leads to the
proof that the disc string operation is independent of its half-pair-of-
pants decompositions (Theorem 3.3).
point p, a half edge permutation σp is given so that we obtain edges IL, KR, and
QJ after interaction.
In type (1) deformation above, we considered deformations of generic saddle
interaction diagrams into sewing diagrams without degree 2 vertices. For general
sewing diagrams, those with type (II) degree 2 vertices (which correspond to open
string coproducts) are amenable for deformations in which type (II) degree 2 vertices
merge into a single multiple type (II) vertex, corresponding to a degenerate iterated
open string coproduct. In the next section, we use these deformations to deduce
constancy results for (iterated) open string coproducts.
4. Open string (co)products and constant homology classes
Let I, J,K, L, . . . , be closed oriented submanifolds of M and assume that they
are transversal to each other. The homology class of constant open strings [I] ∈
H∗(PII) is the unit in the algebra H∗(PII) with respect to the open string product.
For a path space PIJ , its homology group H∗(PIJ ) does not have the structure of
an algebra, but the homology class [I ∩J ] ∈ H∗(PIJ ) of constant open strings plays
a very interesting role in the open string coproduct.
4.1. Properties of the open string coproduct. Let µJ : H∗(PIJ )⊗H∗(PJK)→
H∗(PIK) be the open string product map along J . Orient transversal intersections
I ∩ J and J ∩K in any way, and let [I ∩ J ] ∈ H∗(PIJ ) and [J ∩K] ∈ H∗(PJK) be
the homology classes of constant open strings.
Lemma 4.1. (1) For a ∈ H∗(PJK),
µJ([I ∩ J ]⊗ a) = ±(ιI)∗(ιJ )!(a) ∈ H∗(PIK),
where ιI and ιJ are obvious inclusion maps PJK
ιJ←− PI∩J,K
ιI−→ PIK .
(2) For b ∈ H∗(PIJ ),
µJ (b⊗ [J ∩K]) = ±(ιK)∗(ιJ )!(b) ∈ H∗(PIK),
where ιJ and ιK are inclusion maps PIJ
ιJ←− PI,J∩K
ιK−−→ PIK . The sign ± depends
on chosen orientations.
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Proof. We consider the following homotopy commutative diagram, where the left
square strictly commutes.
PIJ × PJK
jJ
←−−−− PIJ ×
J
PJK
ιJ−−−−→ PIKxs×1 xs′ ∥∥∥
(I ∩ J)× PJK
(p0,ιJ)
←−−−− PI∩J,K
ιI−−−−→ PIK ,
where s : I ∩ J → PIJ is the inclusion map, s′(γ) = (cγ(0), ιJ(γ)) for γ ∈ PI∩J,K ,
and p0(γ) = γ(0). Here, cx is the constant path at x ∈ M . Since the left square
is a pull-back diagram, the associated homology diagram with transfers commutes
up to sign:
H∗(PIJ × PJK)
(jJ )!
−−−−→ H∗(PIJ ×
J
PJK)
(ιJ )∗
−−−−→ H∗(PIK)x(s×1)∗ xs′∗
∥∥∥
H∗
(
(I ∩ J)× PJK
) (p0,ιJ)!
−−−−−→ H∗(PI∩J,K)
(ιI)∗
−−−−→ H∗(PIK)
Let π2 : (I ∩ J) × PJK → PJK be a projection map. Since (p0, ιJ )!([I ∩ J ]× a) =
±(p0, ιJ )!(π2)!(a) = ±(ιJ )!(a) for a ∈ H∗(PJK), the commutativity of the above
diagram implies that µJ(s∗([I ∩ J ]) ⊗ a) = ±(ιI)∗(ιJ )!(a). This proves (1). The
part (2) can be proved similarly. 
It turns out that the product with the “fundamental” homology class of the
constant paths [I ∩ J ] ∈ H∗(PIJ) has the effect of mapping arbitrary homology
classes in H∗(PJK) to constant homology classes in H∗(PIK) which are in the
image from H∗(I ∩K). We now show that this property of the open string product
is related to a property of the open string coproduct that the image of the open
string coproduct consists of homology classes of constant paths. The idea here is
to deform type (II) sewing diagrams. Let ϕI : H∗(PJK) → H∗(PJI) ⊗ H∗(PIK)
be the open string coproduct split along I. Let p0 : PIJ → I and p1 : PIJ → J
be projections to initial and end points of open strings. Namely p0(γ) = γ(0) and
p1(γ) = γ(1) for γ ∈ PIJ .
For a geometric meaning of the next theorem, which may be more illuminating
than the proof itself, see the discussion after the proof.
Theorem 4.2. (1) The image of the open string coproduct ϕJ consists of homology
classes of constant paths. Namely, the coproduct map ϕJ factors as follows.
H∗(PJK)
ϕJ //
))RRR
RR
RR
RR
RR
RR
R
H∗(PJI)⊗H∗(PIK)
H∗(J ∩ I)⊗H∗(I ∩K)
s∗⊗s∗
OO
(2) For a ∈ H∗(PJK), the open string product with [I ∩ J ] ∈ H∗(PIJ ) gives
a homology class of constant open strings, as in the following formula and the
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J
0
I
t
K
1
I ∩ J
t = 0
K
1
J
0
I ∩K
t = 1
(a) (b) (c)
Figure 8. In the sewing diagram for the open string coproduct, the
middle interacting vertex can be anywhere along the open string with-
out changing the string operation. It can be at t = 0 as in (b), or at
t = 1 as in (c). This observation leads to the proof of the constancy of
the value of the open string coproduct (Theorem 4.2).
commutative diagram:
µJ([I ∩ J ]⊗ a) = ±s∗p1∗(ι
′
K)!(a),
H∗(PJK)
µJ ([I∩J]⊗(·))
−−−−−−−−−→ H∗(PIK)y(ι′K)!
xs∗
H∗(PJ,I∩K)
p1∗
−−−−→ H∗(I ∩K)
Similarly for b ∈ H∗(PIJ ),
µJ(b⊗ [J ∩K]) = ±s∗p0∗(ιK)!(b),
H∗(PIJ )
µJ ((·)⊗[J∩K])
−−−−−−−−−→ H∗(PIK)y(ιI)! xs∗
H∗(PI∩K,J )
p0∗
−−−−→ H∗(I ∩K)
(3) We have the following diagram commutative up to sign,
H∗(PJK)
[I∩J]⊗(·)
−−−−−−→ [I ∩ J ]⊗H∗(PJK)yϕI yµJ
H∗(PJI)⊗H∗(PIK)
(ǫJI)∗⊗1
−−−−−−→ H∗(PIK),
where ǫJI : PJI → pt is the constant map, and the top horizontal map sends
a ∈ H∗(PJK) to [I ∩J ]⊗ a. Here the image of vertical maps are constant homology
classes by (1) and (2). Similarly, we have the following commutative diagram up
to sign.
H∗(PIJ )
(·)⊗[J∩K]
−−−−−−−→ H∗(PIJ )⊗ [J ∩K]yϕK yµJ
H∗(PIK)⊗H∗(PKJ )
1⊗(ǫKJ )∗
−−−−−−→ H∗(PIK)
Proof. (1) We consider splitting of paths in PJK at time t ∈ [0, 1] by I, and we
set PJI
t
×
I
PIK be the set of paths γ ∈ PJK such that γ(t) ∈ I. The corresponding
diagram is given in Figure 8 (a) in which the coordinate t of the middle vertex can
move freely in the interval [0, 1]. When t = 0, 1, we have the following situation
corresponding to diagrams in Figure 8 (b) and (c).

PJI
0
×
I
PIK ∼= PI∩J,K at t = 0,
PJI
1
×
I
PIK ∼= PJ,I∩K at t = 1.
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We consider the following commutative diagram, where j0(γ) = (cγ(0), ιI(γ)) for
γ ∈ PI∩J,K , and j1(γ) = (ι′I(γ), cγ(1)) for γ ∈ PJ,I∩K .
PI∩J,K
ι0=ιJ
{{vv
vv
vv
vv
vv
v
j0
''OO
OO
OO
OO
OO
OO
OO
(p0,1) // (I ∩ J)× PI∩J,K
s×ιI

π2 // PI∩J,K
ιI

PJK PJI
t
×
I
PIK
ιtoo jt // PJI × PIK
π2 // PIK
PJ,I∩K
ι1=ι
′
K
ccHHHHHHHHHHH
j1
77oooooooooooooo (1,p1) // PJ,I∩K × (I ∩K)
ι′I×s
OO
π2 // I ∩K
s
OO
By homotopy invariance of the transfer, in the associated homology diagram with
transfers we have
ϕJ = (jt)∗(ιt)! = (j0)∗(ι0)! = (j1)∗(ι1)! : H∗(PJK)→ H∗(PJI)⊗H∗(PIk).
Using factorization of j0 and j1 as above, the third column of the diagram implies
ImϕJ ⊂ s∗
(
H∗(I ∩ J)
)
⊗ (ιI)∗
(
H∗(PI∩J,K)
)
ImϕJ ⊂ (ιI)∗
(
H∗(PJ,I∩K)
)
⊗ s∗
(
H∗(I ∩K)
)
.
Hence we have ImϕJ ⊂ s∗
(
H∗(I ∩ J)
)
⊗ s∗
(
H∗(I ∩K)
)
. This proves (1).
Following the upper perimeter from left to right, we get for a ∈ H∗(PJK),
(ιI)∗(π2)∗(p0, 1)∗(ιJ )!(a) = (ιI)∗(ιJ )!(a) = ±µJ([I ∩ J ]⊗ a),
using π2 ◦ (p0, 1) = 1 and Lemma 4.1. Following the middle row gives
(π2)∗(jt)∗(ιt)!(a) =
(
(ǫJI)∗ ⊗ 1
)
ϕJ (a).
Following the lower perimeter gives
s∗(π2)∗(1, p1)∗(ι
′
K)!(a) = s∗p1∗(ι
′
K)!(a).
Since the associated homology diagram with transfers commutes up to sign, we
have
µJ ([I ∩ J ]⊗ a) = ±
(
(ǫJI)∗ ⊗ 1
)
ϕJ (a) = ±s∗p1∗(ι
′
K)!(a).
This proves the first parts of (2) and (3). The second parts of (2) and (3) can be
proved using the following diagram.
PI∩K,J
ι0=ιJ
{{vv
vv
vv
vv
vv
v
j0
''OO
OO
OO
OO
OO
OO
OO
O
(p0,1) // (I ∩K)× PI∩K,J
s×ιK

π1 // I ∩K
s

PIJ PIK
t
×
K
PKJ
ιtoo jt // PIK × PKJ
π1 // PIK
PI,K∩J
ι1=ι
′
J
ccHHHHHHHHHHH
j1
77ooooooooooooooo (1,p1) // PI,K∩J × (K ∩ J)
ι′K×s
OO
π1 // PI,K∩J
ι′K
OO
This completes the proof. 
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Example 4.3. As an example, we consider the following composition of open string
product maps for oriented closed submanifolds I, J, L,Q:
µJL = µL ◦ (µJ ⊗ 1) : H∗(PIJ )⊗H∗(PJL)⊗H∗(PLQ)→ H∗(PIQ).
Then we claim that for homology classes a ∈ H∗(PIJ), [J ∩K ∩L] ∈ H∗(PJL), and
b ∈ H∗(PLQ) for an oriented closed manifold K, the following open string product
is a constant homology class:
µJL(a⊗ [J ∩K ∩ L]⊗ b) ∈ s∗
(
H∗(I ∩K ∩Q)
)
.
To see this, we first note that for fundamental homology classes of constant path
[J ∩ K] ∈ H∗(PJK) and [K ∩ L] ∈ H∗(PKL), we have µK([J ∩ K] ⊗ [K ∩ L]) =
[J ∩ K ∩ L] with respect to suitably chosen orientations. Here, intersections are
taken as transverse intersections. By the associativity of open string products, we
have
µJL(a⊗ [J ∩K ∩ L]⊗ b) = ±µK ◦ (µJ ⊗ µL)(a⊗ [J ∩K]⊗ [K ∩ L]⊗ b).
Since by Proposition 4.2, we have
µJ(a⊗ [J ∩K]) ∈ s∗
[
H∗(I ∩K)
]
,
µL([K ∩ L]⊗ b) ∈ s∗
[
H∗(K ∩Q)
]
.
Combining the above relation, our claim follows.
Remark 4.4. We note that in (2), if we use an arbitrary homology class c ∈ H∗(PIJ )
instead of the basic class [I ∩J ], then the open string product µJ(c⊗a) ∈ H∗(PIK)
for a ∈ H∗(PJK) may not be a constant path homology class coming fromH∗(I∩K).
The above results may look rather technical, so we give a geometric description
of the above result in terms of cycles. From this geometric point of view, the
above results should be transparent. Let ξ be a cycle representing a homology class
a = [ξ] ∈ H∗(PJK). Let pt : PJK →M be the evaluation map at t. For an oriented
closed submanifold I, assume that I and pt(ξ) are transversal for all t ∈ [0, 1] and
let ξt = {γ ∈ ξ | γ(t) ∈ I} = ξ ∩ p
−1
t (I). For each path γ ∈ ξt, we split it at time t
into two paths and let
ξt,[0,t] = {γ|[0,t] | γ ∈ ξt}, ξt,[t,1] = {γ|[t,1] | γ ∈ ξt}.
These are cycles in PJI and PIK , respectively. We consider a diagram
PJK
ιt←− PJI
t
×
I
PIK
jt
−→ PJI × PIK .
Here we have (ιt)!([ξ]) = [ξt], and the map jt is given by jt(γ) = (γ[0,t], γ[t,1]) ∈
ξt,[0,t] × ξt,[t,1] for γ ∈ ξt so that ϕJ ([ξ]) = (jt)∗(ιt)!([ξ]) = [jt(ξt)]. We note that
the cycle ξ0,[0,1] = ξ0 in PI∩J,K represents µJ ([I ∩ J ]⊗ [ξ]) in H∗(PIK) up to sign,
and the cycle ξ1,[1,1] is a cycle of constant paths in I ∩K ∈ PIK . Since cycles ξ0, ξt,
and ξ1 are homologous to each other in PJK , we have that the cycles ξ0,[0,1], ξt,[t,1],
and ξ1,[1,1] are also homologous to each other in PIK . This shows the first parts of
(2) and (3). Similarly for second parts of (2) and (3). For (1), we observe that the
cycle ξt,[0,t] in PJI is homologous to a cycle ξ0,[0,0] of constant paths in I ∩ J , and
the cycle ξt,[t,1] in PIK is homologous to a cycle ξ1,[1,1] of constant paths in I ∩K.
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J
0
K
1t
η
γ
Figure 9. A diagram for the H∗(LM)-module structure on H∗(PJK)
parametrized by t ∈ [0, 1]: •t : H∗(LM) ⊗ H∗(PJK) → H∗(PJK). By
letting t move in the interval 0 ≤ t ≤ 1, the diagram shows that left
and right H∗(LM)-module structures on H∗(PJK) are the same.
In the above discussion, we observe that [ξ0] = [ξ1] as elements in H∗(PJK),
since they are homologous through {ξt}0≤t≤1. This means that the following com-
positions are equal:
H∗(PJK)
(ιJ )!
−−−→ H∗(PI∩J,K)
(ιJ )∗
−−−→ H∗(PJK),
H∗(PJK)
(ι′K)!−−−→ H∗(PI,I∩K)
(ι′K)∗−−−→ H∗(PJK),
where (ιJ )∗(ιJ )!([ξ]) = [ξ0] and (ι
′
K)∗(ι
′
K)!([ξ]) = [ξ1].
In fact, this is a special case of a H∗(LM)-bimodule structure on H∗(PJK)
described by the following diagram:
LM × PJK
jt
←−−−− LM
t
×
M
PJK
ιt−−−−→ PJK
p×pt
y y
M ×M
φ
←−−−− M,
where LM
t
×
M
PJK = (p× pt)−1
(
φ(M)
)
consists of those pairs (γ, η) ∈ LM × PJK
such that γ(0) = η(t), and the map ιt is given by ιt(γ, η) = η[0,t] · γ · η[t,1]. See
Figure 9. For a ∈ H∗(LM) and b ∈ H∗(PJK), the left and right H∗(LM) module
structure on H∗(PJK) is given by
a • b = (−1)d|a|(ι0)∗(j0)!,
b • a = (−1)|b|(|a|+d)(ι1)∗(j1)!.
In particular, left and right module structures are identical, due to homotopy in-
variance of transfer maps. Let [I] ∈ H∗(M) ⊂ H∗(LM) be the fundamental class
of the submanifold I. Then with respect to the above H∗(LM) module structure,
we have
(4.1)
(ιJ )∗(ιJ )!(b) = ±[I] • b,
(ι′K)∗(ι
′
K)!(b) = ±b • [I].
4.2. Iterated open string coproducts. In the previous subsection, we showed
that the image of the open string coproduct consists of homology classes of constant
open strings. By repeatedly applying this fact, we see that the image of an iterated
coproduct consists of homology classes of constant open strings living in certain
submanifolds of M . We can systematically identify these submanifolds in which
images of iterated coproducts live.
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0
u
I
1
w
J
t1
v1
K1
t2
v2
K2
tr
vr
Kr
(a)
0 = t1 = · · · = tr
I ∩K1 ∩ · · · ∩Kr
1
J
0
I
t1 = · · · = tr = 1
K1 ∩ · · · ∩Kr ∩ J
(b) (c)
Figure 10. Deformation of sewing diagrams for iterated open string
coproducts. In (b), vertices v1, . . . , vr coincide with u. In (c), vertices
v1, . . . , vr coincide with w. The associated string operations remain
the same through this deformation process. This observation provides
information on the value of the iterated open string coproduct. See
Theorem 4.5.
Let I, J,K1,K2, . . . ,Kr, . . . be closed oriented submanifolds of M . These are
labels of vertices. An iterated coproduct is given as a string operation associated
to a sewing diagram which is a path graph with vertices u, v1, . . . , vr, w directed
from u to w, with labels I,K1, . . . ,Kr, J such that all degree 2 vertices are of type
(II) so that open strings are split at these vertices. Regarding this path as a unit
interval, let 0 ≤ t1 ≤ t2 ≤ · · · ≤ tr ≤ 1 be locations of vertices v1, v2, . . . , vr. See
Figure 10 (a).
We allow vertices to coincide as long as the ordering among them is preserved.
Let ~t = (t1, t2, . . . , tr). We consider the following diagram.
PIJ
ι~t←−−−− p−1~t (K1 × · · · ×Kr)
j~t−−−−→ PIK1 × PK1K2 × · · · × PKrJ
p~t
y p~ty
M × · · · ×M
ι1×···×ιr←−−−−−− K1 × · · · ×Kr
Here p~t = (pt1 , pt2 , . . . , ptr ) is a multiple evaluation map at time ~t = (t1, t2, . . . , tr),
and for any element γ ∈ p−1~t (K1 × · · · × Kr), the map j~t is given by j~t(γ) =
(γ[0,t1], γ[t1,t2], . . . , γ[tr,1]). Then the iterated coproduct map is given by
ϕK1,...,Kr = (j~t)∗ ◦ (ι~t)! : H∗(PIJ )→ H∗(PIK1)⊗H∗(PK1K2) · · · ⊗H∗(PKrJ ).
The inclusion map ι1×· · ·×ιr has codimension
∑r
i=1(d−ki), where d = dimM and
ki = dimKi. So the iterated coproduct map ϕK1···Kr decreases the homological
degree by the same amount.
By homotopy invariance of transfer maps, the iterated coproduct ϕK1···Kr is
independent of the location of type (II) vertices v1, . . . , vr, that is, it is independent
of the choice of parameter ~t = (t1, t2, . . . , tr) with 0 ≤ t1 ≤ t2 ≤ · · · ≤ tr ≤ 1. By
specializing ~t and using the homotopy invariance of the open string coproduct, we
can obtain topological information on iterated coproducts.
For a submanifold N ⊂ K∩L, let s∗ : H∗(N)→ H∗(PKL) be the homomorphism
induced by the inclusion map.
Theorem 4.5. The image of the iterated coproduct map
ϕK1···Kr : H∗(PIJ )→ H∗(PIK1)⊗H∗(PK1K2)⊗ · · · ⊗H∗(PKrJ )
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is contained in the subgroup
s∗
[
H∗(I∩K1∩· · ·∩Kr)
]
⊗
r−1⊗{
s∗
[
H∗(I∩K1∩· · ·∩Kr)
]
∩s∗
[
H∗(K1∩· · ·∩Kr∩J)
]}
⊗ s∗
[
H∗(K1 ∩ · · · ∩Kr ∩ J)
]
consisting of homology classes of constant open strings, where s∗’s are homomor-
phisms induced by suitable inclusion maps, and intersections of submanifolds are
taken as transversal intersections.
Proof. First we specialize ~t to ~t0 = (0, 0, . . . , 0). See the diagram in Figure 10 (b).
In this case vertices v1, v2, . . . , vr coincide with u and the new vertex carries the
label I ∩ K1 ∩ · · · ∩ Kr, and the space of interaction configurations is given by
p−1~t0
(K1 × · · · × Kr) = PI∩K1∩···∩Kr,J . The diagram associated to this deformed
case is given as follows.
PIJ
ι0=ι~t0←−−−− PI∩K1∩···∩Kr,J
j0=j~t0−−−−→ (I ∩K1 ∩ · · · ∩Kr)r × PI∩K1∩···∩Kr,J
p0
y p0y
I
ι
←−−−− I ∩K1 ∩ · · · ∩Kr
Here the inclusion map ι has codimension
∑r
i=1(d−ki). For a ∈ H∗(PIJ ) the effect
of (ι0)! is given by
(ι0)!(a) = ±µI([I ∩K1 ∩ · · · ∩Kr]⊗ a),
and j0 = (p0, p0, . . . , p0, 1) ◦ φr+1, where φr+1 is the iterated diagonal map. The
iterated coproduct map ϕ factors as follows:
H∗(PIJ )
(j0)∗(ι0)!
−−−−−−→ H∗(I ∩K1 ∩ · · · ∩Kr)⊗r ⊗H∗(PI∩K1∩···∩Kr,J)∥∥∥ s∗⊗···⊗s∗⊗(ιKr )∗y
H∗(PIJ )
ϕ
−−−−→ H∗(PIK1)⊗ · · · ⊗H∗(PKr−1Kr)⊗H∗(PKrJ)
Next, we specialize ~t to ~t1 = (1, 1, . . . , 1). See the diagram in Figure 10 (c). In this
case, vertices v1, v2, . . . , vr coincide with the vertex w and the new vertex carries the
label K1 ∩ · · · ∩Kr ∩J . The space of interaction configurations p
−1
~t1
(K1× · · · ×Kr)
is now PI,K1∩···∩Kr∩J . The string operation for this degenerate sewing diagram is
computed using the following diagram:
PIj
ι1=ι~t1←−−−− PI,K1∩···∩Kr∩J
j1=j~t1−−−−→ PI,K1∩···∩Kr∩J × (K1 ∩ · · · ∩Kr ∩ J)
r
p1
y p1y
J
ι
←−−−− K1 ∩ · · · ∩Kr ∩ J
The inclusion map ι again has codimension
∑r
i=1(d−ki). As before, for a ∈ H∗(PIJ )
we have (ι1)!(a) = ±µJ(a ⊗ [K1 ∩ · · · ∩ Kr ∩ J ]), and the map j1 is given by
j1 = (1, p1, . . . , p1) ◦ φr+1. Now the iterated coproduct map ϕ factors as follows:
H∗(PIJ )
(j1)∗(ι1)!
−−−−−−→ H∗(PI,K1∩···∩Kr∩J)⊗H∗(K1 ∩ · · · ∩Kr ∩ J)
⊗r∥∥∥ (ιK1)∗⊗s∗⊗···⊗s∗
y
H∗(PIJ )
ϕ
−−−−→ H∗(PIK1)⊗H∗(PK1K2)⊗ · · · ⊗H∗(PKrJ )
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Combining the above two factorizations of the iterated coproduct, we complete the
proof of Theorem 4.5. 
For example, the twice iterated coproduct map
ϕK,L : H∗(PIJ )→ H∗(PIK)⊗H∗(PKL)⊗H∗(PLJ)
has image contained in the following tensor product:
s∗
[
H∗(I ∩K ∩L)
]
⊗
(
s∗
[
H∗(I ∩K ∩L)
]
∩ s∗
[
H∗(K ∩L∩J)
])
⊗ s∗
[
H∗(K ∩L∩J)
]
Iterated coproduct maps are string operations associated to open cobordisms
homeomorphic to discs with one incoming open string and many outgoing open
strings. We next consider an open cobordism Σ with no incoming open string and
only outgoing open strings with labels I,K1, . . . ,Kr, I, where I is the outermost
label. The associated string operation can be computed by evaluating an iterated
coproduct ϕK1···Kr on the fundamental class [I] ∈ H∗(PII). By using either of the
factorization in the above proof with I = J , we see that ϕK1···Kr ([I]) is equal to
± (s∗ ⊗ · · · ⊗ s∗ ⊗ (ιKr )∗) ◦ (p0∗ ⊗ · · · ⊗ p0∗ ⊗ 1) ◦ (φr+1)∗
(
[I ∩K1 ∩ · · · ∩Kr]
)
= ±(s∗ ⊗ · · · ⊗ s∗) ◦ (φr+1)∗
(
[I ∩K1 ∩ · · · ∩Kr]
)
.
Thus we obtain the following proposition.
Proposition 4.6. The string operation µΣ associated to an open cobordism Σ
homeomorphic to a disc with only outgoing open strings with labels I,K1, . . . ,Kr, I,
and with values in
H∗(PIK1)⊗H∗(PK1K2)⊗ · · · ⊗H∗(PKr−1Kr)⊗H∗(PKr ,I),
is given by the image of the diagonal map of the homology class of transversal
intersection [I ∩K1 ∩ · · · ∩Kr]. Namely,
µΣ(1) = ϕK1···Kr ([I]) = ±(s∗ ⊗ · · · ⊗ s∗) ◦ (φr+1)∗
(
[I ∩K1 ∩ · · · ∩Kr]
)
.
5. String operations associated to disc cobordisms
Let Σ be an open cobordism homeomorphic to a disc, with incoming open strings
and outgoing open strings along its boundary circle. By applying open string prod-
ucts to combine adjacent incoming strings and by applying open string coproducts
to combine adjacent outgoing strings, the computation of the string operation µΣ
is reduced to the computation of the string operation associated to an open cobor-
dism homeomorphic to a disc such that incoming open strings and outgoing open
strings alternate along the boundary. This is the canonical decomposition discussed
in §2.2.
In the previous section, we discussed properties of iterated open coproducts. In
this section, we examine properties of string operations associated to disc cobor-
disms in which incoming open strings and outgoing open strings alternate along
their boundaries. Suppose such a disc cobordism Σ has m incoming open strings
and m outgoing open strings. We assume that incoming open strings are oriented
clockwise and outgoing open strings oriented counter-clockwise along the boundary
of Σ. Let the arcs between open strings be labeled by closed oriented submanifolds
K1,K2, . . . ,K2m in clockwise fashion so that incoming strings have odd initial la-
bels and even terminal labels. For simplicity, we simply use indices of submanifolds
1, 2, . . . , 2m as labels. We denote the open string configuration space PKiKj of
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paths from points in Ki to points in Kj simply by Pij . Thus the configuration
space of incoming open strings is given by P12 × P34 × · · · × P2m−1,2m, and the
configuration space of outgoing open strings is given by P32 × P54 × · · · × P1,2m.
See Figure 2 in Introduction.
The string operation associated to Σ can be computed by decomposing it into a
sequence of half-pair-of-pants, and then composing corresponding open string prod-
ucts or coproducts according to the decomposition. We showed in Theorem 3.3 that
the associated string operation µΣ is independent of such ordered decompositions,
up to sign. Furthermore, in §3.2, we showed that we can compute string operations
using saddle interactions where open strings interact at their internal points or at
their end points, and these interactions can simultaneously take place at the same
interaction point, which can be internal or end points of open strings. Using these
observations, we compute the string operation µΣ as follows.
Let ~t = (t1, t2, . . . , tm) ∈ [0, 1]m be an arbitrary point in the unit m-dimensional
cube. Consider the following diagram of simultaneous saddle interaction of m open
strings at the same point.
(5.1)
P12 × P34 × · · · × P2m−1,2m
ι~t←−−−− p−1~t
(
φr(M)
) j~t−−−−→ P32 × P54 × · · · × P1,2m
p~t
y p~ty
M ×M × · · · ×M
φm
←−−−− M
Here p~t = (pt1 , pt2 , . . . , ptm) is an evaluation map at specified time ~t, and ι~t is an
inclusion map into the configuration space of incoming open strings from the inter-
action configuration subspace p−1~t
(
φr(M)
)
consisting of m-tuples of open strings
(γ1, γ2, . . . , γm) intersecting at a single point given by γ1(t1) = γ2(t2) = · · · =
γm(tm). The map j~t splits the kth incoming open string γk ∈ P2k−1,2k at time tk
for all k, and recombines them so that the [0, tk+1] segment of γk+1 is joined by the
[tk, 1] segment of γk in this order to form an outgoing open string ηk. Thus,
(5.2)
j~t(γ1, γ2, . . . , γm) = (η1, η2, . . . , ηm),
where ηk = (γk+1|[0,tk+1]) · (γk|[tk,1]) for 1 ≤ k ≤ m,
where γm+1 = γ1. See Figure 3 in Introduction. The string operation µΣ can be
computed up to sign as
(5.3) µΣ(~t) = (j~t)∗ ◦ (ι~t)! : H∗(P12 × · · · × P2m−1,2m) −→ H∗(P32 × · · · × P1,2m).
By the homotopy invariance of transfer maps, the above homomorphism is inde-
pendent of the choice of ~t ∈ [0, 1]m.
By specializing ~t to certain boundary points of [0, 1]m, we can expose various
topological properties of the above string operation µΣ. In particular, we show
that the image of µΣ consists of homology classes of constant open strings lying in
certain submanifolds which we now precisely determine. To describe the result, let
E = {ε = (ε1, ε2, . . . , εm) | εk = ±1, for 1 ≤ k ≤ m} be the totality of sequences
of ±1 of length m. This set E is the set of coordinates of corners of m-dimensional
cube [0, 1]m. For ε ∈ E, let
Kε =
m⋂
j=1
K2j−1+εj .
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For each 1 ≤ k ≤ m, let Ek = {ε ∈ E | εk = 1, εk+1 = 0}, where for k = m we set
εm+1 = ε1. This is the set of corner points of [0, 1]
m which affect the H∗(P2k+1,2k)
factor in the image of the string operation µΣ, as we will show. For ε ∈ Ek,
Kε =
[
K2k ∩K2k+1 ∩
( ⋂
1≤j≤m
j 6=k,k+1
K2j−1+εj
)]
⊂ K2k ∩K2k+1 ⊂ P2k+1,2k.
Here P2m+1,2m = P1,2m when k = m. For ε ∈ Ek, let sε : Kε → P2k+1,2k be the
inclusion map. We define a subgroup S2k+1,2k ⊂ H∗(P2k+1,2k) by
(5.4) S2k+1,2k =
⋂
ε∈Ek
(sε)∗
[
H∗(Kε)
]
⊂ H∗(P2k+1,2k).
Theorem 5.1. Let Σ be an open cobordism homeomorphic to a disc with alter-
nating m incoming and m outgoing open strings whose free arcs are labeled by
K1,K2, . . . ,K2m as above. Then the associated string operation
µΣ :
m⊗
k=1
H∗(P2k−1,2k) −→
m⊗
k=1
H∗(P2k+1,2k)
has its image in the subgroup of homology classes of constant open strings given by
Im (µΣ) ⊂
m⊗
k=1
S2k+1,2k.
Proof. For ε ∈ E ⊂ [0, 1]m, in the interaction associated to the string operation
µΣ(ε), m incoming open strings meet simultaneously at one of the end points of γj
labeled by a submanifold with index 2j − 1 + εj for 1 ≤ j ≤ m. At this moment
of interaction, the intersection point belongs to the submanifold Kε. Right after
the moment of interaction, this configuration splits into m outgoing open strings
η1, η2, . . . , ηm by jε. When ε ∈ Ek ⊂ E, the diagram relevant to this interaction is
the following one:
(5.5)
P12 × · · · × P2k−1,2k × P2k+1,2k+2 × · · · × P2m−1,2m
ιε←−−−− p−1ε
(
φm(Kε)
) jε
−−−−→ P32 × · · · × P1,2m
pε
y pεy
K1+ε1 × · · · ×K2k ×K2k+1 × · · · ×K2m−1+εm
φm
←−−−− Kεy y
M × · · · ×M ×M × · · · ×M
φm
←−−−− M
Here the bottom square is a pull-back diagram which appears when type (2) de-
formation further degenerates into type (3) deformation discussed in §3.2. String
operation remains the same throughout this deformation process.
When we examine the map j~t in (5.2) for ~t = ε, we see that for ε ∈ Ek the k th
outgoing open string ηk = (γk+1|[0,0]) · (γk|[1,1]) is a constant open string lying in
Kε. See Figure 4 in Introduction. Thus jε for ε ∈ Ek factors as follows:
p−1ε
(
φm(Kε)
) jε //
**UUU
UUU
UUU
UUU
UUU
UU
P32 × · · · × P2k+1,2k × · · · × P1,2m
P32 × · · · ×Kε × · · · × P1,2m
OO
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Hence the k-th factor of the image of the string operation µΣ(ε) in the homology
group
⊗m
k=1H∗(P2k+1,2k) comes fromH∗(Kε) for any ε ∈ Ek. Hence the k-th factor
of the image of µΣ(ε) is actually contained in S2k+1,2k given in the intersection
(5.4). Since we are taking the tensor product over a field, applying the above
argument for each tensor factor, we see that the image of the string operation is
contained in
⊗m
k=1 S2k+1,2k, which consists of homology classes of constant paths.
This completes the proof. 
We describe a simple case in which the string operation µΣ vanishes.
Corollary 5.2. With the above notation, if Kε = ∅ for some ε ∈ E, then the
associated string operation µΣ vanishes.
Proof. If ε ∈ E is such that ε 6= (0, 0, . . . , 0), (1, 1, . . . , 1), then there exists k such
that εk = 1 and εk+1 = 0, where we set εm+1 = ε1 to take care of the case
(0, ε2, . . . , εm−1, 1). For this k, we have S2k+1,2k ⊂ s∗
[
H∗(Kε)
]
= 0 since Kε = ∅
by hypothesis. Hence µΣ ≡ 0.
When ε = (0, 0, . . . , 0), in the corresponding simultaneous saddle interaction,
all incoming open strings meet at their tail vertices, and this interaction point
lies in K(0,...,0) =
⋂m
j=1K2j−1. See Figure 4 in Introduction. If K(0,...,0) =
∅, then in the interaction diagram (5.5) the space of interaction configurations
p−1(0,...,0)
(
φm(K(0,...,0))
)
is an empty set. Hence the associated string operation µΣ
vanishes.
Similarly for the case ε = (1, 1, . . . , 1) in which all incoming open strings meet
at their head vertices in the submanifold K(1,...,1). This completes the proof. 
We apply Theorem 5.1 in the simplest nontrivial case m = 2, which describes
the saddle operation introduced in [10].
Corollary 5.3. Let Σ be an open cobordism homeomorphic to a disc with two
incoming and two outgoing open strings arranged alternately, with free arc labels
given by oriented closed submanifolds K1,K2,K3,K4. Then the associated string
operation
µΣ : H∗(P12)⊗H∗(P34) −→ H∗(P32)⊗H∗(P14)
has image contained in the subgroup
ImµΣ ⊂ s∗
[
H∗(K3 ∩K2)
]
⊗ s∗
[
H∗(K1 ∩K4)
]
,
where s is the inclusion map from the subspace of the constant paths.
The next case is for m = 3.
Corollary 5.4. Let Σ be a disc cobordism with 3 incoming and 3 outgoing open
strings arranged alternately along its boundary with free arc labels K1,K2, . . . ,K6.
Then the associated string operation
µΣ : H∗(P12)⊗H∗(P34)⊗H∗(P56) −→ H∗(P32)⊗H∗(P54)⊗H∗(P16)
has its image in the subgroup of homology classes of constant paths given as follows :
ImµΣ ⊂
(
s∗
[
H∗(K3 ∩K2 ∩K5)
]
∩ s∗
[
H∗(K3 ∩K2 ∩K6)
])
⊗
(
s∗
[
H∗(K5 ∩K4 ∩K1)
]
∩ s∗
[
H∗(K5 ∩K4 ∩K2)
])
⊗
(
s∗
[
H∗(K1 ∩K6 ∩K3)
]
∩ s∗
[
H∗(K1 ∩K6 ∩K4)
])
,
where s∗’s are induced by obvious inclusion maps.
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