Existing studies have used the dynamic, partial adjustment models of leverage to test the trade-off theory against alternative theories. The challenge of this approach is to consistently estimate both the speed of leverage adjustment and the long-run relationship underlying target leverage in short panels with firm fixed effects. This paper conducts empirical and Monte Carlo simulation analysis to evaluate the performance of all existing methods for estimating such a complex model. Results show that traditional least-squares estimators are fundamentally flawed while instrumental variable and GMM approaches are unreliable in several important settings. The paper considers alternative methods based on analytical or bootstrap bias corrections. It shows that the latter estimator obtains the most plausible and robust results and outperforms the other estimators in terms of accuracy and efficiency. Importantly, this method can appropriately estimate target leverage, toward which adjustment is found to take place at a moderate speed, a finding generally consistent with the dynamic trade-off theory.
Introduction
One of the most interesting, yet contentious questions in contemporaneous capital structure research is whether firms have target leverage and seek to move toward such target (Flannery and Rangan, 2006; Byoun, 2008; Huang and Ritter, 2009 ). Answers to this question have direct and important empirical implications for a horse race of alternative capital structure theories. Under the trade-off framework, which predicts optimal capital structure that balances the costs (e.g., financial distress costs) and benefits (e.g., debt interest tax shields) of debt financing, firms are expected to adjust their leverage toward a well-defined, long-run target. 1 As a result, evidence of active and fast adjustment of leverage is generally considered to be consistent with the trade-off theory. In contrast, evidence of slow or no adjustment is interpreted as being inconsistent with the trade-off framework, thus implying that corporate financing decisions follow alternative models, such as the pecking-order hypothesis (Myers and Majluf, 1984; Myers, 1984) or market timing hypothesis (Baker and Wurgler, 2002) , which do not predict target leverage. This paper evaluates the existing methods for studying leverage adjustment and testing the dynamic trade-off theory.
In testing the validity of the trade-off theory, most recent studies estimate the dynamic, partial adjustment model of leverage in which actual leverage change represents a fraction of the desired leverage movement toward the target. Using the Fama-MacBeth (1973) method, Fama and French (2002) show that firms undertake leverage adjustment at a "snail's speed", in the range of 7%-10% (for dividend-paying firms) and 15-18% (for nonpaying firms), which the authors subsequently interpret as being inconclusive on the tradeoff theory. 2 Controlling for unobserved firm fixed effects, Flannery and Rangan (2006) find that firms adjust toward target leverage quickly with more than one third of the deviation from the target being closed within a year. This finding is interpreted to be in favor of the trade-off theory against alternative theories. Recently, Antoniou, Guney and Paudyal (2008) estimate the same partial adjustment model for a panel of firms in the G-5 countries; they use Blundell and Bond's (1998) system GMM and report an adjustment speed of 32% for US firms. Using the same estimator, Lemmon, Roberts and Zender (2008) find evidence for (marked-based) leverage persistence but document the speed of adjustment in the range of 25%. Huang and Ritter (2009) use Hahn, Hausman and Kuersteiner's (2007) long-differencing estimator, and find that the speed of adjustment ranges between 17% and 23%. Overall, these recent studies report somewhat moderate evidence for dynamic leverage adjustment toward the target. See Table 1 for a summary of the recent results.
There are at least two important limitations with the studies surveyed above. First, some studies employ methods that are theoretically not suitable for estimating dynamic panel data models of leverage in the presence of (unobserved) firm fixed effects. For example, it is well-established in econometric theory that applying traditional least-squares rates, have a significant impact on target leverage; however, the signs of these variables are inconsistent with the trade-off view. Importantly, seven important firm characteristics that typically act as strong determinants of target leverage, including growth opportunities, tangibility, firm size, the effective tax rate, earnings volatility, the dividend payout ratio and non-debt tax shields, are statistically insignificant. In our Table 1 , we calculate the long-run coefficients based on Flannery and Rangan's (2006) fixed-effects estimates and Flannery and Hankins' (2010) first-differencing and system GMM estimates. The results reveal that the long-run coefficients on profitability, market-to-book ratio, firm size and tangibility vary in terms of magnitude and flip signs from one regression to the other. Overall, our analysis raises an important question of whether existing research is capable of estimating target leverage in the long-run equilibrium. To the extent that target leverage is not well-defined, firms do not adjust toward any meaningful target and, moreover, the documented evidence on moderate adjustment speeds may be spurious and more consistent with mechanical adjustment than active adjustment toward target leverage (see Chen and Zhao, 2007; Chang and Dasgupta, 2009) . 4 The aim of this paper is to address the above limitations of existing capital structure research. Our contribution is three-fold. First, we empirically evaluate the properties of all existing methods for estimating dynamic models of capital structure and demonstrate which methods can produce the most plausible results. To this end, we conduct a two-step empirical analysis to examine the relative performance of these methods in estimating the short-run dynamics (i.e., the speed of adjustment) as well as the long-run relations, which have important implications for the concept of target leverage. Specifically, in the first step, we compare and contrast the empirical results obtained by the alternative estimators using the full panel of Compustat US firms. In the second step, we evaluate the empirical distributions of these estimators in both short and long panels of sub-samples, thereby identifying which methods produce the most robust results.
Our second major contribution lies in a series of Monte Carlo simulation studies in which we evaluate the finite-sample performance of the existing methods using a data generating process closely matching capital structure data. In particular, we use the empirical findings from the subsampling technique to specify the values of the key parameters in our simulations. Our experiments are further designed to allow for a potential correlation between the explanatory variable and the individual fixed effects, as well as residual serial correlation, which are frequently observed in real company data. In short, we are the first to conduct both empirical and simulation analysis to provide a comprehensive assessment of the existing methods for estimating the dynamic, partial adjustment model of leverage.
As a third and final contribution, we consider potential alternatives to the IV/GMM approaches, which are theoretically valid but have important drawbacks in empirical applications (e.g., Roodman, 2009 ). In particular, we examine two techniques using bias corrections, namely the bias-corrected least-squares dummy variable estimator (Kiviet, 1995; Bruno, 2005) and the bootstrap based bias-corrected estimator (Everaert and Pozzi, 2007) . The latter non-parametric approach reduces the finite-sample bias of the fixedeffects estimator through an interactive bootstrap procedure and, thus, has several important advantages over the existing methods. Most notably, it does not rely on restrictive assumptions of valid, optimal instruments, on which the validity of the IV/GMM estimators crucially depends. Further, this method is more favorable than analytical bias correction techniques that rely on strong assumptions (e.g., strictly exogenous regressors) and complex asymptotic theory, which can render inference inaccurate, especially in the higher AR order models. Throughout our empirical and simulation analyses, we directly compare the performance of these bias-corrected methods with that of the existing IV/GMM approaches.
Our results have important implications for future empirical capital structure research on several fronts. First, we confirm theoretical priors that the traditional least-squares methods (i.e., pooled OLS and fixed-effects estimators) are not suitable for estimating dynamic panel data models of capital structure because their estimates are significantly biased and inefficient. More importantly, we demonstrate that the more advanced approaches based on the IV/GMM estimators also have serious limitations and become invalid in several important settings. Specifically, although these methods estimate the speed of adjustment with more precision than least-squares estimators, they perform poorly when estimating the long-run relations underlying target leverage. Further, their assumptions of valid instruments and no serial correlation are often violated in both empirical and simulation analysis. Overall, the IV/GMM estimators are likely to produce unreliable results regarding target leverage and the speed of leverage adjustment toward such target.
Second, our empirical results show that the bootstrap based bias-corrected estimator obtains the most plausible results in terms of the adjustment speed, the statistical significance and signs of the long-run coefficients, and consistent results in regressions using book and market leverage. An examination of the empirical distributions further shows that this method is the most robust in jointly estimating the short-run dynamics and the long-run relations. In our Monte Carlo simulations, this method consistently outperforms the other methods in terms of estimation accuracy and efficiency. Further, it remains the most favorable, even in the presence of a residual serial correlation problem or a correlation between the explanatory variable and the firm fixed effects (both likely to be present in the US capital structure data), in which case the finite-sample performance of the IV/GMM estimators is significantly deteriorated. It is also more advantageous than analytical bias correction techniques, which have too heavy computational burden to be feasible in empirical capital structure research and tend to overestimate the speed of adjustment of nearly 10% when the residual is negatively serially correlated.
Overall, our paper highlights the potential pitfalls of using the IV/GMM estimators to estimate the partial adjustment model of leverage and test the trade-off theory. Despite their growing popularity, these complex methods have serious limitations and risks that can render them unreliable in empirical capital structure research. On the other hand, our empirical and simulation results suggest that the bootstrap based bias-corrected estimator, with its superior and robust performance, could be the most appropriate alternative technique for estimating dynamic panel data models of capital structure. This method can appropriately estimate well-defined target leverage, toward which leverage adjustment is found to take place at a moderate speed (18-20%), as opposed to mechanical adjustment to a meaningless target. Hence, using the BC estimator can potentially address the concern regarding mechanical mean reversion of leverage.
Our paper is related to a growing strand of research attempting to address contentious issues associated with the estimation of dynamic panel data models in capital structure. Huang and Ritter (2009) devote a large part of their research to the estimation of the speed of adjustment. They simply suggest using Hahn, Hausman and Kuersteiner's (2007) longdifferencing estimator, but do not provide any rigorous (simulation) studies of the finitesample performance of this method in relation to the existing estimators. Our study is closely related to a contemporaneous study by Flannery and Hankins (2010) , who also conduct Monte Carlo simulation experiments to compare alternative methods for estimating dynamic panel data models, using capital structure as an illustration. However, there are important differences between their study and ours. First, we conduct both empirical and simulation analysis to evaluate the relative performance of the methods for estimating the dynamic partial adjustment model of leverage. Second and more importantly, we evaluate these methods in terms of their ability to simultaneously estimate the short-run dynamics (i.e., the adjustment speed) and the long-run coefficients. Third, we are interested in both the accuracy and efficiency of the methods, while Flannery and Hankins (2010) mainly focus on the first criterion. Fourth, technically, our key simulation parameters are designed to closely reflect the empirical properties of capital structure data. Further, we allow for the endogeneity of the regressor and potential residual serial correlation, and consider a theoretical solution to the latter problem. 5 Fifth, in terms of results, while Flannery and Hankins (2010) find the system GMM to be the most plausible method, our empirical and simulation results show that in the context of capital structure, this method is only favorable in a few specific, restrictive settings, and is consistently outperformed by bias-corrected estimators, especially the bootstrap-based approach.
The remainder of the paper is organized as follows. Section 2 presents the partial adjustment model of leverage and reviews the existing methods for estimating this dynamic panel data model. Section 3 performs an empirical analysis to compare and contrast the relative performance of the alternative estimation methods. Section 4 conducts a series of Monte Carlo simulation studies to further examine the properties of these estimators. Section 5 concludes the paper.
The Partial Adjustment Model of Leverage

The Basic Model
The partial adjustment model of leverage models the actual leverage change as a proportion of the desired change toward the target. The fundamental assumption of this model is that target leverage exists but due to (quadratic) adjustment costs, leverage adjustment toward the target only takes place partially. 6 Formally, this model is specified as:
where L it and L * it denote the actual (observed) and target (unobserved) leverage ratios for firm i at time t and ε it represents the error component. η i is the unobserved individual firm fixed-effects, and v it is the idiosyncratic error term with zero mean and constant variance. With immediate and perfect adjustment, the adjustment speed, δ, should be equal to unity. In contrast, with no adjustment, δ will be zero (e.g., Welch, 2004) . Empirically, due to the presence of adjustment costs, δ is expected to lie between 0 and 1, with higher δ indicating a faster speed of adjustment. Next, the (unobserved) target leverage in (1) can be modeled as a function of firm characteristics:
where F it denotes the k × 1 vector of the determinants of target leverage and θ represents the vector of the parameters.
In our empirical analysis, we follow the literature (e.g., Rajan and Zingales, 1995; Flannery and Rangan, 2006; Frank and Goyal, 2009 ) and consider the most commonly-used firm-specific determinants of target leverage, including profitability (EBIT), market-tobook (MB), depreciation (DEP), firm size (TA), tangibility (FA), research and development (RD) and its dummy variable (RDD), and the industry median (IND). We discuss the theoretical predictions regarding the relations between these variables and target leverage in Section 3.1.2. See also Table 2 for variable definitions.
The primary econometric approach to estimating the partial adjustment framework is based on a two-stage procedure (e.g., Shyam-Sunders and Myers, 1999; Fama and French, 2002) . Specifically, this involves estimating the target leverage, L * it asθ F it , withθ being the consistent estimator of the structural parameters θ, prior to estimating the adjustment speed in the partial adjustment model, (1). While this approach is intuitive and easy to implement, it may suffer from a generated regressors problem (e.g., Pagan, 1984) and, thus, is not considered in this paper.
As an alternative approach, several studies adopt a one-stage estimation procedure (e.g., Flannery and Rangan, 2006; Antoniou, Guney and Paudyal, 2008) , which this paper focuses on. In principle, this approach estimates the adjustment speed and the target leverage simultaneously as (3) is substituted into (1) to yield the following AR(1) model:
where γ = 1 − δ and β = δθ. The partial adjustment model in (4) captures both the short-run dynamics (the speed of adjustment), γ, as well as the long-run relations between target leverage and its firmspecific determinants in equilibrium, θ. The long-run coefficients can be derived from the short-run coefficients in the following way, θ = β 1−γ . Consequently, any biases in the speed of adjustment will lead to extreme outliers in the estimated long-run coefficients such that any variation in the latter is typically greater than that in the former, especially when the short-run dynamics is highly persistent.
Alternative Estimators for the Partial Adjustment Model
In this section, we provide a review of the existing methods for estimating the dynamic partial adjustment model of leverage (4). Specifically, we evaluate two traditional least-squares estimators, namely, the pooled OLS estimator (hereafter POLS) and the fixed-effects estimator (hereafter FE) as well as a class of IV/GMM estimators, namely, Anderson and Hsiao's (1982) instrumental variable estimator (hereafter AH), Arellano and Bond's (1991) first-differencing GMM estimator (hereafter AB), Blundell and Bond's (1998) system GMM estimator (hereafter BB), Hahn, Hausman and Kuersteiner's (2007) long-differencing estimator (hereafter LD) and its adapted version (hereafter LDP) used in Huang and Ritter (2009) . Moreover, we review two bias-corrected fixed effects estimators, including the analytic formula-based bias correction approach (hereafter LSDVC) developed by Kiviet (1995) and Bruno (2005) , and the non-parametric, bootstrap-based bias corrected approach (hereafter BC) advanced by Everaert and Pozzi (2007) .
We consider the case with no residual serial correlation and rewrite the partial adjustment model of leverage with a two-way error component, as follows:
where τ t denotes the time fixed effects that capture changes in capital market conditions that may affect corporate capital structure decisions. In estimating this model, the POLS estimator is clearly biased since L i,t−1 is correlated with ε it via the individual firm fixed effects, i.e. E (L i,t−1 η i ) = 0. It is well-established that POLS overestimates γ (Baltagi, 2008) , thereby obtaining a slower speed of adjustment than the true value. Next, we consider the FE estimator, which applies the within-transformation to (5) to eliminate the firm fixed effects:
whereL it ,L i,t−1 ,F it andṽ it are the deviations from their respective individual means, e.g.,
It is also well-established that in finite samples the (within-group) FE estimator underestimates γ (Nickell, 1981) , resulting in a faster adjustment speed. Since most company panel data cover accounting data on an annual basis, they typically have small T , and thus in theory, not suitable for applying the FE estimator.
The AH, AB and BB estimators apply the first-differencing transformation to (5):
The AH method employs L i,t−2 as the only instrument for ∆L i,t−1 . This IV estimator can provide efficient results only when the panel length is 3. For longer panels, the AB estimator improves on AH by utilizing additional instruments and is theoretically more efficient (Arellano and Bond, 1991 , 1995; Blundell and Bond, 1998) . 7 Notice that both the AB and BB estimators are based on the assumptions of no residual serial correlation (E (v it v is ) = 0 with ∀t = s), and instrument validity, which can be properly evaluated by the AR(2) and Sargan tests (Arellano and Bond, 1991) . In practice, however, it is difficult to find optimal instruments since the underlying probability law between leverage and the error term processes may be too complicated to be well-identified. 8 The LD estimator recently proposed by Hahn, Hausman and Kuersteiner (2007) addresses the problem of weak instruments in GMM estimators. It relies on a smaller set of moment conditions so its finite-sample performance is expected to be more reliable. This method involves subtracting the initial observation from the last observation, resulting in the following long-differenced equation:
where k = T − 2 is the longest differencing parameter. (9) is estimated by 2SLS in which
, is instrumented by L i1 . These initial estimates are denoted byγ (0) andβ (0) . One can then compute the residuals from (5):
and utilize ε
i,T −1 as the additional IVs in the next regression. A number of iterations are typically required for this step to ensure that the parameters can be efficiently estimated. Empirically, it is suggested that this step be repeated at least three times (Hahn, Hausman and Kuersteiner, 2007) .
Huang and Ritter (2009) propose a simple, modified version of the LD estimator for unbalanced panels (hereafter LDP) by specifying a shorter differencing parameter than the longest differencing parameter for all firms in (9). Specifically, they consider k = 4, 8 and higher level differences. Without the loss of generality, we specify k = 4. Note, however, that the finite-sample performance of both LD and LDP in dynamic, unbalanced panel data models is not yet established.
Kiviet (1995) develops a bias-corrected least-squares dummy variable estimator (LS-DVC) for balanced panels. In essence, this method performs an analytical correction of the fixed-effects bias in short panels, see also Kiviet (1999) and Bun and Kiviet (2003) .
To approximate this finite-sample bias, initial values for the coefficient vector must be specified. The conventional approach is to use AB or BB initial estimates to construct this vector. 9 Bruno (2005) extends Kiviet's (1995) analytical bias correction formula to the case of unbalanced panels. Whilst LSDVC has yet been popularized in empirical capital structure research, in simulation studies, it is shown to outperform AB and BB for balanced panels of all lengths (Judson and Owen, 1999) . However, this method has several important disadvantages as it relies on strong theoretical assumptions, e.g., all regressors are strictly exogenous and the true model is an AR(1) model. LSDVC requires complex analytic derivations for correcting the short-run estimates though only "naive" corrections are performed on the long-run coefficients. Further, in practice, this approach faces a severe computational challenge due to nontrivial matrix manipulations required in the bias-correction formula. Consequently, it is almost infeasible to directly apply this estimator to a large dynamic panel often used in empirical capital structure research, especially when the true model is a higher order AR model and/or all regressors are not strictly exogenous. 10 The BC estimator recently proposed by Everaert and Pozzi (2007) corrects the bias of the FE estimator without relying on additional assumptions as do the IV/GMM or LSDVC estimators. This method performs a bias correction by non-parametric bootstrapping so it is able to reduce any uncertainty from parametric and distributional restrictions. In their Monte Carlo simulation studies, Everaert and Pozzi (2007) demonstrate that BC has relatively smaller bias and lower uncertainty than GMM estimators. However, this method has not yet been used in empirical capital structure research. Appendix A presents the estimation procedure for this method in detail.
Stylized Empirical Findings
We collect annual accounting data for US firms from the Compustat database. The sample period ranges 40 years from 1967 to 2006. Following standard practice in the literature (Flannery and Rangan, 2006; Byoun, 2008) , we exclude financial firms (SIC codes 6000-6999) and utility firms (SIC codes 4900-4999) as these firms are subject to different accounting regulations. Next, we winsorize all variables at the 1 st and 99 th percentiles to mitigate the potential effects of outliers. Table 2 presents variable definitions and a summary of descriptive statistics, respectively. To preserve space, we do not discuss these statistics but note in passing that they are consistent with previous studies (e.g., Flannery and Rangan, 2006) .
[ Table 2 about here]
Our empirical analysis has two main components. First, we estimate the partial adjustment model in (4) using the alternative estimators reviewed in Section 2, including two traditional least-squares estimators (POLS and FE), five IV and GMM estimators (AH, AB, BB, LD, LDP) and two bias-corrected FE estimators (LSDVC and BC). We then aim to assess the performance of these estimators in estimating the adjustment speed and the long-run coefficients on the determinants of leverage. Second, we evaluate the finitesample performance of these estimators based on their empirical distributions, constructed from a series of rolling regressions of the partial adjustment model.
Estimation Results
The Speed of Adjustment
Panels A and B of Table 3 report the adjustment speed and short-run coefficients for the two widely-accepted measures of leverage, namely book and market leverage, respectively. In our empirical analysis, we only compare the results obtained by theoretically valid estimators, namely AH, AB, BB, LD and LDP, and those obtained by bias-corrected FE estimators, namely LSDVC and BC. For completeness, we report but do not focus on the results from the POLS and FE approaches, which, in theory, produce biased adjustment speeds. Further, we do not pay attention to the short-run coefficients, which are simply a product of the adjustment speed and the long-run coefficients; the latter set of coefficients will be the subject of discussion in the next subsection.
[ Table 3 about here]
The results for the IV and GMM approaches indicate that the estimated adjustment speed varies depending on the estimator employed as well as the measure of leverage used. Specifically, the AH estimate of the adjustment speed is 15% for book leverage but surprisingly -13% for market leverage. The AB and BB estimates are 16% and 18% for book leverage and 6% and 14% for market leverage, respectively. The LD estimates range between 15% and 10% while the LDP estimates are 7% and 17% for book and market leverage, respectively. It is noticeable that the IV/GMM estimators obtain quite heterogeneous adjustment speeds for both measures of leverage. More importantly, with the exception of the LDP estimates, the adjustment speed tends to be quicker for book leverage. In contrast, the BC estimator obtains more plausible results as the adjustment speed is estimated at 18% for both measures of leverage. The LSDVC method also obtains fairly homogeneous estimated adjustment speed in the range of 25%-26% for market and book leverage. However, compared to the other results in table, these estimates appear to be upward biased. Our simulation results in Section 4 confirm this claim as they show LSDVC tends to overestimate the adjustment speed in the presence of negative residual serial correlation, which is frequently observed in the US data. 11 To provide meaningful economic interpretation of these estimates, we follow the literature (e.g., Huang and Ritter, 2009 ) and use the concept of "half-lives", which represent the number of years it takes firms to move half way toward their target leverage after a one unit shock to the error term. Formally, half-lives are given by ln(0.5) ln(1−γ) . Hence, an adjustment speed of 10% suggests half-lives of 6.6 years, while an adjustment speed of 5% implies half-lives of 13.5 years. Compared to the 14-year median life of firms in our sample, half-lives of 6.6 years can be considered too slow, while half-lives of 13.5 years can be interpreted as being inactive or having no real adjustment. On the other hand, adjustment speeds in the range between 15%-20% suggest half-lives between 4.2 and 3.1 years, which are somewhat consistent with the trade-off view. Based on this economic intuition, the IV and GMM estimates of the adjustment speed provide weak evidence for the trade-off theory. The estimated adjustment speed between 15% and 18% for book leverage is more or less consistent with the trade-off theory whereas the results for market leverage barely support it. On the contrary, the BC estimates of 18% for both measures of leverage provide moderate evidence for the trade-off view. Finally, the adjustment speeds of 25%-26% obtained by LSDVC imply half-lives of 2.5 years, which is supportive of rapid adjustment; though these results are most likely upward biased as discussed above.
An important feature of the estimation results is that the AB, BB and LDP estimators all suffer from the problem of invalid or weak instruments as the Sargan test is strongly rejected at the 1% significance level. Only in the LD estimation, is the Sargan test not rejected, though most of the short-run coefficients, except for lagged leverage and profitability (EBIT), are insignificant, suggesting the models are not well-specified. Moreover, we find that the negative AR(2) test statistic is rejected at the 5% significance level in the AH, AB and BB regressions (except in the BB estimation for book leverage). 12 In theory, the presence of negative residual serial correlation and invalid (over-identified) instruments violates the most fundamental assumptions of the AH, AB, BB, LD and LDP approaches. Consequently, these methods estimate the adjustment speed with a non-negligible bias. 13 In sum, the IV and GMM estimates of the adjustment speed are potentially biased; economically, they also provide inconclusive and weak evidence on the trade-off theory. BC obtains consistent results for both measures of leverage; the magnitude of the adjustment speed (18%) is in line with the trade-off view of active adjustment. Empirically, this latter finding is consistent with the more recent evidence reported by Huang and Ritter (2009).
Target Leverage and Long-run Coefficients
Focusing on the magnitude and significance of the adjustment speed ignores the fundamental question of whether a well-defined, long-run target leverage does exist. If target leverage is not well-defined, it can be argued that a moderate adjustment process may be driven by mechanical mean reversion (Chang and Dasgupta, 2009) . Empirically, for the trade-off theory to hold, not only should target leverage exist, but its long-run relations with conventional firm characteristics in equilibrium must also be consistent with the theory's predictions. In what follows, we first briefly review the predictions regarding the relations between target leverage and the eight determining factors listed in Section 2. Next, we discuss the results for the long-run coefficients in light of these predictions and evaluate whether target leverage is well-defined in models using alternative estimators.
Profitability (EBIT):
Under the trade-off framework, profitability is expected to have a positive relation with target leverage as profitable firms have an incentive to lever up in order to exploit additional debt tax shields (Modigliani and Miller, 1963) . Further, debt is an important discipline device for managers in profitable firms with potentially large free cash flow (Jensen, 1986) . According to the pecking order theory, however, profitability should exert a negative impact as firms with retained earnings are less likely to rely on external financing, including debt (Myers and Majluf 1984; Myers, 1984) . 14 
Growth opportunities (MB), R&D Expenses (RD) and R&D Dummy (RDD):
Agency theory suggests that high-(low-) growth firms face more severe under (over) investment problems, thus relying less (more) on debt financing (Jensen and Meckling, 1976; Myers, 1977) . Therefore, under the trade-off framework, growth opportunities, measured by the market-to-book ratio, have a negative impact on target leverage. A similar effect is expected between R&D expenses (RD) and target leverage as firms with large intangible assets in the form of R&D expenses tend to avoid using debt to mitigate agency problems. The pecking order model, however, predicts a positive impact because high-growth firms with potentially large R&D expenses and typically more debt capacity should accumulate more debt over time (Frank and Goyal, 2009) .
Non-debt tax shields (DEP):
Non-debt tax shields, measured by the proportion of depreciation to total assets, act as a substitute for the tax advantage of debt financing, i.e., debt tax shields (DeAngelo and Masulis, 1980) . Therefore, under the trade-off framework, this variable is hypothesized to have a negative effect on target leverage.
Firm size (TA):
The trade-off theory predicts a positive relation between firm size and target leverage because large firms have low bankruptcy, agency and transactions costs, hence a greater incentive to utilize debt. According to the pecking order theory, however, large firms have less asymmetric information, hence easier access to the equity market (Frank and Goyal, 2009) .
Tangibility (FA): From a trade-off perspective, firms with more tangible assets face lower bankruptcy costs and thus find debt more attractive. Tangible assets can also be used as a security to avoid the asset substitution problem, thus reducing the agency costs of debt (Jensen and Meckling, 1976) . This argument suggests that tangibility and target leverage have a positive relation. In contrast, the pecking order theory predicts a negative relation as firms with less tangible assets suffer a higher degree of asymmetric information, which makes debt cheaper and more favorable than equity (Harris and Raviv, 1991) .
Industry median leverage (IND):
This is used to control for common but otherwise omitted factors that all firms in a given industry may face. It can also capture the benchmark leverage ratio within an industry, toward which firms may wish to undertake adjustment (Hovakimian, Opler and Titman, 2001 ). Overall, this variable is expected to have a positive impact on target leverage (Flannery and Rangan, 2006) .
[ Table 4 about here] Panels A and B of Table 4 contain the long-run coefficients on the aforementioned explanatory variables, for book and market leverage, respectively. As in the previous section, we only focus on the results obtained by theoretically suitable estimators, including IV/GMM and bias-corrected FE estimators.
The AH method obtains conflicting results for market and book leverage. In the model using book leverage, firm size (TA) and tangibility (FA) are significantly negative, which is inconsistent with the trade-off theory. For market leverage, however, these coefficients carry a positive sign. Similarly, the signs of profitability (EBIT) and industry median leverage (IND) differ in models using book and market leverage. Non-debt tax shields have a negative sign but are insignificant in both models. Growth opportunities (MB) have the expected sign but are only marginally significant in the model using book leverage. Overall, the results for book leverage are clearly less consistent with the trade-off theory than those for market leverage.
AB obtains qualitatively similar results for book leverage as does AH. Specifically, tangibility (FA), firm size (TA) and the industry median (IND) carry a negative sign, which is in contrast with the trade-off theory. These variables still have the same sign and are weakly significant for the model using market leverage. Growth opportunities (MB) are insignificant for book leverage but significantly positive for market leverage; yet both of these results are inconsistent with the trade-off theory. Overall, the long-run coefficients obtained by AB are mostly inconsistent with the trade-off framework.
In the BB estimation for book leverage, only profitability (EBIT), tangibility (FA), the industry median leverage (IND) and the R&D dummy variable (RDD) are significantly positive as predicted by the trade-off theory. However, three other important determinants of target leverage, namely firm size (TA), growth opportunities (MB) and non-debt tax shields (DEP) have a positive sign, which is inconsistent with theory and previous empirical evidence (Titman and Wessels, 1988; Rajan and Zingales, 1995; Frank and Goyal, 2009 ). The results for market leverage are generally in line with the trade-off theory's predictions, except for growth opportunities (MB).
In the LD and LDP estimations, many determinants of target leverage lose their significance. In particular, the LD estimator performs poorly as all the long-run coefficients, except for profitability (EBIT) in Panel A, are insignificant. In the LDP regression using book leverage, profitability (EBIT), non-debt tax shields (DEP) and tangibility (FA) are significant and carry the predicted signs. R&D expenses (RD) and the industry median leverage (IND) are significant but do not have the expected signs. In the model using market leverage, the results are more reasonable, with non-debt tax shields (DEP), tangibility (FA) and firm size (FA) being significant and having the predicted signs. However, several important determinants of target leverage, namely, profitability (EBIT), growth opportunities (MB), R&D expenses (RD), R&D dummy (RDD) and the industry median leverage (IND), are either insignificant or significant with the wrong signs.
BC obtains the most plausible results as all the long-run coefficients (except MB) are significant at the 1% level for both book and market leverage. Importantly, most of these coefficients carry the expected signs, which are generally consistent with the tradeoff theory's predictions and existing empirical evidence from static models of leverage (Titman and Wessels, 1988; Rajan and Zingales, 1995; Frank and Goyal, 2009 ). The most noticeable exception is profitability (EBIT), which has a negative sign; yet this finding is also consistent with recent dynamic trade-off models (see footnote 13 above). The other exception includes growth opportunities (MB), which are insignificant for book leverage.
With a few exceptions, the LSDVC estimates of the long-run coefficients are generally qualitatively similar to the BC estimates. For book leverage, unlike the BC estimation results, the effect of growth opportunities (MB) becomes significantly negative while R&D expenses (RD), R&D dummy (RDD) lose their statistical significance. For market leverage, R&D expenses (RD) become insignificant. Note, however, that the potential upward bias in the LSDVC estimates of the short-run dynamics may carry onto those of the long-run coefficients, suggesting the LSDVC results should be treated with caution.
In sum, our analysis shows that AH, AB, BB, LD, and LDP provide weak and inconclusive results regarding the long-run coefficients (the exception being the BB results for market leverage). Specifically, several determinants of long-run target leverage are insignificant while the signs of a few significant ones are inconsistent with the trade-off theory. Further, the results are sensitive to the measure of leverage used as the results for book leverage are particularly weak and inconsistent with the trade-off theory. This latter finding suggests that IV and GMM approaches fail to estimate target leverage appropriately, at least in models using book leverage. This is in stark contrast with the evidence on the adjustment speed discussed in Section 3.1.1 in which the results for book leverage are clearly more consistent with the trade-off theory. Overall, these findings clearly show that focusing solely on the magnitude and statistical validity of the adjustment speed may lead to incorrect conclusions, e.g. supporting the trade-off view when there is no well-defined target leverage that is consistent with theory such that leverage adjustment is likely caused by mechanical mean reversion (Chen and Zhao 2007; Chang and Dasgupta, 2009) .
Our results show that in estimating the long-run coefficients the BC estimator provides the most plausible results in terms of the statistical significance and signs of the long-run coefficients, most of which are consistent with the trade-off theory. Moreover, the results are also robust to alternative measures of leverage (book and market-based). Taken together with the reasonable BC estimate of the adjustment speed (18%), this finding suggests that, empirically, BC is the most reliable method to estimate the partial adjustment model of leverage and test the trade-off theory. Finally and importantly, using the BC estimator can potentially address the concern regarding mechanical leverage adjustment mentioned above. This method can appropriately estimate target leverage, toward which adjustment is found to take place at a moderate speed, as opposed to mechanical reversion to a meaningless target.
Empirical Distributions of Alternative Estimators
In this section, we compare the empirical distributions of the alternative estimators in order to evaluate their relative performance and robustness in sub-samples of different lengths and in models using different leverage measures. This analysis serves to bridge the gap between the regression analysis presented above and the Monte Carlo simulation studies conducted in next section. Our subsamples are generated from a series of rolling regressions of equation (1), with the rolling windows being 10 and 30 years, respectively, and the rolling step being one year forward. Specifically, the descriptive statistics, including the mean and standard deviation, of the sampling distributions are calculated using thirty-one 10-year sub-samples and eleven 30-year sub-samples, respectively. Note that the choice of the panel lengths (T = 10, 30) is motivated by practical considerations: T = 10 is consistent with the empirical fact that firms in our sample have a median-life of 14 years while T = 30 approximates the longest Compustat panels' length. Panels A and B of Table 5 report the sampling distribution of the estimated adjustment speed and the long-run coefficients for the short-and long-panel cases, respectively. We further present the rejection frequencies of the AR(2) and Sargan tests for the relevant IV/GMM estimators.
In our evaluation of the empirical distributions, we are particularly interested in potentially unbiased estimators that are robust to different subsamples of different lengths and alternative measures of leverage. First, in theory, a robust estimator must have little uncertainty, i.e. small standard deviations in its empirical distribution. Second, it should produce comparable estimates of the short-run dynamics and long-run coefficients for the two widely-used alternative measures of leverage, namely book and market leverage. Although these two measures are possibly generated by different stochastic processes, at least theoretically, the fundamental adjustment mechanism is not expected to be significantly different for them. Third, for IV and GMM estimators to be robust, they should satisfy the standard assumptions of no serial correlation and valid, optimal instruments.
[ Table 5 about here]
The results show that the mean adjustment speeds estimated by POLS are almost the same in magnitude (15-16%) with remarkably small standard deviations for models of book and market leverage. The FE estimator yields similar mean adjustment speeds for market and book leverage but its estimates are clearly biased upward, especially in the short panel case. Overall, the mean adjustment speed is slowest in the POLS estimation (15-16%) and substantially faster in the FE estimation (40-58%), confirming that POLS overestimates and FE underestimates the short-run dynamics of the model. In terms of the IV/GMM methods, the AH and AB estimates of the adjustment speed considerably differ for models using book and market leverage. On average, the BB, LD and LDP estimates are fairly consistent for both leverage measures but vary depending on the panel length. Further, all the IV/GMM estimates tend to be highly uncertain with significantly large standard deviations, which somewhat diminish only as the panel length increases to 30 years. The latter finding is consistent with theoretical predictions (Baltagi, 2008) . The LSDVC estimates of the adjustment speed marginally differ for book and market leverage (26%-29% versus 29%-31%) and slightly decrease as the panel length increases. This latter finding suggests that the (upward) bias associated with LSDVC are somewhat mitigated in longer panels, though the LSDVC estimates still remain quite high, suggesting they still contain some upward biases. The BC estimator provides the most plausible results that satisfy all conditions of a robust estimator listed above. In particular, the BC adjustment speeds are consistent across alternative models: they are estimated at 20% and 20% in short panels and 18% and 19% in long panels respectively for market and book leverage. Further, BC provides the most stable results as its the standard deviation is less than 3% in short panels and near 0% in long panels.
We now turn to examine the rejection frequencies of the AR(2) and Sargan tests for the IV/GMM estimators. The results show that the AR(2) test evaluated at the 5% significance level are generally over-rejected, ranging from 16% to 73% (except in the BB estimation for book leverage and long panels). This finding suggests that residual serial correlation is a serious problem in US company data. It is noticeable that in the BB estimations, the rejection frequency of the AR(2) test is relatively lower, even equal to 0% in the model using book leverage and long panels, indicating a potential underrejection problem. However, when market leverage is used, this frequency reaches 26% in the short-panel case and 64% in the long-panel case. The rejection frequencies of the Sargan test evaluated at the 5% significance level are extremely high. For AB and BB, the Sargan test is rejected at 100%, regardless of the panel length and measure of leverage used. 15 For the LD and LDP estimators, the rejection frequencies are relatively lower but are still high overall, reaching above 45% for models of market leverage and 100% for models using long panels. This finding clearly demonstrates the difficulties in finding valid, optimal instruments for IV/GMM estimators in empirical capital structure research. In sum, given both the AR(2) and Sargan tests are frequently rejected, it is highly likely that the existing IV/GMM estimation results are invalid.
Finally, we examine the descriptive statistics for the empirical distributions of the longrun coefficients. The POLS, FE and BC estimates are quite stable with small standard deviations; they generally carry the same signs in models using book and market leverage. Regarding the AH, AB, LD and LDP approaches, their estimates of several long-run coefficients have large standard deviations, especially in short panels, and often flip signs between models of market and book leverage. Notably, AH and AB are the most uncertain when estimating profitability (EBIT), non-debt tax shields (DEP), tangibility (FA), R&D expenses (RD) and the industry median leverage (IND); even in long panels, this level of uncertainty remains a problem in models using market leverage. Among the IV/GMM approaches, the BB estimator is the more robust method. As the panel length increases to 30, BB clearly improves and provides plausible long-run coefficient estimates with smaller standard deviations and similar signs for both models of leverage (except for tangibility (TA) and the industry median leverage (IND)). Overall, however, the BB estimator is still outperformed by BC as the former method only obtains reasonable results in the long-panel case while it is clearly more uncertain than the latter in both panel lengths. Further, the signs of the long-run coefficients estimated by BC, are generally consistent with the trade-off theory. Finally, note that LSDVC is comparable to BC, especially in long panels, while it is slightly more uncertain in short panels.
In sum, POLS and FE obtain homogeneous adjustment speed estimates and long-run coefficient estimates with the same signs and small standard deviations in both short and long panels. However, these least-squares methods carry large biases. The IV/GMM estimators are generally unstable as their estimated adjustment speeds and long-run coefficients are sensitive to the choice of the leverage measure and the panel length used. This suggests that researchers applying these methods to different Compustat samples are likely to reach different conclusions altogether. More importantly, their estimations appear to use invalid instruments, as shown by the AR(2) and Sargan tests, and produce (extreme) outliers and large standard deviations, thus making them highly unreliable, especially in short panels. LSDVC seems to produce some errors when estimating the adjustment speed while this method estimates the long-run coefficients more favorably. Finally, our evaluation of the empirical distributions shows that BC is the most reliable estimator for estimating the dynamic partial adjustment model of leverage. The BC estimates are strongly robust to the measure of leverage used and the panel length chosen.
Monte Carlo Simulation Studies
In this section, we perform Monte Carlo simulation studies to investigate the finite-sample performance of the alternative estimators reviewed in Section 2. We are particularly interested in comparing the performance of the IV/GMM estimators with that of the bias corrected FE estimators. To this end, we consider a data generating process (hereafter DGP) based on Kiviet (1995) with three important extensions. First, we explicitly control for a correlation between the explanatory variable and the unobserved individual fixed effects. 16 In empirical corporate finance, such a scenario is common. The explanatory variables in leverage models typically proxy for both observed and unobserved firm characteristics. Hence, they are highly likely to be correlated with the unobserved firm fixed effects. Second, we also investigate the impact of (unaccommodated) residual serial correlation on the finite-sample performance of the estimators. This exercise is important because our empirical results based on the AR(1) model have so far suggested a residual serial correlation problem. In such a case, the IV/GMM estimators should become less reliable as the subset of over-identifying moment conditions used in their estimations are invalid. Finally, unlike existing simulation studies in the econometrics literature (e.g., Kiviet, 1995; Judson and Owen, 1999; Brun, 2005; Everaert and Pozzi, 2007) , we specify the key control parameters of our simulations using the stylized empirical findings for the US data between 1967 and 2006.
Data Generating Process
We consider the following DGP:
where both x it and u it follow an AR(1) process:
where ξ it ∼ N 0, σ 2 ξ , it ∼ N 0, σ 2 and they are distributed independently of each other.
Throughout all simulation exercises, without loss of generality, we specify the values of the following parameters: γ = 0.8, β = 0.2, ρ = 0.5 and σ u = 1. 17 In this case, as in Kiviet (1995) , the long-run parameter obtained by θ = β 1−γ is normalized to unity. More importantly, we examine the impact of the two main control parameters, namely, a loading factor (µ) and a signal-to-noise ratio (ϑ) , on the finite-sample performance of the estimators.
Following Kiviet (1995), we first define the loading factor, which measures the relative impact of the error term, u it , and the individual fixed effects, η i on y it , as follows
where σ 2 η is the variance of the individual fixed effects, η i . In the special case where there is no correlation between η i and the explanatory variable, x it , then η i is drawn from N 0, σ 2 η . As mentioned earlier, in our experiment, we explicitly allow for a correlation between η i and x it , such that E [x it η i ] = 0. To operationalize this, we generate η i by
In this general case, we have
and thus,
where σ 2 z i and Cov (x it , z i ) are derived in Appendix B. In order to derive the signal-to-noise ratio, which measures the variance ratio of the signal with respect to explaining y it contained in y it−1 and x it to the noise, η i and it in the regression , we also follow Kiviet (1995) and rewrite (10) as
where
for the derivation). It is clear from (17) that y it is decomposed into the weighted sum of two stationary AR(2) processes and the (long-run) unobserved individual effects that are mutually independent of one another. Defining the latent variable
1−γ , we are then able to derive the signal-to-noise ratio by
where σ 2 s is the variance of the signal, s it = ν it − u it (see Appendix B for detail). As emphasized by Kiviet (1995) , the signal-to-noise ratio is an important factor affecting the bias size and relative performance of the estimators. In particular, it is expected that all the estimators perform better as the signal-to-noise ratio increases in the regression (Judson and Owen, 1999; Bruno, 2005) .
In the special case where there is no correlation between η i and x it , it is easily seen that the two parameters, µ and ϑ, can be controlled independently as in Kiviet (1995) .
However, the simulation design will become more complex when E [x it η i ] = 0. While the signal-to-noise ratio, ϑ, is still independent of µ, the reverse may not be true. As ϑ changes, so do σ 2 ξ and σ 2 z i ; the value of µ may change too. Hence, in order to avoid this dependency, we impose the following restriction on δ:
in which case the loading factor, µ, can be controlled independently of ϑ. As in Kiviet (1995), we also generate the data by carefully deriving the initial conditions for x i0 and y i0 to avoid any slow convergence problems and the waste of random numbers (see Appendix B). 18 To sum up, we consider five simulation experiments. Experiment 1 is our benchmark case with the parameter values given by γ = 0.8, β = 0.2, ρ = 0.5, µ = 3, ϑ = 6, E [x it η i ] = 0 and φ = 0 (i.e., no residual serial correlation). As mentioned, the values of the control parameters, µ and ϑ, are chosen to reflect the stylized empirical results for the US data over the period 1967 and 2006. In particular, these values are set equal to the median values from our rolling regressions estimated by the BC estimator, which, empirically, is shown to be the most favorable methods. 19 Next, we examine the impact of varying the loading factor (µ = 1, 6) in Experiment 2 and the impact of increasing the signal-to-noise ratio (ϑ = 12) in Experiment 3. Experiment 4 investigates the impact of a zero or negative correlation between the explanatory variable and the fixed effects. Finally, Experiment 5 assesses the impact of serial correlation in the error term, u it , with φ = 0.3. In all experiments, we consider N = 400 for both short panels (T = 10) and long panels (T = 30), and use 1,000 replications. The choice of the panel lengths corresponds to the analysis of the empirical distributions in Section 3.2 and is consistent with Flannery and Hankins (2010). See Table 6 for a summary of our simulation design.
[ Table 6 about here] Table 7 reports our benchmark simulation (Experiment 1) results for the short (T = 10) and long panel lengths (T = 30). Figures 1 -4 summarize the impact of varying key simulation parameters, as evaluated in Experiments 2-5. Note that in these figures, we only report the results for the short panel case to preserve space. The simulation results for long panels generally improve but otherwise are qualitatively similar to the results for short panels. 20 To evaluate the relative performance of the alternative estimators, we focus on three main criteria, namely the bias, the standard deviations (Stdev) and the root 18 Arellano and Bond (1991) and Flannery and Hankins (2010) simply fix xi0 = 0 and yi0 = 0 whilst discarding the first ten cross-section observations.
Simulation Results
19 For each measure of leverage, we obtain 31 subsamples of short panels (T = 10) and 11 subsamples long panels (T = 30). Thus, based on 84 rolling regressions for the subsamples, we find thatμ ranges between 2.5 and 3.7 whileθ is between 3.6 and 8, respectively. We also use the different median values estimated by LSDVC and GMM and obtain qualitatively similar results.
20 Extremely large estimation results are dropped from figures in order to enhance the clarity of comparison. All the unreported results are available upon request. mean square errors (RMSEs) of the estimates of γ, β and θ. Further, for the IV/GMM estimators, we report the rejection frequencies of the AR(2) and Sargan tests to facilitate an evaluation of these methods. Finally, we assess the accuracy of the target estimates via the mean absolute error (MAE).
Experiment 1: The Benchmark Case
Panel A of Table 7 reports the benchmark simulation results for the short panel length with T = 10. First, for the autoregressive coefficient estimate,γ, POLS has the highest upward bias (0.097) while FE produces the most downward bias (-0.126). The direction of these biases is consistent with well-established conclusions about these methods (Nickell, 1981; Baltagi, 2008) . In economic terms, this suggests that using POLS (FE) in capital structure studies potentially underestimates (overestimates) the adjustment speed by 10% (12%). Since these biases are significant relative to the adjustment speed estimates reported in the literature, our results confirm that the traditional least squares estimators are not suitable for investigating dynamic models of capital structure. Among the IV/GMM estimators, AH and AB are both downward biased (-0.074 and -0.064) while BB is upward biased (0.080). These biases are sizable both statistically and economically. The two LD estimators perform well with relatively smaller errors (-0.021 and -0.016, respectively). Yet, in terms of accuracy, LSDVC and BC are clearly the most favorable methods with negligible bias (-0.007 and 0.009). In terms of efficiency, OLS and BB provide the smallest standard deviation (0.004 and 0.01). The bias corrected FE estimators also have relatively small standard deviations as well as the smallest RMSEs. Taken together, LSDVC and BC clearly outperform the alternative estimators in estimating the autoregressive coefficient.
The explanatory variable's coefficient, β, is well estimated by all the methods (with the exceptions of POLS and BB), which produce remarkably small biases, standard deviations and RMSEs. Most of the estimators, however, obtain large estimation errors for the longrun coefficient,θ. Notably, POLS and BB are considerably upward biased (1.155 and 0.798) while FE is the most downward biased (-0.384). In contrast, LSDVC (-0.021), BC (0.055) and LDP (-0.074) exhibit the smallest biases. In terms of uncertainty, AH is the least favorable method as it has the largest standard deviation (2.562). AB and LD are also inefficient compared to the other estimators due to their relatively large dispersion (0.364 and 0.531). Overall, AH and POLS have the largest RMSEs (6.589 and 1.338). In contrast, LSDVC and BC produce the lowest RMSEs (0.06 and 0.11). In sum, these two bias corrected FE estimators are the most plausible methods for estimating the long-run coefficient.
Turning to the precision of the target estimates, we find that LSDVC and BC are considerably more accurate than the other estimators. Their MAEs range between 0.16 and 0.28, which are much lower than those of the IV/GMM estimators. POLS, AH and BB produce notably inaccurate target estimates; their MAEs are 3.72, 2.57 and 1.92, respectively.
The Sargan test for AB, BB, LD and LDP significantly over-rejects the null of instrument validity and optimality at the 5% significance level. Importantly, this test is frequently rejected (38.5%) in the BB regression, implying that BB seriously suffers from invalid moment conditions. Hence, the estimation results obtained by the BB estimator are potentially unreliable.
Finally, Panel B reports the benchmark simulation results for the long panel case with T = 30. The performance of most of the estimators significantly improves as the panel length increases. FE, AH, AB and LDP demonstrate the most pronounced improvements in terms of estimation precision and efficiency. BB performs well though, surprisingly, it is outperformed by the other IV/GMM approaches. Notably, AB becomes the clear favorite for long panels. 21 The two bias-corrected FE estimators still perform well and remain to be among the most favorable methods. Overall, the key findings for long panels are qualitatively consistent with those for short panels.
[ Table 7 about here] Experiment 2: The Impact of the Loading Factor Figure 1 illustrates the impact of varying the loading factor, µ , on the relative performance of the estimators. An overall examination of the simulation results shows that the performance of the POLS and IV/GMM estimators is very sensitive to a change in the value of the loading factor. First, as µ increases to 6 from 3, the performance of AH is seriously deteriorated as its bias, standard deviations and RMSEs significantly increase. BB is also affected as this method now estimates γ and θ with considerably larger errors. AH, AB, LD and LDP display higher uncertainty in their estimates of θ. Overall, forγ andθ, POLS, AH, BB, LD and LDP become less reliable as their RMSEs considerably increase. We also find that the POLS, AH, BB and LD estimators obtain target estimates with more errors (MAEs). The rejection frequency of the Sargan test for BB also increases with a higher loading factor. Second, as the loading factor decreases to 1 from 3, all the methods generally improve with the IV/GMM approaches clearly demonstrating the most improvements in their performance with respect to estimation accuracy and efficiency. In particular, AH, AB, BB, LD and LDP now become favorable for estimating all the coefficients of interest, though AB and BB still frequently suffer from the problem of invalid instruments.
In sum, our simulation results show that the higher the loading factor, the worse the relative performance of the POLS and IV/GMM estimators. On the other hand, the bias corrected FE estimators are robust to the variation of this key control parameter. LSDVC and BC perform very well in both simulation experiments with µ = 1 or 6. They clearly outperform the IV/GMM estimators and are the most favorable and robust methods in these experiments. Finally, we note that the above findings can be attributed to an important aspect of our simulation design, which allows for a correlation between the explanatory variable and the unobserved individual fixed-effects.
[ Figure 1 about here]
Experiment 3: The Impact of the Signal-to-noise Ratio
In Figure 2 , we investigate the impact of changing the signal-to-noise ratio on the estimation accuracy and efficiency of the estimators. As expected, the relative performance of all the estimators greatly improves as ϑ increases to 12 from 6. But even in this setting, the bias corrected FE estimators still outperform the GMM estimators. Surprisingly, as ϑ increases, the rejection frequency of the Sargan test in the GMM estimations becomes remarkably high, especially for BB. This indicates that the BB estimator suffers from invalid instruments even though its estimation performance is greatly improved. In sum, LSDVC and BC still produce the highest estimation precision and efficiency and, thus, remain to be the most favorable methods.
[ Figure 2 about here]
Experiment 4: The Impact of a Correlation between the Explanatory Variable and the Individual Fixed-Effects
Our experiments have so far explicitly controlled for a positive correlation between the explanatory variable and the unobserved individual fixed-effects. In Figure 3 , we investigate the impact of zero or a negative correlation on the relative performance of the estimators. The results show that with a zero-correlation, the IV/GMM estimators markedly improve, overall becoming more accurate and efficient. In particular, BB outperforms the other estimators, though the Sargan test for BB is still rejected at 9%. The two bias-corrected FE estimators still perform reasonably well and are comparable to the BB estimator. Note that the finding that BB is the most favorable in the experiment without a correlation between the explanatory variable and the unobserved individual fixed-effects is consistent with Flannery and Hankins (2010), who consider the same restrictive setting. 22 In the general setting allowing for non-zero correlation, however, the above results no longer hold. An overall assessment of the biases ofγ,β andθ indicates that the impact of a positive correlation is, by and large, much more pronounced than that of a negative correlation. The presence of a negative correlation has a milder impact on the performance of the estimators that eliminate the fixed-effects via model transformation. The notable exceptions are the two methods using the levels equations, namely the POLS and BB estimators, which perform poorly when estimating β as shown by their increased bias, standard deviations and RMSEs. In addition, the Sargan test for BB is significantly oversized, reaching nearly 90%.
When the explanatory variable and the unobserved individual fixed-effects are positively correlated, the performance of AH, AB and BB is seriously deteriorated. Forγ, AH, AB and BB produce much larger biases and the first two methods also become less efficient. Consequently, these IV/GMM estimators display the largest increase in their RMSEs. Forβ, AH, AB and BB exhibit moderately higher biases but considerably larger standard deviations. Forθ, the bias size remains relatively unchanged or marginally increases for most of the estimators, except for BB, which produces significantly larger estimation errors. However, the RMSEs of AH, AB, BB and LD exhibit a significant increase, indicating that these estimators become less reliable overall. In terms of the target estimates, the accuracy of AH and BB clearly diminishes. Finally, the latter method is most likely invalid as there is a significant increase in the rejection frequency of the Sargan test.
In sum, the results show that IV/GMM estimators are very sensitive to the presence of a positive correlation between the explanatory variable and the unobserved individual fixed-effects. In addition, BB is seriously affected by both a positive and negative correlation despite being favorable in the restrictive setting with a zero correlation. In contrast, the two bias corrected FE estimators are robust and perform well in all three settings: they are highly accurate and efficient when estimating all the coefficients of interest.
[ Figure 3 about here] Figure 4 demonstrates the impact of (unaccommodated) residual serial correlation on the finite-sample performance of the estimators. An overall assessment of the results indicates that the performance of all the estimators (except for BC) is considerably deteriorated when the residual is serially correlated. In particular, the IV/GMM estimators suffer the most. Forγ, AH and AB produce extremely large estimation errors. These two methods also estimateβ with the least accuracy. Forθ, BB and AH are considerably biased, especially in the presence of positive residual serial correlation. These IV/GMM methods also become much less efficient as they obtain relatively large standard deviations and RMSEs. As expected, the rejection frequencies of the AR(2) and the Sargan tests for the IV/GMM estimators reach to almost 100%, implying that these estimators are invalid in the presence of residual serial correlation. On the other hand, BC is almost unaffected by non-zero residual serial correlation. It clearly outperforms LSDVC and produces relatively mild biases for all the coefficients. LSDVC has a sizeable bias when estimating the autoregressive term, γ. Specifically, it provides a downward (upward) bias of nearly 10% when the residual is negatively (positively) serially correlated. Given that US capital structure data are highly likely to suffer from negative residual serial correlation, this corroborates the early empirical finding that LSDVC appears to overestimate the adjustment speed. In sum, our results show that BC provides the most reliable results even in the presence of residual serial correlation.
Experiment 5: The Impact of Residual Serial Correlation
[ Figure 4 about here]
Discussions and Further Extensions
In this section, we discuss the implications of our simulation results for empirical capital structure studies. We further consider an augmented simulation for a higher order AR model in the presence of residual serial correlation. First, our simulation results clearly show that traditional least-squares methods are severely biased to be employed in empirical studies using dynamic models of leverage. By contrast, the bootstrap-based bias corrected FE estimator is highly accurate and efficient when estimating the autoregressive coefficient (the adjustment speed), the effects of the explanatory variables, the long-run coefficients and target leverage. Importantly, these properties remain robust to the variation of the key simulation parameters and in many other relevant settings. This method is more reliable and robust than the IV/GMM estimators. Moreover, it compares favorably to LSDVC, which is affected by the serial correlation problem and has extremely heavy computational burden in empirical applications. 23 Hence, our simulations show that BC is the most plausible and robust method for estimating dynamic, parsimonious AR(1) models of capital structure.
In our simulations, the IV/GMM estimators often suffer from the bias and inference problems. They are highly unreliable due to their sensitivity to changes of the key parameters. Specifically, their finite-sample performance is significantly deteriorated in the presence of (1) a (positive) correlation between the explanatory variable and the individual fixed effects and (2) residual serial correlation, both of which are highly likely to be present in real data. Note, however, that the IV/GMM estimators still produce reasonable results in a setting that assumes strictly exogenous explanatory variables and no serial correlation. In this case, BB is the most favorable method, though BC and LSDVC also have comparable performance. Nevertheless, such a setting is restrictive and unrealistic as negative residual serial correlation is frequently observed in the real data.
The theoretical solution to the problem of residual serial correlation involves extending the partial adjustment model of leverage, i.e., an AR(1), to a model of higher order, such as an ARDL(2,1) model (see Appendix C for more detail). Indeed, further simulation results reported in Table 8 show that in the presence of negative serial correlation, the ARDL extension is particularly effective and beneficial for AB. BB shows some improvements in its estimation errors for the autoregressive coefficient but still performs poorly when estimating the long-run coefficient. AH remains significantly biased while LD and LDP are accurate but fairly uncertain with large standard deviations and RMSEs. The performance of all the estimators, FE in particular, markedly improves in the long panel case (the exception being BB). Finally, for both panel lengths, BC emerges as the most favorable method, closely followed by AB.
[ Table 8 about here] While the ARDL extension appears to be a useful tool to deal with (negative) residual serial correlation, in empirical applications, this approach may lead to over-parameterization and potentially over-identification of instruments, which render the GMM results potentially more unreliable (Ziliak, 1997; Roodman, 2009) . 24 This approach also requires substantial computational resources that make it less appealing in practice.
Conclusions
Existing capital structure studies have extensively used the partial adjustment model of leverage to test the trade-off theory against alternative theories. The challenge of such an approach is how to consistently estimate this dynamic panel data model in short panels of company data in the likely presence of individual firm fixed-effects. Moreover, it is exacerbated by the need to simultaneously estimate the speed of adjustment (i.e., the short-run dynamics) and the long-run relationship that captures well-defined target leverage, toward which the adjustment process takes place. In this paper, we examine the properties of all existing estimation methods available for estimating such a complex model through a series of empirical analysis and Monte Carlo simulation studies. We devote particular attention to the recently advanced estimators, namely, Anderson and Hsiao's (1982) instrumental variable (IV) estimator, Arellano and Bond's (1991) first-differencing GMM (AB), Blundell and Bond's (1998) system GMM (BB) and Hahn, Hausman and Kuersteiner's (2007) long-differencing method (LD), which are theoretically unbiased and efficient in dynamic panel models. We also consider as alternatives to these IV/GMM methods two bias correction techniques, including the bias-corrected least-squares dummy variable (LSDVC) estimator (Kiviet, 1995; Bruno 2005) and the bootstrap based biascorrected (BC) estimator (Everaert and Pozzi, 2007) .
Our results confirm that traditional least-squares estimators are not appropriate for estimating dynamic panel models of capital structure as they produce severely biased results, especially regarding the adjustment speed. While the recently advanced estimators such as AB, BB and LD seem to provide more accurate estimates of the adjustment speed, they still perform poorly when estimating the long-run coefficients. In our empirical analysis, the GMM approaches fail to estimate well-defined target leverage, especially in models of book leverage. Our Monte Carlo simulation results weakly identify BB as the favorable method among the existing IV/GMM approaches; however, this method is only reliable in a few restrictive settings and sensitive to the variation of the key simulation parameters. Moreover, an important limitation of the GMM estimators lies in that their two critical assumptions of no serial correlation and valid, optimal instruments are often violated. In particular, negative residual serial correlation appears to be an empirical stylized fact of the US data that, in theory, renders the GMM results for the partial adjustment model based on an AR(1) model invalid. The use of higher order AR models as a remedy for this problem appears to be useful, especially for AB, though it considerably complicates the estimation procedure due to over-parameterization in practice. Combining these empirical and simulation findings suggests that the GMM approaches are likely to produce unreliable and mixed results. Consequently, the stock of empirical results reported in existing capital structure studies using such estimators should be treated with great caution.
Our results demonstrate that the bootstrap biased-corrected estimator has distinct advantages over the other estimators in estimating the partial adjustment model of leverage. Specifically, this method yields the most plausible results regarding the adjustment speed and the long-run coefficients as well as consistent, robust results in models using book and market leverage and different subsamples. Our Monte Carlo simulation results further show that this method consistently outperforms the IV/GMM estimators and analytical bias corrections (LSDVC) in terms of estimation accuracy and uncertainty. Overall, our empirical and simulation results suggest that the bootstrap based bias-corrected approach is potentially the most plausible, robust and parsimonious method for estimating dynamic models of capital structure and testing the trade-off theory. Finally, using this method, we find firms adjust toward well-defined target leverage at a speed of 18-20%, which provides moderate evidence for the trade-off theory.
While our paper focuses on the subject of capital structure, some of our general simulation results have relevant implications for other research areas in empirical corporate finance, including debt maturity structures, cash holdings, dividend policy and investment choice. A large number of studies in these areas use dynamic panel data AR(1) models for short panels in the likely presence of unobserved firm fixed effects. 25 Consequently, they face the same challenges as does capital structure research. For these studies, therefore, our main conclusions still apply: traditional least-squares methods are fundamentally flawed while the IV and GMM estimators are risky and likely to produce unreliable results. In such a context, future studies in these areas may consider alternative methods, of which the bootstrap based bias-corrected estimator emerges as the most promising candidate. Specifically, if we sample repeatedly from a population with parametersπ and calculate the estimateπ * j (π) in each sample,π is an unbiased estimator of π if the average of π * j (π), j = 1, ..., J corresponds to the FE estimate,π , based on the original data. See also Tanazaki (2004) .
Next, we can obtain a bias-corrected estimate of π by searching over the parameter space untilπ is found that satisfies (A.3). This can be implemented using an iterative bootstrap procedure which simulates the distribution of the FE estimator when sampling from (7) with the initial values of a parameter vector, denotedπ (0) . This procedure can be explained as follows:
Step 1 : Estimate the N ×1 vector of individual effects,η = (
and the residuals,ũ = (
Next, rescale the residuals as (e.g., MacKinnon, 2002)
where m it is the {(i − 1) (T − 1) + (t − 1)}th diagonal element of the idempotent matrix,
is an idempotent transformation matrix that removes the fixed effects in the regression model.
Step 2 : Generate the bth bootstrap samples for b = 1, ..., B as follows. First, generate the bth bootstrap sample residual, denotedũ (b) , from the rescaled estimated residualsũ * (see below) and generate a bootstrap sample by
where we use
and F it is given. Then we obtain the FE estimator, namelỹ π (b) π (0) , using L (b) and Z (b) .
Step 3 : Repeat step 2 B times and calculate the empirical mean bȳ
Define the difference betweenπ andπ ( (2007), we set the number of bootstrap samples B equal to 1000, use the convergence criterion sup d (k) < 0.005 and set the upper bound on the number of iterations at 20. We use the (within-group) FE estimator asπ (0) . The estimator of the long-run coefficients θ is easily obtained and their standard errors can be approximated by the Delta method (e.g., Pesaran and Zhao, 1999) .
Resampling Schemes Resamplingũ (b) in a nonparametric way does not require an explicit distributional assumption for u. As we may allow for temporal dependence in u, we consider two alternative resampling schemes. First, when assuming that u it is i.i.d. across i and over t, we resample u it from ..., N, (A.8) where the vectors of indices (i 1 , ..., i N ) and (t 2 , ..., t T ) are obtained by drawing with replacement randomly from (1, ..., N ) and (2, ..., T ) , respectively. Second, if we allow u it to exhibit temporal dependence (e.g. conditional heteroskedasticity), we resample it by using the wild bootstrap (Goncalves and Kilian, 2004): ..., N, (A.9) where the index j is drawn with replacement from (1, ..., N ) and τ it is a binomial random variable with mean 0 and variance 1 that takes on value -1 (1) with probability 1/2. Note that this scheme is asymptotically valid when either T , N or both grow large. Finally, we collect all the re-sampled residual vectors iñ
Appendix B: Derivations for the DGP Derivation of (15) and (16) First, consider a covariance between x it and z i given by
.
Next, usingx = N −1 N i=1x i , and noticing that Cov (x it ,x j ) = 0 for i = j, we have
Combining these results yields
Next, the variance of z i is defined as
The variance ofx
After some algebra, we finally obtain
Derivation of (17) We rewrite (10) as
where L is a lag operator. Replacing x it and u it in (B.4) by
we then obtain
(1−γL)(1−φL) it can be expressed as mutually independent stationary AR(2) processes:
Derivation of the Variance of the Signal, σ 2 s
The variance of
Finally, the variances of ξ it and it can be obtained as follows: Following Kiviet (1995) , who derive the initial conditions for the AR(1) and AR(2) processes, we can easily obtain the following initial conditions for x i0 , ϕ i0 and ψ i0 :
Derivation of the Initial Conditions
and finally
Appendix C: ARDL Extensions in the Presence of Residual Serial Correlation.
Assume residual serial correlation in the partial adjustment model, namely an ARDL(1,0) model:
such that v it follows an AR(1) process:
where it is the idiosyncratic error term with zero mean and constant variance. To explicitly allow for this residual serial correlation, we extend the partial adjustment model into an ARDL(2,1) as follows: it , i = 1, . . . , N ; t = 3, . . . , T, (C.3) where γ 1 = φ + γ, γ 2 = −φγ, β 0 = β, β 1 = −βφ and η * i = (1 − φ) η. Notice that the speed of adjustment coefficient, (1 − γ) and the long-run coefficient, θ in (C.1) can be
, respectively. In the presence of the fixed effects, η * i , we consider the FE estimator by using the within-transformation:
To adopt the AH, AB and BB approaches, we first-difference (C.3) to yield:
. . , L i,t−2 ) as GMM instruments for ∆L i,t−1 in (C.5) whereas the BB utilizes (∆L i1 , . . . , ∆L i,t−2 ) as the additional instruments for L i,t−1 in (C.3).
The LD approach now requires more instruments in the following transformed equation:
) are correlated with (u iT − u i3 ), so we estimate (C.6) with 2SLS using L i2 and L i1 as instruments respectively for (
, and obtain the initial estimates, denotedγ
0 andβ
1 . Next, we compute the residuals from (5) i,T −1 as the additional IVs in the next regression. This procedure will be repeated three times to obtain robust LD estimates. Similar modifications can be applied to LDP.
In terms of bias-corrected FE estimators, the LSDVC approach relies on an analytical solution that does not apply in the presence of residual serial correlation. Hence, in theory, this method is inappropriate in this case. By contrast, we can apply BC to (C.3) in the same manner as described in Appendix A. Note that the standard errors of the long-run coefficients θ =β
can be approximated by the Delta method. The DGP is given by (10)-(12) with the simulation parameters specified as follows γ = 0.8, β = 0.2, ρ = 0.5, φ = 0, ϑ = 6 and E [xitηi] = 0 for the short panel (T = 10). The loading factor is varied between µ = 1 (mu=1) and µ = 6 (mu=6). The performance of the estimators is evaluated by their bias (Bias), standard deviation (Stdev) and root mean square error (RMSE). The rejection frequencies of the AR (2) test for AH, AB and BB and the Sargan test for AB, BB, LD and LDP are evaluated at the 5% significance level. See Table 3 for notes on these tests. MAE is the mean absolute error that measures the accuracy of target estimates. Note that the standard deviation and RMSEs of all parameters estimated by AH, those ofθ estimated by LD and LDP, the bias ofγ estimated by AH and the bias and RMSE ofθ estimated by POLS are extremely large so they are dropped to enhance the clarity of comparison. Table 3 for notes on these tests. See Table 3 for notes on these tests. MAE is the mean absolute error that measures the accuracy of target estimates. Note that the standard deviation and RMSE ofθ estimated by AH are extremely large when ϑ = 6 so they are dropped to enhance the clarity of comparison. Table 3 for notes on these tests. See Table 3 for notes on these tests. MAE is the mean absolute error that measures the accuracy of target estimates. Note that the standard deviation and RMSE ofθ estimated by AH are extremely large, and so we drop them to enhance the clarity of comparison. Kiviet's (1995) bias-corrected fixed effect estimators, respectively. (1) and (2) denote whether the estimation of the partial adjustment framework is based on a one-stage and two-stage procedure, respectively. * and ** denote the estimates for dividend-paying firms and for non-paying firms, respectively. Following Huang and Ritter (2009), we report the annualized adjustment speeds from Kayhan and Titman (2007) as the compounded annual speed that achieves the five-year speed of adjustment in their Table 2 , i.e., 41% for book leverage and 35% for market leverage. All studies use Compustat data except for Antoniou, Guney, and Paudyal (2008), who examine US data collected from Datastream. The significance level of the long-run coefficients is not provided since their standard errors can not be approximated. Variable definitions are listed in Table 2 . Market leverage (MDR) is measured by the ratio of the book value of (long-term plus short-term) debt to the market value of total assets, i.e., item9+item34 item9+item34+(item199 * item25) . Profitability (EBIT) is the ratio of Earnings Before Interest and Taxes to total assets, i.e., . Growth opportunities (MB) or the market-to-book ratio is the ratio of total liabilities plus the market value of equity to total assets, i.e.,
. Non-debt tax shields (DEP) is the ratio of depreciation to total assets, i.e., , where CP I is the consumer price index (1983=100). Asset tangibility (FA) or the fixed asset proportion is measured by the ratio of property, plant, and equipment (PPE) to total assets, i.e., item8 item6 . R&D expenses (RD) is the ratio of R&D expenses to total assets, i.e., This table presents the long-run coefficients on the explanatory variables calculated using the estimation results reported in Table 3 . Panels A and B present the results for models using book and market leverage, respectively. Standard errors are approximated using the Delta method. Variable and estimator definitions are listed in Tables 2 and 3 , respectively. *, ** and *** indicate significance at 1%, 5% and 10%, respectively. This table reports the mean and standard deviation of the estimated adjustment speeds (Adj. Speed) and long-run coefficients, as well as the rejection frequencies of the AR(2) and Sargan tests in 31 rolling regressions using 10-year sub-samples (i.e., short-panel case) and 11 rolling regressions using 30-year sub-samples (i.e., long-panel case), respectively. Panels A and B report the results for the short and long panel case, respectively. Variable and estimator definitions are listed in Tables 2 and 3 , respectively. See Table 3 for notes on the AR(2) and Sargan tests. BDR and MDR denote book and market leverage, respectively. (10)- (12) under Experiment 1 with the simulation parameters specified as follows γ = 0.8, β = 0.2, ρ = 0.5, ϑ = 6, µ = 3 and E [xitηi] = 0. Panels A and B report the results for the short panel (T = 10) and long panel (T = 30), respectively. The performance of the estimators is evaluated by their bias (Bias), standard deviation (Stdev) and root mean square error (RMSE). AR(2) and Sargan denote the rejection frequencies of the AR(2) test for AH, AB and BB and the Sargan test for AB, BB, LD and LDP evaluated at the 5% significance level. See Table 3 (10)- (12) with the simulation parameter specified as follows γ = 0.8, β = 0.2, ρ = 0.5, sn = 6, µ = 3 and E [xitηi] = 0. We further allow for negative residual serial correlation, i.e., φ = −0.3. Panels A and B report the results for the short panel (T = 10) and long panel (T = 30), respectively. The performance of the estimators is evaluated by their bias (Bias), standard deviation (Stdev) and root mean square error (RMSE). AR (2) and Sargan denote the rejection frequencies of the AR(2) for AH, AB and BB and the Sargan test for AB, BB, LD and LDP evaluated at the 5% significance level. See Table 3 for notes on the AR (2) 
