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Buildings consume a large amount of energy during their life cycle. Building performance 
assessment plays a significant role in improving building energy efficiency and reducing 
greenhouse gas emissions to form a more sustainable environment and society. This thesis 
aims at developing data mining-based strategies for performance assessment of campus 
buildings to better understand their energy usage behaviour, assist their energy 
management, and improve their overall performance. 
In this thesis, a data mining-based strategy was first developed to identify typical daily 
electricity usage profiles (TDEUPs) of individual buildings by using Shared Nearest 
Neighbours and agglomerative hierarchical clustering (AHC). The developed strategy 
utilised the advantages of three dissimilarity measures, including Euclidean distance, 
Pearson distance and Chebyshev distance, to enhance the clustering results. The hourly 
electricity usage data collected from two university library buildings in Australia were 
used to evaluate the performance of this strategy. The results showed that the TDEUPs 
identified via this strategy can reflect the subtle changes in electricity usage behaviours 
of the assessed buildings in both daily scales and annual scales. 
A fast strategy to identify TDEUPs of multiple buildings was then developed based on 
Gaussian mixture model and AHC. Different from the majority of existing clustering 
strategies using a single-step clustering process, the proposed strategy used a two-step 
clustering process to reduce the computational cost. The performance of this strategy was 
evaluated using the hourly electricity usage data collected from 40 buildings on a 
university campus in Australia. The result showed that the building level and campus 
level TDEUPs can be identified via the proposed strategy to reveal useful information 
about the electricity usage behaviours of the campus building portfolio. The 
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computational cost required by the proposed strategy was at least 94% less than those of 
comparative strategies. 
Furthermore, a new strategy using cluster analysis, Cubist regression and Particle Swarm 
Optimisation was presented to forecast next-day total electricity usage and peak 
electricity demand of a campus building portfolio. In this strategy, a novel clustering-
based feature extraction approach was utilised to discover the hidden information from 
building electricity usage data and improve the building electricity usage forecasting 
accuracy. The performance of this strategy was validated using the electricity usage data 
of a campus building portfolio in Australia. The result showed that the error between the 
measured and predicted data was less than 4.7% for daily electricity usage and 6.0% for 
peak electricity demand. Compared to nine comparative strategies, the proposed strategy 
can improve the forecasting accuracy by 34% on average. 
A fourth strategy was developed for the electricity usage benchmarking and analysis of 
campus buildings based on cluster analysis, multivariate adaptive regression splines and 
conditional inference trees. The developed strategy focused on facilitating interpretability 
and performance in modelling the non-linear relationship between building energy usage 
intensity and explanatory factors, which has not been considered in existing studies, to 
improve the benchmarking result. The performance of this strategy was also evaluated 
using the electricity usage data of university campus buildings. The result showed that 
the proposed strategy can effectively describe the non-linear relationships between 
building energy use intensity and explanatory variables. 
The data mining-based strategies developed and findings reported in this thesis can be 
potentially used to evaluate the performance of various types of building portfolios in 
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x, y numeric vector representing building electricity usage profiles 




Chapter 1 Introduction 
1.1 Background and motivation 
Buildings consume a large amount of energy during their life cycle. According to a report 
from the International Energy Agency (2018), the building sector accounts for 36% of 
global final energy usage and 40% of carbon dioxide emissions. The energy consumption 
of the building sector continues to rise while building energy use needs to be greatly 
reduced (by 30% on average) before 2030 in order to mitigate climate change and 
environmental impacts (Abergel et al. 2017). Thus, improving building energy efficiency 
is becoming more significant for the sustainability of the natural environment and 
societies. 
A considerable ratio of the energy consumed by the building sector can potentially be 
reduced by using appropriate building energy efficiency measures, such as advanced 
building operating methods, high-performance heating, ventilation and air-conditioning 
systems and photovoltaic integrated energy storage systems. For instance, more than 40% 
of the heating energy usage of a Spanish university building was saved by using multiple 
measures including re-scheduling of the heating system and occupancy of the building 
(Mata et al. 2009). As reported by Chung and Rhee (2014), the energy usage of the 
university campuses in Korea can potentially be reduced by 6%-30% via improving the 
thermal performance of the building envelope and reducing internal heat gain. The 
EnergyStar program of the U.S. targeted to reduce building energy bills by at least 30% 
via low-cost measures and cost-effective investments (EnergyStar 2007). 
As a process to identify potential issues in buildings that may influence building energy 
usage, building energy performance assessment is a premise to choose appropriate energy 
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efficiency measures for existing buildings and improve building energy efficiency. In 
conventional statistic-based building energy performance assessment methods, the data 
about various attributes that influence building performance need to be collected and 
analysed (as shown in Figure 1.1). The feasibility of these methods is nowadays restricted 
from two aspects. On the one hand, the data for these methods are commonly collected 
via survey, field tests and energy bills, with low temporal resolution. Therefore, the short-
term energy usage behaviours in the assessed buildings cannot be considered in such 
methods. On the other hand, the linear models widely used in the conventional methods 
cannot capture the non-linear relationships between the building energy usage and 
explanatory variables. 
 
Figure 1.1 Ontology representing the energy performance of a building (Khoshbakht et 
al. 2018). 
In recent years, thanks to the extensive application of building automation systems, a large 
amount of building energy usage data and operating data have been automatically 
retrieved and stored. These data have obvious advantages, such as high 
comprehensiveness and temporal resolution, over the data collected using conventional 
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methods, which make them very suitable for building energy performance analysis. 
However, these data are rarely analysed and translated into useful knowledge, mainly due 
to their complexity and lack of effective data analysis technologies. 
To address these problems, more appropriate data analysis methods are needed. It is 
desired to find a method that can deal with a large amount of data, can analyse the data 
automatically and can help determine the potential of buildings for energy performance 
improvement. In turn, it will help practitioners improve the energy efficiency of existing 
buildings and reduce the overall energy consumption of buildings. 
As a well-known data processing and knowledge discovering toolkit in recent years, data 
mining has been defined with different words by various researchers. For example, 
Fayyad et al. (1996) define data mining as ‘An application to sophisticated data search 
capabilities and statistical algorithms to discover patterns and correlations in large pre-
existing databases.’ As defined by Hand (2007), data mining is ‘the analysis of large 
observational data sets to find unsuspected relationships and summarise the data in novel 
ways so that data owners can fully understand and make use of the data.’ To summarise, 
data mining is the process of automatically discovering useful information in large data 
repositories. Compared to most conventional data-driven methods, data mining-based 
methods generally have higher accuracy. During the last decade, multiple data mining 
technologies have been used for building system fault detection and diagnosis, building 
energy usage forecasting, occupants behaviour modelling and building energy profiling 
of a group of buildings. For instance, the decision tree has been used for the prediction of 
building electricity usage (Tso and Yau 2007) and fault detection and diagnosis of air 
handling units (Yan et al. 2016b). Artificial neural networks have been employed to 
simulate the energy performance of air-conditioning systems (Zeng et al. 2015; Zhao et 
al. 2016) and forecast the electricity load (Xiao et al. 2015). Association rule mining has 
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been used to discover useful information hidden in the dataset collected from building 
automation systems (Fan et al. 2015a). 
Most of the previous studies focused on the performance assessment of individual 
buildings. However, the performance assessment of campus building portfolios has not 
been extensively considered in existing studies. A campus building portfolio commonly 
consists of dozens or hundreds of buildings and can be regarded as a downscaled version 
of a city due to various building functions and diverse occupants’ activities (Kılkış et al. 
2017; Sesana et al. 2016). The manager of a building portfolio usually has the intention 
to analyse and develop a strategy to improve energy performance for the buildings as a 
whole. Since campus buildings generally have a higher operating energy cost and carbon 
emission compared to other types of buildings, appropriate building performance 
assessment approaches are required by campus owners and policymakers to help reduce 
energy cost and environmental impact of campus building portfolios (Guan et al. 2016). 
However, the methods developed for performance assessment of individual buildings are 
not suitable for campus building portfolios since a considerable computational cost will 
be required to conduct the existing data mining-based strategies on the big datasets 
collected from a campus building portfolio with many buildings, which is commonly not 
feasible in practice (Nagpal and Reinhart 2018). This research therefore focuses on 
developing data mining-based strategies for performance assessment of campus building 
portfolios with enhanced efficiency, accuracy and interpretability to facilitate building 
energy performance. Electricity accounts for around 80% of energy sources that 
consumed in tertiary buildings in Australia (Department of Climate Change and Energy 
Efficiency of Australia 2012). This thesis focuses on the data mining-based strategy to 
analyse building electricity usage data and recognises hidden information and useful 
patterns in the dataset to assist in improving building energy efficiency. The proposed 
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strategies can be extended to analyse other energy sources consumed in buildings such as 
natural gas, liquefied petroleum gas and diesel/oil. 
1.2 Research aim and objectives 
This research aims to develop data mining-based strategies for performance assessment 
of campus buildings to better understand their energy usage behaviour and help improve 
their overall energy performance. The specific objectives are as follows: 
a) To develop a data mining-based strategy to identify typical daily electricity usage 
profiles of campus buildings with complex building energy behaviours. 
b) To develop a strategy for the identification of typical daily electricity usage 
profiles of a campus building portfolio using a data mining-based approach with 
a low computational cost. 
c) To develop a data mining-based strategy for forecasting electricity usage and peak 
electricity demand of a campus building portfolio with high forecasting accuracy. 
d) To develop a data mining-based strategy for the energy benchmarking of campus 
buildings. 
1.3 Research methodology 
The overall research methodology used in this thesis is shown in Figure 1.2. Since this 
research is to develop data-driven strategies for performance assessment of campus 
buildings using data mining technologies, literature review on multiple topics, including 
data mining, building performance assessment, and existing data mining enhanced 
building performance assessment approaches, is first conducted. The literature review is 
to identify the appropriate data mining technologies that can be used to enhance the 
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performance assessment of campus buildings and to identify research gaps and potential 
topics in this research. Based on the knowledge gained via the literature review, four 
studies in this thesis are determined. In the first study, a clustering-based strategy was 
first developed to identify typical daily electricity usage profiles of individual buildings. 
The developed strategy utilises the advantages of different dissimilarity measures to 
enhance the clustering results. A data mining-based strategy to identify typical daily 
electricity usage profiles of multiple buildings was then developed. Different from the 
majority of existing strategies using a single-step clustering process, the proposed strategy 
used a two-step clustering process to reduce the computational cost. Furthermore, a new 
strategy based on clustering, regression and optimisation was presented to forecast next-
day total electricity usage and peak electricity demand of a campus building portfolio. In 
this strategy, a novel clustering-based feature extraction approach was utilised to discover 
the hidden information from building electricity usage data and improve the building 
electricity usage forecasting accuracy. A data mining-based strategy was developed in the 
fourth study for the electricity usage benchmarking and analysis of campus buildings 
based on clustering, regression and classification. The developed strategy focused on 
improving the benchmarking result by facilitating interpretability and performance in 
modelling the non-linear relationship between building energy intensity and explanatory 
factors, which has not been considered in existing studies. The appropriate data mining 
technologies identified via the literature review will be utilised in the development of the 
data-driven strategies required for the research objectives. After that, building energy 
usage data and other relevant data such as building characteristics and meteorological 
data will be collected from real campus buildings based on the requirement of the 
developed strategies. The performance of the developed strategies will be tested and 
evaluated using the collected data. Lastly, the research will be concluded with a summary 
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Figure 1.2 The overall research methodology used in this thesis. 
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1.4 Thesis outline 
In the above sections, the background and motivation of this research were introduced, 
and the research aim and objectives and the overall research methodology were outlined. 
The subsequent chapters are organised as follows. 
Chapter 2 provides a literature review of data mining technologies, building performance 
assessment and existing data mining enhanced building performance assessment 
approaches. 
Chapter 3 presented a strategy based on Shared Nearest Neighbours transformation and 
agglomerative hierarchical clustering to identify typical daily electricity usage profiles of 
campus buildings with high diversity and complexity of daily electricity usage profiles. 
Two-year hourly electricity usage data collected from two university library buildings 
were used to evaluate the performance of this strategy. 
Chapter 4 presented a fast clustering-based strategy to identify typical daily electricity 
usage profiles of a campus building portfolio. In this strategy, the typical daily electricity 
usage profiles of each building were first identified using a clustering algorithm based on 
a Gaussian mixture model. The identified typical daily electricity usage profiles for all 
individual buildings were then further clustered using agglomerative hierarchical 
clustering. The performance of this strategy was evaluated using two-year hourly 
electricity usage data collected from 40 buildings on a university campus in Australia. 
Chapter 5 presented a strategy to forecast the next-day total electricity usage and peak 
electricity demand of a campus building portfolio using Cubist regression-based 
forecasting models. The parameters used in the feature extraction process were 
determined using a Particle Swarm Optimisation algorithm. The performance of this 
strategy was validated using the electricity usage data of the 40 university buildings. 
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Chapter 6 presented a strategy for electricity usage benchmarking of campus buildings, 
in which the campus buildings were first grouped based on their annual electricity usage 
pattern. A benchmarking model based on multivariate adaptive regression splines was 
then generated for each group of campus buildings. The performance of this strategy was 
evaluated using two-year time-series electricity usage data of buildings on a university 
campus. 
Chapter 7 summaries the key findings of this research and gives recommendations for 




Chapter 2 Literature review 
Data mining can explore data from a large database to discover previously unknown 
patterns and predict the future based on the patterns discovered (Rokach 2008). Compared 
to conventional data analytical methods, data mining has advantages in dealing with large 
datasets of numerous variables and heterogeneous features. To identify the research gaps 
and opportunities of applying data mining technologies to reveal useful knowledge from 
building energy usage data and facilitate building energy efficiency, this chapter provides 
a literature review of data mining, building performance assessment, and the existing data 
mining enhanced building performance assessment approaches. 
This chapter is organised as follows. Section 2.1 provides a brief introduction to the 
concept of data mining and different types of data mining technologies. Section 2.2 
overviews the different parts of building performance assessment. The application of data 
mining technologies on four aspects of building performance assessment, including 
energy profiling, energy prediction, energy benchmarking and energy fault detection and 
diagnosis (FDD), are respectively reviewed in Sections 2.3 to 2.6. Section 2.7 summarises 
the key findings from this literature review. 
2.1 Data mining 
Originally coming from machine learning, artificial intelligence and database systems, 
data mining is a process of automatically discovering patterns in large datasets 
(Chakrabarti et al. 2006). Data mining has advantages in dealing with large-size and high-
dimensional data compared to conventional statistics-based data analysis approaches. 
Since large amounts of data have been generated, collected and become a new type of 
resource to be exploited nowadays, data mining technologies are widely used in diverse 
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research fields and industries such as marketing (Ngai et al. 2009), finance (West and 
Bhattacharya 2016), ecology (Christin et al. 2019) and materials (Bock et al. 2019). 
Data mining can generally be used to perform two kinds of tasks, i.e. predictive modelling 
and descriptive modelling. The former refers to the tasks whose objective ‘is to predict 
the value of a particular attribute based on the value of other attributes’ (Widya and 
Sudarma 2018). While the later has objective ‘to derive patterns such as correlations, 
trends, clusters, trajectories, and anomalies that summarise the underlying relationships 
in data’ (Tan et al. 2005). The predictive modelling can be further classified into 
classification and regression while the descriptive modelling can be further classified into 
clustering, dimensionality reduction, anomaly detection and association rule learning. 
Figure 2.1 presents the categories of data mining tasks. Details of the predictive modelling 
and descriptive modelling are provided in Section 2.1.1 and 2.1.2, respectively. 
 
Figure 2.1 Categories of data mining tasks. 
2.1.1 Predictive modelling 
Data mining tasks to predict the value of a particular attribute based on the values of other 
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attributes are considered as predictive modelling tasks, where the predicted attribute is 
called response variable while the attributes used for conducting the prediction are 
considered as the explanatory variables (Tan et al. 2005). Predictive modelling tasks are 
mainly accomplished using classification and regression technologies. This section 
provides an overview of the two types of data mining technologies. 
2.1.1.1 Regression 
Regression is to build and optimise a model which makes a set of continuous attributes 
as a function of other variables in a dataset. The models obtained with regression have 
been widely used for both predictive tasks and descriptive tasks. In terms of the former, 
the models are used to predict and forecast unknown attributes. The most well-known 
algorithms for this purpose include linear regression, support vector regression (SVR) and 
various algorithms in artificial neural network (ANN) family such as multi-layer 
perceptron (MLP) and adaptive neuro-fuzzy inference system (ANFIS). While, for 
descriptive tasks, regression is used to estimate the relationships among different 
variables, and to determine how the value of the response variable changes when 
explanatory variables vary. Analysis of variance, grey rational analysis, exploratory factor 
analysis and linear regression are commonly employed for those purposes. 
2.1.1.2 Classification 
Different from regression in which the response variable is continuous, classification can 
only be used for the prediction of discrete variables. Assuming a dataset in which each 
record has a set of attributes, at least one of those attributes is a categorical attribute that 
has a finite number of possible values. Classification is to find a model, which should be 
as accurate as possible, to present the value of the categorical attribute as a function of 
the values of other attributes. Then, providing new records of which the value is unknown, 
the value can be predicted using other attributes of the new record. The widely used 
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classification algorithms include logistic regression, support vector machine (SVM), K-
Nearest Neighbours (KNN), decision tree, random forest, and various algorithms in ANN 
family, etc. 
2.1.2 Descriptive modelling 
The second type of data mining tasks is descriptive modelling, which focuses on 
identifying ‘interesting patterns’ and summarising the underlying information in the input 
data (Murphy 2012). Based on the kinds of ‘interesting pattern’ to find, descriptive 
modelling tasks can be further categorised into multiple groups, which mainly include 
clustering, dimensionality reduction, anomaly detection and association rule learning. 
This section provides a brief introduction to these data mining tasks. 
2.1.2.1 Clustering 
Clustering is to group objects based on data which describes the objects and their 
relationships. The objects are grouped so that the objects within a group are similar to 
each other and different from the objects in other groups (Tan et al. 2005). A higher 
similarity among objects within each group and a higher difference between groups 
indicate better clustering results. Clustering methods can be coarsely classified into three 
groups, which include prototype-based clustering, graph-based clustering and density-
based clustering. 
In prototype-based clustering, each cluster is defined by a prototype, and all objects in a 
cluster are closer to the cluster’s corresponding prototype than to the prototypes of other 
clusters. For data with continuous variables, the prototype of a cluster is often determined 
by the centroid of all objects in the cluster. While medoid of the objects in a cluster is also 
used as the prototype when the data contain discrete variables or unevenly distributed 
continuous variables. The commonly used prototype-based clustering algorithms include 
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k-means, Partitioning Around Medoids (PAM), fuzzy c-means and Self-Organising Maps 
(SOM). 
Density-based clustering identifies separated high-density regions as clusters from the 
background of low-density regions. The widely known density-based clustering 
algorithms include DBSCAN, the grid-based clustering algorithm and CLustering in 
QUEst algorithm, etc. 
In graph-based clustering, data objects are represented by nodes and the proximity 
between two data objects is represented by the weight of the edge between the 
corresponding nodes. Agglomerative hierarchical clustering (AHC), Minimum Spanning 
Tree clustering algorithm and the Chameleon clustering algorithm are among the 
commonly used graph-based clustering algorithms. 
2.1.2.2 Dimensionality reduction 
The curse of dimensionality is a phenomenon that many data analytic technologies cannot 
work well when the analysed data have a considerable number of dimensions (Tan et al. 
2005). Dimensionality reduction, consisting of feature selection and feature extraction, is 
a type of data mining task to solve the curse-of-dimensionality issue (Khalid et al. 2014). 
Feature selection is to select a subset of the input variables that can well explain the output 
variable with less multicollinearity, while feature extraction is to transform the input data 
from a high-dimensional space to a space with fewer dimensions (Wang and Paliwal 
2003). The widely used algorithms for dimensionality reduction include principal 
components analysis (PCA), singular value decomposition, multidimensional scaling 
(MDS), autoencoder and symbolic aggregate approximation (SAX), etc. 
2.1.2.3 Anomaly detection 
Anomalies are the abnormal or unexpected objects that differ from the normal ones. 
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Caused by faults, natural variation, measurements and collection errors, anomalies can 
impact the accuracy of the discovered information from the dataset (Tan et al. 2005). 
Anomaly detection is a type of data mining task to find abnormal objects from other 
normal objects (Chandola et al. 2009). Algorithms developed for anomaly detection can 
be roughly classified into three groups, including model-based algorithms, proximity-
based algorithms and density-based algorithms. In model-based algorithms, a model of 
the data generating mechanism needs to be first built. The objects that cannot well fit the 
model are then considered as anomalies. In proximity-based algorithms, the objects that 
are far away from most of the other objects can be identified as anomalies. In density-
based algorithms, the objects that locate in low-density regions are considered as 
anomalies. 
2.1.2.4 Association rule learning 
Association rule learning is a type of data mining task to discover interesting relationships 
hidden in large datasets and represent the relationships in the form of association rules or 
sets of frequent items (Tan et al. 2005). This technology has been widely used in 
bioinformatics (Leung et al. 2010), medical diagnosis (Hamoud 2017) and marketing 
(Kaur and Kang 2016) and has been tested for the analysis of building operating data (Fan 
et al. 2015a). 
The typical format of an association rule is similar to X → Y, where X and Y are the 
disjoint sets of items or events. For instance, the rule {Low temperature difference in 
evaporator} → {Low energy efficiency of heating, ventilation and air-conditioning 
(HVAC) system} suggests that a strong relationship exists between the low level of the 
temperature difference in the evaporator and the low energy efficiency of the HVAC 
system. The strength of an association rule can be measured in terms of two metrics 
including support and confidence. Support determines how often a rule applies to a given 
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dataset and confidence determines how frequently Y would appear if X appeared. Given 
a set of items or events, it requires an unaffordable computational cost to find all 
meaningful association rules using a brute-force approach. Therefore, a variety of 
association rule learning algorithms, such as Apriori algorithm, Eclat algorithm, FP-
growth and sequential pattern mining algorithm, have been developed to discover 
association rules with high efficiency. 
From the review, it can be ascertained that various association and discovery tasks are 
well suited to data mining analysis tools. Also, a number of widely used data mining 
algorithms can be utilised for various purposes. However, no algorithm is likely to be 
suitable for every situation. Therefore, the appropriate algorithm for a particular 
application should be selected by considering the size and dimensionality of the input 
data, the desired outcomes and the computational cost. 
2.2 Building performance assessment 
Building performance assessment is significant in the process used to identify potential 
issues in buildings that may influence building energy efficiency and indoor thermal 
comfort, and therefore is a premise for choosing appropriate energy efficiency measures 
and improving energy efficiency. Building performance assessment studies can be 
classified into four categories, i.e. energy profiling, energy prediction, energy 
benchmarking and energy diagnosis (Hong et al. 2014; Wang et al. 2012). The summary 
of each topic is provided as follows. 
2.2.1 Building energy profiling 
Energy profiling is used to make an overall view about energy usage and energy 
performance of buildings in whole-building level or systems and components level. For 
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energy use pattern identification, whole-building energy usage data and particular energy 
usage data are analysed based on diverse periods and time intervals to illustrate the energy 
usage pattern in the building. For instance, the end-use data in different seasons can be 
analysed to illustrate the change of energy usage in a year, and the data within work hours 
and after hours can be compared to show the impact of occupancy on the pattern of 
building energy usage. While, for factor analysis, the correlation among building energy 
usage, building characteristics, weather conditions and occupants’ behaviours is usually 
analysed to determine the influence of explanatory factors on building energy usage. 
2.2.2 Building energy prediction 
With the knowledge of the relationship between energy usage and explanatory factors, 
building energy usage in specific conditions can be predicted. For instance, Ahmed et al. 
(2011b) generated and tested three classifiers, i.e. naïve Bayes, decision tree and SVM, 
for prediction of indoor thermal quality in low energy buildings with material and design-
related variables of the buildings. This method can also be used to extend the periods 
during which indoor thermal comfort can fulfil the occupants’ requirement, reduce 
cooling and heating requirement and finally effectively improve the energy efficiency of 
buildings. In another study (Ahmed et al. 2011a), building simulation software Ecotect 
was employed to generate daylight factor data of rooms in an academic building. The 
characteristics of rooms like orientation, geometry, material were then used to predict the 
daylight factor with SVM. After that, a decision tree model was generated with building 
physics parameters, weather data and indoor daylight conditions. The decision tree can 
predict whether the indoor daylight factor of the room is satisfying or not based on the 
weather condition and physics parameters of a certain room provided. 
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2.2.3 Building energy benchmarking 
Building energy benchmarking is ‘a macroscopic level of performance assessment, using 
metrics to measure its performance relative to other building or its previous performance’ 
(Djuric and Novakovic 2009; Li et al. 2014). For this purpose, various benchmarking 
tools, such as the National Australian Built Environment Rating System (NABERS, 
Australia), Standard for energy-efficient building assessment (China) and Leadership in 
Energy and Environmental Design (LEED, U.S.) rating system, have been widely used 
by the public to determine building energy-saving potential. Energy benchmarking can 
also be accomplished by comparing the energy usage of a building against its past or 
intended energy usage. For instance, Santamouris et al. (2007) used a fuzzy clustering-
based method instead of conventional frequency rating procedures to classify and rate the 
energy consumption in school buildings. In their research, the energy consumption data, 
operating data, information about occupants and building physical parameters were used 
as the input data. The results of the new method showed more robustness and better 
balance in the classes than the conventional one. 
2.2.4 Building energy diagnosis 
After energy profiling, prediction and benchmarking, energy diagnosis can be conducted 
to have a deeper view inside the operation of the building systems and components 
especially HVAC systems, lighting and other equipment. As an important step before 
building retrofit, energy diagnosis can identify the systems or components that have 
relatively low efficiency and find an appropriate measure to improve. Energy diagnosis 
should be conducted based on the results from the building energy profiling and energy 
benchmarking since the opportunities for energy savings can rarely be identified by 
randomly checking building envelop and systems. Building energy profiling and energy 
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benchmarking can also be integrated into an energy diagnosis to enhance its performance. 
In recent years, with the wide application of building automation systems (BAS) and the 
rapid increase of the amount of building performance data, more and more data mining 
technologies have been used on each level to improve the automation and efficiency of 
building energy performance assessment. The existing data mining-based studies in 
building energy profiling, prediction, benchmarking and FDD are summarised in the 
following sections. 
2.3 Data mining for building energy profiling 
Data mining enhanced approaches for building energy profiling can be further classified 
into two types, including energy use pattern identification and variable analysis. 
2.3.1 Identification of energy usage patterns 
Studies for building energy profiling aim to identify energy usage patterns so that 
knowledge about building energy behaviour can be gained. Clustering technologies were 
widely used in these studies to identify the interesting patterns from building energy usage 
data and building operating data. Dimensionality reduction technologies were also 
employed in the data pre-processing step of some studies to avoid the curse-of-
dimensionality issue. Ma et al. (2017) presented a strategy (Figure 2.2) to reveal building 
load patterns and classify buildings based on the patterns. A PAM-based clustering 
strategy was first used to identify the typical daily load profiles of buildings on a 
university campus. Euclidean distance and Pearson distance, which are two dissimilarity 
measures focusing on magnitude and variation respectively, were used in the PAM 
algorithm. A hierarchical clustering algorithm was then used to group the buildings which 
had similar characteristics of daily load profiles. The result showed that the PAM-based 
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strategy can identify and discover more information about building daily load 
characteristics with Pearson distance than with Euclidean distance. 
 
Figure 2.2 Outline of a strategy to classify buildings based on electricity usage 
behaviour (Ma et al. 2017). 
Ma et al. (2018) developed a data mining-based strategy for building energy performance 
assessment. In this strategy, the building daily electricity usage and heating load profiles 
were first transformed based on a shape definition language (SDL) into symbolic 
representatives, which can provide more information about building energy usage 
behaviour. An AHC clustering was then conducted on the symbolic representatives to 
identify the typical patterns in the daily profiles for a better understanding of the building 
energy performance. The result showed that the developed strategy can identify distinct 
patterns from building energy usage time series data and visualisation technologies such 
as dendrogram and heatmap can assist the information discovery process. 
Raatikainen et al. (2016) proposed a machine-learning-based procedure to analyse and 
compare the electricity usage and heating costs of schools. The patterns in the hourly 
electricity usage and heating cost data of the assessed schools were first identified in this 
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procedure using a SOM model. A k-means clustering algorithm was then employed to 
group the raw data based on the identified patterns. Sammon's mapping technology was 
lastly used to visualise and assist interpretation of the clustering result. The result showed 
that this strategy can make use of smart electricity and heating metering data and 
advanced data analytic methods to gain knowledge about building energy usage 
behaviour. 
 
Figure 2.3 Flowchart of a strategy to analyse the energy usage characteristics of campus 
buildings (Guan et al. 2016). 
Guan et al. (2016) presented a strategy to analyse the energy usage characteristics of 
campus buildings for energy planning purposes. As shown in Figure 2.3, this strategy 
consisted of three steps. In the first step, the building characteristic data and building 
energy usage data were preliminarily analysed via data mining technologies for 
descriptive purposes. In the second step, the coincidence factor and coincidental rate were 
calculated for the whole campus and individual buildings respectively to reveal the 
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campus energy usage behaviour. In the last step, k-means clustering was used to identify 
the buildings which have similar electricity usage behaviour and hence can share similar 
peak electricity load shifting methods for energy conservation. 
Pappi et al. (2015) examined the energy usage behaviour of campus buildings in a 
university using cluster analysis with two different procedures. In the first procedure, the 
daily electricity usage profiles (DEUPs) of each building were first classified into four 
data subsets based on the seasons. The daily profiles in each data subset were then 
clustered using a k-means algorithm. While in the second procedure, several features of 
each daily profile, such as the ratio between daily average load and daily maximum load, 
were first extracted. These features, which can better reflect the load pattern of the 
assessed building, were then clustered using a k-means algorithm. The result showed that 
both procedures can discover information about energy consumption behaviour from 
electricity usage data. 
 
Figure 2.4 Flowchart of a strategy for mining temporal information from building 
performance data (Miller et al. 2015). 
Miller et al. (2015) developed a SAX-based strategy, i.e. DayFilter, for temporal 
information mining from building performance data. In this strategy (Figure 2.4), daily 
energy consumption profiles were first transformed into symbolic representatives using 
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SAX technology for dimensionality reduction. The uncommon symbolic representatives, 
which indicate the abnormal daily energy usage profiles, can be then identified and 
eliminated from further investigation. After that, a k-means algorithm was used to cluster 
the frequently occurred symbolic representatives and to create performance motifs. After 
a case study using sub-hourly chilled water plant electricity usage and building electricity 
usage data of a school campus in Singapore, the ability of the strategy to find various 
types of temporal patterns from energy usage time series data was confirmed. 
Panapakidis et al. (2014) used a clustering-based strategy to identify and analyse the 
typical load curves of each building on a university campus. In this strategy, a set of 
frequent-domain features were first extracted from the building daily load curves via a 
fast Fourier transformation algorithm. Four clustering algorithms, i.e. k-means, minimum 
variance criterion (MVC), fuzzy c-means and SOM were then used to group the daily 
load curves based on the frequent-domain features. After that, the clustering result was 
analysed using a load factor term expression. The proposed strategy was tested using nine 
university buildings in Greece and the identified typical load curves revealed considerable 
energy saving potential in the case study buildings. 
Iglesias and Kastner (2013) used fuzzy c-means clustering with four different 
dissimilarity measures, including Euclidean distance, Pearson distance, Mahalanobis 
distance and Dynamic Time Warping (DTW), to identify typical daily load profiles from 
university campus buildings. The result showed that the Euclidean distance outperformed 
the other three dissimilarity measures in identifying useful information from building 
daily load profiles. 
Bellala et al. (2011) proposed a data-driven strategy to identify energy conservation 
opportunities in a commercial campus. In this strategy, MDS was first utilised to 
transform the high-dimensionality raw building electricity usage data into spots in a 2-
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dimensional scatterplot, and the outliers among the spots were then identified using KNN. 
A hybrid approach which combined hidden Markov models (HMMs) with classification 
technologies such as naïve Bayes classifier and SVM was employed to model the building 
occupancy for higher accuracy in building performance assessment. 
Silva et al. (2011) presented a data mining-based framework, i.e. Incremental Knowledge 
Acquiring and Self-Learning (IKASL), to explore and extract information from building 
electricity usage data. It characterises the patterns in energy consumption through 
autonomous learning and uses past learning outcomes to incrementally acquire new 
knowledge. 
2.3.2 Variable analysis 
Part of building energy profiling studies is to estimate the importance of explanatory 
variables for building energy usage, and to determine how the value of building energy 
usage changes when explanatory variables vary. For instance, Tian et al. (2015) used a 
set of higher education buildings to investigate the importance of multiple variables, 
including building geometry, building envelope thermal properties and internal heat gain, 
for evaluating building heating and cooling load (Figure 2.5). An AHC algorithm was 
first used to identify the explanatory variables that had high collinearity to other 
explanatory variables. Building energy performance assessment software, i.e. Energy 
Performance Standard Calculation Toolkit, was then used to calculate the heating and 
cooling load of the assessed buildings. After that, the relationships between the building 
heating and cooling load and the explanatory variables were modelled using nine 
regression models, including two linear regression models, a Least Absolute Shrinkage 
and Selection Operator (LASSO) model, a principal component regression (PCR) model, 
a partial least square (PLS) model, an SVM model, a multivariate adaptive regression 
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splines (MARS) model, and two Gaussian process-based models. The variable 
importance was measured using the correlation-adjusted correlation score and conditional 
variable importance. The results indicated that the heating load was mainly affected by 
building envelope and internal heat gain, while the cooling load was more influenced by 
internal heat gain. 
 
Figure 2.5 Flowchart of the strategy for the variable analysis of building heating and 
cooling load (Tian et al. 2015). 
Gaitani et al. (2010) used a new strategy to identify typical buildings from a vast amount 
of school buildings based on their annual heating energy usage. In this strategy, a degree-
days method was first used to normalise the building energy usage data of each building 
in order to avoid being affected by the variability of building size and the external climate. 
The normalised building heating energy usage data were then clustered using k-means to 
group the assessed buildings. In the last step, the typical building in each building group 
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was identified based on their building characteristics, occupancy, boiler characteristics 
and building operating schedule. 
An urban-scale building benchmarking database was utilised by Papadopoulos et al. 
(2018) to gain knowledge about building energy performance. A k-means clustering 
algorithm was first used to identify buildings with similar temporal energy performance 
patterns and building characteristics. After that, logistics regression was used to analyse 
the correlation between building energy usage temporal patterns and attributes such as 
building age and building occupancy. The result showed that the office buildings played 
a more significant role in the reduction of building energy use intensity (EUI) compared 
to multifamily housings. 
The main information reported in the above energy profiling studies was summarised in 
Table 2.1. To summarise, a number of data mining-based methods have been utilised for 
building energy profiling. These methods showed satisfying performance in terms of 
identifying building energy usage patterns or modelling the correlation between building 
energy usage and influencing factors. However, the computational efficiency was not 
critically considered in the previous studies. Therefore, it is desired to develop data 
mining-based strategies that have low computational costs and can reveal useful 
information simultaneously. 
Table 2.1 Overview of data mining enhanced studies on building energy profiling. 
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2.4 Data mining for building energy prediction 
A number of studies used data mining for building energy prediction and such studies can 
be classified into two groups including the prediction of building energy usage and the 
prediction of building performance indices. 
2.4.1 Prediction of building energy usage 
The research utilised predictive modelling approach to building energy usage prediction 
has been an active research topic since the early 1990s (Kreider 1992). The widely used 
tools for this purpose include SVR, decision tree, random forest and ANN. For instance, 
Moon et al. (2018) developed an ensemble learning-based short-term load forecast 
strategy for a university building portfolio. In the pre-processing step of the strategy, a 
Long Short-Term Memory (LSTM) network was utilised to detect the repeating pattern 
in the electricity load time series data on a daily or weekly basis, and a decision tree model 
was employed to divide continuous explanatory variables into several classes based on 
the similarity of building electricity load pattern. After that, an ensemble learning model 
based on random forest and MLP was generated to forecast the building daily electricity 
load. A comparison was executed between the proposed strategy and seven forecasting 
strategies based on well-known machine learning algorithms including multiple linear 
regression (MLR), decision tree, Gradient boosting machine (GBM), SVR, random forest 
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and two ANN-based algorithms. The result showed that the proposed ensemble learning-
based strategy outperformed all seven strategies in terms of forecasting accuracy. 
Yildiz et al. (2017) compared the performance of five data-driven methods, including 
linear regression, ANN, non-linear autoregressive exogenous model (NARX), regression 
tree and SVR, for the prediction of next-day hourly load and the peak load of a university 
campus. PCA was used to identify and remove the explanatory variables which highly 
correlated to another. The result showed that the outdoor dry-bulb temperature was the 
most significant predictor for both campus level and building level electricity usage. It 
was also reported that the machine learning methods had a considerable advantage over 
the conventional linear regression methods in terms of prediction accuracy. 
Yang et al. (2017a) used a two-level clustering result of electricity usage profiles to 
improve the result accuracy of building energy usage prediction. In the first level cluster 
analysis, a k-shape clustering algorithm was used to group the case study buildings, 
including 10 institutional buildings in Singapore, based on their electricity usage profiles 
for four months. In the second level cluster analysis, a k-shape algorithm was used to 
group the DEUPs of each building. In the prediction step, the electricity usage data and 
the clustering result of both two levels were considered as explanatory variables to 
generate an SVR model for the prediction of next-day electricity usage. Another similar 
method was also developed by Yang et al. (2016b) to improve the accuracy of campus 
buildings cooling load forecasting. In this strategy, k-means clustering was used to detect 
and remove the outliers in the weather data. 
Three ANN models, including a feed-forward neural network (FFNN) model, a radial 
basis function network (RBFN) model and an ANFIS model, were utilised by Jovanović 
et al. (2015) to forecast building energy usage of a university campus in Norway. In order 
to further improve the forecasting accuracy, ensemble models were also generated based 
31 
 
on the three ANN models using different combination methods. A comparison among the 
generated models showed that the ensemble models outperformed the ANN models in 
terms of forecasting accuracy. 
Chitsaz et al. (2015) tested a self-recurrent wavelet neural network (SRWNN) for the load 
forecasting of a university campus. The result showed that the method can better capture 
the non-linear complexities of volatility in the load data comparing to an existing 
forecasting method based on the wavelet neural network (WNN). 
Aman et al. (2011) developed a regression tree-based strategy to predict the daily and 
sub-hourly energy usage of a university campus with weather data, building 
characteristics data and schedule-related data. The regression tree-based strategy was 
compared with three conventional strategies which use statistical data, such as annual 
mean value, as the predicted value. The result showed that this regression tree-based 
strategy outperformed all three statistics-based methods by up to 50% in terms of the 
prediction accuracy. 
Zhang et al. (2016) developed an SVR-based strategy to forecast building energy usage 
(Figure 2.6). In this strategy, two types of SVR models, including nu-SVR model and 
epsilon-SVR model, were utilised to model the correlation between the building energy 
usage data and the time-related explanatory variables. Three optimisation algorithms, 
including the differential evolution algorithm, a genetic algorithm and a Particle Swarm 
Optimisation (PSO) algorithm, were used to automatically determine the parameters in 
both SVR models and the weight of each model with which the two SVR-based models 
were assembled to achieve better forecasting accuracy. The result showed that the nu-
SVR model had a higher weight compared to the epsilon-SVR model in forecasting half-
hourly building energy usage data while the epsilon-SVR model had a higher weight in 
forecasting daily building energy usage. The mean absolute percentage errors (MAPE) 
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for daily energy usage data and half-hourly energy usage data were 5.8% and 3.8%, 
respectively. 
 
Figure 2.6 Framework of the building energy usage forecasting strategy based on SVR 
and differential evolution optimisations (Zhang et al. 2016). 
Li et al. (2011) developed an ANFIS-based strategy to predict hourly building energy 
usage. In this strategy, an ANFIS model was used to capture the correlation between 
hourly building energy usage and explanatory variables including daily maximum 
outdoor dry-bulb temperature, building occupancy and the hour of the day. The 
performance of the proposed strategy was compared with an ANN-based strategy. The 
results showed that the prediction model generated using the proposed strategy had better 
performance compared to the model trained using the ANN-based strategy in terms of 
prediction accuracy. 
Fan et al. (2017) tested and evaluated the performance of two deep learning methods, 
including autoencoder and deep neural network (DNN) in feature extraction and building 
energy usage prediction. As shown in Figure 2.7, four types of meaningful features, 
including engineering feature, statistical feature, structure feature and deep learning 
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feature, were first extracted using domain knowledge or autoencoder model from raw data 
to form input data. Seven regression technologies (i.e. MLR, Elastic net, random forest, 
Gradient boosting trees (GBT), extreme gradient boosting, SVR and DNN) were then 
selected to generate the models for building energy usage prediction. The results showed 
that the performance of building energy usage prediction can be facilitated using deep 
learning methods. Using the deep learning features as explanatory variables for building 
energy usage prediction can considerably improve the prediction accuracy. 
 
Figure 2.7 Framework of a DNN-based strategy for building cooling load forecasting 
(Fan et al. 2017). 
To investigate the effectiveness of deep learning for short-term building energy usage 
forecasting, Fan et al. (2019) developed various strategies based on the well-known deep 
learning architectures and technologies such as a recurrent neural network (RNN), 
convolution neural network (CNN), LSTM, Sequence-to-sequence learning (Seq2Seq), 
and Gated Recurrent Units (GRU). As shown in Figure 2.8, these strategies had unique 
characteristics at two levels. At the high level, three inference approaches, which included 
the recursive approach, the direct approach, and the multi-input and multi-output 
approach, were used to generate short-term predictions. At the low level, recurrent unit, 
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one-dimensional convolutional operations and bidirectional operations were utilised for 
forecasting model development. After that, hyper-parameter optimisation was performed 
to further improve the performance of each strategy. The prediction accuracy and 
computational cost of the developed strategies were lastly tested and compared. The 
results showed that, in terms of the high-level characteristics, the direct approach 
outperformed the other two approaches since it can significantly improve the forecasting 
accuracy without considerably increasing the computation cost. In terms of the low-level 
characteristics, bidirectional operations were effective for improving the forecasting 
accuracy while convolutional operations required the least computational cost. 
 
Figure 2.8 Outline of a study to compare different deep learning technologies for 
building energy prediction (Fan et al. 2019). 
2.4.2 Prediction of building performance indices 
Data mining technologies have also been used to enhance the strategies for building 
performance indices prediction. For instance, Xu et al. (2019) used a data-driven strategy 
to predict the energy usage of individual buildings on a university campus. Different from 
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conventional methods in which the energy usage of each building was separately 
considered, in this strategy, reference buildings were considered to model the inter-impact 
among a group of buildings (Figure 2.9). This strategy was mainly based on a 
combination of social network analysis (SNA) with an ANN. The SNA method was used 
to establish a building network by identifying reference buildings and determine 
correlations between reference buildings and non-reference buildings. The ANN 
technology was applied to learn correlations and historical building energy use and then 
used to predict multi-building energy use. 
 
Figure 2.9 Flowchart of an SNA and ANN-based strategy (Xu et al. 2019). 
Wang et al. (2019) presented a machine learning-based strategy to predict energy usage 
of building groups considering the interactions among the group buildings. As shown in 
Figure 2.10, in this strategy, three machine learning algorithms, including the LSTM 
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network, ANN, and SVR, were employed to generate the model for building energy 
prediction. The result showed that the proposed strategy which considered the interactions 
among buildings outperformed the conventional methods in the energy usage prediction 
of the building groups. 
 
Figure 2.10 Scheme of a strategy to generate building energy forecasting model (Wang 
et al. 2019). 
Miller and Meggers (2017) proposed a data-driven strategy to predict the building 
characteristics, such as building function, performance class, and operation type, of a 
building using its electricity usage time-series data (Figure 2.11). This strategy mainly 
consisted of two steps. In the first step, the temporal features in the whole building 
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electricity usage data were extracted via statistics-based, regression model-based, and 
periodical-based methods. For instance, SAX was used in this step to capture the feature 
of daily patterns in the electricity usage data. With the extracted temporal features, the 
hidden pattern in the raw data can be identified, visualised and interpreted easily. In the 
second step, the predictive models were generated using random forest to describe the 
relationship between the temporal features and building characteristics. The performance 
of the trained models was tested via a cross-validation process. It shows that the result 
predicted using this methodology had considerably higher accuracy compared to that 
predicted using conventional approaches. 
 
Figure 2.11 The overall process of a strategy to generate building characteristics 
prediction model (Miller and Meggers 2017). 
The main focus, aim and data mining algorithms used in the above studies are summarised 
in Table 2.2. It can be seen that most existing studies on building energy prediction 
focused on improving the prediction accuracy by using advanced regression technologies. 
However, the potential of feature extraction technologies to enhance the building energy 
prediction accuracy has not been sufficiently examined. New data mining-based strategies 
that use advanced feature extraction technologies to discover the hidden explanatory 
variables from BAS datasets and improve the building energy prediction accuracy are 
therefore desired to be developed and tested. 
38 
 
Table 2.2 Overview of data mining enhanced studies on building energy prediction. 
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2.5 Data mining for building energy benchmarking 
Studies that have utilised data mining technologies for building energy benchmarking can 
be classified into two groups including the external benchmarking and the internal 
benchmarking, depending on whether the benchmarking results can be presented to the 
general public and used by the building owners (Chung 2011). 
2.5.1 External benchmarking 
External benchmarking compares buildings against peers in the same sector and provides 
external validation of building performance benchmarks. Data mining technologies used 
for this purpose, such as linear regression and decision tree, are commonly simple and 
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have good interpretability. Roth and Rajagopal (2018) used quantile regression, PCA and 
independent component analysis (ICA) for energy benchmarking of commercial 
buildings (Figure 2.12). By using this method, the issues of existing benchmarking 
methods such as high sensitivity to outliers, overestimation of the number of efficient 
buildings or low interpretability can be addressed. The proposed method was tested using 
982 commercial buildings in the U.S. The result showed that quantile regression worked 
well with the outliers in the input data, which can improve the robustness of 
benchmarking. 
 
Figure 2.12 Flowchart of the quantile regression-based strategy for building energy 
benchmarking (Roth and Rajagopal 2018). 
PCA was also utilised in (Wang 2015; Wang et al. 2015; Wang et al. 2014) to address the 
multicollinearity risk in building energy usage benchmarking with high dimensional 
datasets such as building management system datasets. As shown in Figure 2.13, the 
collected explanatory variables were tested using PCA to identify the principal 
components that had a significant influence on building energy usage. The identified 
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principal components were then considered as the input data for the benchmarking model 
training. 
Capozzoli et al. (2016) used an approach based on multiple supervised machine learning 
technologies for energy benchmarking of 100 healthcare centres in Italy. In this approach, 
the case study buildings were first grouped based on building features and operating time 
using classification and regression tree (CART) and domain knowledge. Multivariate 
linear mixed-effects models were then employed to simulate the linear relationship among 
the energy usage and building features as well as operating time in each building group 
to establish the energy usage benchmark. 
In the benchmarking approach presented by Khoshbakht et al. (2018), the academic 
discipline of each building was considered as an important factor that influences the 
estimation of building energy performance since buildings with different disciplines have 
different occupancy schedules and activities. Four benchmarking models were generated 
using different approaches including original least squares (OLS), corrected ordinary least 
squares (COLS), stochastic frontier analysis (SFA) and data envelopment analysis. The 
performance of the four benchmarking models was also compared and analysed. The 
result showed that the SFA model outperformed the other three models since it took into 
account both the buildings that have the highest energy efficiency and the average energy 
efficiency level of the assessed buildings. 
Chung and Yeung (2017) proposed a method to develop a benchmarking system of office 
buildings by using convex non-parametric least squares (CNLS) regression. Compared to 
conventional OLS-based benchmarking systems, the proposed system yielded a 
benchmarking model with a higher coefficient of determination (R2). Fuzzy linear 
regression (FLR) was also utilised by Chung (2012) to address the uncertainty of the input 




Figure 2.13 Flowchart of a PCA-enhanced strategy for the development of 
benchmarking models (Wang et al. 2014). 
2.5.2 Internal benchmarking 
However, internal benchmarking compares the energy performance of buildings within a 
building portfolio or compares the energy performance of the same building at different 
times. Yang et al. (2018) proposed a data-driven method for urban-scale building energy 
benchmarking. In this method, the recursive partitioning was first used to categorise the 
targeted buildings into groups so that the buildings in the same group had similar 
characteristics and energy consumption. The baseline of building energy performance, 
namely efficiency frontier, was then identified for each building group using SFA. 
Different from many conventional benchmarking algorithms that did not take into account 
the random error in the input data, SFA can statistically detect and remove the random 
error in the input data and improve the accuracy of the benchmarking result. 
Gao and Malkawi (2014) proposed a clustering-based approach for benchmarking 
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commercial buildings (Figure 2.14), in which the targeted buildings were first grouped 
according to their features in terms of energy performance using a k-means clustering 
algorithm. Generalised linear regression (GLR) analysis was then used to determine the 
benchmark of EUI in each building group. 
 
Figure 2.14 Overall procedure of the clustering-based strategy for building energy 
benchmarking (Gao and Malkawi 2014). 
In the benchmarking strategy proposed by Park et al. (2019), the assessed buildings were 
first clustered into different groups so that the buildings in the same group shared similar 
daily load characteristics. Benchmarking was then conducted for each building group 
separately to improve the benchmarking accuracy. 
The main information about the above studies reviewed is summarised in Table 2.3. The 
review of the data mining-based building energy benchmarking methods showed that 
most of the existing benchmarking strategies cannot achieve high accuracy of the 
benchmarking results and enhance the interpretability of the benchmarking models 
simultaneously. It is thus worthwhile to develop a building energy benchmarking strategy 
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that can capture the non-linear relationships in the training dataset with enhanced 
interpretability. 
Table 2.3 Overview of data mining enhanced studies on building energy benchmarking. 
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2.6 Data mining for building energy fault detection and diagnosis 
Various data mining technologies have been utilised for building energy FDD in recent 
years, as outlined in the following. 
2.6.1 Whole building and campus level FDD 
In building energy fault detection studies, unsupervised data mining technologies such as 
clustering algorithms and anomaly detection algorithms were used to identify the 
abnormal building energy behaviour that can potentially be related to energy faults. A 
data-driven building energy fault detection strategy based on Time Series to Image (TSI) 
transformation was developed by Fahim et al. (2020). This strategy mainly consisted of 
four steps (Figure 2.15). In the first step, the collected electricity usage data of each 
building were first transformed to a half-hourly time series data. After that, 794 
descriptive time series features were automatically identified from each half-hourly time 
series data in the second step using the time series feature extraction library based on the 
scalable hypothesis tests. To acquire useful information from the extracted features, in 
the third step, the features were projected into images, which can help identify complex 
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temporal patterns and reduce the computational cost. In the last step, an SVM algorithm 
was used to group the energy usage data into two classes, i.e. normal and abnormal. The 
proposed strategy showed better performance in a test using 20 residential buildings 
compared to the other methods. 
 
Figure 2.15 Outline of a building energy fault detection strategy based on TSI 
transformation (Fahim et al. 2020). 
Capozzoli et al. (2018) presented a data mining-based strategy for energy fault detection 
in individual buildings and building portfolios. As shown in Figure 2.16, the first step in 
this methodology was to transform building DEUPs into symbolic strings, which 
contained information about the shape and magnitude of the profiles. The transformation 
was mainly based on adaptive SAX. To reduce the loss of useful information during the 
data transformation process, two key parameters of adaptive SAX, i.e. the width of time 
windows and the position of symbolic breakpoints, were determined using CART and k-
means clustering, respectively. In the second step, a CART model was first generated to 
predict the symbolic strings based on the day of a week, building operating status, internal 
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and external temperature, and the number of occupants. The CART model was then 
considered as a benchmark. If the measured electricity usage data during a period were 
considerably higher or lower than the predicted data, the abnormal data may be related to 
a fault. 
 
Figure 2.16 Framework of a strategy for energy fault detection in individual buildings 
and building portfolios (Capozzoli et al. 2018). 
Different data mining algorithms were utilised by Capozzoli et al. (2015) to analyse the 
electricity usage time series data of campus buildings to detect potential energy faults. In 
the first step, the collected building electricity usage data were classified using CART and 
clustered using k-means and DBSCAN algorithms. After that, an ANN-based ensemble 
model was used to detect outliers in each class and cluster of building electricity usage 
data, respectively. 
Fu et al. (2018) proposed an ANN-based strategy for campus level energy fault detection. 
In this strategy (Figure 2.17), the expected campus electricity usage was first evaluated 
based on historical electricity usage data and meteorological data using FFNN, RNN and 
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LSTM network. After that, a confidence-level index was generated for each pair of 
expected and measured hourly electricity usage data. An abnormal confidence-level value 
indicated potential electricity usage anomaly. 
 
Figure 2.17 Outline of the ANN-based strategy for campus level building energy fault 
detection (Fu et al. 2018). 
 
Figure 2.18 Flowchart of a strategy for building energy fault detection based on 
autoencoder (Fan et al. 2018). 
Fan et al. (2018) investigated the effectiveness of autoencoders in detecting energy faults 
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from whole-building energy data. The strategy used is shown in Figure 2.18. In the first 
step, spectral density estimation and decision tree were utilised to capture the meaningful 
features in building energy usage data. After that, the collected building energy usage 
time series data were segmented to form daily profiles in the second step. Multiple 
autoencoder models with different model architectures and training schemes were then 
employed in the third step to identify the abnormal features in the daily energy usage 
profiles. In the fourth step, the generated autoencoder models were ensembled to further 
improve the performance for energy fault detection. 
2.6.2 Building system and components level FDD 
Most building energy diagnosis studies used supervised data mining technologies to 
model the relationship between a specific building energy fault with explanatory variables 
such as building operating data and meteorological data so that the future building 
operating data can be used to predict the occurrence of the fault. For instance, Khan et al. 
(2013) compared two data mining-based approaches for fault detection in building 
lighting systems. In the first approach, the relationship between the building lighting 
energy usage and explanatory variables such as outdoor solar radiation and building 
occupancy was first modelled using CART. The lighting energy usage data were then 
divided into classes based on the trained CART model to form the input data for anomaly 
detection. After that, a generalised extreme studentised deviate (GESD) test was 
conducted for each class of lighting energy usage data to identify the abnormal records. 
In the other fault detection approach, the lighting energy usage data were first clustered 
using two clustering algorithms, i.e. k-means and DBSCAN. GESD was then utilised to 
detect the abnormal records from each cluster. The result showed that the CART-based 
approach had high accuracy especially when the energy consumption was considerably 
different from previous records with a similar condition while the clustering-based 
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approach did not perform well. 
Yan et al. (2016b) presented a decision tree-based strategy for air handling unit (AHU) 
fault diagnosis. In this strategy (Figure 2.19), CART was used to model the relationship 
between AHU fault labels and operating parameters and status variables. A dataset 
collected from experiments were utilised to test the proposed strategy. The result showed 
that the proposed strategy had high interpretability, which is significant for fault diagnosis 
purposes. 
 
Figure 2.19 Outline of a decision tree-based AHU fault diagnosis strategy (Yan et al. 
2016b). 
A clustering-based strategy was developed by Yan et al. (2016a) for the fault diagnosis 
of AHU. In this strategy, PCA was first used to reduce the dimensionality of historical 
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AHU operating data (Figure 2.20). The Ordering Points To Identify the Clustering 
Structure (OPTICS) algorithm was then utilised to identify the clusters in the AHU 
operating data, which can potentially be related to sensor faults. AHU operating data 
generated from a TRNSYS-based simulation were used to test and validate the developed 
strategy. 
 
Figure 2.20 Outline of a clustering-based AHU fault diagnosis strategy (Yan et al. 
2016a). 
To address the low interpretability issue in data-driven methods for building energy 
system fault diagnosis, Liu et al. (2019) presented a data mining-based strategy for fault 
diagnosis and discovery of diagnosis knowledge from operating data of building systems. 
As shown in Figure 2.21, in this strategy, the useful explanatory variables were first 
selected via Clustering of Variables around Latent Variables (CLV). After that, an 
association rule learning algorithm, i.e. Apriori algorithm, was used to generate 
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association rules, based on which the fault diagnosis was then conducted with high 
accuracy. The strategy was tested using an experimental variable refrigerant flow (VRF) 
system and the diagnosis results were consistent with the domain knowledge. 
 
Figure 2.21 Flowchart of a data mining-based fault detection strategy for variable 
refrigerant flow system (Liu et al. 2019). 
Fan et al. (2014b) developed a data-mining based strategy for fault detection of a building 
central chiller system. In this strategy, a cluster analysis was first conducted to identify 
meaningful patterns from building operating data. Three outlier detection algorithms, 
including angle-based outlier detection (ABOD), subspace outlier detection (SOD) and 
feature bagging, were then utilised to identify the rare events in the clustering result. 
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Random forest was used in the third step to analyse the correlation between the outliers 
and explanatory attributes such as building internal and external conditions. 
The main information reported in the above studies is summarised in Table 2.4. It shows 
that building energy profiling, prediction and benchmarking approaches were usually 
employed as an important component in the existing data mining-based building energy 
FDD strategies. The development of high-performance building energy profiling, 
prediction and benchmarking strategies can therefore improve the performance of 
building energy FDD strategies. 
Table 2.4 Overview of data mining enhanced studies on building energy FDD. 
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A literature review of data mining, building performance assessment and the application 
of data mining technologies to enhance different aspects of building performance 
assessment is provided in this chapter, from which some conclusions are summarised as 
follows: 
1) Most existing whole-building performance assessment studies focused on either 
individual building or large-scale building stocks such as urban-scale and 
nationwide building stocks. However, a few building performance assessment 
methods have been developed for the campus building portfolios. Since campus 
buildings play a significant role in improving building energy efficiency and have 
different energy usage characteristics, it is worthwhile to develop strategies for 
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campus level building performance assessment. 
2) Some descriptive data mining-based strategies have been developed to discover 
temporal patterns from historical building energy usage data. The discovered 
patterns can help gain knowledge about the energy behaviour of the assessed 
buildings. However, the temporal patterns were not sufficiently utilised in existing 
studies to enhance the predictive tasks in building performance assessment, such 
as building energy usage forecasting or building system FDD. 
3) Computational cost is a significant aspect of the performance of a data-driven 
strategy for building performance assessment especially for on-line building 
energy forecasting or campus level building performance assessment, in which a 
large amount of high dimensional data needs to be analysed in a limited 
timeframe. However, the computational cost of data-driven strategies was not 
considered in most existing studies. 
4) Appropriate utilisation of domain knowledge is a significant prerequisite for the 
success of data mining-based strategies for building performance assessment. 
However, the methodology to integrate domain knowledge into data mining-based 
building performance assessment strategies have not been adequately considered 
in existing studies. Therefore, it is a desired and valuable direction to develop 
strategies that are systematically integrated with domain knowledge in building 
performance assessment. 
5) The effectiveness of many data mining algorithms heavily relies on the selection 
of appropriate parameters. The setting of parameters is therefore a significant 
influencing factor to the performance of the data mining-based building 
performance assessment strategies. Since the optimisation of the parameters in the 
data mining algorithms has been rarely considered in existing studies on building 
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Chapter 3 Identification of typical daily electricity usage 
profiles in individual buildings using cluster analysis with 
multiple dissimilarity measures 
The literature review undertaken in Chapter 2 showed that identification of building 
typical energy usage profiles can assist in understanding building energy consumption 
characteristics and help the development of effective strategies to improve building 
energy efficiency. However, the practicality of this technology is limited by the difficulty 
in choosing appropriate dissimilarity measures and the high computational cost when 
processing large building energy datasets. These two issues are addressed in this chapter 
and Chapter 4, respectively. 
Calculation of the pairwise dissimilarity among the energy usage profiles is an important 
step when applying clustering algorithms to identify building typical energy usage 
profiles (Kaufman and Rousseeuw 2009; Rousseeuw 1987). Several dissimilarity 
measures have been used to calculate the pairwise dissimilarity to facilitate cluster 
analysis. Previous studies showed that each dissimilarity measure has its strength and 
weakness (Iglesias and Kastner 2013; Ma et al. 2017), and it is hard to identify building 
typical energy usage profiles with all useful features by using a single dissimilarity 
measure (Yang et al. 2017a). Accordingly, it is worthwhile to develop a strategy using 
multiple dissimilarity measures to identify building energy usage profiles and make use 
of the advantages and avoid the drawbacks of each dissimilarity measure. 
This chapter is organised as follows. Section 3.1 presents the development of a clustering-
based strategy for the identification of typical daily electricity usage profiles (TDEUPs) 
of individual university buildings with multiple dissimilarity measures. Section 3.2 
presents the case study buildings used to validate and evaluate the performance of the 
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developed strategy. The results from the performance test and evaluation of the developed 
strategy using the two-year electricity usage time-series data of two university library 
buildings are provided in Section 3.3. Section 3.4 presents the comparison between the 
developed strategy and other strategies which are based on commonly used clustering 
algorithms include k-means, PAM and SOM. The key findings from this chapter are 
summarised in Section 3.5. 
3.1 Development of the strategy based on cluster analysis and multiple 
dissimilarity measures 
3.1.1 Outline of the proposed strategy 
The clustering-based strategy proposed in this study to identify the TDEUPs of multi-
function educational buildings is shown in Figure 3.1. The strategy consists of five steps, 
which are data collection, data pre-processing, calculation of pairwise distance, cluster 
analysis and the results visualisation and interpretation. 
 
Figure 3.1 Outline of the proposed strategy to identify TDEUPs from individual 
buildings. 
The first step is to collect building hourly electricity usage data which can be generally 
retrieved from building management systems. In the data pre-processing step, the time-
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series data of building electricity usage were first divided by the building floor area and 
then segmented into DEUPs. The DEUPs which have missing data were not considered 
in the following analysis. 
In the third step, the pairwise distances of all DEUPs were first calculated using three 
different dissimilarity measures (i.e. Euclidean distance, Pearson distance and Chebyshev 
distance), respectively. The reason for using these three different dissimilarity measures 
is presented in Section 3.1.2. After the transformation and combination of three pairwise 
distances using Shared Nearest Neighbours (SNN), a cluster analysis AHC algorithm was 
conducted to group the DEUPs according to the calculated combined distance matrix. The 
DEUPs which have a high dissimilarity with any other DEUPs were identified as outliers 
and ignored in the later analysis to avoid their impact on the TDEUP identification. The 
TDEUPs were then determined by averaging all DEUPs in each cluster. In the last step, 
the identified TDEUPs were visualised, evaluated and interpreted. 
3.1.2 Dissimilarity measures 
Different dissimilarity measures have different characteristics (Iglesias and Kastner 2013; 
Ma et al. 2017). No one dissimilarity measure can distinguish energy usage profiles in 
terms of all useful features (Yang et al. 2017a). In this study, three dissimilarity measures, 
including Euclidean distance, Chebyshev distance, and Chebyshev distance, which have 
been used in previous studies and are complementary with each other (to be illustrated in 
Section 3.1.2.4), are used to generate a new dissimilarity measure by using the SNN 
technology for cluster analysis. 
3.1.2.1 Euclidean distance 
Euclidean distance is the most widely used dissimilarity measure in identifying building 
energy usage profiles and is good at identifying profiles with different magnitudes (Ma 
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et al. 2017). Euclidean distance is defined by Eq. (3.1) (Tan et al. 2005). 




where ED denotes Euclidean distance, x and y represent two profiles that have the same 
dimensionality, n is the number of dimensions of x and y, and i stands for the ith dimension 
of the profile. 
3.1.2.2 Pearson distance 
Pearson distance is a dissimilarity measure developed based on Pearson’s correlation 
coefficient, which can reflect the linear correlation between two profiles (Tan et al. 2005). 
Pearson distance is defined by Eqs. (3.2) and (3.3) (Ma et al. 2017). 
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where PD denotes Pearson distance, cov and 𝜎 denote the covariance and the standard 
deviation, respectively. 
3.1.2.3 Chebyshev distance 
Chebyshev distance is the maximum difference between the two profiles in any 
dimension. Chebyshev distance is good at distinguishing profiles that have large 
differences in a few dimensions (Xu and Tian 2015). For the time-series data (e.g. 
DEUPs), the Chebyshev distance between two profiles becomes larger when there is a 
difference between the two time-series profiles in a specific time (Zhao et al. 2014). 
Chebyshev distance is defined by Eq. (3.4) (Tan et al. 2005). 
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where CD denotes Chebyshev distance. 
3.1.2.4 Comparison among Euclidean distance, Pearson distance and Chebyshev distance 
A comparison among Euclidean distance, Pearson distance and Chebyshev distance were 
conducted to illustrate their difference in terms of distinguishing DEUPs with different 
characteristics. Figure 3.2 presents four DEUPs with different characteristics which were 
used for the comparison. The data used were given only for illustration. It can be seen 
that these DEUPs were different in terms of magnitude and variation, or different at a 
specific time. For instance, the electricity usage of Profile 1 was considerably lower than 
that of Profile 2 at 10:00, the magnitude of Profile 3 was higher than the other profiles, 
and the variation of Profile 4 was different from the other three profiles. These differences 
should be considered simultaneously during the identification of TDEUPs. Figure 3.3 
presents the similarity matrix among these four DEUPs when using Euclidean distance, 
Pearson distance and Chebyshev distance to calculate the pairwise distance. The colour 
of the blocks in each plot indicates the distance between each pair of the profiles (e.g. a 
lighter colour means a larger distance). The difference between the two profiles may not 
be likely identified during the clustering process if the distance between them is too small. 
As shown in Figure 3.3a), Euclidean distance was less effective to identify the difference 
among Profile 1, Profile 2 and Profile 4 as these three profiles have similar magnitudes, 
but it is very effective in identifying the difference of Profile 3 from Profiles 1, 2 and 4. 
As shown in Figure 3.3b), Pearson distance cannot clearly distinguish Profile 1, Profile 2 
and Profile 3 from each other due to their similar variations, but identified their difference 
with Profile 4. In Figure 3.3c), Chebyshev distance was sensitive to the difference 
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between Profile 1 and Profile 2 and effectively identified the large difference at 10:00. 
Chebyshev distance also clearly identified the difference between Profile 1 and Profile 3 
due to their large difference at each hour. As shown, Chebyshev distance is very sensitive 
to the difference between the two profiles at a specific time, however, in some scenarios, 
such difference may be an outlier. The combination of Chebyshev distance with 
Euclidean distance can avoid an undesired clustering result. From the above results, it can 
be seen that the characteristics of the three dissimilarity measures were functionally 
complementary to each other but they are not overlapped with each other. 
 
Figure 3.2 Illustration of four DEUPs with different features. 
 
Figure 3.3 Comparison of the three different dissimilarity measures. 
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3.1.3 Shared Nearest Neighbours-based dissimilarity 
Since the above three dissimilarity measures focus on different features of the DEUPs, it 
was meaningless to compare the values of the three dissimilarity measures. It is also not 
meaningful to calculate the average value or total value of the three dissimilarity measures 
to estimate the overall difference among DEUPs. In this study, the pairwise distance 
calculated using Euclidean distance, Pearson distance and Chebyshev distance was 
transformed into an SNN similarity so that the pairwise distances can be compared and 
combined (Figure 3.4). The SNN similarity is a secondary similarity measure based on 
the primary dissimilarity measures (i.e. Euclidean distance, Pearson distance and 
Chebyshev distance in this study). The basic idea of SNN is that the more similar two 
objects are, the more the nearest neighbours they share, in which the nearest neighbours 
stand for the most similar objects to a specific object (Jarvis and Patrick 1973). 
 
Figure 3.4 Flowchart of the SNN-based transformation of pairwise distances. 
To transform a primary distance between two profiles into an SNN similarity, a positive 
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integer K which is smaller than the total number of the profiles in the dataset needs to be 
first chosen. The number of the same data points in the K nearest neighbours of the two 
data points is then considered as the SNN similarity between the two data points. Since 
the AHC algorithm used in this study for cluster analysis requires dissimilarity as the 
input, the SNN similarity was transformed into a dissimilarity distance using Eq. (3.5) 
(Tan et al. 2005) before performing the cluster analysis. 




where SNN is the SNN similarity and SNND is the SNN-based dissimilarity, K is the 
number of considered nearest neighbours in the calculation of SNN. 
In this study, the distance matrices calculated using each individual dissimilarity measure 
were first transformed into SNND (as shown in Figure 3.4) in which the K was set to 50 
and then combined using Eq. (3.6) to distinguish two profiles which have a difference in 
any aspect of variation or magnitude, or a difference at a specific time. 
𝑆𝑁𝑁𝐷𝑐𝑜𝑚𝑏𝑖𝑛𝑑(𝒙, 𝒚) = max(𝑆𝑁𝑁𝐷𝐸𝐷(𝒙, 𝒚), 𝑆𝑁𝑁𝐷𝑃𝐷(𝒙, 𝒚), 𝑆𝑁𝑁𝐷𝐶𝐷(𝒙, 𝒚)) (3.6) 
where SNNDcombind denotes the combined dissimilarity generated based on the three single 
dissimilarities. 
3.1.4 Agglomerative hierarchical clustering 
AHC technology was used to cluster the DEUPs of each building. AHC is a bottom-up 
clustering algorithm, which starts with treating each observation as a separate cluster and 
then merges the atomic clusters into larger clusters until all objects are in a single cluster 
(Tan et al. 2005). Linkage criterion is an important component of an AHC algorithm, 
which determines whether the two clusters should be merged. In this study, Ward's 
method was employed as the linkage criterion. Compared with other commonly used 
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linkage criteria such as single linkage, complete linkage and group average linkage, 
Ward’s method showed a better performance in terms of clustering accuracy (Blashfield 
1976) and computational cost (Murtagh 1983). In Ward’s method, two clusters should be 
merged if the merge can minimise the increase in the sum of the squared error (Ward Jr 
1963). The advantages of AHC include that the number of clusters is not required to be 
determined before the clustering and the overall process can be interpreted with a 
dendrogram (Ma et al. 2017). Figure 3.5 illustrates the procedure of the AHC-based 
algorithm used in this study. 
 
Figure 3.5 The AHC-based procedure used for inter-building clustering. 
3.2 Description of the case study university library buildings 
The performance of the proposed strategy was tested and evaluated using the electricity 
usage data collected from two university library buildings in Australia. Building A 
(Figure 3.6a) is located at RMIT University, Melbourne, Australia, which is in a mild 
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temperature climate zone. The building was built in 1994 and has six levels with a total 
floor area of 10,200 m2. The building consists of a library, a café shop, two auditoriums 
and several offices and studios. Building B (Figure 3.6b), located at the University of 
Wollongong, Wollongong, Australia, which is in a warm temperature climate zone, was 
originally built in 1972 and retrofitted in 2008. This building has three levels with a total 
floor area of 14,800 m2. Building B consists of a library, a café shop and several computer 
labs and group study rooms. The hourly electricity usage data of the two library buildings 
from 1st July 2014 to 30th June 2016 were collected and used in this study. 
 
a) Building A 
 
b) Building B 
Figure 3.6 The two case study buildings. 
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3.3 Performance test and evaluation of the developed strategy 
R language (RCoreTeam 2018) was used to implement the proposed strategy, and the R 
packages dbscan (Hahsler et al. 2019) and cluster (Maechler et al. 2015) were used to 
conduct SNN and AHC, respectively. The R package ggplot2 (Wickham 2016) was used 
to plot the majority of the figures presented. 
The collected time-series data of hourly electricity usage of each building were first 
divided by the total building floor area and then segmented into the DEUPs. After 
removing the DEUPs with missing data, a total of 712 and 731 DEUPs remained for 
Building A and Building B, respectively. The DEUPs of the two buildings are shown in 
Figure 3.7, in which each curve denotes a DEUP. It can be seen that both buildings had a 
high diversity of electricity usage and complexity in the shapes of the DEUPs. 
 
Figure 3.7 DEUPs of the two case study library buildings. 
The pairwise distances of all DEUPs of each building were calculated using Euclidean 
distance, Pearson distance and Chebyshev distance, respectively. After transformed into 
SNND, the three sets of the pairwise distances were combined into one set of the pairwise 
distance (SNNDcombined) and then clustered using the AHC. The similarity matrix of 
SNNDcombined of Building A is shown in Figure 3.8. The rows and columns of the similarity 
matrix were reordered by the dendrogram generated by the AHC so that the profiles which 
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were similar to each other will be gathered in the same area. A total of eleven blue blocks 
can be roughly identified in the plot. There was a small dissimilarity between the members 
within each block, and there was a large dissimilarity between the member in different 
blocks, which indicated that each block can be seen as a cluster (Tan et al. 2005). 
Accordingly, eleven clusters were visually identified. Since there was not a clear block 
shown on the top right area of the similarity matrix, this indicated that the profiles in this 
area were not similar to any other profiles, and the DEUPs in this area were therefore 
identified as the outliers. 
 
Figure 3.8 Similarity matrix and dendrogram of Building A. 
The median of each cluster was then identified as the TDEUP and is shown as the black 
lines in Figure 3.9. The variation of all DEUPs in each cluster was shown by the boxplot 
at each hour and the height of a box presented the significance of the variance at the 
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corresponding hour. Table 3.1 summarises the main information of the identified 
TDEUPs. It can be seen that some identified TDEUPs had a smaller difference with other 
TDEUPs in terms of magnitude or variation. For instance, TDEUP 8 and TDEUP 9 were 
similar to each other in terms of magnitude and had a high possibility to be grouped into 
one cluster by using a clustering-based strategy with Euclidean distance as the 
dissimilarity measure. TDEUP 3 and TDEUP 4 had a similar variation and could be 
grouped into the same cluster by using a clustering-based strategy with Pearson distance 
as the dissimilarity measure. However, these TDEUPs were all separately identified by 
using the proposed strategy since it considered the dissimilarity in terms of both 
magnitude and variation simultaneously. Moreover, TDEUP 1 and TDEUP 6 were highly 
similar to each other in terms of both magnitude and variation, but they were also 
distinguished by the proposed strategy. This was because Chebyshev distance was 
sensitive to the difference in a few dimensions. 
The distribution of the TDEUPs of Building A is shown in Figure 3.10 in a calendar view 
to provide a better understanding of the temporal distribution of the TDEUPs identified. 
The uncoloured blocks in Figure 3.10 represented the profiles which contained missing 
data and had been removed during the data pre-processing. Interestingly, the TDEUPs of 
Building A during the first twelve months were quite different from that during the second 
twelve months. Such a difference is an interesting point that is worthwhile to investigate 
for potential operational issues. It was shown that, from July 2014 to the middle of 2015, 
the majority of the profiles on Sunday was represented by TDEUP 8 and TDEUP 9. 
TDEUP 6 and TDEUP 7 mainly represented the profiles on Saturday and the session 
break. TDEUP 1 and TDEUP 2 mainly represented the profiles of the weekdays during 
the session time. During the second year, TDEUP 10 and TDEUP 11 represented the 
profiles on Sunday while the majority of the profiles on Friday and Saturday were 
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represented by TDEUP 5. TDEUP 3 and TDEUP 4 represented the profiles of the 
weekdays during the session time. 
 
Figure 3.9 Clustering result of Building A using the proposed strategy. 
 
Figure 3.10 Distribution of the identified TDEUPs of Building A. 
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#1 109 04:00–19:00 0.038 
The electricity usage increased with 
fluctuations from 03:00 and reached a 
local peak at 06:00. The maximum 
demand occurred during 10:00-15:00 and 
started to drop quickly at 19:00 and then 
became stable at 21:00. 
#2 77 05:00–20:00 0.045 
The electricity usage increased 
significantly from 03:00 to 10:00 and then 
kept stable until 16:00. It then started to 
drop quickly at 20:00 and then became 
stable at 22:00. 
#3 96 08:00–20:00 0.029 
The electricity usage jumped at 07:00 and 
then increased slightly. After the peak 
during 11:00-15:00, it then reduced and 
became stable at 21:00. 
#4 95 08:00–20:00 0.038 
Have a similar variation to TDEUP 3 but 
the peak was higher than TDEUP 3. 
#5 90 08:00–17:00 0.028 
The electricity demand from 08:00 to 
17:00 was significantly higher than the rest 
of the day while there was not a clear 
peak. 
#6 69 05:00–20:00 0.036 
Have a similar variation to TDEUP 2 but 
the demand was lower than TDEUP 2 
during the high demand period. 
#7 42 04:00–19:00 0.031 
Have a similar variation to TDEUP 1 but 
the demand was lower than TDEUP 1 
during the high demand period. 
#8 27 06:00–19:00 0.018 
The electricity demand from 06:00 to 
19:00 was slightly higher than the rest of 
the day. A sharp peak and a smooth peak 
occurred at 06:00 and 15:00, respectively. 
#9 30 07:00–20:00 0.019 
The electricity demand from 07:00 to 
20:00 was slightly higher than the rest of 
the day. A sharp peak and a smooth peak 
occurred at 07:00 and 14:00, respectively. 
#10 18 06:00–17:00 0.017 
Have a similar variation to TDEUP 5 but 
the high demand period started earlier at 
06:00. 
#11 30 06:00–17:00 0.026 
Have a similar variation to TDEUP 10 but 
the peak was higher than TDEUP 10. 
 
The similarity matrix of Building B is shown in Figure 3.11, in which ten clusters were 
identified visually through the number of the blocks on diagonal. The profiles 
corresponding to the top right area of the plot were also identified as the outliers as there 
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was not a clear block. The identified TDEUPs of Building B are shown in Figure 3.12. 
The main information of the identified TDEUPs is summarised in Table 3.2. Similar to 
Building A, some TDEUPs identified had less difference to each other in terms of 
magnitude or variation. These TDEUPs were all separately identified in the clustering 
result. The advantages of using Chebyshev distance were also illustrated since TDEUP 2 
and TDEUP 6 were highly similar to each other in terms of both magnitude and variation 
but they were distinguished by the proposed strategy. The grey spots shown in Figure 
3.12 were indicating extreme electricity usage. It is noted that a number of the extreme 
values were abnormally higher than the electricity usage of other DEUPs and some of 
them were identified as the outliers. Further investigation of these extreme values might 
be useful to identify potential operational issues. 
 




Figure 3.12 Clustering results of Building B using the proposed strategy. 















#1 105 04:00–17:00 0.029 
The electricity demand started to rise at 
03:00. After a flat period during 08:00 and 
15:00, the demand started to decrease and 
became stable at 18:00. 
#2 95 09:00–17:00 0.023 
The electricity demand from 10:00 to 
17:00 was significantly higher than the 
rest of the day while there was not a clear 
peak. 
#3 67 04:00–21:00 0.024 
The electricity demand increased at 03:00 
and kept almost stable from 08:00 to 
21:00. It then started to drop and became 
stable at 22:00. 
#4 87 04:00–21:00 0.031 
Have a similar variation to TDEUP 3 but a 
smooth peak occurred at around 12:00. 
#5 73 05:00–21:00 0.024 
Have a similar variation to TDEUP 3 but 
started to increase at 04:00. 

















the decrease in the electricity demand 
occurred earlier. 
#7 39 Not clear 0.006 No significant variation during the day. 
#8 86 04:00–21:00 0.036 
Have a similar variation to TDEUP 4 but 
the peak demand was slightly higher than 
TDEUP 4. 
#9 37 09:00–21:00 0.022 
Have a similar variation to TDEUP 2 but 
the decrease in the electricity demand 
occurred at 21:00. 
#10 29 10:00–19:00 0.034 
The electricity demand rose at midnight 
then kept stable until there was a gradual 
increase at 05:00. After a flat from 08:00 




Figure 3.13 Distribution of the identified TDEUPs of Building B. 
Figure 3.13 shows the distribution of the TDEUPs of Building B. It can be seen that 
different from Building A, the majority of Saturday and Sunday tended to have the same 
TDEUPs, which were represented by the TDEUPs 2, 6, 7 and 9. The rest of the TDEUPs 
represented the daily profiles on weekdays. Some interesting periodical patterns can also 
be observed in this plot. For instance, the weekdays of the first four weeks and the five 
weeks of each year before Christmas were mainly represented by TDEUP 1, while 
TDEUP 10 only existed during the first three weeks in February each year. The difference 
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between the electricity usage of the two buildings may be attributed to factors such as 
weather conditions, building functions, building construction details, and operation and 
maintenance schedules, as well as occupant schedules. 
3.4 Comparing the developed strategy with other clustering-based 
strategies 
In this section, the performance of the proposed strategy was validated in two different 
approaches, by comparing with twelve other clustering-based strategies which used a 
single dissimilarity measure, and by comparing with three other clustering-based 
strategies which used the combined dissimilarity measures. 
3.4.1 Comparison with twelve clustering-based strategies which used a single 
dissimilarity measure 
The twelve strategies were developed based on the combination of four clustering 
algorithms (i.e. AHC using Ward’s method, k-means, PAM and SOM) and three 
dissimilarity measures (i.e. Euclidean distance, Pearson distance and Chebyshev 
distance). The differences among these strategies and the proposed strategy are 
summarised in Table 3.3. 
Table 3.3 Details and differences among twelve clustering-based strategies used a single 
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The input data and data pre-processing methods used for these other twelve clustering-
based strategies were the same as those used in the proposed strategy. For the twelve 
clustering-based strategies which used a single dissimilarity measure, the raw time-series 
data of the electricity usage per unit floor area of each building were segmented into 24-
hour DEUPs. The only difference among them is that they used different combinations of 
the clustering method and dissimilarity measure. The linkage criterion used in the AHC-
based strategy was Ward's method. In the SOM-based strategy, a grid in rectangular 
topology was adopted (Tan et al. 2005). It is noted that the method used to determine the 
optimal number of clusters in the proposed strategy is less suitable in the three AHC-
based strategies that used a single dissimilarity measure. This was because the similarity 
matrices, as shown in Figure 3.14a-c) and Figure 3.15a-c), did not show a clear block-
diagonal pattern. Moreover, the method used to determine the optimal number of clusters 
in the proposed strategy is also less suitable in the strategies based on k-means, PAM and 
77 
 
SOM since the number of clusters in these strategies should be determined before the 
plotting of the similarity matrix. Therefore, clustering validity indices (CVIs) were 
employed to determine the optimal number of clusters for these twelve strategies in order 
to achieve reasonable clustering results. Since there was not a single CVI that can work 
well in all conditions (Tardioli et al. 2018), five commonly used CVIs, including 
Silhouette index (Rousseeuw 1987), Dunn index (Dunn 1974), Calinski-Harabasz index 
(Caliński and Harabasz 1974), Davies-Bouldin index (Davies and Bouldin 1979) and C-
index (Hubert and Schultz 1976), were used together to determine the optimal number of 
the clusters. The details of these five CVIs can be found in (Desgraupes 2013). To 
determine the optimal number of the clusters for each strategy, the five CVIs were first 
calculated for each clustering result when the number of clusters (k) was in the range of 
2-20. For Davies-Bouldin index and C-index, a smaller value indicates a better clustering 
result, which is opposite to the rest of the three indices. Therefore, the calculated value of 
these two indices was converted so that a larger value indicates a better clustering result 
by multiplied -1 before further processing. Then, the calculated value of each index was 





where Vk is the global index calculated based on the five CVIs, j indicates the j
th CVI, Ij 
is a numeric vector containing the value of jth CVI calculated when the number of clusters 
was set to 2-20, and Ij,k is a member of Ij indicating the CVI value when the number of 
clusters was set to k. The optimal number of the clusters was eventually determined using 
Eq. (3.8) (Tardioli et al. 2018). Once koptimal was determined, the clusters which had less 
than 5% of the number of all DEUPs in each building were identified as the outliers and 






where koptimal is the optimal number of the clusters. 
Figure 3.14 demonstrates the similarity matrices of Building A calculated using the 
twelve strategies with different dissimilarity measures. The block-diagonals were not as 
clear as that shown in Figure 3.8, which indicated that the profiles which had a strong 
similarity cannot be successfully grouped by the strategies using a single dissimilarity 
measure when compared with the proposed strategy. Similar results can also be seen in 
the similarity matrices of Building B (Figure 3.15). The optimal numbers of the clusters 
identified for each strategy were summarised in Table 3.4. The cluster numbers using the 
AHC-based strategies were determined through dendrogram and CVIs. It can be seen that 
the clustering-based strategies using a single dissimilarity measure identified 
considerably fewer clusters than that of the proposed strategy, which means that many 




Figure 3.14 Similarity matrices of Building A calculated using different strategies used 




Figure 3.15 Similarity matrices of Building B calculated using different strategies used 
a single dissimilarity measure. 
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Table 3.4 Optimal number of clusters identified for different strategies with individual 
dissimilarity measures. 
Case study building Dissimilarity measure 
Clustering algorithm 
AHC k-means PAM SOM 
Building A 
Euclidean distance 2 2 2 5 
Pearson distance 8 2 7 2 
Chebyshev distance 2 2 2 3 
Building B 
Euclidean distance 2 6 5 5 
Pearson distance 4 2 4 2 
Chebyshev distance 2 6 2 6 
 
Figures. 3.15 and 3.16 show the TDEUPs identified by twelve clustering-based strategies 
used a single dissimilarity measure after the removal of outliers. It can be seen that the 
TDEUPs identified by using these twelve strategies for both Building A and Building B 
were less than that identified by the proposed strategy. Some interesting patterns 
discovered by the proposed strategy cannot be identified by any of these twelve strategies 
using a single dissimilarity measure. For example, there was a small peak in the morning 
in TDEUP 8 and TDEUP 9 of Building A identified by the proposed strategy which was 
not identified by any strategy using a single dissimilarity measure. Similarly, the late 
increase and late decrease in the electricity demand identified in TDEUP 9 of Building B 
were also not identified by any of these twelve strategies. These results showed the 
proposed strategy with multiple dissimilarity measures outperformed the clustering-based 




Figure 3.16 TDEUPs of Building A identified by different strategies using a single 




Figure 3.17 TDEUPs of Building B identified by different strategies using a single 
dissimilarity measure, where the y value indicates the hourly electricity usage. 
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3.4.2 Comparison with three clustering-based strategies which used the combined 
dissimilarity measures 
In this section, the clustering performance of the proposed strategy was further compared 
with the other three clustering-based strategies which used k-means, PAM, and SOM as 
the clustering algorithm, respectively. In this comparison, these three strategies used the 
same input data, the same data pre-processing and the same dissimilarity measures (i.e. 
the combined dissimilarity generated based on Euclidean distance, Pearson distance and 
Chebyshev distance) as those used in the proposed strategy. In the SOM-based strategy, 
a grid in rectangular topology was adopted. As stated in Section 3.4.1, the similarity 
matrix is less suitable to determine the optimal clustering numbers for k-means, PAM and 
SOM. In this comparison, the five CVIs used in Section 3.4.1 were also employed in these 
three strategies to determine the optimal clustering number. 
Figure 3.18 presents the similarity matrices calculated by using k-means, PAM, and SOM 
based on the optimal clustering number determined and time-series data of Building A. 
The results of using AHC can be found in Figure 3.8. It can be seen that the block-
diagonals in each plot were similar to that in Figure 3.8. However, the patterns showed in 
the top-right area of Figure 3.8 were different from those in Figure 3.18, which illustrated 
that it was less likely to be able to identify the outliers in the DEUPs by using k-means, 
PAM and SOM and the identified TDEUPs might be influenced by the unidentified 
outliers. 
The TDEUPs identified by using k-means, PAM, and SOM with three dissimilarity 
measures for Building A are presented in Figure 3.19. It is worthwhile to note that 20 was 
used as the upper limit to search for the optimal clustering number. It can be seen that the 
number of TDEUPs identified using k-means, PAM and SOM were all higher than that 
using AHC (Figure 3.9) and the differences among some TDEUPs were insignificant, 
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which may increase the complexity for interpretation of the clustering results. It was 
shown that AHC still outperformed the other three algorithms in terms of the outlier 
identification, and the information provided in each TDEUP as well as the complexity for 
the result interpretation. 
 
Figure 3.18 Similarity matrices calculated using three comparative clustering methods 
with the combined dissimilarity measures. 
 
Figure 3.19 TDEUPs of Building A identified using three comparative clustering 
methods with the combined dissimilarity measures. 
It is worthwhile to note that the combined pairwise distance based on Euclidean distance, 
Pearson distance and Chebyshev distance used in the proposed strategy was not the only 
possible combination of the dissimilarity measures for identification of TDEUPs. 
However, it opens opportunities to further improve the clustering results. As the energy 
usage behaviour of each building is different and the purpose of data analysis may also 
be different, there is not a one-fit solution that can meet all requirements. Therefore, the 
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number of dissimilarity measures to be combined and which dissimilarity measure could 
be used may be different for different applications. 
3.5 Summary 
This chapter presented a strategy based on SNN and AHC to identify TDEUPs of 
individual buildings with high diversity and complexity in the shape and magnitude of 
DEUPs. In this strategy, three dissimilarity measures, i.e. Euclidean distance, Pearson 
distance and Chebyshev distance, were used to generate a new dissimilarity measure with 
the SNN technology. An AHC algorithm was then used to identify TDEUPs using the 
combined pairwise distance. 
Two-year hourly electricity usage data collected from two university library buildings in 
Australia were used to evaluate the performance of this strategy. The results showed that 
the strategy of considered dissimilarity in terms of both magnitude and variation 
simultaneously can discover more useful information of the electricity usage of the two 
university library buildings. Some hidden information on the building energy usage 
behaviours were also discovered with the help of visualisation technologies. Compared 
with twelve clustering-based strategies which used Euclidean distance, or Pearson 
distance or Chebyshev distance as the single dissimilarity measure and three clustering-
based strategies which used the combined dissimilarity measures, the proposed strategy 
can discover more informative TDEUPs. The results of this study can be potentially 
helpful in the forecasting of building energy usage and building energy benchmarking to 




Chapter 4 Identification of typical daily electricity usage 
profiles in a campus building portfolio using a two-step 
clustering-based strategy with reduced computational cost 
In previous studies, the strategies used for identification of building typical daily energy 
usage profiles were mainly focused on the improvement of clustering results while the 
computational cost was rarely considered. Because of an increasing number of analysed 
buildings and growing size of building energy datasets, the conventional methods become 
less competent for the identification of typical energy usage profiles. Many alternative 
methods have been developed to deal with this problem. For instance, in some studies, 
large datasets were divided into small groups based on seasons or days of the week before 
performing cluster analysis (do Carmo and Christensen 2016; Rhodes et al. 2014). In 
some other studies, the energy usage profiles in certain periods were aggregated before 
clustering (Fan et al. 2015b; Fernandes et al. 2016). These methods can save the 
computational cost of cluster analysis. However, they also considerably reduced the 
resolution of the input data, and some meaningful information such as the variation of 
daily energy usage profiles based on the days of a week, seasons or holiday timetable may 
also be discarded. To address this issue, a strategy which can reduce the computational 
cost while being able to discover meaningful information simultaneously is developed. 
This chapter is organised as follows. Section 4.1 presents the development of a two-step 
clustering-based strategy for the identification of TDEUPs of multiple university 
buildings with a reduced computational cost. Section 4.2 presents the 40 case study 
buildings used to validate and evaluate the performance of the developed strategy. The 
results from the performance test and evaluation of the developed strategy are provided 
in Section 4.3. Section 4.4 presents a comparison between the performance of the 
88 
 
developed strategy and other strategies using a single-step clustering. The key findings 
from this chapter are summarised in Section 4.5. 
4.1 Development of the two-step clustering-based strategy 
4.1.1 Outline of the proposed strategy 
The outline of the proposed clustering-based strategy to identify the TDEUPs of multiple 
university buildings is presented in Figure 4.1. The strategy consists of four steps, 
including data collection, intra-building clustering, inter-building clustering and the 
visualisation and interpretation of the results. 
 
Figure 4.1 Outline of the proposed strategy to identify the TDEUPs of a campus 
building portfolio. 
The first step is to collect building electricity usage data. The intra-building clustering is 
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then used in the second step to identify the TDEUPs of each building and remove the 
outliers. In this step, the time-series building electricity usage data were first converted 
into the hourly electricity usage per unit floor area and segmented into DEUPs. After the 
removal of the DEUPs with missing data, an MDS method was used to reduce the 
dimensionality of DEUPs to enhance the computational efficiency of cluster analysis 
(details are provided in Section 4.1.2). A Gaussian mixture model (GMM)-based cluster 
analysis was further used to cluster the DEUPs so that the profiles in the same group are 
similar to each other but are different from those in other groups. In this process, the 
outliers were also identified and removed. The median of all DEUPs in a cluster was then 
considered as the TDEUP of that cluster. GMM was selected as the clustering method 
based on the comparison with other clustering algorithms as presented in Section 4.4.1 
and also because the building DEUPs projected in a scatterplot can be seen as a linear 
superposition of several elongated ellipses with outliers and GMM can perform well 
under this scenario (Tan et al. 2005). The details of GMM and GMM-based cluster 
analysis are introduced in Sections 4.1.3 and 4.1.4, respectively. 
All the TDEUPs identified for each building through intra-building clustering were then 
used as the input of the inter-building clustering. The inter-building clustering was then 
used to identify TDEUPs for all buildings of concern based on the TDEUPs identified for 
each building. In the inter-building clustering, the TDEUPs identified for each building 
through intra-building clustering were normalised so that each profile had a mean value 
of 0 and variance of 1 (Yan et al. 2016a). The Euclidean distance between each pair of 
the normalised profiles was then calculated to determine the dissimilarity measure. An 
AHC algorithm was used to group the intra-building level TDEUPs into clusters. The 
advantages of the AHC technology are that the number of clusters can be determined 
during the clustering process and the overall process can be represented by a tree structure 
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graph (i.e. dendrogram), which can help to visualise the cluster structure and assist in 
determining the optimal number of clusters (Ma et al. 2017). The TDEUPs for multiple 
buildings were then determined by calculating the median value of all the DEUPs in each 
cluster. The results from the cluster analysis were then visualised and interpreted to 
provide an overall understanding of the building energy performance and electricity usage 
behaviours. 
4.1.2 Multidimensional scaling 
The increase in the dimensionality of the input data can considerably increase the 
computational cost of the GMM training (Bouveyron and Brunet-Saumard 2014). In this 
study, an MDS technology was employed to reduce the dimensionality of the input data 
before performing cluster analysis in order to reduce the computational cost. MDS is a 
dimensionality reduction technology that retains the major information in the raw data 
(Cox and Cox 2000). Compared to other well-known dimensionality reduction 
technologies such as piecewise aggregate approximation and piecewise linear 
approximation (Hou et al. 2014), MDS retains more useful information about the pairwise 
distance among the data points which is important for the implementation of the following 
cluster analysis (Li et al. 2016). This method has been widely used for data pre-processing 
and visualisation of cluster analysis. To apply MDS to a d-dimensional raw dataset, each 
observation in the raw data was considered as a point in the d-dimensional space. The 
distance matrix M, containing all pairwise distances among the points, was then 
calculated. All points in the original d-dimensional space were projected into a d’-
dimensional space (d’ < d) so that the distance matrix of the points in the d’-dimensional 
space M’, is similar to M as much as possible. The dimensionally reduced data can be 
reached by considering each point in the d’-dimensional space as an observation in the 
d’-dimensional dataset. The dissimilarity between M and M’ is measured using Stress as 
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where i and j denote the number of row and column of the matrix, respectively. 
The detailed procedure of MDS can be found in Ref. (Torgerson 1952). In this study, 
MDS was used to transform the 24-dimensional DEUPs of each building into two-
dimensional data for GMM-based clustering. Each DEUP consists of 24 data points 
corresponding to 24 hours of a day, namely 24 dimensions. How to transform the data 
from 24 dimensions to two dimensions will be demonstrated in Section 4.3.1. Euclidean 
distance was employed as the distance measure to calculate the pairwise distances. 
4.1.3 Gaussian mixture model 
A GMM is a probabilistic model to represent a dataset with a weighted combination of 
several normal distributions called mixture components (Han et al. 2011). A d-






























where ϕ is a Gaussian probability density function, and ωg, μg and εg are the weight, mean 
and covariation matrix of the gth mixture component, respectively. 
Given a dataset and G value, a GMM fitting is to estimate the values of the parameters 
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ωg, μg and εg to ensure that the GMM has the maximum likelihood. The Expectation-
Maximisation (EM) algorithm is commonly used to fit GMM and this algorithm makes 
an initial guess for the parameters and then iteratively improves the estimates (Tan et al. 
2005). The implementation of EM consists of three steps, including initialisation, 
expectation step and maximisation step (Figueiredo and Jain 2002). An initial set of the 
model parameters was first randomly selected. An iteration of the expectation step and 
maximisation step was then conducted to improve the estimation of the model parameters. 
In the expectation step, each observation was assigned to one of the mixture components 
which assigns the highest probability to this observation. Given the observations assigned 
in each mixture component in the expectation step, the parameter of each mixture 
component was updated in the maximisation step based on the location of the 
observations assigned to this mixture component. The iteration of the expectation step 
and maximisation step will terminate when the updated parameters of all mixture 
components do not change further. In this study, a modified EM algorithm proposed by 
Banfield and Raftery (1993) was employed to fit the GMMs. This algorithm can identify 
and remove the observations that have a low probability in any mixture component, which 
were considered as the outliers in order to improve the robustness of the clustering results. 
4.1.4 Intra-building clustering using GMM-based clustering 
GMM-based clustering, as shown in Figure 4.2, uses the feature of GMM to group 
multiple observations in a dataset into different clusters (Banfield and Raftery 1993). To 
conduct GMM-based clustering, a GMM with G mixture components was first fitted with 
the two-dimensional input data transformed via MDS, in which each observation denotes 
an original DEUP. Once the GMM has been fitted, the observations belonging to the same 
mixture component were considered as in the same cluster. The median of the 
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corresponding original DEUPs in the same cluster was then considered as the TDEUP of 
this cluster. 
 
Figure 4.2 The GMM-based approach used for intra-building clustering. 
A key task involved in the GMM-based clustering is to determine the optimal number of 
the mixture components, G. Bayesian Information Criterion (BIC) (Hsu 2015), as one of 
the most widely used tools for statistical model selection, was used for this purpose. 
Assuming that the input data was originally generated according to an unknown GMM 
(i.e. ψtrue) and the GMM fitted using the generated input data (i.e. ψcandidate), BIC is then 
used to measure the difference between ψtrue and ψcandidate (Neath and Cavanaugh 2012; 
Schwarz 1978). Hence, the GMM with an optimal G value has the lowest BIC. For each 
building, the G value which can minimise BIC was used as the optimal G number for 
GMM fitting. In general, identifying optimal G within a large range is computationally 
intensive. The previous studies showed that the number of TDEUPs for single buildings 
generally varied from 2 to 8 (Capozzoli et al. 2017; Ma et al. 2018; Miller et al. 2015; 
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Rhodes et al. 2014; Seem 2005; Yang et al. 2017a). The optimal G value in the intra-
building clustering used in this study was determined based on a range of 2-14. 
4.1.5 Inter-building clustering using AHC 
The inter-building clustering was achieved by using an AHC algorithm (introduced in 
Section 3.1.4). In this study, Euclidean distance was used as the dissimilarity measure and 
Ward's method was used as the linkage criterion in the AHC algorithm. The five CVIs 
introduced in Section 3.4.1 were employed to determine the optimal clustering number. 
4.2 Description of the case study university building portfolio 
The performance of the proposed strategy was tested using the hourly electricity usage 
data collected from 40 buildings at the University of Wollongong (Figure 4.3) from 2014 
to 2015. The total floor area of the 40 buildings were approximately 233,000 m2. The 
functions of these 40 buildings varied from offices, education rooms and laboratories to 
sports centres, student accommodations and common areas, as summarised in Table 4.1. 
Figure 4.4 shows the average hourly building electricity usage against the building floor 
area. It can be seen that the mean hourly electricity usage among these 40 buildings varied 
considerably from less than 0.001 kWh/m2 (Building #39) to more than 0.045 kWh/m2 
(Building #32). Even for the buildings with similar functions, a large difference was also 
observed. For instance, Building #14 and Building #20 are mainly used for offices with a 
similar floor area. However, the mean hourly electricity usage of Building #20 was almost 




Figure 4.3 University of Wollongong campus in which the case study buildings are 
located. 












Number of clusters 
identified 
#1 O/L 2 #21 O/E 2 
#2 O/L 3 #22 O/E 8 
#3 O/L 3 #23 O/E 3 
#4 O/L 3 #24 O/E 4 
#5 O/L 2 #25 O/E 4 
#6 O/L 3 #26 O/E 2 
#7 O/L 3 #27 E 6 
#8 O/L 3 #28 E 8 
#9 O/L 5 #29 E 6 
#10 O/L 2 #30 L 3 
#11 O/L 4 #31 L 6 
#12 O/L 3 #32 L 2 
#13 O/L 5 #33 A 3 
#14 O 3 #34 A 4 
#15 O 4 #35 C 6 
#16 O 2 #36 C 4 
#17 O 3 #37 L/C 12 
#18 O 6 #38 L/C 2 
#19 O 6 #39 S 5 
#20 O 5 #40 S 5 
Total number of TDEUPs identified via intra-building clustering 165 






Figure 4.4 Mean hourly electricity usage versus the floor area of the 40 buildings. 
4.3 Performance test and evaluation of the proposed strategy 
In this study, the proposed strategy was implemented using R language (RCoreTeam 
2018) while the GMM-based clustering and AHC were implemented using R package 
mclust (Scrucca et al. 2016) and cluster (Maechler et al. 2015), respectively. The majority 
of the figures presented was generated using R package ggplot2 (Wickham 2016). 
4.3.1 Results of the intra-building clustering 
The time-series electricity usage data of each building were first transformed into the 
electricity usage per square metre and then segmented into the DEUPs. An illustration of 
the data segmentation is shown in Figure 4.5. The hourly electricity usage data of a whole 
week (Figure 4.5a)) were segmented into 7 DEUPs as shown in Figure 4.5b). Each DEUP 
consists of 24 data points (i.e. 24 dimensions) corresponding to 24 hours of a day. The 
bold curves in Figure 4.5a) and Figure 4.5b) represented the same set of data points. In 
this process, the DEUPs with missing data were removed in the following analysis. After 





a) Hourly electricity usage time-series data before the data segmentation 
 
b) DEUPs after the data segmentation 
Figure 4.5 An illustration of the data segmentation. 
The DEUPs of each building were then projected into a two-dimensional coordinate 
system using the MDS technology. A GMM for each building was then fitted in the two-
dimensional coordinate system to identify the TDEUPs and outliers. The number of 
clusters (i.e. the number of TDEUPs) identified for each building through intra-building 
clustering is summarised in Table 4.1. It is noted that the dimensionally reduced data were 
only used for visualisation and clustering processing, and the output of intra-building 
clustering was still in 24-dimensions. It can be seen that there were twelve buildings that 
had three TDEUPs. The buildings with two to three TDEUPs accounted for 50% of all 40 




a) Building #16 
 
b) Building #33 
 
c) Building #24 
Figure 4.6 A demonstration of the results from the GMM-based clustering. 
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Figure 4.6 illustrates the results from the GMM-based clustering for three selected 
buildings (i.e. Building #16, Building #33 and Building #24), where the clusters and 
outliers were identified. The black (dashed-line) circles indicated the location and 
covariance of the clusters, while the red symbols represented the observations which were 
far away from any mixture components (i.e. clusters) and from each other, and 
subsequently identified as outliers. 
It can be seen that the majority of the clusters (i.e. black circles) identified were in 
elongated ellipses. This means that the commonly used k-means clustering algorithms 
may not work well for this case as it has difficulty in identifying clusters with non-
spherical shapes or with widely different sizes or densities (Tan et al. 2005). The 
identified TDEUPs for these three selected buildings are presented as follows. 
4.3.1.1 TDEUPs of Building #16 
Figure 4.7a) illustrates the inter-building clustering result of Building #16, which is an 
office building. The grey curves in the figure represented the TDEUPs identified while 
the coloured curves were all corresponding DEUPs in that cluster. It can be seen that there 
were two TDEUPs with 220 and 467 DEUPs respectively that were identified for this 
building and 28 DEUP were considered as outliers. It can also be seen that there was a 
clear high electricity consumption period (8:00 to 16:00) during the working hours and a 
low electricity consumption period during the rest of the day in TDEUP 2, while such 
information cannot be observed in Cluster 1. For the DEUPs identified as the outliers, the 
electricity usage profiles varied significantly during the daytime, which was different 




a) Clustering result 
 
b) Distribution of the clusters 
Figure 4.7 Visualisation of the intra-building clustering result of Building #16. 
Figure 4.7b) shows the distribution of the TDEUPs in a calendar review, in which the 
white blocks represented the days with the missing data that were removed during the 
data pre-processing. It is shown that TDEUP 2 represented the DEUPs of the weekdays 
while TDEUP 1 mainly appeared on weekends and some public holidays such as 
Australia Day, Easter and Labour Day. 
4.3.1.2 TDEUPs of Building #33 
Figure 4.8a) presents the clustering result of Building #33, which is a student 
accommodation. There were three TDEUPs identified for this building and 14 DEUPs 
were considered as the outliers. TDEUPs 1 and 3 shared a similar shape with two peak 
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demands occurring at around 10:00 and 21:00, respectively. However, the electricity 
usage of TDEUP 1 was considerably higher than that of TDEUP 3. This mainly occurred 
in winter, refer to Figure 4.8b, and was probably due to the increased hot water 
requirement and space heating requirement. TDEUP 2 represented the electricity usage 
behaviour during the summer holidays (late November to late February). The electricity 
consumption during this period was relatively small and stable as there were only a 
limited number of students occupying the building.  
 
a) Clustering result 
 
b) Distribution of the clusters 
Figure 4.8 Visualisation of the intra-building clustering result of Building #33. 
The calendar view (Figure 4.8b)) showed that the distribution of the DEUPs was mainly 
influenced by the summer holidays and seasonal variations. It is interesting to note that 
the first two weeks in January 2014 were mainly dominated by the TDEUPs 1 and 3 with 
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high energy consumption while those in 2015 were mainly dominated by the TDEUP 2, 
which may be worthwhile to further investigate. 
4.3.1.3 TDEUPs of Building #24 
 
a) Clustering result 
 
b) Distribution of the clusters 
Figure 4.9 Visualisation of the intra-building clustering result of Building #24. 
Building #24 is a multi-functional building mainly used for offices and educational 
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rooms. The clustering results are presented in Figure 4.9a). It can be seen that there were 
four TDEUPs identified for this building. TDEUP 2 represented the summer weekdays 
and the electricity usage significantly increased and decreased at 6:00 and 17:00, 
respectively. TDEUP 4 represented the electricity usage behaviour in winter weekdays. 
TDEUPs 1 and 3 showed different trends and represented the DEUPs in the summer 
weekends and winter weekends, respectively. From Figure 4.9b), it can be seen that the 
distribution of the DEUPs of this building was mainly influenced by the seasonal 
variations and days of the week. 
4.3.1.4 Variation of the intra-building TDEUPs 
According to the distribution of the TDEUPs of each building, the buildings were 
classified into four groups. In Group 1, the buildings had only one TDEUP during the 
weekdays. In Group 2, there was more than one TDEUP during the weekdays which 
mainly presented the DEUPs during the winter and summer periods. In Group 3, there 
was more than one TDEUP, but they represented the electricity usage during holidays, 
session breaks and session time. In the last group, there was not a clear pattern for the 
distribution of the TDEUPs. The percentage of buildings in each group compared to the 
total number of buildings with the same function is presented in Figure 4.10. For instance, 
two sports centres were considered in this study. One of them was classified into Group 
2 and the other was in Group 4. Their proportions were therefore 50% each. The buildings 
with office functions tended to have a high diversity in terms of the distribution of the 
TDEUPs. It was interesting to note that all laboratory buildings had no obvious pattern in 
terms of the distribution of the TDEUPs, which reflected the complexity and large 




Figure 4.10 Distribution of the buildings with different functions into the defined four 
groups. 
4.3.2 Results of the inter-building clustering 
Through the intra-building cluster analysis, a total of 165 24-dimensional TDEUPs were 
identified for all 40 buildings (Table 4.1). These profiles were then clustered with the 
AHC algorithm. Since several previous studies reported that the number of the TDEUPs 
identified for multiple buildings was varied from 5 to 12 (do Carmo and Christensen 
2016; Luo et al. 2017; Ma et al. 2017; McLoughlin et al. 2015; Miller et al. 2015), the 
search range of the cluster number used in this study was from 3 to 15. Figure 4.11a) 
shows the value of the global index based on the five clustering validity indices with the 
increase of the cluster number. It can be observed that the global index reached the 
maximum value when the cluster number was nine, which was therefore chosen as the 
optimal number of the clusters in the inter-building clustering. Figure 4.11b) illustrates 
how the AHC formed a tree structure with the TDEUPs. A total of nine clusters were 




a) Global index calculated for different numbers of the clusters 
 
b) Dendrogram of the clustering result 
Figure 4.11 The result of the AHC. 
Figure 4.12 shows the 24-dimensional TDEUPs identified for all 40 buildings through 
inter-building clustering. The TDEUPs presented in Figure 4.12a) were determined based 
on the average of the TDEUPs identified through intra-building clustering for individual 
buildings belonging to that cluster (i.e. the TDEUP identified through inter-building 
clustering), while that presented in Figure 4.12b) was determined based on the average of 
the original DEUPs corresponding to the TDEUPs identified for individual buildings 
belonging to that cluster. The key difference between the two approaches was the use of 
the TDEUPs identified through intra-building clustering or the use of original DEUPs to 




a) Average of TDEUPs identified through intra-building clustering 
 
b) Average of the original DEUPs corresponding to the intra-building typical profiles 
Figure 4.12 TDEUPs identified through the inter-building clustering for all 40 
buildings. 
It can be seen that both approaches provided similar results, but the former can slightly 
save the computational cost. In TDEUP 3, the boundary between the working hours and 
non-working hours was clear and the large electricity demand occurred between 8:00 and 
17:00. TDEUP 7 also had a clear boundary between the working hours and non-working 
hours but with a longer large electricity demand period (i.e. from 6:00 to 21:00) than that 
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of TDEUP 3. In TDEUPs 1 and 4, the peak demand occurred at around 12:00 but the 
boundary between the working hour and non-working hours was unclear in late afternoon 
and morning, respectively. TDEUPs 2 and 9 were mostly identified in the student 
accommodations. In TDEUPs 5 and 6, the electricity consumption during non-working 
hours was considerably higher than that during the working hours. TDEUP 8 did not show 
a clear boundary between the working hours and non-working hours. 
The original DEUPs of each building belonging to each inter-building level clusters (i.e. 
TDEUPs) were then used to determine the distribution of the inter-building level clusters 
in each building and the results are presented in Figure 4.13. It can be seen that TDEUP 
1 was dominated in the buildings used as laboratories or offices/laboratories. TDEUP 7 
mainly occurred in the sports centres and two buildings with a common area and one 
office building. It is interesting to note that, around 50% of the time, Building #9 was 
operated with the TDEUP 5, which rarely occurred in other buildings with similar 
functions, and is worthwhile to further investigate. 
 
Figure 4.13 The distribution of the TDEUPs of the 40 buildings. 
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4.4 Comparison between the developed strategy with single-step 
clustering strategies 
In this section, the performance of the proposed strategy was validated by comparing the 
intra-building and inter-building clustering result with other strategies which use a single-
step clustering to identify both intra-building and inter-building TDEUPs. 
4.4.1 Comparing the intra-building clustering result 
The GMM-based clustering algorithm which was used for intra-building clustering in the 
proposed strategy was compared with seven other clustering algorithms. These included 
k-means, PAM, SOM and four AHC algorithms using complete linkage, single linkage, 
average linkage and Ward’s method criterion, respectively. Five CVIs, including 
Silhouette index, Dunn index, Davies-Bouldin index, Calinski-Harabasz index, and C-
index were employed to evaluate the clustering results. A higher value of Silhouette 
index, Dunn index and Calinski-Harabasz index indicates a better clustering result and a 
lower value of Davies-Bouldin index and C-index means a better clustering result. 
Building #16, presented in Section 4.3.1.1, was chosen for this comparison. Before 
clustering, the generalised Extreme Studentised Deviate (GESD) test method was used to 
identify and remove the outliers from the raw dataset and the time-series building 
electricity usage data were converted into the hourly electricity usage per unit floor area 
and segmented into DEUPs. The DEUPs with missing data were also removed before 
clustering. Table 4.2 presents the clustering results of using different clustering 
algorithms and their corresponding optimal cluster numbers. It can be seen that the GMM-
based clustering outperformed the other clustering algorithms in terms of four indices 







































































































































GMM 2 0.719 2 0.441 2 0.391 12 0.183 2 3277 
k-means 2 0.696 2 0.125 2 0.488 12 0.162 2 2597 
PAM 2 0.696 2 0.125 2 0.488 6 0.168 2 2597 
SOM 2 0.693 2 0.135 2 0.497 12 0.123 2 2506 
AHC with complete 
linkage 
2 0.689 14 0.188 2 0.509 14 0.005 2 2506 
AHC with single 
linkage 
2 0.401 2 0.333 8 0.569 14 0.014 7 10 
AHC with average 
linkage 
2 0.696 9 0.279 8 0.462 14 0.006 2 2591 
AHC with Ward’s 
method 
2 0.696 2 0.183 2 0.472 2 0.176 2 2560 
 
4.4.2 Comparing the inter-building clustering result 
In this section, the performance of the proposed strategy in inter-building clustering was 
compared with two single-step clustering strategies, in which only inter-building 
clustering was employed. One was a PAM clustering-based strategy used by Ma et al. 
(2017) and the other was an AHC-based strategy used by Seem (2005). 
In both single-step clustering strategies, the GESD test method was used to identify and 
remove the outliers from the raw dataset. The DEUPs were standardised to zero mean and 
one standard deviation for clustering. Data segmentation was then used to transform the 
data into 24-hour segments in order to form DEUPs and the segments with a small 
difference between the daily maximum and minimum energy usage were discarded (i.e. 
5.0% out of the total). The only difference between the two single-step strategies is the 
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method used for clustering. In the PAM-based clustering strategy, Pearson distance (Ma 
et al. 2017) was used to determine the dissimilarity matrix, and the PAM clustering 
algorithm was used to cluster the DEUPs. In the AHC-based strategy, the Euclidean 
distance was used to determine the dissimilarity and an AHC was used to cluster the 
DEUPs. Table 4.3 summarises the difference between the two single-step clustering 
strategies and the proposed strategy as well as their computational cost, which were 
obtained based on the same host computer. 
Table 4.3 Differences and computational costs of the three strategies. 















Range of number of 
clusters 
2~14 (Intra-building) and 3~15 (Inter-
building) 
3~15 3~15 
Clustering index A global index based on five CVIs Dunn index Dunn index 
Number of clusters 
identified 
9 9 4 
Computational cost 
(s) 
82.9 2775.6 1367.2 
 
Figure 4.14 presents the clustering results and the identified TDEUPs using the PAM-
based strategy. It can be seen that most of the TDEUPs identified were similar to those 
identified by the proposed strategy (Figure 4.12). However, there was a relatively large 
variation in the TDEUPs identified by the proposed strategy and those identified by the 
PAM-based clustering were relatively flat. The computational cost of the PAM-based 
strategy to cluster the DEUPs was more than 30 times of that used by the proposed 
strategy. 
Figure 4.15 presents the clustering results and the identified TDEUPs by using the AHC-
based strategy. In comparison to the results obtained from the proposed strategy, a lot of 
interesting information such as unique DEUPs of the student accommodation and sports 
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centres (i.e. TDEUPs 9 and 7 in Figure 4.12 respectively) cannot be reflected in the 
TDEUPs identified by the AHC-based strategy. The computational cost of the AHC-
based strategy was around 16.5 times higher than the proposed strategy. The above 
comparison demonstrated the effectiveness of the proposed strategy in terms of the 
computational cost required and discovering meaningful information from the large 
dataset. 
 
Figure 4.14 Clustering result of the PAM-based strategy. 
 
Figure 4.15 Clustering result of the AHC-based strategy. 
4.5 Summary 
This chapter presented a two-step strategy based on GMM and AHC to identify the 
TDEUPs of a campus building portfolio with high efficiency and low computational cost. 
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In this strategy, the TDEUPs of each building were first identified using a GMM-based 
clustering. The identified TDEUPs for all individual buildings were then further clustered 
using an AHC algorithm. 
The performance of this strategy was evaluated using two-year hourly electricity usage 
data collected from 40 buildings on a university campus in Australia. The results showed 
that this strategy can discover useful information related to the electricity usage 
behaviours of multiple buildings. In comparison with intra-building clustering result, the 
developed strategy outperformed the other seven clustering algorithms in terms of five 
clustering validity indices. In comparison to a PAM-based clustering strategy and an 
AHC-based strategy, the computational cost of the proposed strategy decreased by 97.0% 
and 93.9%, respectively. Abnormal electricity consumption patterns were also discovered 
and analysed. 
The building electricity usage patterns identified by the proposed strategy can be used to 
group buildings that share similar electricity usage behaviours and further to assist in the 
decision making for building energy efficiency retrofits and performance enhancement. 
The information discovered can also be useful for developing advanced building energy 
management and FDD strategies. The proposed strategy can be potentially adopted and 




Chapter 5 Forecasting next-day electricity usage and peak 
electricity demand of a university campus using multiple data 
mining technologies 
Building energy usage forecasting is a significant component in building operating 
management to help optimal control and achieve energy/cost savings. The accuracy of 
the energy usage forecasting will directly influence the overall control performance and 
energy/cost savings. During recent years, many efforts have been implemented by 
researchers to develop data-driven building energy usage forecasting approaches with 
high accuracy. Most relevant studies focused on using powerful regression technologies 
to improve the forecasting accuracy of building electricity usage (Wei et al. 2018a; Zhao 
and Magoulès 2012). However, a few studies that used advanced feature extraction 
approaches to improving the forecasting accuracy have been conducted. In the study 
presented by Yang et al. (2017a), the daily energy usage profiles of the accessed building 
were first grouped using a k-shape clustering algorithm with a single dissimilarity 
measure. The cluster labels of the daily energy usage profiles were then considered as the 
inputs in the forecasting model. The results from these studies showed that cluster 
analysis can improve the performance of the forecasting models. As shown in Chapter 3, 
using multiple dissimilarity measures in the cluster analysis can reveal more hidden 
information from the DEUPs. In this chapter, the clustering strategy used in Chapter 3 
was modified and used for feature extraction and the clustering result was utilised to 
improve the accuracy of building electricity usage forecasting. 
This chapter is organised as follows. Section 5.1 presents the development of the data-
driven strategy for the forecasting of next-day building electricity usage and peak load 
with high accuracy. The performance of the proposed strategy was tested in Section 5.2 
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using a building portfolio that contains 40 university buildings. In Section 5.3, the 
performance of the proposed strategy was compared to eleven data-driven forecasting 
strategies that were formulated using Cubist regression and different clustering methods. 
A comparison between the proposed strategy and nine data-driven forecasting strategies 
using different regression methods was conducted in Section 5.4. The key findings from 
this chapter are summarised in Section 5.5. 
5.1 Development of the forecasting strategy 
5.1.1 Outline of the proposed strategy 
The outline of the proposed strategy is illustrated in Figure 5.1. It consists of six steps, 
which are data collection, feature extraction, cluster analysis, parameter optimisation, 
model training, and performance evaluation. 
In the first step, the hourly electricity usage data of the whole campus building portfolio 
need to be collected. The meteorological data, which include outdoor air temperature, 
dew-point temperature, relative humidity, wind speed and precipitation, should also be 
collected from weather stations or related resources. The schedule-related data, such as 
teaching day schedule and public holiday schedule, are also required. In the second step, 
the daily total electricity usage and peak electricity demand data, the daily meteorological 
variables, and schedule-related variables are extracted from the raw data to reduce the 





Figure 5.1 Outline of the proposed strategy to forecasting next-day building electricity 
usage and peak load. 
In the third step, cluster analysis is applied to the collected data to group DEUPs of the 
campus building portfolio. Since the extremely high and low records, i.e. the outliers, 
which may occur (e.g. due to sensor faults) in the raw hourly electricity usage data can 
impact the robustness of the clustering result, these outliers are first identified and 
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removed using a GESD test. Subsequently, the remaining time-series data are segmented 
into 24-hour profiles in order to form DEUPs. All DEUPs which have no missing data 
are then grouped using an SNN-and-AHC-based clustering approach with a combined 
dissimilarity measure which takes the advantages of Euclidean distance, Pearson distance 
and Chebyshev distance (further explained in Section 5.1.2). Once the cluster analysis is 
completed, the cluster labels of each DEUP, which contain the information such as the 
magnitude and variation of DEUPs, can be assigned according to the clustering result. 
The parameters used in the cluster analysis, including the K values in the SNN 
transformation, the weights of Euclidean distance, Pearson distance and Chebyshev 
distance in the combined dissimilarity measure and the number of clusters in the 
clustering result (further explained in Section 5.1.2), are optimised in the parameter 
optimisation step to further improve the accuracy of the forecasting result. Noting that the 
optimisation processes for the two forecasting models are separated. To conduct the 
optimisation process, the parameters to be optimised are first stochastically initialised. 
The cluster analysis and model training steps are then sequentially conducted with the 
initialised parameters. After that, the coefficient of variation of the root-mean-squared 
error (CV(RMSE)) between the measured and modelled output records is evaluated using 











where Y is the measured response data, Y’ is the forecasted response data, n is the number 
of the response data, and i indicates the ith response data. 
If the CV(RMSE) cannot satisfy the termination criterion, the parameters are updated via 
the PSO algorithm, and the cluster analysis and model training steps are re-conducted 
sequentially with the updated parameters to revise the model. This process is repeated 
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until the CV(RMSE) of the updated model satisfies the termination criterion. The latest 
updated values of the parameters are identified as the optimal parameter values. The 
optimisation algorithm and the termination criterion are further explained in Section 
5.1.3. 
In the model training step, two models for forecasting next-day total electricity usage and 
peak electricity demand are respectively developed. Since previous studies have shown 
that the data recorded in seven days before the forecasted day had higher significance for 
the forecasting of next-day building energy usage and peak demand compared to the data 
recorded in the other days (Fan et al. 2014a; Li et al. 2011), the time lag of the two 
forecasting models was set as seven days in this study. The data of all variables obtained 
in the feature extraction step and the cluster labels of DEUPs are consequently used to 
establish the two training datasets for the two models. Each training dataset consists of 
several observations and each observation consists of a set of input data and the 
corresponding output data. The structure of each observation is shown in Figure 5.2, 
where blue boxes indicated input data, and orange and yellow boxes indicated output data 
of the two forecasting models. After the establishment of the training datasets, two Cubist-
based forecasting models (further explained in Section 5.1.4) are then developed and used 
to forecast next-day total electricity usage and peak electricity demand, respectively. As 
stated above, the cluster analysis and model training steps are iteratively implemented 
until the parameter optimisation step is completed. The latest generated models, which 
are trained with the clustering result using the optimal parameters, are then considered as 




Figure 5.2 Structure of an observation in the training datasets. 
5.1.2 Clustering using an SNN-and-AHC-based approach 
As mentioned above, multiple dissimilarity measures were used and combined in this 
study for cluster analysis of DEUPs to improve the clustering result and increase the 
accuracy of the forecasting result. To this end, the SNN-and-AHC-based clustering 
approach presented in Chapter 3 was modified and applied in this study. In the original 
SNN-and-AHC-based clustering approach (Section 3.1), the three dissimilarity measures 
were chosen as the primary dissimilarity measures and combined into a secondary 
dissimilarity measure since the characteristics of the three dissimilarity measures were 
functionally complementary to each other and they were not overlapped with each other. 
In this approach, the pairwise distances among all DEUPs were first calculated using the 
three dissimilarity measures, respectively. These primary pairwise distances were then 
respectively transformed into the secondary pairwise distances using an SNN 
transformation technology. After that, the maximum distance among the three secondary 
pairwise distances between each pair of DEUPs was used in the cluster analysis. The last 
step was to group the DEUPs using an AHC algorithm based on the combined distances. 
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To transform a primary pairwise distance between two DEUPs into a secondary distance 
using the SNN transformation technology, a positive integer K needs to be first chosen 
between 1 and (n-2), where n is the total number of DEUPs to be clustered. For each of 
the two DEUPs, the K most similar DEUPs from all other DEUPs are then identified as 
the nearest neighbours. After that, the number of the overlapped member in the nearest 
neighbours is considered as the SNN similarity between the two DEUPs, and the 
secondary distance between the two DEUPs is lastly calculated according to Eq. (3.5). 
According to the results reported in (Tan et al. 2005), the value of K can considerably 
affect the effectiveness of the transformation result. If the K value is too small, the 
secondary distance would be sensitive to the outliers and could be misleading, while if 
the K value is too large, the secondary pairwise distances among all DEUPs would tend 
to be the same so that the clustering result would be meaningless. The optimal value of K 
highly depends on the primary pairwise distances among the DEUPs, which means that 
the optimal values of K may be diverse for the three dissimilarity measures. Different 
from the original SNN-and-AHC-based clustering approach in which the K value was the 
same for all three dissimilarity measures, the modified clustering approach used different 
K values for each dissimilarity measure and the values were optimised using the PSO 
algorithm. The details of the optimisation process are presented in Section 2.3. Another 
modification in the clustering approach used in this study was the method for the 
combination of the dissimilarity measures. Different from the original SNN-and-AHC-
based clustering approach in which the three dissimilarity measures were treated equally 
during the combination process, in the modified clustering approach, a weighted function, 
i.e. Eq. (3.6), was used for different dissimilarity measures by considering their 
significances to the effectiveness of the clustering. The weighting factors of the 
dissimilarity measures were determined using the PSO algorithm. 
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The number of clusters is also a key parameter to be determined in the cluster analysis. 
In the original SNN-and-AHC-based clustering approach (Section 3.1), the cluster 
number was visually determined using a similarity matrix, and manual intervention was 
required. However, since the clustering process needs to be repeated in the proposed 
strategy, manual intervention will considerably impact the efficiency of the strategy. To 
address this issue, the optimal number of the clusters was automatically determined using 
the PSO algorithm. The search range of the cluster number used in this study was varied 
from 2 to 24. The parameters to be optimised are listed in Table 5.1, in which SNN stands 
for Shared Nearest Neighbours, and n is the total number of DEUPs to be clustered. 
Table 5.1 Parameters to be optimised in the proposed strategy. 
No. Name Search range of the parameter 
#1 
The K value in the SNN transformation for 
Euclidean distance (KED) 
𝐾𝑖 = {𝑥 ∈ ℕ|1 ≤ 𝑥 ≤ (𝑛 − 2)} #2 
The K value in the SNN transformation for 
Pearson distance (KPD) 
#3 
The K value in the SNN transformation for 
Chebyshev distance (KCD) 
#4 The weight of Euclidean distance (wED) 
{
𝑤𝑖 = {𝑥 ∈ ℝ|0 ≤ 𝑥 ≤ 1}
∑𝑤𝑖 = 1
 #5 The weight of Pearson distance (wPD) 
#6 The weight of Chebyshev distance (wCD) 
#7 The number of clusters (k) 𝑘 = {𝑥 ∈ ℕ|2 ≤ 𝑥 ≤ 24} 
 
5.1.3 Parameter optimisation using Particle Swarm Optimisation 
As mentioned in Section 5.1.2, seven parameters were optimised in the proposed strategy 
to improve the performance of the forecasting models. The CV(RMSE) between the 
measured and the forecasted response data was used as the objective function to be 
minimised. 
In this study, PSO was adopted for the optimisation since PSO has advantages such as 
high robustness to parameter settings and initialisation, and a low risk to converge to a 
local optimum when compared to other optimisation methods (Lee and Park 2006; Lin et 
al. 2020). A particle in PSO means a point in the search space of the optimisation task. 
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To conduct a PSO, a set of particles (i.e. the particle swarms) is first stochastically 
distributed in the search space. The value of the objective function, i.e. CV(RMSE) in 
this study, is then evaluated for each particle based on its position. After that, the position 
of each particle is updated according to Eq. (5.2) (Kennedy and Eberhart 1995). 
{
𝑙(𝜏 + 1) = 𝑙(𝜏) + 𝑣(𝜏 + 1)
𝑣(𝜏 + 1) = 𝑓𝑣(𝜏) + 𝑐1𝑅1 (𝑑𝑖𝑠𝑡(𝑝(𝜏), 𝑙(𝜏))) + 𝑐2𝑅2 (𝑑𝑖𝑠𝑡(𝑔(𝜏), 𝑙(𝜏)))
(5.2) 
where l is the position of the particle, τ indicates the time, v is the motion vector of the 
particle, f, c1 and c2 are the exploitation constant, local exploration constant and global 
exploration constant, respectively, R1 and R2 are two uniformly distributed random values 
between 0 and 1, p is the position where a particle reached its best value of the objective 
function, and g is the position where the neighbourhood of this particle reached its best 
value of the objective function. 
Table 5.2 Settings of the PSO algorithm, where the formulas are cited from Ref. 
(Bendtsen 2012). 
Parameter Formula Value 
Particle number (s) 𝑠 = ⌊10 + 2 × √𝑞⌋ 14 
Size of the neighbourhood divided by the total number of 






Local exploration constant (c1) 
𝑐1 = 𝑐2 = 0.5 + ln(2) 
1.19 
Global exploration constant (c2) 1.19 





The evaluation of the objective function and updating of the position are then iteratively 
conducted for all particles successively until a termination criterion can be satisfied. The 
position where the overall optimal result of the objective function is reached is considered 
as the best solution to the optimisation task. In this study, a standard PSO programme 
(Bendtsen 2012) was used, in which the appropriate value of the parameters can be 
automatically determined according to the equations presented in Table 5.2, where q 
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indicates the number of the parameters to be optimised. The iteration is terminated if the 
overall optimal value of the objective function remains unchanged within ten iterations. 
5.1.4 Cubist regression-based forecasting model training 
Cubist regression models were used in this study for training the forecasting models. 
Cubist regression model is an ensemble-learning-based technology that aggregates 
multiple model trees to generate an ensemble model with higher accuracy. Each model 
tree in the ensemble model has a tree-like structure which is similar to a regression tree, 
while the constant value in each terminal node of the regression tree is replaced by a linear 
regression model (Quinlan 1992). Each terminal node in a model tree corresponds to an 
area in the input space. During the training of a model tree, an explanatory variable will 
be included in the linear regression model of a terminal node if this explanatory variable 
has considerable influence on the response variable in this area of the input space. This 
feature supplies the Cubist regression model an inherent ability for feature selection, 
which can improve model performance by removing insignificant explanatory variables 
from the model, and the efficiency of the built-in feature selection in a Cubist regression 
model is generally higher than external feature selection algorithms such as univariate 
filters and recursive feature elimination. The previous studies (Tian et al. 2018; Yang et 
al. 2017b) have reported that Cubist regression models outperformed other regression 
methods such as linear regression, SVR, MARS and MLP. 
To initialise the training of a Cubist regression model, a model tree is first fitted using the 
training dataset. The response data in the training dataset are then adjusted by subtracting 
the error between the real and forecasted response data. After that, the second model tree 
is fitted with the adjusted response data and the forecasting result of the second model 
tree is used to further adjust the response data. Subsequent model trees are fitted until a 
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limit of the model tree number is reached. The simple average of the forecasted result 
from all model trees is considered as the final forecasted result of the Cubist regression 
model. The number of the model trees is automatically determined using a ten-fold cross-
validation process in this study. More details about Cubist regression models and the 
tuning process can be found in (Kuhn and Quinlan 2018). 
5.2 Performance testing of the proposed strategy 
The performance of the proposed strategy was tested using a building portfolio on a 
university campus to prove its feasibility and effectiveness. University buildings 
generally have considerably high EUI and electricity consumption (Ding et al. 2018a; 
Federspiel et al. 2002) and have complex patterns in terms of occupancy profiles, user 
activities and energy behaviour (Davis and Nutter 2010; Gul and Patidar 2015). The 
implementation of the proposed strategy was conducted in R language (RCoreTeam 
2018), and the SNN, AHC, Cubist regression model and PSO algorithms were conducted 
using R packages dbscan (Hahsler et al. 2019), cluster (Maechler et al. 2015), Cubist 
(Kuhn and Quinlan 2018) and pso (Bendtsen 2012), respectively. The majority of the 
figures presented were generated using R package ggplot2 (Wickham 2016). 
5.2.1 Description of the case study university campus and the collected data 
The performance of the proposed strategy was evaluated using the 40 university buildings 
located on the main campus of the University of Wollongong, Australia (Section 4.2). 
The hourly electricity usage data of the 40 buildings from 1st January 2014 to 21st April 
2015 (Figure 5.3, where the white lines indicated the missing data) were retrieved via the 
various building management systems. The hourly meteorological data, including 
outdoor air temperature, dew-point temperature, relative humidity, wind speed and 
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precipitation (Figure 5.4), were collected from a meteorological database. A public 
holiday schedule and two teaching day schedules were collected via the review of relevant 
documents. One of the teaching day schedules, ‘trimester schedule’, was only used for 
the postgraduate courses of the business faculty while the other schedule, ‘standard 
schedule’, was used for the other courses of the university. The data recorded in 2014 
were used for model training (Section 5.2.2), and the data recorded in 2015, with 111 
days, were used for testing the performance of the models (Section 5.2.3). 
 





a) Outdoor air temperature, dew-point temperature, and relative humidity 
 
b) Wind speed and precipitation 
Figure 5.4 Illustration of the retrieved meteorological data relevant to the campus area. 
5.2.2 Development of the forecasting models 
The data recorded in 2014 were used to develop the forecasting models for next-day total 
electricity usage and peak electricity demand. The cluster analysis step was implemented 
to group the 365 DEUPs of the campus building portfolio in 2014. After that, the 
explanatory and response variables, which were required for the training of the two 
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forecasting models, were extracted from the raw data and the clustering result. The 
explanatory and response variables used are listed in Table 5.3. 
Table 5.3 Extracted variables used for training the forecasting models. 
No. Source of the variable Extracted variable 
#1 
Hourly electricity usage 
data 
Daily total electricity usage (TotalUse) 
#2 Daily peak electricity demand (PeakUse) 
#3 Cluster label of the daily electricity usage profile (Cluster) 
#4 
Meteorological data 
Daily mean ambient temperature (TAirAvg) 
#5 Daily maximum ambient temperature (TAirMax) 
#6 Daily minimum ambient temperature (TAirMin) 
#7 Daily mean dew-point temperature (TDewPoint) 
#8 Daily mean relative humidity (RH) 
#9 Daily mean wind speed (WindSpd) 
#10 Daily total precipitation (Prec) 
#11 
Schedule-related data 
Whether the day is a weekend (Weekend) 
#12 Whether the day is a public holiday (Holiday) 
#13 
Whether the day is a teaching day according to the standard 
schedule (TchDayStd) 
#14 
Whether the day is a teaching day according to the trimester 
schedule (TchDayTri) 
 
The training dataset for each forecasting model was formed after the feature extraction 
step. After the removal of the observations with incomplete data, the training datasets for 
the forecasting models of next-day total electricity usage and next-day peak electricity 
demand contained 350 observations. Each observation in these datasets had 109 input 
records and one output record. The input records included all the 14 variables shown in 
Table 5.3 for the seven days before the forecasted day, and the seven meteorological 
variables and four schedule-related variables of the forecasted day. In the training dataset 
for the forecasting model of next-day total electricity usage, the output record is the daily 
total electricity usage of the forecasted day. In the training dataset for the forecasting 
model of next-day peak electricity demand, the output record is the daily peak electricity 




a) Next-day total electricity usage forecasting model 
 
b) Next-day peak electricity demand forecasting model 
Figure 5.5 Changes of the minimum CV(RMSE) in each generation during the 
optimisation process. 
Once the training datasets were established, two forecasting models were fitted with the 
two training datasets via a ten-fold cross-validation process, respectively. Figure 5.5 
presents the change of the minimum CV(RMSE) in each generation during the 
optimisation process for each model. It can be seen that the CV(RMSE) decreased rapidly 
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during the first few generations while generally slowed down and remained unchanged 
after the 12th generation and finally reached the termination criterion at the 21st generation 
for both models, which indicated the convergence of the optimisation. 
Table 5.4 shows the optimal value of each parameter in the two models. It can be seen 
that Chebyshev distance has the largest weight (0.76) in the combined dissimilarity 
measure and thus had a higher significance in the forecasting model for total electricity 
usage. However, Pearson distance was not included in the combined dissimilarity 
measure with a weight of 0. In contrast, Pearson distance had the largest weight (0.84) in 
the forecasting model for electricity demand. However, Euclidean distance was not 
included in this model, which implied that the variation of DEUPs may have a 
considerable correlation to the daily peak electricity demand for this campus building 
portfolio. Figure 5.6 demonstrates the centroid of the DEUPs in each cluster in the two 
forecasting models, in which the variation of all DEUPs in each cluster was illustrated by 
the boxplot at each hour. It can be seen that the clusters identified for the training of the 
total electricity usage forecasting model were different in terms of magnitudes while the 
clusters identified in the forecasting model of the peak electricity demand were different 
in terms of variations. 
Table 5.4 Optimal values of the parameters used in the cluster analysis. 
Parameter 
Forecasting model of next-day total 
electricity usage 
Forecasting model of next-day peak 
electricity demand 
KED 140 47 
KPD 159 10 
KCD 48 46 
wED 0.24 0.00 
wPD 0.00 0.84 
wCD 0.76 0.16 





a) Next-day total electricity usage forecasting model 
 
b) Next-day peak electricity demand forecasting model 





a) Variables used in next-day total electricity usage forecasting model 
 
b) Variables used in next-day peak electricity demand forecasting model 
Figure 5.7 Relative importance of the explanatory variables in the Cubist regression 
models. 
The two final forecasting models were generated with the optimal parameters. The final 
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forecasting model of next-day total electricity usage consisted of ten model trees with 63 
linear regression models as the terminal nodes. The final forecasting model of next-day 
peak electricity demand consisted of ten model trees with 60 linear regression models as 
the terminal nodes. As explained in Section 5.1.4, each terminal node in a model tree 
corresponded to an area in the input space. An explanatory variable was included in the 
linear regression model of a terminal node if it had a considerable influence on the 
response variable in this area of the corresponding input space. Thus, the higher frequency 
of each variable to be included in the terminal modes of a Cubist regression model means 
the higher importance of this variable (Kuhn and Quinlan 2018). Figure 5.7 presents the 
frequency of each variable to be included in the terminal nodes of each Cubist regression 
model. The blue matrix in Figure 5.7 indicated the relative importance of every single 
variable under different time lags, the vertical green bars indicated the aggregated relative 
importance of each variable despite the time lags, and the horizontal green bars indicated 
the aggregated relative importance of all variables in each time lag. According to Figure 
5.7, the pattern of the variables used was similar in the two models. The daily electricity 
usage and peak electricity demand were used in the majority of the terminal nodes while 
the cluster labels were used in a small number of terminal nodes. The variables about 
outdoor air temperature, dew-point temperature and relative humidity were much more 
frequently used than the other meteorological variables in the models. However, a few 
terminal nodes used the schedule-related variables in the linear regression models. This 
indicated that the above five variables, including daily electricity usage and peak 
electricity demand in the previous days, outdoor air temperature, dew-point temperature 
and relative humidity, generally showed a higher correlation with the daily electricity 
usage and peak electricity demand in the predicted day. From the view of time lag, the 
variables with a shorter time lag, especially with a time lag of 0 day and 1 day, were 
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generally more frequently used in both forecasting models, which is consistent with the 
domain knowledge. In a previous study conducted by Fan et al. (2014a), the electricity 
usage data with a time lag of seven days were selected in a feature selection process as 
the most significant data for forecasting next-day electricity usage and peak electricity 
demand. However, the electricity usage data with a time lag of seven days were only 
included in a few linear regression models in this study (Figure 5.7) and was not as 
significant as in the previous study. This is mainly because the data of ‘whether the 
forecasted day is a weekday’ had a high correlation (i.e. correlation coefficient of 0.89) 
with the electricity usage data with a time lag of seven days. In this study, as the data of 
‘whether the forecasted day is a weekday’ was included in some terminal nodes of the 
Cubist regression models, the electricity usage data with a time lag of seven days were 
not included. 
5.2.3 Evaluation of the forecasting performance using the testing data 
In this section, the data collected in 2015 were used to evaluate the performance of the 
two forecasting models. The hourly electricity usage data were first cleaned and 
segmented to form the DEUPs. The cluster labels of the 111 DEUPs in the testing dataset 
were assigned based on the cluster labels of the DEUPs in the training dataset so that a 
DEUP in the testing dataset and its most similar DEUP in the training dataset had the 
same cluster label. After that, the testing datasets were established using the same process 
as that used in the model training process. After the removal of the observations with 
incomplete data, 101 observations remained in each testing dataset. The composition of 
each observation in these datasets was the same as those in the training datasets. The input 
data in the testing datasets were used to forecast the daily total electricity usage and peak 
electricity demand from 1st January to 21st April 2015 with the two final tuned Cubist-
based forecasting models, respectively. The CV(RMSE) of the forecasting models of 
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next-day total electricity usage and peak electricity demand was 4.7% and 6.0%, 
respectively. 
 
a) Daily total electricity usage 
 
b) Daily peak electricity demand 
Figure 5.8 Comparison between the measured data and forecasted data. 
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Figure 5.8 presents the measured data in 2015 and the data which were forecasted using 
the trained models. The absence of the data from 3rd to 14th April was due to the missing 
data in the testing dataset. It can be seen that the absolute errors between the measured 
and forecasted data were generally within a low level during the testing period for both 
models, even though the absolute error of the total electricity usage in some specific days 
such as 2nd January and 2nd March was larger than the other days. The absolute percentage 
errors between the measured and forecasted daily total electricity usage data in most days 
were lower than 5%, while those between the measured and forecasted daily peak 
electricity demand data were slightly higher, and most of them were below 10% (see 
Figure 5.9). 
 
a) Daily total electricity usage 
 
b) Daily peak electricity demand 




5.3 Comparison between the proposed strategy and other data-driven 
forecasting strategies using Cubist regression and different clustering 
methods 
In this section, the performance of the proposed strategy was compared to eleven data-
driven forecasting strategies that were formulated using Cubist regression and different 
clustering methods. The training data used in Section 3.2 were applied for training the 
forecasting models using different strategies and the testing data used in Section 3.3 were 
utilised for testing the forecasting performance of each model. Both CV(RMSE) and 
MAPE, which were commonly used to measure the accuracy of the forecasting models 
in previous studies (Amasyali and El-Gohary 2018; Deb et al. 2017), were used as the 
performance indicators in this comparison. A lower value of CV(RMSE) and MAPE 
indicated a higher accuracy. 
5.3.1 Introduction to the comparative forecasting strategies using Cubist 
regression and different clustering methods 
The other eleven data-driven forecasting strategies used for comparison included one 
strategy without cluster analysis of DEUPs, nine strategies using cluster analysis and a 
single dissimilarity measure, and one strategy using cluster analysis and a simply 
combined dissimilarity measure. The main differences among these eleven data-driven 
strategies and the proposed strategy are summarised in Table 5.5. 
The strategy without cluster analysis of DEUPs (Strategy #1), was considered as the 
baseline case. This strategy consisted of three steps, including data collection, feature 
extraction, and model training. The first two steps were the same as those used in the 




Table 5.5 Differences among the proposed strategy and other eleven data-driven 
strategies. 
No. Features of the strategy 
Cluster analysis step 
Method Dissimilarity measure 
#1 
The clustering result of DEUPs was 
not considered in the models 
N/A 
#2 
The clustering result of DEUPs with a 
single dissimilarity measure was 
considered in the models 
AHC Euclidean distance 
#3 AHC Pearson distance 
#4 AHC Chebyshev distance 
#5 PAM Euclidean distance 
#6 PAM Pearson distance 
#7 PAM Chebyshev distance 
#8 SOM Euclidean distance 
#9 SOM Pearson distance 
#10 SOM Chebyshev distance 
#11 
The clustering result of DEUPs with a 
simply combined dissimilarity 










The clustering result of DEUPs with 
optimally combined dissimilarity 
measure was considered in the 
models 
A combined dissimilarity 
measure with optimised 
parameters 
 
There were four steps in Strategies #2-#10 in Table 5.5 that used cluster analysis and a 
single dissimilarity measure, i.e. data collection, cluster analysis, feature extraction, and 
model training. The data collection, feature extraction and model training steps were the 
same as those used in the proposed strategy. However, in the cluster analysis step, data 
cleaning and data segmentation were first conducted to form DEUPs. All DEUPs with no 
missing data were then grouped using one of three commonly used clustering algorithms, 
AHC, PAM, and SOM, with a single dissimilarity measure (i.e. Euclidean distance, or 
Pearson distance or Chebyshev distance). The cluster number was tested from 2 to 24 and 
the number which can maximise the forecasting performance of the trained model was 
chosen as the final cluster number. 
Strategy #11 in Table 5.5 used for comparison was very similar to the proposed strategy, 
the only difference was that the fixed parameters instead of the optimised values were 
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used before the model training. The weights of the three primary dissimilarity measures 
(i.e. Euclidean distance, Pearson distance, Chebyshev distance) were set equally as 1/3. 
The K value in the SNN transformation was tested from 10 to 360 with an interval of 10. 
The cluster number was tested from 2 to 24. In this comparison, Strategy #11 was first 
used to generate the forecasting models for next-day total electricity usage and peak 
electricity demand with all possible combinations of the tested values of the parameters. 
The best model with the highest accuracy on the testing dataset was then chosen and used 
for comparison. 
5.3.2 Results of the comparison 
The accuracy of the forecasting results generated by the 12 strategies is illustrated in 
Figure 5.10. It can be seen that the forecasting performance of Strategy #1, which did not 
consider the clustering result of DEUPs, was the worst in terms of both performance 
indices among all the strategies considered. The forecasting performance of Strategies 
#2-#10 was quite different due to the difference of the clustering method and dissimilarity 
measure used, while the average performance of these strategies was better than Strategy 
#1. This was consistent with the previous study (Yang et al. 2017a), in which the result 
showed that using the clustering result of building DEUPs as an explanatory variable can 
improve the forecasting accuracy of next-day electricity usage. The strategies with a 
combined dissimilarity measure (e.g. Strategies #11 and #12) generally outperformed the 
other strategies in terms of both performance indices. Moreover, the forecasting 
performance of the proposed strategy was better than Strategy #11 in most cases, except 
for the MAPE value of the forecasting result of next-day peak electricity demand. Table 
5.6 shows the improvement rate of CV(RMSE) and MAPE values of Strategies #2-#12 
when compared to the baseline case (Strategy #1). For the forecasting of next-day total 
electricity usage, the proposed strategy can reduce CV(RMSE) and MAPE by 18.1% and 
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12.2% respectively as compared to the baseline strategy (Strategy #1). Strategy #11 can 
reduce the CV(RMSE) and MAPE by 14.3% and 7.4% respectively, while the reductions 
due to the use of the other strategies with a single dissimilarity measure (Strategies #2-
#10) were 10.8% and 7.3% in average. For the forecasting of next-day peak electricity 
demand, the proposed strategy can reduce CV(RMSE) and MAPE by 17.5% and 9.2% 
respectively in comparison to the baseline strategy. Strategy #11 can reduce the 
CV(RMSE) and MAPE by 15.1% and 12.3% respectively, while the reductions from the 
strategies using a single dissimilarity measure were 12.1% and 4.1% on average. This 
result showed that the proposed strategy considerably improved the accuracy of next-day 
total electricity usage forecasting and next-day peak electricity demand forecasting as 
compared to the other strategies considered. 
Table 5.6 Improvement in the forecasting accuracy by the other eleven strategies in 
comparison to the baseline strategy (Strategy #1). 
Group of 
strategies 
Next-day total electricity usage 
forecasting models 
Next-day peak electricity demand 
forecasting models 
CV(RMSE) MAPE CV(RMSE) MAPE 
Strategies #2-#10 
5.4%-13.5% 


















a) Next-day total electricity usage forecasting models 
 
b) Next-day peak electricity demand forecasting models 
Figure 5.10 Accuracy of forecasting models generated by the 12 strategies. 
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5.4. Comparison of the proposed strategy with nine data-driven 
forecasting strategies using different regression methods 
In this section, the performance of the proposed strategy was compared with nine other 
forecasting strategies that were developed based on nine regression methods, including 
linear regression, random forest, KNN, SVR, MARS, MLP, CNN, LSTM network and 
Cubist regression. The training data used in Section 3.2 were used for training the 
forecasting models and the testing data used in Section 3.3 were utilised for testing the 
forecasting performance of each model. CV(RMSE) and MAPE were used to measure 
the performance of the trained models. 
5.4.1 Introduction to the comparative forecasting strategies using different 
regression methods 
Each of these nine comparative strategies consisted of three steps, including data 
collection, feature extraction, and model training. The first two steps were the same as 
those used in the proposed strategy, however, the nine different regression methods were 
used in the model training step. These nine regression methods have been commonly used 
for forecasting purposes and showed satisfying performance (Gao et al. 2019; Moayedi 
et al. 2019). 
The parameters used during the model training process are shown in Table 5.7. The 
optimal parameters of the random forest, KNN, SVR, and MARS models were acquired 
using an enumerative method with a ten-fold cross-validation. The architecture of the 
MLP, CNN and LSTM network models presented in (Kim et al. 2019) were adopted in 




Table 5.7 Parameters of the comparative forecasting models 
No. 









#1 Linear regression None - - 
#2 Random forest 
Number of trees 500 500 
Number of randomly 



















Maximum number of 
terms in the final model 
8 19 








Input layer (102 units) 
Dense layer (128 units) 
Dense layer (128 units) 
Dense layer (128 units) 
Dense layer (128 units) 
Dense layer (128 units) 
Output layer (1 unit) 
Optimiser Adaptive Moment Estimation 





Input layer (102 units) 
1-D convolution layer (32 units) 
1-D convolution layer (32 units) 
Maximum pooling layer 
1-D convolution layer (64 units) 
1-D convolution layer (64 units) 
Maximum pooling layer 
1-D convolution layer (128 units) 
1-D convolution layer (128 units) 
Maximum pooling layer 
Flatten layer 
Dense layer (128 units) 
Dense layer (128 units) 
Output layer (1 unit) 
Optimiser Adaptive Moment Estimation 





Input layer (102 units) 
LSTM layer (128 units) 
LSTM layer (128 units) 
Dense layer (128 units) 
Dense layer (128 units) 
Output layer (1 unit) 
Optimiser Adaptive Moment Estimation 
Loss function CV(RMSE) 




5.4.2 Results of the comparison 
The accuracies of the forecasting results generated using the nine comparative forecasting 
strategies and the proposed strategy are illustrated in Table 5.8. It can be seen that the 
proposed strategy showed the best result in terms of the two metrics used. For the 
forecasting of next-day total electricity usage, the proposed strategy improved the 
CV(RMSE) and MAPE by 30.9% and 36.8% on average compared with the nine 
comparative strategies. For the forecasting of peak electricity demand, the proposed 
strategy improved the CV(RMSE) and MAPE by 36.3% and 32.9% respectively as 
compared to the mean level of the nine comparative strategies. It can be seen that the 
ensemble learning-based methods, including random forest and Cubist regression, 
generally offered a higher forecasting accuracy as compared to other comparative 
regression methods, which is consistent with the previous studies (Gao et al. 2019; 
Moayedi et al. 2020; Tien Bui et al. 2019). 
Table 5.8 Comparison of the forecasting models trained using different technologies. 
No. 
Next-day total electricity usage 
forecasting models 
Next-day peak electricity demand 
forecasting models 
CV(RMSE) MAPE CV(RMSE) MAPE 
#1 6.7% 5.2% 9.3% 7.5% 
#2 6.0% 4.7% 7.6% 6.3% 
#3 10.0% 7.4% 15.0% 11.5% 
#4 6.0% 5.1% 8.7% 7.9% 
#5 6.2% 4.7% 8.8% 7.5% 
#6 7.5% 6.1% 9.5% 8.3% 
#7 12.3% 10.4% 16.0% 13.6% 
#8 5.2% 4.1% 8.6% 7.6% 
#9 5.8% 3.7% 7.3% 5.7% 
#10(Proposed 
strategy) 
4.7% 3.3% 6.0% 5.3% 
 
5.5 Summary 
This chapter presented a strategy to generate forecasting models for next-day total 
electricity usage and peak electricity demand of a campus building portfolio. In this 
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strategy, the forecasting models were developed based on the historical data including 
hourly electricity usage data of the campus building portfolio, meteorological data, and 
data relevant to building operating schedules. The DEUPs of the campus building 
portfolio were grouped using an SNN-and-AHC-based clustering approach with a 
combined dissimilarity measure which utilised the advantages of multiple dissimilarity 
measures. After that, the explanatory variables used for training the forecasting models 
were extracted from the raw data. The extracted explanatory variables and the clustering 
result were then used to fit two Cubist forecasting models for next-day total electricity 
usage and peak electricity demand. The parameters used in the cluster analysis, including 
the K values in the SNN transformation, the weight of each dissimilarity measure, and the 
number of clusters, were optimised using a PSO algorithm to improve the accuracy of the 
forecasting result. 
The performance of this strategy was validated using the electricity usage data of 40 
buildings on a university campus. The results showed that, by considering the clustering 
label of DEUPs with a combined dissimilarity measure in the forecasting models, the 
forecasting accuracy for next-day total electricity usage and peak electricity demand can 
be effectively improved by up to 18.1% in comparison to the forecasting models in which 
the clustering result of DEUPs was not considered. Compared to the nine strategies that 
used different regression methods, the proposed strategy can improve the forecasting 
accuracy by 34.2% on average. 
The high-accuracy forecasting result generated using the proposed strategy can be helpful 
in energy usage management of campus level buildings. Moreover, the results of this 
study can be further used to assist in the development of advanced campus level building 




Chapter 6 Benchmarking and evaluation of whole-building 
electricity usage of campus buildings using multiple data 
mining technologies 
After building energy usage profiling and forecasting, building energy usage 
benchmarking is needed for the university buildings to compare building energy usage 
with similar buildings and assess opportunities for energy savings. Over the last several 
decades, many efforts have been made to develop various energy benchmarking methods 
for buildings. However, as stated in Chapter 2, most of the existing benchmarking 
strategies cannot achieve high accuracy of the benchmarking results and enhance the 
interpretability of the benchmarking models simultaneously, especially when there is a 
non-linear relationship between the building energy performance indicator and the 
explanatory variables. To address this issue, it is worthwhile to develop a building energy 
benchmarking strategy which can capture the non-linear relationship in the training 
dataset with enhanced interpretability. 
This chapter is organised as follows. Section 6.1 presents the development of a strategy 
for benchmarking whole-building electricity usage of university buildings with 
interpretability and reasonable accuracy. Section 6.2 presents the performance test of the 
developed strategy using a one-year electricity usage time-series dataset of university 
buildings. The reliability of the developed strategy is validated in Section 6.3. Further 
analysis and interpretation of the benchmarking result are provided in Section 6.4. The 
key findings from this chapter are summarised in Section 6.5. 
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6.1 Development of the building electricity usage benchmarking 
strategy 
6.1.1 Outline of the proposed strategy 
The outline of the proposed strategy for building electricity usage benchmarking is 
illustrated in Figure 6.1. This strategy consists of four steps, which are data collection, 
grouping of annual electricity usage patterns, training of benchmarking models, and 
identification and further analysis of the buildings with lower electricity usage 
performance. In the first step, the hourly building electricity usage data and weather data 
(i.e. outdoor air temperature and air relative humidity) need to be collected. Building 
information such as floor area and building functions needs to be sourced from the design 
documents. Daily electricity usage per square metre (DEUPSM) of each building also 
needs to be calculated based on the hourly electricity usage data and the building floor 
area in this step. 
 
Figure 6.1 Outline of the proposed building electricity usage benchmarking strategy. 
In the second step, the hourly electricity usage data are used to identify and group the 
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annual electricity usage patterns of the accessed buildings. The outliers in the building 
time-series electricity usage data are first detected and removed using the GESD test 
method. The remaining time-series data of each building are then segmented into 24-hour 
profiles in order to form building DEUPs. After the removal of incomplete DEUPs with 
missing data, DEUPs of all buildings are clustered using PAM with Pearson distance as 
the dissimilarity measure, which will be introduced in Section 6.1.2.1. The annual DEUP 
series in the buildings are clustered using a symbolic transformation and an AHC 
algorithm in order to group the annual electricity usage patterns, which will be introduced 
in Section 6.1.2.2. 
In the third step, the buildings are first split into different groups based on the clustering 
result of the annual electricity usage patterns, so that the buildings in the same group share 
a similar annual electricity usage pattern. The DEUPSM data, weather data and the 
information of the buildings in each group are then used to establish a dataset as the 
training data. After that, each dataset is used to train a MARS model, which will be 
introduced in Section 6.1.3, to benchmark the DEUPSMs of each building. The ratio of 
the measured EUI to the expected EUI (RMTE) of each building, as defined in Eq. (6.1) 
(Wei et al. 2018b), is then calculated to compare the electricity usage among different 
buildings. In this study, the EUI is expressed as the electricity usage per square metre per 
year. In the last step, the buildings with higher RMTEs, which indicate the lower energy 
performance, are first identified. The ratio of the measured DEUPSM to the expected 
DEUPSM of each day (RMTED), as defined in Eq. (6.2), is then calculated and visualised 
for the identified buildings. After that, the calculated RMTEDs of each building are 
further analysed using conditional inference trees (CIT), which will be introduced in 
Section 6.1.4, and other visualisation technologies to help identify the conditions when 
buildings have higher electricity consumption, which could be potentially used to identify 
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where i indicates the ith day of the year. 
6.1.2 Grouping of annual electricity usage patterns 
The building annual electricity usage pattern can be related to the way the building is used 
and operated. Therefore, buildings with different annual electricity usage patterns may 
need different benchmarking models for electricity usage evaluation. However, to the best 
of our knowledge, the difference in the annual electricity usage patterns among different 
buildings was not considered in the previous building energy benchmarking studies. In 
this strategy, the building annual electricity usage patterns are identified and grouped 
using a two-stage cluster analysis. The clustering result is used to group the accessed 
buildings before training the benchmarking models to improve the accuracy of the 
benchmarking result. 
The clustering of annual electricity usage patterns was conducted in two main parts, 
including the clustering of DEUPs and the clustering of the annual DEUPs series. 
6.1.2.1 Clustering of daily electricity usage profiles 
DEUPs is one of the key indicators that can be used to help understand building electricity 
usage behaviours. Similar variations of DEUPs can be related to similar operating 
schedules and occupancy profiles (Kim et al. 2017), which can considerably influence 
building electricity usage and are often hard to be directly measured due to unacceptably 
large workload (Yang et al. 2016a). Clustering technology is a powerful tool that can 
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group objects to ensure that the differences among the objects in the same group are much 
smaller than the differences among the groups. It has been employed in the previous 
studies to group DEUPs based on their variations (Ma et al. 2018; Ma et al. 2017). 
Clustering of DEUPs has been proved to be an effective way to understand building 
electricity usage characteristics and help develop building electricity demand prediction 
and peak demand control strategies (Gul and Patidar 2015). 
In this study, PAM was chosen as the algorithm for the clustering of DEUPs. In PAM, a 
medoid is a data point in a cluster that has a minimised aggregated distance to all other 
data points in that cluster. The objective of the PAM clustering algorithm is to find a sub-
setting in which the total distances between the medoid and other data points within each 
cluster can be minimised. The details of the PAM algorithm can be found in Ref. 
(Kaufman and Rousseeuw 1987). Determination of the optimal cluster number and 
selection of the dissimilarity measure is important for cluster analysis using the PAM 
algorithm. Since a single CVI cannot work well in all conditions, the global index 
introduced in Section 3.4.1 was used to determine the optimal number of clusters in order 
to achieve reasonable clustering results. In this study, Pearson distance was used as the 
dissimilarity measure since it can measure the dissimilarity among DEUPs in terms of 
variations. Pearson distance can be presented by Eq (3.2) and Eq. (3.3). The performance 
of PAM with Pearson distance has been tested in (Ma et al. 2017) and the results showed 
satisfactory performance. 
6.1.2.2 Clustering of annual DEUP series 
In this study, a method based on symbolic transformation and AHC was used to capture 
and cluster the one-year electricity usage patterns in buildings. As illustrated in Figure 
6.2, each DEUP in the one-year electricity usage time-series data was first labelled based 
on the clustering result of the DEUPs. The 365 sequent labels of a building, which 
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correspond to the 365 days of a year, were then identified as the symbolic representation 
of the one-year electricity usage time-series data of this building. It is noted that the 
DEUPs removed during the data pre-processing step were presented with a blank label in 
the symbolic representation. After the transformation, the symbolic representations (each 
symbolic representation corresponds to a building) were further clustered using AHC so 
that the buildings, which have similar symbolic representations and thus have similar 
annual electricity usage patterns, can be identified. 
 
Figure 6.2 Illustration of the clustering of annual DEUP series using symbolic 
transformation and AHC. 
6.1.3 Multivariate adaptive regression splines 
A number of linear regression technologies such as MLR (Sharp 1996), GLR (Gao and 
Malkawi 2014), and FLR (Chung 2012) have been employed in previous studies for 
benchmarking building electricity usage. These technologies generally worked well when 
the dependent variable and each influencing variable have an approximately linear 
relationship. However, the poor linearity between building energy usage and building 
features has been reported in the previous studies (Aksoezen et al. 2015; Sharp 1996), 
and conventional linear regression technologies may not be able to model these 
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relationships accurately. To overcome this issue, some researchers used black-box 
technologies such as ANN to benchmark building energy usage. The benchmarking 
models developed using these technologies were less interpretable when compared to 
linear regression technologies. Introduced by Friedman (1991), MARS was used in this 
study to capture the non-linear relationship between building electricity usage per square 
metre and influencing factors for enhanced interpretability. The capability of MARS to 
model non-linear relationships has been tested and validated in previous studies (Zhang 
et al. 2020). The main idea of MARS is to divide the input space into different regions 
and linear regression functions can then be fitted for each region separately to increase 
the accuracy of the models. 
Mathematically, a MARS model is a weighted sum of several basis functions that contain 
max() function and enable the MARS model to capture non-linear relationships between 
explanatory variables and the dependent variable (Friedman 1991). Building a MARS 
model consists of two steps, including the forward pass and the backward pass, as shown 
in Figure 6.3. In the forward pass, the model is first initialised by adding an intercept term 
which is the mean of the response variable in the input data. Then, a pair of the basis 
functions that can maximise the reduction of the residual between the modelling results 
and the input data, was repeatedly searched and added into the model until the maximum 
number of the basis functions has been reached. In the backward pass, the fully fitted 
model is pruned to avoid overfitting. In this step, the basis functions which are the least 
effective for increasing the accuracy of the model are removed one by one until only one 
basis function is retained in the model. The model which has the highest accuracy among 
the pruned models is then identified as the final MARS model. It is worthwhile to note 
that each basis function contains and only contains one explanatory factor. Thus, some 
explanatory factors were either not chosen in the forward pass step or removed from the 
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MARS model in the backward pass step and therefore they are not included in the final 
MARS model. The retained explanatory variables in the final MARS model are the 
chosen variables. 
 
Figure 6.3 Flowchart of MARS training, developed based on (Friedman 1991). 
The maximum number of the basis functions was determined automatically using a 
method proposed by Milborrow et al. (2018) in order to reduce the computational cost 
and achieve satisfactory accuracy. Specifically, in this method, the basis functions can be 
continuously added into the model as long as the latest added basis function can reduce 
the residual between the modelled results and the input data by more than 0.1%. It is noted 
that the variables to be used in the model, the number of regions divided for each variable, 
and the location of each region were determined automatically by the algorithm and no 
parameter needs to be artificially determined during the training of MARS models. 
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6.1.4 Conditional inference trees 
Decision tree is a well-known classification technology that can generate a tree-like 
model consisting of a set of if-then rules. This technology has been applied for building 
electricity usage benchmarking and FDD of HVAC systems with satisfactory accuracy 
and high interpretability (Liu et al. 2017; Yan et al. 2016b). CART is one of the most 
widely used decision tree algorithms and can be used to predict not only categorical data 
but also numerical data. Since the variable selection in the CART algorithm is based on 
the information measures like Gini coefficient (Breiman 2017), CART tends to choose 
variables that have more possible splits or missing values, which may cause bias in the 
predicted result. To address this issue, Hothorn et al. (2006) developed CIT. Compared 
to CART, the main advantage of CIT is that significant tests are employed for the variable 
selection so that the bias can be minimised. Moreover, the CIT algorithm ensures that the 
tree is generated in an appropriate size so that tree pruning or cross-validation is not 
needed. 
To build a CIT model, the global null hypothesis of independence between any of the 
explanatory variables X and the response variable Y is first tested. If the null hypothesis 
cannot be rejected, which means that none of X has a significant influence on Y, the 
process will then be terminated. Otherwise, the independence between each X and Y will 
be tested using a partial null hypothesis, and the explanatory variable which has the 
strongest association with Y is added into the model. A binary split in the selected X is 
then implemented. The optimal location of a split (Aoptimal) is identified using Eq. (6.3) 
(Hothorn et al. 2006). If no stopping criteria are provided, the tree will continuously grow 
until all observations in the node have the same class or the number of the observations 





𝑐(𝑡(𝐴), 𝐸(𝐴), 𝜀(𝐴)) (6.3) 
where t is a metric measuring the discrepancy between the two split samples, E is the 
conditional expectation, ε is the covariance, and c is a test statistic that mapping an 
observation of t, E and ε into a single number. 
6.2 Performance evaluation of the proposed strategy 
In this section, the performance of the proposed strategy was tested and evaluated with a 
university building portfolio to prove its feasibility and effectiveness. University 
buildings generally have considerably high EUI and electricity consumption (Ding et al. 
2018b; Federspiel et al. 2002) and are remarkably different from other types of buildings 
in terms of occupancy profiles, user activities and energy behaviours (Davis and Nutter 
2010; Gul and Patidar 2015). These characteristics make the majority of existing energy 
benchmarking strategies less feasible for university buildings (Federspiel et al. 2002). 
Thus, a university building portfolio was chosen for the case study. The data processing 
of the proposed strategy was implemented in R (RCoreTeam 2018) while the PAM, AHC, 
MARS and CIT algorithms were implemented using R package stats (RCoreTeam 2018), 
cluster (Maechler et al. 2015), earth (Milborrow et al. 2018) and party (Hothorn et al. 
2006), respectively. The majority of the figures presented were generated using R 
package ggplot2 (Wickham 2016). 
6.2.1 Description of the case study campus buildings 
The performance of the proposed strategy was evaluated using university buildings 
located on the main campus of the University of Wollongong, Australia (Figure 6.4). The 
case study buildings were selected from the 40 campus buildings used in the previous 
chapters based on two following criteria, including 1) the building had less than 10% 
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missing data during the retrieving period from May 2014 to April 2016, and 2) the 
building has at least two peer buildings that have similar building function so that the 
performance of the accessed building can be compared to its peer buildings. After the 
removal of the buildings that did not match the two criteria, 20 buildings on this campus 
with a total floor area of approximately 105,000 m2 were used for the evaluation. 
 
Figure 6.4 Illustration of the case study buildings at the University of Wollongong. 
The two-year hourly electricity usage data of each building from May 2014 to April 2016 
and building floor area were retrieved via the building management systems. The building 
information including building functions and the ratio of the air-conditioned area was 
collected through a review of relevant documents. The daily mean outdoor air 
temperature, daily maximum difference of outdoor air temperature and outdoor air 
relative humidity during the data retrieval period were collected from a meteorological 
database. It is noted that the data collected during 2015-2016 were used for the 
performance evaluation of the proposed strategy while the data collected during 2014-
2015 were used for the reliability validation of the benchmarking strategy (further 
explained in Section 6.3.2). 
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Table 6.1 summarises the basic information of the case study buildings and the group of 
building annual electricity usage patterns identified via the second step of the proposed 
strategy (which will be explained in Section 6.2.3). As shown in Table 6.1, the buildings 
can be classified into three types according to their main functions, i.e. office/laboratory, 
office/educational rooms and office. The floor areas of these buildings varied from less 
than 900 m2 (Building #13) to more than 14, 000 m2 (Building #12). 
Table 6.1 Basic information and the group of annual electricity usage patterns of the 






































































































































































2,143 5 C #11 
Office/ 
laboratory 
7,374 31 B 
#02 1,247 0 B #12 14,725 31 C 
#03 5,376 46 C #13 889 53 A 
#04 5,439 39 A #14 986 95 A 
#05 13,567 74 C #15 
Office/ 
educational rooms 
8,345 24 C 
#06 2,349 50 C #16 4,716 55 A 
#07 3,622 27 C #17 6,748 45 C 
#08 4,071 46 C #18 
Office 
1,812 32 C 
#09 1,645 50 B #19 1,027 0 C 
#10 6,999 67 C #20 11,876 33 C 
 
As shown in Figure 6.5, Building #19 had the lowest mean EUI at around 16 kWh/(m2∙a) 
amongst these buildings during the data retrieval period, which was mainly due to no air-
conditioned area in this building. The highest mean EUI at around 430 kWh/(m2∙a) was 
observed in Building #14, which was more than 26 times that of Building #19. This was 
mainly caused by the considerably high percentage of the air-conditioned area (95%) and 
laboratory area (80%) in Building #14 compared to the other buildings (Ledo 2015). The 
mean EUI of the office/laboratory buildings was 140.7 kWh/(m2∙a), which was 
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remarkably higher than that of the office buildings (71.5 kWh/(m2∙a)) and the buildings 
used as office/educational rooms (93.3 kWh/(m2∙a)). This was consistent with the nature 
of laboratories that generally consume more electricity than the other building types 
(Federspiel et al. 2002). The grey bars in Figure 6.5 shows the change rate of EUI in the 
two years. It can be observed that the EUIs of the most buildings did not show a clear 
change (i.e. less than 10%) in the two years while the EUIs of five buildings, i.e. Buildings 
#02, #04, #14, #17 and #19, were changed considerably (i.e. around 15%-60%). The high 
change rates of EUIs of Buildings #02, #04 and #14 were most likely due to the change 
of the number and operating schedule of the test facilities inside the buildings while the 
considerable reduction of EUIs in Buildings #17 and #19 remained unclear. 
 
Figure 6.5 Measured EUI of the case study buildings. 
6.2.2 Clustering result of the daily electricity usage profiles 
The clustering of DEUPs in 2015-2016 was implemented using the method introduced in 
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Section 6.1.2.1. Noting that, since the 2014-2015 data were not used in the training 
process, there was no revealed information about the testing data in the clustering result 
as well as in the training result. A total of 7,320 DEUPs were generated using the hourly 
electricity usage data of the case study buildings. After the detection and removal of the 
outliers and DEUPs with missing data, 7,106 DEUPs were retained (i.e. about 355 DEUPs 
for each building on average). These DEUPs were then clustered using the PAM 
algorithm. As stated in Section 6.1.2.1, a global index was used to identify the optimal 
number of clusters. A higher value of the global index indicates a better clustering. The 
search range of the cluster number used in this study was from 2 to 15. Figure 6.6 shows 
the variations of the global index with the increase of the cluster number. It can be 
observed that the index reached the maximum value when the cluster number was three, 
which was therefore chosen as the optimal number of the clusters in this study. 
 
Figure 6.6 Clustering validity indices calculated for different numbers of clusters. 
Figure 6.7 shows the DEUPs grouped in each cluster. The DEUPs in the largest cluster, 
i.e. Cluster 1, had a clear high electricity usage during working hours from 8:00 to 17:00 
while the electricity usage remained around the base level during the rest of the day. In 
contrast, the high electricity usage of the DEUPs in Cluster 3 occurred from 19:00 to 6:00 
while the electricity usage between 7:00 and 18:00 was relatively low. In Cluster 2, the 
boundary between working hours and non-working hours in the afternoon was not as clear 
as that in Cluster 1 and the electricity usage decreased slowly until the morning next day, 
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which may be due to overtime operating of the building. 
 
Figure 6.7 Clustering result of the DEUPs. 
6.2.3 Clustering result of the annual DEUP series of all buildings 
In this step, for each building, the one-year electricity usage time-series data were 
transformed into a symbolic representation based on the clustering result of DEUPs. 
Figure 6.8 demonstrates the symbolic representations of the case study buildings using a 
heatmap, in which each column stands for a symbolic representation of a building and the 
colours indicated different cluster labels of the DEUPs. The 20 symbolic representations 
were then clustered using the AHC algorithm as stated in Section 6.1.2.2. In this study, 
three clusters of symbolic representations (i.e. three groups of annual electricity usage 
patterns) were visually identified with a dendrogram (see Figure 6.8) to make sure that 
the symbolic representations in the same group are similar with each other and are 
different from those in the other groups. Figure 6.9 shows the distribution of the DEUP 
cluster labels into different days of a week in each group of the annual electricity usage 
patterns. It can be observed that the most DEUPs on weekdays were clustered into Cluster 
1 in all three groups, and the majority cluster labels of the DEUPs on weekends were 
different. This difference in the patterns may provide further insight into the difference in 
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building electricity usage. For example, in Group B, a high proportion of DEUPs on 
weekends were clustered into Cluster 3, which may be relevant to lower building 
electricity demand and usage on weekends compared to the other two groups. 
 
Figure 6.8 Clustering of symbolic representations. 
 
Figure 6.9 Distribution of the cluster labels of the DEUPs into different days of a week 
in each group of the annual electricity usage patterns. 
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6.2.4 Training of multivariate adaptive regression splines models 
In this step, the case study buildings were first split into three groups based on their annual 
electricity usage patterns. The DEUPSM data and characteristics of the buildings in each 
group were then used to establish a dataset as the training data. The basic information 
about each training dataset is summarised in Table 6.2. Other weather-related data and 
operating schedule-related data were then added into each training dataset. The variables 
in the datasets used for training MARS models are provided in Table 6.3. 
Table 6.2 Basic information about the three datasets used for the MARS model training. 
Model 
name 


























Office 3 1,068 
 
Table 6.3 Variables considered in the MARS model training. 
Type of variable(s) Name of variable 





Building floor area 
The ratio of the air-conditioned area 
Weather-related 
Daily mean outdoor air temperature 
Daily maximum outdoor air temperature 
difference 




Is the day a weekend? 
Is the day a teaching day? 
 
Once the training datasets are prepared, three MARS models were then generated and 
trained using the three training datasets, respectively. Table 6.4 shows the explanatory 
variables chosen by each MARS model. It can be seen that most explanatory variables 
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considered in this case study had a large influence on the DEUPSMs in all three models. 
Six variables, including building floor area, the ratio of the air-conditioned area, daily 
mean outdoor air temperature, whether the day was a weekend, season, and teaching 
timetable were included in all three models and the first four variables were also reported 
as significant explanatory variables of building energy consumption in a previous study 
(Borgstein et al. 2016). The details of the three MARS models are provided in Table 6.5. 
Table 6.4 Explanatory variables used in the MARS models. 
Explanatory variables 
Included in MARS 
model A? 
Included in MARS 
model B? 
Included in MARS 
model C? 
Building function Yes Not available Yes 
Building floor area Yes Yes Yes 
The ratio of the air-conditioned 
area 
Yes Yes Yes 
Daily mean outdoor air 
temperature 
Yes Yes Yes 
Daily maximum outdoor air 
temperature difference 
No Yes Yes 
Outdoor air relative humidity Yes No No 
Season Yes Yes Yes 
Is the day a weekend? Yes Yes Yes 
Is the day a teaching day? Yes Yes Yes 
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Figure 6.10 shows the correlation between the modelled DEUPSMs using MARS models 
and each explanatory variable when the other explanatory variables were constant. Most 
of the variation trends observed in Figure 6.10 can be easily explained with domain 
knowledge. For instance, the relationship between the daily mean outdoor air temperature 
and DEUPSM showed a U-shaped trend in all three models. This is because the heating 
and cooling load, which contributed to a large part of the whole building electricity usage, 
was minimised when the outdoor air temperature was mild, and it will increase if the 
outdoor air temperature becomes hot or cold. The DEUPSM at the weekends was 
considerably lower than that on the weekdays since the number of occupants at the 
weekends was lower than that on the weekdays at the university. However, some 
interesting trends can also be observed in Figure 6.10. For example, buildings in MARS 
models B and C had lower electricity usage in summer compared to that in other seasons. 
This may be because there is typically a smaller number of students at the university 
during the summer semester (from December to February) with a low occupancy level 




a) MARS model A 
 




c) MARS model C 
Figure 6.10 Partial correlations between DEUPSMs and explanatory variables in the 
MARS models. 
6.3 Reliability validation of the benchmarking strategy 
In this section, the reliability of the proposed strategy was validated in two different 
approaches, by comparing with a benchmarking strategy using GLR models (Nelder and 
Wedderburn 1972) and comparing with the benchmarking results using the same trained 
MARS models for different datasets. 
6.3.1 Performance comparison with a benchmarking strategy using GLR models 
The proposed strategy was compared to a GLR-based benchmarking strategy in which 
the benchmarking model was GLR while the others were the same as the proposed 
strategy. The same data in 2015-2016 used to train the MARS models were used to train 
the GLR models. During the training of the GLR models, the explanatory variables in 
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Table 6.3 whose p-value was higher than 0.01, which means that these variables are less 
significant in predicting DEUPSMs, were removed in order to avoid overfitting of the 
GLR models. The trained GLR models are presented in Table 6.6. Similar to the MARS 
models, five variables, including daily mean outdoor air temperature, building floor area, 
season, whether the day was a weekend, and whether the day was a teaching day, were 
chosen by all the three GLR models. 
Figure 6.11 shows the correlation between modelled DEUPSMs using GLR models and 
each explanatory variable when the other explanatory variables were constant. Some 
similarities can be found between the GLR models and the MARS models. For example, 
the correlation between DEUPSMs and whether the day was a weekend in both GLR and 
MARS models had a similar pattern that the DEUPSMs on the weekdays were 
considerably higher than that on the weekends. The pattern that the DEUPSMs in the 
teaching days was higher than the other days can also be observed in all models. However, 
the non-linear correlation between DEUPSMs and daily mean outdoor air temperature, 
which can be observed in the MARS models (Figure 6.10), cannot be captured by the 
GLR models, which may lead to bias when estimating DEUPSMs using GLR models. 
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a) GLR model A 
 




c) GLR model C 
Figure 6.11 Partial correlations between DEUPSMs and explanatory variables used in 
the GLR models. 
6.3.2 Performance comparison with the benchmarking results using different 
datasets 
The MARS models trained using the dataset in 2015-2016 were used to estimate the 
benchmarking electricity usage per square metre of each building for 2014-2015 based 
on the measured data in 2014-2015. The validation was based on an assumption that the 
benchmarking result of the same building in a short period of several consecutive years 
should be similar if the building characteristics and electricity usage pattern remained 
unchanged (Wang 2015). In order to validate the reliability of the trained benchmarking 
models, the development of the three datasets for 2014-2015 was conducted using the 




Figure 6.12 Ratio between RMTEs of the case study buildings. 
The benchmarking results for all buildings using the 2014-2015 data and 2015-2016 data 
are presented in Figure 6.12. It can be observed that, despite the buildings whose EUI 
changed considerably in the two years (i.e. Buildings #02, #04, #14, #17 and #19, as 
stated in Section 6.2.1), the RMTEs of the remaining buildings did not show a clear 
change in the two years. This result showed that the RMTEs of the majority of the case 
study buildings in the two consecutive years were similar. From Figure 6.12, it can be 
further seen that Buildings #08, #20 and #17 had higher RMTEs than the other buildings 
and their electricity usage was further analysed in Section 6.4. 
6.4 Further performance analysis of three buildings with higher 
RMTEs 
The three buildings (i.e. Buildings #08, #20 and #17) with high RMTEs were further 
analysed using CIT and multiple visualisation technologies on a daily basis. Figure 6.13 
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shows the distribution of the RMTEDs of the three buildings. For Building #08, which 
had the worst electricity usage performance among the case study buildings, the RMTEDs 
of the majority of days concentrated from 1.4 to 2.2. The average value of the RMTEDs 
of Building #20 was smaller than that of Building #08, while the range of the RMTEDs 
was widely spread from approximately 0.8 to 2.5 and the RMTEDs in a number of days 
was lower than 1, which means that the real electricity usage performance of the building 
in these days was better than expected. The top part of each coloured area in Figure 6.13 
corresponded to the days which had higher RMTEDs and has a higher potential for 
electricity usage performance improvement and therefore deserve further attention. 
The RMTEDs of the three buildings were plotted in a calendar view in Figure5.14 to 
illustrate the temporal distribution of RMTEDs during the retrieval period. The grey 
blocks represented the days whose data were removed during the data cleaning process. 
It can be seen from Figure 6.14a) that Building #08 had higher RMTEDs on the weekends 
than on the weekdays. For Building #20, the RMTEDs were stable throughout the year 
despite it being extremely high during the weekends at the end of 2015 (Figure 6.14b). 
The high RMTED values in Building #17 concentrated during May and August 2015 and 
March 2016 (Figure 6.14c). 
 




a) Building #08 
 
b) Building #20 
 
c) Building #17 
Figure 6.14 Distribution of RMTEDs in a calendar view. 
To quantitatively identify the days and conditions which have higher RMTEDs, the 
correlation among RMTEDs and explanatory variables of weather condition, the day of 
the week, and teaching timetable (shown in Table 6.7) was then modelled for the three 
buildings using CIT. The trained CIT model for each building is shown in Figure 6.15. In 
each model, the RMTEDs were classified into several groups based on the values of the 
explanatory variables. Table 6.8 provides the conditions in which a day was classified 
into the group with the highest mean RMTEDs. In Figure 6.15b), for example, the 
RMTEDs in the sixth group was higher than that in the other groups. In Building #20, if 
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a day was on a summer weekend, and the daily mean outdoor air temperature in that day 
was lower than 20.7 ºC, this day was then classified into the sixth group in which the 
RMTED of a day tends to be higher than the other days of the year. The information 
discovered by the CIT models can be helpful to identify the reason for high RMTEDs and 
further assist in improving building electricity usage performance. 
Table 6.7 Variables considered in the CIT model training. 
Type of variable Name of variable 
Response variable 





Daily mean outdoor air temperature 
Daily maximum outdoor air temperature 
difference 




Is the day a weekend? 
Is the day a teaching day? 
 
Table 6.8 Conditions of the groups with the highest RMTED in three buildings. 










1) The day was a weekend; 2) The day was in summer; 3) The daily mean 





1) The day was a weekday; 2) The day was in spring, autumn or winter; 3) 
The day was a teaching day; 4) The daily mean outdoor air temperature was 





a) Building #08 
 




c) Building #17 
Figure 6.15 Classification results from the CIT models. 
6.5 Summary 
This chapter presented a strategy for the electricity usage benchmarking and evaluation 
of campus buildings. In this strategy, the meteorological data, building energy usage data 
and information about building characteristics and building operating schedule of the 
assessed buildings were first collected. In the second step, the assessed buildings were 
grouped according to their annual electricity usage pattern. After that, multiple 
explanatory variables, including building function, building floor area, mean outdoor air 
temperature, maximum outdoor air temperature difference, outdoor air relative humidity, 
season, whether it was a weekend, the ratio of the air-conditioned area, and whether it 
was a teaching day, were then used to generate a benchmarking model based on MARS 
for each group of buildings to predict their DEUPSM. After calculation of the expected 
DEUPSMs, the predicted and measured values of DEUPSMs were used to calculate the 
ratio of the measured EUI to the expected EUI of each building and identify the conditions 
174 
 
of buildings with high electricity usage by using CIT. 
The performance of this strategy was evaluated using two-year hourly electricity usage 
data of buildings on a university campus. The results showed that the benchmarking 
models generated using the proposed strategy can effectively describe the non-linear 
relationships between building DEUPSMs and explanatory variables, and CIT can help 
identify conditions when buildings had higher electricity usage. The results of this study 




Chapter 7 Conclusions and Recommendations 
7.1 Summary of the main findings 
During the last decade, multiple data mining technologies have been used for building 
performance assessments. Compared to most conventional data-driven methods, data 
mining-based methods generally showed higher effectiveness and efficiency. However, 
most of the data mining-based strategies focused on the performance assessment of 
individual buildings while the performance assessment of campus building portfolios has 
not been considered sufficiently in existing studies. It is not feasible to apply the existing 
data mining-based building performance assessment strategies to a campus building 
portfolio since the computational cost required to conduct the analysis for the large 
datasets will be unaffordable. To address this gap, this thesis presented the development 
of data-driven strategies based on data mining technologies to accomplish multiple tasks 
in performance assessment of campus building portfolios, which include identification of 
typical building energy usage patterns, forecasting of building energy usage and 
benchmarking of building energy usage. The effectiveness and efficiency of these 
strategies were tested and evaluated using the data collected from university buildings. 
The key findings from this research and some recommendations for future work are 
summarised and presented in the following sections. 
7.1.1 Identification of typical daily electricity usage profiles in individual campus 
buildings 
A strategy was developed based on Shared Nearest Neighbours (SNN) and agglomerative 
hierarchical clustering (AHC) to identify typical daily electricity usage profiles 
(TDEUPs) of individual campus buildings that have high diversity and complexity in the 
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shape and magnitude of daily electricity usage profiles (DEUPs). In this strategy, three 
dissimilarity measures, i.e. Euclidean distance, Pearson distance and Chebyshev distance, 
were used to generate a global dissimilarity measure. An AHC algorithm was then used 
to identify TDEUPs using the global dissimilarity measure. Two-year hourly electricity 
usage data collected from two university library buildings in Australia were used to 
evaluate the performance of this strategy. The main findings are as follows: 
• This strategy can distinguish building DEUPs from three aspects, i.e. variation, 
magnitude and difference in a specific time, simultaneously. The TDEUPs 
discovered using this strategy can reveal subtle changes in building electricity 
usage behaviours in daily scales and annual scales. 
• The visualisation technologies such as similarity matrix, dendrogram and calendar 
view heatmap can be helpful to discover the hidden information like temporal 
pattern in the building energy usage behaviours. 
• This strategy can discover more useful information on the electricity usage of 
individual campus buildings compared to other clustering-based strategies that 
used a single dissimilarity measure such as Euclidean distance, Pearson distance 
and Chebyshev distance. 
• Compared with three strategies which used the global dissimilarity measures and 
different clustering algorithms including k-means, Partitioning Around Medoids 
(PAM), and Self-Organizing Maps (SOM), the proposed strategy can discover 
more informative TDEUPs. 
7.1.2 Identification of typical daily electricity usage profiles in a campus building 
portfolio 
A two-step strategy was developed based on Gaussian mixture model (GMM) and AHC 
177 
 
to identify the TDEUPs of a campus building portfolio with high efficiency and low 
computational cost. This strategy consisted of two steps including intra-building 
clustering and inter-building clustering. In the intra-building clustering, the DEUPs of 
each building were first grouped using a GMM-based clustering algorithm and the 
TDEUPs of each building were then identified. After that, the TDEUPs of all individual 
buildings were further clustered in the inter-building clustering using an AHC algorithm. 
The performance of this strategy was evaluated using two-year hourly electricity usage 
data collected from 40 buildings on a university campus in Australia. The main findings 
are as follows: 
• The building level TDEUPs can be identified in the intra-building clustering step 
for campus buildings that have different functions and different energy usage 
patterns. The abnormal DEUPs of each building can also be identified and 
analysed in the intra-building clustering step to help fault detection in building 
energy usage. 
• The GMM-based clustering algorithm showed better performance in identifying 
building level TDEUPs compared to seven other clustering algorithms including 
k-means, PAM, SOM and four AHC algorithms using different linkage criteria. 
• Nine campus-level TDEUPs were identified from the case study campus buildings 
via the inter-building clustering step. The identified TDEUPs revealed useful 
information about the electricity usage behaviours of the campus. 
• In comparison with a PAM-based strategy and an AHC-based strategy, the 
proposed strategy can discover more useful information related to building 
electricity usage behaviour. The computational cost of the proposed strategy was 
less than that of the PAM-based strategy and the AHC-based strategy by 97.0% 
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and 93.9%, respectively. 
7.1.3 Forecasting next-day electricity usage and peak electricity demand of a 
campus building portfolio 
A data-driven strategy was developed based on cluster analysis, Cubist regression and 
Particle Swarm Optimisation (PSO) to forecast the next-day total electricity usage and 
peak electricity demand of a campus building portfolio. In this strategy, the forecasting 
models were developed based on the historical data including hourly electricity usage 
data of the campus building portfolio, meteorological data, and data relevant to the 
building operating schedules. The DEUPs of the campus building portfolio were grouped 
using an SNN-and-AHC-based clustering approach with a combined dissimilarity 
measure which utilised the advantages of multiple dissimilarity measures. After that, the 
explanatory variables used for training the forecasting models were extracted from the 
raw data. The extracted explanatory variables and the clustering result were then used to 
fit two Cubist regression models for next-day total electricity usage forecasting and peak 
electricity demand forecasting, respectively. The parameters used in the cluster analysis, 
including the K values in the SNN transformation, the weight of each dissimilarity 
measure, and the number of clusters, were optimised using a PSO algorithm to improve 
the accuracy of the forecasting result. The performance of this strategy was validated 
using the electricity usage data of the 40 university buildings. The main findings are as 
follows: 
• The error of the daily electricity usage data predicted using the proposed strategy 
was 4.7% in terms of the coefficient of variation of the root-mean-squared error 
(CV(RMSE)) and 3.3% in terms of mean absolute percentage error (MAPE). The 
error of the daily peak electricity demand data predicted using the proposed 
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strategy was 6.0% in CV(RMSE) and 5.2% in MAPE. 
• Compared to the forecasting models in which the clustering result of DEUPs was 
not considered, the forecasting model trained using the proposed strategy had 
higher accuracy (by up to 18.1%) in terms of both CV(RMSE) and MAPE. This 
strategy can also effectively improve the accuracy of the forecasting result by up 
to 12.2% when compared to the strategy which considered the clustering result 
obtained using a single dissimilarity measure. 
• Compared to nine strategies that used different regression methods including 
linear regression, random forest, K-Nearest Neighbours, support vector machine, 
multivariate adaptive regression splines (MARS), multi-layer perceptron, 
convolution neural network, Long Short-Term Memory network and Cubist 
regression, the proposed strategy can improve the forecasting accuracy by 34.2% 
in average. 
7.1.4 Benchmarking and evaluation of electricity usage of campus buildings 
A strategy was developed based on cluster analysis, MARS and conditional inference 
trees (CIT) for the electricity usage benchmarking and evaluation of campus buildings. 
In this strategy, meteorological data, building energy usage data and information about 
building characteristics and building operating schedules were collected in the first step. 
In the second step, the assessed buildings were grouped according to their annual 
electricity usage pattern. After that, multiple explanatory variables, including building 
function, building floor area, mean outdoor air temperature, maximum outdoor air 
temperature difference, outdoor air relative humidity, season, whether it is a weekend, the 
ratio of the air-conditioned area, and whether it is a teaching day, were then used to 
generate a MARS-based benchmarking model for each group of buildings to predict their 
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daily electricity usage per square metre. After the calculation of the expected building 
electricity use intensity (EUI), the ratio of the measured EUI to the expected EUI of each 
building was calculated and used to identify the buildings with low energy performance. 
The conditions in which these buildings had high electricity usage were lastly identified 
by using CIT. The performance of this strategy was evaluated using two-year electricity 
usage data of buildings on a university campus. The main findings are as follows: 
• Three groups of buildings were identified from the assessed buildings via the 
clustering of the annual DEUPs series. The cluster label and temporal distribution 
of DEUPs of each building were similar to the other buildings in the same group 
while different from the buildings in the other groups. The buildings in the same 
group had similar cluster labels and temporal distribution of DEUPs while these 
features of buildings in a group were different from the buildings from another 
group. 
• MARS models used can effectively describe the non-linear relationships between 
the daily building electricity usage per square metre and the explanatory variables 
such as daily mean outdoor air temperature, daily maximum difference of outdoor 
air temperature, and daily mean relative humidity, which cannot be modelled by 
conventional linear regression models. 
• Three buildings with low energy performance were identified using the 
benchmarking models and they were further analysed using CIT. The result 
showed that CIT can help identify the conditions when buildings had higher 
electricity usage. 
7.2 Limitations and recommendations for future work 
This thesis was focusing on the development of data mining-based strategies for the 
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performance assessment of campus buildings. The limitations of this thesis and the 
potential topics for future work in this area include: 
• In this thesis, a limited number of case study buildings were utilised for the testing 
and validation of the proposed building performance assessment strategies. It is 
worthwhile to apply the strategies to more campus buildings from different 
climate zones, and that have different building characteristics and are operated 
with different schedules to explore their applicability. 
• Appropriate use of domain knowledge is a significant prerequisite for the success 
of data mining-based strategies for building performance assessments. However, 
the methodology to integrate domain knowledge in data mining-based building 
performance assessment strategies has not been adequately considered in existing 
studies. Therefore, it is a desired and valuable direction to develop strategies that 
are systematically integrated with domain knowledge for building performance 
assessments in future work. 
• Fault detection and diagnosis (FDD) is a significant component of building 
performance assessment and it has been considered as a promising technology for 
enhancing building energy efficiency. Data mining and machine learning 
technologies such as reinforcement learning, graphical model learning and deep 
learning can potentially be used to develop advanced building energy FDD 
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