Exoplanets orbiting close to their host star are expected to support a large ionosphere, which extends to larger pressures than witnessed in our Solar System. These ionospheres can be investigated with ground-based transit observations of the optical signatures of alkali metals, which are the source of the ions. However, most ground-based transit spectra do not systematically resolve the wings of the features and continuum, as needed to constrain the alkali abundances. Here, we present new observations and analyses of optical transit spectra that cover the Na doublet in the atmosphere of the exoplanet XO-2 b. To assess the consistency of our results, observations were obtained from two separate platforms: Gemini/GMOS and Mayall/KOSMOS. To mitigate the systematic errors, we chose XO-2, because it has a binary companion of the same brightness and stellar type, which provides an ideal reference star to model Earth's atmospheric effects. We find that interpretation of the data is highly sensitive to time-varying translations along the detector, which change according to wavelength and differ between the target and reference star. It was necessary to employ a time-dependent crosscorrelation to align our wavelength bins and correct for atmospheric differential refraction. This approach allows us to resolve the wings of the Na line across 5 wavelength bins at a resolution of ∼1.6nm and limit the abundance of Na. We obtain consistent results from each telescope with a Na amplitude of 521±161 ppm and 403±186 ppm for GMOS and KOSMOS respectively. The results are analyzed with a radiative transfer model that includes the effects of ionization. The data are consistent with a clear atmosphere between ∼1-100 mbar which establish a lower limit on Na at 0.4
INTRODUCTION
Transiting exoplanets enable studies of planetary atmospheres distinct from those in the Solar System. During primary transit, host star light is transmit through the planet's atmosphere thereby revealing absorption features from atomic and molecular species. The short orbital periods and large sizes of hot Jupiters enable ground and space-based measurements of their radii and atmospheric compositions. The most prominent features in optical spectra of hot-Jupiters from 1000-17000 K are Na, K and Rayleigh scattering (Fortney et al. 2010) .
Alkali metals are readily ionized in the hot atmospheres of close-in planets, producing an extensive ionosphere more like that of a star rather than of Jupiter. Atomic sodium and potassium have been detected on a number of hot Jupiters, e.g., HD 209458b (Charbonneau et al. 2002; Snellen et al. 2008) , HD 189733b (Redfield et al. 2008 ), WASP-6 b , WASP-17b (Wood et al. 2011) , XO-2N b (Sing et al. 2011) , WASP-39 b , and HAT-P-1b (Nikolov et al. 2014) . Atomic sodium and potassium produce optical doublet spectroscopic lines at 589.3 nm and 766.4 nm, respectively, which arise from transitions between their ground state and first excited state. Detections of Na and K indicate the depth of the ionosphere and source of electrons in the atmosphere Koski- arXiv:1811.02060v2 [astro-ph.EP] 4 Jan 2019 nen et al. 2014 ). In the hot-Jupiter XO-2b (T eq ∼1300K) Na and K are expected to remain in the gas phase since their condensation temperatures are 1156 K and 932 K, respectively (Morley et al. 2012 ). The condensation temperature of Na and K are similar, and both the Na I and K I doublet features are predicted in the spectra of warm exoplanets, even when considering a range of possible elemental abundances.
Measurements of Na and K alkali features have led to puzzling results. Some exoplanets (e.g., indicate the presence of both Na and K, as predicted, while other studies of hot-Jupiters indicate only K I or only Na I (e.g., HAT-P-1b, WASP-17 b, WASP-31 b, HAT-P-12 b and HD 189733 b) . While space-based observations of HD 209458 b ) have defined the continuum and wings of the Na line, most transit spectra from the ground only resolve the narrow line core. Recently there have been some exceptions, ground-based measurements for the targets WASP-96 b and WASP-127 b exhibit enough definition in the line shape to place constraints on the alkali abundances ( (Nikolov et al. 2018) ; (Chen et al. 2018) ). In order to determine the Na abundance, measurements of the alkali band wings and the continuum are needed to define the spectral feature. Such spectral definition has been difficult to achieve particularly from ground-based observations potentially due to cloud and haze opacity on the day night terminator or lack of resolution and signal (e.g. Sing et al. 2011 , Sing et al. 2012 , Sedaghati et al. 2016 , Gibson et al. 2017 . Constraints on Na and K abundances also require knowledge of the planet's radius at which the atmosphere becomes opaque to limit the degeneracies between retrieved abundances and the planet's opaque radius (Tinetti et al. 2010; Benneke & Seager 2012a; Benneke & Seager 2012b; Griffith 2014) . The presence of clouds can shape the continuum at optical wavelengths and complicate the detection of alkali band wings by dampening or masking the Na and K features (e.g. Sing et al. 2016) Our work investigates the ionosphere of hot Jupiter exoplanet with visible wavelength absorption spectroscopy of XO-2b. This target is chosen because the host star, XO-2N (G9V; V -mag=11.138), has a binary companion star (separated by 4600 AU = 31.1"; Burke et al. (2007) ), XO-2S, of similar stellar type (G9V) and brightness (Vmag = 11.086). Previous observations of XO-2b at optical wavelengths from the Gran Telescopio Canarias using a low resolution spectrograph and narrow band filters detected the presence of both Na and K, respectively (Sing et al. 2011; Sing et al. 2012) . However, the abundances of Na and K were not constrained due to a lack of definition in the band wings, possibly due to scattering from clouds or hazes and instrumental systematics (i.e. seeing induced slit losses). Hubble Space Telescope NICMOS observations at 1.2-1.8 µm detected the tentative (1.75 σ) presence of water vapor in the atmosphere of XO-2b (Crouzet et al. 2012) . This low spectral modulation due to water is degenerate with a low mixing ratio and/or the presence of clouds.
This paper presents and analyzes two nights of spectroscopic data, recorded by the visible-wavelength multiobject spectrographs of GMOS at the 8.2 meter Gemini Observatory and of KOSMOS at the 4m Mayall tele- Figure 1 . Various observing metrics including seeing, airmass and pointing stability are plotted for the duration of our Gemini observations. The white light curve (top right) is the wavelength averaged flux of XO-2N divided by XO-2S. Due to the nature of our large slits we find a direct correlation between changes in seeing and changes in resolution of our spectra. The bottom two plots show the change in spectral PSF centroid along the spatial axis (pixel columns) relative to the first image and first column of XO-2N and XO-2S, respectively. The colors are representative of translations along the spatial axis. Both XO-2N and XO-2S exhibit translations along the spatial axis that change with wavelength. The change in position is plotted as a function of image number in the y-axis. The spectra rotate over time relative to the first image, because the blue side of the detector (low pixel columns) exhibits a shift in the negative direction while the red side of the detector (high pixel columns) exhibit a shift in the opposite direction. The black vertical lines are caused by gaps in the 3 detector arrays for the GMOS instrument.
scope. In Section 2 we discuss our observations of XO-2b. In Section 3 we detail our reduction procedure, which corrects for time varying systematics. In Section 4 we discuss the process used to analyze each of our light curves. Section 5 presents our coupled radiative transfer and photoionization model of the light curves. In Chapter 6 we explore the effects of Rayleigh scattering with the presence of optically thick clouds and discuss the implications of our derived Na abundance with respect to the structure of XO-2b's ionosphere. CCD. To reduce the read-out time to 12 seconds, we implemented 2×2 binning and readout a subarray centered only on XO-2N and XO-2S. Observations were conducted with the B600 grating (R∼1600) centered on a wavelength of 490 nm. Clocks were synchronized with a GPS every few seconds to ensure accurate timing. Seeing during the observations ranged from 0.64 to 1.07 . The cadence of our observations was 102.5 seconds. Observations began 1 hour prior to the transit ingress and ended 1 hour after egress in order to characterize the out-oftransit baseline. A custom slit mask was created to perform simultaneous spectroscopy on XO-2N and its companion, XO-2S. To ensure that we captured the entire PSF of the two stars and to avoid any seeing-induced signal loss, we used 14 ×14 wide slits. Small slits (2 ×5 ) were placed on the outside of XO-2N and XO-2S and aligned with the respective larger slit to obtain a more accurate wavelength calibration.
To gain further information on the wavelength alignment we used a CuAr lamp. A wavelength-pixel solution is created by discretizing a non-linear trend into 8 linear segments derived from interpolation between 8 known CuAr spectral features. Figure 1 summarizes the seeing, dispersion and airmass during the observations. We find the dispersion of the spectrum rotates on the detector during our observations. The rotation, however, is negligible over 2000 pixels and no rectifying corrections are needed. However, the point spread function (PSF) in each column of the detector shifts relative to the PSF in the first column of the first image (Figure 1 ). The red channels (lower pixel columns) exhibit a -0.5 pixel shift in position relative to the first image, while the blue channels (larger pixel columns) exhibit a 3 pixel shift relative to the first image. XO-2S and XO-2N both exhibit a rotation but to varying extents. This rotation is negligible over our spectral extraction aperture because it produces at most a 0.12 pixel difference along the dispersion axis.
Mayall Data
We obtained one transit observation of XO-2b with the 4 m Mayall Telescope on Kitt Peak in Arizona equipped with the multiobject visible-band spectrograph KOS-MOS on 2015 February 07. The spectrograph is equipped with a 2k x 4k e2v Deep Depletion CCD with a binned plate scale of 0.292 /pixel (Martini et al. 2014) . To reduce the read-out time to 19 seconds the CCD was binned 2x2. We used the Blue VPH grism, which has a wavelength range of 370-620 nm and R=2100 with peak transmission ∼0.4 near 500 nm. Clocks were synchronized with a GPS every few seconds to ensure accurate timing. Throughout the night the maximum shift in the centroid along the spatial axis on the detector of our target was less than 1 pixel due to adequate auto-guiding. Seeing in the observations ranged from 0.81 to 1.34 throughout the observations. We experienced a loss of guiding around 1.3 hours into the transit and had to reposition the stars on the slit. This repositioning created a minor mis-alignment of 0.5 pixels along the dispersion axis and roughly a 0.6 pixel shift along the spatial axis. Figure 2 shows the airmass, seeing, and positioning of the spectra throughout our observations.
We created a specific slit mask for this observation and placed 5 large slits (10 x 10 ) around our region of interest: one around XO-2N, one around XO-2S, and three to probe the background flux between and outside of XO-2N and XO2-S. We did not include narrow slits as we did for our GMOS mask. Instead, we took two images of an HeNeAr lamp using a narrow long slit (1 wide) and our science mask and then aligned the two for both XO-2N and XO-2S. To minimize the difference in spectral dispersion between our science image and arc lamp, we recorded a lamp image while the telescope is pointing at the XO-2 system and directly before the science images because it minimizes the affects of telescope flexure.
DATA REDUCTION
Observations from GMOS and KOSMOS are reduced in the same manner unless otherwise stated. We extract the time-varying flux of each target (XO-2N and XO-2S) from every pixel column between 3800-6400Å using an aperture mask described below. All images are biassubtracted and flat-fielded. We use 10 flat-field images with 2 second exposures to adequately characterize the detector illumination function. There is an error associated with our flatfield correction since we did not correct for time dependent effects. However, this does not play a large role because the gradient of the flatfield spectrum is smaller than that of the stellar spectrum so shifting wavelengths has a smaller affect within each bin. The flux is summed within each spectral channel using an aperture mask determined by the size of each slit. The aperture mask is 75 pixels along the spatial axis for GMOS and 30 pixels along the spatial axis for KOSMOS. The size of Figure 3 . Reduced spectra of the target and comparison star from each instrument. The spectra are normalized by the maximum flux value from XO-2 S. All spectra were extracted at similar airmass values. Since the pixels in the two detectors are different sizes, the spectra presented here are binned to the resolution of the observations (2 nm) for clarity in defining major spectral features. Prominent stellar features are labeled. The gaps in the wavelength coverage of the GMOS data are due to the physical gaps between individual CCDs in the detector. Neither spectra are flux calibrated but XO-2S has been wavelength calibrated such that the spectral features are aligned to those in XO-2N.
each aperture mask was determined with a flat field image because the flat field lamp fully illuminates each slit. We use a large aperture mask to acquire as much information about the flux from the star as possible. In order to correct for the time-varying sky background, we fit for the background flux in each image and wavelength using a PSF profile and fixed offset (Figure 4 ). For our GMOS data only, we use a pseudo-Voigt profile to model the PSF of the star and background simultaneously (Equation 1). We do not fit the PSF for KOSMOS because we have slits dedicated to measuring the background. When modeling the sky background, a Gaussian overestimates the background level and creates negative counts that are outside our read noise and a Lorentz profile underestimates the background (Figure 4) . However, both a Gaussian and Lorentz profile fit the center of the PSF equally well but diverge at the wings, if the standard deviation is the same (See Figure 4) . The pseudo-Voigt profile we use is
where A is the amplitude of the PSF, µ is the center, σ is the standard deviation, B is the background level, and W is the weighted sum coefficient that mixes a Gaussian and Lorentz profile. The amplitude, standard deviation and mean parameters are shared between the Gaussian and Lorentz profile for consistency. We subtract the back- ground, B, from each pixel after modeling the PSF using a constrained least-squares minimization of the percent error. A minimization of the percent error provides a better fit to the wings than the chi-squared. If the pixel values span orders of magnitude, the chi-squared will focus on minimizing large deviations in the PSF peak and ignore smaller variations in the wings.
3.1. Wavelength Calibration The absorption spectrum of the exoplanet was extracted using the common technique of dividing the light of the host star by one or more reference stars. Here we use only the reference star XO-2S, because it is exceptionally similar in brightness and stellar type to the host star, to divide out terrestrial atmospheric effects, the stellar spectrum, as well as the systematic errors, e.g. telescope jitter. XO-2 N is a G9V star with a magnitude of 11.138 V and a 2MASS identifier of J07480647+5013328. Located only 31.1" away in the sky is XO-2 S, a G9V star with a magnitude of 11.086 V and a 2MASS identifier of J07480748+5013032 . Despite the similarities, we find that the division of the XO-2N/XO-2S spectra is highly sensitive to time-varying wavelength shifts, which change with wavelength ( Figures 5 and 6 ).
Temporal variations in the spectroscopic dispersion correlate with changes in seeing, airmass variations, and, telescope flexure. Our dataset experiences changes in resolution due to changes in seeing, and translations and stretching along the dispersion axis. Since we use large slits to capture all the flux from the stars, the dispersion of the data is dictated by the seeing. As the seeing increases, the resolution of the spectral features decreases. In addition, the non-linear translations along the dispersion axis cause the spectral features to move farther apart from one another over time. The consequential spectral misalignment between the host and reference stars significantly affects the resultant derived spectrum, by both masking existent features and creating false signatures. While aligning data has been realized in past literature (e.g. Waldmann et al. 2012; Pearson et al. 2016; Huitson et al. 2017 ;) methods for correcting and tracking such systematics have not been discussed in depth.
In order to align the host stars spectrum to that of the reference star, we use a phase correlation algorithm that achieves subpixel precision for aligning 1-dimensional signals. Phase correlation (Kuglin & Hines 1975 ) is a common technique for image alignment with broad applications in image stitching and computer vision (De Castro & Morandi 1987) . The method relies on finding the maximum of the phase-only correlation function (POC) which is defined as the inverse Fourier transform of the normalized cross-power spectrum between two signals. The coordinate of the maximum in the POC, P, corresponds to the translation between two signals:
We cross-correlate only the data within each wavelength bin (∼1.6 nm). represented as x 1 and x 2 , where F is the Fourier transform, F * is the complex conjugate of the Fourier transform and F −1 is the inverse Fourier transform.
A caveat to cross-correlating data at the native resolution is that the location of the maximum can only be obtained with integer precision. We mitigate this limitation by linearly interpolating the spectra onto a higher resolution grid (10× more points) to achieve subpixel precision with the cross-correlation. After cross-correlation and an optimal offset between the two signals is found, the target signal (at native resolution) is shifted with a linear interpolation to align with the template signal. Before we create each light curve, spectra of XO-2N are aligned with the first spectrum of XO-2N and spectra of XO-2S are aligned with the first spectrum of XO-2N. This alignment process is performed separately for each wavelength bin, where only the data in each bin is phase correlated. Figure 7 shows the pixel translation between each wavelength bin for every image. The Python code for our signal alignment routine is provided online on GitHub 1 . We validate our alignment method against an alternate method that minimizes the chi-squared between wavelength bins. The data in each bin are first normalized (mean=1) so that we can compare their shapes. Then, a minimization of the chi-squared derives the optimal shift necessary to align the spectral features. This method achieves arbitrary subpixel precision without needing to interpolate the data onto a higher resolution grid. Our bin sizes, particularly around the Na feature, do not contain enough information to be aligned with 10 pixels. For instance, both alignment algorithms can become biased if the shift is comparable to the distance between spectral features and the bin width is comparable to the width of a spectral feature. These two conditions create a degenerate solution set because we could align two spectral features at different wavelengths since their shapes are similar. The POC method also succumbs to this fault because it inherently assumes periodic signals. We mitigate this degeneracy by increasing the amount of information in each bin by including extra data beyond the edges. We extend the bounds of our bins by an extra 20 pixels (10 pixels on top, 10 on bottom) with data from the spectrum only during the alignment stage.
We further validate the alignment algorithm with a retrieval test on simulated data. A transit signal is injected into a simulated data set along with a wavelength shift, similar to that found in our observations. We use the first stellar spectrum from our KOSMOS dataset as the model spectrum and create 150 copies (similar to our observations) to represent all of the images in our fake data set. A flat transmission spectrum was then multiplied into the data set using a R p /R s =0.1 and u 1 =0.3 (linear limb darkening coefficient). To simulate the scatter of real observations, Gaussian noise on the order of ∼500ppm is introduced into each pixel column. Afterwards, we introduce a shifting systematic where the shift is linear and the difference between the first and last image is 4 pixels. We then derive the transmission spectrum for the shifted data to assess the extent to which the transit depth can change due to inadequately calibrating the data. Lastly, we align the data using our POC algorithm and derive the final transmission spectrum. Figure 8 shows the results of our test. We find that our alignment algorithm calibrates the shifted data set to less than a 0.1σ difference from our original solution. Therefore, we assume it can reliably calibrate our real observations.
As a result of the differing slit positions and optical paths that the light takes through the detector XO-2N requires a different wavelength correction than does XO-2S. Each star exhibits a wavelength dependence on the shift lengths which create a minor stretching effect over time. Thus, performing a cross-correlation on the whole spectrum over time will inaccurately align the data. Instead, each wavelength bin or region should be handled separately to avoid introducing systematic offsets into the data. In the GMOS dataset, the pixel difference between the first and last image for the red-most wavelength bin of XO-2N is -3.2 pixels. The blue-most wavelength bin of XO-2N experiences a pixel difference of +0.85 pixels. Figure 7 shows the shifts required to align each wavelength bin over time. Without aligning the data, we find that the normalized flux within each wavelength bin can change up to 2000 ppm or more depending on the rate of change of flux at the bin edges (i.e. is it flat or steep at the edge) (see Figure 6 ).
KOSMOS experiences a wavelength dependent drift in a manner similar to Gemini/GMOS (i.e. bluer wavelengths require a larger correction). Since the physical pixel sizes and optics are different between the two instruments this leads to different corrections even considering the observations spanned similar airmass values. The red-most bin of the KOSMOS data experiences a pixel difference of +0.6 pixels between the first and last XO-2N spectrum. For the blue-most bin of the KOSMOS data we find a pixel difference of +2.6 pixels between the first and last XO-2N spectrum. The largest shift required to align the data occurred when we lost guiding and had to reposition the telescope as shown in . In order to detect a need for a time-dependent wavelength calibration we cross-correlate the first and last image on two sides of our detector. Top, spectra of XO-2 N from GMOS on two different sides of the detector. Visually, you can see an offset between the first and last image on the red side of the detector but the shift is more subtle on the blue side. If we were to apply the same wavelength calibration to the first and last image we would introduce systematic errors because the spectral features are not aligned. Middle, a cross-power spectrum from the cross-correlation algorithm which shows each side of the detector requiring a different offset for alignment, as indicated by the maximum of each curve. Bottom, aligned spectra using the offset derived from the POC (see Equation 2 ). Since the shift is wavelength dependent we can not use a single cross-correlation on our data to align it in time, each wavelength bin must be treated separately.
Light Curve Model
The planetary and orbital parameters of XO-2 b are derived by fitting a light curve model to the observations. Specifically, we assume prior measurements of the orbital period, inclination, scaled semi-major axis, and eccentricity listed in Table 1 . Our analysis then derives the planet-to-star radius ratios (R p /R s ), linear limb darkening coefficients (u 1 ) and airmass correction factors (u 0 , a 1 ). Additionally, the time of mid-transit (T mid ), left as a fixed parameter for each wavelength bin, is acquired by leaving it as a free parameter when modeling the white light curve. We use the analytic expressions of Mandel & Agol (2002) to generate our model transits, modified to account for ground-based observations with atmospheric extinction. The following function below is used to maximize the likelihood of the transit model and airmass signal simultaneously:
Here F obs is the flux recorded on the detector, F transit is the actual astrophysical signal (i.e. the transit light curve, given by a Mandel and Agol model light curve), a i are airmass correction coefficients and β is the airmass value. For each wavelength bin, the flux of XO-2N is divided by the flux of XO-2S to remove shared systematic errors, the largest of which is airmass. The prior step removes most of the systematics between the two stars but leaves a residual curvature in the data due to the fact Figure 6 . The relative change in flux of XO-2N for misalignments within a wavelength bin on the order of 2 pixels using the Gemini data. The change in flux is computed as the ratio of bin integrated fluxes between the original (no offset) bin and a bin that is slightly shifted from the original position. Bins with larger flux gradients at the edges exhibit larger differences under misalignments. The cross correlation of wavelength bins should be done at a resolution larger than the data to achieve subpixel precision.
that both stars do not share exactly the same systematics (e.g., atmospheric optical path and pixel-sensitivity of the instrument). We model the residual curvature in each wavelength bin using an exponential extinction function. The coefficients for the exponential airmass function are left as free parameters along with the transit parameters of interest, e.g., R p /R s . As the planet transits in front of the host star, brightness contrasts between the stellar limb and center modulate the shape of the transit. Uncertainties on our flux measurements range from ∼500 -1500 ppm and are not precise enough to resolve the difference between linear and quadratic laws. As a quadratic profile would introduce additional degeneracies when fitting our current data, we correct for limb darkening (LD) effects in our transit model with a linear profile (Schwarzschild 1906) . To enable a robust retrieval of the linear LD coefficient we keep it as a free parameter during our analysis and constrain it to within the uncertainties derived from the stellar parameters (i.e. T ef f , log g, [F e/H]).
We use a nested sampling algorithm and constrain the simulation by using an initial fit to the data from a non-linear least-squares (LS) constrained minimization (Branch et al. 1999; Jones et al. 2001-) . A constrained minimization is used to allow for physically sensible values, i.e., the radius of the planet will not be larger than the radius of the star and the mid transit time is within our observation window.
The likelihood function, used to assess how well a model fits the data, is calculated with the χ 2 of the model modified by a loss function. We ignore data points greater than 3-sigma away from the model because it reduces the influence of outliers on the solution. Since the uncertainties on the data points are ∼5-10 times smaller than the shifting sensitivities we minimize the influence of misalignments by ignoring any data points greater than 3-sigma away from the model fit as well.
In order to find a global fit solution, we employ the use of the multimodal nested sampling algorithm called MultiNest (Skilling 2006; Feroz & Hobson 2008; Feroz et al. 2009 ). MultiNest is a Bayesian inference tool Figure 7 . The pixel shift required to align each wavelength bin to the template spectrum (the first spectrum of XO-2N). Both GMOS and KOSMOS spectra experience a shift over time. We hypothesize that atmospheric differential refraction causes most of the changes over time (Figure 1 on url a ) . In the bottom subplot the color represents roughly the respective wavelength of the bin (as indicated in the appendix for the wavelength legend). The alignment data for XO-2S is shown as the lower set of lines in the bottom subplot. The large displacement or bias shift between XO-2N and XO-2S is due to the misalignment of the slits on the mask. KOSMOS did not experience as large of an alignment correction as did GMOS, therefore for clarity only the red-most and blue-most corrections are plotted and every other bin falls in between.
GMOS Spectral Alignment
a http://www.gemini.edu/sciops/instruments/gmos/itcsensitivity-and-overheads/atmospheric-differential-refraction Figure 8 . We verify our phase correlation algorithm with a retrieval test by simulating a dataset with a known transit depth and introduce a shifting systematic. We use a KOSMOS spectrum of XO-2N and inject a constant transit depth (Rp/Rs = 0.1) into every wavelength and add Gaussian noise on the order of 500 ppm. The unshifted, noised up data is referred to as "raw". The raw data is linearly shifted up to 4 pixels between the first and last image and referred to as "shifted". The shifted data is then aligned using a phase correlation and compared to the original raw data. We find the phase correlation algorithm can successfully correct for a shifting systematic while the unaligned data shows up to ∼5% change in transit depth.
that uses the Monte Carlo strategy of nested sampling to calculate the Bayesian evidence alongside enabling posterior inference, thereby allowing simultaneous parameter estimation and model selection. A nested sampling algorithm is efficient at probing parameter spaces which could potentially contain multiple modes and pronounced degeneracies in high dimensions; a regime in which the convergence for traditional Markov Chain Monte Carlo (MCMC) techniques becomes incredibly slow (Skilling 2004; Feroz & Hobson 2008) . Moreover, MCMC methods often require careful tuning of the prior distribution to sample efficiently, and testing for convergence can be problematic. The nested sampling algorithm works by first drawing N samples from the full prior which is simply a uniform distribution over the whole prior range (±10σ away from the initial fit with the LS technique). The samples are then sorted in terms of their likelihood and the smallest likelihood (L 0 ) is removed from the "live set". The removed point is then replaced by a point drawn from the prior subject to the constraint that the point has a likelihood larger than the previous minimum, L 0 . At each subsequent iteration i, the discarding of the lowest-likelihood point L 0 in the live set, the drawing of a replacement with L 0 ≤ L i and the reduction in the corresponding prior volume are repeated, until the entire prior volume has been traversed. The algorithm thus travels through nested shells of likelihood as the prior volume is reduced. The stopping criterion for the algorithm is when the remaining prior volume and maximum-likelihood value would no longer change the final Bayesian evidence estimate to within some user specified tolerance. Once the evidence is found the posterior inferences can easily be generated using the full sequence of discarded points from the nested sampling process. An in depth description of how MultiNest searches the parameter space and constructs its elliptic bounds to reduce the prior volume can be found in Section 5 of Feroz et al. (2009) .
Optimization of the hyperparameters for nested sampling enable us to find the global solution in an efficient manner while producing a numerical uncertainty from sampling the posterior distribution. We use 500 live points with an evidence tolerance of 0.1 and a sampling efficiency of 10% to ensure enough points in our prior space are sampled for convergence and to reveal any multimodal posterior distributions. Our prior range is defined as a hypercube with 4 dimensions (i.e. R p /R * , u 1 , a 0 , a 1 ) corresponding to our free parameters. The hypercube is centered on the values returned from the least-squares fit with bounds that extend 10σ from the center of the cube. The σ values used to define the prior hypercube size are determined from the preliminary least-squares fit. The results are shown in Table  2 where u 1 is the linear limb darkening coefficient, σ res is the residual standard deviation and a are the airmass coefficients shown in equation 3. Transmission Spectra Figure 9 . The transmission spectrum of XO-2b from GMOS and KOSMOS is shown along with our best fit atmospheric models. Each atmospheric model assumes the temperature structure and Na mixing ratio given in Figure 10 . The atmospheric models are binned to the resolution of the respective observational data. We measure an absorption depth of 459±120 ppm (∼ 4 scale heights) associated with the Na feature at 589 nm. The "Cloudy" model has an optically thick cloud at ∼ 30 mbar, a larger Na abundance and smaller 10-bar radius than the "Cloud Free" model. It is important to note that while the chi-squared of the "Cloudy" and "Cloud Free" models are the same, the BIC is different due to the dependence on the number of model parameters. The BIC values are computed using the total wavelength region (despite only showing a subset in one plot).
a uniform log pressure grid between 10 and 1e-7 bar. We include opacity sources due only to neutral Na and Rayleigh scattering of H 2 . Due to the relative ease of ionizing Na, we compute the ion density in each atmospheric layer by assuming equilibrium between ionization (i.e. thermal-and photo-) and recombination (i.e. radiative and 3-body) in this equation:
. Here n N a + is the density of Na ions, n e is the electron density, n N a is the neutral Na density, α r is the radiative recombination rate coefficient , σ λ is the photoionization cross section , F λ is the photon flux at XO-2b, τ λ is the optical depth from the top of the atmosphere down to a respective layer and the λ subscript represents each quantity that is dependent on wavelength. Additionally, < σv > is the rate coefficient for thermal ionization (Voronov 1997) . The last term in equation 4 represents three body recombination (Baulch et al. 2005 ) with rate coefficients k 0 =3.43e-14*T −3.77 and k 1 =1e-7 (Su et al. 2001) and, n H2 is the background density. We use a photon flux from the Sun (G2V) but scaled to the orbital distance of XO-2b and only integrate between 1-241.2 nm, where the upper bound represents the ionization limit for Na. We assume that the only source of electrons derive from the Na ions such that n e = n N a + .
The free variables in our radiative transfer model are the initial mixing ratio of Na and a 2-parameter temperature profile. The 10-bar radius is optimized between 0.95 -0.97 R Jup to fit the continuum, which is sensitive to the temperature. We vary the Na abundance on a uniform Log 10 scale with 10 points between 10 −5 to 10 −7.5 ppm. The temperature structure is modeled with an isothermal temperature in the upper atmosphere and a transition pressure, below which the atmosphere warms following a dry adiabat to 1800 K at 10-bar (Figure 10 ). We adopt a 10-bar temperature of 1800 K, based on terminator average conditions for HD 209458 b, a hot-Jupiter with properties similar to XO-2 b (Showman et al. 2009 ). The isothermal temperatures range from 1000 to 1400 K at increments of 50 K, while the transition pressure ranges between 1 and 100 mbar on a log pressure scale with 5 points (Figure 9) .
The shortwave data, outside the Na feature, establishes the continuum of the spectrum, which depends on the effects of possible clouds, the planets radius, as well as the temperature profile, through the scale height. The slope of the transit depth at optical wavelengths (<∼5300Å) is sensitive to presence of clouds in an exoplanet atmosphere. Optically thick clouds truncate the slope longward of a certain wavelength depending on the pressure level of the cloud. Whereas a cloud-free atmosphere at the observable level (∼1-100 mbar) displays a Rayleigh slope consistent with the known scale height of the atmosphere. We run an additional grid search over the same parameters as above, with the exception that in each evaluation we inject a cloud and optimize the pressure level. We consider only optically thick cloud decks ranging from ∼1 to 100 mbar, which roughly spans the pressures probed by our data (see Figure 10 ). This cloud model is parameterized simply by a cloud top pressure such that the transmission is zero at pressures greater than the cloud top.
We adopt different wavelength resolutions in figure 9 to optimize the signal for spectral variations in each wavelength region. The blue region experiences smaller amplitude variation due to scattering than the Na feature and smaller variation with respect to wavelength. Therefore, only a few data points are required to constrain the blue side of the data and we can optimie for signal with larger bins. Defining the Na line profile requires higher resolution and thus we optimize for wavelength resolution but compromise SNR.
RESULTS
Because of our wavelength analysis, the derived spectra of XO-2b from Gemini and Kitt Peak data indicate consistent results. Light curves from both GMOS and KOS-MOS exhibit absorption at 589nm indicative of Na. The wavelength calibration resolves the combined absorption of the Na doublet with ∼16Å wide bins. The absorption depth of the Na I feature is determined to 3.8 σ using both datasets, and the average spectral amplitude is 459±120 ppm. The individual amplitudes of the Na feature are 521±161 ppm and 403±186 ppm for GMOS and KOSMOS respectively. The amplitude of the Na feature extends to ∼11 scale heights above an upper limit to the 10-bar radius of 0.962 R jup .
Atmospheric Signatures
Our analysis of the data assuming cloudy and cloudfree atmospheres yields similar results, because the shortwave data indicates the continuum, and the 10 bar radius is therefore adjusted to fit the continuum. The transition pressure, isothermal temperature and Na mixing ratio with the highest likelihood is 100 mbar, 1350K and 4.08e-7 for the clear atmosphere, and 31.6 mbar, 1200K and 1.0e-5 for the cloudy atmosphere assuming a 10 bar radius of 0.961 R Jup with a cloud deck at 2.4 mbar (See Figure 11 and 12) . The BIC value of our "Cloud Free" fit is 20 while the BIC of the cloudy model is 25. It's interesting to note that the "Cloud Free" and "Cloudy" models have the same chi-squared value but different number of parameters (e.g. 3 and 4, respectively) and thus different BICs. Our data lacks the signal to noise to discriminate the presence of clouds and hazes between ∼1-100 mbar (see Figure 9) .
We find that changes in the temperature at 10 bar ±200 K had a negligible effect on our model fits. Therefore, our assumption to use 1800 K at 10 bar is adequate. Interpretation of our transit measurements do not depend sensitively on the pressure of our parameterized TP profile either. However, there is a small dependence on the temperature within our assumed isothermal portion of the atmosphere (see Figure 11) . We find an isothermal temperature of 1350 K best fits our data and it is Figure 10 . The atmospheric structure of XO-2b, derived from our grid search for a cloud free atmosphere. The Na mixing ratio is derived by balancing ionization and recombination (Equation 4). The red dotted line indicates the level of 50% transmission. To generate this model we use an initial Na mixing ratio of 4.08e-7 and a temperature profile transition at 1e-1 bar above which the atmosphere is isothermal at 1350 K and below which decreases log-linearly to 1800 K at 10 bar.
consistent with the equilibrium temperature and our estimation from the Rayleigh slope. As the temperature goes up, the density at a particular pressure level increases contributing to a larger transit depth. Despite the density of Na increasing in this manner, the photoionization level in the atmosphere is weakly dependent on the temperature.
We derive a lower limit to the Na abundance at 0.4
+0.78 −0.6 ), which is consistent with solar values, and note that the inclusion of the effects of ionization affect the derived Na abundance (Asplund et al. 2009 ). However, Our derived Na abundances fall short of the metallicity ([Na/H]) of XO-2N of 0.485 ± 0.043, which indicate an enhancement of Na compared to solar values Teske et al. 2015) . At pressures smaller than 0.1 mbar Na is ionized in the upper atmosphere and no longer contributes to the optical depth at visible wavelengths. The Na abundance is constrained by the amplitude of our feature relative to the wings. While the wings of the feature are sensitive to abundance at a given temperature, we find that the amplitude actually decreases with increasing abundance. As the abundance increases, the level of the band wings increases faster than the peak, due to the peak being set by ionization. In this case, the Na line profile is weakly constrained by the data. However, it is possible to achieve a larger Na abundance by introducing a cloud, lowering the 10-bar radius and increasing the temperature to counteract the lower continuum. However, this would require masking the Rayleigh scattering slope with a cloud, creating a degenerate solution set between 10-bar radius, atmospheric temperature, cloud pressure and Na abundance profile. Figure 12 shows this degeneracy since we are only able to place a lower limit on the derived Na abundance at 0.4 +2 −0.3 ppm. Our data are consistent with a clear atmosphere between ∼1-100 mbar which allow us to constrain the Na abundance. However, we can not rule out the presence of clouds at ∼10 mbar which would make our results consistent with the stellar Na metallicity but introduce additional degeneracies (see Figure  12 ) Our simplistic photoionization model is consistent with a more complicated photochemical model for XO-2b that includes K as an electron source and excited state chemistry for Na and K . The ionization potential for Na is low enough for thermal ionization to play a large role in creating the electron densities low in the atmosphere ). However, XO-2 b is not hot enough for this to be a dominant ion producing mechanism (see Figure 10) . The EUV flux reaches as far as 1 bar in our atmospheric model however the ion density does not dominate until 0.1 mbar consistent with . We find that the dominate mechanisms necessary to reproduce consistent results to within our observable range are photoionization, radiative recombination and 3-body recombination.
Our derived absorption spectrum differs from that of the first detection of Na in the atmosphere of XO-2b, mainly because we have information on the band wings, and the continuum. This previous detection of Na was influenced by seeing-induced slit loses and only a comparison spectrum (where the average transit depth is divided out of the data) was created (Sing et al. 2012) . Sing et al. 2012 were unable to resolve the band wings in 5 nm wide bins potentially due to the presence of obscuring hazes that are below the pressure level of where Na resides.
Rayleigh Scattering and Clouds
We test our radiative transfer model for consistency using a simplified atmospheric calculation based on the slope of the shortwave data. Assuming an estimated mean molecular weight and gravity, the detection of a Rayleigh scattering slope yields the atmospheric scale height and thus empirically determines the planet's temperature at the day-night terminator. The data short Likelihood estimations and correlation plots are calculated from our RT grid search. B,C and F are correlation plots constructed from cross sections of our grid search. The optimal cross section is reported in the title and taken from the parameter set with the maximum log likelihood. Plots A,E,I are averaged log-likelihood estimates for each parameter at the cross section given in B,C,F. The red dots represent parameter values evaluated in our grid search with the dotted line being an interpolation. D shows the range of TP profiles computed from our grid search along with the level of 50% transmission (from the best parameter set) as a reference for where the data roughly probes. We adjust the 10-bar radius for each parameter set to best match the data because raising the temperature at a given pressure level will increase the continuum. G shows the 10-bar radius value for the two parameters that vary the most, Na and isothermal temperature. Our likelihood is estimated as the exponential of the negative chi-squared.
ward of 5300Å defines the Rayleigh slope (where τ >> 1). The slope of the transmission spectrum is linearly proportional to the scattering index and scale height where the atmosphere opacity exhibits a power law dependence with respect to wavelength. The temperature is determined by
(Lecavelier Des . Here µ is the mean molecular mass, which we estimate to be 2.3 m amu given an atmosphere dominated by H 2 and He; g is the surface gravity with a value of 1523 cm/s 2 (derived from our 10-bar radius); k is the Boltzmann constant; T is temperature and, α is the index that defines the wavelength dependence of the scattering cross-section, σ/σ 0 = (λ/λ 0 ) α . For Rayleigh scattering α=-4 (Hansen & Travis 1974) . To compute the radius of the planet we multiply our R p /R * measurements by a stellar radius value of 0.971 R sun (Torres et al. 2008) . The slope of our data was determined using a weighted least squares fit in semi-logarithmic space where only the wavelengths were in log values. We find that our slope is consistent with an atmospheric temperature of 1450K, which is within the range of potential equilibrium temperatures for XO-2b, 1046 -1361 K, and our best fit isothermal temperature, 1350 K. It is unlikely for optically thick clouds to be at altitudes higher than ∼1 mbar because they would flatten the Rayleigh slope causing this temperature estimate to decrease, consistent with a flat spectrum.
Measurements of the Rayleigh slope with more than one instrument is best done simultaneously or at similar stellar activity phases since star spots can influence the transit depth (McCullough et al. 2014; Zellem et al. 2017) . Zellem et al. (2015) indicates that XO-2N is variable, potentially due to cool star spots, with a peak-topeak amplitude of 0.0049 ± 0.0007 R-mag and a period of 29.89 ± 0.16 days for the 20132014 observing season and a peak-to-peak amplitude of 0.0035 ± 0.0007 R-mag and 27.34 ± 0.21 day period for the 20142015 observing season. At worst, the star varies by 0.45% which would correspond to the transit depth changing by ∼48 ppm (using equation 7 in Zellem et al. 2017 ). This effect is 8.2 times less than the amplitude of the Na feature. Therefore, we can assume that it is not induced by stellar activity. The transit depth uncertainties are between 200-500 ppm so a perturbation of ∼50 ppm is not distinguishable from the noise. Additionally, the GMOS observations were conducted at a stellar phase of 0.07 and the phase for the Kitt Peak observations was 0.96. A phase difference of 0.11 between the two observations corresponds to a three day difference in phase space on the rotation of XO-2N. In conclusion, despite XO-2N being an active star we took measures to observe the system at similar stellar phases and in the worst case scenario, if the star was active, the influence would be indistinguishable from the noise.
CONCLUSION AND FUTURE WORK
Here we present new observations and analyses of the Na abundance of the exoplanet XO-2 b through transit spectroscopy recorded at the Gemini/GMOS and Mayall/KOSMOS telescopes. We find that the astrophysical signals are subject to time-varying translations along the detector that change according to wavelength. A crosscorrelation in both time and wavelength are used to correct for misalignments in the pixel-wavelength solution for each image. Improper alignment prior to dividing the astrophysical signals can result in spurious spectral features or inadequate removal of shared systematics. A quick way to diagnose a non-linear misalignment in two spectra is to cross-correlate each side of the detector and check that the peak of the phase only correlation function yields the same value (See figure 5) .
Exoplanets orbiting close to their host star are subject to ionizing radiation that will change the abundance of neutral constituents as a function of altitude. We couple a photoionization and radiative transfer model to interpret our transit measurements. The amplitude of Na absorption is 459±120 ppm corresponding to limit on the Na mixing ratio of 0.4 +2 −0.3 ppm. The data are consistent with a clear atmosphere between ∼1-100 mbar however we can not rule out optically thick clouds at pressures greater than ∼100 mbar. However, more precise measurements of the Rayleigh scattering slope could help detect the presence of hazes or constrain the effects due to stellar activity.
Further transit observations of XO-2b will be able to constrain the K abundance in the atmosphere and place constraints on the vertical temperature profile of the planet and thus condensation regime and cloud properties. We urge caution to observers of this system as the host star and binary companion exhibit some amount of spectral variability which can perturb the transit measurements. Past photometric and spectroscopic measurements have revealed XO-2N to have a rotation period on the order of one month Zellem et al. 2015) . Observing the object at similar stellar phases can minimize the difference in stellar surface features, which can perturb the signal of the planet through star spots.
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