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Abst rac t - -A  new numerical approach for locating the source and quantifying its power is pre- 
sented and studied. The proposed method may also be helpful when dealing with other transport 
problems. 
The method uses a numerical integration technique to evaluate a linear functional arising from 
the solution of the adjoint problem. It is shown that using the solution of the adjoint equation, 
an efficient numerical method can be constructed (a method which is less time consuming than the 
usual schemes applied for solving the original problem). Our approach leads to a well-conditioned 
numerical problem. 
A number of numerical tests are performed for a one-dimensional problem with a linear advection 
part. The results are compared with results obtained when solving the original problem. The code 
which realizes the presented method is written in FORTRAN 77. 
Keywords--Numerical method, Adjoint problem, Fundamental solution, Source location. 
1. INTRODUCTION 
In this paper, we discuss--for a simple, but nontrivial example--how to obtain information on 
unknown sources in a transport equation from "observed" data. We assume that the data J~ are 
of the form 
= f f dtp (x, tlu(x,t), (1) 
where x and t are the space and time coordinates, respectively, u(x, t) is the solution of the 
transport equation, and pi(x, t) is a function or distribution specified by the observation process. 
This covers a large number of important special cases. Some examples are: 
1. pi(x,t)  := 5(x -x i )5 ( t - t i ) .  This corresponds to a measurement a  time ti and position xi. 
2. p~(x,t) := 5(x - x~)H(t~ - t). In this case, Ji is the total mass which has passed the 
position x~ until a time t~. 
3. pi(x, t) := r(xi - x)s(ti - t). This type occurs for measurements with only finite spatial 
and temporal resolution (characterized by the functions r and s). 
The information about the sources is reconstructed from the data using an adjoint formulation 
of the problem. We demonstrate its usefulness by solving two problems for a one-dimensional, 
not translation-invariant, and hence nontrivial, example: 
1. We determine the set of points where a point source can be located such that the solution 
U(Xl,tl) at a fixed position and time is smaller or larger than a certain value C. As  
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one of many possible applications, one might think about the environmental problem of 
determining regions where possible pollutant sources must not be located, in order to keep 
pollutant concentrations below a prescribed level in a protected region. 
2. We reconstruct the location and power of a steady-state point source from two obser- 
vations U(xl,tl) and u(x2,t2). A possible application would be the identification and 
characterization f a pollutant source in an inaccessible area. 
Our formulation leads to a well-conditioned problem and can be generalized to a large class of 
more complicated cases. 
2. FORMULAT ION 
Let us consider the following problem of 1D-transport: 
(~  ) ~)u O (axu ) _02u 
- L u = at Ox - l)-ff~x2 = Q(t)6(z - xo), (2) 
u = u0(x), for t = 0. (3) 
Assume that u(z, t) E W~, where W~ is a Sobolev space, u(x, t) > O, D > O, -oo < z < oo, 
t E [0, T], and the conditions providing the existence of the unique solution of the problem (2),(3) 
in a weak formulation are fulfilled. 
The problem presented by (2),(3) does not have an analytical solution, due to presence of 
the function Q(t). In addition, standard numerical methods used to solve equation (2) are not 
efficient because there is a 6-function in (2). 
The condition u(z, t) E W~ implies that 
loTt  dt u (2) (x, t) dx < oo, (4) 
which is a natural condition. 
Now formulate the problems under consideration. 
PROBLEM 1. Find the subdomain g of G (g c G) such that if at any point of g, a source of power 
Q(t) will be located, the concentrations of the pollutants in a given point x -- Xl at a given time 
t -- tl will be less than a given constant C, that is, find the set of points z0 for which 
it(X1, tl) __~ C. (5) 
PROBLEM 2. Find the place of location x0 and the power of the source Q(t) = Q = const if two 
measurement data u(xl, tl) and u(x2, t2) are available. (It is assumed, that Zl ~ x2 and tt ~t t2.) 
The first problem (the problem of finding the subdomain g) is not so complicated if the solution 
of the adjoint formulation of the original problem (2),(3) will be used. 
3. ADJO INT  FORMULAT ION 
In fact, multiply equation (2) by a function u*, which will be defined later, and integrate on 
time and space: 
dt oo u* cgz (axu)  - O-~x 2 dx = Q(t)  dt oo u*~i(z - xo) dz. (6) 
Applying the integration by part to (6), one can obtain (it is assumed that u*lt=T = O) 
IoTF.°".F loTfO" dt ~ ~ ~= = .~*  ~11=o ~ - dt ~,--~- 
oo  ~ oo  
£ Io = - ~ ~(=)~; (=)  d= - dt J_~ u--~- d=, (7) 
~T ~.a2 , , .  ~T/ .a , ,  a,,', ~T.  t°° a2u" 
dt ~ ~ ~= : k ~ ~ - ~T~)  d=l~:__oo + dt J-~o ~ "-n'a-.~a= d , (S) 
and 
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~oT f2~X)  F tfT _ ~oT f °°~*  dt u* dx = xuu* dxl ffi 0 dt - xu~ dx 
J -oo  Oz oo 
f5  ,T,UO (,T)U~ (X)dx ~T /~ OU* _ = - - d t  xu -~z  dx .  
oo oo 
Let us assume that u = u* = 0 when x --* oo or x --* -c~.  
Now from (7)-(9), one can obtain: 
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(9) 
T oo 02U, T 
~0 dt /_ u ( -~-  + aX~--~ -D-~x2 ) dx- f_:(1-x)uo(x)u~(x)dx = ~o Q(t)u'(xo, t) dr. 
(10) 
Let the function u* satisfy the following adjoint equation: 
with an initial condition 
Ou* Ou* _ 02u 
----~- + ~x-~,  - v-y~ 2 = p(x, t), (11) 
u*(x,T) = 0, (12) 
where the function p(x, t) will be defined later. 
It  is possible to write (10) in the next form: 
fo f[ f( ff dt p(x, t)u(x, t) dx = Q(t)u*(xo, t) dt + (1 - x)uo(x)u3(x ) dx = a. (13) oo 
Equation (13) will be a basic equation for our numerical method. One can choose the function 
p(x, t) in the form of a product of two 6-functions: 
p(x, t) -~ ~(X -- Xl)~(t -- tl). (14) 
Let us also assume that Q(t) contains the Heaviside function H(t), that is, 
Q(t) = q(t)g(t), 
where H(t) = 1 for t > 0 and H(t) = 0 for t <_ 0. This means that the second term of the 
right-hand side of (13) vanishes. 
Consider the following linear functional of the solution of the original problem: 
/o /2 J = dt p(x, t)u(x, t) dx. (15) 
In this case, we have 
/oT f_: J = dt u (x , t )~(x -x l )6 ( t - t l )dX  = u(x l , t l ) .  (16) 
Obviously, the value of the functional (15) is equal to the value of the concentration i point 
x = Xl at the time moment = tl. 
From the representation (13), it follows that instead of solving the original problem, one can 
solve the adjoint problem for u*: 
Ou* Ou* 02U * 
----~- + ax- -~-  x - D-y~-x2 = e(x  - X l )6( t  - t l )  
u* = O, for t = T. 
(17) 
(18) 
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From the solution of the problem formulated by (17),(18), one can estimate the functional (13) 
as a function depending on a parameter x0 and solve the first problem under consideration. In 
fact, if the function u*(x,t, xl, tl) is the solution of the adjoint problem (17),(18) (the solution 
u*(x, t, Xl, tl) of the adjoint problem depends on parameters Xl and tl), then the presentation (13) 
defines a function of Xo--J(xo, Xl,tl). Now, solving the inequality 
J(xo,xl,tl) <C, (19) 
the set g of points x0 can be determined. That is the solution of the first problem under consid- 
eration. 
Now, consider the second problem. Let the power of the source q and its location x0 be 
unknown. Two measurement data points U(Xl, tl) and u(x2, t2) are assumed to be available. One 
can then define two functions of xo--F1 (Xo) and F2 (x0)--using the following formal presentations: 
J(Xo, zi,ti) = J(xo, xi, t,), i = 1,2; (20) 
q 
d(zo, z~, td 
F~(xo) = u(xi,ti) ' i= 1,2. (21) 
(It is possible to do this because q is strongly positive.) 
One can see that x0 is the solution of equation 
FI(x)=F2(x), (22) 
being the point of the location of the source of pollutants. The value of the power of the source q 
can be determined using the expression 
1 
q= Fi(xo)" (23) 
Now, the problem consists in finding an efficient numerical method for evaluating the functional 
~o t' q(t)u*(xo, t) dr, 
where u*(x0, t) is the solution of the adjoint problem (17),(18) and x0 is a parameter. 
4. THE METHOD 
In a general case, one needs an efficient method for evaluating the linear functionals 
fo e  `q(t)u*(xo, t) dt (24) 
of the solution of the adjoint problem (17),(18). It is known that statistical numerical methods 
allow us to find directly the unknown functional of the solution with a number of operations 
necessary to solve the problem in one point of the domain [1,2]. The statistical methods give 
statistical estimates for the functional of the solution by performing random sampling of a certain 
chance variable whose mathematical expectation is the desired functional. These methods have 
proved to be very efficient in solving multidimensional problems in composite domains [1,3-6]. 
Moreover, it is shown that for some problems (including one-dimensional ones) in the correspond- 
ing functional spaces, the statistical methods have a better convergence rate than the optimal 
deterministic methods in such functional spaces [7-9]. It is also very important that the statistical 
methods are very efficient when parallel or vector processors or computers are available, because 
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the above-mentioned methods are inherently parallel and have loose dependencies. They are also 
well vectorizable. Using power parallel computers, it is possible to apply the Monte Carlo method 
or particle-tracking method for evaluating large-scale nonregular problems which sometimes are 
difficult to be solved by the well-known numerical methods. 
The difficulties for finite difference and finite element methods appear from nonregularity of the 
right-hand side of equation (17) and from so-called "artificial" (or "numerical scheme") diffusion. 
So, when L is a general elliptic operator using a statistical numerical method, the functional (24) 
can be evaluated. In our case, the fundamental solution of the adjoint equation can be used. 
In fact, introduce a new variable t* -- T - t, where t* 6 [0, T] and present the adjoint problem 
in the next form: 
Ou* Ou* _ 02u * 
- 1)-E -2 ~.  -t- OtX-~--~-" ---- I~(X - -  Xl ) I~(T  - -  ~* - -  l~l) , 
u* = 0, for t* = 0. 
(25) 
(26) 
The fundamental solution of problem (25) can be found using the techniques [10--12] 
1 { [x-b(t)] 2} 
fi*(x,t) = [?ca(t)]1~ 2 exp aM , (27) 
where the time-dependent functions a(t) and b(t) are defined below: 
a( t )  ---- 29  (1 - -e  -2at )  
t~ 
b(t) = xoe -~t. 
(28) 
(29) 
The solution of the adjoint problem can be expressed now in the following form: 
/oT// u*(x,t*) = dr* 
oo 
(30) 
The result of integration (30) will be a function defined by (27) with new arguments 
1 { [X -x l -b ( t l - t ) ]  2 ) 
U*(X -- X l ,~ I  -- $) = [71.a($1 _ $)]1/2 exp a(~ --~) " (31) 
Substituting (31) into the functional (24), one can get 
~0 t' 1 t)] 1/2 ( [XO- Xl - b(~l - t ) ]  2 }a_ ( t . l . :Q  q(Q [~a(tl - exp dt = J (xo,xl,t l) .  (32) 
The proposed numerical method is based on a numerical integration scheme for evaluating the 
last parametrized functional. Using a simple discretization scheme, one can get 
k_l } J" = ~q i ,  - 1 { [xo - -  ~1  - -  b( t l  - ti)] 2 
,=o t~ra(tl - ti)]l/2 exp ~(~--~)- (ti,+l - -  ti) -F 0(7"), (33) 
where r is the maximal time-step 
~" = max ( t i+  1 - -  t , ) ,  $ 
and 
q, = q( t4. 
The numerical scheme (33) has an error O(7). It is possible to apply more complicated schemes 
of high-order accuracy (say, O(r2), or O(v4)). But from a computational point of view, when the 
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integrand is a high-degree smooth function, which corresponds to the case under consideration, 
it is better to use an adaptive numerical scheme. In our practical computations, an adaptive 
numerical scheme is used. The integration starts with a regular coarse grid with a low number k 
of grid-points. After evaluating the first coarse approximation to the functional (33), the total 
and local a posteriori variances are estimated. The obtained information is used for refinement 
of the mesh--in the subregions in which the local variance is too large, the mesh is refined, such 
that after each step of refinement the number of nodes (mesh-points) increases two times. The 
refinement procedure is continued until a required accuracy of the integration is reached or until 
the maximum number of evaluations i executed. 
5. THE ADVECTION-DIFFUSION-DEPOSITION 
(ADD) PROBLEM 
The studied approach can be easily applied for transport problems with another elliptic oper- 
ator L. In this section, it will be shown how it can be done from a practical point of view for 
an important problem of advection-diffusion-deposition tra sport. This problem is well known 
and of great importance in air-pollution transport. Air pollutants emitted by different sources 
can be transported by the wind for long distances. Several physical processes (diffusion, depo- 
sition, and chemical transformations) take place during the transport. Regions that are very 
far from the large emission sources may also be polluted. It is well known that the atmosphere 
must be kept clean (or, at least, should not be polluted too much). It is also well known that if 
the concentrations of some species exceed certain acceptable (or critical) levels, then they may 
become dangerous for plants, animals, and humans. This is why it is very important o put into 
operator L, a term which describes the depositions. 
The problem can be formulated in the following form: 
(o  ) au o~ _ 02~ 
- L u = -~ + V-~x + tcu - JI)-~x 2 = Q(t)~f(x - xo), 
u=uo(x) ,  fo r t=0,  u=0,  forx--*co, and x~-oo .  
(34) 
(35) 
The 
ing: 
@ 
@ 
Now 
different quantities that are involved in the mathematical model have the following mean- 
the concentration is denoted by u; 
v is the wind velocity; 
D is the diffusion coefficient; 
the emission sources in the space domain are described by the function QS(x - x0); 
is the deposition coefficient. 
we need to consider the following adjoint problem: 
Ou* O(vu*) 02u" 
& 0----7- + ,¢u* - D--~-x~ = p(z ,  t), 
u*(z ,T)  =0. 
(36) 
(37) 
The functional in this case has the same form as (24): 
f0 t' q(t)u'(x0, t) dr. 
To compute the value of the functional, we need to calculate 
1 / t '  q ( t )exp  {-- {~(tl -- t) + 
J(x0, Xl, tl) = 2(Dlr)l/2 (tl - t) 1/2 
(38) 
[xo - zx + v(tx - 0] 2 
4-D~1" --- t)" }}  dr. (39) 
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From (39), one can obtain the following numerical scheme: 
1 
J(xo, xl,t l)  ~ 2(Dr)l/~ " 
k - ,q ,  { { 
X ~ (tl --~i)1/2 exp - ~;(tl - ti) + 
i=0 
[=o - x l  + v (h  - h)] ~ 4-D'~l :-t,) } } (t,+l - t,). (40) 
The numerical scheme (40) has an error O(r). In this case, an adaptive numerical scheme 
presented in the previous ection is also used. 
6.  NUMERICAL  EXAMPLES AND RESULTS 
A number of numerical tests are performed for a one-dimensional problem with a linear advec- 
tion part. The results are compared with results of solving the original problem. The code which 
realizes the presented method is written in FORTRAN 77. 
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Figure 1. 
TEST 1. The first test consists in finding the nearest points x0 (from both sides of xl) of possible 
location of the source of given power q for which the concentration of pollution u(xl,tl) in a 
given point Xl at a given time tl must be less than a given constant C. 
In this case, the functional of the solution of the adjoint problem is used and the numerical 
scheme (33) is applied. Some numerical results are shown in Figure 1 for a source of power q = 100 
and D = 1.0. The point (Xl,h) is chosen as (6.0, 10.0). The parameter of the linear advection 
in this example is a -- 0.005 and the constant C, which limits the level of the concentrations, i  
C -- 100. The computations are performed for different values of x0 in the interval from 0 to 10. 
The results how that there are two possible locations of the source with power q. One point is 
around x0 = 4, and the other one is around x0 = 7.8. (The picture is almost symmetric, because 
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the adveetion in this test is "small.") To check the results, the original problem 
(0  ) Ou O (otxu) _02u - L u - -~ Ox - 1)~x 2 = Q(t)6(x - xo), 
u = u0(x), for t = 0 
for the same values of parameters, but for x0 = 4.0, is solved. The obtained solution of the original 
problem is also presented in Figure 1. One can see that the value of the pollutant concentrations 
at the point x = 6 is really approximately equal to 100. 
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TEST 2. In the second test, different parameters a are considered (different levels of advection). 
Some numerical results are presented in Figure 2 for the case when the value of the concentrations 
in the point x = 5 is limited. 
TEST 3. In the third test, the problem of finding the loc~tion and the power of a source is 
considered. Some of the results of calculations of this type are presented in Figure 3. The first 
point for obtaining the measured ata is (xl = 6.0, tl = 10.0) and the second one is (x~ = 2.0, 
tl = 11.0). In fact, Figure 3 presents the functions Fl(xo) and F2(x0), i.e., 
Fi(x0) = J(=0, z~, t~) u(z~,ti) ' i=  1,2, 
where the parametrized functional J(xo, xi,ti) is calculated using the presented adaptive inte- 
gration method. For the considered test-example, one can find the place of the location of the 
source, x0 ~ 4.3, and also the power of the source, using the above presentation. 
TEST 4. In this test, a number of numerical experiments for the ADD problem are performed. 
The test in finding the nearest points x0 (fxom both sides of xl) of possible location of the source 
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of given power q for which the concentration f pollution •(Xl, tt) in a given point Xl at a given 
time tl must be less than a given constant C. The functional of the solution of the adjoint problem 
is used and the numerical scheme (40) is applied. Figure 4 contains results of calculations for 
different wind velocities. The first mesh function calculated for v = 0.0 corresponds to the case 
without wind--the solution is symmetric, since there are only diffusion and deposition. That 
means for any critical evel of concentrations C, the distance between xl = 5.0 and the location 
point x0 from both sides of x0 is the same. When the value of the wind velocity increases, then 
the solution becomes more and more unsymmetric. For high values of v (when the advection 
is large), the maximum of the solution can be far from the the point Xl. The computational 
results shown in Figure 5 present he solution when both location and advection are run. The 
symmetric ase, which corresponds to the results on the front plane are for v = 0.0. Going to 
the largest value of v, the solution decreases and becomes unsymmetric. The intersection of the 
solution with a plane parallel to the plane (x, v) will define the possible locations of sources for 
different values of the advection. 
The performed numerical examples show that the problem of finding the source location is well 
conditioned. This means that small perturbations of the initial data (measured concentrations) 
lead to small perturbations of the solution. A result of this type is expressed in Figure 6. This 
is why the presented method oes not use the solution of the inverse problem, which is usually 
ill-conditioned and needs ome regularization techniques (like Tikhonov regularization). 
7. DISCUSSION AND CONCLUSION 
In this work, a new approach for recognizing the location and the power of a source has been 
presented. 
The presented method uses a numerical integration method for evaluating a linear functional 
of the fundamental solution for the adjoint problem. It is shown that using the solution of the 
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Figure 6. 
adjoint equation, an efficient numerical method can be constructed (a method which is less time 
consuming than the method based on solving the original problem). The studied approach leads 
to a well-conditioned numerical problem. 
A number of numerical tests are performed for a one-dimensional problem with a linear advec- 
tion part. The results are compared with results of solving the original problem. The code which 
realizes the presented method is written in FORTRAN 77. 
The presented method is now applied for a case when the operator L includes "diffusion" and 
"linear advection," i.e., 
L = (o~x) + Dox  2 . (41) 
It is possible to apply the same approach for more complicated operators L (in fact, for any linear 
elliptic operator the same scheme is applicable). 
The presented approach can be extended for two- and three-dimensional problems. In this 
case, the advantage of the studied approach will consist of direct evaluation of the functional 
without solving the adjoint problem. 
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