A shape optimization problem is considered related to the design of induction hardening facilities. The mathematical model consists of a vector potential formulation for Maxwell's equations coupled with the energy balance and an ODE to describe the solid solid phase transition in steel during heating. Depending on the shape of the coil we c o n trol the volume fraction of the high temperature phase. The coil is modeled as a tube and is de ned by a unit speed curve. The shape optimization problem is formulated over the set of admissible curves. The existence of an optimal control is proved. To obtain the form of the shape gradient of the cost functional, the material derivative method is applied. Finally, the rst order necessary optimality conditions are estabished for an optimal tube.
Introduction
We i n vestigate the problem of nding the optimal design for an inductor coil in induction hardening machines. The mode of operation of these machines relies on the transformer principle. A given current density in the inductor coil induces eddy currents inside the workpiece. Because of the Joule e ect these eddy currents lead to an increase in temperature in the boundary layers of the workpiece. Then the current i s s w i t c hed o and the workpiece is quenched by s p r a y water cooling. The solid solid phase transitions during this heat treatment lead to the desired hardening e ect. For an induction hardening machine there are generally speaking two c o n trol parameters. One is the frequency of the AC current applied. This is prede ned by c hoosing a particular machine. Thereby, also the greatest possibe hardening depth is xed, since it depends on frequency through the skin e ect. The second control parameter is the shape of the inductor coil. These coils are made individually for the speci c workpiece from long copper tubes of quadratic or circular cross section. The design of decent coils for speci c hardening purposes up to now mostly depends on experience. However, there is a growing demand in industry for a more precise process control, mainly for two reasons. One is the general goal of weight reduction especially in automotive industry, leading to components made of thinner and thinner steel sheets. Surface hardening of these sheets is a very delicate task, since one must be careful not to harden the complete sheet, which w ould lead to undesirable fatigue e ects. The second one is the tendency for using high quality steels with only small carbon content, which again demands for a very precise process control, now for metallurgical reasons, since the hardenability of a steel is directly related to its carbon content. There are already numerous papers on modeling and simulation of induction heating machines, e.g. 6 18] . Optimal control problems in the case of laser surface hardening have been considered in 1], 13] , and for a 2D induction heating problen in 3]. In this paper for the rst time a control problem for the 3D induction heating process including phase transitions is investigated. In Sec. 2 we derive the model, consisting of a v ector potential formulation of Maxwell's equations, the balance of internal energy and an ODE to describe the phase transition during heating, and prove its well-posedness. In Sec. 3 we f o r m ulate the shape design problem for the inductor coil modeled as a tube with circular cross section. In Sec. 4, we p r o ve the existence of an optimal design and nally in the last section rst order necessary optimality conditions are derived. 
The vector potential formulation of Maxwell's equations
We consider the following slightly idealized geometric setting (cf. g. 1). Let D IR 3 with su ciently smooth boundary and D be the coil. Its boundary @ is dissected into two parts. In ; 1 the normal component of the current density will be prescribed, this is where in reality the coil is connected to the primary circuit of the hardening machine.
is the workpiece to be hardened and G := the set of conductors. Moreover, we de ne Q = (0 T ). In eddy current problems we can neglect displacement currents, hence we consider the following set of Maxwell equations:
Here, E is the electric eld, B the magnetic induction, H the magnetic eld and J the current density. In addition we consider the following linear constitutive relations
with the magnetic permeability and the electric conductivity . W e assume zero current density outside conductors, i.e. Then, Maxwell's equations (2.1a c) can be rewritten in the following way:
A t + curl 1 curl A + grad = 0 in D: (2. 5a)
The scalar potential is determined by the continuity equation div J = 0 , i.e.
; div grad + A t = 0 in G: (2. with ; 2 = @ n ; 1 .
The system (2.7a,b) is a linear elliptic problem, which can be solved separately in and . A t the workpiece boundary @ , w e h a ve homogenous boundary conditions, i.e. the solution is constant i n . Since only the gradient e n ters in (2.5a), we restrict the domain of to the coil . Assuming that the tangential component o f A vanishes on @D, i.e. n A = 0 (2.8)
we i n troduce the spaces Using (2.8) and (2.9) we obtain the following weak formulation of (2.5a), (2. for all v 2 X and u 2 H 1 ( ).
In view of (H1), we obtain easily:
Lemma 2.1 Assume (H1), then (2.11) has a solution. Moreover, r is uniquely de ned and satis es
where C only depends on T and j g .
We assume further (H3) There exists y 0 2 X such that Then, we h a ve Lemma 2.2 Assume (H1) (H3) and let be the unique solution to (2.11). Then, (2.10) has a unique solution A 2 L 1 (0 T X). In view of (2.13), we h a ve As before, we get A (1) h ;! y weakly star in
A (1) h ;!ŷ weakly star in L 1 (0 T X) and y = y a.e. in D (0 T ). On the other hand, we h a vê A (1) h = A h t ;! A t weakly in L 2 (0 T L 2 (G)):
Hence, we conclude y = A t a.e. in G (0 T ): Using Sobolev embedding theorem we nally obtain
Energy balance and the formation of austenite
A good measure for the hardness penetration depth in the workpiece is the formation of austenite during heating, which can be described be the following initial value problem derived by Leblond & Deveaux 15] (for details, we refer to 10]):
where z is the volume fraction of austenite and the temperature. To a void technical di culties, we assume for the positive part function :] + and the temperature dependent coe cients a,b: We consider the following semi linear energy balance equation:
c p k L are density, speci c heat at constant pressure, heat conductivity and latent heat, assumed to be constant. The rst term on the right hand side of (2.17a) measures the latent heat inside the workpiece , w h i c h is consumed during the formation of austen- Here, we h a ve used the abbreviation Q = (0 T ).
The shape design problem
The technological aim is to obtain a certain, possibly uniform penetration depth of austenite inside the workpiece. The most important c o n trol parameter to achieve this goal is the shape of the coil . Hence, we consider the following cost functional:
where z i s a g i v en distribution of austenite. Note that the cost functional depends on only implicitely, through the solution to the Maxwell equation (2.10).
Inductor coils are manufactured from copper tubes with approximately quadratic cross section. For convenience, we will consider tubes with circular cross-section. These tubes can easily be generated from curves in the following way (cf. Gray, 11] 
If (s) = 0 , one can easily choose two v ectors N, B to form an orthogonal system with T(s). Then, the tube with circular cross section R > 0 corresponding to is given by = ( ) = f! (s r # ) j 0 s l 0 r R 0 # 2 g with ! (s r # ) = (s) + r cos #N(s) + r sin #B(s): (3. 2)
The faces of the tube, i.e. the parts, where the inductor is connected to the hardening machine (cf. (2.7b)) are de ned by
The lateral boundary is parametrized by
Therefore, @ = ; 1 ; 2 . Even simply connected curves may generate tubes with intersecting parts. For obvious technical reasons this case has to be excluded. To this end we i n troduce the notion of reach (cf. Federer 9] ).
De nition 3.1 (Federer, 1959) Let ; = f (s) s 2 0 l ]g be the trace o f . We c all Unp (; ) the set of all points x 2 IR 3 , for which there exists a unique projection onto ; . where > 0 is a given positive parameter and R is the tube radius. Now w e can introduce the set of admissible curves Note that (CP) is a non convex optimization (control) problem due to the non convexity of U ad and of the cost functional.
For the derivation of optimality conditions it will be convenient t o i n troduce perturbations of the admissible curves, hence we i n troduce the further notation I( ) = J( ( )): (3.4) 4 The existence of an optimal domain Theorem 4.1 Assume (H1) (H6), then (CP) admits a solution 2 U ad . For the proof we take a minimizing sequence f n g U ad for (3.1). We h a ve n = ( n ) and n : 0 l n ] ! IR n n U ( ). W e extend n by de ning
n (l n )(s ; l n ) k for s 2 l n L 2 ]: Hence f n g is bounded in H 4 (0 L 2 ) and there exists a subsequence (still indicated by n)
Extracting possibly a further subsequence we a l s o h a ve l n ! l 2 L 1 L 2 ]: Obviously, is a unit speed curve satisfying also (3.4). Let P = 0 be the prescribed endpoint o f t h e curves de ned in U ad , then j n (l ) ; Pj j n (l n ) ; Pj + j n (l ) ; n (l n )j cjl ; l n j ! 0 for n ! 1 :
In the same manner, we obtain We refer the reader to 5] for the compactness results in the class of uniformly Lipschitz domains. Using these properties, in the following Lemmas we are going to pass to the limit for n ! 1 in the state equations and show the convergence of solutions, which implies J( n ) ! J( ) and, therefore the existence of an optimal domain = ( ).
We begin with the equation for the scalar potential (2.11). The equations for temperature and phase transition (2.16),(2.17) depend only implicitely on the shape of n , namely through A n . Standard a priori estimates for this system yield 5 Necessary optimality conditions
Introduction and main results
We propose the following procedure in order to derive the rst order optimality conditions. Let = ( ) be an admissible domain. First, we i n vestigate J( ) using the speed method where = T (V )( ). F urthermore, the Eulerian derivative dJ( V ) is linear and continuous with respect to to V . Therefore, the shape gradient g @ is supported on @ and dJ( V ) = < g @ V > where is the outer unit normal vector on the lateral boundary of the tube . Next step is to relate the perturbations of @ by means of T (V ) with perturbations of the curve in the form " , where " is a unit speed parametrization of~ " = + " . We associate with " = ( " ) the vector eld V ( ) for " = 0 . T o t h i s e n d , f o r a g i v en parametrization X " of @ " for " 0 we j u s t h a ve t o e v aluate V ( ) = lim This means that knowing the the form of the shape gradient g @ for J( ) and of the speed vector eld V ( ) on @ associated with the deformations of the tube " = ( " ), w e c a n evaluate the directional derivative dI( ) and derive the optimality conditions. In the same way, w e can obtain the second order derivative o f I( ) (for example for Newton's method). Our main result is Theorem 5.1 Assume (H1) (H6) then there exists an optimal curve and an optimal domain = ( ), such that the following optimality system is satis ed:
(1) The state equations (2.10), (2.11), (2.16), (2.17) written with = ( ). Invoking (5.6) and (5.7) we obtain for (2.10): Here, "(V (0)) is the symmetrized part of DV (0), i . e . "(V (0)) = 1 2 (DV (0) + DV (0) g 2 ( )kw 1 k X kw 2 k X :
Using Corollary 5.1, we c a n p r o ve Lemma 5.3 (Stability) Assume (H1) (H6), then there exists a constant C > 0 such that where f is the right-hand side of (2.16b).
Proof: Similar to the proofs of Lemma 2.1 2.3 one can show that (5.12a i) has a solution and that (r _ _ A _ z _ ) are uniquely de ned. It remains to show that these solutions are the strong material derivatives. To this end let Since the same computations hold for r t , the rst part of assertions (1) and (2) To prove the di erentiability o f and z , w e rst remark that there exists a constant C > 0, such that Applying the structure theorem (cf. Corollary 5.1) we obtain dI( h) = < g @ V (h) > : In general, g @ is a distribution. Assuming that the density g @ is a function, it can be identi ed in the following way. Utilizing a general strategy to derive the rst order optimality system described eg. 2f,g ). It is easy to see that the linear system of adjoint equations admits a unique solution. First of all, one proves that (5.2d g) admits a unique strong solution (p r) by a contraction mapping argument i n H 1 (0 T L 2 ( )). Then, (5.2b,c) is solved using Lemma 2.2 and nally standard elliptic theory shows the solvability of (5.2a). The gradient of the cost functional is given by the derivative dI( h) = dJ( ( ) V (h)) = @L " @" "=0 assuming that we h a ve enough regularity for the solution to the state and the adjoint equations. To derive the gradient, we m a k e use of the following Using this lemma and taking into account the di erent v alues for permeability i n t h e t u b e and in the air, we directly obtain (5.3), which concludes the proof of Theorem 5.1.
Using (A.1) and the unit-speed property o f " , w e h a ve Remark A.2 (1) In order to have V (u v) to be C 1 , w e n e ed 2 C 4 , s i n c e h depends on 0 .
(2) If the condition j 00 (u)j 6 = 0 is not satis ed, we cannot use the Frenet formulas and should directly construct the eld V from the given parametrization of @ " .
