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ABSTRACT
Isaac Michael Nault: Continuum-Kinetic Models and Numerical Methods
for Multiphase Applications
(Under the direction of Sorin Mitran)
This thesis presents a continuum-kinetic approach for modeling general problems in multiphase
solid mechanics. In this context, a continuum model refers to any model, typically on the macro-scale,
in which continuous state variables are used to capture the most important physics: conservation of
mass, momentum, and energy. A kinetic model refers to any model, typically on the meso-scale,
which captures the statistical motion and evolution of microscopic entitites. Multiphase phenomena
usually involve non-negligible micro or meso-scopic effects at the interfaces between phases. The
approach developed in the thesis attempts to combine the computational performance benefits of
a continuum model with the physical accuracy of a kinetic model when applied to a multiphase
problem.
The approach is applied to modeling a single particle impact in Cold Spray, an engineering
process that intimately involves the interaction of crystal grains with high-magnitude elastic waves.
Such a situation could be classified a multiphase application due to the discrete nature of grains on
the spatial scale of the problem. For this application, a hyper elasto-plastic model is solved by a
finite volume method with approximate Riemann solver. The results of this model are compared for
two types of plastic closure: a phenomenological macro-scale constitutive law, and a physics-based
meso-scale Crystal Plasticity model.
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CHAPTER 1
Introduction
Multiphase interactions represent some of the most common modeling challenges that arise in
Engineering and the Sciences. Consequently, the solutions to multiphase problems are of great
interest in a wide range of fields. This thesis develops a general approach for modeling and simulating
multiphase interactions in solid-mechanics applications. A particular focus of the thesis is the use
of models and methods at multiple scales of description. Therefore, one of the important original
contributions of this thesis arises from the linking together of various models on different scales.
As will be seen, this linking requires certain additional modeling, numerical, and implementation
techniques as well as the consideration of theoretical complications arising from scaling. The approach
has been motivated by a specific class of problems that have important physical phenomena on
multiple scales of description. The thesis will consider metal grain recrystalization under large plastic
deformation as an example. However, before proceeding in any manner, it will be beneficial to briefly
discuss basic multiphase theory and the historical development of multiphase models. Doing so will
provide some motivation for the approach that is the subject of this thesis.
1.1 Phases and Phase Transitions
First, it is necessary to define what is meant by the word phase. There are many possible
interpretations. From the perspective of this thesis, a phase is a group of molecules large enough
in number to be considered a macroscopic entity (see section 1.2.2) that behave collectively, and
on average, in some predictable way. The most obvious phases are those distinguished by chemical
composition; in other words, a single material may be considered a phase. More generally, a single
material can itself have many phases: gas or liquid, for example; or the various lattice configurations
of a solid. These types of phases are distinguished from one another by phase transitions: either
first-order or continuous.
A first order phase transition is one in which latent heat is absorbed or emitted depending on
the direction of the transition [7]. A first-order phase transtion can be defined mathematically as
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one in which the thermodynamic state variables that describe the system exhibit a discontinuity at
the critical point of the phase transition. With few exceptions, the transitions between gas, liquid,
solid and plasma are all considered first-order phase transitions.
On the other hand, a continuous phase transition does not involve any latent heat. As the
name suggests, the state variables describing the system remain continuous across the transition.
Mathematically, the feature which defines the phase transition is a discontinuity or divergence in
any of the rates-of-change of the state variables. Examples of continuous phase transitions include
the changes in crystal lattice structure of solid-state metal (see figure 1.1).
Figure 1.1: Unary phase diagram of pure iron [1]. Solid-state iron exhibits both face-centered-cubic
(fcc), body-centered-cubic (bcc), and hexagonal-close-packed (hcp) crystal structure
In multiphase interactions it is common to define mathematical quantities that distinguish one
phase from another. These quantities are called order parameters [7]. Typically, the order paramater
is chosen in such a way that it is zero on one side of a phase transition and nonzero on the other.
The order parameter is also a direct function of certain system variables. Therefore, the name ’order
parameter’ is actually a misnomer; it is not a paramater, but rather a variable. In models, the order
parameters provide a useful way to track where various phases are present in space at any given
time. An example [7] of an order parameter is
φ(~x) = ρ(~x)− ρgas(~x) (1.1)
2
for liquid-gas transitions. In this order parameter, ρ is the total particle density and ρgas is the
density of gas as derived from the measured temperature and pressure. In a small control volume,
the order parameter is zero if the volume is completely filled by particles in gas state. The order
parameter is exactly equal to the total density if the control volume is completely filled by particles
in liquid state. If there is a liquid-gas phase transition occuring within the control volume, the order
parameter is somewhere in between zero and the total density.
In a discussion of phase transitions, it is important to discuss the use of thermodynamic potentials
[8]. Thermodynamic potentials are functions whose rates-of-change with respect to thermodynamic
variables encode all the necessary information to describe a system. In the context of phase transitions,
the most common potentials are the Helmholtz and Gibbs free energies, which are functions of
temperature and one other system-dependent variable. For a given system, at least one of these
energies must be a function of only intensive variables, that is variables which do not depend on the
size of the system. This particular free energy determines when a phase transition is in equilibrium:
when the free energy of one phase is equal to that of the other.
Thermodynamic potentials provide a precise way to mathematically define 1st and higher order
phase transitions. A first-order phase transition is defined as any point in state space where the first
derivative of a chemical potential is discontinuous. An nth-order phase transition is defined where
any nth-order derivative is discontinuous or divergent. All nth order phase transitions for n > 1 are
classified as continuous phase transitions because the first order derivatives, which can be related to
system variables, are continuous. These definitions were first proposed by Ehrenfest [9].
In some modeling approaches, it is useful to define an extended free energy which, in addition
to the two intensive variables, is a function of the order parameter. For given intensive variables,
the extended free energy is minimized when the order parameter is at phase equilibrium. If defined
properly, any multiphase system will tend to change in a way so to minimize the extended free
energy with respect to the order parameter. Therefore, the free energy provides a nice mathematical
formulation for defining the dynamics of the order parameter.
However, it is usually difficult to derive an extended free energy whose functional dependence on
the order parameter comes directly from physics. Rather, an assumed form, such as in [10], of the
potential is usually adopted, one that has parameters which are experimentally calibrated for a given
binary phase interaction. This is obviously a limitation. While sufficient for some purposes, it is ideal
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to have a model that is based on physical first-principles and thus requires minimal experimental
calibration.
1.2 Scales of Description
In many cases, two distinct phases may be succesfully modeled on their own at the macro-scale
while being distinguished from one another by features most prominent on the scale of individual
molecules, also known as the micro-scale. Before discussing this statement, it is necessary to define
what is meant by these terms ’micro’ and ’macro’ scale. In addition, there is a third scale of interest
in this thesis: the ’meso’ scale which is somewhere in between ’micro’ and ’macro’. The definition of
these terms is usually qualitative. Further, the definition is usually problem-dependent, meaning
what constitutes the micro-scale for one problem may be entirely different for another problem.
A somewhat more quantitative approach to distinguishing scales utilizes dimensionless numbers.
One, the Knudsen number [11], is defined as the ratio of the mean free path to some representative
length scale of the problem. The Knudsen number can be used to determine when the assumptions
of a macroscopic model should begin to break down and a smaller-scale model should be used instead.
A macro-scale model is considered valid when the Knudsen number is much less than one.
1.2.1 Micro-scale
The micro-scale is the scale of individual molecules. Historically speaking, the micro-scale is the
scale of objects which are too small for the un-aided human eye to see [12]. This thesis takes the
more mathematical perspective that the micro-scale is the scale at which the states of a system are,
by necessity, modeled discretely as opposed to continuously. This discrete modeling is necessitated
by the possiblity of thermal averages with large variance. Models on the micro-scale include Monte
Carlo methods and MD methods.
1.2.2 Macro-scale
Historically, the macro-scale is the scale of objects visible to the un-aided human eye. A
mathematical definition of macro-scale can be obtained in the following way. Let N be the number
of particles in a system and V the volume occupied by the particles. The macro-scale is the scale of
analysis in the thermodynamic limit N →∞, V →∞ [13]. Consider a cubic volume with sides ∆x.
Then, the number of particles in the system is given by N = NAρ∆x3/M where NA is Avagadro’s
number, ρ is the density, and M is the molar mass. Since NA ∼ 1023, it is obvious that N is very
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large for spatial scales ∆x visible to the naked eye. On the macro-scale, N is generally considered so
large that the states of the system can be represented by continuous functions. This assumption
is valid because, when N is sufficiently large, thermal averages of the state are expected to have
negligible variance.
1.2.3 Meso-scale
The meso-scale is somewhere in between the micro and macro-scale. Mathematically, the meso-
scale can be viewed as sharing properties of the micro and macro-scale. Like the micro-scale, physical
phenomena modeled on the meso-scale are expected to have non-negligible variance around the
thermal averages [14]. Like the macro-scale, the number of particles in a meso-scale system is large
enough that the states of the system may be modeled continuously, rather than discretely. Thus, a
meso-scale system is one that is relatively large yet still exhibits non-equilibrium thermodynamics.
The exact spatial range within which a meso-scale model should be defined depends on the physics
of the problem at hand.
1.3 Equilibrium Phase Transition Models
Some of the simplest phase transition models are those based on the micro-scale in the realm
of classical thermostatistics. These models are not dynamic. Rather, they assume thermodynamic
equilibrium and are only capable of giving thermal averages of macroscopic quantities for a multiphase
system. Therefore, these models are not practical for obtaining useful solutions to real-world problems.
However, they do provide insight on the development of more sophisticated multiphase models. The
models described in this section are based on particles that are confined to a cubic lattice and have
a single scalar order parameter [7] defined at each lattice site.
The Ising model [15] was one of the earliest models of phase transition in a system. This model
was designed to model the transition of a metal from ferromagnetic to paramagnetic. However, the
order parameter of the model can be modified to treat other types of phase transitions. In the model,
the order paramater si at each lattice site, labelled by i, takes the value of 1 or −1. In the magnetic
sense, si can be thought of as the direction of the spin. The Hamiltonian of the system is
H =
1
2
∑
i,j
Jijsisj −B
∑
i
si (1.2)
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where B can be interpreted as an imposed magnetic field, and
Jij =
 J if i and j are neighbors0 otherwise . (1.3)
If J < 0, the model assigns lower energy, and thus higher probability, to states where neighboring
spins are the same. If J > 0 the model assigns lower energy to states where neighboring spins are
opposite. Further, in either case, spins prefer to align with direction of the field B. The Ising model
has solutions, that is thermal averages can be analytically obtained for useful quantities, in 1D [16]
and in 2D [17] for the case of B = 0.
The lattice-gas [18] is a model of a non-ideal gas, that is one in which molecules attract one
another. The order parameter for the lattice gas ei takes the value 0 or 1, and represents whether a
lattice site is occupied by a molecule or not. No site is allowed to have more than one molecule and
the total number of molecules must obviously remain constant. The Hamiltonian is given by
H = 2
∑
i,j
Jijeiej − µ
∑
i
ei (1.4)
where Jij is the same as in the Ising model. In this case, J < 0. Therefore, the model assigns lower
energy to states in which molecules occupy neighboring sites. If the order parameter is replaced by
ei =
si + 1
2
, (1.5)
it is seen that the lattice-gas model is mathematically equivalent to the Ising model.
The Heisenberg model [19] is a generalization of the Ising model to the case in which spins
can point in any direction. Therefore, in this model the order parameter, −→si , is a vector. The
Hamiltonian is given by
H =
1
2
∑
i,j
Jij
−→si · −→sj − ~B ·
∑
i
−→si . (1.6)
Now, the states of the model exist on a continuous spectrum as opposed to a discrete and finite set.
The model gives preference to states in which the neighboring spins are approximately parallel or
anti-parallel depending on the sign of J . Similarly, the spins attempt to align with the direction of
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~B as closely as possible. Like the Ising model, the order parameters need not be interpreted as spins,
but can have alternate physical interpretations for other types of phase transition models. The XY
model is a special name for the Heisenberg model for the particular case of two spatial dimensions.
1.4 Micro-scale Numerical Simulations
A simple, yet logical, idea for simulating a multiphase system is to evaluate exactly, or at least
closely approximate, the thermal averages directly from the microscopic degrees of freedom. For a
given micro-scale model of molecular behavior, the energy of each state is known, and therefore it is
possible to compute any desired average. Of course, the problem is nearly all systems of interest
have far too many degrees of freedom for an average to be computed in any reasonable time. The
approach is to evaluate the averages by choosing a sampling of the microscopic state space that
draws from the same distribution as the physical model (Gibbs distribution) [8],
p ∼ e−H/kT (1.7)
where H is the Hamiltonian.
The use of random, or pseudorandom, numbers to achieve this is called a Monte Carlo method
[20]. In particular, the Metropolis algorithm [21] generates a sequence of states drawn from the
Gibbs distribution. The algorithm works by generating a new state from the current state and
comparing the energies of each. If the new energy is less, the new state is accepted. If not, the
new state is accepted with a probability proportional to exp(−∆E/kT ), where ∆E is the energy
difference. After generating a large enough sequence of states, the desired averages are computed
and assumed to be approximations of the true averages of the system.
An alternative approach is known as Molecular Dynamics (MD) [22, 23]. MD is any type of
numerical solution of Newton’s equations of motion for all the molecules of the system. Succesful
MD simulation relies on the assumption of ergodicity, that is, as a dynamical system evolves in
time, states with equal energy are seen with equal likelihood. If a system is truly ergodic, the time
average of the states explored by the simulation is equal to the same average in state-space. However,
ergodicity is not always guaranteed. In some situations, an MD simulation will not sample all the
equal-energy states fairly.
One approach for avoiding this possibility is to add random noise to the equations of motion.
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The resulting equations are known as the Langevin equations [24]. If the random noise is generated
from a properly chosen distribution, the distribution of states satisfying the Langevin equations can
be made to match the Gibbs distribution.
In general, the class of micro-scale methods can be very useful for certain problems. After all,
these approaches are the closest thing to a truly first-principle model of a system. Furthermore,
they can be insightful by generating solutions of so-called ’toy’ problems. These are problems that
may not model a real-life scenario, but whose results could be used to inform a larger-scale model.
Despite techniques for mitigating computational expense (most of which are not described here),
micro-scale models are still generally limited to problems small in scale. For larger scale problems,
models which project the complete micro-state onto some smaller degree-of-freedom state space are
necessary in order for practical computation.
1.5 Multiphase Continuum Models
A continuum model is one way to drastically reduce the degrees of freedom of a model while still
capturing the most important physical behavior. Continuum models are defined on the macro-scale
and use state variables which are continuous in space and time. Conceptually, these variables can
be viewed as the average of certain microscopic state variables inside a small volume immediately
surrounding the point in space where the variable is defined. Mathematically, in order for the variables
to be defined everywhere in space, the variables are interpreted as the limit of the arithemetic average
of microscopic variables inside a volume as the volume goes to zero. However, in practice, numerical
solutions of continuum models often discretize the domain into finite cells, and the state variables
can be viewed as the averages over finite volumes.
Figure 1.2 illustrates the interpretation of continuum variables for momentum ~v and internal
energy ε for three different microscopic states within identical volumes of the same density ρ. In
this illustration, the continuum variables are defined as in equations (1.8, 1.9, 1.10). From these
definitions, it is apparent that the number N of particles inside the volume should be large in order
for the variances of the averages to be negligible, and thus for the continuum variables to hold
any relevant information regarding the true state of the system. This condition coincides with the
definition of a macro-scale model as in section 1.2.2. For practical reasons, N = 10 is small in figure
1.2, but this illustration is intended only to demonstrate the physical significance of the continuum
variables, not the regimes in which they are valid.
8
ρ =
1
V
N∑
i
mi (1.8)
ρ~v =
1
V
N∑
i
mi
−→vi (1.9)
ρε =
1
2V
N∑
i
mi‖−→vi − ~v‖2 = 1
2V
N∑
i
mi(‖−→vi‖2 − ||~v‖2) (1.10)
Figure 1.2: Conceptual interpretation of continuum variables. Non-moving particles have a zero
average momentum and energy (left). Moving particles with no particular order have low average
momentum and large internal energy (middle). Moving particles with high order have large average
momentum and low internal energy (right)
The backbone of continuum models are conservations laws. These are physical laws derived in
integral form that come from consideration of the fluxes through the walls of an infinitesmal volume
during an infinitesmal step in time. If the variables are assumed smooth, the conservation laws can
be written in differential form. Actually, the conservation laws are usually presented in differential
form even when the variables are not assumed to be smooth because the integral form can be easily
derived from the differential form. The three most essential conservation laws are that of mass (1.11),
momentum (1.12) and energy (1.13).
dρ
dt
+ ρ∇ · ~v = 0 (1.11)
ρ
d~v
dt
−∇ · σ = 0 (1.12)
ρ
dE
dt
−∇ · (σ~v) = 0 (1.13)
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Written in terms of stress σ, these equations are valid for any continuum, fluid or solid. Continuum
models begin to diverge by the introduction of constitutive laws. Constitutive laws are most simply
interpreted as equations which relate the stress with the other basic field variables. Constitutive laws
can be derived in many ways most broadly categorized by: greatly simplified physical assumptions,
experimental calibration of phenomenological equations, or equations derived from physical first
principles. For instance, a greatly simplified assumption is that the stress can be divided into a
’hydrostatic’ part and a ’deviatoric’ part which is linearly proportional to the gradient of the velocity
and its transpose,
σ = −pI + µ(∇~v +∇~vT ). (1.14)
Simplifying the momentum equation using this assumption yields the well known Navier-Stokes
equations
ρ
d~v
dt
+∇p = µ∇2~v. (1.15)
These equations still need one additional constitutive law to relate the pressure p to the other state
variables. Thus it is seen that constitutive laws can also be viewed as the mathematically necessary
closure of a system of equations.
When extending a continuum model to a multiphase system, the conservation laws are still valid
for each of the system’s phases. However, the constitutive laws that close the equations for each phase
could perhaps be different. Thus, the challenge with multiphase continuum methods is two-fold: how
to track where each phase is present at any given time and how to deal with phase interaction at the
interface. Many methods have been designed for dealing with both of these problems. Methods for
tracking phase interfaces can be generally categorized by the reference frame used in the model.
1.5.1 Kinematic Descriptions
The Lagrangian reference frame is one whose reference grid follows the deformation of the
material throughout time. The Lagrangian coordinates ~X reference the material points that were
at ~X in the initial configuration. The Eulerian reference frame is one whose reference grid is fixed
throughout time. Thus, Lagrangian and Eulerian reference systems are alternative ways of handling
the same task. Lagrangian reference systems have a dynamic grid and fixed coordinates
(
d ~X
dt = 0
)
.
Eulerian reference systems have a fixed grid and dynamic coordinates
(
d~x
dt 6= 0
)
.
In a Lagrangian model, the nodes which make up the grid move along with the deformation of
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the materials. Therefore, in a multiphase model, so long as the initial nodes of the grid separate
the phases exactly, the phase interfaces will be tracked explicitly by the evolution of the nodes.
Thus, the issue of tracking phase interfaces in a Lagrangian model is trivial. This makes Lagrangian
models appealing in many multiphase applications. However, if the deformations of the material are
too large or complex, the Lagrangian grid can become convoluted, causing numerical techniques
designed to solve the equations to become innacurate or computationally costly.
On the other hand, due to its fixed grid, an Eulerian model is much better suited to handling
large or complex deformations. The downside is the evolution of the interface is no longer trivial to
capture. Unlike a Lagrangian model, an Eulerian model must be able to have cells which contain
multiple phases. Otherwise, an arbitrary interface would be impossible. Methods that evolve an
interface on a fixed Eulerian grid are called interface capturing methods.
In addition to Eulerian and Lagrangian descriptions, a third type exists, the Arbitrary Lagrangian-
Eulerian (ALE) description [25]. In an ALE description, the nodes of the grid are allowed to move,
but not necessarily following the deformation of the underlying material. Rather, the motion is
arbitrary, or perhaps prescribed to best suit the needs of the model. In particular, an ALE description
can be used to optimize a multiphase model. In this case, the strategy is to choose a grid motion that
follows phase interfaces exactly (Lagrangian) while being closer to stationary (Eulerian) in regions
of the domain that are either far from phase interfaces or have large deformation. This strategy,
if succesful, acquires the strengths of both Eulerian and Lagrangian descriptions for modeling
multiphase systems. This thesis doesn’t explore ALE further. Nevertheless, ALE is recognized as a
potential improvement to the modeling approach described ahead.
1.5.2 Interface Capturing Methods
As mentioned above, interface capturing methods are methods designed to evolve phase interfaces
on an Eulerian grid. One approach for interface tracking is to place markers on the initial interface
and move the markers in time according to the underlying velocity field as computed on the Eulerian
grid. At any time, the interface could then be reconstructed from the present location of the
markers. This idea forms the basis of an approach known as the Particle-in-Cell (PIC) method [26].
Compared to other interface capturing methods, PIC adds minimal computational effort to the
overall simulation due to the fact that the numerical work is limited to a 2D surface in 3D space.
On the other hand, the method is not well suited for complex interfacial motion such as the creation
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of a new interface when an object splits. In these convoluted situations, a procedure for creating
and removing markers is needed.
The remaining interface capturing methods sidestep the complexities of marker particles by
introducing an additional field or fields to the system of equations. The computational work
introduced by the new field comes as an acceptable cost of simpler and accurate capturing of complex
interfacial motions. The earliest of such methods is the Volume of Fluid (VoF) method [27]. As its
name suggests, the method works by tracking the fractional volume of one of the phases in each cell.
Therefore, the value of this additional field variable should be 1 or 0 if the cell is one phase or the
other, and somewhere between 1 and 0 if a phase interface passes through the cell. Further, the
interface normal can be approximated by the gradient of the volume fraction in space. The volume
fraction variable φ evolves in time through advection by the background velocity field,
∂φ
∂t
+ ~v · ∇φ = 0. (1.16)
The VoF method was originally designed for two-phase fluid problems, but is general enough to
be used in any multiphase problem. For problems with more than two phases, additional volume
fraction variables can be introduced to uniquely distinguish each phase.
The level-set method [28] is similar to the VoF method. Like VoF, the level-set method uses
an additional field variable that is advected by the background velocity field. The difference is the
level-set method generalizes the definition of the field variable to any smooth function whose value is
initially zero at the phase interface. If (1.16) is solved exactly, the zero ’level-set’ of φ will follow the
phase interface throughout time. Though any smooth function would work, the level-set function is
often initialized as the signed-distance function [29] whose properties carry additional utility within
a numerical simulation. The signed-distance function is defined as the signed normal distance to
the closest point on the interface. The sign of the function distinguishes the phase at any point in
space. When advanced by advection in time, the level-set function, initialized as the signed-distance,
is not guaranteed to preserve the distances to the interface. However, if the level set is routinely
re-initialized to the signed-distance function, a useful approximation of the distance to the interface
can be known at all times. Re-initialization of the level-set function also serves to preserve the
smoothness of the function during complicated interfacial motions such as two interfaces merging.
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The VoF and level set method each have their merits. Due to its use of a smooth function, unlike
the step function used in VoF, the level-set method is better suited for numerical solutions of (1.16).
On the other hand, if conservation of volume is a concern, a conservative numerical method applied
to (1.16) will conserve volume if φ is the volume fraction function. A further consideration is the
fact that the signed-distance initialized level-set function carries additional useful information that
the volume fraction does not. In some cases, in the application of boundary conditions, it is useful
to know how far a cell is from the interface.
The phase-field method [30, 10] is a model of interface evolution inspired by the ideas of order
parameters and extended free energies as discussed in section 1.1. A phase-field method, like VoF
and level-set methods, uses a phase-indicator variable. In this case, the variable is interpreted as the
order parameter of the phase transition. The order parameter is advected, but an additional source
term is added to the evolution equation, yielding what is known as the Cahn-Hilliard equation,
∂φ
∂t
+ ~v · ∇φ = κφ∇2µ. (1.17)
The source term is the Laplacian of the chemical potential µ, defined as the derivative of the free
energy f with respect to φ, µ = ∂f∂φ . If µ is locally a monotonically increasing function of φ, (1.17)
will drive φ in such a way so as to locally minimize f . This reveals the physical interpretation of
the phase field model: the interface evolution is simultaneously determined by the motion of the
background velocity and the minimization of free energy. This is a better model of what happens
physically. Moreover, the phase-field method provides a direct way to introduce interfacial physical
phenomena such as surface tension and miscibility through the definition of f(φ). Other interface
capturing methods cannot do this; interfacial physical phenomena must be accounted for in other
ways with those methods. Numerically, phase-field methods are ideal because the interface can have
finite width, thus avoiding the numerical issues associated with sharp interfaces.
A notable challenge with phase-field methods is the definition of the free energy. Typically, the
free energy is arbitrarily defined as a balance of competing terms: one that tends to separate the
phases and one that tends to mix. The free energy is then calibrated to different phase pairs by
adjusting the balance between these terms. The issue with this is that, while the original model
is physically inspired, the practical use of it moves away from physical first-principles and back
13
towards phenomenological modeling. If, at the end of the day, the model relies on phenomenological
modeling with experimental calibration, it is valid to ask why over-complicate the model in the
first place. The addition of the source term in (1.17) requires additional numerical tools that aren’t
necessary for VoF or phase-field methods.
1.5.3 Interfacial Boundary Conditions
Capturing the interface between phases is one problem. Implementing the proper interfacial
conditions is another. In Lagrangian models, the boundary physics is somewhat simpler to implement.
Since the nodes of the grid always follow the interface, surfaces of elements are always aligned with
the interface as well. Therefore, the fluxes of certain quantities across the interface surfaces can be
prescribed to match desired physical conditions as the simulation moves forward.
Implementation of internal boundary conditions in Eulerian models is less trivial. One approach
makes use of ’ghost cells’, cells which are carefully prescribed at each time step to yield a desired
effect in neighboring real cells after the numerical stencil of the method has been applied. This
approach is known as the Ghost Fluid Method (GFM) [31]. GFM keeps a copy of state variables for
each relevant phase in the simulation. An interface capturing method is used to identify which cells
are ’inside’ or ’outside’ a given phase at all times. At the end of a time step, all ’outside’ cells within
the radius of the scheme’s numerical stencil are repurposed as ghost cells. This procedure is repeated
for each relevant phase, highlighting the need for multiple copies of the state data. The original
GFM was designed for two-phase fluid problems, but the idea of using ghost cells can be extended to
any multiphase problem, including solid-state problems. In [32], the prescription of ghost cell states
was linked to the solution of the Riemann problem in a finite volume scheme. This method came to
be known as the Modified Ghost Fluid Method (MGFM). In this strategy, the waves of the system
which propagate outward from the interface are required to have zero magnitude, leaving only waves
that propagate backwards from the interface. These constraints leave a small number of remaining
degrees of freedom that can be used to prescribe precise interfacial conditions such as a jump in
pressure in fluid-phase interactions or zero normal stress for a free boundary in solid mechanics.
1.5.4 Deformation Gradients
Single and multi-phase continuum models of non-linear elasticity and plasticity often utilize
components of the ’deformation gradient’ as state variables within the model definition. The
deformation gradient F , as its name implies, is simply the gradient of the coordinates of the current
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configuration ~x with respect to the coordinates in the initial configuration ~X,
F =
∂~x
∂ ~X
. (1.18)
The current configuration ~x is usually assumed to be related to the initial configuration ~X by a
continuously differentiable field called the ’displacement’ ~u,
~x = ~X + ~u. (1.19)
Therefore, F can also be written as
F = I +
∂~u
∂ ~X
. (1.20)
The velocity field ~v which appears in (1.11-1.13) is formally defined as the time derivative of the
displacement field ~u, d~udt = ~v. Taking the time derivative of (1.20) yields
dF
dt
=
∂~v
∂ ~X
= ∇ ~X~v. (1.21)
In practice, (1.21) can included with (1.11-1.13) along with a constitutive law such as σ = σ(F ) to
form a complete dynamic system of equations. Such a model is known as a hyper-elastic model.
Crystalline solids are formed of molecules organized in a repeated pattern called a lattice. Lattice
sites represent the ’equilibrium’ points around which molecules will oscillate under zero applied
stress. Analogous to a one-dimensional spring, when a molecule is perturbed from its equilibrium
position, one would expect the resulting force on the molecule to have some dependence on the
coordinates of the ’equilibrium’ points. In a purely elastic solid, the initial coordinates ~X represent
the equilbrium coordinates of the material points. Therefore, a constitutive law σ = σ(F ) is the
generalization of this principle to a continuum model. The force (σ · ~ndA) on a material point is
due to the current position (~x) of the material point relative to the local equilibrium points ( ~X) as
captured by the gradient ∂~x
∂ ~X
(F ).
This formulation can easily be extended to elasto-plastic solids by some simplifying assumptions.
Fundamentally, plasticity is the result of defects on the crystal lattice, or, in other words, changes to
the coordinates of the ’equilibrium’ points. Denote the current equilibrium coordinates of material
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points by ~y. Then, by the argument of the previous paragraph, the stress at a point should
only depend on the gradient of the current configuration with respect to the current equilibrium
configuration, σ = σ
(
∂~x
∂~y
)
. This gradient is called the ’elastic’ portion of the deformation gradient
F e. It is clear that ~y(t) = ~X for all t is a necessary condition for a purely elastic deformation.
Assuming ~y is a continuously differentiable function of ~X, and using the chain rule, the deformation
gradient F can be written
F =
∂~x
∂ ~X
=
∂~x
∂~y
∂~y
∂ ~X
= F e
∂~y
∂ ~X
. (1.22)
This decomposition suggests the ’plastic’ portion of the total deformation gradient is the gradient
of the current equilibrium points with respect to the initial equilibrium points. This gradient can
be denoted by F p, leading to the so-called multiplicative decomposition [33, 34] of the deformation
gradient
F = F eF p. (1.23)
This concept is illustrated in figure 1.3.
Figure 1.3: Conceptual interpretation of ’intermediate’ or ’current equilibrium’ configuration [2]
Let the assumed continuous dependence of ~y on ~X be given by ~y = ~X+~up where ~up is the ’plastic
displacement’. Further, let the plastic velocity be defined as ~vp =
d~up
dt . The plastic velocity gradient
Lp is defined as the gradient of the plastic velocity in the current equilibrium configuration (also
called the lattice configuration) Lp = ∂~vp∂~y . L
p is a useful variable in modeling because it describes
the evolution of a crystal lattice within the reference system of the lattice itself. Thus, physical
models of lattice evolution can be incorporated into the overall elasto-plastic model through defining
Lp as a ’plastic constitutive law’. It can be seen that Lp is related to the time derivative of the
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plastic deformation gradient by
Lp =
∂~vp
∂~y
=
∂~vp
∂ ~X
∂ ~X
∂~y
=
dF p
dt
F p−1. (1.24)
Therefore the dynamic evolution of F p is given by
dF p
dt
= LpF p. (1.25)
The dynamic equations (1.11, 1.12, 1.13, 1.21, 1.25) along with elastic constitutive law σ = σ(F e) and
plastic constitutive law Lp = Lp(. . .) form a complete model of a non-linear elasto-plastic material.
1.6 Kinetic Models
While being computationally practical, continuum models do not always accurately capture all
information from a microscopic state. In particular, at a phase interface, the interaction of particles
of each phase may not be accurately modeled by simply considering the macroscopic continuum
states alone. Consider the scenarios illustrated in figure 1.4 using the same conventions as in figure
1.2.
Figure 1.4: Instances of micro-states in which a continuum description fails to capture important
information. A small number of particles inside the representative volume (left). A slip in a crystal
lattice structure (right)
On the left, only two particles are inside the volume and are moving with opposite velocity at
magnitudes large with respect to the size of the box. The variances of the continuum averages will
be non-negligible in this scenario. Physically, this corresponds to a Knudsen number (see section
1.2) close to one. In a multiphase problem, high spatial resolution may be required in a continuum
method to accurately capture an interface. The required spatial resolution may result in a Knudsen
number which is close to, or larger than one, therefore invalidating the use of a macro-scale model.
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In the right example, a ’slip’ is occuring on a crystal lattice. In a crystal lattice, slips may
only occur along a finite set of slip directions. At low spatial resolution, the discrete nature of slip
direction becomes effectively isotropic, and phenomonelogical ’plasticity’ models are used to capture
the effects of slip. However, at high resolution, the discrete set of possible slip directions cannot
be ignored due to the potentially high variance of slip along one direction with respect to other
directions. This is especially relevant at a grain boundary, which could be considered a multiphase
interface. At a grain boundary, the orientation of the crystal lattice differs from one side to the
other. Therefore the possible slip directions also differ across this phase interface. If the resolution of
the model is high enough such that the size of grains is large with respect to the size of finite cells,
the effects of discretized slip direction will be non-negligible and a continuum model will be invalid.
In the scenarios described above, the number of particles inside the representative volume may
still be large enough that continuous variables are adequate to describe the state. The issue is the
variance of the continuum state variables is expected to be potentially large. Clearly, this is the
mesoscopic regime (section 1.2.3). In this thesis, models designed to capture physical phenomena
like the ones described above are referred to as ’kinetic’ models. As will be seen, the name ’kinetic’
refers to the use of probabilistic distributions for the possible ’motions’ of model entities.
1.7 Crystal Plasticity Methods
The macro-scale phenomenon of plasticity observed in crystalline materials is fundamentally the
result of micro-scale ’slips’ on the crystal lattice [3]. Crystal plasticity (CP) methods attempt to
model plasticity by capturing the essence of this principle. CP models utilize continuous fields to
capture non-equilibrium variances due to micro-scale physical phenomenon. Therefore, a CP model
can be considered a meso-scale model or a kinetic model.
A slip within a crystal lattice can be mathematically characterized by two orthonormal vectors in
space: the normal to the slip plane ~n and the slip direction ~s, also known as the normalized Burger’s
vector. This pair of vectors is known as a ’slip system’. Due to the nature of a crystal lattice, only
a finite set of slip systems may be uniquely defined. For example, the face-centered-cubic (FCC)
crystal lattice has only 12 slip systems (see figure 1.5).
In a CP method, the state of each slip system is accounted for as a unique entity and the total
plastic deformation is assumed to be the result of a sum of effects from each system. This is what
makes the model a meso-scale model. This approach requires the definition of the stressed state of
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Figure 1.5: FCC unit cell (a), principal directions (b), arrangement of atoms in close-packed plane
(c), stacking sequence (d) [3]
each slip system. Schmid’s law [35] defines the resolved shear stress τi on the ith slip system as a
function of the applied stress σ and the unitary slip plane normal −→ni and slip direction −→si ,
τi = σ :
−→si ⊗−→ni . (1.26)
The definition of resolved shear stress is common to all CP methods. The feature that distinguishes
one CP method from another is a constitutive law that defines the shear rate on each slip system,
denoted by γ˙i. The shear rate is usually defined as a function of τi, a critical shear stress τ ci , and
possibly other slip system state variables γ˙i = γ˙i(τi, τ ci , . . .). These constitutive laws may be either
phenomenological or physics-based. An illustrative example of a phenomenological constitutive law
[2] is given by
γ˙i = γ˙0
∣∣∣∣ τiτ ci
∣∣∣∣1/m sgn(τi), (1.27)
where γ˙0 is a reference shear rate and m is a material parameter determining the rate sensitivity of
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slip. The physical effect of (1.27) is apparent: the critical shear stress τ ci acts as the ’yield stress’ for
the system i. When the resolved yield stress τi is small with respect to τ ci the shear rate is close to
zero, and when τi is near or greater than τ ci , the shear rate has non-negligible magnitude. In this
formulation, τ ci is itself a dynamic variable which can be prescribed in such a way to empirically
acount for hardening.
Physics-based constitutive laws in CP methods are typically based on internal variables related
to the state of dislocations within the crystal lattice [2]. As stated above, plasticity is the result of
slips along planes within a crystal lattice. However, slips of crystal planes do not usually extend
across an entire crystalline object, or else the shear stresses required to cause a plastic deformation
would be much higher than observed. Slips of crystal planes which terminate inside a crystal lattice
must be accomodated by ’dislocated’ molecules. These are molecules which reside in non-equilbrium
positions relative to the local crystal lattice in order to allow an overall energetically preferable state,
such as a finite-length slip. Dislocations are the mathematical characterization of this phenomenon.
A dislocation is the border of an area between two crystal planes which have been shifted with
respect to one another [3]. For a dislocation caused by a slip on a crystal lattice, a segment of the
dislocation can be uniquely distinguished by the slip plane normal ~n, slip direction ~s and the line
direction ~l, defined as the tangent vector to the dislocation at that point. The dislocation segment is
characterized by the orientation of the slip direction with respect to the line direction (see figure
1.6). Where the line direction is perpendicular to the slip direction (~l · ~s = 0), the dislocation is
characterized as ’edge’ dislocation. Where the line direction is parallel to the slip direction (~l ·~s = 1),
the dislocation is characterized as ’screw’ dislocation. Everywhere else the dislocation has ’mixed’
character.
Dislocation density is a scalar measure of the content of dislocation within a volume. It is defined
as the length of dislocation lines per unit volume, thus having units inverse length squared. In a
CP method, dislocation density is a ’mesoscopic variable’. That is, it is a variable that captures
microscopic effects subject to non-equilibrium variation, yet is still assumed to be a continuous
function of space and time. Further, the dislocation density can be split up amongst the different
types of dislocation as well as the slip system on which the dislocation content occurs. These
dislocation densities are denoted by ρci , where i is the index of the slip system and c is the character
of dislocation (edge or screw for example).
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Figure 1.6: Undeformed crystal lattice (a), edge dislocation (b), screw dislocations (c,d) [3]
Physics-based constitutive laws define the dependence of the shear rate on the dislocation densities
in addition to the resolved shear stress [2],
γ˙i = γ˙i(τi, ρ
edge
i , ρ
screw
i , . . .). (1.28)
This constitutive law is supplemented by evolution equations for each type of dislocation density
(1.29),
dρci
dt
+∇ · (ρci~vci ) = Φci . (1.29)
Among other things, these evolution equations account for: transport of the dislocation density
by the background motion of the medium dρ
c
i
dt , transport due to the motion of dislocations with
respect to the crystal lattice ∇ · (ρci~vci ), and the generation and annihilation of dislocations due to
plastic deformation Φci .
In typical practice a CP method is not used, like LBM, as a replacement for some continuum
model. Rather, a CP method runs concurrently with a continuum model and the two models
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exchange information as needed. Compatible continuum models must account for the elastic and
plastic parts of the deformation gradient as defined in section 1.5.4. The CP model is linked to the
continuum model by the plastic velocity gradient Lp,
Lp =
∑
i
γ˙i
−→si ⊗−→ni , (1.30)
and appears through (1.25). Equation (1.30) imposes the effect that the evolution of plastic
deformation depends on the sum of contributions from each slip system and that this dependence
comes through the definition of the shear rates on each system.
CP methods were not designed with multiphase problems in mind. Yet, they can be easily
extended to modeling the multiphase problem of grain interaction with some simple modifications.
As discussed in section 1.5.4, the elastic part of the deformation gradient F e is the mapping from the
lattice configuration to the current configuration. Therefore, the orientation of crystal grains can be
captured by F e. In particular, by QR decomposition, F e can be computed as the product F e = OTU
where O is an orthonormal matrix. For rotationally invariant constitutive laws, the dependence
of the stress on F e should come through U alone, σ(F e) = σ(U). Thus, O can interpreted as the
crystal orientation and U the ’elastic stretch tensor’, the piece of the deformation which actually
contributes to stress.
Through the evolution of F e within a continuum simulation, both the crystal orientation and
elastic stretch may change. This may only have an effect if some part of the model has dependence on
the crystal orientation. One way to do this is by introduction of ’blocked’ and ’unblocked’ dislocation
densities [36]. Unblocked dislocation densities are those, like the ones described above, in the interior
of a grain and unaffected by grain boundaries. Blocked dislocation densities are those at or near
a grain boundary. Physically, dislocations at a grain boundary cannot extend into a neighboring
grain because of the differing orientation. The model captures this effect by blocking the transport
of dislocation density at grain boundaries, thereby introducing a ’blocked’ species of dislocation. If,
during the simulation, two neighboring grains come to be oriented in a compatible way, blocked
dislocations at the boundary become unblocked, and, in a mathematical sense, the two grains become
one.
The idea of mathematically connecting plastic deformation to shearing on specific slips systems
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has its roots in the 1920s work [37] and [38]. In the 1970s, [39, 40, 41] extended this formulation to
empirical constitutive laws for the plastic velocity gradient Lp. Numerical analysis of a CP model
was first performed in 1982 by [42] using a finite element method. The use of dislocation density as
a state variable in the context of CP was developed in [43, 44, 45]. The treatment of geometrically
necessary dislocations and statistically stored dislocations within a dislocation-density based CP
model was explored in [46, 47, 48, 49]. Growth and annihilation mechanisms of dislocation density
were implemented within CP models in [50, 51, 52, 53]. In [54, 55], grain boundary effects were
considered in CP models. Equations for dislocation density transport were proposed in [36, 52].
1.8 Continuum-Kinetic Modeling Approach
Having described the nature of multiphase problems and the methods used for modeling multiphase
problems on each of the three relevant scales, it is now possible to discuss and motivate the approach
developed in this thesis. As made apparent in section 1.1, the distinguishing features of two phases
are most naturally described on the micro-scale. In a single-phase continuum model, it may be
reasonable to derive a phenomenological constitutive law which captures the macro-scale behaviour
of the micro-scale characteristics of the phase. However, when two phases interact it is no longer valid
to assume the molecules at the interface will behave in the same predictable way as the molecules
which are neighbored by only molecules of the same phase. This problem can be viewed from a few
different perspectives. In one, the molecules at the interface can be viewed as departing from the
thermodynamic equilibrium of non-interface molecules, thus necessitating a non-equilibrium model.
In a second perspective, the interfacial physics is viewed as requiring a physics-based model specific
to a given phase pair. Both of these perspectives suggest a meso or micro-scale model should be
used to simulate a multiphase problem for the objective of physical accuracy. For the objective of
computational practicality, a kinetic model is an effective choice because it has far fewer degrees of
freedom than a micro-scale model.
Nevertheless, most studies use a strictly continuum approach akin to the models described in
section 1.5. The most obvious motivation is continuum models have fewer degrees of freedom and are
overall less complex than kinetic models. Therefore computational solvers are simpler to implement
and more efficient to run. These considerations are, of course, secondary to the question of physical
accuracy. Multiphase continuum methods may achieve physical accuracy in certain cases by the use
of experimentally-calibrated phenomenological models of the interfacial physics. While this may
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be sufficient in many applications, this approach does have downsides. Phenomenological models
are derived only from observation of the outcome of a physical phenomenon and do not consider
outcomes that may result under different circumstances. Therefore, it is crucial that the simulation
is run under similar conditions as the experiment used to calibrate the model. In other words, the
physical state of the system must stay within the range of states explored by the experiment. Due
to the requirement of experimental calibration, the development of the model must be repeated for
each desired phase-pair. This could be time-consuming and costly if it is desired to simulate several
phase pairs. Finally, in engineering, the practical purpose of a model is usually to replace experiment
in the process of developing new technology. If experiment is required to calibrate the model, the
model has minimal value.
In theory, a true physics-based model requires no experimental calibration. Any parameters that
appear in the model are fundamental physical constants which are either known or easily obtained.
In practice, models that are physically-inspired, or which are based on some more fundamental
level of physics, are refered to as ’physics-based’ models. These models have parameters that, while
physically-inspired, are not known a priori . The CP model described in section 1.7 could be classified
in this way. However, unlike phenomenological models, the parameters in a physics-based model
can be determined in simpler ways than expensive experiments. One such way is to use a trusted
micro-scale model to simulate a small-scale physical scenario that somehow reveals the value of a
parameter that appears in the physics-based model. In this way, the computationally expensive
micro-scale simulation is used once on a practically-sized problem and its results are used thereafter
in a meso-scale simulation of large-scale practically-relevant problems.
The approach developed in this thesis attempts to combine the use of continuum and kinetic
models in a way that capitalizes on the advantages of each as summarized above. Generally, the
approach is based on recognizing regions of the spatial domain which are better suited for either
the continuum or kinetic model. The spatial separation of models can be acchieved using adaptive
mesh-refinement as illustrated in figure 1.7. On the coarsest grid, the continuum model is employed.
Cells that are determined to be needing a kinetic description are flagged for refinement. These
include cells that are near a phase interface or have a state that is outside some equilibrium range.
Sub-domains, on which finer grids are assembled, are chosen in such a way as to optimize the fraction
of flagged cells within each sub-domain. The kinetic model is employed on the finer grids and the
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results are used to update the continuum data on the coarse grid.
Figure 1.7: Adaptive mesh refinement hones in on phase interface
The primary benefit of this approach is to balance efficiency and accuracy in the overall model.
The use of the computationally expensive kinetic model is restricted to small domains near a phase
interface or non-equilibrium section; areas where the kinetic model is theoretically more accurate.
The computationally efficient continuum model is used everywhere else, in areas where continuum
assumptions are valid. This approach also provides a nice way to implement macro-scale boundary
conditions on a meso-scale model. The macro-scale forcings may be applied on the coarse continuum
grid, and subsequently applied to the kinetic model by the mapping of continuum to kinetic variables.
The continuum-kinetic approach isn’t necessarily suited for every multiphase application. For
instance, in some applications a purely continuum model may be sufficient for modeling purposes. In
other applications, a kinetic model may be required for nearly the entire spatial domain, thus making
the combined use of a continuum model excessive. This approach is best suited for a specific class of
problems in which non-negligible meso-scale physical processes, occuring in a small portion of the
spatial domain such as a phase interface, are critically linked to macro-scale physical phenomena.
The details of the approach depend on the application. In the case of crystalline solids, an
elastic model is solved on both the continuum and kinetic scale. The only difference is the plastic
constitutive law used to close the equations. On the continuum scale, a phenomenological plasticity
law is used. On the kinetic scale, a CP model is used to determine plastic deformation.
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1.9 Cold Spray
Cold Spray (CS) is a particle deposition process in which micron-scaled metal powder is sprayed
onto a surface, gradually building up a new layer of material. CS was initially developed in the
mid 1980s at the Siberian Division of the Russian Academy of Science as a coating technique [56].
Powder particles in sizes ranging from a few microns to tens of microns are transported through a
spray gun by a carrier gas. Particle speeds typically reach just over a kilometer per second, though
lesser speeds are sufficient for succesful spraying. Upon impact with the spraying surface, also called
the substrate, particles undergo significant plastic deformation and a bonding mechanism that causes
the particle to stick to the surface. An image of the crossection of an impacted particle is shown in
figure 1.8.
Figure 1.8: Crossection of a copper particle embedded in an Al 7050 substrate [4]
CS is a kinetic-energy-driven process. Experimental studies [57, 58] have yielded evidence of a
critical impact speed at which particles must exceed in order to succesfully bond with substrate.
Cold Spray’s cousin, Thermal Spray [59], involves heating the carrier gas beyond the melting point
of the metal so that particles are in partially molten state upon impact. In this process, bonding is
explained by the rehardening [60] of the liquified surfaces between particle and substrate. Since CS
does not involve melting [56], at least not on any significant scale, the material properties of the
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sprayed material are closely related to the crystal structure of the ingoing powder. This enables a
greater contol over resulting microstructural properties of sprayed materials.
Of interest in CS applications is the deposition efficiency, that is the mass fraction of powder
that ultimately adheres to the substrate. High deposition efficiency is caused by a large percentage
of impacting particles traveling above their respective critical velocities. Critical velocity is obviously
closely connected to the physical mechanism responsible for bonding between particle and impact
surface. Therefore, optimization of deposition efficiency requires an understanding of the bonding
mechanisms.
The primary bonding mechanism in CS is a topic of much debate. Several mechanisms have been
proposed: mechanical interlocking, localized melting at impact interface [61, 62], intimate contact
[5, 63], and adiabatic shear instability [64, 65]. Mechanical interlocking occurs when the plastic
deformation of the particle and substrate lead to an impact geometry that ’locks’ the particle to the
substrate. Localized melting [61, 62] and rehardening of the surfaces at impact could explain bonding.
However, evidence of melting is not always found in succesfully bonded particles [56]. Intimate
contact [5, 63] is the theory that plastic deformation and the high pressure of impact lead to the
disintegration of thin oxide films on the surface of the particle allowing the surfaces to come into close
enough contact to form molecular bonds. Studies [64, 65] have linked the onset of adiabatic shear
instability to the onset of succesful bonding. Adiabatic shear instability is a phenomenon within
metal solids that occurs under very high strain rate. The instability is characterized by the metal
exhibiting liquid-like behaviour at temperatures below the usual melting point. The appearance of
a material ’jet’ (figure 1.9) flowing out from the interface is evidence of adiabatic shear instability
occuring within the particle. Therefore, evidence of jetting is often viewed as a requirement for
succesful bonding.
CS is an inherently multiphase problem. In addition to the obvious implication of one material
being sprayed onto a different material, the crystalline structure of a single material has been
demonstrated experimentally to be an important factor in CS. As discussed in section 1.1, the
interaction of grains in a crystalline material can be viewed as a multiphase problem. In [6], the
evolution of Aluminum 6061 powder particles during cold spraying was experimentally observed by
electron microscopy of both the as-sprayed powder and deposit. Whereas the powder tended to have
spatially uniform microstructural characteristics such as average grain size and shape, the structure
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Figure 1.9: Jetting phenonmenon in CS single particle impact [5]
of the deposited layer was not uniform in space (figure 1.10). In particular, re-crystallization of grains
was observed near impact interfaces; the grain sizes tended be larger at the cores and smaller near
the edges of what once were individual particles. In [66], the microstructure of Titanium powder was
analyzed under various pre-spray heat treatments. Pre-spray heat treatment was shown to have a
noticeable effect on powder micostructure, and the implications of these effects on resulting material
properties of sprayed deposits were noted. Several studies [67, 68, 69, 70, 71, 72] have analyzed
the micro-structure of CS deposits of various materials. These studies confirm the lack of spatial
homogeneity of microstructure in CS deposits.
1.9.1 Cold Spray Modeling
Having been discovered in the mid 90s, modeling of CS did not begin until the late 90s. Early CS
models focused on elucidating the nature of bonding between particle and surface, thereby providing
a prediction of the critical velocity. The purpose of these models was to reduce the cost of CS
by offering insight that could improve the deposition efficiency of a spray. For this purpose alone,
modeling efforts needed not attempt to predict microstuctural features. Phenomenological models
of plasticity would therefore be sufficient to narrow the experimental search window for critical
velocity. Furthermore, the modeling of a single particle impact by itself was usually enough to
provide valuable insight on the physical processes behind particle adhesion. Even in more advanced
models, like the one propsed in this thesis, the single particle impact is used as the basic element of
CS modeling. Once a single particle impact model has been validated, multiple particle impacts can
be simulated which may provide more insight on the material properties of deposits.
Some of the earliest CS models [5, 63] used the CTH [73] code developed at Sandia National
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Figure 1.10: EBSD image of cold-sprayed Al 6061 crossection [6]
Laboratories to explore the nature of CS particle adhesion through the modeling of single particle
impacts. The CTH code solves conservation laws in a two-step finite volume scheme. The first step
approximates the solution to the conservation laws on a deformable Lagrangian mesh. The second
step interpolates this data back to the original fixed Eulerian mesh. Therefore, overall the scheme can
be viewed as Eulerian. Even the earliest CS modeling studies recognized that the large deformation
and liquid-like flow in a CS impact would cause numerical problems. Their solution to the problem
was to use an Eulerian description. In the CTH code, plasticity is introduced by an elastic-predictor
plastic-corrector approach. If, after an elastic step, the predicted stress is outside the yield surface,
the stress is projected back onto the yield surface in such a way as to most rapidly dissipate deviatoric
stress. In these studies, either the Steinberg-Guinan-Lund [74] or Zerilli-Armstrong [75] plasticity
models were employed.
In [64] and [65], Lagrangian finite element modeling of a CS single particle impact was carried
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out using the commerical software ABAQUS/Explicit. These studies used the numerical modeling
results to validate the proposal of the adiabatic shear instability as the dominant bonding mechanism
in CS. In [64], a sharp jump in plastic strain was observed near contact areas and associated with
the onset of the adiabatic shear instability. The adiabatic shear instability has since been one of
the predominant theories for CS particle adhesion. Other Lagrangian finite element models of CS
include [76, 77].
The use of a Lagrangian mesh, while being ideal for precisely capturing material interfaces, is not
ideal for the large deformations seen in CS. In particular, large deformation can lead to convoluted
mesh distortion which must be dealt with in some way. Finite element modeling studies began
to deal with this problem by using ALE [4, 61, 78, 79, 80] and fully Eulerian [81, 82] descriptions.
These models used either ABAQUS or LS-DYNA commerical finite element software. In [78], it was
shown that the sharp jump in plastic strain observed in [64] is no longer witnessed when using the
ALE description as opposed to the Lagrangian description. This result casts some doubt on the
adiabatic shear instability as the primary bonding mechanism.
The smoothened particle hydrodynamics (SPH) method has been used [83, 84, 85] as an alternative
to finite element modeling to deal with the issues associated with Lagrangian mesh distortion in
CS single particle impacts. The SPH method does not use any type of mesh. Rather, SPH uses
representative particles to capture all relevant model physics. Conservation of mass, momentum,
and energy are enforced by integration kernels which give weight only to the interaction of nearby
particles. One issue with SPH is the clustering or thinning of particles that occurs when the material
is compressed or stretched [83]. In [85], the SPH model was compared to both Lagrangian and
Eulerian finite element models of CS impact. It was shown that the SPH model yields qualitatively
similar results to the previously existing models.
Nearly all [4, 61, 64, 65, 76, 77, 78, 79, 80, 81, 82, 83, 84, 85] of the models described above use
the Johnson-Cook [86] plasticity model. The Johnson-Cook model is an experimentally calibrated
constitutive law that takes into account strain hardening, strain-rate sensitivity, and thermal softening.
Unfortunately, it has been shown [87] that the Johnson-Cook model does not accurately predict
the yield stress for the entire range of strain rates seen in a cold spray impact. In particular, the
Johnson-Cook model does not predict the level of strain-rate hardening seen in experiment. The same
study showed the Preston-Tonks-Wallace (PTW) [88] model, which is a scalar yield-stress model
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based on consideration of dislocation motion, attained the closest results compared to experiment.
While the dominant bonding mechanism is still an open question, more recently the focus of
CS modeling has shifted to include the prediction of material properties of deposits. Obviously,
the material properties of a deposit will depend on spray parameters like gas temperature, spray
speed, and particle size. However, as discussed above, the microstructure of ingoing powder and its
evolution during impact are non-negligible factors in the resulting material properties of sprayed
deposits. Therefore, it seems inevitable that a model for predicting material properties must account
for microstructure in some way. Since optimization of material properties is well-studied, both
experimentally and numerically, with respect to the most obvious spray parameters, accounting for
microstucture might be the most important contribution modeling can make to CS going forward.
Indeed, consideration of microstructure introduces a much larger parameter space than before, making
experimental optimization costly and time-consuming. Modeling that can reduce the experimental
search space could be extremely valuable.
Unfortunately, modeling to this end has been limited in scope. In [89], the PTW model was used
as a constitutive law in a Lagrangian finite element model of CS impact using ABAQUS/Explicit.
The PTW model [88] is a physics-based plastic constitutive law developed for high strain rate loading
conditions. The model is developed based on consideration of dislocation evolution, a meso-scopic
physical process dependent on crystalline microstructure. Therefore, many of the model parameters
can be determined by theory as opposed to experimental calibration. However, while being inspired
by dislocation theory, the model itself does not explicitly capture microstructure. There are no
additional state variables which track the evolution of microstructure. Thus, there is no way to
predict the effects of differing microstructure in the initial powder.
Molecular dynamics models have been used to model thermal spray impacts [90, 91]. However,
these models were limited to particle diameters of ones to tens of nanometers. Additionally, since
particles are molten upon impact in thermal spray, an amorphous initial structure of particle and
substrate is assumed. This assumption cannot be made for CS. It would also be computationally
prohibitive to run an MD simulation for realistic sized CS powder particles. Nevertheless, MD can
still be useful for understanding the physical processes in a CS impact. In [92], small scale impacts
were simulated by MD to provide insight on adhesion and dislocation evolution in CS.
The model developed in this thesis takes inspiration from the past numerical studies of CS as well
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as the overall modeling objectives. As noted in previous studies, an Eulerian grid is adopted in order
to avoid the potential issue of extreme mesh distortion encountered by Lagrangian studies. A crystal
plasticity model is used to account for the effects of microstructural evolution. Microstructure may
have an effect on this model in two ways: through the rotation of grains which cause the directions
of dislocation motion to change, and through the blockage of dislocation motion at grain boundaries.
Since the CP model is physics-based its parameters may be calibrated by small-scale MD simulations,
like in [92], as opposed to experimental calibration. This feature is essential to the utility of the
model in prediction of material properties. If it were necessary to experimentally calibrate the model,
the original purpose of the model would be defeated.
A long term goal of the modeling project is to develop the capability to use both Johnson-Cook
and CP models concurrently at different places in the simulation domain. This would use the
approach illustrated in figure 1.7 in which the CP model would be employed in fine sub-grids focused
on impact interface while the JC model would be used everywhere else. This approach would mitigate
the computational expense from using the more complex CP model while still capturing the most
important microstructural effects.
1.10 Outline
The remainder of the thesis is outlined as follows. Chapter 2 covers the phyical and mathematical
models. The chapter starts with the simplest of solid mechanics models, linear elasticity, and
progresses to more advanced models, such as hyper-elastoplasticity. The chapter also covers plastic
closures: continuum-scale phenomenological models and the kinetic-scale CP model. Chapter 3
covers the numerical methods specially designed to solve the models presented in chapter 2. In
chapter 4, a validation study of the model and numerical solution is performed. Chapter 5 applies
these models and numerical solvers to simulating CS particle impacts. Chapter 6 discusses the
results from chapter 5 and the future work planned to drive the modeling forward.
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CHAPTER 2
Models
2.1 Linear Elasticity
A linear elastic model encompasses all constitutive models in which the dependence of the stress
on the components of the deformation gradient (1.18) are linear. Typically, this means the stress
is a linear function of strain and the strain a linear function of deformation. This type of model
can be viewed as a linear approximation of the ’true’ relationships between stress and strain; strain
and deformation. Therefore, linear models are only valid under specific physical conditions. First, a
linear approximation of strain requires the deformation to be small. Second, a linear approximation
of stress can mean one of two things: the loading of an elastic material must stay within the linear
regime, or, in an elasto-plastic material, the onset of plastic deformation should come well before
the non-linear regime. While these conditions are constrictive, if a simulation is expected to stay
within these bounds, there is no reason not to use a linear model. Linear elastic models are simple
to implement and are usually more computationally efficient than non-linear models.
The linear approximation of any physical strain tensor is equal to the Cauchy strain,
 =
1
2
(F + F T )− I, (2.1)
more commonly written in terms of the displacement
 =
1
2
(∇ ~X~u+∇ ~X~u). (2.2)
In a simple linear stress-strain model, stress can be defined as
σ = λtr()I + 2µ, (2.3)
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or, in terms of displacements,
σij = λ
(
∂ux
∂X
+
∂uy
∂Y
+
∂uz
∂Z
)
+ µ
(
∂ui
∂Xj
+
∂uj
∂Xi
)
, (2.4)
where λ and µ are the Lamé coefficients. These coefficients are related to the speed of compressional
and shear waves by
cp =
√
λ+ 2µ
ρ
, (2.5)
cs =
√
µ
ρ
. (2.6)
To utilize this constitutive law in a system of first order PDEs, the rate form of the equation is used
dσij
dt
= λ
(
∂vx
∂X
+
∂vy
∂Y
+
∂vz
∂Z
)
+ µ
(
∂vi
∂Xj
+
∂vj
∂Xi
)
. (2.7)
This type of model, in which the rate-form of the constitutive law is used as opposed to (2.3), is
called a hypo-elastic model.
The rate-form equations (2.7) are combined with conservation of momentum equations (1.12) to
form a closed system of equations. Since the stress (2.3) is symmetric, there are nine unique state
variables in 3D (three velocity components, 6 stress components). Further, since small deformation
is an assumption of the linear strain model (2.1), a Lagrangian formulation is employed, so the
material derivative is simply
d
dt
→ ∂
∂t
(2.8)
Also, in a Lagrangian model, the density of a material point remains equal to the initial density
ρ( ~X, t) = ρ( ~X, 0) = ρ0( ~X) (2.9)
Taking everything into consideration, the full system can be written as
∂σxx
∂t
− (λ+ 2µ)∂vx
∂X
− λ∂vy
∂Y
− λ∂vz
∂Z
= 0 (2.10)
∂σyy
∂t
− λ∂vx
∂X
− (λ+ 2µ)∂vy
∂Y
− λ∂vz
∂Z
= 0 (2.11)
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∂σzz
∂t
− λ∂vx
∂X
− λ∂vy
∂Y
− (λ+ 2µ)∂vz
∂Z
= 0 (2.12)
∂σxy
∂t
− µ∂vy
∂X
− µ∂vx
∂Y
= 0 (2.13)
∂σyz
∂t
− µ∂vz
∂Y
− µ∂vy
∂Z
= 0 (2.14)
∂σzx
∂t
− µ∂vz
∂X
− µ∂vx
∂Z
= 0 (2.15)
∂vx
∂t
− 1
ρ0
∂σxx
∂X
− 1
ρ0
∂σxy
∂Y
− 1
ρ0
∂σzx
∂Z
= 0 (2.16)
∂vy
∂t
− 1
ρ0
∂σxy
∂X
− 1
ρ0
∂σyy
∂Y
− 1
ρ0
∂σyz
∂Z
= 0 (2.17)
∂vz
∂t
− 1
ρ0
∂σzx
∂X
− 1
ρ0
∂σyz
∂Y
− 1
ρ0
∂σzz
∂Z
= 0 (2.18)
2.1.1 Vector Form of System
In vector form, the equations can be written
∂q
∂t
+A
∂q
∂X
+B
∂q
∂Y
+ C
∂q
∂Z
= 0 (2.19)
with
q =
(
σxx σyy σzz σxy σyz σzx vx vy vz
)T
, (2.20)
A =

0 0 0 0 0 0 −λ− 2µ 0 0
0 0 0 0 0 0 −λ 0 0
0 0 0 0 0 0 −λ 0 0
0 0 0 0 0 0 0 −µ 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −µ
−1/ρ0 0 0 0 0 0 0 0 0
0 0 0 −1/ρ0 0 0 0 0 0
0 0 0 0 0 −1/ρ0 0 0 0

, (2.21)
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B =

0 0 0 0 0 0 0 −λ 0
0 0 0 0 0 0 0 −λ− 2µ 0
0 0 0 0 0 0 0 −λ 0
0 0 0 0 0 0 −µ 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 −µ
0 0 0 −1/ρ0 0 0 0 0 0
0 −1/ρ0 0 0 0 0 0 0 0
0 0 0 0 −1/ρ0 0 0 0 0

, (2.22)
C =

0 0 0 0 0 0 0 0 −λ
0 0 0 0 0 0 0 0 −λ
0 0 0 0 0 0 0 0 −λ− 2µ
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −µ 0
0 0 0 0 0 0 −µ 0 0
0 0 0 0 0 −1/ρ0 0 0 0
0 0 0 0 −1/ρ0 0 0 0 0
0 0 −1/ρ0 0 0 0 0 0 0

. (2.23)
2.1.2 Eigenstructure
The matrices B and C can be obtained by simple permutations of the matrix A. Therefore, only
the eigenstructure of A is derived here. A can be diagonalized as
A = RΛR−1 (2.24)
where the eigenvalues are given by
Λ = diag(−cp, cp,−cs, cs,−cs, cs, 0, 0, 0) (2.25)
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and the right eigenvector matrix is given by
R =

λ+ 2µ λ+ 2µ 0 0 0 0 0 0 0
λ λ 0 0 0 0 0 1 0
λ λ 0 0 0 0 0 0 1
0 0 µ µ 0 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 µ µ 0 0 0
cp −cp 0 0 0 0 0 0 0
0 0 cs −cs 0 0 0 0 0
0 0 0 0 cs −cs 0 0 0

. (2.26)
The first two columns of R correspond to backward and forward moving compressional wave modes.
The third and fourth columns of R correspond to backward and forward moving shear wave modes
in the y-direction. The fifth and sixth columns of R correspond to backward and forward moving
shear wave modes in the z-direction. The last three columns correspond to contact modes that carry
information about the constitutive law.
The solution of
Rα = ∆q (2.27)
is given by
α1 =
∆vx
2cp
+
∆σxx
2ρc2p
, (2.28)
α2 = −∆vx
2cp
+
∆σxx
2ρc2p
, (2.29)
α3 =
∆vy
2cs
+
∆σxy
2ρc2s
, (2.30)
α4 = −∆vy
2cs
+
∆σxy
2ρc2s
, (2.31)
α5 =
∆vz
2cs
+
∆σzx
2ρc2s
, (2.32)
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and
α6 = −∆vz
2cs
+
∆σzx
2ρc2s
. (2.33)
2.2 Hyper-elasticity
In general, the relationship between stress and deformation (1.18) is non-linear and the choice of
stress as a state variable as in linear elasticity leads to complicated expressions. Hyper-elastic models
[93, 94, 95] are one way to avoid this problem. In a hyper-elastic model, the components of the
deformation gradient, rather than the components of stress, are treated as the state variables. Since
the deformation gradient is not necessarily symmetric, this comes at the cost of three additional
state variables, but this cost is well worth the avoided complexity of using the rate form of stress.
The deformation gradient is accounted for in rate form by (1.21). A complete hyper-elastic model
couples (1.21) with the conservation of mass (1.11), momentum (1.12), and energy (1.13) equations.
The hyper-elastic system of equations is non-linear, but, most importantly, it’s a first-order system
of PDEs.
Another defining feature of a hyper-elastic model is that the specific internal energy is defined as
a ’strain-energy’ potential. This means the internal energy is defined as a function of the deformation
gradient and entropy S
ε = ε(F, S), (2.34)
the Cauchy stress is related to the internal energy by
σ = ρ
∂ε
∂F
F T , (2.35)
and the temperature T is defined as
T =
∂ε
∂S
. (2.36)
The total energy E is the sum of kinetic energy and internal energy
E =
1
2
~v · ~v + ε. (2.37)
Using (1.12), (1.21), (2.35), (2.36) and (2.37) the conservation of energy equation (1.13) can be
38
simplified.
ρ~v · d~v
dt
+ ρ
∂ε
∂F
:
dF
dt
+ ρ
∂ε
∂S
dS
dt
= ∇ · (σ~v)
~v · (∇ · σ) + σ : ∇~v + ρT dS
dt
= ~v · (∇ · σ) + σ : ∇~v
ρT
dS
dt
= 0
dS
dt
= 0 (2.38)
This calculation shows that prescribing the stress by (2.35) automatically satisfies conservation of
energy. The conservation of energy equation reduces to the condition that the entropy at a material
point remain constant. Therefore, if the inital entropy is uniform in space
S( ~X, 0) = S0, (2.39)
then the energy equation is a redundant addition to the hyper-elastic system of equations. In other
words, energy will be conserved for any exact solution of (1.11), (1.12), and (1.21). For that reason,
it will be left out in further considerations. However, it should be noted that, in practice, energy is
not guaranteed to be conserved. This is because numerical approximations are not exact solutions.
Artifacts of approximation such as numerical diffusion and grid effects will lead to a loss of energy.
Energy can only be conserved by special consideration of the energy equation in a numerical solution
of the equations of hyper-elasticity. This thesis does not explore this topic, but it is a noteworthy
deficiency of the current model.
The model can be simplified further by recognizing
ρ =
ρ0
det(F )
, (2.40)
where ρ0 is the initial density as defined in (2.9). It can be seen that (2.40) is a solution to the
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conservation of mass equation (1.11).
dρ
dt
= −ρ∇ · ~v
d
dt
(
ρ0
det(F )
)
= −ρ∇ · ~v
ρ0
det(F )2
d
dt
(det(F )) = −ρ∇ · ~v
ρ0
det(F )
tr
(
dF
dt
)
= −ρ∇ · ~v
−ρtr(∇~v) = −ρ∇ · ~v
−ρ∇ · ~v = −ρ∇ · ~v (2.41)
Thus the conservation of momentum (1.12) and deformation gradient rate-form (1.21) equations
form a closed hyper-elastic system. This is a system of 12 state variables and 12 equations (3 velocity
components and 9 deformation gradient components).
Both Lagrangian and Eulerian formulations of hyper-elasticity are common. Eulerian formulations
are typically required when components of the deformation gradient are not expected to be small in
magnitude. Both formulations are described in detail below.
2.3 Lagrangian Hyper-elasticity
In the Lagrangian frame, the Cauchy stress should be transformed to the current configuration
of material points. This results in the first Piola-Kirchoff stress,
σpk1 = det(F )σF−T = ρ0
∂ε
∂F
. (2.42)
This is the appropriate stress tensor to use in the Lagrangian frame. Further, the material derivative
should be replaced with the partial derivative with respect to time as in (2.8). Therefore, the
conservation of momentum equation becomes
∂~v
∂t
− 1
ρ0
∇ ~X · σpk1 = 0 (2.43)
and the rate-form of the deformation gradient equation becomes
∂F
∂t
−∇ ~X~v = 0 (2.44)
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Written in full detail, the twelve equations are
∂vx
∂t
− 1
ρ0
∂σpk1xx
∂X
− 1
ρ0
∂σpk1xy
∂Y
− 1
ρ0
∂σpk1xz
∂Z
= 0, (2.45)
∂vy
∂t
− 1
ρ0
∂σpk1yx
∂X
− 1
ρ0
∂σpk1yy
∂Y
− 1
ρ0
∂σpk1yz
∂Z
= 0, (2.46)
∂vz
∂t
− 1
ρ0
∂σpk1zx
∂X
− 1
ρ0
∂σpk1zy
∂Y
− 1
ρ0
∂σpk1zz
∂Z
= 0, (2.47)
∂Fxx
∂t
− ∂vx
∂X
= 0, (2.48)
∂Fyx
∂t
− ∂vy
∂X
= 0, (2.49)
∂Fzx
∂t
− ∂vz
∂X
= 0, (2.50)
∂Fxy
∂t
− ∂vx
∂Y
= 0, (2.51)
∂Fyy
∂t
− ∂vy
∂Y
= 0, (2.52)
∂Fzy
∂t
− ∂vz
∂Y
= 0, (2.53)
∂Fxz
∂t
− ∂vx
∂Z
= 0, (2.54)
∂Fyz
∂t
− ∂vy
∂Z
= 0, (2.55)
and
∂Fzz
∂t
− ∂vz
∂Z
= 0. (2.56)
2.3.1 Vector Form of System
In vector form, the equations can be written
∂q
∂t
+
∂f
∂X
+
∂g
∂Y
+
∂h
∂Z
= 0 (2.57)
where
q =
(
vx vy vz Fxx Fyx Fzx Fxy Fyy Fzy Fxz Fyz Fzz
)T
, (2.58)
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f(q) =
(
−σpk1xxρ0 −
σpk1yx
ρ0
−σpk1zxρ0 −vx −vy −vz 0 0 0 0 0 0
)T
, (2.59)
g(q) =
(
−σ
pk1
xy
ρ0
−σ
pk1
yy
ρ0
−σ
pk1
zy
ρ0
0 0 0 −vx −vy −vz 0 0 0
)T
, (2.60)
and
h(q) =
(
−σpk1xzρ0 −
σpk1yz
ρ0
−σpk1zzρ0 0 0 0 0 0 0 −vx −vy −vz
)T
. (2.61)
Alternatively, the system can be written in terms of Jacobian matrices
∂q
∂t
+A
∂q
∂X
+B
∂q
∂Y
+ C
∂q
∂Z
= 0 (2.62)
where
A =
∂f
∂q
,B =
∂g
∂q
, C =
∂h
∂q
. (2.63)
The Jacobian matrices can be written in simplified form as 4 by 4 matrices of 3 by 3 blocks
A =

0 −Axx −Axy −Axz
−I 0 0 0
0 0 0 0
0 0 0 0

(2.64)
B =

0 −Ayx −Ayy −Ayz
0 0 0 0
−I 0 0 0
0 0 0 0

(2.65)
C =

0 −Azx −Azy −Azz
0 0 0 0
0 0 0 0
−I 0 0 0

(2.66)
where
Ankij =
1
ρ0
∂σpk1in
∂Fjk
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2.3.2 Eigenstructure
Since B and C can be obtained by permutations of q and A, only the eigenstructure of A is
derived. The eigenvalues of the matrix A are determined by the zeros of the characteristic polynomial
|A− λI| = 0 (2.67)
The determinant of A− λI can be simplified using its block structure, and the following theorem. If
A,B,C,D are square matrices then
det

 A B
C D

 = det(AD− BD−1CD). (2.68)
Further, if CD = DC then
det

 A B
C D

 = det(AD− BC). (2.69)
Using this theorem, the characteristic polynomial can be reduced by
det(A− λI) = det

−λI −Axx −Axy −Axz
−I −λI 0 0
0 0 −λI 0
0 0 0 −λI

= det
 λ2I λAxx
λI λ2I

= det(λ4I − λ2Axx)
= λ6 det(λ2I −Axx) (2.70)
Therefore the eigenstructure of the entire 12 by 12 system can be derived from the eigenvalues and
eigenvectors of the simpler 3 by 3 matrix Axx. To see this, consider the eigendecomposition of Axx
Axx = QD2Q−1. (2.71)
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Substituting this expression into the characteristic polynomial, it is seen that
det(λ2I −QD2Q−1) = 0⇒ det(λ2 −D2) = 0. (2.72)
Therefore, the 6 nonzero eigenvalues of the Jacobian matrix correspond to the positive and
negative square roots of the 3 eigenvalues of the acoustic tensor. Including the 6 zero eigenvalues,
the complete eigenvalue matrix is given by
Λ =

−D 0 0 0
0 0 0 0
0 0 0 0
0 0 0 D

. (2.73)
The eigenvectors corresponding to the 6 non-zero eigenvalues are given by

±QD
Q
0
0

. (2.74)
This can be seen by evaluating

0 −Axx −Axy −Axz
−I 0 0 0
0 0 0 0
0 0 0 0


±QD
Q
0
0

=

−AxxQ
∓QD
0
0

=

−QD2
∓QD
0
0

= ∓

±QD
Q
0
0

D.
(2.75)
The eigenvectors corresponding to the zero eigenvalues are trivial to compute as

0
−(Axx)−1Axy
I
0

,

0
−(Axx)−1Axz
0
I

. (2.76)
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Thus, the complete matrix of right eigenvectors is given by
R =

QD 0 0 −QD
Q −(Axx)−1Axy −(Axx)−1Axz Q
0 I 0 0
0 0 I 0

. (2.77)
Left eigenvectors can be determined as
L =

DQ−1 Q−1Axx Q−1Axy Q−1Axz
0 0 I 0
0 0 0 I
−DQ−1 Q−1Axx Q−1Axy Q−1Axz

(2.78)
The product LR is given by
LR =

2D2 0 0 0
0 I 0 0
0 0 I 0
0 0 0 2D2

(2.79)
Since this matrix is diagonal, the inverse of the right eigenvector matrix can be computed by
re-normalizing the left eigenvectors
R−1 =

1
2D
−1Q−1 12D
−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz
0 0 I 0
0 0 0 I
−12D−1Q−1 12D−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz

(2.80)
2.4 Eulerian Hyper-elasticity
In Eulerian hyper-elasticity, the Cauchy stress (2.35) is the appropriate stress to use in the
conservation of momentum (1.12) equation. The material derivative is
d
dt
→ ∂
∂t
+ ~v · ∇. (2.81)
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The rate-form of the deformation gradient (1.21) must be modified to get the gradient in the current
configuration. This can be done by the chain rule and re-using the definition of F .
dF
dt
=
∂~v
∂ ~X
=
∂~v
∂~x
∂~x
∂ ~X
= (∇~v)F. (2.82)
Therefore the conservation of momentum and rate-form of the deformation gradient equations are
∂~v
∂t
+ ~v · ∇~v − 1
ρ
∇ · σ = 0 (2.83)
∂F
∂t
+ ~v · ∇F − (∇~v)F = 0 (2.84)
2.4.1 Vector Form of System
The system can be written in vector form as
∂q
∂t
+A
∂q
∂x
+B
∂q
∂y
+ C
∂q
∂z
= 0 (2.85)
where the vector of state variables is
q =
(
u v w Fxx Fyx Fzx Fxy Fyy Fzy Fxz Fyz Fzz
)T
(2.86)
and the Jacobian matrices can be written in block form
A =

vxI −Axx −Axy −Axz
−FxxI vxI 0 0
−FxyI 0 vxI 0
−FxzI 0 0 vxI

, (2.87)
B =

vyI −Ayx −Ayy −Ayz
−FyxI vyI 0 0
−FyyI 0 vyI 0
−FyzI 0 0 vyI

, (2.88)
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C =

vzI −Azx −Azy −Azz
−FzxI vzI 0 0
−FzyI 0 vzI 0
−FzzI 0 0 vzI

, (2.89)
where Ank are 3 by 3 matrices given by the following formulas
Ankij =
1
ρ
∂σin
∂Fjk
. (2.90)
2.4.2 Eigenstructure
Since B and C can be obtained by permutations of q and A, only the eigenstructure of A is
derived. The eigenvalues of the matrix A are determined by the zeros of the characteristic polynomial
|A− λI| = 0. (2.91)
Like the Lagrangian Jacobian matrices, the determinant of A− λI can be simplified using (2.69).
The characteristic polynomial can be reduced by
det(A− λI) = det

(vx − λ)I −Axx −Axy −Axz
−FxxI (vx − λ)I 0 0
−FxyI 0 (vx − λ)I 0
−FxzI 0 0 (vx − λ)I

= det
 (vx − λ)2I − FxyAxy − FxzAxz −(vx − λ)Axx
−(vx − λ)FxxI (vx − λ)2I

= det((vx − λ)4I − (vx − λ)2FxxAηx − (vx − λ)2FxyAxy − (vx − λ)2FxzAxz)
= (vx − λ)6 det((vx − λ)2I − FxxAxx − FxyAxy − FxzAxz)
= (vx − λ)6 det((vx − λ)2I − Ω) (2.92)
where
Ω = FxxA
xx + FxyA
xy + FxzA
xz. (2.93)
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The entire eigen-structure of the full 12 by 12 system can be derived from the eigenvalues and
eigenvectors of the much simpler 3 by 3 tensor Ω. To see this, consider the eigendecomposition of Ω
Ω = QD2Q−1. (2.94)
Substituting this expression into the characteristic polynomial, it is seen that
(vx − λ)6 det((vx − λ)2I −QD2Q−1) = (vx − λ)6 det((vx − λ)2I −D2) = 0. (2.95)
Therefore, the eigenvalues of the complete system are
Λ =

vxI −D 0 0 0
0 vxI 0 0
0 0 vxI 0
0 0 0 vxI +D

. (2.96)
The system has 6 contact modes corresponding to the eigenvalues vx. The modes corresponding to
the eigenvalues vxI ±D represent forward and backward moving elastic p-wave and s-wave modes.
The eigenvectors corresponding to the non-contact modes are given by

±QD
FxxQ
FxyQ
FxzQ

. (2.97)
48
This can be see by evaluating the matrix product.
(A− vxI)

±QD
FxxQ
FxyQ
FxzQ

=

0 −Axx −Axy −Axz
−FxxI 0 0 0
−FxyI 0 0 0
−FxzI 0 0 0


±QD
FxxQ
FxyQ
FxzQ

=

−ΩQ
∓FxxQD
∓FxyQD
∓FxzQD

= ∓

±QD2
FxxQD
FxyQD
FxzQD

= ∓

±QD
FxxQ
FxyQ
FxzQ

D (2.98)
The eigenvectors corresponding to the contact modes can be computed as

0
−FxxΩ−1Axy
I − FxyΩ−1Axy
−FxzΩ−1Axy

,

0
−FxxΩ−1Axz
−FxyΩ−1Axz
I − FxzΩ−1Axz

. (2.99)
Thus, the complete matrix of right eigenvectors is given by
R =

QD 0 0 −QD
FxxQ −FxxΩ−1Axy −FxxΩ−1Axz FxxQ
FxyQ I − FxyΩ−1Axy −FxyΩ−1Axz FxyQ
FxzQ −FxzΩ−1Axy I − FxzΩ−1Axz FxzQ

. (2.100)
Left eigenvectors can be determined in a similar way as
L =

DQ−1 Q−1Axx Q−1Axy Q−1Axz
0 −FxyI FxxI 0
0 −FxzI 0 FxxI
−DQ−1 Q−1Axx Q−1Axy Q−1Axz

. (2.101)
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The product LR is
LR =

2D2 0 0 0
0 FxxI 0 0
0 0 FxxI 0
0 0 0 2D2

. (2.102)
Since this matrix is diagonal, the inverse of the right eigenvector matrix can be computed by
re-normalizing the left eigenvectors
R−1 =

1
2D
−1Q−1 12D
−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz
0 −FxyFxx I I 0
0 −FxzFxx I 0 I
−12D−1Q−1 12D−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz

. (2.103)
2.5 Hyper-elastic Constitutive Laws
The elastic potential (2.34) must satisfy certain constraints in order to guarantee conservation
of angular momentum and isotropic elastic behavior. First, to conserve angular momentum, the
Cauchy stress tensor (2.35) should be symmetric. This can be guaranteed if the dependence of ε on
F comes through some symmetric deformation tensor G.
ε = ε(G,S) (2.104)
Further, a practical way to prescribe isotropic elastic response is to make the dependence of ε on G
come through the principal rotational invariants of G:
I1 = tr(G), (2.105)
I2 =
1
2
(tr(G)2 − tr(G2)), (2.106)
and
I3 = det(G), (2.107)
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so that
ε = ε(I1, I2, I3, S). (2.108)
Two types of constitutive laws are described below.
2.5.1 Linear Elastic Constitutive Law
A constitutive law that will yield linear elasticity in the limit of small deformation is derived
here following the work of [94]. The left Cauchy-Green deformation tensor is used as the symmetric
tensor G
G = FF T (2.109)
The partial derivatives of the invariants with respect to the deformation gradient are
∂I1
∂F
=
∂tr(FF T )
∂F
= 2F, (2.110)
∂I2
∂F
= tr(FF T )2F − 2FF TF, (2.111)
and
∂I3
∂F
= 2 det(FF T )(FF T )−1F = 2 det(FF T )F−T . (2.112)
Using the chain rule
σpk1 = ρ0
∂ε
∂I1
∂I1
∂F
+ ρ0
∂ε
∂I2
∂I2
∂F
+ ρ0
∂ε
∂I3
∂I3
∂F
. (2.113)
Replacing the derivatives of the invariants
σpk1 =
(
2ρ0
∂ε
∂I1
+ 2ρ0tr(FF T )
∂ε
∂I2
− 2ρ0 ∂ε
∂I2
FF T
)
F + 2ρ0 det(FF
T )
∂ε
∂I3
F−T . (2.114)
Postulate an internal energy defined by
ρ0ε = µ(I1 − 3) + λ+ 2µ
8
(I1 − 3)2 − µ
2
(I2 − 3). (2.115)
Then, the partial derivatives of the internal energy with respect to the invariants are
ρ0
∂ε
∂I1
= µ+
λ+ 2µ
4
(I1 − 3) = λ+ 2µ
4
tr(FF T )− 3λ
4
− µ
2
, (2.116)
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ρ0
∂ε
∂I2
= −µ
2
, (2.117)
and
ρ0
∂ε
∂I3
= 0. (2.118)
Combining everything, the first Piola-Kirchoff stress can be computed as
σpk1 =
λ
2
tr(FF T − I)F + µ(FF T − I)F (2.119)
By substituting F = I +∇ ~X~u and truncating 2nd order terms in ∇ ~X~u, one can see this constitutive
law reduces to linear elasticity in the small deformation limit.
σpk1 =
λ
2
tr(∇ ~X~u+∇ ~X~uT )I + µ(∇ ~X~u+∇ ~X~uT ) = λtr()I + 2µ
where  is the Cauchy strain (2.2).
2.5.2 Compressible Constitutive Law
Here, a compressible constitutive law is derived in which changes in density have an effect on
the material properties. Following [96], the Finger deformation tensor is used as the symmetric
deformation tensor
G = F−TF−1 (2.120)
and the specific internal energy is postulated as
ε(I1, I2, I3, S) =
(
c2p − 43c2s
)
2
(√
I3 − 1
)2
+ cvT0
√
I3(e
S/cv − 1) + c
2
s
2
√
I3
(
I21
3
− I2
)
(2.121)
where cp (2.5) and cs (2.6) are the p-wave and s-wave speeds of the material under infinitesmal
deformation, cv is the heat capacity at constant volume, T0 is the initial temperature. The invariants
can be re-written in terms of physically significant quantities. Using (2.40) and (2.120),
I3 =
(
ρ
ρ0
)2
. (2.122)
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Also, I
2
1
3 − I2 can be written as the deviatoric part of the deformation tensor
I21
3
− I2 = 1
2
‖dev(G)‖2 = 2‖dev()‖2 (2.123)
where  is the Almansi strain tensor
 =
1
2
(I −G) = 1
2
(I − F−TF−1), (2.124)
the deviatoric part of an arbitrary tensor M is defined by
dev(M) = M − 1
3
tr(M)I, (2.125)
and the norm of an arbitrary tensor M is defined by
‖M‖ =
√
M : M. (2.126)
Replacing (2.122) and (2.123) in (2.121) gives a more physically intuitive writing of the specific
internal energy
ε =
(
c2p − 43c2s
)
2
(
ρ
ρ0
− 1
)2
+
ρcvT0
ρ0
(eS/cv − 1) + ρc
2
s
ρ0
‖dev()‖2. (2.127)
The first two terms in (2.127) model the contribution of hydrostatic strain through a form that will
yield a Mie-Gruneisen equation of state [97]. The third term in (2.127) models the contribution of
deviatoric strain. First and second derivatives of (2.121) with respect to F are needed to compute
stress and flux terms in (2.90). Analytical representations of these terms are too convoluted to write
or compute explicitly. Computation is best done by calculating intermediate derivatives at a specific
state and piecing everything together using chain rule to get the desired term.
2.6 Eulerian Hyper-elastoplasticity
Plastic flow is introduced to the a hyper-elastic system by the multiplicative decomposition of
the deformation gradient (1.23). Since the stress should be independent of plastic deformations, it
is clear that the F from the hyper-elastic model should be replaced with the elastic deformation
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gradient Fe in any model involving plastic deformation. However, the rate-form equation (2.82)
should be modified. Combining (2.82) with (1.23) and using the product rule yields
dF e
dt
F p + F e
dF p
dt
− (∇~v)F eF p = 0. (2.128)
Using (1.25) and multiplying through by F p−1 yields
dF e
dt
− (∇~v)F e = −F eLp. (2.129)
This is the appropriate equation to use in place of (2.82) in the case of plastic deformation. It is
obvious, that when there is no plastic flow (F p = I, Lp = 0), the equations reduce to the hyper-elastic
model with F replaced by F e.
Many plastic constitutive laws require the computation of the plastic deformation gradient F p.
Thus, a complete hyper-elastoplastic model must explicitly track either F e and F p or F e and F in
order to fully capture the state of the system. In this thesis, F e and F are chosen. This decision is
made because the evolution equation for F (2.82) has no source term, even in the case of plastic flow.
Therefore, the plastic contribution enters the system in only one place, in the evolution equation for
F e (2.129). Due to numerical considerations from computation of source term contributions, it is
ideal to minimize the model dependency on source terms and, instead, capture physics through the
computation of fluxes. Explicitly tracking F rather than F p allows this.
The complete hyper-elastoplastic system models the evolution of the flow velocity ~v, elastic
deformation gradient Fe, and total deformation gradient F using the conservation of momentum
(2.83), elastic deformation rate-form (2.129), and total deformation rate-form (2.84) equations,
written again here for clarity.
∂~v
∂t
+ ~v · ∇~v − 1
ρ
∇ · σ = 0 (2.130)
∂F e
∂t
+ ~v · ∇F e −∇~vF e = −F eLp (2.131)
∂F
∂t
+ ~v · ∇F −∇~vF = 0 (2.132)
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2.6.1 Vector Form of System
These equations can be written in vector form as
∂q
∂t
+A
∂q
∂x
+B
∂q
∂y
+ C
∂q
∂z
= S(q). (2.133)
The state vector q is
q1:12 =
(
u v w F exx F
e
yx F
e
zx F
e
xy F
e
yy F
e
zy F
e
xz F
e
yz F
e
zz
)T
q13:21 =
(
Fxx Fyx Fzx Fxy Fyy Fzy Fxz Fyz Fzz
)T
. (2.134)
The source terms S are
S =
(
0 −F eLpx −F eLpy −F eLpz 0 0 0
)T
. (2.135)
Using 3 x 3 block notation, the matrix A can be written
A =

vxI −Axx −Axy −Axz 0 0 0
−F exxI vxI 0 0 0 0 0
−F exyI 0 vxI 0 0 0 0
−F exzI 0 0 vxI 0 0 0
−FxxI 0 0 0 vxI 0 0
−FxyI 0 0 0 0 vxI 0
−FxzI 0 0 0 0 0 vxI

. (2.136)
B and C can be obtained by permutations of A.
2.6.2 Eigenstructure
Similar to the purely-elastic Jacobian (2.87), the eigenstructure of A is dependent on the
eigenvalues and eigenvectors of the 3 by 3 matrix Ω where
Ω = F exxAxx + F exyAxy + F exzAxz = QD2Q−1. (2.137)
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The matrix of right eigenvectors is
R =

QD 0 0 0 0 0 −QD
F exxQ −F exxΩ−1Axy −F exxΩ−1Axz 0 0 0 F exxQ
F exyQ I − F exyΩ−1Axy −F exyΩ−1Axz 0 0 0 F exyQ
F exzQ −F exzΩ−1Axy I − F exzΩ−1Axz 0 0 0 F exzQ
FxxQ 0 0 Q 0 0 FxxQ
FxyQ 0 0 0 Q 0 FxyQ
FxzQ 0 0 0 0 Q FxzQ

. (2.138)
The matrix of left eigenvectors is
L1:12 =

DQ−1 Q−1Axx Q−1Axy Q−1Axz
0 −F exyI F exxI 0
0 −F exzI 0 F exxI
0 −FxxQ−1Axx −FxxQ−1Axy −FxxQ−1Axz
0 −FxyQ−1Axx −FxyQ−1Axy −FxyQ−1Axz
0 −FxzQ−1Axx −FxzQ−1Axy −FxzQ−1Axz
−DQ−1 Q−1Axx Q−1Axy Q−1Axz

,
L13:21 =

0 0 0
0 0 0
0 0 0
D2Q−1 0 0
0 D2Q−1 0
0 0 D2Q−1
0 0 0

. (2.139)
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The inverse, R−1 is
R−11:12 =

1
2D
−1Q−1 12D
−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz
0 −F exyF exx I I 0
0 −F exzF exx I 0 I
0 −FxxD−2Q−1Axx −FxxD−2Q−1Axy −FxxD−2Q−1Axz
0 −FxyD−2Q−1Axx −FxyD−2Q−1Axy −FxyD−2Q−1Axz
0 −FxzD−2Q−1Axx −FxzD−2Q−1Axy −FxzD−2Q−1Axz
−12D−1Q−1 12D−2Q−1Axx 12D−2Q−1Axy 12D−2Q−1Axz

,
R−113:21 =

0 0 0
0 0 0
0 0 0
Q−1 0 0
0 Q−1 0
0 0 Q−1
0 0 0

. (2.140)
2.7 Macro-scale Plastic Closures
By the postulate of maximum plastic dissipation [98], the plastic velocity gradient for an isotropic
material should have the form
Lp = ξF e−1dev(σ)F e (2.141)
where ξ is a scalar. Mathematically, (2.141) imposes the condition that, in principal stress space, the
state evolves in the most direct path towards zero deviatoric stress. The rate at which this occurs is
determined by the scalar function ξ, which is defined in the following way
ξ =
 0 if σVM < σYξ(F e) if σVM = σY (2.142)
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where σVM is the von Mises stress
σVM =
√
3
2
dev(σ) : dev(σ), (2.143)
and σY is the scalar ’yield stress’. The functional dependence of ξ on F e is defined to keep the state
at yield, σVM = σY . In general, the functional form of ξ(F e) is analytically intractable. However, ξ
can easily be computed in the context of a numerical scheme as a solution of a non-linear scalar
equation. The yield stress σY is defined by a macro-scale plastic constitutive law. Two such laws are
described below.
2.7.1 Perfect Plasticity
In a perfect plasticity model, the yield stress is defined as some experimentally calibrated constant
σY = constant (2.144)
This is the simplest of plasticity models, but is often sufficient to observe qualitatively plastic
behavior.
2.7.2 Johnson-Cook Plasticity
The Johnson-Cook (JC) model [86] is an empirical model specifically designed for loading
conditions exhibiting high strain rates such as seen in a high-velocity impact. The model is
calibrated using the results of Hopkinson bar tests run at various strain rates and temperature. The
resulting model is a scalar equation relating the yield stress to the equivalent strain, strain rate, and
temperature.
In the JC model, the yield stress is given by
σY = (A+B|pVM|n)
(
1 + C log
(∣∣∣∣dpVMdt
∣∣∣∣)) Tm − TT − T0 (2.145)
where pVM is the equivalent plastic strain, Tm is the melting temperature, and T0 is the initial
temperature. A, B, C, and n are calibrated material parameters. The equivalent, or von Mises,
plastic strain can be defined as
pVM =
√
2
3
dev(p) : dev(p) (2.146)
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where
p =
1
2
(I − F p−TF p−1). (2.147)
is the ’plastic Almansi strain’. The equivalent strain is the work-conjugate of the von Mises stress.
2.8 Crystal Plasticity Models
The CP model is the kinetic model used in this thesis. A CP model can be viewed as a meso-scale
plastic closure of a macro-scale hyper-elastic model. The closure comes through the definition of the
plastic velocity gradient (1.30) and links with the hyper-elastic model through (2.129). The plastic
velocity gradient is defined in terms of the shear rates γ˙i on each slip system. In a physics-based CP
model, the shear rates are functions of the resolved shear stress τi and various species of dislocation
densities on each of the slip systems.
The resolved shear stress is defined in (1.26). In an elasto-plastic model, in which the multiplicative
decoposition of the deformation gradient (1.23) has been employed to separate elastic and plastic
deformations, the CP model is defined on the crystal lattice, or intermediate, reference frame.
Therefore, the appropriate stress to use in this frame is the second Piola-Kirchoff stress σpk2, related
to the Cauchy stress by
σpk2 =
ρ0
ρ
F e−1σF e−T . (2.148)
Therefore, the resolved shear stresses should be computed by
τi = σ
pk2 : ~si ⊗ ~ni. (2.149)
The constitutive form of γ˙i and the types of dislocation densities tracked depend on the model.
Below, two physics-based models are described. One is a non-transportive model [2, 50] in which
mobile dislocation density is not explicitly tracked. The second is a transportive model [36] in which
dislocation ’waves’ are allowed to propagate through the crystal lattice.
2.8.1 Non-transportive Model
In this model, only edge dislocations are accounted for because their motion is primarily limited
to the slip plane [2]. The model explicitly evolves the immobile dislocation density ρIi on each slip
system. The mobile dislocation density ρMi is captured in a statistical sense through the parallel
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dislocation density ρPi , and forest dislocation density ρ
F
i
ρPi =
∑
j
ρIj
√
1− |−→ni · ~tj |, (2.150)
and
ρFi =
∑
j
ρIj |~ni · ~tj | (2.151)
where ~ti is the line direction of positive edge dislocations
~ti =
−→ni × ~si. (2.152)
The parallel dislocation density is the density of edge dislocation lines parallel to the slip plane.
The forest dislocation density is the density of edge dislocation lines perpendicular to the slip plane.
Now, the mobile dislocation density is defined as
ρMi =
2kBT
c1c2c3µb3
√
ρPi ρ
F
i (2.153)
where kB is the Boltzmann constant, µ is the shear modulus, b is the magnitude of the Burgers
vector and c1, c2 and c3 are material-calibrated parameters.
The shear rate on the ith slip system is given by the Orowan equation
γ˙i = ρ
M
i bv
M
i (2.154)
where vMi is the magnitude of velocity of mobile dislocations. The velocity of mobile dislocations is
proportional to the probability of overcoming obstacles to dislocation motion. Its value depends on
which obstacles are accounted for in the model. The probability Pi of overcoming an obstacle by
thermal activation is defined as
Pi = exp
(
−Qslip
kBT
(
1− τ
eff
i
τobst
))
(2.155)
where Qslip is the slip activation energy, τobst is the strength of obstacles, and τ effi is the effective
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shear stress
τ effi =
 |τi| − τ
pass
i if |τi| > τpassi
0 if |τi| 6 τpassi
(2.156)
where
τpassi = c1µb
√
ρPi + ρ
M
i . (2.157)
The waiting time ti before overcoming an obstacle is proportional to the inverse of the probability to
overcome that obstacle.
ti =
1
νaPi
(2.158)
where νa is a constant of proportionality with units inverse time, thus called the ’attempt frequency’.
After overcoming an obstacle, the dislocation travels a distance proportional to the forest dislocation
spacing
λi =
c2√
ρFi
. (2.159)
Therefore, the velocity of mobile dislocations is given by
vMi =
λi
ti
= λiνa exp
(
−Qslip
kBT
(
1− τ
eff
i
τobst
))
sgn(τi) (2.160)
where the sign of τi enforces positive/negative resolved shear leads to increase/decrease in the
dislocation loop.
The immobile dislocation density ρIi is the only dislocation density that is explicitly evolved
according to an evolution equation. Since, the density is immobile, it does not have any motion with
respest to the crystal lattice frame. Its only motion is due to the background motion of the material
itself. Aside from that, the evolution of ρIi may have some source and sink terms that account for
dislocation formation and annihilation. In this model, lock formation and dipole formation are
considered as processes of immobile dislocation formation. Athermal annihilation, and thermal
annihilation due to edge climb are considered as processes of immobile dislocation annihilation.
Therefore, the evolution equation for ρIi can be written
dρIi
dt
=
(
dρIi
dt
)lock
+
(
dρIi
dt
)dipole
+
(
dρIi
dt
)atherm
+
(
dρIi
dt
)climb
(2.161)
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Lock formation is the process of mobile dislocations becoming immobile due to interaction with
forest dislocations. Statistically, the average distance travelled by mobile dislocations is given by the
jump width (2.159). So, the frequency of immobilization is given by
F immobi =
vMi
λi
. (2.162)
The rate of immobile dislocation growth due to lock formation is proportional to ρMi F
immob
i . Therefore,
using the Orowan equation (2.154) and introducing a new parameter
(
dρIi
dt
)lock
=
c4γ˙i
√
ρFi
b
. (2.163)
Dipole formation is the process of two mobile dislocations moving towards each other, meeting, and
becoming immobile due to forming a stable dipole. Such a dipole will remain stable if the distance
between the glide planes of the two dislocations remains under some distance [99]
ddipolei =
√
3µb
16pi(1− ν)τ effi
. (2.164)
The frequency of dipole formation is given by
F dipolei = 4d
dipole
i ρ
M
i v
M
i (2.165)
where the factor 4 results from the fact the dislocations are moving towards one another so the
relative velocity is 2vMi and the rate must be doubled to account for motion in both directions. The
growth rate of immobile dislocations is proportional to ρMi F
dipole
i . Therefore, using (2.154) and
introducing a new parameter (
dρIi
dt
)dipole
=
c5d
dipole
i ρ
M
i γ˙i
b
. (2.166)
Athermal annihilation is the process of mobile dislocations interacting with immobile dislocations on
the same slip system, causing the immobile dislocations to become mobile. The rate of decrease of
immobile dislocations due to this process is proportional to the meeting frequency of the mobile and
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immobile dislocations
Fmobile = bvMi ρ
M
i = γ˙i. (2.167)
The decay rate of immobile dislocation is negatively proportional to ρIiF
mobile. Therefore, introducing
a new parameter (
dρIi
dt
)atherm
= −c6γ˙iρIi . (2.168)
Thermal annihilation due to edge climb is the process of dislocation dipoles ’climbing’ out of plane
due to the dipole separation being overcome. The frequency of climbing is given by
F climbi =
2vclimbi
ddipolei /2
= 4
vclimbi
ddipolei
. (2.169)
where the 4 results from the fact that only half the distance must be overcome by climb and that climb
can happen in two directions. The climb velcocity is proportional to the probability of overcoming
the activation energy for climb [100]
vclimbi ∝
D0µb3
kBTd
dipole
i
exp
(
−Qclimb
kBT
)
. (2.170)
where D0 is the diffusion coefficient of vacancies and Qclimb is the activation energy for climb. The
decay rate of immobile dislocation is negatively proportional to ρIiF
climb
i . Therefore, introducing a
new parameter (
dρIi
dt
)therm
= −c7D
0µb3
kBT
exp
(
−Qclimb
kBT
)
ρIi
(ddipolei )
2
. (2.171)
The evolution of the immobile dislocation density on each slip system can be summarized in vector
form as
∂q
∂t
+A
∂q
∂x
+B
∂q
∂y
+ C
∂q
∂z
= S(σpk2, q) (2.172)
where
q =
(
ρI1 ρ
I
2 . . .
)T
(2.173)
is the vector of immobile dislocation densities on all slip systems. The Jacobian matrices are simply
diagonal matrices
Aij = vxδij , B = vyδij , C = vzδij (2.174)
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where the dimension of the square matrices is equal to the number of slip systems. These matrices
contribute to the transport of the dislocation densities by the background motion of the material.
The source term S is given by
Si(σ
pk2, q) =
(
dρIi
dt
)lock
+
(
dρIi
dt
)dipole
+
(
dρIi
dt
)atherm
+
(
dρIi
dt
)climb
(2.175)
where the dependence on σpk2 reflects the fact that the resolved shear stress on each system is
dependent on the second Piola Kirchoff stress, which must be computed by some other model.
2.8.2 Transportive Model
In the transportive model, both mobile and immobile dislocation density are explicitly tracked. In
addition, both edge and screw dislocations are accounted for. To distinguish the dislocation density
among the varies species, two superscripts are introduced. The first, the dislocation character, can
be “e” for edge dislocation, or “s” for screw dislocation. The second, the dislocation polarity, can
be “+”, “−”, or “±”. Dislocation polarity describes the sign, positive or negative, of the direction of
motion for each type of dislocation. Dipolar (±) dislocation density accounts for the dislocations
moving in opposite direction that have met and become immobile. As an example, ρe+9 refers to the
dislocation density of edge character moving in positive slip direction on the 9th slip system. The
total mobile and immobile dislocation densities are related to the newly introduced densities by
ρIi = ρ
e±
i + ρ
s±
i , (2.176)
ρMi = ρ
e+
i + ρ
e−
i + ρ
s+
i + ρ
s−
i . (2.177)
In this model, mobile dislocation densities are explicitly tracked through evolution equations. Since
the mobile densities have motion with respect to the crystal lattice, their evolution equations will
have advective fluxes. The direction of motion ~mci of each density depends on the type. Edge
dislocations move along the slip direction −→si
~me+ = ~si, (2.178)
~me− = −~si. (2.179)
64
Screw dislocations move along the line direction of positive edge dislocation −→ti (2.152)
~ms+ = ~ti, (2.180)
~ms− = −~ti (2.181)
The advective flux for each density ρci is given by
ρciv
M
i ~m
c
i (2.182)
where vMi is the magnitude of the velocity of mobile dislocations. Therefore, the evolution equations
for each density species are
dρe±i
dt
= Φe±i , (2.183)
dρs±i
dt
= Φs±i , (2.184)
dρe+i
dt
+∇ · (ρe+i vMi −→si ) = Φe+i , (2.185)
dρe−i
dt
−∇ · (ρe−i vMi −→si ) = Φe−i , (2.186)
dρs+i
dt
+∇ · (ρs+i vMi
−→
ti ) = Φ
s+
i , (2.187)
and
dρs−i
dt
−∇ · (ρs−i vMi
−→
ti ) = Φ
s−
i . (2.188)
The source terms are given by
Φe±i =
(
dρe±i
dt
)dipole
+
(
dρe±i
dt
)climb
+
(
dρe±i
dt
)atherm
, (2.189)
Φs±i =
(
dρs±i
dt
)dipole
+
(
dρs±i
dt
)atherm
, (2.190)
Φe+i =
(
dρe+i
dt
)form
+
(
dρe+i
dt
)dipole
, (2.191)
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Φe−i =
(
dρe−i
dt
)form
+
(
dρe−i
dt
)dipole
, (2.192)
Φs+i =
(
dρs+i
dt
)form
+
(
dρs+i
dt
)dipole
, (2.193)
and
Φs−i =
(
dρs−i
dt
)form
+
(
dρs−i
dt
)dipole
. (2.194)
The source terms in these equations are similar to the source terms derived in section 2.8.1. In this
model, additional considerations must be taken to account for the splitting of dislocation densities
into various type. The contribution due to formation of new dislocations is given by
(
dρe+i
dt
)form
= (c1(ρ
e+
i + ρ
e−
i ) + c2(ρ
s+
i + ρ
s−
i ))v
M
i
√
ρFi . (2.195)
where c1 and c2 are paramaters governing the contribution from edge and screw dislocations
respectively. The formation rates for the other mobile dislocation species are equivalent
(
dρe−i
dt
)form
=
(
dρs+i
dt
)form
=
(
dρs−i
dt
)form
=
(
dρe+i
dt
)form
. (2.196)
The contributions of dipole formation are given by
(
dρe±i
dt
)dipole
= 8deiρ
e+
i ρ
e−
i v
M
i , (2.197)
(
dρs±i
dt
)dipole
= 8dsiρ
s+
i ρ
s−
i v
M
i , (2.198)
(
dρe+i
dt
)dipole
=
(
dρe−i
dt
)dipole
= −1
2
(
dρe±i
dt
)dipole
, (2.199)
and (
dρs+i
dt
)dipole
=
(
dρs−i
dt
)dipole
= −1
2
(
dρs±i
dt
)dipole
, (2.200)
where the distances of dipole stability for edge and shear dislocations are given by
dei =
µb
8pi(1− ν)τ effi
, (2.201)
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and
dsi =
µb
4piτ effi
. (2.202)
The contribution due to annihilation of edge dipoles due to edge climb is given by
(
dρe±i
dt
)climb
= −4ρe±i
vclimbi
dei
(2.203)
where
vclimb =
D0µb3
pi(1− ν)kBTdei
exp
(
−Qclimb
kBT
)
(2.204)
The contribution due to athermal annihilation of edge and screw dipoles is given by
(
dρe±i
dt
)atherm
= −c3ρe±i (ρe+i + ρe−i )vMi , (2.205)
and (
dρs±i
dt
)atherm
= −c4ρs±i (ρs+i + ρs−i )vMi . (2.206)
This model can be further improved by the inclusion of ’blocked’ and ’unblocked’ dislocation
densities. Blocked dislocations are those on grain boundaries that cannot move into the neighboring
grain unless the neighboring grain rotates into a compatible orientation. Unblocked dislocations are
those on the interior of a grain that are free to move in their usual manner as described above. The
transportive model described in this section provides a straight-forward way to accomodate blocked
and unblocked dislocations as described in [36]. The details of such a model are not included in this
thesis.
67
CHAPTER 3
Numerical Methods
3.1 Finite Volume Methods with Riemann Solvers
A summary of Finite Volume (FV) methods with Riemann solvers is given in [101]. Conceptually,
a FV scheme discretizes the domain into finite cells and tracks the cell-average of state variables
within each cell over a series of discrete time steps. The cell average is governed by an integral form
of the differential equation. Therefore, the scheme is particularly suited for shock-capturing, or, in
other words, discontinuous solutions which are solutions of the weak form of the equations, but not
the differential form. In this thesis, a FV solver is used to solve problems of the form
∂q
∂t
+
∂
∂x
f(q) +
∂
∂y
g(q) +
∂
∂z
h(q) = 0 (3.1)
where f , g, and h are fluxes. Alternatively,
∂q
∂t
+A(q)
∂q
∂x
+B(q)
∂q
∂y
+ C(q)
∂q
∂z
= 0. (3.2)
where A, B, and C are the Jacobian matrices of the fluxes f , g, and h respectively. In general, the
Jacobian matrices may be non-linearly dependent on the components of the vector q. In sections
above, the Jacobian matrices of each of the elastic and elasto-plastic models (2.19, 2.62, 2.85, 2.133)
have been derived. In some of these systems, a source term appears on the RHS of the equations. In
this case, the FV scheme is used to solve only the conservative flux part (LHS) of the equations and
the source term effect is computed by source term splitting (section 3.2).
Numerical schemes described below are developed by considering the 1D problem
∂q
∂t
+
∂
∂x
f(q) = 0 (3.3)
or
∂q
∂t
+A(q)
∂q
∂x
= 0. (3.4)
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Multidimensional versions of these schemes can be derived from the solutions of the 1D problem
alone.
When discretized in a FV manner, the physical significance of the ’flux’ f(q) can be seen. First,
(3.3) is integrated in space over a FV cell centered at xi
∫ xi+1/2
xi−1/2
(
∂q
∂t
+
∂
∂x
f(q)
)
dx = 0 (3.5)
where xi−1/2 and xi+1/2 are the notation used for the cell interfaces
xi−1/2 = xi −∆x/2, (3.6)
xi+1/2 = xi + ∆x/2. (3.7)
One can simplify this to obtain
∫ xi+1/2
xi−1/2
∂
∂t
q(x, t)dx = f(q(xi−1/2, t))− f(q(xi+1/2, t)). (3.8)
Integrating this over time, one can obtain
∫ xi+1/2
xi−1/2
(q(x, tn+1)− q(x, tn))dx =
∫ tn+1
tn
(f(q(xi−1/2, t))− f(q(xi+1/2, t)))dt (3.9)
Introducing finitite volume ’cell averages’, this can be written
Qn+1i = Q
n
i +
∆t
∆x
(Fni−1/2 − Fni+1/2) (3.10)
where
Qni =
1
∆x
∫ xi+1/2
xi−1/2
q(x, tn)dx (3.11)
is the cell average state, and
Fni =
1
∆t
∫ tn+1
tn
f(q(xi, t))dt (3.12)
is the time-averaged ’flux’ at the ith cell interface. Now it is apparent that the ’flux’ is named
such because, in a finite step in time, the state within a FV cell is updated by the ’flux’ from it’s
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neighbors through it’s left and right interface. It is also now apparent that a numerical stencil for a
FV discretization could be derived from any approximation of the time-average flux (3.12).
As it turns out, the problem of computing the time average flux at a cell interface can be
interpreted as a Riemann problem at the cell interface. The Riemann problem is the solution to
(3.3) with piece-wise constant intial data
q(x, 0) =
 qL if x < 0qR if x > 0 . (3.13)
In a FV discretization, the value of a variable is assumed to be constant and equal to the cell average
throughout a cell. Therefore, if one focuses on any cell interface, and ignores all other interfaces,
the problem of advancing the solution to the next time step can be viewed as a Riemann problem;
mathematically the solution of (3.3) with ’initial data’
q(x, tn) =
 Q
n
i−1 if x < xi−1/2
Qni if x > xi−1/2
(3.14)
The solution to this problem will yield an interfacial solution q∗x−1/2 = q(xi−1/2) that is constant in
time after tn. Therefore, the time-average flux at the interface is simply
Fni−1/2 = f(q
∗
x−1/2)
Although the Riemann problem assumes piece-wise constant initial data with only one ’jump’, the
Riemann problem can be applied to each cell interface in series, so long as none of the characteristics
from any interface cross an opposing interface over the course of a time step. Therefore, if the
Riemann solution can be computed at each interface, the update equation (3.10) can be written
Qn+1i = Q
n
i +
∆t
∆x
(f(q∗x−1/2)− f(q∗x+1/2)) (3.15)
The wave propagation algorithm [102] is a FV update stencil based on this principle. The
scheme views the solution of a Riemann problem as a collection of waves Wp that propagate in both
directions out from a cell interface. Mathematically, waves are defined as the difference in state
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across a shock, contact discontinuity, or rarefaction. Therefore,
∆Qi−1/2 = Qi −Qi−1 =
∑
p
Wpi−1/2 (3.16)
The entire scheme, including 2nd order corrections and multi-dimensional implementations, can be
written conveniently in terms of these waves. The first-order version of the update stencil is given by
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qni−1/2 +A−∆Qni+1/2) (3.17)
where A+∆Q and A−∆Q represent flux differences, also called fluctuations
A+∆Qi−1/2 = f(qi)− f(q∗i−1/2), (3.18)
A−∆Qi+1/2 = f(q∗i+1/2)− f(qi). (3.19)
From these definitions, it is clear that (3.17) is equivalent to (3.15). The positive fluctuation can
also be determined as the sum of all right-going waves Wp times their wavespeeds λp. Likewise, the
negative fluctuation can be determined as the sume of all left-going wavesWp times their wavespeeds
λp. Mathematically, this can be defined
A+∆Q =
∑
p
(λp)+Wp, (3.20)
A−∆Q =
∑
p
(λp)−Wp, (3.21)
where the operators ()+ and ()− return the argument if the argument is positive/negative and return
zero otherwise.
3.1.1 Linear Systems
In the case of a linear system, in which the Jacobian matrix A has no dependence on q, the
Riemann solution is greatly simplified. Assume A is diagonalizable, with eigendecomposition
A = R−1ΛR (3.22)
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Then, (3.4) can be rewritten as
∂w
∂t
+ Λ
∂w
∂x
= 0 (3.23)
where
q = Rw. (3.24)
Since Λ is diagonal, (3.23) decouples into a system of independent, scalar, constant-speed advection
equations. Thus, it is clear that the Riemann solution, in terms of the original variables q, will
be a series of waves that are multiples of the eigenvectors of A that move at speeds given by the
eigenvalues of A. The waves can be denoted by
Wp = Rpαp
where Rp indicates the pth column of R, and αp is a scalar coefficient. The wavespeeds λp are
simply the components of the diagonal matrix Λ. By (3.16), the coefficient αp of each wave can be
computed by solving ∑
p
Rpαp = ∆Q (3.25)
If the inverse R−1 of R exists and is known, the coefficients can be solved as
αp = R−1
p
∆Q (3.26)
where R−1p is the pth row of R−1.
3.1.2 Approximate Riemann Solvers
In the case of a non-linear Jacobian matrix A, the Riemann problem is generally more challenging
to solve. Though the Riemann solution exhibits similar wave structure as the linear case, the
magnitudes of waves are not trivially solved. Typically, an iterative non-linear solution technique is
required, which comes at great computational expense. For this reason, any approximate Riemann
solver that captures the most important physical features of the Riemann solution is ideal.
Given the simplicity of the Riemann problem in the linear case, a logical approach to approx-
imating a Riemann solution would be to linearize the Jacobian matrix around some state qˆ, and
proceed with the linear solution as if the linearized matrix is the true Jacobian matrix. Aside from
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simplicity, a benefit of this approach is that the entire wave structure can be computed and then
directly used within an update stencil such as (3.17).
In this approach, the key to success lies in the choice of the average state qˆ. At minimum, the
average should satisfy
qˆ → q¯ as qR, qL → q¯. (3.27)
where qR and qL are the right and left initial states in the Riemann problem. A simple choice is the
arithmetic average
qˆ =
1
2
(qr + ql) (3.28)
This average is intuitive, and would seem to yield good results where the solution is relatively smooth.
In fact, such an average has shown good results in the modeling of hyper-elasticity [96]. However,
the actual success of using any particular averaging depends on analysis of the non-linearity of the
problem at hand.
3.1.3 Roe Linearization
Roe linearization is a more sophisticated averaging technique designed to acchieve some ideal
numerical properties [103]. Initially conceived for the non-linear Euler equations, the general idea
can be extended to a range of non-linear problems. The strategy is based on finding an Aˆ = A(qˆ)
satisfying the condition
f(qr)− f(ql) = Aˆ(qr − ql). (3.29)
One such matrix can be determined by integrating dfdq = A(q) over a linear path in state space
q(ξ) = ql + (qr − ql)ξ (3.30)
f(qr)− f(ql) =
∫ 1
0
df(q(ξ))
dq
dq
dξ
dξ =
(∫ 1
0
A(q(ξ))dξ
)
(qr − ql) = Aˆ(qr − ql) (3.31)
This approach works well if the components of A(q) are all polynomials in terms of q, or if it has
some other form that is analytically integrable. Actually, if A(q) is linear in terms of q (a quadratic
flux function), then Aˆ can be computed by simply evaluating A at the arithmetic average of the two
states. However, A may not be analytically integrable. In this case, one might find a transformation
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of the state variables
z = z(q) (3.32)
such that along a linear path in the state space z
z(ξ) = zl + (zr − zl)ξ, (3.33)
the integrals
qr − ql =
∫ 1
0
dq(z(ξ))
dz
dz
dξ
dξ =
(∫ 1
0
dq(z(ξ))
dz
dξ
)
(zr − zl) (3.34)
and
fr − fl =
∫ 1
0
df(z(ξ))
dz
dz
dξ
dξ =
(∫ 1
0
df(z(ξ))
dz
dξ
)
(zr − zl) (3.35)
are analytically tractable. Then
fr − fl =
(∫ 1
0
df(z(ξ))
dz
dξ
)(∫ 1
0
dq(z(ξ))
dz
dξ
)−1
(qr − ql) = Aˆ(qr − ql) (3.36)
A general strategy would be to find a transformation z(q) such that both dfdz and
dq
dz are polynomial
functions of z. It should be noted that this approach, in general, is not equivalent to evaluating
A(q) at some average state, but rather averaging each of the components of A(q) in a specified way
to obtain ideal results. However, in some cases such as the Euler equations, the Roe linearization
strategy leads to an approximate Jacobian that can be evaluated at a single intermediate state,
greatly simplifying the implementation.
3.1.4 2nd Order Wave Propagation Scheme
The 2nd-order wave propagation stencil [102] is given by
Qn+1i = Q
n
i −
∆t
∆x
(A+∆Qni−1/2 +A−∆Qni+1/2)−
∆t
∆x
(F˜ni+1/2 − F˜ni−1/2). (3.37)
The Lax-Wendroff correction terms are given by
F˜i =
1
2
∑
p
|λpi |
(
1− ∆t
∆x
|λpi |
)
φpiWpi (3.38)
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where φpi is a scalar ’limiter’ function. The purpose of the limiter is to preserve stability of the
algorithm in the areas of the domain where the solution is not smooth and the 2nd-order correction
is invalid. When φpi = 0, the 2nd order stencil (3.37) reduces to the 1st order stencil (3.17) for the
pth wave mode. When φpi = 1, the stencil is a true 2nd order update scheme. Therefore, φ
p
i should
be a function that approaches zero when the waves of the pth mode have large spatial variation and
approaches one when the waves of the pth mode have small or no spatial variation.
One way to measure spatial variation in a wave mode is by
θpi−1/2 =

Wp
i−3/2·W
p
i−1/2
‖Wp
i−1/2‖2
if λpi−1/2 > 0
Wp
i+1/2
·Wp
i−1/2
‖Wp
i−1/2‖2
if λpi−1/2 < 0
(3.39)
where the conditional dependence on the wavespeed λpi owes to the fact the stencil is an upwind
scheme. Therefore, only variation from the direction in which the waves are coming will affect the
stability of the scheme. The scalar θpi will be approximately one when the spatial variance is small.
If all waves have identical eigenvectors, θpi can be simplified to
θpi−1/2 =

αp
i−3/2
αp
i−1/2
if λpi−1/2 > 0
αp
i+1/2
αp
i−1/2
if λpi−1/2 < 0
. (3.40)
The limiter function φpi can be defined as a function of θ
p
i . Some examples of limiter functions
are given in the table below.
Method φ(θ)
minmod max(0,min(1, θ))
superbee max(0,min(1, 2θ),min(2, θ))
van Leer θ+|θ|1+|θ|
monotonized central difference max
(
0,min
(
1
2(1 + θ), 2, 2θ
))
beam warming θ
Table 3.1: Various types of limiter functions
3.2 Source Term Splitting
The Eulerian hyper-elastoplastic model (2.133) involves both conservative fluxes and source
terms. This model is solved by source term splitting. In particular, the system is solved by a semi
implicit-explicit [104] (IMEX) scheme. The conservative flux portion of the equations are solved
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first by the finite volume scheme described above, which is an explicit scheme. The scheme can be
viewed as an approximation of the spatial differentiation
∂q
∂t
= −A∂q
∂x
−B∂q
∂y
− C ∂q
∂z
≡ Fexp(q). (3.41)
A semi-implicit non-linear solver (section 3.3) will be used to solve the source term contribution.
The result of this solver can be viewed as
∂q
∂t
= S(q) ≡ Fimp(q). (3.42)
In the context of a single time step, the solutions to both equations are combined by the following
scheme 
~un+1
F e∗
Fn+1
 =

~un
F en
Fn
+ ∆tFexp(~un, F en, Fn), (3.43)
F en+1 = F e∗ + ∆tFimp(F e∗, Fn+1). (3.44)
The scheme can be summarized as follows. First, the explicit scheme solves the ’elastic’ part (3.43)
of the equations. The resulting velocity ~vn+1 and total deformation gradient Fn+1 are trusted,
and are assumed to be the state at the next time step. The predicted elastic deformation gradient
Fn∗ is then used to determine, through a semi-implicit solver, the plastic ’correction’ (3.44). This
correction yields the true elastic deformation gradient F en+1 at the next time step. In solid mechanics
literature, a scheme such as this may be described as an ’elastic-predictor, plastic-corrector’ scheme
or a ’return-mapping’ scheme.
3.3 Macro-scale Plastic Correction
In a macro-scale plastic closure, the form of the plastic velocity gradient is given by (2.141).
Therefore the source-term part (3.42) of the system is given by
∂F e
∂t
= −F eLp = −ξdev(σ)F e. (3.45)
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In the context of the IMEX scheme described above (3.44), the first-order finite difference approxi-
mation of (3.45) is
F en+1 = F e∗ − ξ∆tdev(σ∗)F e∗ (3.46)
where σ∗ is the stress evaluated at the elastic-predictor state F e∗ . The objective of the solver is to
obtain a scalar ξ that results in a state F en+1 at, or below, yield which may, in general be dependent
on the plastic deformation
σVM(F
en+1) 6 σY (F p
n+1
) (3.47)
where
F p
n+1
= (F e
n+1
)−1Fn+1. (3.48)
The first step in the procedure is to check if the elastic-predictor state is below yield
σVM(F
e∗) 6 σY (F p
∗
). (3.49)
If this is true, the elastic prediction is valid and the new state can be taken as the elastic prediction
(ξ = 0)
F e
n+1
= F e
∗
. (3.50)
Otherwise, the predicted elastic state F e∗ is above yield and a non-linear equation for ξ must be
solved to obtain a F en+1 at yield
f(ξ) ≡ σVM(F e∗ − ξ∆tdev(σ∗)F e∗)− σY ((F e∗ − ξ∆tdev(σ∗)F e∗)−1Fn+1) = 0. (3.51)
In general, the derivative f ′(ξ) is not easily computed. Therefore, f(ξ) = 0 is solved by a secant
method.
ξk+1 = ξk − f(ξk) ξ
k − ξk−1
f(ξk)− f(ξk−1) (3.52)
The iteration is initialized with ξ0 = 0 and an arbitrary positive number guess for ξ1. The iteration
terminates when
|f(ξk+1)|
σY
< smallnumber (3.53)
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This iteration typically converges within 5 or 6 steps. Since it is a scalar equation, the computational
expense of the non-linear solver is of minimal impact to the overall simulation.
3.4 Ghost Fluid Method
The prescription of ghost cells for internal boundaries follows the work of [105] in which MGFM
is extended to a model of hyper-elasticity. Unlike the work in [105], a VoF approach to interface
tracking is used in this thesis. This choice is motivated by the high levels of compressibility expected
in the high-velocity impacts being modeled in this work. In such conditions, it is desirable to have
an interface-tracking method that maintains the volume of an impacting particle consistent with the
increase in density.
Otherwise, this thesis uses the same approach as in [105] for handling interfaces in multiple
dimensions. The state ’inside’ a material interface is advected outward in the direction of the
interfacial norm until all ghost cells have been covered, the state in each ghost cell is rotated into
the reference frame of a Riemann problem at the material interface. This state becomes the ’qL’
referenced below. The state is updated according to a presribed interfacial state ’qR’. Finally, the
state is rotated back to the original reference frame. The procedure for determining qR is described
in detail below.
For the Eulerian hyper-elastoplastic model, the approximate Riemann problem (section 3.1.2)
gives rise to 21 waves that emanate away from the jump in state. These waves are computed
by decomposing the jump in q onto the eigenvectors R
( qL+qR
2
)
of the linearized Jacobian matrix
evaluated at the arithmetic average of the two neighboring states.
R
(
qL + qR
2
)
α = qR − qL (3.54)
where α is the vector of wave coefficients. The goal of prescribing ghost cell states is to pick a qR
that results in all waves having zero magnitude except the 3 waves which propagate back towards
the left. Mathematically, this is equivalent to
L4:21
(
qL + qR
2
)
(qR − qL) = 0 (3.55)
where Li denotes the ith row of the left eigenvector matrix L. This condition requires the jump
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∆q to propagate leftwards, therefore forcing the interface solution to remain equal to qR. Thus,
the prescribed ghost cell state qR is equal to the imposed interfacial state. The equations in (3.55)
are generally non-linear. For the purpose of quickly computing a ghost cell state, it is desired to
linearize (3.55) around some state. Since it is expected that the prescribed ghost state will result in
a smoothly varying state, it is reasonable to expand qR around qL. This will lead to the following
first order approximation of (3.55):
L4:21(qL)(qR − qL) = 0. (3.56)
The equations in (3.56) leave three degrees of freedom. These degrees of freedom can be used to
prescribe interfacial boundary conditions in terms of the stress, and in particular the traction vector
σ · −→e1 = σ ·
(
1 0 0
)
=
(
σxx σxy σxz
)T
. (3.57)
Since the interfacial state is equal to the prescribed ghost cell state, the interfacial stress is the stress
evaluated at qR. Using a first-order expansion
σij(qR) = σij(qL) +
dσij
dq
(qL)(qR − qL). (3.58)
The derivatives of stress with respect to state variables are already known in terms of (2.90).
Therefore, using the linear approximation (3.58) the conditions on the traction vector components
(3.57) can be written concisely as
(
0 Axx Axy Axz 0 0 0
)
(qR − qL) = 1
ρ
(σR − σL) · −→e1 . (3.59)
Combining the three equations of (3.59) with the eighteen equations of (3.56) leads to a closed
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system of twenty one equations that can be written
LBC(qR − qL) =

1
ρ(σR − σL) · −→e1
0
0
0
0
0
0

(3.60)
where
LBC1:12 =

0 Axx Axy Axz
0 −F exyI F exxI 0
0 −F exzI 0 F exxI
0 −FxxQ−1Axx −FxxQ−1Axy −FxxQ−1Axz
0 −FxyQ−1Axx −FxyQ−1Axy −FxyQ−1Axz
0 −FxzQ−1Axx −FxzQ−1Axy −FxzQ−1Axz
−DQ−1 Q−1Axx Q−1Axy Q−1Axz

LBC13:21 =

0 0 0
0 0 0
0 0 0
D2Q−1 0 0
0 D2Q−1 0
0 0 D2Q−1
0 0 0

(3.61)
It is noted that LBC is a constant coefficient matrix computed from evaluating each term at the qL
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state. The first three columns of the inverse of LBC can be found as
L−1BC1:3 =

QD−1Q−1
F exxΩ
−1
F exyΩ
−1
F exzΩ
−1
FxxΩ
−1
FxyΩ
−1
FxzΩ
−1

. (3.62)
Therefore, the ghost cell state qR can be calculated as
qR = qL +
1
ρ

QD−1Q−1
F exxΩ
−1
F exyΩ
−1
F exzΩ
−1
FxxΩ
−1
FxyΩ
−1
FxzΩ
−1

(σR − σL) · −→e1 . (3.63)
where σR · ~e1 is the prescribed traction at the interface.
3.4.1 Vacuum Boundaries
Vacuum boundaries are those in which a material interacts with a vacuum. In this case, the
traction vector at the interface should be zero, σR · −→e1 = 0. Therefore the ghost cells should be
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prescribed by
qR = qL − 1
ρ

QD−1Q−1
F exxΩ
−1
F exyΩ
−1
F exzΩ
−1
FxxΩ
−1
FxyΩ
−1
FxzΩ
−1

σL · −→e1 . (3.64)
3.4.2 Slip Boundaries
At a slip interface, it is desired to prescribe some condition on the normal velocity, ~vR · −→e1 = vBC
and require the shear components of traction components to be zero, leaving a non-zero normal
stress
σR · −→e1 =

σN
0
0
 . (3.65)
The velocity prescribed by this condition is
~vR = ~vL +
1
ρ
QD−1Q−1

σN − σxxL
−σxyL
−σxzL
 . (3.66)
Solving ~vR · −→e1 = vBC for σN
σN =
ρ(vBC − ~vL · −→e1) +QD−1Q−1(σL · −→e1) · −→e1
(QD−1Q−1)11
. (3.67)
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where (QD−1Q−1)11 indicates the component in the first row and column of the matrix QD−1Q−1.
The ghost cells should then be prescribed as
qR = qL +
1
ρ

QD−1Q−1
F exxΩ
−1
F exyΩ
−1
F exzΩ
−1
FxxΩ
−1
FxyΩ
−1
FxzΩ
−1


σN − σxxL
−σxyL
−σxzL
 . (3.68)
3.4.3 Rigid Wall Boundaries
At a rigid wall boundary, one of two things can happen. If the material is moving away from the
wall, the boundary condition is effectively a vacuum boundary; the rigid wall has no effect on the
material. If the material is moving toward the rigid wall, the normal velocity to the wall should be
zero. Mathematically, this can be handled in the following way. First, the velocity vBC is calculated
as if it were a vacuum boundary
vBC =
(
~vL − 1
ρ
QD−1Q−1(σL · −→e1)
)
· −→e1 . (3.69)
If vBC > 0, the vacuum boundary condition is fine, since the material will move away from the wall.
If vBC < 0, the vacuum boundary will not model a rigid wall. In this case, vBC is set to zero and the
resulting normal stress is solved as
σN =
−ρ~vL · −→e1 +QD−1Q−1(σL · −→e1) · −→e1
(QD−1Q−1)11
. (3.70)
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The ghost cell state is then calculated by
qR = qL +
1
ρ

QD−1Q−1
F exxΩ
−1
F exyΩ
−1
F exzΩ
−1
FxxΩ
−1
FxyΩ
−1
FxzΩ
−1


σN − σxxL
−σxyL
−σxzL
 . (3.71)
Note that one could always prescribe vBC = 0 at a rigid-wall boundary. However, this condition
would result in the material becoming ’stuck’ to the rigid wall. The material wouldn’t be allowed to
rebound even if such a rebound is physically expected.
3.5 Meso-scale Plastic Correction
When a CP model (section 2.8) is used to close a hyper-elastoplastic model, source term splitting
is once again used to separate the conservative fluxes from the source terms. The source term part
of the equations is
∂F e
∂t
= −F eLp (3.72)
where Lp, ignoring dependencies on meso-scale variables, is a function of the elastic deformation
gradient through its dependence on stress
Lp = Lp(σ) = Lp(F e) (3.73)
Using a discretization analogous to the source term splitting scheme used in section 3.2,
F e
n+1
= F e
∗ −∆tF e∗Lp(σ∗) (3.74)
where F e∗ and σ∗ are the elastic deformation and stress predicted by the hyper-elastic model. One
may think this a good approximation of the true elastic deformation at the next time step. However,
when the stress predicted by the elastic solver is significantly larger than the true yield stress, Lp
will be unphysically large in magnitude. Mathematically, this happens because of the exponential
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terms with stress appearing as a positive number inside the exponent. These terms appear in various
places within the CP model such as the equation for velocity of mobile dislocations (2.160).
Physically speaking, this problem can be explained from a few different perspectives. First, the
model itself is designed assuming the true stress is known at any given time. Therefore, a stress
that is well outside the yield surface is not even considered a possibility when developing the model.
Alternatively, the problem can be viewed as a side effect of combining models on vastly different
scales. The macro-scale phenomenon of elasticity occurs on a time scale much larger than the
meso-scale phenomenon of dislocation evolution. This issue is seen in the context of a numerical
solver by the fact that a time step which is stable in solving the elastic part of the equations is
unstable when applied to the plastic part of the equations. After a single step, the elastic solver
predicts a stress state well beyond the yield surface. In reality, plasticity would’ve taken effect long
before the stress could have ever reach such a fictional state.
One solution to this problem would be too run the entire model on a time step that is within
the stable range of the dislocation model, the most restrictive time scale present in the model. The
downside of this approach is that running the elastic solver on a time step significantly less than the
maximum allowable time step will result in undesired numerical artifacts such as numerical viscosity.
The other solution is to solve (3.72) implicitly. One such implicit discretization of (3.72) is
F e
n+1
= F e
∗ −∆tF e∗Lp(F en+1). (3.75)
Here, the only difference is the argument of Lp is replaced with the true state at the next time step
as opposed to the elastic-prediction state. This discretization avoids exploring the space of stress
states in which the magnitude of Lp is extremely large.
Following the work of [36], (3.75) is solved with the plastic velocity gradient Lp as its unknown.
Solving for Lp,
Lp =
1
∆t
(I − (F e∗)−1F en+1). (3.76)
The procedure uses a modified Newton method to solve the system of equations for the components
of Lp. The initial guess is made by replacing F en+1 = I
Lp
0
=
1
∆t
(I − (F e∗)−1). (3.77)
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Going forward, all matrices should be treated as vectors by placing their components into a single
vector one column at a time. Let Lpk denote the current guess for Lp. Then the residual of the
current guess is
rk = Lp
k − Lp(Lpk) (3.78)
where Lp can be viewed indirectly as a function of the current guess. The Jacobian is
Jk =
drk
dLpk
= I − dL
p
dLpk
. (3.79)
While seeming complex, the Jacobian can be decomposed by chain rule into computationally simpler
terms
Jk = I − dL
p
dτ
dτ
dσpk2
dσpk2
dσ
dσ
dF e
dF e
dLp
(Lp
k
). (3.80)
Newton’s method attempts to minimize the residual by picking a new guess as
Lp
k+1
= Lp
k − (Jk)−1rk. (3.81)
However, this method does not always yield a new residual that is smaller than the previous residual
in norm. To resolve this issue, a modified Newton method is employed
Lp
k+1
= Lp
k − αk(Jk)−1rk. (3.82)
Within a step of the modified Newton method, αk starts as 1. If the resulting rk+1 is less than rk in
norm
‖rk+1‖ < ‖rk‖ (3.83)
then the new guess is accepted and the method moves to the next iteration. If (3.83) doesn’t hold,
αk is cut in half and the new Lpk+1 computed by (3.82). This process is repeated until the new
residual is less than the previous in norm. The entire loop is terminated when
‖rk‖
‖Lpk‖ < smallnumber. (3.84)
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When a Lp has been settled upon, the new elastic deformation is simply calculated as
F e
n+1
= F e
∗ −∆tF e∗Lp. (3.85)
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CHAPTER 4
Model Validation
Below, the model of Eulerian hyper-elasticity (section 2.4) with numerical solution by the wave-
propagation algorithm (section 3.1) and approximate Riemann solver is validated. Validation is
performed by first confirming the physical accuracy of the model and then proving convergence.
Physical accuracy is verified by numerical computation of the reflection coefficients of waves at a
material interface. Convergence is shown by simulating a purely elastic particle impact and observing
the convergence behavior of a slice of data under various resolutions.
4.1 Reflection Coefficients
Reflection is simulated by directing a plane p-wave at various angles onto a planar vacuum or
rigid-wall interface. Upon reaching the interface, a plane p-wave with possibly different magnitude is
reflected. Under some circumstances, an s-wave is also reflected. The magnitudes of the reflected p
and s-waves are considered the reflection coefficients in this scenario. The entire scenario is conducted
with variation limited to 2 dimensions (x and y). Variation in the z dimension is non-existent by
the setup of the problem.
4.1.1 Theoretical Reflection Coefficients
In the small-deformation limit (~v → 0, F → I), the eigenvector of (2.100) corresponding to the
forward moving p-wave is
(
1 0 0 −1/cp 0 0 0 0 0 0 0 0
)T
(4.1)
and the eigenvector corresponding to a forward moving s-wave is
(
0 1 0 0 −1/cs 0 0 0 0 0 0 0
)T
. (4.2)
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Therefore, in a Cartesian coordinate system in which the x axis is aligned with the travel direction
of the wave, an incident p-wave can be described by
~vinc = P0

1
0
0
 (4.3)
and
F inc = I − P0

1
cp
0 0
0 0 0
0 0 0
 (4.4)
where P0 is the magnitude of the incident wave. The reflected s-wave can be described by
~vsh = S0

0
1
0
 (4.5)
and
F sh = I − S0

0 0 0
1
cs
0 0
0 0 0
 (4.6)
where S0 is the magnitude of the reflected s-wave. Let the reflected p-wave be described by
~vref = R0

1
0
0
 (4.7)
and
F ref = I −R0

1
cp
0 0
0 0 0
0 0 0
 (4.8)
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where R0 is the magnitude of the reflected p-wave. Consider a material interface on which the
incidental p-wave makes an angle of θ. To impose conditions on the magnitudes of all the relevant
waves, these waves should be rotated into the same coordinate system. Out of convenience, they are
rotated into the interface coordinate system in which the x direction corresponds to the interface
normal. The rotation matrix for the incident wave coordinates to the interfacial coordinates is
Rinc =

cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0
0 0 1
 . (4.9)
Therefore, in the interfacial coordinates, the incident p-wave is
~vincint = R
inc~vinc (4.10)
and
F incint = R
incF incRinc
T
. (4.11)
The reflected p-wave will also make an angle of θ with the interface, but with transverse direction
opposite in sign. Therefore the rotation matrix for the reflected p-wave coordinates to the interfacial
coordinates is
Rref =

− cos(θ) − sin(θ) 0
− sin(θ) cos(θ) 0
0 0 1
 . (4.12)
Therefore, in the interfacial coordinates, the reflected p-wave is
~vrefint = R
ref~vref (4.13)
and
F refint = R
refF refRref
T
. (4.14)
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The reflected s-wave makes an angle of θs with the interface where
sin(θs)
cs
=
sin(θ)
cp
. (4.15)
Then the rotation matrix for the reflected s-wave coordinates to the interfacial coordinates is
Rsh =

− cos(θs) − sin(θs) 0
− sin(θs) cos(θs) 0
0 0 1
 . (4.16)
Therefore, in the interfacial coordinates, the reflected p-wave is
~vshint = R
sh~vsh (4.17)
and
F shint = R
shF shRsh
T
. (4.18)
Since all waves overlap at the interface, the interfacial state can be described by
~vint = ~vincint + ~v
ref
int + ~v
sh
int (4.19)
and
F int = F incint + F
ref
int + F
sh
int. (4.20)
In the small deformation limit, the stress is approximately
σint = λtr(int)I + 2µint (4.21)
where int is the Cauchy or linear strain at the interface
int =
1
2
(F int + F int
T
)− I. (4.22)
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These equations contain two degrees of freedom (R0 and S0) for a given incident wave magnitude
P0. The equations are closed by conditions at the interface. These conditions depend on the type of
interface. At a vacuum interface (section 3.4.1), the traction vector is zero:
σintxx = 0, (4.23)
σintxy = 0. (4.24)
These conditions lead to the coefficients
R0 = −P0
(c2p − c2s) cos(2θs) + c2s cos(2(θ + θs))
(c2p − c2s) cos(2θs) + c2s cos(2(θ − θs))
(4.25)
and
S0 = −P0
2cs(c
2
p − c2s + c2s cos(2θ)) sin(2θ)
cp((c2p − c2s) cos(2θs) + c2s cos(2(θ − θs)))
(4.26)
At a rigid-wall interface (section 3.4.3), the normal-velocity and the shear stress are zero:
vintx = 0, (4.27)
σintxy = 0. (4.28)
These conditions lead to the coefficients
R0 = P0 (4.29)
S0 = 0 (4.30)
4.1.2 Numerical Results
Numerical simulations are run with P0 = 1m/s, a small enough velocity to satisfy the small-
deformation constraint. The incident p-wave is initialized moving in the positive x direction of
the grid coordinate system. The plane p-wave is given a 10 cell-width ’step-function’ profile. The
interface is simulated at various angles with respect to the incident p-wave. Angled interfaces are
implemented by VoF method. Both vacuum and rigid wall boundaries are examined. Reflection
coefficients are measured by extracting the x direction velocity of reflected waves. Extraction is
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performed by taking a 1D ’slice’ of the data and calculating ’peaks’. To compare these coefficients
with the theoretical coefficients (4.25) and (4.26), the theoretical coefficients must be rotated to the
grid coordinate system.
4.1.3 Vacuum Reflection Comparison
Numerical examples of reflections at a vacuum boundary are shown in figures 4.1 - 4.3.
Figure 4.1: Vacuum boundary reflection, θ = arctan(1/4)
Figure 4.2: Vacuum boundary reflection, θ = arctan(1/3)
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Figure 4.3: Vacuum boundary reflection, θ = arctan(1/2)
A comparison of numerically calculated coefficients with theoretical coefficients is shown in figure
4.4. These results show good agreement of the numerical results with theoretical. The only exception
is the shear wave coefficients appear to be consistently less than the theoretical coefficients. This is
likely due to the thin profile of the shear wave with respect to cell width. Since the profile is thin,
numerical attenuation has a more noticeable effect.
Figure 4.4: Theoretical and numerical vacuum boundary reflection coefficients
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4.1.4 Rigid-wall Reflection Comparison
Numerical examples of reflections at a rigid-wall boundary are shown in figures 4.5 - 4.7.
Figure 4.5: Rigid-wall boundary reflection, θ = arctan(1/4)
Figure 4.6: Rigid-wall boundary reflection, θ = arctan(1/3)
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Figure 4.7: Rigid-wall boundary reflection, θ = arctan(1/2)
A comparison of numerically calculated coefficients with theoretical coefficients is shown in figure
4.8. These results show good agreement of the numerical results with theoretical. In this case, the
reflected p-wave coefficients seem to consistently greater in magnitude than theoretically predicted.
This can’t be explained by numerical attenuation. The most likely explanation is imperfect boundary
conditions being imposed by the GFM.
Figure 4.8: Theoretical and numerical rigid-wall boundary reflection coefficients
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4.2 Convergence
Convergence is tested by running a series of identical simulations at various resolution. The
simulation is a purely-elastic spherical impact on a rigid-wall. Constant-z slices of data from these
simulations at different resolutions are shown in figures 4.9 - 4.12. These slices are taken at z = 2µm
where z = 0 is the center of the impact.
Figure 4.9: ∆x = 2µm resolution
Figure 4.10: ∆x = 1µm resolution
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Figure 4.11: ∆x = 0.5µm resolution
Figure 4.12: ∆x = 0.25µm resolution
Since data is not stored at the same grid points in each simulation, interpolation is used where
necessary to extract data at the same time and location for each simulation. In figure 4.13, 1D data
extracted along the red line in the above figures is shown. This data is taken at constant x = 2µm
and z = 2µm. From figure 4.13, it is apparent that the simulation is converging.
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Figure 4.13: 1D slices at various resolutions
Convergence is confirmed by comparing the relative error of each data set. Here, the relative
error is defined by treating the finest resolution solution as the ’exact’ solution. The relative error is
defined by
relative error =
‖q − qfine‖2
‖qfine‖2
where the norm ‖‖2 takes the 2-norm of all data points on the line. In each case, the fine data is
interpolated to the coarse data points. The relative error is plotted in figure 4.14. It is seen that
the convergence is better than 2nd order from ∆x = 2µm to ∆x = 1µm and almost exactly 2nd
order from ∆x = 1µm to ∆ = 0.5µm. The better than 2nd order convergence is likely explained by
a geometrical grid effect. At 2µm resolution, the sphere of diameter 20µm is not well resolved. The
relative error at this resolution seems to be dominated by geometrical effects as opposed to the error
from a 2nd order approximation of the PDE.
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Figure 4.14: Relative error of 1D slices
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CHAPTER 5
Cold Spray Modeling
In this chapter, the models developed and described above are applied to simulation of a CS
single particle impact. In industrial use, Cold Spray is almost always performed using similar powder
and substrate materials. Therefore, when a single powder particle impacts the surface, both the
particle and substrate deform. However, in this thesis, single particle impacts are modeled using a
substrate material that is much harder than the powder material. Mathematically this is handled by
treating the substrate as a rigid wall boundary. This is done because modeling is currently at the
validation stage, and not yet at the prediction stage. The goal of the validation stage is to design
a model that matches experimental results, first qualitatively, and then quantitatively. In a true
impact, the substrate and powder material must be modeled by different constitutive laws, or a the
very least, by different calibrated parameters. Therefore, modeling a rigid-wall impact reduces the
total number of parameters by half. For validation purposes, this is sufficient to show that a model
is capable of predicting accurate deformations under conditions similar to a true CS impact.
As described in section 1.9, CS impacts exhibit high strain rates and large deformations. The
phenomenon of jetting, in particular, exhibits behavior that is best described as fluid-like. For these
reasons, it is believed that an Eulerian model is superior to a Lagrangian model for modeling CS
impacts. While a Lagrangian model is ideal for material interfaces, frequent re-meshing would be
required to avoid convoluted elements at the impact surface. In considering large deformations,
Eulerian models are superior in virtually every respect except resolving material interfaces. Therefore,
the Eulerian hyper-elastoplastic model described in section 2.6 is used.
Due to high impact speeds, and consequently high pressure, the material is expected to enter the
regime of compressible flow. For this reason, the hyper-elastic constitutive law from section 2.5.2 is
employed. This law treats spherical stresses in a manner similar to a Mie-Gruneisen equation of state.
This approach is analogous to approaches used in several other CS modeling studies [5, 65, 87].
The hyper-elastic equations are solved by the 2nd order wave propagation scheme with the van
Leer limiter (section 3.1). An approximate Riemann solver is used that linearizes the Jacobian
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matrix at the arithmetic average of the neighboring states, as proposed and validated in [96].
Material interfaces are treated by the MGFM as described in section 3.4 where interfaces are
tracked by a VoF phase indicator. The ’hard’ substrate is treated by rigid wall ghost cell conditions,
while material interfaces with the carrier gas are treated by vacuum ghost cell conditions.
In most cases, simulations are run with a variable time step that attempts to maintain a CFL
number around 0.9. A CFL number of 1 would lead to zero numerical diffusion. However, due to
the non-linearity of the equations, it is quite easy to exceed a CFL number of 1, thereby entering
the non-stable regime. A CFL around 0.9 seems to be enough of a buffer in most cases. The grid
spacing in all simulations is half a micron.
Each simulation models an Aluminimum 6061 particle with 20µm diamater (40 cells across
diameter) impacting at various speeds. General material properties are summarized in table 5.1.
initial density ρ0 2700.0 kgm3
p-wave speed cp 6206.3289 ms
s-wave speed cs 3103.1645 ms
Poisson’s ratio ν 0.33 dimensionless
specific heat capacity cv 896.0 JkgK
initial temperature T0 300.0 K
melting temperature Tm 925.0 K
Table 5.1: Material properties used for Aluminum 6061
This thesis explores the effects of using various plastic closures. Below, simulations using JC,
CP, and perfect plasticity are analyzed and compared.
5.1 Johnson-Cook Simulations
Closure by the JC model (section 2.7.2) is handled by the non-linear solver described in section
3.3. The JC paramaters are shown in table 5.2.
A 324.0 MPa
B 114.0 MPa
C 0.002 dimensionless
n 0.42 dimensionless
Table 5.2: JC parameters for Aluminum 6061
Figure 5.1 shows the evolution of a particle impacting at 600 m/s. The von-Mises stress is shown
in color. The thick black line denotes the particle interface. The images show cross-sections of the
particle cut directly down the middle. The rigid wall is placed at x = 0 with respect to the plot.
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As seen in figure 5.1, large plastic deformation of the material leads to ’flattening’ of the particle
against the rigid wall. The beginnings of what appear to be jetting are also seen in the later images.
The maximal von Mises stress continues to increase as the simulation progresses. This indicates
that the maximal yield stress must also be increasing since the von Mises stress is not allowed to
exceed the yield stress. It attains a maximal value of just over 600 MPa. This is noteworthy because
the nominal yield stress in the JC model is 324 MPa. Thus the yield stress has almost doubled
due to either the accumulation of plastic strain, high plastic-strain rate, high temperature, or some
combination of the three.
Figure 5.2 shows simulations run at 200, 400, and 600 m/s respectively. The time slices shown
are taken near a point at which the average velocity inside the particle is approximately zero. This
corresponds to the point of elastic rebound. After this point in time, the plastic deformation of
the particle should be minimal since the particle is no longer interacting with the wall. The only
deformation occuring thereafter in the particle should be the result of stresses that remain within
the particle at the moment of rebound. Therefore, these images roughly capture the final shape of
the particle. For numerical reasons, it also happens to be difficult to run simulations beyond this
point. This is due to the sharp corners that form at the periphery of the particle-wall interface. The
gradient of the phase indicator in this neighborhood is not well-defined and, thus, the ghost cells in
this neighborhood are no longer valid. This is a modeling challenge that must be resolved in future
work.
As expected, in figure 5.2, higher speed impacts result in greater plastic deformation to the
resulting shape of the particle. It is also noteworthy how much stress remains in the 600 m/s impact
compared to the 200 and 400 m/s impacts at the instant of elastic rebound. The 200 and 400 m/s
impacts do not have von Mises stress much greater than the nominal JC yield stress of 324 MPa.
This suggests the plastic deformation within the lower speed impacts is well done by the time the
elastic rebound begins, whereas in the 600 m/s impact, the plastic deformation continues up until
the point of elastic rebound.
5.2 Crystal Plasticity Simulations
Closure by the CP model is handled by non-linear system solver described in section 3.5. At the
time of thesis writing, the implementation of the transportive model is incomplete. Therefore, the
CP simulations are done using the simpler non-transportive model (section 2.8.1). The paramaters
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of this model are chosen arbitrarily in such a way as to attain yield stresses in the simulation that
are similar in magnitude to observed yield stresses. Further, the effects of immobile dislocation
growth due to dipole formation and decay due to edge climb are ignored, leaving lock formation as
the only growth source and athermal annihilation as the only decay source. The parameters used in
the model are given in table 5.3. The modeled material is Aluminum 6061. Since aluminim is an
FCC metal, the slip directions and slip plane normals of the FCC system are used as illustrated in
figure 1.5.
magnitude of burgers vector b 0.2863 nm
attempt frequency νa 10.0 1ns
slip activation energy Qslip 3.88124× 10−19 J
total initial immobile dislocation density
∑
ρIi (0) 1.4× 103 1µm2
arbitrary fitting parameters c1 0.1 dimensionless
c2 1.0 dimensionless
c3 1.0 dimensionless
c4 0.001 dimensionless
c5 0.0 dimensionless
c6 1.0 dimensionless
c7 0.0 dimensionless
Table 5.3: CP parameters
The CP simulation is run at an impact speed of 600m/s. Unlike the JC run, the time steps are
chosen to maintain a CFL number around 0.4. This is done because of the incompatibility of time
scales as described in section 3.5. Despite the implicit approach used in the method, the elastic
prediction of stress states well outside the yield surface occasionally results in the non-linear solver
failing to converge or converging at a rate too slow for practical computation. Lowering the CFL
number to 0.4 cuts the elastic time step roughly in half, making the predicted elastic state more
amenable to plastic correction. However, this comes at the cost of greater numerical diffusion of
elastic waves. In the future, it is desired to design a more robust non-linear solver for this problem.
Figure 5.3 shows the evolution of the von Mises stress inside the particle at three representative
time slices. Figure 5.4 shows the evolution of the total immobile dislocation density at the same
three slices.
Comparing figure 5.3 to figure 5.1, the shapes of deformation appear to be very similar as the
simulation progresses. Further, the maximal von Mises stress attained is roughly 600 MPa in both
the JC model and the CP model. One major difference between the two is how the maximal von
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Mises stress seems to decrease as the simulation progress in the CP case as opposed to increasing in
the JC case. This suggests the most vigorous plastic deformation may happen at the start and the
material softens thereafter. Another significant difference is the spatial distributions of the von Mises
stress. In the JC case, the von Mises stress appears to vary in almost exclusively the x direction.
On the other hand, in the CP case, the von Mises stress has a very distinctive spatial signature. In
the earliest time slice in particular, one can make out distinct dislocation waves that are carried by
differing slip systems.
Figure 5.4 explains the softening that is seen in the latter two images of figure 5.3. It is seen
that the immobile dislocation density decreases in the areas affected most by plastic deformation.
Decreasing immobile dislocation density means increasing mobile dislocation density, and thus less
resistance to plastic flow. Therefore, lower immobile dislocation density generally corresponds to
a softening, or lower yield stress, of the material. It should be noted that this effect is due to the
choice of parameters in the dislocation density source terms. Another set of parameters may lead
to overall immobile dislocation growth which would correspond to hardening. At this time, it is
unknown what the actual parameters should be. However, it is a positive observation to see a given
dislocation behavior having the expected physical result.
5.3 Model Comparison
The JC model and the CP model are compared alongside a perfect plasticity model for an impact
speed of 600 m/s. The perfect-plasticity model is run under identical conditions as the JC model
with the exception that the yield stress is a constant 400MPa. Figure 5.5 shows the von Mises stress
inside each particle at roughly the instant of elastic rebound.
The most notable difference between the models in figure 5.5 is the back surface of the particle
seems to be more concave in the CP case. It is also surprising that, for the CP model, the radial
extent of the plastic deformation is less than the other two. Due to the overall magnitudes of yield
stress during the simulation, one would expect the overall hardness of the CP particle to lie between
that of the JC particle and perfect plasticity. Based on that assumption, one might expect the radial
extent of the plastic deformation to also lie between the other two, but that is not the case. At this
time, the explanantion for this is not clear, but it is indicative of the fact that the CP model is
fundamentally different from the JC and perfect plasticity model which only differ through definition
of the yield stress. Regardless, the most important observation is how, aside from the details pointed
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out, the overall deformation of the CP impact is qualitatively similar to the other two. This result
gives credibility to the implementation of the CP model as the JC and perfect plasticity models are
already well trusted.
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Figure 5.1: Time slices of JC impact simulation at 600 m/s. von Mises stress shown in color (MPa)
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Figure 5.2: JC impact simulations at 200, 400, and 600 m/s impact speeds. von Mises stress shown
in color (MPa). Time slices taken near moment of elastic rebound
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Figure 5.3: Time slices of CP impact simulation at 600 m/s. von Mises stress shown in color (MPa)
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Figure 5.4: Time slices of CP impact simulation at 600 m/s. Total immobile dislocation density
shown in color (1/µm2)
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Figure 5.5: Comparison of perfect plasticity (top), JC (middle), and CP (bottom) for impact of 600
m/s. von Mises stress shown in color (MPa). Time slices taken near moment of elastic rebound
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CHAPTER 6
Conclusion
The CS modeling results demonstrate the ability of the continuum-kinetic model to qualitatively
capture large elasto-plastic deformations and dislocation evolution in a crystalline solid under extreme
loading conditions. This work forms a solid basis for promising future modeling studies in, not only
the field of CS, but multiphase solid mechanics in general. The approach is ideal for any problem
in which crystalline materials undergo large deformation and the scale of the problem makes grain
structure non-negligible. Although much progress has been made on this model, there are still many
improvements to be made.
Immediate future work includes fixes and improvements to the existing model. A solution is
needed for dealing with the sharp corner that develops at the edge of the particle-substrate surface.
This problem could be resolved by adaptively refining the grid around sharp corners, or modifying
the ghost cell boundary conditions in the neighborhood. Energy is technically not conserved by
the numerical solution of the hyper-elasticity equations. This could possibly be resolved by a
modification to the approximate Riemann solver. On this note, solving the equations in terms of
conserved variables would guarantee conservation of mass and momentum in general, which is not
being currently done. Designing a more robust non-linear equation solver for the plastic correction
term will improve efficiency and allow the simulation to be run at higher CFL number.
In the longer term, the transportive CP model must be developed and implemented. At present,
the model used to produce the results in this thesis does not actually acount for grain structure. The
whole point of complexifying the model to account for dislocation densities is to link the orientation
and segregation of grains to the macro-scale. In the context of a CP model, the orientation of a grain
effects the direction of motion of each dislocation species. A grain boundary blocks the transport
of dislocations across that boundary. The only way this can be accounted for in the model is if
dislocation motion is explicitly tracked as in the transportive model.
The parameters of the CP model must also be calibrated. Calibration by experiment would be
pointless since the modeling objective is to replace the role of experiment in predicting material
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properties. Therefore, the plan is to use MD simulations of dislocation motion and evolution to
calibrate the CP model. While MD simulations are too costly to run on the macro-scale, they are
capable of running simulations on a scale small enough to capture the physics of dislocations. The
benefit of this approach is the MD simulations only need be run once to calibrate the CP model
for a given material. Then the CP model within the hyper-elastoplastic framework can be used to
simulate single and multiple particle impacts under an array of impact conditions.
Adaptive-mesh-refinement is not currently used, but is part of the long term plan. The idea
would be to use the CP model only in regions of the domain that experience high strain-rates and
use the JC model elsewhere. In a CS simulation this would effectively mean using the CP model
near the particle-substrate interface and using the JC model in the middle and back end of the
particle. The challenge with AMR is imposing the proper boundary conditions between subgrids
and insuring subgrid variables are accurately mapped to parent grids.
A paper on hyper-elastoplasticity closed by the JC model is nearly finished and planned for
submission in the near future. This paper will serve to demonstrate the utility of the approach to
the engineering community. After that, a paper on hyper-elastoplasticity closed by a CP model is
planned. Between the two planned papers, this will be the more impactful because work on CP
models in an Eulerian context is very limited in literature. After graduating, the author plans to join
the Army Research Lab and continue modeling work in the field of CS while also getting hands-on
experience in the actual operation of CS equipment.
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