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Abstract--- Employing an effective learning process is a critical topic in designing a fuzzy neural network, 
especially when expert knowledge is not available. This paper presents a Genetic Algorithm (GA) based 
learning approach for a specific type of fuzzy neural network. The proposed learning approach consists of 
three stages. In the first stage the membership functions of both input and output variables are initialized by 
determining their centers and widths using a self-organizing algorithm. The second stage employs the 
proposed GA based learning algorithm to identify the fuzzy rules while the final stage tunes the derived 
structure and parameters using a back-propagation learning algorithm. The capabilities of the proposed GA-
based learning approach are evaluated using a well-examined benchmark example and its effectiveness is 
analyzed by means of a comparative study with other approaches. The usefulness of the proposed GA-based 
learning approach is also illustrated in a practical case study where it is used to predict the performance of 
road traffic control actions. Results from the benchmarking exercise and case study effectively demonstrate 
the ability of the proposed three stages learning approach to identify relevant fuzzy rules from a training data 
set with a higher prediction accuracy than alternative approaches. 
Index Terms— Fuzzy rule identification, genetic algorithm, Back-propagation learning algorithm, 
Mamdani-type fuzzy neural network. 
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1. INTRODUCTION 
A Fuzzy Neural Network (FNN) is a hybrid intelligent system which combines the capability of fuzzy 
reasoning to handle uncertain information and the capability of neural networks to learn from processes 
[1,2]. FNN is a fuzzy system that uses the learning ability of neural networks to determine its parameters 
(fuzzy sets, fuzzy memberships and fuzzy rules) by processing data. An important topic in designing an FNN 
is that of identification of fuzzy rules [3,4,5,6]. The main aim when identifying fuzzy rules in FNNs is to 
learn and modify the rules from past experience. Various methods have been employed to identify the fuzzy 
rules in FNNs. Quek and Zhou [3] have classified rule identification methods into three categories: i) 
Methods that use linguistic information from experts [5,7]. Although this type of approach converges faster 
during training and performs better, it is rather subjective. ii) Methods that use numerical information [2,4]. 
These include unsupervised learning algorithms such as clustering, self-organizing and competitive learning 
algorithms. iii) Methods that use supervised learning algorithms (particularly the back-propagation 
technique) to identify fuzzy rules in the FNNs [6,8]. These FNNs are basically multilayered, where inputs 
and outputs are fuzzy membership values that satisfy certain constraints. The back-propagation learning 
algorithm is often utilized in such an FNN to produce the mapping from inputs to outputs. In this case the 
FNN appears as a black box at the end of the training process.  
The use of Genetic Algorithm (GA) in the design of fuzzy systems (including rules identification, 
membership function adjustment, and training fuzzy rule-base models to represent specific data) has been the 
subject of considerably greater research effort than other approaches. This initiative has led to a fuzzy system 
with a learning process based on GA. GA has not only been employed to tune membership functions, but it 
has also been used to optimize the architecture of a FNN [9,10,11]. Wang et al. [9] proposed a GA-based 
approach for a feedback direct adaptive fuzzy-neural controller to tune online weighting factors. In 
particular, they have used a reduced-form GA to adjust the weightings of the FNN. A two-phase GA-based 
learning method for FNN is proposed in [10]; firstly to roughly estimate the optimal fuzzy weights, and 
secondly to provide better estimates for the shape of the membership function. Leng et. al [11] proposed a 
GA hybrid model for building a FNN system without a priori knowledge about the partitions of input space 
and the number of fuzzy rules. The GA attempts to identify and delete the least important neurons to yield a 
compact structure from the initial structure with a redundant architecture. The model also includes a hybrid 
learning method consisting of GA, back-propagation, and recursive least squares estimation for optimizing 
the initial network structure. 
A learning method for fuzzy rule-based systems using the iterative rule learning approach is proposed in 
[12, 13]. The fuzzy rule base is constructed in an incremental fashion, where GA optimizes one fuzzy 
classifier rule at a time in [12], whereas the iterative genetic approach presented in [13] can include relations 
between variables in the antecedent of rules to improve the ability of fuzzy systems. Ishibuchi and 
Yamamoto [14] have proposed a GA-based approach for pattern classification problems consisting of two 
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phases: candidate rule generation by rule evaluation measures in data mining, and rule selection by multi-
objective evolutionary algorithms.   
In this paper an evolutionary GA based technique is employed within a three stage-learning approach for 
FNN systems, and we refer to here it as GAFNN. This proposed approach falls into the second category of 
rule identification methods. In the first stage of GAFNN, membership functions of both input and output 
variables are initialized by determining their centers and widths using a self-organizing algorithm. The GA 
based learning algorithm, the basic concept of which has been reported in our previous work [15], is 
performed in the second stage to identify the fuzzy rules. In the last stage, the derived structure and 
parameters are fine-tuned using the back-propagation learning algorithm. 
Starting with all possible fuzzy rules then using the GA to identify the relevant rules is a very promising 
approach. This approach was adopted by Castro and Camagro [16] who proposed a three stage-based 
approach for identifying fuzzy rules from numerical data: a feature selection process, a GA for deriving 
fuzzy rules and, finally, another GA for optimizing the rule base. The main disadvantage of this approach is 
that, depending on the number of input-output variables and the number of their fuzzy sets, the total number 
of possible rules can be extremely large, making it difficult to encode and generate the chromosomes. 
Consequently, the learning process can become overloaded. However, starting the GA process with all 
possible rules (if possible) is still preferred because it decreases the chance of missing any relevant rule 
which, in turn, minimizes the final error.  
The main advantage of the proposed GAFNN presented in this paper is that GA is only used to identify 
fuzzy rules. Using GA to optimize fuzzy membership functions and fuzzy rules simultaneously, (which is 
avoided in our proposed method), makes the GA suffer from the curse of dimensionality, because every 
fuzzy rule represents a different subspace of the input variables. Another advantage of the proposed GA-
based method is that the fine tuning of the fuzzy rules weight is done in a separate learning stage (stage 
three). Consequently, integer representation (encoding) of the problem is used which reduces the length of 
the chromosome as well as making the size of the GA search space very small compared with other 
approaches where floating point numbers representation is implemented. The proposed GA-based learning 
approach is tested in a five-layer FNN with a well-examined benchmark dataset and its performance is 
analyzed through a comparative study with 19 other approaches reported in the literature. Furthermore, the 
proposed GAFNN is demonstrated in a case study which identifies appropriate road traffic control actions in 
the ring-road around Riyadh city. The effectiveness of the performance of GAFNN in this case study has 
been shown through a comparison with back-propagation NN. 
2. STRUCTURE OF GAFNN  
This section describes the structure and the function of the proposed GAFNN. The structure of GAFNN is 
of the Mamdani type and is also similar to the structure considered in [17] and [18]. The GAFNN has a total 
of five layers - the topology of which is shown in Fig. 1. Each layer performs an operation for building the 
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fuzzy system. The input and output layers are represented as vectors                      and 
                    , where         represent the number of input and output non-fuzzy variables, 
   and    are nth input and pth output variables respectively.  
Layer 1(Input Layer): nodes at this layer are input nodes which represent input linguistic variables such 
as “age”, “weight”, and “speed” and directly transmit non-fuzzy input values to the next layer. Each node in 
this layer is connected to only those nodes of Layer 2, which represent the linguistic values of corresponding 
linguistic variables. The link weights,    between this layer and the next layer is unity. The output   
   
 of 
this layer is given as follows:  
  
       (1) 
where      is the input of the input neuron    in Layer 1. 
 
Fig. 1. Structure of GAFNN. 
Layer 2 (Condition Layer): this layer defines the fuzzy sets and membership functions for each of the 
input factors. Nodes in this layer act as a membership function and represent the terms of the respective 
linguistic variable, such as “low”, “medium”, or “high”. The input values are fed to this layer which then 
calculates the membership degree. In our model this is implemented using the Gaussian membership 
function to ensure differentiability, ensuring compatibility with the back-propagation algorithm employed in 
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the last stage of the learning process [18]. The connection weights in this layer are unity. The output    
    of 
input-label node      is given as follows: 
   
     
  
   
   
    
   
  
    
   
   
(2) 
 where    
   
 and    
   
 are the centers (or means) and the widths (or variances) of the membership function for 
the input-label node       respectively, where      denotes the mth input label of the linguistic node n. 
Layer 3 (Fuzzy-Rules Layer): this layer defines all of the possible fuzzy rules required to qualitatively 
specify how the output parameter is determined for various instances of the input parameters. Each node in 
this layer represents a fuzzy rule. The nodes in this layer perform the AND operation. The output   
   
 of a 
rule node     at Layer 3 is given as follows: 
  
   
    
    
     
     (3) 
where    is the set of indices of the nodes in Layer 2 that are connected to node     in Layer 3. 
Layer 4 (Consequence Layer): each node in the consequence layer represents a possible consequent part 
of a fuzzy rule (such as “low” and “high”). The connection weights     of the links connecting nodes     
in Layer 3 to       in Layer 4 represent certainty factors (CFs) of the corresponding fuzzy rules when 
inferring fuzzy output values. Each node of this layer performs the fuzzy OR operation to integrate the field 
rules leading to the same output linguistic variables. The initial values     are set to unity. The output     
   
 
of a consequence node       in Layer 4 is given as follows: 
 
                      
        
   
   
   
                        (4) 
where     is the set of indices of the nodes     in Layer 3 that are connected to node        in Layer 4. 
Layer 5 (Output Layer): this layer is the defuzzification layer, where each node at this layer represents a 
single output variable. In this layer, either the Center of Gravity (COG) or Center of Area (COA) method can 
be used to compute a crisp output signal for each node. In our experiment, we used COG; the output    of an 
output node    in Layer 5 is given as follows:  
   
∑ (   
   
    
   
    
   
 )   
∑ (   
   
    
   
)   
                               (5) 
where H is the set of indices of the nodes       in Layer 4 which are connected to node    in Layer 5; and 
    
    and     
   
 are respectively, the center and width of the membership function of the output linguistic value 
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represented by       in Layer 4. The weights of links from the nodes in Layer 4 to the nodes in Layer 5 are 
unity. Therefore, only the learnable weights in the GAFNN network are       between Layers 3 and 4. 
3. THREE-STAGE LEARNING PROCESS OF GAFNN 
3.1. Stage 1: Initialization with a Self- Organizing Algorithm 
The first stage in the proposed learning approach initializes (self-organizes) the membership functions of 
both input and output variables of the GAFNN by determining their centers and widths. To perform this 
stage, we have employed a self-organizing algorithm. Alternatively, if expert knowledge is available, it can 
be used in this stage. Kohonen’s feature-map algorithm [19] is adopted in this work to identify the initial 
centers    
   
 and     
   
of the membership functions which represent the input and output label nodes      
and      . Kohonen's algorithm is a self-organizing approach which takes a set of N-dimensional objects as 
inputs and produces a low-dimensional (typically two dimensional) grid, called a map.  
 
Fig. 2. Flowchart of the proposed three stage learning approach of GAFNN. 
The inputs and the output of the GAFNN are represented as vectors                      and 
                    , where         represent the number of the input and output variables;    and 
   are nth input and pth output variables respectively. It must be noted that the input and output vectors are 
non-fuzzy vectors. That is, each element in    and    has a non-fuzzy value. The self-organizing algorithm 
adopts the following steps: 
Step1: initialize    
   
 value: 
   
               
 
 
(
   
 
)                   (6) 
Stage Two
Stage One
Stage Three
Initialize MFs
Variables
Generate Fuzzy 
Rules
Fine Tune 
Parameters
Training 
Database
Self-organizing 
Algorithm
GA  Learning 
Algorithm
BP Learning 
Algorithm
Initial Structure
Final Structure
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where    {       }, m is the mth membership function and M is the number of membership functions that 
represent the terms of the respective linguistic,    is the training iteration, and variable    is the nth element 
of the input vector   .  
Step2: find the closest: 
‖                
      ‖     
     
(‖         
      ‖) (7) 
Step3: Update    
   
 value: 
   
         
{
 
 
 
    
           [         
      ]  
                     
                  
      
   
                                      
 (8) 
where      is a monotonically decreasing scalar learning rate. 
Step4: repeat steps 2 & 3 for T=T+1, while T< the limit on time iteration. 
Step5: determine the width    
   
 value: 
   
    
|   
              
   |
 
 (9) 
Similarly, the initial centers     
   
  and widths     
   
 of the membership functions representing the output-
label nodes can be derived, with the exception of the output vector    that is used as the training data instead 
of the input vector   . It should be noted that the values of the centers and widths obtained here are all 
initial values which will be fine-tuned in the final stage using back-propagation learning. Since the aim of 
this stage is to reflect the rough locations of the clusters that are formed by the input and output data samples, 
any other appropriate clustering algorithm (e.g. K-means) can be used in this stage.  
3.2. Stage 2: Rule Identification with GA-Based Method 
The proposed GA-based method is performed in the second stage to identify the fuzzy rules that are 
supported by a set of training data. A simple example of GAFNN with two input linguistic variables    and 
   and one output linguistic variable y is considered here to explain the design process of the presented GA-
based learning approach. The self-organization learning algorithm in the first stage assigns each linguistic 
variable a number of fuzzy sets. Let us assume that we have three fuzzy sets {low (L), medium (M), high 
(H)}. Then the proposed GA-based method considers all possible rules for given fuzzy sets, as shown in the 
top part of Fig. 3. In this simple example, there will be a total of twenty seven possible rules. In fact these 
rules are made up of nine possible antecedents (preconditions) of fuzzy rules represented by nodes RL1 … 
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RL9 in the Fuzzy-Rules Layer. Each antecedent has links with three possible decision fuzzy sets (nodes in 
Consequence Layer: L, M and H). For example, the three possible fuzzy rules associated with node RL1 are: 
If x1 is L and x2 is L, then y is L. 
If x1 is L and x2 is L, then y is M. 
If x1 is L and x2 is L, then y is H. 
In this way the total number of rules includes all possible fuzzy rules associated with all nodes. However, 
at most, only one of these three fuzzy rules can be used for making decisions. We use a GA-based learning 
approach to identify only the appropriate and relevant fuzzy rules by filtering out all other redundant rules. A 
number of decisions must be made in order to implement the GA for generating appropriate fuzzy rules.  
Encoding: Here we propose integer strings as chromosomes to represent candidate solutions of the 
problem. The string is given by (               ), where    is an integer (      ) which indicates 
the link of the fuzzy nodes     (i.e. nodes in the Fuzzy-Rules Layer) with the output nodes (i.e. nodes in the 
Consequence Layer); U is the number of nodes in the Fuzzy-Rules Layer; and K is the number of neurons in 
the Consequence Layer. In our example shown in Fig. 3, the chromosome     has nine integers 
representing   , and       . The situation with      indicates there is no link between     and 
nodes in Consequence Layer;      indicates that there is a link with ‘L’ node in Consequence Layer and 
so on.  
 
 
Fig. 3: An example of encoding a chromosome for possible rules with two inputs and one output 
Fitness function: The GA needs a fitness value assigned to each chromosome. In this paper, we use a set 
of training data to calculate the fitness of each chromosome based on the following error function: 
      (
 
  
∑     ̂  
 
  
   
)    (10) 
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H
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where     is the number of data,    is the ith actual output, and  ̂  is the ith model output. The second 
component of equation (10) represents the sum of Mean Squares Errors (MSE)  between actual outputs and 
model outputs. The GA aims to maximize this fitness function (10) in order to minimize the error value. This 
error value is dependent on the selected fuzzy rules.  
GA operators: Based on a number of experiments, we have selected GA operators and their parameters to 
be used for this application. The results of those experiments are given in Section 4.2. The GA operators 
used are the tournament selection, the elitist generation replacement, standard two-point crossover and a 
random mutation [20]. The mutation operator changes the integer at each position in the solution     within 
the allowed range (i.e.       ) with a defined mutation probability. The initial population is created 
randomly. The stopping criterion for a GA run is to achieve the pre-specified error level.  
When the GA learning process is completed (e.g. when a pre-specified error level is achieved), we choose 
the best GA chromosome. This best chromosome is decoded to get the structure of the GAFNN by keeping 
only the rules that are indicated by the chromosome. A gene in a GA string with      represents a fuzzy 
rule to be considered and with      to be ignored. The weight for all rules is assumed to be 1 at this stage. 
Then the error level (e) can be improved by using the back-propagation learning algorithm (stage three) to 
fine tune the rules weights. By doing so, we train the GAFNN with the relevant fuzzy rules only. 
3.3. Stage 3: Fine Tuning Stage with a Back-Propagation Learning Algorithm 
After identifying the relevant fuzzy rules and the initial structure of the GAFNN, it can adjust its 
parameters using the back-propagation algorithm. The aim of this learning stage is to minimize the following 
error function: 
  
 
 
     ̂  
  (11) 
where    is the actual output and  ̂  is the model output for ith data. 
 From the structure of the GAFNN shown in Fig. 1, it can be observed that there are only five types of 
adjustable parameters. These are: centers    
   
 and widths    
   
 of input-label membership functions, and 
centers     
   
, widths     
   
 of output-label membership functions and the connection weights     of the links 
connecting nodes     in Layer 3 to       in Layer 4 (i.e. fuzzy rules weights). 
Once an input training vector    is presented at the input layer during supervised learning, it is 
propagated forward through the neural network. Subsequently, error signal   
   
 is calculated in Layer 5 and 
then feedback to previous Layers step by step.  
  
   
   
  
   
          
   
      (12)   
where    and   
   
 are the target and actual outputs of node p in Layer 5. 
10 
 
The error signal is used to adjust the parameters. The adjustments for the centers      
   
 and widths      
   
 
of the output labels are calculated as follows: 
     
    
  
     
   
 
  
   
   
 
   
   
     
   
    
   
    
          
   
∑      
          
     
 
(13) 
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(14) 
Similarly, the centres    
   
 and widths     
   
 of the membership functions of input-label nodes are adjusted as 
follows: 
    
    
  
    
   
 
  
    
   
 
    
   
    
   
  
  
    
   
    
   
 (  
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 (15) 
    
   
 
  
    
   
 
  
    
   
 
    
   
    
   
  
  
    
   
    
       
       
   
  
    
   
  
 (16) 
where 
  
    
   
 {
∑  
   
 
                   
        
   
 (  
   )
                                                  
 (17) 
where    is the set of indices of the nodes in Layer 2 that are connected to node u in Layer 3.  
The adjustment for the connection weights     is calculated as follows: 
      
  
     
 
  
    
   
 
    
   
     
       
      
   
 (18) 
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4. EXPERIMENTAL RESULTS AND ANALYSIS 
In this section, we validate the performance of the GAFNN by using a well-known benchmark dataset 
(i.e. the Box–Jenkins time series [21]) and show the merits and capabilities of the GAFNN as compared to 
other models. Well-known benchmark datasets are used for the sake of easy comparison with 19 existing 
models published in the literature. 
 
4.1. Nonlinear System Identification Example 
Here, the GAFNN is applied to a non-linear system identification, using the gas furnace data (series J) of 
Box and Jenkins [21].  The data set used in this experiment was recorded from a combustion process of a 
methane-air mixture. During the process, the portion of methane was randomly changed, while maintaining a 
constant gas flow rate. The data set used here consists of 296 input-output pairs. The gas flow into the 
furnace is the input      and the     concentration in the outlet gas is the output     . The sample interval is 
9s. The characteristic function of the     time series data has significant deviation from the Gaussian 
behavior.  
The GAFNN is employed to provide identification of the     concentration      . In order to compare 
the GAFNN results with other models, a similar experimental design has been used. It is assumed that the 
task is to identify the     produced in a furnace      at time t, given the methane gas portion from four time 
steps before        and the last     produced in the furnace       . The data set was converted to 
                      pairs which reduced it to 292 input-output pairs.  
All data sets used in this experiment were normalized using the min-max normalization technique given 
as follows: 
   
        
         
 (19) 
where   is the normalized value, and           and      are an instance of the minimum and the maximum 
values of the vector to be normalized. The normalized data was then divided into two parts with random 
sampling to take care of random effects. The first part 70% (204 records) was used for training the GAFNN, 
and the other 30% (88 records) unseen data was used for testing the trained GAFNN. Due to the stochastic 
nature of the approach the simulation is run 10 times, and the averaged performance index is considered (see 
next section). 
This identification problem is then mapped onto the five-layer GAFNN with the following configuration 
as shown in Fig. 4. The input layer consists of two nodes:        and       , whereas, the output layer 
consists of one node:     . The input and the output variables were divided into five linguistic labels (VS, S, 
M, L, and VL). Thus, the Condition Layer consists of 10 nodes and the Consequence Layer consists of 5 
12 
 
nodes. The initial fuzzy-rule layer consists of all possible combinations of input variables which, in this is 
case, is 25 nodes. They are fully connected with the Consequence Layer.  
 
Fig. 4: The initialized GAFNN Structure for the Box-Jenkins gas furnace data. 
The initial parameters (center and width) of the membership functions for all inputs and output variables 
were generated using the self-organizing algorithm described in Section 3.1. Fig. 5 shows these initial 
membership functions. While other divisions of the domain regions and other shapes of membership 
functions are possible, we initially divide the input and output spaces into five fuzzy regions with the same 
Gaussian membership functions following the example presented in [17]. In this experiment we use the 
Mean Square Error (MSE) as a performance index for the GAFNN: 
    
 
  
 ∑      ̂  
 
  
   
 (20) 
where    is the number of data,    the actual output, and  ̂  is the model output for ith data. 
4.2 GA Operations and Parameters 
In order to evaluate the impact of different GA operations and parameters on the GA performance, a 
sensitivity analysis has been carried out. In order to avoid random effects, the experimentation approach   
adopted involved conducting 10 runs with a particular selection of parameters and identifying the best 
solution (lowest MSE) over these runs, and the average of the best solutions from each of the 10 
experiments. A mutation probability of 0.05 was considered to analyze how sensitive the GA performance is 
for two crossover types (one point and two-point) with different crossover probabilities ranging from 0.5 to 
0.9. In the same way, the sensitivity of the performance of GA to mutation probability has been analyzed 
using a two-point crossover with a probability of 0.7 (which was found to be the best value). Finally, using a 
two-point crossover with a probability of 0.7 and a mutation probability of 0.05, the sensitivity of the 
performance of GA to different population sizes ranging from 20 to 120 has been analyzed. The peak 
y(t)
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performance of GA was achieved when two-point crossover with a probability of 0.7, mutation probabilities 
of 0.05 (and 0.06) and population sizes of 90 were used.  
The stopping criterion for a GA run is to achieve the pre-specified error level (e.g. MSE < 0.001). The 
GA-based fuzzy rules identification method has been used to generate the fuzzy rules. Firstly, a candidate 
solution has been encoded into an integer string as a chromosome. The chromosome size has been set as 25, 
the total number of nodes in the fuzzy-rules layer. Each gene    , where       , represents a fuzzy rule. 
Then an initial population containing N chromosomes has been generated randomly.  
4.3 Experimental Results 
This second stage started with 25 fuzzy rules (i.e. all possible rules), and after completion, the number of 
rules was decreased to 18, with a mean square error (MSE) = 0.00138. The fuzzy rules generated from this 
stage are shown in Table 1. It should be noted that the weight of all generated rules in this stage was set to 1.  
Lastly, after identifying the GAFNN structure, the BP algorithm explained in Section 3.3 was employed 
(with learning rate   = 0.1) to fine tune the membership parameters and the weights of the fuzzy rules. In 
this stage two experiments were run. In the first experiment, the BP algorithm was only employed to adjust 
the memberships parameters (centers, widths) as is the case in most similar methods such as [22] (i.e. the 
error for nodes in Layer 4 was computed and propagated without updating to     ). In the second 
experiment both membership parameters and fuzzy rules weights      were adjusted. The results of both 
experiments after 150 epochs are illustrated in Fig. 6. The improvement in training error rate (MSE) achieved 
in experiment one is denoted by the dotted curve, from 0.00138 to 0.00082, while the solid curve represents 
the improvement in error rate (MSE) achieved in experiment two, from 0.00138 to 0.00042.  
 
 
Fig. 5. The initial membership functions generated from the first stage of the learning process of GAFNN for 
initial input 1       ; initial input 2         and initial output 1:     . 
Fig. 7(a), (b) and (c) show the learned input-output membership functions after this stage for the Box-
Jenkins gas furnace data sets. The shapes, in particular the widths, of the different linguistic variables of 
these  membership functions have evolved from their initial shapes (Fig. 5) to the shapes shown in Fig. 7 
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with some overlaps between them. For example, in Figs. 7(b), (c), the width of the membership function of 
linguistic variable "VS" is much larger than that of "S". From a linguistic variable perspective, the disorder 
of linguistic variables induced by learning is difficult to understand. The reasons for this could be the lack of 
the variety of linguistic variables, lack of the number of rules considered, or different order of the linguistic 
terms used in Fig 7. The fuzzy rules and their corresponding weights resulted from this stage are given in 
Table 1. There are three rules with zero weights, outlined by the (*) in the table, which means that those rules 
can be deleted without affecting the outputs. The total number of appropriate and relevant rules in this case 
has reduced to15 from the 25 possible fuzzy rules.  
TABLE 1 
FUZZY RULES GENERATED FROM THE SECOND AND THE THIRD STAGES OF THE LEARNING PROCESS AND 
THEIR CORRESPONDING WEIGHTS OF THE BOX-JENKINS GAS FURNACE DATA. 
Rule # 
IF THEN Weight 
                   
After 
Stage2 
After 
Stage3 
1 VS VS VL 1 0.93 
2 VS S VS 1 0.94 
3 VS M L 1 1.00 
4 VS VL VL 1 0.99 
5 S S S 1 0.48 
6 S M L 1 0.17 
7 S L L 1 0.63 
8 S VL VL 1 0.31 
9* M S S 1 0.00 
10 M M M 1 1.00 
11 M L M 1 0.21 
12* L S S 1 0.00 
13 L L L 1 0.79 
14 L VL VL 1 0.48 
15 VL VS VS 1 0.68 
16* VL M S 1 0.00 
17 VL L S 1 0.20 
18 VL VL VS 1 0.20 
 
 
Fig. 6. The improvement of the GAFNN prediction error of the Box-Jenkins data after the BP algorithm. 
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(a) Final input 1:        
 
 
 
(b) Final input 2:        
 
 
 
(c) Final output 1:      
Fig. 7: The learned input-output membership functions of the Box-Jenkins gas furnace data. 
After completing the training process for the GAFNN, the unseen testing data set was used to test the 
trained GAFNN. The GAFNN successfully identified the desired nonlinear system dynamics with a very low 
MSE (= 0.00045). Fig. 8 summarizes the final results of this experiment, where the real (desired) and the 
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predicted outputs in response to the testing input data are given in graphical form in Fig. 8(a), and training 
and testing data distribution is shown in Fig. 8(b). The data distribution shows that the testing data are 
clustered tightly than that of the training data. Fig. 8(c) shows the GAFNN prediction error,      ̂ , where 
   the actual output, and  ̂  is the model output for ith testing data. It can be observed from the figure that the 
predicted output closely fits with the desired output. The errors are within the range of [-4%, +5%].  
4.4 Comparison with Other Models 
Table 2 shows a comparison of the results obtained from our proposed GAFNN and that of different 
models reported in the literature for the Box-Jenkins data prediction problem. It is worth mentioning that the 
experimental design adapted for the GAFNN in this work is similar to the other models listed in Table 2. The 
table summarizes the general structure of each model, including the number of inputs and the number of 
rules as presented in [17]. Fuzzy based neural models (such as ANFIS, FuNN, HyFIS, and GAFNN) or 
improved neural network model (such as Improved Neuro-Endocrine) have a much better performance with 
respect to their counterpart mathematical models (such as ARMA) and fuzzy models (such as Xu, Sugeno 
and Takagi).  
 
 
(a) Desired and predicted outputs. 
 
 
(b) Training and testing distributions. 
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(c) The GAFNN prediction error. 
Fig. 8: The GAFNN performance of the Box-Jenkins gas furnace data. 
It can be observed that the performance of our proposed GAFNN exceeds that of almost every other 
model, the exceptions being the HyFIS  and ‘Improved Neuro-Endocrine’ models. It is worth noting that the 
HyFIS approach uses all data samples to construct the model (i.e. creating fuzzy membership functions of 
the input-output variables and generating the fuzzy rules) and 92 data pairs of the same data set were used for 
testing the model. In our case, the data set was divided into two parts. The first part was used to construct 
and learn the GAFNN model, then the model was tested with the second part which is unseen data. The 
model error presented in Table 2 for the GAFNN is for this unseen test data set. The improved Neuro-
Endocrine model proposed in [37] uses the interaction mechanism of different glands for regulating the 
neural network. The model improved the predictive accuracy of time series. It has the smallest MSE, but the 
number of inputs is 10, which is much larger than other models. The paper itself rightly recognizes that the 
larger number of inputs might increase the computation cost of training.  
Also, the comparative results show that DE–GMDH-type network [35] and FuNNs [36] are very 
promising models. The DE–GMDH-type network is a hybrid of the group method of data handling (GMDH) 
and differential evolution (DE), which is shown to outperform all models, except the last four in Table 2. 
The ‘DE–GMDH-type network’ uses 6 inputs for the gas furnace process data which is relatively higher 
than most other models. The FuNNs model has an acceptable error level (0.00051) with a lower number of 
rule nodes (7) than our GAFNN (15). FuNNs uses a multilayer perceptron (MLP) network and a modified 
back-propagation training algorithm. The general FuNN architecture consists of five layers: input, condition, 
rule, action and output layers. The second and third (condition and rule) layers are fully connected and the 
sigmoidal logistic activation function is used in each rule node to represent the degree to which input data 
match the antecedent component of an associated fuzzy rule. That means each rule node in the FuNN is 
represented by several fuzzy rules, each of them representing a combination of the input condition elements 
which would activate that node. Therefore, the number of rule nodes in FuNN, from the Gas-Furnace Time 
Series example 7, does not represent the total number of fuzzy rules in our GAFNN model. In general, the 
results of this experiment show that the proposed GAFNN is a competitive model when compared with other 
promising models published in the literature. 
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Table 2: Comparative results for different modeling approaches. 
Model name and reference 
Number of  
inputs 
Number of  
rules 
Model error 
(MSE) 
ARMA model [21] 5 - 0.71 
Tong’s model [23] 2 19 0.469 
Pedrycz’s model [24] 2 81 0.320 
Xu’s model [25] 2 25 0.328 
Sugeno’s model [26] 2 6 0.355 
Surmann’s model [27] 2 25 0.160 
Linear model [28] 5 - 0.193 
Takagi-Sugeno model [28]   6 2 0.068 
Position-gradient model [28] 3 6 0.190 
Lee’s model [29] 2 25 0.407 
Hauptmann’s model [30] 2 10 0.134 
Lin’s model [31] 5 4 0.261 
Nie’s model [32] 4 45 0.169 
Pedrycz et al.’s model [33] 2 25 0.3950 
ANFIS model [34] 2 25 0.00073 
DE–GMDH-type network [35] 6 - 0.00053 
FuNN model [36] 2 7 0.00051 
HyFIS model [17] 2 15 0.00042 
Improved Neuro-Endocrine [37] 10 - 0.00016 
GA-FNN (current model) 2 15 0.00045 
5. ROAD TRAFFIC CASE STUDY 
This section demonstrates the application of the proposed GAFNN to a real-world road traffic prediction 
problem. In this experiment GAFNN is employed as a prediction tool which can be used in a road traffic 
control center to predict the total travel time and total distance traveled for different traffic control actions. 
The inputs of GAFNN are the proposed traffic control action and the current traffic state, while the outputs 
are the predicted total travel time (TTT) and total distance traveled (TDT).  
Total travel time, which is the travel time of all vehicles in a network during a considered period, and total 
travel distance, which is the sum of the distances travelled by all vehicles in a network during a considered 
period, are two of several performance criteria used to assess the performance of a traffic control action. A 
traffic control action (such as metering ramps, controlling speed limits by Variable Signs (VS), using 
Dynamic Route Information Panels (DRIP), and/or lane closure) is a response of the road traffic control 
center to manage the road traffic state. So, when road traffic congestion happens, the most appropriate traffic 
control action should be selected in real time to manage the current traffic state. This process needs to predict 
of the performance of all possible control actions on the current traffic state to find the appropriate one. 
5.1 Case Study Design  
The traffic case study is created for a sub-network of the road traffic network in the Riyadh city of Saudi 
Arabia, see Fig. 9. The sub-network chosen is one of the busiest parts of the Riyadh network, as it is used 
mostly by traffic approaching the city center. This sub-network includes 10-km of King Fahad highway with 
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four lanes each way. Two main roads (R1 and R2) separate from King Fahad highway and run parallel to it 
and then join it again. Traffic enters the section from two origins (O1 and O2) and leaves it through two 
destinations (D1 and D2). In this case study, we only consider traffic going from south to north (i.e. towards 
the city center). A detailed analysis of this case study can be found in [38]. 
 
 
Fig. 9: The sub-network considered in the traffic case study. 
We have considered the following variables in our case study: 
Three traffic factors to represent the current traffic state: 
 Average traffic demand (TDm):  the average traffic inflows at the origin links of the sub-network (O1 & 
O2). 
 Average traffic density (TDn):  the average number of vehicles per km per lane on the King Fahad 
highway. 
 Incidents status (IS):  only the severity of incidents is considered in this case study.  
Five traffic control actions:  
    : Using VMS at point A to direct traffic that goes to D2 to use road R1. 
    : Using VMS at point A to direct traffic that goes to D1 to use road R1. 
    : Using VMS at point A to direct traffic that goes to D1 and traffic that goes to D2 to use road R1. 
    : Using VMS at point A to direct traffic that goes to D2 to use road R2. 
    : Using VMS at point A to direct traffic that goes to D1 to use road R1 and on Ramp Metering at 
point B. 
The data needed for the training and testing processes of GAFNN has been generated using a traffic 
macroscopic simulation model (METANET macroscopic flow model) [39]. The simulation has been run 
many times with different combinations of traffic states and the five control actions for a prediction time 
intervals set to 120 minutes. From each run one data pair sample, (   , TDm, TDn, IS;     ,     ) has been 
abstracted.    , TDm, TDn, and IS are the input variables and they represent the current traffic state and the 
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A
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B
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proposed control action.     ,      are the output variables and represent the predicted total travel time and 
predicted total distance travelled after 120 minutes of the application of control action    .  
Table 3: Maximum, minimum, and average value of data set for the considered traffic case study. 
 TDm TDn IS TTT TDT 
MIN 500.0 5.0 2000.0 807.7 76685.6 
MAX 6000.0 150.0 6000.0 58606.2 352915.9 
Mean 3311.6 79.4 4094.0 23244.6 23244.6 
Std Dev 1608.2 43.1 1620.9 16549.2 55863.3 
CV (%) 48.6 54.3 39.6 71.2 240.3 
 
The generated data set consists of 5000 input-output pairs. Table 3 summarizes the statistical indicators 
for the input-output parameters, including the min, max, mean, standard deviation, and coefficient of 
variance. It is necessary to ensure that the generated data is sufficient to cover the entire problem domain, 
including maximum and minimum values for each variable, as well as a good distribution of values within 
this range. Using the values in Table 3, the normalization of data samples was performed using Equation 
(19). The normalized data samples are then divided such that 70% was used for training the GAFNN and 
30% unseen data was used for testing the trained GAFNN. 
5.2 Learning GAFNN  
 
Fig. 10: The initial GAFNN Structure for the traffic case study. 
The membership functions of both input and output variables were initially determined by using some 
expert knowledge as follows. The input variables TDm, TDn and IS were divided into three labels (low, 
medium, and high), whereas the control action     was directly represented by five non-fuzzy indices (C1, 
C2, C3, C4, and C5). On the other hand, the output variables      and      were divided into five labels 
(very low, low, medium, high, and very high). Consequently, the condition layer consisted of 14 nodes and 
the consequence layer consisted of 10 nodes. The fuzzy-rule layer consisted of all possible combinations of 
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input variables which, in this case, was 135 nodes. They are fully connected with the Consequence Layer. 
Fig. 10 shows the overall structure of the GAFNN after this stage. The initial parameters (center and width) 
of the membership functions for all input and output variables are given in Table 4 in columns 3 and 4.  
We started the second stage of the learning process with 135 fuzzy rules, and after completing this stage, 
126 relevant fuzzy rules were identified with a mean square error (MSE) of 0.013. After a series of 
experiments the following learning parameters were identified as appropriate: (i) population size = 200, (ii) 
tournament selection, (iii) elitist generation replacement, (iv) standard two-point crossover with probability = 
0.8, (v) and mutation probability = 0.04. The stopping criterion was 1,500 generations. Fig. 11 shows the 
GAFNN prediction error of the traffic case study after the second stage of the learning process. The curve 
represents an average performance of 10 experiments. 
Table 4: Initial and final parameters of the MFs for all variables of the traffic case study. 
I/O 
variables 
Label 
Initial 
Parameters 
Final 
Parameters 
Center Width Center Width 
    
C1 0 0.105 0 0.105 
C2 0.25 0.105 0.25 0.105 
C3 0.5 0.105 0.5 0.105 
C4 0.75 0.105 0.75 0.105 
C5 1 0.105 1 0.105 
TDm 
Low 0.16 0.17 0.29 0.48 
Medium 0.50 0.17 0.51 0.41 
High 0.85 0.17 0.88 0.28 
TDn 
Low 0.15 0.17 0.16 0.19 
Medium 0.50 0.17 0.52 0.17 
High 0.86 0.18 0.79 0.22 
IS 
Low 0.2 0.21 0.14 0.40 
Medium 0.5 0.21 0.53 0.41 
High 0.9 0.21 0.98 0.32 
TTT 
Very 
Low 
0.0592 0.09395 0.01 0.1 
Low 0.2471 0.09395 0.03 0.115 
Medium 0.4732 0.0986 0.12 0.12 
High 0.6704 0.0876 0.71 0.215 
Very 
High 
0.8456 0.0876 0.89 0.185 
TDT 
Very 
Low 
0.2136 0.1234 0.13 0.085 
Low 0.4604 0.0871 0.14 0.035 
Medium 0.6346 0.0654 0.8 0.11 
High 0.7654 0.0654 0.85 0.115 
Very 
High 
0.9094 0.072 0.95 0.095 
 
Due to the large number of experiments and the long training time required, a modified master-slave 
parallel GA (used in [40]) was used with a network of 35 PCs to speed up this stage of training. For example, 
the completion of one generation using only one PC takes approximately 450 seconds, which is decreased 
sharply to approximately 19 seconds with 35 PCs.  
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The BP algorithm (with a learning rate   of 0.1) was then used to fine-tune the membership parameters 
and weights of identified fuzzy rules. Error rate MSE was improved to 0.0024 and the number of fuzzy rules 
decreased to 112 rules from potential maximum of 135. As can be seen from these results and experiments 
for the gas furnace benchmark example (section 4.3) the actual reduction in the  number of rules depends on 
the dataset. The improvement seen in MSE during this stage is illustrated in Fig. 12. The final parameters 
(center and width) of the membership functions for all input and output variables are summarized in Table 4 
(columns 5 and 6). Note that the values of the initial and final parameters for     are the same, this is 
because     are the control actions represented by non-fuzzy values. 
 
 
Fig. 11: The GAFNN prediction error of the traffic case study after the second stages of the learning process. 
 
Fig. 12: The improvement of the error rate after the BP algorithm. 
Finally, the trained GAFNN was employed to predict the total travel time and total distance travelled for 
the five control actions using the testing data. The general testing results are given in Fig. 13 and 14. The real 
and modeled outputs in response to the testing input data are illustrated in Fig. 13 (a) and (b), while the 
GAFNN prediction errors of normalized data samples are illustrated in Fig. 14 (a) and (b). We can see 
clearly from these figures that the GAFNN can predict total travel time and total distance travelled with a 
good level of accuracy.   
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Fig. 13: (a) Desired and predicted output TTT; (b) Desired and predicted output TDT. 
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Fig. 14: (a) The GAFNN prediction error of TTT; (b) the GAFNN prediction error of TDT. 
5.3 Result Validation 
In order to illustrate how accurately the predicted data set replicates the desired output data set, we used 
the coefficient of determination (  ) as a performance index of the GAFNN with          . When    
equals zero, the desired and predicted outputs are totally uncorrelated. In contrast, when    equals 1, they are 
exactly the same.    is defined as: 
   
[∑      ̅ ( ̂   ̅̂)
  
   ]
 
∑      ̅  
  
     ∑ ( ̂   ̅̂)
   
   
 (20) 
where    is the number of data,    is the ith actual output,  ̂  is the ith model or predicted output,  ̅  is the 
mean of actual output     , and  ̅̂ is the mean of model output  ̂  .  
The results of the GAFNN performance prediction for total travel time and total distance travelled were 
recorded for each control action separately, and    values were calculated accordingly. Table 5 summarizes 
the final results of this part of the experiment.   
Table 5:    of  the TTT and TDT for the five control actions. 
Traffic Control 
Action 
   
TTT TDT 
    0.97 0.93 
    0.98 0.95 
    0.98 0.95 
    0.97 0.94 
    0.98 0.96 
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Table 5 shows that the    values calculated for TTT prediction are higher than those calculated for the 
TDT prediction. This indicates that the level of accuracy of TDT prediction is lower than that of TTT. Also, 
we can see that the GAFNN is able to predict the performance of the control action     more accurately than 
other control actions. It can be observed from Table 5 that    values obtained from the GAFNN for TTT and 
TDT are high and very close to 1 (         . The higher the value of the    coefficient of determination, 
the better is the performance of the prediction model. . This shows that the GAFNN is able to predict total 
travel time and total distance travelled for all control actions with good accuracy based on the performance 
index of the coefficient of determination (  ). 
The proposed GA-based learning approach reduces the number of rules by filtering out redundant and 
inappropriate rules from the possible rule set. The number of rules reduced is from 25 to 15 for the gas 
furnace benchmark example (section 4.3), and from 135 to 112 for the traffic case study (section 5.2). The 
level of reduction in the number of rules depends on the datasets. Identification of representative and 
relevant fuzzy rules by filtering out redundant rules generally leads to an improved performance and 
computational efficiency. 
6. CONCLUSIONS 
This paper has proposed a GA-based learning approach for FNNs. The proposed learning approach 
consists of three stages: first stage is initializing the membership functions of both input and output variables 
by determining their centers and widths using  a self-organizing algorithm; a GA based learning algorithm is 
performed in the second stage to identify the fuzzy rules; in the last stage, the derived structure and 
parameters are fine-tuned by using the back-propagation learning algorithm. The structure of GAFNN is a 
Mamdani inference based FNN structure with five layers. The main features of the proposed GAFNN are the 
learning process of identifying the fuzzy rules and the learning process of adjusting rules weights in separate 
stages to ensure that only the relevant rules are trained. 
A well-known benchmark example was used to test the performance of the proposed GA-based learning 
approach. Moreover, the prediction capability of the proposed system was tested for forecasting the 
performance of traffic control actions on the current traffic state. Experimental results have demonstrated the 
ability of GAFNN to identify all the relevant fuzzy rules from the training data. Comparative analysis has 
shown that GAFNN has a competitive degree of prediction capability than other models. 
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