Modeling of the full temporal behavior of photons propagating in diffusive materials is computationally costly. Rather than deriving intensity as a function of time to fine sampling, we may consider methods that derive a transform of this function. To derive the Fourier transform involves calculation in the 1complex2 frequency domain and relates to intensity-modulated experiments. We consider instead the Mellin transform and show that this relates to the moments of the original temporal distribution. A derivation of the Mellin transform given the Fourier transform that permits closed-form derivations of the temporal moments for various simple geometries is presented. For general geometries a finiteelement method is presented, and it is demonstrated that the computational cost to produce the nth moment is the same as producing the first n temporal samples of the original function.
Introduction
The measurement of time of flight of photons in tissue, using methods that use ultrashort light pulses and a fast optical detector, 1,2 is a rapidly growing area. Biological tissue is a highly light-scattering medium, and the light that is detected in such studies has traveled considerably farther through the tissues than the direct distance between the input and output optodes. To quantify spectral information, it is necessary to know this optical path length, and the way in which it changes with tissue type, wavelength, attenuation, and measuring geometry.
It is of great importance to have a reliable model that can compute the form of the output intensity G1t2 for any given experimental situation. Such models are used, for example, in fitting to experimental data to determine global values of optical parameters 3 and in image-reconstruction algorithms. 4 Models are either stochastic, such as the Monte Carlo [5] [6] [7] or randomwalk 8 models, which follow individual photon histories, or deterministic, based on a partial differential equation for photon density. Whereas the former are arguably more closely related to the physics of the situation, the latter are clearly preferable in the development of analytic methods. Deterministic models can sometimes be solved analytically, for example, for simple geometries and homogeneous values of optical parameters, 9 but for general geometries, or for inhomogeneous distributions of optical parameters, a numerical method is required, of which a powerful, robust, and efficient example is the finiteelement method 1FEM2. 10 Figure 1 shows an example of G1t2 produced from a two-dimensional FEM model of a 25-mm-radius circle, at 800 time steps of 5 ps, in 5290 s 1see Table 1 , below, and Section 4 for details2.
In general, all methods for deriving G1t2 in nontrivial cases are computationally intensive. By contrast, calculation of Ĝ 1v2 is often much simpler. Sampling Ĝ 1v2 at a set of n frequencies spaced by Dv, including the dc signal 1v 5 02 and up to the Nyquist frequency v N , would be equivalent to sampling the time-domain signal at a space of 2p@v N . Computation of G1t2 could conceivably be carried out by solution in the Fourier domain followed by an inverse Fourier transform, but it is not clear that significant advantage would be gained in computation time. Because G1t2 for most biological subjects tends to have the very characteristic shape shown in Fig. 1 , with positive skew and kurtosis, the question arises whether the function itself is really required or whether some description or statistic of the function would provide the information needed. For example, many workers advocate measurement directly in the frequency domain of an intensity-modulated signal and consideration of the phase C and the modulation depth M at particular frequencies. Then reproduction of a typical picosecond laser experiment, sampled at 10-ps intervals, would require sampling in the frequency domain up to several gigahertz, which is not practical with current technology.
Alternatively, instead of the Fourier transform, we can consider the Mellin transform:
G1t2dt. 112
Calculation of G*1s2 for integer s . 1 makes it straightforward to derive the moments of the temporal distribution: and kurtosis 31s 4 @s 2 2 2 2 34. In the temporal domain, the mean time s 1 has been shown experimentally and theoretically to correspond to the differential path that relates the rate of change of measured intensity to change in absorption. The difference between vs 1 and C is to a first approximation dependent on the skew of G1t2. 9 Moments have been used successfully in an image-reconstruction algorithm. 11 The optimal statistics of G1t2 to use for data analysis is still a matter of investigation. The purpose of this paper is to report a computationally efficient method for deriving the moments directly without having to evaluate G1t2. This method permits the use of the moments as an alternative to direct sampling of G1t2 or of Ĝ 1v2. We give the analytic form and the form suitable for finite elements. In the latter case the computational cost to produce the nth moment is the same as producing the first n temporal samples of G1t2. We compare analytic results with FEM results and with the numerical integration of G1t2.
Light Transport
We consider our model of light transport to be the diffusion equation:
where k1r2 is given by k1r2 5 c
where µ s 8 5 11 2 f 2µ s is the reduced scattering coefficient; µ a and µ s are the attentuation and scattering coefficients, respectively 1dimensions of inverse length2; and f is an anisotropy factor 10 # f # 12. Use of the diffusion approximation is widespread, even though it is the simplest approximation to the more general radiative transfer equation and shows significant differences from higher-order approximations such as the diffusive wave approximation. 12 Experimental and theoretical study has demonstrated the validity of Eq. 132 under conditions that are appropriate for the types of application we are considering, where µ a 9 µ s . 13 We solve Eq. 132 in a domain V, with the output flux on the boundary ≠V given by
where j is a point on ≠V and n 1j2 is the outward normal to ≠V at j.
A. Green's Function Methods
Because the source q 0 in Eq. 132 is highly localized in both space and time, it approximates a d function, and In the FEM we find not F1r, t2 3the solution to Eq. 1324,
where
We choose basis functions that have limited support so that the D 3 D matrices K, C, and B are symmetric, banded, and sparse, and we can use Choleski decomposition with forward and backward substitution to solve the resultant matrix equations. To find the general behavior of F1t2 as a function of time it is standard to use a finite-difference method to integrate Eq. 162. 15 If F n is the solution at time step n, then
where u is a parameter used to control the finitedifference method that averages the values at F n and F n11 to an intermediate position; we have used the Crank-Nicholson scheme of u 5 1@2. 10 The matrices are constant throughout the finite-difference procedure. Thus the method requires one Choleski decomposition for 1 1 ⁄2K 1 1 ⁄2C 1 1@DTB2, followed by one matrix multiplication and one Choleski forward and backward substitution per time step. Unfortunately, for stability, the time step in the finitedifference procedure needs to be very small O110 23 2 with respect to the total required TPSF times, and this still leads to quite lengthy computation times.
Derivation of the Mellin Transform

A. Green's Function Method
Consider the Mellin transform of the Green's Function: 
Zeroth Moment (Time-Independent Case)
We may derive the integrated intensity E directly with 5= ? k= 2 µ a c6F1r2 5 2q 0 1r2. 1142
Following the above derivation we obtain
where K and C have the same meaning as before and F and Q now no longer have a time variation.
Higher-Order Moments (Time-Dependent Case)
To avoid the finite-difference step, which is the bottleneck in FEM calculations, we make use of the results in Eqs. 1102-1132 to compute the moments directly. Taking the Fourier transform of Eq. 162 yields
Differentiating with respect to v yields
Now if Q is a d function in time, then its Fourier transform is a constant, and the right-hand side of Eq. 1172 is zero. Evaluating now at v 5 0, we find that
and therefore
Thus an iterative procedure for finding the set 57t8, 7t28, . . . 7t n 86 is 1. Solve Eq. 1152 for m 0 . 2. Set n 5 1. 3. Solve Eq. 1192 for m n . 4. 7t n 8 5 m n @m 0 . 5. n 5 n 1 1. 6. Repeat from 3.
Results and Discussion
The finite-element model used to obtain the results in this paper comprises a two-dimensional circular mesh formed by triangular elements. The boundary ≠V is assumed to be a polygon. The model is coded in C11 and runs on a Sun Sparc 2 with 32-Mbyte memory. The source is assumed to be isotropic and located at a depth of 1@µ s 8 below the surface, at angular position 0°. The Green's function in the Fourier domain for this geometry is given by
where I n is the modified Bessel function of the first kind of order n, a 5 31µ a c 1 iv2@k4 1@2 , a is the radius of the circle, and u is the angle between the source vector r and the measurement point j on the boundary. The moments can then be derived by application of Eq. 1122. Figure 2 shows a comparison of 7t n 8 for n 5 1, 4 for analytical results, the results computed from the FEM by the use of the direct method, and the results of deriving the TPSF up to 4 ns and performing the moment integration numerically. The analytic results were calculated with MATHEMATICA. 9 The two FEM curves are not distinguishable, and instead their relative difference is shown in Fig. 3 . Apart from positions very close to the source, the results agree to within 0.1%. The difference from the analytical result is only noticeable at large source-detector separations. As expected, skew and kurtosis are both always positive, decreasing with longer distances.
Comparison of timings is shown in Table 1 . Note that each time step requires one matrix multiplication followed by one Choleski forward and backward substitution and takes approximately 4.5 s. This should be approximately the same as moment genera- tion, but in fact the latter is approximately twice as long because of some inefficiencies in the current implementation.
It is worth pointing out that the setup time is a constant for the mesh and is only done once. After this all repetitions of the moment calculations, including those for different source positions, take only the time indicated under the moment index in Table 1 . On progressing to three-dimensional meshes, we typically find the need for 60000 to 70000 elements-an increase of tenfold. The commensurate increase in matrix manipulation time may be 100 times, leading to several minutes per calculation; for generation of G1t2 we would expect several days of computation, a time comparable with Monte Carlo methods. Whereas a time of a few minutes is not intolerable, some optimization may be necessary to bring the speed of calculation to a more acceptable level. We are currently investigating a number of these optimization schemes. In any case the cost of moment generation will remain an order of magnitude less than that for the full TPSF.
Conclusions
For analysis of photon time of flight in tissue it is essential to have efficient computational methods. We have presented a computational method that exploits the operator representation of FEM matrices to yield the Mellin transform of the TPSF directly, and thence its moments. The moments are important not only to provide a representation of the TPSF itself, but to provide a robust statistic. The moments show far greater stability over integrated intensity or early light, as well as greater sensitivity of signal to noise in perturbation studies that are the basis for image reconstruction. The computational speed up is several orders of magnitude, making near-real-time computation of simulated photon transport possible in two dimensions. For three dimensions the improvement is expected to be even more essential. In addition it is hoped that further theoretical developments may yield yet faster methods. 
