Motivation: Whole genome expression profiling of large cohorts of different types of cancer led to the identification of distinct molecular subcategories (subtypes) that may partially explain the observed inter-tumoral heterogeneity. This is also the case of colorectal cancer (CRC) where several such categorizations have been proposed. Despite recent developments, the problem of subtype definition and recognition remains open, one of the causes being the intrinsic heterogeneity of each tumor, which is difficult to estimate from gene expression profiles. However, one of the observations of these studies indicates that there may be links between the dominant tumor morphology characteristics and the molecular subtypes. Benefiting from a large collection of CRC samples, comprising both gene expression and histopathology images, we investigated the possibility of building image-based classifiers able to predict the molecular subtypes. We employed deep convolutional neural networks for extracting local descriptors which were then used for constructing a dictionary-based representation of each tumor sample. A set of support vector machine classifiers were trained to solve different binary decision problems, their combined outputs being used to predict one of the five molecular subtypes. Results: A hierarchical decomposition of the multi-class problem was obtained with an overall accuracy of 0.84 (95%CI¼0.79-0.88). The predictions from the image-based classifier showed significant prognostic value similar to their molecular counterparts. Contact: popovici@iba.muni.cz Availability and Implementation: Source code used for the image analysis is freely available from https://github.com/higex/qpath.
patient population-in the hope of finding the common causes and tailored treatments. Traditional stratification of cancer patients is based on histologic and morphologic assessment of the tumor sample and it still defines the golden standard. Lately, various molecular biomarkers have been proposed for the same purpose. The two perspectives are partly overlapping and partly orthogonal, making their integration more challenging. Our present work focusses on translating a gene expression-based cancer patient population stratification into an image-based biomarker, thus trying to bring transcriptomics data into a histopathologic context.
Colorectal cancer (CRC) is the third most frequent cancer worldwide and the second leading cause of cancer mortality in Europe, with metastatic disease accounting for 40-50% of newly diagnosed patients. At the same time, it is a highly heterogeneous disease in terms of prognosis and its response to therapy. Using whole-genome profiling of large data collections, several systems for subcategorization of CRC have been proposed recently (Budinsk a et al., 2013; De Sousa et al., 2013; Marisa et al., 2013; Sadanandam et al., 2013; Roepman et al., 2013) . In general, they relied on clustering the CRC tumors in order to identify patterns of co-regulation of genes that could be indicative of common oncogenic pathways and coherent treatment responses of these tumors. Our own analysis (Budinsk a et al., 2013) identified five stable tumor clusters (labeled as Subtypes A, B,. . ., E), but also showed that a relatively high proportion of cases remained unaccounted for by this system. A recent effort (Guinney et al., 2015) to harmonize all these discoveries confirmed the presence of four distinct and reproducible subtypes across all studies, labeled CMS1,. . ., CMS4, which match closely our Subtypes A,. . ., D (Guinney et al., 2015) . The current golden standard for the identification of the molecular subtype of a given tumor requires the interrogation of a large panel of genes and the application of a genomic classifier. In the analyses reported here, we will use the subtypes as defined in Budinsk a et al. (2013) . There are several reasons for this choice: first, since they were derived from the same gene expression data that accompany the images we use, it is hoped that the subtype assignment is less noisy. Second, in Budinsk a et al. (2013) , it is noted that an expert pathologist, when presented with the molecular categorization for a set of cases, was able to identify a number of morphological features that were preferentially enriched in one or a few of the subtypes hence, showing preliminary evidence that such connections exist. And third, we are interested in identifying the imaging support for the five previously identified subtypes.
The problem of recognizing the tumor subtype based on imaging data is not new and probably the most studied is the case of breast cancer. For these cancers, five molecular subtypes are currently considered-Luminal A, Luminal B, basal, Her2-enriched and normallike (Perou et al., 2000) -and surrogate immunohistochemical stains are available (corresponding to hormonal status of ER, PR and Her2 and the invasion marker Ki-67, respectively). Consequently, automatic stain quantification is the strategy of choice for molecular subtype recognition from image data and it was shown to outperform the human expert (Stå lhammar et al., 2016) . A systematic review of the connections between histological and molecular subtypes in breast cancer is given in Weigelt et al. (2010) . Other efforts concentrated on the recognition of the high-risk group of triple negative breast cancers on various imaging platforms (Agner et al., 2014; Dogan and Turnbull, 2012) . The quantitative image analysis of pathology slides can also serve as a main means for subtype definition. For example, Chang et al. (2011) found five subtypes of glioblastoma, one of which being predictive value and correlated with the expression of several genes. Similarly, Lan et al. (2015) propose an alternative subtyping of ovarian cancer based on quantitative analysis of tumor microenvironment. A general approach to the identification of disease subtype based on morphologic analysis of pathology slides is described in Cooper et al. (2012) .
In the case of CRC, Budinsk a et al. (2013) showed that Subtype A had either serrated or papillary architecture, Subtype B represented typical colorectal adenoma with complex tubular architecture, Subtype C was mucinous or solid trabecular, Subtype D was a mixture of desmoplastic and complex tubular architecture, and Subtype E was mixed (see Budinsk a et al., 2013 for example images). However, these annotations did not lead to a strong classifier.
This observation-that associations can be found between the molecular subtypes and morphological traits of the tumors-constitutes the starting point of our investigations reported here. Our interest is to construct a histopathology image-based classifier able to predict the molecular subtype of a given tumor section without resorting to any other staining but the standard hematoxylin-eosine. This classifier may be seen as a surrogate image biomarker (actually, as we will see, a combination of several biomarkers) for the molecular subtypes and, to the best of our knowledge, it is the first such biomarker to be proposed. This constitutes the main contribution of our work reported here and it represents a largely improved result from our earlier explorations (Budinsk a et al., 2016) . Equally important, our approach does not rely on predefined morphopathological features: the feature selection is guided by the prediction task. This would allow identifying potentially unknown (or overlooked) image features but may also make the interpretation of the models less obvious.
There are many potential application of such a system once established and well tested. First, since it does not require any special laboratory work, it could be easily integrated in the diagnostic workflow to provide hints about the molecular subtype, with no extra costs. It could also be used for sample stratification and selection for retrospective studies, where large collections of samples could easily be filtered for the subtypes of interest without the need of the much more expensive molecular profiling.
Currently, the molecular subtype is established by profiling the expression of a set of genes from the DNA/RNA extracted from the tumoral region of a tissue section and combining their values through a genomic classifier. The whole process involves a number of parameters (from defining the characteristics of the region to be profiled-tumor content, presence/absence of stroma, etc.-to the cut-offs of the classifiers) that are yet to be formalized, thus being error-prone and leading to noisy labels. While we consider the molecular subtypes as the ground truth our image-based classifier is measured against, one has to keep in mind the somehow fuzzy nature of the class definition. These specific settings of our problem make it even more challenging than the more classical applications in the field of digital/computational pathology.
The rest of the paper is structured as follows: the data and the methods used are described in Section 1, followed by the discussion of the results in Section 2 and conclusions in Section 3.
Methods

Data
The present work is based on the data from a subset of the PETACC3 clinical trial (Van Cutsem et al., 2009) samples. The trial compared two treatment regimens (fluorouracil/leucovorin alone or in combination with irinotecan) in CRC and found no differences between the two. The gene expression data for a set of n ¼ 688 samples was used (along with other data sets) in the derivation of the molecular subtypes of CRC (Budinsk a et al., 2013) and is publicly available from ArrayExpress under accession number E-MTAB-990. In (Budinsk a et al., 2013) the molecular subtypes (denoted A-E) were assigned to a number of n ¼ 458 cases, the rest being considered ambiguous (or representing other low-prevalence subtypes) and were labeled as 'outliers'. From those 458 samples, n ¼ 300 cases were selected for this study based purely on technical considerations (availability of histopathology tumor section, acceptable whole slide image quality, tissue sample not too fragmented, etc.). The 'outlier' (from a molecular subtype perspective) cases were not considered in the present study.
All molecular subtypes were represented in this collection with the following frequencies: (A) 21, (B) 140, (C) 37, (D) 81 and (E) 21. The slides were annotated by an expert pathologist and these annotations were present in the digital versions-a typical example is given in Figure 1 (note the annotations delineating the loosely the tumoral and normal tissue components).
From the whole collection of 300 images, a subset of 100 images was selected by stratified random sampling to form the development set. This development set was used for selecting the image representation model and, for designing, the classification approach. We did not use the whole available data in order to reduce the likelihood of obtaining a model too adapted to our particular collection of samples (overfitted). For the same reason, we also preferred limiting the number of experiments, comparing only several modeling approaches. The remaining 200 images were added at a later stage when the multi-class classifier performance was estimated by crossvalidation. Other strategies of selecting a development set (eventually larger, equal number of cases per class, etc.) could have been attempted, with their own advantages and drawbacks, but we found the chosen approach to provide a reasonable trade-off.
Image acquisition and preprocessing
All whole slide images of hematoxylin-eosin stained tumor sections were acquired at 20Â magnification, using a Hamamatsu NanoZoomer C9600 scanner. The resulting images were compressed by the image acquisition software using JPEG standard (at 80% quality) and stored in the proprietary NDPI format. The resolution of the images was 455nm/pixel (equivalent of 55824 DPI) for a typical size of 100 000 Â 50 000 pixels (depending on the size of the tissue section). The images were exported in standard TIFF format using OpenSlide software library (Satyanarayanan et al., 2013) .
The images were down-scaled to an equivalent 10Â magnification and only tumoral regions were retained from each sample (manually cut following the pathologist's annotations)-the pixels outside the tumors being set to zero. For example, the image in Figure 1 contains two tumoral regions (marked with 'T'). No further preprocessing was applied to the images. a prohibitively large number of samples for a good fit of the models, so we choose to perform PCA to further reduce the dimension of the local descriptor vectors by retaining the first d ¼ 128 coordinates (chosen to be fixed, non-trainable). Thus, a local RGB patch of 224 Â 224 pixels was reduced to a set of 128 values corresponding to the projection of the 4096-value ImageNet vector onto the first 128 principal axes.
Local descriptors
As a side note, we remark that the CNN-based descriptor vector is itself the result of a combination of a number of filters applied to even smaller neighborhoods. However, in this work, we consider the basic neighborhood to be the 224 Â 224 patch on which the CNN is applied.
Aggregating local descriptors
Once a set of local descriptors is obtained from an image, they are pooled into a summarizing feature vector supposed to capture the global aspects of the image. The first step of the process involves the re-coding of the image in terms of elements of a visual dictionary (codebook), the same for all classes, which is followed by the computation of the image representation.
For the construction of the codebook, k-means clustering and GMMs are the most common choices, and are typically used with either the standard Bag-of-Visual-Words (Csurka et al., 2004) or other aggregators. Jégou et al. (2012) give a comprehensive comparison of various design choices. Here we shortly remind the main differences between BoVW, FV and VLAD:
• Bag-of-Visual-Words typically uses k-means clustering for obtaining a codebook, with the K centroids from the clustering being the codewords (visual words). Then the representation of an image is simply the histogram of the number of local descriptors assigned to each codeword, thus an image is reduced to a K-dimensional vector. This histogram can be further normalized using Manhattan or Euclidean normalization Jégou et al. (2012) . One can also use a soft-coding scheme in which the patches are assigned, for example, a code based on the distance to the centroids (Sivic and Zisserman, 2003 ).
• Fisher Vector represents a generalization of BoVW as it encodes higher order statistics of the distribution of the codewords. In this case, the codebook is usually obtained as a GMM with K components fitted via expectation maximization on the training data. The FV encodes the gradient of a given sample's likelihood with respect to parameters of the fitted GMM, thus it indicates the direction in the parameter space in which the learned GMM has to be modified to accommodate the observed data (Jégou et al., 2012) . For a full FV that accounts for differences both in mean and variance between the model and observed data, the resulting representation vector has 2Kd elements (d being the size of the local descriptor vector).
• VLAD can be seen as a non-probabilistic version of FV (Jégou et al., 2012) and was designed to provide a low dimensional representation of the image (Jégou et al., 2010) that would allow the indexing of very large image databases in memory. It tries to combine the simplicity of BoVW with some ideas of FV: the codebook is learned via k-means clustering and each patch is assigned the closest codeword as in BoVW, but the feature vector accumulates the differences between each patch and its corresponding codeword, similar to FV. See Arandjelovic and Zisserman (2013) for a detailed discussion and further extensions.
In the present work, we decided to use a common method for constructing the visual codebook, namely the GMMs. This allowed us to test a soft-coding scheme as well, in which codes were based on the posterior probabilities of being generated by a particular component of the GMM.
Classifier training and performance estimation
Training the system could be summarized by the following steps:
1. for each image, extract the local descriptors (based on ImageNet)
for all non-overlapping regions corresponding to tumoral component(s); 2. construct a visual codebook by:
a. performing PCA and retain the first 128 components (the PCA model is saved for later application on validation set) b. fitting a K ¼ 128-component GMM on PCA-transformed local descriptors (the visual codebook is saved for later usage on validation set) 3. train the binary classifiers (save the models for validation). Each such binary classifier was a support vector machine with a radial basis function kernel. Two parameters were tuned in an inner cross-validation loop: the c parameter of the kernel and the C parameter for the misclassification penalty. The final prediction of the subtype label is made according to the decision tree in Figure 2 . This particular decomposition of the multi-class problem was the result of the analysis of misclassified samples in the development set which suggested that first Subtypes A and B should be separated from the rest (see Section 2.1).
Since the ImageNet is an external model independent of the data analyzed, it does not need to be included in the cross-validation loop, this being an additional reason for preferring a pre-built CNN model. The other steps, however, were repeated at each crossvalidation iteration on the corresponding training data.
Statistical analyses
For the identification of image features enriched/depleted in a subtype with respect to the other subtypes, we used Wilcoxon rank-sum tests since the measurements were not normally distributed. For hierarchical clustering we used the Ward method with an Euclidean distance between feature vectors. Survival analysis was performed using survival package (version 2.39-4) from R statistical computing environment (version 3.3.1, www.r-project.org). The estimation of hazard ratios was obtained from Cox proportional hazards regression in the absence of any other covariates, while the comparison of survival experience of different subgroups was assessed by log-rank test (Mantel-Haenszel test). Statistical significance level was chosen to be P ¼ 0.01 and all tests yielding a P value 0:01 P 0:05 were considered marginally significant. Finally, the 95% confidence Fig. 2 . Decomposition of the multi-class classification problem. For each nonterminal node a binary classifier was trained to split the respective groupings of molecular subtypes intervals (95%CI) for binomial random variables (such as accuracy) were estimated using the (Agresti and Coull, 1998) method.
Results and discussion
The results discussed here are complemented by larger images on the project's website: http://bias.cerit-sc.cz/somopro-subtypes.html.
Initial experiments
As mentioned, in an attempt to avoid overfitting the available data, a development set has been used to guide the design decisions and to set a number of meta-parameters. We tested dictionaries with K 1 ¼ 64 and K 2 ¼ 128 codewords and compared the performance of BoVW, FV and VLAD representations when predicting the five molecular subtypes. We performed this comparison under two standard decompositions of the multi-class classification problem, namely 1-vs-all and 1-vs-1.
These tests showed that BoVW with GMM-based quantization performed as good as the more involved representation by FV and VLAD see Supplementary Materials-Section S1. The small sample size definitely influences this observation, since both FV and VLAD have much higher dimensionality and would require more data for a better training. Table 1 shows the results for BoVW method with 1-vs-all decomposition of the multi-class problem, on the development set (obtained by stratified 4-fold cross-validation)-for the other approaches the results were similar, so they are not detailed here.
Another important observation was that the 1-vs-1 and 1-vs-all decompositions of the multi-class classification problem might not be the best suited for the present case. By analyzing the confusion matrix and taking into account the performance indexes (precision and recall), it appeared that a first split would have been more advantageous between Classes A and B on one side and C, D and E, on the other side. This observation is also supported by the results in Budinsk a et al. (2013) where it is noted that Subtypes A and B, on one hand, and C, D and E, on the other hand, share dominant and secondary dominant morphological features as well as similar survival expectancy. So, the final design for the multi-class classifier was chosen to be as depicted in Figure 2. 
Prediction of molecular subtypes
Once the final decisions for the classification system were taken based on the initial experiments described above, the performance of the system was assessed using 10-fold cross validation, on the whole set of 300 samples.
The estimated overall accuracy of the multi-class classifier was Acc ¼ 0:84; 95%CI ¼ ð0:79 À 0:88Þ for a weighted average recall and precision of R ¼ 0:85; 95%CI ¼ ð0:80 À 0:89Þ and P ¼ 0:84; 95%CI ¼ ð0:80 À 0:88Þ; respectively. Table 2 details the performance metrics of the classifier. We note the good performance of the first decision level ({A, B} versus {C, D, E}) (Acc ¼ 0:89; 95%CI ¼ ð0:85 À 0:92Þ) but also the poor recognition of the Subtype E.
We repeated the same experiments on the 200 samples not used in the development set and the results were in line with those above (thus not repeated here), only with Subtype A being slightly worse separated from Subtype B (see Supplementary Materials-Section S2). This indicates that the current sample size may still be too small for some cases and some improvements may be expected by enlarging the training set.
Associations between predictions and clinical data
The study (Budinsk a et al., 2013) indicated that some associations could be found between molecular subtypes and clinical variables and molecular markers. Hence, we were interested in testing whether such associations are transferrable to the predictions made by the image-based classifier. To avoid overly-optimistic discoveries, we use the predictions (A-E labels) produced during the crossvalidation estimation of the system. There is also one caveat: as explained the selection of the cases was governed by technical constraints and thus it does not represent the true population-based statistics for various clinical variables and the results reported here should not be compared directly with those in Budinsk a et al. (2013) . Nevertheless, we investigate these associations and compare them with those found between gene expression-based subtypes and the clinical variables, on the same set of cases.
We first tested whether the predicted subtypes were associated with relapse free survival (RFS). In Budinsk a et al. We also found associations between microsatellite stability, BRAF and KRAS mutations, and mucinous histology and various subtypes-both image-based and gene expression-based. In the case of image-based predictions, Subtypes A and C were enriched in mucinous histology compared with the sample average, while Subtype E was almost depleted of it. BRAF-mutated cases (5.8% of all cases) were mostly found in Subtype C (20% of cases predicted), and rarely in Subtype B (2.4%), while KRAS mutation (38.4% of all cases) represented 77% of cases predicted as Subtype A and only 29% and 22% of cases predicted as Subtypes B and E, respectively. Finally, high microsatellite instability (MSI) was almost exclusively found in Subtype C (10 out of 13 cases). The same trends were found in gene-expression subtypes, with some variations below statistical significance. A related question was whether the misclassified samples were enriched in any particular type of tumors. The only significant association was between the misclassified Subtype B samples, which were enriched in higher T-stage and N-stage tumors. This observation may provide hints about further refinement of the classifier for Subtype B. Detailed results are given in Supplementary Materials-Section S3.
Visual codebook
We explored the structure of the visual codebook as obtained by training the model on the full data set. A visual depiction of the extracted codewords (centers of the Gaussian components) is shown in Figure 4 and a higher resolution image is given in Supplementary Materials-Section S4. Note that the visual codewords are the centers of the Gaussians in the GMM, hence the means of feature vectors obtained by projecting the ImageNet features in the PCA space. The patches shown are just the closest image neighborhoods to these centers, thus they are an approximation of the true centers (whose visual appearance would require inverting the CNN function). We use this simplification only for visualization purposes and to get a qualitative assessment of the results.
As one can see most of the codewords could be associated with distinct tissue architectures (from various parts of the glands, papillary or tubular structures, to necrotic and fat regions). On the other hand, it is apparent that some of the codewords were affected-to different degrees-by the markings on the slides. Finally, a few codewords clearly corresponded to artifacts (either due to out-of-focus regions or markings). However, none of these artifact-related codewords were found to be associated with the subtypes, indicating that the approached use can cope, to some extent, with the noise inherent in such images.
Some of the codebooks had a much higher incidence in a particular subtype than in all the others (Wilcoxon rank-sum test). In Figure 5 , the top four visual codewords resulted from this analysis are shown along with the corresponding P values (no adjustment for multiple testing was performed, since this is purely exploratory). For all the Subtypes but E, the associations were statistically significant (P 0:01). The Subtype E seemed to not have a strong preference for any of the codewords, the few found associations being weakly statistically significant (0:01 P 0:05). It appears that Subtype A is associated with well differentiated morphology (Fig. 5(a-d)) , with Subtype B being less well differentiated (Fig. 5(e-h) ). For Subtypes C, D and E, the top codewords could be associated with either necrotic tissue (Fig. 5 (j and l) ), stromal reaction (Fig. 5(m-p) ) or poorly differentiated morphology (Fig. 5(q) ). It is important to stress that the classifiers were built based on non-linear support vector machines, so the results from this analysis cannot be directly extrapolated to understanding the classification models.
We performed a hierarchical clustering (Ward method) of all the codewords using Euclidean distance and the result showed a rather structured codebook (see Supplementary Materials-Section S5). By corroborating the clustering results with those above, one can see that there are two major clusters-one corresponding mostly to features that are enriched in Subtypes A and B (and depleted in C, D and E) and one corresponding to features enriched in Subtypes C, D and E. This post-hoc analysis supports our decision of having a first decision level separating Subtypes A and B from Subtypes C, D and E.
Conclusion
We presented an approach at recognizing the CRC molecular subtypes from the routine histology images. The results indicate that an automated system could be built to identify with high confidence at least four of the five subtypes-Subtype E apparently being much more challenging to recognize. The predictions made by the classifier were found to be also prognostic for relapse-free survival and associated with other clinical parameters, as their molecular counterparts. The models used for predicting the subtypes are based on support vector machine classifiers with radial basis functions kernels, making the direct interpretation of the models rather intricate. Nevertheless, we qualitatively evaluated the image features by testing their associations with various subtypes and inspecting their distribution in the whole image. To obtain better insights, we plan to also build simplified models-even at the expense on degraded performance-that would better lend themselves to a biological interpretation, a mandatory condition for the acceptance of the system.
In the current work, we concentrated on recognizing the five molecular subtypes from pre-segmented tumoral regions. This simplification will be addressed in future work where we plan to use an automatic segmentation of the tumor region as a preprocessing step for the subtype recognition. Another question we will address in the future pertains the classification of the so-called 'outliers': tumors for which no molecular subtype was assigned. It would be interesting to see how the subtypes predicted by the current image-based classifier correlate with the similarity between their expression profiles and those of well-assigned tumors.
One has to bear in mind that despite recent efforts to consolidate the molecular taxonomy of CRC, the sub-categorization of CRC is still not definitive. Indeed, depending on the size of the cohort and parameters chosen for cut-offs, more or less molecular subtypes can be observed, thus this categorization is still fluid. Nevertheless, in the present work, it has been considered the golden standard to which the image-based models were compared against. We believe that actually combining the observations from the two modalities may lead to an even more refined subtyping of the CRC. However, this would probably involve a more supervised (by expert pathologists) construction of the image-based models.
As they stand now, our results are clearly supporting the possibility of translating some molecular observations into image-based models, as it is the case of molecular subtypes. These results are reinforced by similar observations made by an expert pathologist (Budinsk a et al., 2013) , where several tissue architectural patterns could be linked, in a supervised analysis, to the molecular subtypes. It is interesting to note that some of the regions/patterns found representative in our data-driven analysis are also visually similar to those hand-picked by an expert (see example images in Budinsk a et al., 2013). On the other hand, the intra-tumoral heterogeneity and pathology sampling region clearly influence sample's assignment to a molecular subtype (Dunne et al., 2016) . In the light of the results presented here, it can be imagined an image-analysis approach to the delineation of the tissue sampling regions to improve the stability of the subtype assignment.
While it is too early for considering any clinical application of the models described here, they could, however, be used for indexing/annotating or for retrieval of samples of interest from archives. Consider the situation in which one would like to test for some biomarker which is hypothesized to work in one or several subtypes on a retrospective collection of samples. Since determining the molecular subtypes relies on profiling hundreds of genes, it makes more sense to use a classifier such the one proposed here, to select the most promising samples. And this can be implemented without significant effort since more and more of the pathology departments are adopting the digital pathology workflows, thus the images being readily available.
