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U¨ber die Struktur der Galaxienhaufen
Zusammenfassung
Ich gebe in dieser Arbeit einen U¨berblick u¨ber den Stand der Erforschung der Struktur
der Galaxienhaufen und pra¨sentiere zwei neue Studien. Diese befassen sich mit Metho-
den zur Haufenrekonstruktion mittels einer gemeinsamen Ro¨ngten-, thermischen Sunyaev-
Zeldovich- und Gravitationslinsenanalyse, sowie mit der Untersuchung des Einflusses bary-
onischer Physik auf den starken Linseneffekt und die Struktur der Galaxienhaufen.
Die von mir vorgestellten Haufenrekonstruktionsmethoden setzen nur axiale Symmetrie
bezu¨glich einer beliebig orientierten Achse voraus. Dichte- und Temperaturverteilungen
des Haufengases lassen sich aus Ro¨ngten- und Sunyaev-Zeldovich-Daten ermitteln. Ku-
mulative totale Massenprofile und dreidimensionale Gravitationspotentiale ko¨nnen dann
aus den Gasverteilungen unter Annahme hydrostatischen Gleichgewichts bestimmt werden.
Unabha¨ngig davon, und ohne diese Annahme, lassen sie sich aus Gravitationslinsendaten
rekonstruieren. Durch einen Vergleich der beiden Rekonstruktionen la¨sst sich hydrostatisch-
es Gleichgewicht quantitativ testen. Diese Methoden sind detailliert beschrieben und wur-
den mithilfe von zunehmend realistischen synthetischen Beobachtungen erfolgreich getestet.
Bisher wurde der Einfluss des Haufengases auf den starken Linseneffekt in Galaxien-
haufen vernachla¨ssigt. Hier untersuche ich diesen mithilfe eines Satzes von Haufensimula-
tionen, die Gasdynamik in unterschiedlicher Komplexita¨t enthalten. Es zeigte sich, dass
adiabatisches Gas Wirkungsquerschnitte fu¨r den starken Linseneffekt entweder unvera¨ndert
la¨sst oder etwas verringert, je nach verwendeter Implementierung der ku¨nstlichen Viskosita¨t.
Radiative Ku¨hlung und Sternbildung hingegen lassen zentrale Dichteprofile steiler werden
und erho¨hen Linsenwirkungsquerschnitte betra¨chtlich.
On the Structure of Galaxy Clusters
Abstract
I summarise the state of the scientific exploration of the structure of galaxy clusters and
present two new studies, namely, I propose and test a novel method to model clusters by a
joint X-ray, thermal Sunyaev-Zeldovich and lensing analysis, and I investigate the impact
of baryonic physics on strong cluster lensing and cluster structure.
The three-dimensional reconstruction methods I propose assume only axial symmetry of
the cluster with respect to an arbitrarily inclined axis. Cluster gas density and temperature
distributions are found from X-ray and Sunyaev-Zeldovich data. Cumulative total-mass
profiles and three-dimensional gravitational potentials are then obtained from these gas
reconstructions assuming hydrostatic equilibrium, or independently by a gravitational lens-
ing analysis, neglecting it. Hydrostatic equilibrium is quantitatively probed by comparing
the two. The methods are described in detail and shown to perform well on progressively
realistic synthetic data.
Previous strong cluster lensing studies neglected the impact of the intracluster gas. I
investigate it comparing simulations including gas physics at different levels of complexity. I
found that adiabatic gas leaves strong lensing cross sections unchanged or somewhat reduces
them, depending on the artificial viscosity implementation, while cooling and star formation
steepen core density profiles and increase strong-lensing efficiencies considerably.
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Chapter 1
Introduction
1.1 Galaxy clusters - historical remarks
“The constellation Virgo and especially the northern wing is one of the
constellations which encloses the most nebulae. This catalogue contains 13
which have been determined, viz. Nos. 49, 58, 59, 60, 61, 84, 85, 86, 87, 88,
89, 90 and 91. All these nebulae appear to be without stars and can be seen
only in a good sky and near meridian passage. Most of these nebulae have been
pointed out to me by M. Me´chain.”
-note by Charles Messier in his catalogue, 1781
The quote above shows that the Virgo cluster of galaxies appeared in the scientific
literature already in the 1780’s, although the true nature of galaxy clusters was by no
means recognised at that time. Significant progress was only made after Edwin Hub-
ble identified Cepheid variables in several “nebulae” in the 1920’s and could thereby
proof that they are far outside the Milky Way and are thus objects similar to the
Milky Way rather than parts of it. This allowed correctly interpreting concentrations
of such “nebulae” as clusters of galaxies.
In 1933 Fritz Zwicky measured galaxy velocities in nearby galaxy clusters. By
then applying the virial theorem he obtained unexpectedly large mass-to-light ratios.
1
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This was the first evidence of dark matter in clusters of galaxies. Since then many
other observations, most directly gravitational lensing, have confirmed the necessity
of its existence, at least assuming that gravity is correctly understood.
As the earth’s atmosphere absorbs most X-rays, X-ray astronomy really started
only after the beginning of the Space Age. When galaxy clusters were observed in
X-rays, extended emission was discovered [37]. It was interpreted as thermal emission
from an about 10-100 million Kelvin hot plasma with which galaxy clusters are filled
and which makes them the most luminous X-ray sources on the sky.
During the 1980’s galaxy clusters were shown to gravitationally lens background
galaxies [114, 115] and distort the cosmic microwave background (CMB) by inverse
Compton scattering [16]. Together with X-ray observations this inspired new ways
to probe the physics of galaxy clusters.
1.2 A galaxy cluster’s constituents
Galaxy clusters are the most massive gravitationally bound objects in the universe
and also form most recently in hierarchical models of structure formation. Assuming
that gravity is correctly described by general relativity, they must consist of a halo
of non-baryonic dark matter, which dominates the cluster’s mass and drives its for-
mation, and a baryonic component, which resides mostly in the form of a hot plasma
filling the cluster, namely the intra-cluster medium (ICM). However, as apparent from
any optical observation of a galaxy cluster, the baryons also fragment into stars, which
are primarily gravitationally bound inside the cluster’s galaxies. Nevertheless, there
is also a population of unbound intra-cluster stars, which contributes to a cluster’s
optical emission (see e.g. [143]).
The mass budget of a galaxy cluster of about 1014-1015 solar masses (M) can be
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split into roughly 85-90% dark matter and 10-15% baryons (e.g. [68]), with cluster
X-ray studies typically yielding slightly smaller baryon mass fractions than inferred
from recent CMB data by assuming that there is no efficient mechanism to segregate
baryons from dark matter on the scale of galaxy clusters [134, 31, 68]. Of the baryons
about the same percentage of 10-15% resides in stars (e.g. [29]).
Galaxy clusters contain about 50-1000 galaxies. Smaller concentrations of galax-
ies are usually called groups. The population of cluster galaxies differs from the
population of field galaxies. In clusters, there is typically a larger fraction of ellip-
tical galaxies and a smaller fraction of spirals, especially close to the cluster centre
[89, 135], which is often dominated by a giant elliptical or a cD galaxy.
1.3 Simple analytic models
The formation and evolution of galaxy clusters is governed by non-linear equations.
Detailed numerical simulations of the gravitational collapse and of complex baryonic
physics are needed to reproduce the structure of galaxy clusters. Conclusions from
such simulations will be discussed in Sect. 2.2. There are, however, also a couple of
things one can learn from simple analytic models. Some of these analytic models are
discussed below.
1.3.1 The spherical collapse model
The probably most simple useful model of halo formation is the collapse of a
homogeneous spherically symmetric overdense region in an otherwise isotropic, ho-
mogeneous, and expanding universe (e.g. [92]). I will first consider this process in
a flat matter dominated universe. The motion of a spherical shell of the overdense
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region which has a radius r and encloses a mass M is given by
d2r
dt2
= −GM
r2
, (1.1)
where G is Newton’s constant, t is time, and it is assumed that the spatial extension
of the overdensity is much smaller than the size of the horizon, so that the Newtonian
approximation is valid. Integrating Eq. (1.1) once yields
1
2
(
dr
dt
)2
− GM
r
= C, (1.2)
where C is a constant of integration. The overdense region will first expand with
the background space-time, then slow down, eventually turn around and collapse.
Collapse only happens for C < 0. In this case a solution in parametric form is given
by
r = A(1− cosΘ), (1.3)
t = B(Θ− sinΘ)− T, (1.4)
where A and B are related by
A3 = GMB2, (1.5)
and T is a constant, which just sets the time coordinate’s zero point. Assuming that
r = 0 at t = 0 and using the radius rm at “turn-around” this can be rewritten as
r =
rm
2
(1− cosΘ), (1.6)
t =
(
rm
2
)3/2
(GM)1/2
(Θ− sinΘ). (1.7)
In a matter dominated universe also
t =
2
3H
=
2
3
√
(8piGρb)/3
, (1.8)
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is satisfied, where H is the Hubble parameter and ρb the background matter density.
The enclosed mass M can be written as
M =
4pi
3
r3ρ, (1.9)
where ρ is the density in the overdense region. Combining Eqs. (1.6) to (1.9) and
solving for ρ/ρb one obtains
ρ
ρb
=
9
2
(Θ− sinΘ)2
(1− cosΘ)3 , (1.10)
for the density in the overdense region in units of the background density. It is also
useful to define the density contrast by δ ≡ ρ/ρb − 1. One can calculate the density
contrast from Eqs. (1.7) and (1.10) to lowest order in t. For small t one finds
δ ≈ 3
20
(
6t
B
)2/3
=
3
20
62/3(Θ− sinΘ)2/3 ≡ δL. (1.11)
As the scale factor a is proportional to t2/3 during matter domination, δ is proportional
to a for small t, or in other words for small overdensities. This is the scale factor
dependence found by linear perturbation theory in a matter dominated universe. I,
thus, define a linear density contrast δL by the right hand side of Eq. (1.11).
One can now analyse how the density contrast δ and the linear approximation δL
evolve. The overdensity reaches its maximum spatial expansion at Θ = pi. Then the
density contrast is given by δ = 4.55, corresponding to ρ/ρb = 5.55, and δL = 1.06.
Then the shell turns around and the overdensity starts to collapse. Formally the
density will go to infinity at Θ = 2pi, when the overdense region has collapsed to a
point. For a real halo however, the assumptions of spherical symmetry and negligible
random particle motion will break down before and the halo will relax and approach
virial equilibrium instead. The virial theorem states that the mean potential energy
equals twice the total energy. Using energy conservation and the fact that the kinetic
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energy at “turn-around” vanishes one finds
−23GM
2
5rm
= −3GM
2
5rvir
, (1.12)
where the potential energy Epot = −3GM25r of a constant density sphere with radius r
has been used. Thus the virial radius rvir of the collapsed halo is given by
rvir =
rm
2
. (1.13)
In the following it is assumed that virialisation happens roughly at collapse time tcoll,
which corresponds to Θ = 2pi. From Eq. (1.7) it follows that tcoll = 2tm, where tm is
the “turn-around” time. For the scale factors one thus obtains acoll = 2
2/3am. The
mean density ρcoll of the collapsed halo can then be written as
ρcoll =
(
rm
rvir
)3
ρm =
(
rm
rvir
)3
[δ(tm)+1] ρb(tm) =
(
rm
rvir
)3
[δ(tm)+1]
(
acoll
am
)3
ρb(tcoll).
(1.14)
Plugging in the numbers yields
ρcoll ≈ 178 ρb(tcoll), (1.15)
and a linear density contrast of
δL,coll ≈ 1.69, (1.16)
at collapse time. This means that the virialised region of a halo has an overdensity of
roughly 178 with respect to the background density in a matter dominated universe.
In different background space-times this numerical value changes and also becomes
collapse redshift dependent.
Eq. (1.16) can be interpreted such that a halo has collapsed once the matter density
contrast found by linear perturbation theory exceeds 1.69. This value depends only
weakly on the background cosmology.
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1.3.2 The Press-Schechter mass function
Based on the spherical collapse model one can study the halo mass function [96].
More pedagogical reviews are given in [92, 9]. It is convenient to use the Fourier
transform of the density contrast δ(~x, t) ≡ ρ(~x, t)/ρb(t)− 1 for this purpose
δˆ(~k, t) ≡
∫
d3xδ(~x, t)ei
~k·~x. (1.17)
Due to statistical homogeneity and isotropy different Fourier modes are uncorrelated.
One can thus define the power spectrum P (k, t) by
〈δˆ(~k, t)δˆ∗(~k′, t)〉 ≡ (2pi)3P (k, t)δD(~k − ~k′), (1.18)
where δD is Dirac’s delta distribution and k = |~k|. It is also useful to introduce a
filtered density contrast
δR(~x, t) ≡
∫
d3yδ(~y, t)WR(|~x− ~y|), (1.19)
which is obtained by convolving with a window function WR on a scale R. Then the
variance of δR(~x, t) is given by
σ2R(t) ≡ 〈δR(~x, t)2〉 =
∫
d3k
(2pi)3
P (k)|WˆR(~k)|2, (1.20)
where WˆR is the Fourier transform of WR and the Fourier convolution theorem has
been used. The normalisation of the power spectrum is usually described by σ8 which
one obtains for R = 8h−1Mpc, where h is the reduced Hubble constant.
In the following it is assumed that the filtered density contrast δR is normally
distributed. Its probability distribution function is then given by
p(δR, t) =
1√
2piσR(t)
exp
(
− δ
2
R
2σ2R(t)
)
. (1.21)
From the fact that δR cannot be smaller than −1 it is clear that this is not an accurate
description of the full non-linear density contrast. However, it accurately describes
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the linear density contrast. The filter radius R can be related to a mass scale M(R)
by
M(R) =
4pi
3
R3ρb. (1.22)
One can then assume that a region at point ~x has collapsed into a halo of mass
M(R) or larger, if δR′(~x, t) > δL,coll for some R
′ ≥ R. This is the case if either
δR(~x, t) > δL,coll or if δR(~x, t) < δL,coll but δR′(~x, t) > δL,coll for some R
′ > R. It
was shown that the probability for both cases is the same [17], at least when using
a window function with a sharp cutoff in k-space. Then the volume fraction F (M, t)
that has collapsed into halos of mass M or larger is given by
F (M, t) =
∫ ∞
δL,coll
2p(δR, t)dδR. (1.23)
The number density dn of halos in the mass interval [M,M + dM ] is thus found as
dn
dM
(M, t) = − ρb
M
∂F (M, t)
∂M
. (1.24)
Combining everything and performing the integration in Eq. (1.23) and the differen-
tiation in Eq. (1.24) one gets
dn
dM
(M, t) = − ρb
M
√
2
pi
δL,coll
σR(t)
∂ lnσR(t)
∂M
exp
(
− δ
2
L,coll
2σ2R(t)
)
. (1.25)
This equation allows calculating the halo mass function from the linear power spec-
trum of density fluctuations. It is remarkably accurate. A comparison with cosmo-
logical simulations is discussed in Sect. 2.2.
1.3.3 Isothermal spheres
A simple model of a halo’s matter distribution can be obtained by assuming that
the kinetic energy of the matter particles is described by a constant temperature T
and that the halo is spherically symmetric and in hydrostatic equilibrium. Then
1
ρ
dp
dr
= −dφ
dr
= −GM<r
r2
, (1.26)
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where p = ρkBT/m is the pressure, kB Boltzmann’s constant, m the particle mass,
φ the gravitational potential and M<r the mass inside radius r. Multiplying by r
2
and taking the derivative with respect to r one obtains a differential equation for the
density ρ, namely
d
dr
(
r2
d ln ρ
dr
)
= −4piGm
kBT
r2ρ. (1.27)
It is solved by the singular density profile
ρ(r) =
kBT
2piGM
1
r2
. (1.28)
Such halos are hence called “singular isothermal spheres”. Another non-singular
solution exists, it can be expanded into a series and there are also several analytic
approximations around [82]. It has a constant density core and drops proportional to
r2 for large r.
Both profiles can reproduce flat rotation curves. A comparison to simulated and
observed profiles will be given in Sects. 2.2 and 3.4.
1.3.4 Scaling relations
It is possible to obtain relations between a cluster’s mass and different cluster
observables by simple scaling arguments. Using the following proportionality relation
between a cluster’s potential energy Epot, its mass M and its size R,
Epot ∝ −M
2
R
, (1.29)
as well as a relation between cluster radius and mass, given by R ∝M1/3, one finds
Epot ∝ −M5/3. (1.30)
One can then apply the virial theorem, 2Ekin = −Epot and use the proportionality of
the mean kinetic energy Ekin to the product of temperature T and mass M to obtain
TM ∝M5/3 ⇒ T ∝M2/3. (1.31)
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The bolometric X-ray luminosity LX of a cluster is roughly proportional to the product
of its mass, density and temperature’s square root (see Sect. 1.4.1 for a more detailed
discussion of X-ray emission). Using the scaling relations above one can write this as
LX ∝MM
R3
T 1/2 ∝M4/3 ∝ T 2, (1.32)
to get a scaling relation between bolometric X-ray luminosity and temperature.
1.4 Cluster observables
Galaxy clusters can be observed in many different parts of the electromagnetic
spectrum. Optical observations allow studying cluster galaxies, their velocities and,
by analysing distorted images of background galaxies, also cluster mass distributions.
X-ray observations show the thermal emission from the hot ICM and allow determin-
ing the ICM’s temperature and density. Alternative and complementary probes of
the ICM’s physics are microwave observations of the Sunyaev-Zel’dovich (SZ) effect.
By this term distortions of the CMB spectrum due to inverse Compton scattering
with ICM electrons are referred to. Below, cluster X-ray and SZ emission and cluster
lensing signals are described in more detail.
1.4.1 Thermal X-ray emission
Galaxy clusters are filled with 107-108 K (∼ 1-10 keV) hot plasma. This plasma
thermally emits radiation by several processes. The dominant process is free-free
bremsstrahlung but also line emission from metals present in the ICM is relevant.
The emitted energy at frequency ν per unit time, unit volume and unit frequency
due to free-free bremsstrahlung by a hot plasma is given by (e.g. [105])
dE
dV dtdν
=
∑
i
[
32piZ2i nZinee
6
3mec3
√
2pi
3mekBT
g¯ff,i(ν, T ) exp
(
− hν
kBT
)]
, (1.33)
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where the sum extends over all species of ions and Zi and ni are the atomic number
and number density of species i, respectively. ne is the number density of free elec-
trons, e the electron charge, me the electron mass, c the speed of light, h Planck’s
constant and T the plasma’s temperature. g¯ff,i(ν, T ) is a velocity averaged Gaunt
factor that takes care of quantum effects in the scattering of electrons with ions of
species i. However, except for the Gaunt factors’ exact numerical values, Eq. (1.33)
can be most conveniently obtained by using classical electrodynamics, considering
only dipole emission, applying Born’s approximation to the electron-ion scattering
processes, and assuming a Maxwellian electron velocity distribution. The propor-
tionality to the product of ion and electron densities of course just reflects the fact
that bremsstrahlung is a two-body process.
The energy emitted in an energy band with minimum photon energy Ea and
maximum photon energy Eb can be found from Eq. (1.33) by integration over the
frequency ν. Neglecting the weak dependence of the Gaunt factor on T , ν, and Zi
and using a reasonable average value of 1.2 [41] one obtains
dE
dV dt
=
1.17× 10−23
1 + f
(
kBT
keV
)1/2( ne
cm−3
)2 [
exp
(
− Ea
kBT
)
− exp
(
− Eb
kBT
)]
erg cm−3 s−1,
(1.34)
for a fully ionised hydrogen-helium-plasma with hydrogen mass fraction f .
A more precise determination of the ICM’s X-ray emission would not only require
using the exact frequency averaged Gaunt factor but also to consider line emission
from metals present in the ICM, which gets enriched with material that has been
processed in stars by various mechanisms like ram-pressure stripping, galactic winds
and galaxy-galaxy interactions. Typical metal abundances in the ICM are about
0.3 times the solar value [33]. Fortunately, simulating such a hot plasma’s X-ray
emission is made easy by publicly available software packages like XSPEC [4], that
allow calculating a plasma’s X-ray emission with emission models that take these
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effects into account.
1.4.2 The Sunyaev-Zel’dovich effect
Interactions between CMB photons and the ICM change the spectrum of the
microwave background when seen through a galaxy cluster, as some of the CMB
photons are shifted towards higher energies by inverse Compton scattering with the
ICM’s thermal distribution of hot electrons. This can be quantified by plugging a
Planck spectrum into Kompaneets’ equation and assuming that deviations from it are
small, as was first done by Zel’dovich and Sunyaev [142]. Hence, the effect is called
thermal Sunyaev-Zel’dovich effect.
Performing the calculation one obtains
∆ntSZ(ν)
n0(ν)
= xy
ex
ex − 1
[
x
tanh(x/2)
− 4
]
, (1.35)
where n0 is the CMB photon occupation number that would be observed without the
cluster and ∆ntSZ denotes its change due to inverse Compton scattering with thermal
ICM electrons. x is defined as the ratio of the considered photon energy to the energy
corresponding to the CMB temperature, namely x ≡ hν/kBTCMB. y is the so called
Compton y-parameter given by
y =
∫
kBT
mec2
neσT cdt, (1.36)
where the integration follows the line-of-sight, σT is the Thomson cross section, and
T and ne are the temperature and electron number density at the position passed by
the light ray at time t. Note that the Compton y-parameter and thus the distortion of
the spectrum does not depend on the cluster redshift. The independence on redshift
is also reflected by the fact that a photon’s x value is not changed by the expansion
of the universe, as both ν and TCMB scale as the inverse a
−1 of the scale factor.
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∆ntSZ is negative for x < 3.83 and positive otherwise. For TCMB = 2.726 K
[66] this corresponds to a decrease in CMB surface brightness for ν < 217 GHz
and to an increase for ν > 217 GHz. The ratio of the surface brightness change to
the original surface brightness is of course equal to the ratio of the corresponding
occupation numbers described by Eq. (1.35). The fact that the total photon number
is not affected by the scattering makes also immediately clear that the CMB spectrum
observed through a cluster is no longer Planckian.
Of course ICM electrons can not only transfer energy to CMB photons due to
their thermal motion, but also due to a bulk motion of the ICM in the CMB frame.
This is called the kinetic Sunyaev-Zel’dovich effect [125]. Then, in the ICM’s rest
frame the CMB has a dipole structure. However, when the ICM velocity is very small
compared to the speed of light, the effect of this dipole structure is averaged out
by Thomson scattering. Hence, the temperature change due to the kinetic SZ effect
can be described as a Doppler shift of the scattered radiation from the ICM’s to the
observers rest frame and is thus given by
∆TkSZ
T0
= −
∫
vr
c
neσT cdt, (1.37)
where vr is the ICM’s velocity parallel to line of sight, which is positive for a receding
ICM and negative if it is approaching the observer. It is assumed that both the
thermal and the kinetic SZ effects are small. Then, the effects superpose linearly and
can be added after converting Eqs. (1.35) and (1.37) to intensity ratios. Note that
∆TkSZ is either positive or negative for all frequencies. It is thus possible to separate
the kinetic and the thermal SZ effect from each other as well as from other CMB
anisotropies by observing them in several different frequency bands.
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1.4.3 Gravitational lensing
General relativity predicts that light is deflected by gravity. Observing this effect
can be used to study the masses that induce the gravitational field (see e.g. [80] for
a pedagogical review of gravitational lensing).
The metric of a locally flat Minkowskian spacetime that is only weakly perturbed
by the mass distribution of a gravitational lens can be written as
ds2 = −(1 + 2φ
c2
)dt2 + (1− 2φ
c2
)d~x2, (1.38)
where φ is the Newtonian potential and |φ|  c2 is assumed. It is also assumed that
the matter constituting the lens moves at non-relativistic speeds. One can define an
effective index of refraction by
n ≡ c
(|d~x|/dt)light ray = 1−
2φ
c2
, (1.39)
where |d~x|/dt is to be evaluated for a light ray and may in general depend on position
and direction. The second equality holds in a spacetime whose metric is given by
Eq. (1.38). Then it follows from the relativistic version of Fermat’s principle, which
states that a light ray’s arrival time is stationary, that a lightlike geodesics satisfies
δ
∫
n|d~x| = 0 [110]. The corresponding Euler-Lagrange equation is
d~e
dl
= −2
~∇⊥φ
c2
, (1.40)
where dl = |d~x|, ~e is the light ray’s unit tangent vector and ~∇⊥φ is the projection of
~∇φ onto the plane orthogonal to the ray. Thus, the deflection angle is given by
~ˆα ≡ ~ein − ~eout = 2
c2
∫
~∇⊥φ dl, (1.41)
where ~ein is the original direction of the light ray and ~eout is its direction after passing
the lens. In principle the integration should follow the deflected light ray. However,
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if the deflection is small and occurs only close to a single lens one can also integrate
along an unperturbed ray with the same impact parameter.
It is convenient to introduce the reduced deflection angle ~α, which is the angular
distance on the sky between a source and its image
~α ≡ Dds
Ds
~ˆα, (1.42)
where Dds and Ds are the angular diameter distances of the source from the lens and
from the observer, respectively. The angular positions of the source ~β and the image
~θ are then related by
~β = ~θ − ~α(~θ). (1.43)
It is further useful to define the lensing potential ψ by
ψ =
Dds
DdDs
2
c2
∫
φ dl, (1.44)
where Dd is the angular diameter distance of the lens from the observer. Then the
reduced deflection angle can be written as
~∇~θ ψ = ~α, (1.45)
where ~∇~θ is the gradient in the lens plane angular coordinate ~θ, or in other words
~∇~θ = Dd~∇⊥ at the lens. Using Eq. (1.44) and Poisson’s equation for the three-
dimensional gravitational potential, one finds the following two-dimensional Poisson’s
equation as the latter’s scaled projection
~∇2~θ ψ = 2κ, (1.46)
where κ is called convergence and given by
κ =
Σ
Σcrit
, (1.47)
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Σ is the surface mass density, and the critical density Σcrit defines a characteristic
surface mass density scale
Σcrit =
c2
4piG
Ds
DdDds
. (1.48)
Another important quantity is the shear. Its components γ1 and γ2 are given by
γ1(~θ) =
1
2
(
∂2ψ
∂θ1∂θ1
− ∂
2ψ
∂θ2∂θ2
)
≡ γ(~θ) cos
(
2φ(~θ)
)
, (1.49)
γ2(~θ) =
∂2ψ
∂θ1∂θ2
=
∂2ψ
∂θ2∂θ1
≡ γ(~θ) sin
(
2φ(~θ)
)
, (1.50)
where θ1 and θ2 are the components of the lens plane angular coordinate ~θ. With
these definitions one can write the Jacobian matrix A of the lens mapping described
by Eq.(1.43) as
A ≡ ∂
~β
∂~θ
= δij − ∂
2ψ
∂θi∂θj
=
 1− κ− γ1 −γ2
−γ2 1− κ+ γ1
 , (1.51)
or
A = (1− κ)
 1 0
0 1
− γ
 cos(2φ) sin(2φ)
sin(2φ) − cos(2φ)
 . (1.52)
From the last equation one can easily get an intuitive understanding of the effects of
convergence and shear. Convergence alone causes an isotropic magnification, while
shear introduces anisotropy. For example for a circular source with unit radius an
elliptic image is observed with major axis (1−κ− γ)−1 and minor axis (1−κ+ γ)−1.
The orientation of the major axis is given by the angle φ.
The magnification µ due to gravitational lensing can be obtained from the Jaco-
bian matrix A and is given by
µ = (detA)−1 =
[
(1− κ)2 − γ2]−1 . (1.53)
For large enough surface densities and shear fields, there will be curves were detA
vanishes and thus µ goes to infinity. These curves are called critical curves. The
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corresponding curves in the source plane are called caustics. Highly magnified, but
strongly distorted images like giant arcs are typically found close to such critical
curves. The relevant source is then close to the caustic.
One can distinguish tangential and radial critical curves. Close to the former the
magnification in tangential direction with respect to the lens is large, while close to the
latter the radial magnification dominates. Images of background galaxies that appear
along a cluster’s tangential or radial critical curve are thus extended in tangential or
radial direction respectively and hence called tangential or radial arcs.
Typically one also distinguishes different regimes of cluster lensing. Strong lensing
can be observed only close to the critical curves and leads to strongly distorted and
highly magnified arcs, while weak lensing refers to small distortions and thus small
changes in the observed ellipticities of background galaxies, which can be analysed
only statistically, but also allow probing the outskirts of a cluster’s mass distribution.
1.5 Open questions
Since Charles Messier’s days, the scientific exploration of galaxy clusters has made
enormous progress. However, there are still many open questions related to clusters
of galaxies.
The most obvious and probably also most fundamental open question concerns
the nature of the dark matter that makes up most of a cluster’s mass and drives its
formation. Closely related is the question how dark matter is distributed in halos
of different mass. The amount of substructure in dark matter halos and the central
slopes of density profiles are still not well constrained.
The baryonic physics is better known on a fundamental level. However, due to
its complexity, many processes relevant for the evolution of clusters still evade a
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thorough understanding. AGN feedback, radio halos, cosmic rays, magnetic fields,
non-thermal pressure components, metal enrichment or soft X-ray excess are just
some of the baryonic processes in clusters that are only partly understood, not to
mention difficulties with understanding the formation, evolution and properties of
clusters’ galaxy populations.
Methods to analyse clusters data also need improvement. Even estimates of the
most basic cluster properties like cluster mass or concentration have a huge scatter.
Deviations are most likely related to the breakdown of simple commonly used as-
sumptions like spherical symmetry, hydrostatic equilibrium or negligible non-thermal
pressure. In Chapter 3, I will propose and test novel methods to relax these assump-
tions.
Also the abundance of clusters as a function of redshift is not well known. Its
accurate determination, although difficult, would be very valuable for probing cos-
mology, e.g. for constraining σ8 or the dark energy equation of state. A more detailed
discussion is given in Chapter 4.
An interesting consistency check is to compare the theoretically expected abun-
dance of giant arcs to the one inferred from observations. It is still not clear whether
or not they are compatible. In Chapter 5, I will use gasdynamical cluster simulations
to analyse how baryonic physics affects such a comparison.
Chapter 2
Cluster simulations
Since the beginning of the computer age astrophysicists used computers to sim-
ulate the formation and evolution of astrophysical objects and cosmic structures.
However, the first N-body simulation was done even before digital computers were
available for that purpose. Its results were published in 1941 [40]. The first real three-
dimensional cluster simulation followed 29 years later [93]. Since then the number of
particles, whose interactions can be simulated, has increased by a factor larger than
107 to about N ≈ 1010 [122]. About half of this progress is due to better algorithms,
the other half due to faster computers.
2.1 An introduction to cosmological simulations
I will first discuss how the motion of matter that interacts only by gravity can be
simulated. Then methods to follow the hydrodynamics of the baryonic gas will be
introduced.
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2.1.1 The dynamics of collisionless matter
In principle one could follow the dynamics of collisionless gravitationally interact-
ing matter, like cold dark matter (CDM), by solving the corresponding Boltzmann
equation on a grid in six-dimensional position-momentum phase space. However, this
is computationally overly expensive.
Thus, one typically applies the N-body technique and samples phase space by
particles, whose interactions and trajectories are then followed. Usually a gravita-
tional force law that is softened for small distances is used in order to prevent large
unphysical scattering angles for closely passing particles.
However, calculating the ∼ N2 forces between all particles by direct summation is
still unfeasible for large particle numbers N . A faster way, than this particle-particle
(PP) method, is to project the masses of all simulation particles onto a grid and
solve Poisson’s equation in Fourier space to obtain the gravitational potential, which
can then be used to update the particles’ velocities. However, in such particle-mesh
(PM) schemes the force resolution is limited by the dimension of the grid. Structures
smaller than a few mesh lengths can not be accurately resolved and increasing the
grid size is computationally expensive.
An alternative is to use a combination of the direct summation and the PM
schemes (see e.g. [28]). Long range forces can be quickly calculated using the PM
method, while corrections to the short range forces can be made by direct summation.
This particle-particle-particle-mesh (PPPM or P3M) scheme has been widely used to
simulate cold dark matter universes.
Also tree codes allow a fast and accurate determination of the gravitational forces
between simulation particles. They arrange the particles into cells and use only the
total mass and the centre of mass of all particles in a cell to calculate their forces
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[8]. The used cell size depends on the distance from the point, where the force
shall be calculated. This reduces the required number of operations from O(N2) to
O(N logN). Recently combinations of tree and PM codes have been used [5]. Again
the long range forces are found with the PM scheme, while the short range forces are
calculated using the tree algorithm.
2.1.2 Simulating the baryonic gas with SPH
In the previous subsection I discussed methods to simulate the dynamics of col-
lisionless matter that interacts only by gravity. However, for gas particles collisions
are important and pressure forces have to be taken into account. The gravitational
interaction of baryonic gas can be simulated as above, but temperature and pressure
forces need to be calculated in addition. For that the gas is considered as a fluid.
One can either follow its hydrodynamics on a three-dimensional grid or represent
the gas by particles and calculate the pressure forces between them. I will first
comment on the former method and then discuss the latter in more detail.
The difficulty with solving the hydrodynamics on a grid is that with an equally
spaced grid, one can either not reach a high dynamic range or needs enormous
amounts of computing resources. A more efficient way is to use adaptive mesh refine-
ment (AMR) methods [88], which adaptively refine the mesh length and use small
mesh lengths only in high density regions, where they are required to resolve small
scale structure. Such AMR codes have been successfully used for many astrophysical
purposes [87].
Alternatively one can represent the baryonic gas by particles, assign a mass, den-
sity, and thermal energy to each of them and follow their hydrodynamics [35, 75].
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The equations that need to be solved are (e.g. [123]) the continuity equation
dρ
dt
+ ρ~∇ · ~v = 0, (2.1)
where ρ is the gas density, ~v its velocity field and d/dt the Lagrangian derivative given
by
d
dt
=
∂
∂t
+ ~v · ~∇, (2.2)
the Euler equation
d~v
dt
= −
~∇p
ρ
− ~∇φ, (2.3)
where p is gas pressure and φ the gravitational potential, as well as the equation for
the time evolution of the internal energy per unit mass u
du
dt
= −p
ρ
~∇ · ~v − Λ(u, ρ)
ρ
, (2.4)
where the cooling function Λ(u, ρ) describes external sources or sinks of heat, like for
example radiative cooling.
In order to represent the smooth gas distribution, the particles are not considered
pointlike but extended. Thus this method is called “smoothed particle hydrody-
namics” or SPH. The particles’ spatial extensions are described by a kernel function
W (~r − ~r′, h), where h is a kernel radius, also called the SPH smoothing length. The
kernel satisfies
∫
W (~r − ~r′, h)d3r′ = 1 and limh→0W (~r − ~r′, h) = δD(~r − ~r′). Using it
one can define an integral interpolant of a function A(~r) by
AI(~r) =
∫
d3r′A(~r′)W (~r − ~r′, h). (2.5)
In the SPH formalism it is approximated by a summation interpolant
AS(~r) =
∑
i
mi
ρi
AiW (~r − ~ri, h), (2.6)
where the sum is over all SPH particles and Ai is the value of quantity A at the
position of particle i. mi, ρi and ~ri are its mass, density and position, respectively.
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Thus mi/ρi is essentially the volume occupied by particle i. Often a kernel that
vanishes for |~r− ~r′| > h is chosen, so that only nearby particles need to be considered
in the sum. In the SPH formalism all quantities are approximated by the above or
similar summation interpolants. I will thus omit the “S” for summation interpolant
in the following.
Derivatives can be obtained in a similar way, namely by
~∇A(~r) =
∑
i
mi
ρi
Ai~∇W (~r − ~ri, h). (2.7)
There is no unique way of performing such SPH approximations. For example instead
of using Eq. (2.7) one could use
~∇A(~r) = ~∇A(~r)− A(~r)~∇1, (2.8)
to rewrite ~∇A(~r) before the interpolation and then evaluate the terms ~∇A(~r), A(~r),
and ~∇1 separately in order to reduce particle noise. The latter is then given by
~∇1 =∑i miρi ~∇W (~r − ~ri, h).
In SPH the smoothing length h is not constant. A value hi, depending on the
local particle density, is assigned to each particle. Thus Eq. (2.6) could be written
as A(~r) =
∑
i
mi
ρi
AiW (~r − ~ri, hi). However in SPH simulations the interpolants are
evaluated at the positions of other particles. Hence, there are two ways of interpreting
the summation for calculating the value of some quantity at the position of particle
j. Either as collecting the contributions of all nearby extended particles using their
kernel functions W (~rj − ~ri, hi) or as sampling the space around ~rj using the other
particles only as sampling points and assigning a weight proportional to their volume
and the kernel W (~rj − ~ri, hj) of particle j to them. Sometimes symmetric versions
are used (see e.g. Eq. (2.10) below).
In SPH simulations, typically the density is computed directly from the particle
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distribution at each timestep, namely by
ρj =
∑
i
miW (~rj − ~ri, hj). (2.9)
The particles’ accelerations and internal energy changes could be calculated directly
from Eqs. (2.3) and (2.4) by using SPH approximations for the terms− ~∇p
ρ
and−p
ρ
~∇·~v.
Typically however, additional viscosity terms are added to both equations in order
to allow capturing shock fronts, which are otherwise to narrow to be resolved by
SPH simulations. Adding a small amount of artificial viscosity broadens the shock
fronts, so that they can be resolved by SPH, and allows entropy generation, which
microphysics provides in real gas shocks. A disadvantage of using artificial viscosity is
that it can cause unphysical, excess heating also where the viscosity is not required to
capture shocks. Probably most widely used is the Monaghan-Balsara form of artificial
viscosity [76, 7], where the viscous acceleration is given by
d~vj
dt
∣∣∣
visc
= −
∑
i
miΠij ~∇j
[
1
2
W (~rj − ~ri, hj) + 1
2
W (~rj − ~ri, hi)
]
. (2.10)
Here Πij is defined by
Πij =
−α 1
2
(ci + cj)µij + βµ
2
ij
1
2
(ρi + ρj)
for (~vi − ~vj) · (~ri − ~rj) < 0, (2.11)
or in other words for approaching particles, and by Πij = 0 otherwise. ci and cj are
the sound speeds at the positions of particles i and j respectively and µij is given by
µij =
1
2
(hi + hj)(~vi − ~vj) · (~ri − ~rj)
(~ri − ~rj)2 + η2 . (2.12)
α, β and η are free parameters. I will comment on their choice in Sect. 2.3, when I
present the simulated cluster sample that is used throughout this work.
Additional baryonic physics, like radiative cooling, can be included in SPH simu-
lations. Also more complicated processes, like star formation and associated feedback
can be taken into account by using sub-resolution models.
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2.2 The structure of simulated clusters
In the mid 1990’s Julio Navarro, Carlos Frank and Simon White showed that the
density profiles of numerically simulated cold dark matter halos with different mass
can be well fitted by scaling a simple universal density profile [84, 85]. The profile,
which was hence called NFW profile, can be written as
ρ =
4ρs
r
rs
(1 + r
rs
)2
, (2.13)
where rs is a characteristic radius and ρs fixes the profile’s normalisation. It is shal-
lower than isothermal for r  rs and steeper for r  rs. The ratio c ≡ r200/rs is
called concentration. Here r200 denotes the radius inside which the mean density is
200 times the critical density of the universe. The NFW profile is widely used in as-
trophysics and was confirmed by other studies (e.g. [23, 94]), although some authors
find somewhat steeper inner slopes (e.g. [77, 34]).
The shape of dark matter halos is much better described by triaxial ellipsoids
than by spheres [43, 1]. The mean axis ratios depend on halo mass, with cluster-sized
halos being less spherical than lower mass galactic halos. Typical minor to major axis
ratios for cluster halos are around 0.5.
Numerical studies of the halo mass function showed that it is qualitatively well
described by the Press-Schechter formalism. Quantitatively, however, the Press-
Schechter mass function slightly overpredicts the abundance of low mass halos and
underpredicts the abundance of high mass halos (see e.g. [113, 42]). More accurate
fitting formulae are provided in these references. Better agreement with theoretical
predictions can be achieved by considering ellipsoidal rather then spherical collapse
for the derivation of a mass function [112].
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2.3 The cluster sample
The numerical cluster simulations that are used throughout this work were carried
out by Klaus Dolag with GADGET-2 [118], a new version of the parallel TreeSPH
simulation code GADGET [123]. It uses an entropy-conserving SPH formulation
[119], and allows to include radiative cooling and heating by a UV background. Star
formation and feedback processes can be treated with a sub-resolution model for
the multi-phase structure of the interstellar medium [120]. For some of the cluster
simulations a new method to provide heat conduction in SPH simulations [44] was
used. It is stable and conserves thermal energy, even when using individual and
adaptive time-steps. An isotropic effective conductivity with a fixed fraction of the
Spitzer rate [117] is assumed.
I used four massive simulated galaxy clusters (called g1, g8, g51, and g72 ), span-
ning a mass-range between 1.3 × 1015 h−1M and 2.3 × 1015 h−1M, as well as the
three largest halos of a simulation of a super-cluster region (called g696 ), which range
in mass between 0.8× 1015 h−1M and 1.5× 1015 h−1M. All clusters were extracted
from the same dissipation-less (dark-matter-only) parent simulation with a box-size
of 479h−1Mpc of a flat ΛCDM cosmology with a matter density parameter Ωm = 0.3,
a reduced Hubble constant h = 0.7, and an amplitude of matter fluctuations given
by σ8 = 0.9 (see [137]).
They were then re-simulated with an increased mass and force resolution using
the “Zoomed Initial Conditions” (ZIC) technique [126], which means that their La-
grangian volumes in the initial domain were populated with more particles and ap-
propriate small-scale power was added. The initial particle distributions were of glass
type [133]. The initial region was selected by an iterative process involving several
low-resolution, dissipation-less re-simulations to optimise the simulated volume. This
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ensures that all haloes are free of contaminating boundary effects out to at least 3 to
5 times the virial radius. Thus these simulations also adequately resolve the clusters’
outskirts and include the effects of filaments connected to them.
To introduce gas into the high-resolution region of gasdynamical simulations, each
parent particle was split into a gas and a dark-matter particle, which were then
displaced by half the original mean inter-particle distance such that their centre-
of-mass and momentum were conserved. A baryon density parameter Ωb = 0.04
was assumed. The resulting mass resolution of these simulations is mDM = 1.13 ×
109 h−1M and mgas = 1.7× 108 h−1M for dark matter and gas particles within the
high-resolution region, respectively. The cluster were thus resolved with between 106
and 4× 106 particles.
For all simulations, a gravitational softening length of  = 30.0h−1 kpc comoving
was used for redshifts 1 + z > 6, which was then switched to a physical softening
length of  = 5.0h−1 kpc for 1 + z < 6.
Five different types of simulations of this galaxy-cluster set were used, namely:
• dark matter only simulations (DM)
• simulations that follow the adiabatic evolution of the gas but ignore radiative
cooling (GAS)
• simulations including radiative cooling, heating by a UV background, and a
treatment of star formation and feedback processes (CSF)
• simulations additionally including thermal conduction at a fixed fraction of
κ = 1/3 of the Spitzer rate (CSFC)
• a second kind of simulations with adiabatic gas with a different implementation
of artificial viscosity, it is suppressed where not numerically needed (GAS NV)
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For the four massive clusters g1, g8, g51 and g72 all five types of simulations
were available, while for the three cluster-sized halos extracted from the super-cluster
region I only had DM and GAS runs. All different simulations of a specific cluster
were started from the same initial conditions, so as to allow a direct comparison and
studying the impact of gas physics on cluster properties.
The feedback scheme in the CSF and CSFC runs was calibrated to produce a wind
velocity of ≈ 350 km s−1. The choice of κ in the CSFC simulations is suitable in the
presence of magnetised domains with randomly oriented B-fields (e.g. [108]) or for a
chaotically tangled magnetic field [81].
In the GAS, CSF and CSFC simulations the artificial viscosity implementation
is based on the Monaghan-Balsara form given by Eq. (2.11). However an additional
viscosity limiting factor fij was used. It is the mean between particles i and j of
fi =
|〈~∇ · ~v〉i|
|〈~∇ · ~v〉i|+ |〈~∇× ~v〉i|+ σi
. (2.14)
This limiting factor suppresses spurious angular momentum and vorticity transfers,
as suggested in [124] for simulations of galactic discs. The following parameters were
used in this artificial viscosity implementation α = 0.75, β = 2α, η = 0.01
2
(hi + hj),
and σi = 0.0001ci/hi.
In the GAS NV simulations the build-up of viscosity is damped in the time do-
main, resulting in a reduced artificial viscosity where it is not needed. In combination
with the absence of a limiting physical viscosity this allows stronger turbulence in the
centres of clusters simulated with this scheme. In contrast to the artificial viscosity
implementation in the GAS, CSF and CSFC simulations, the viscosity parameter α
in Eq. (2.11) is no longer considered a constant but an evolving particle property as
proposed in [78]. Thus, every particle evolves its own parameter αi. It does so by
dαi
dt
= −αi − αmin
τ
+ Si, (2.15)
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which causes it to decay to a minimum value αmin = 0.01 with e-folding time τ . The
latter is adjusted so that αi decays over two smoothing lengths after the shock. The
source term Si, which lets αi grow as particles approach a shock, was assumed to be
Si = S
∗fi max(0,−|〈~∇ · ~vi〉i|), (2.16)
where S∗ = 0.7 was chosen. Further details on this implementation and its conse-
quences for the generation of turbulence within the intra-cluster medium are described
in [26].
2.4 The impact of baryonic physics on cluster struc-
ture
Before using the simulated galaxy clusters to test cluster reconstruction methods
and study strong lensing, I compared their shapes, density profiles, and angular mo-
mentum distributions for the five different physical gas models used in the simulations.
This comparison was also published in [99].
Figure 2.1 shows typical profiles of the total density (dark matter and baryons)
for the different types of gas physics. The most obvious difference is the steeper inner
slope in the simulations with cooling and star formation. Although a state-of-the-art
implementation of cooling, feedback, and star formation [121] was used, I should point
out that it is not entirely clear how realistic the profiles of these simulated clusters
are close to the centre, as a central cD galaxy will contribute substantially to the core
density profiles [55, 138]. The core density of stars in the simulations is larger than
observed (the simulated clusters seem to suffer to some degree from over-cooling),
but some authors (see [50]) argue that part of the discrepancy may be due to stellar
mass missed in observations.
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Despite the isotropic thermal gas pressure, the density profile in the GAS model
is not significantly shallower than in the DM simulation. This can be understood
from the fact that gas particles can reduce their angular momentum by collisions (see
below), which lets them sink towards the cluster centre more easily. In the GAS NV
simulation, the additional pressure support due to strong turbulence allowed by the
lower viscosity reduces the gas density in the inner region of the simulated cluster (see
[26] for more detail). However, the impact of the turbulence on the density profiles of
real clusters requires further investigation because there the physical viscosity, which
is not yet included in the simulations, may or may not limit the amount of turbulence
to smaller values.
The effects discussed here can also be seen in Fig. 2.2, which shows the baryonic
mass fractions for the GAS and GAS NV simulations, and the fractions of gas, stars,
and the total baryon fraction for the CSF simulation of cluster g1 as a function of
the radius of the sphere around the cluster centre in which it was computed. The
baryon fractions of the GAS and CSF simulations are also in good agreement with
the results obtained by [50].
Figure 2.3 displays the mass fraction of the particles with specific angular mo-
mentum |~L|/m < j against the threshold j for the cluster g1 at redshift z = 0.2975.
Here, ~L and m are the angular momentum and the mass of the cluster particles, re-
spectively. This quantity is plotted for the particles of the simulations with only dark
matter and for the gas and dark matter particles of the simulation including adiabatic
gas. The angular-momentum profiles of the GAS NV, CSF, and CSFC simulations,
which were not plotted for clarity, are qualitatively similar to the GAS case. Only
particles with a distance smaller than 250h−1 kpc from the cluster centre were in-
cluded. The figure illustrates that the specific angular momentum profiles of the
dark-matter particles in the two different simulations are almost identical. However,
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Figure 2.1: Profiles of the total density of cluster g1 at redshift z = 0.2975 for different
gas-physical models.
the gas particles typically have a significantly lower specific angular momentum, and
the same behaviour is also found in the simulations with cooling and star formation
and in the simulations with the new model for artificial viscosity. When studying the
time evolution of these profiles, I found that the specific angular momenta of both
dark matter and gas particles are boosted towards higher values during mergers. Af-
terwards, the angular-momentum profile of the dark matter is almost conserved, while
the gas relaxes and the particles lose specific angular momentum in collisions. This
happens because the cluster halos lack a well-defined rotation axis and the orbital
planes of gas clumps have essentially random orientations. Collisions tend to average
out differences in orbit orientation and thereby reduce the specific angular momentum
of the gas. Therefore, the difference between the specific angular momentum of dark
matter and gas increases with each merger. I thus find somewhat larger deviations
in large halos, which have on average experienced more mergers. Reducing their spe-
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cluster g1 at redshift z = 0.2975 as a function of distance r from the cluster centre.
cific angular momenta allows the gas particles to sink more easily towards the cluster
centre. A similar behaviour of the specific angular momenta of gas and dark matter
was found by [83] and [86] in galaxy-sized halos.
By comparing the monopole to the quadrupole moment in circular shells around
the cluster centre, I recover the result obtained by [47], who found that halos are more
spherical in simulations with cooling, feedback, and star formation than in dissipation-
less and adiabatic gas simulations. For example at the scale radius I find 15 percent
smaller ratios of quadrupole to monopole moments in projections of simulations with
cooling and star formation. I also find more substructure in the form of small clumps
in the CSF and CSFC models.
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Chapter 3
Cluster modelling
The modelling of clusters is complicated by the fact that cluster observations
yield only projections of physical quantities along the line-of-sight, like for example
the X-ray surface brightness as a projection of the X-ray emissivity. Thus one is
always confronted with the problem of modelling a three-dimensional object based on
two-dimensional data. In order to build such a three-dimensional model one needs to
assume some kind of symmetry. Most widely used is the simplest possible assumption,
namely that clusters can be described as spherical symmetric objects.
However, the validity of this assumption is questionable considering the halo
shapes found in simulations and the frequently observed violent dynamics of clus-
ters. In addition often hydrostatic equilibrium and negligible non-thermal pressure
need to be assumed. For example, [39] show that intrinsic variations in clusters limit
the accuracy of cluster gas mass estimates to about 10% when using such simple as-
sumptions. Total mass estimates for specific clusters obtained with different methods
sometimes differ by a factor of ∼ 2 or more (e.g. [136, 91]). The deviations are most
likely related to the breakdown of these simple assumptions.
The methods I propose in Sects. 3.5 to 3.8 allow relaxing the symmetry assumption
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(only axial symmetry with respect to an arbitrarily inclined axis needs to be assumed)
and probing hydrostatic equilibrium instead of assuming it. They are also described
in [97, 98].
3.1 Spherical symmetric cluster models
Independent of the assumed symmetry one can also distinguish parametric and
non-parametric cluster modelling methods. When assuming spherical symmetry the
former usually means fitting some kind of profile to the observations.
Still widely used in the analysis of X-ray data is the isothermal beta model [21],
in which the gas density is given by
ρ = ρ0
(
1 +
r2
r2c
)− 3
2
β
, (3.1)
where rc is a core radius and ρ0 is the density in the centre. β is another free parameter
which will be discussed below. When considering only continuous bremsstrahlung and
assuming isothermality this corresponds to an X-ray surface brightness of
SX = SX,0
(
1 +
r2
r2c
)−3β+ 1
2
, (3.2)
where SX,0 is the central brightness. One can of course easily obtain a similar formula
for the Compton y-parameter to analyse thermal SZ data.
The beta model can be motivated by assuming that both the X-ray emitting gas
and the cluster galaxies are in hydrostatic equilibrium with the cluster’s gravitational
field and that both the gas temperature as well as the galaxy velocity dispersion are
constant throughout the cluster. In addition it is assumed that the galaxy density is
∝ (1+ r2/r2c )−3/2 [48]. β is then the ratio of the specific kinetic energy of the galaxies
to the specific thermal energy of the gas.
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The profile given by Eq. (3.2) can be fit to X-ray observations, typically taking
an additional term for the instrument background into account. While the observed
surface brightnesses are often fit rather well by isothermal beta models, the masses
derived from such fits under the assumption of hydrostatic equilibrium are typically
too low (e.g. [12]).
More sophisticated analytic, spherically symmetric cluster models have been sug-
gested. For example in [61] it is proposed to use a triple beta model, which is a sum of
three terms of the form given in Eq. (3.1), for the gas distribution and a generalised
NFW profile for the dark matter distribution. In that work it is suggested to do
simultaneous fits to all available data sets (e.g. X-ray, thermal SZ and weak lensing
data) directly in the data plane by reprojecting the model halo.
An alternative to fitting parametric models to X-ray or SZ observations is to
first use non-parametric methods to deproject the cluster gas distribution under the
assumption of spherical symmetry and then derive a mass estimate by assuming
hydrostatic equilibrium. The deprojection can be performed with an “onion peeling”
technique (see e.g. [51, 30]). Then the cluster is considered to consist of concentric
spherical shells each with a specific but constant gas density and temperature. For an
X-ray analysis, the observed X-ray counts are binned into circular concentric annuli
centred on the cluster centre. Starting from the outermost annulus and taking into
account how much of the volume of each shell is projected onto a specific annulus
one can “peel the onion” and calculate the X-ray emission observed from each shell.
Using X-ray spectral information this allows finding the gas density and temperature
in each shell. From that a mass estimate can be derived by either directly applying
the hydrostatic equilibrium condition or by fitting a total density profile, e.g. a NFW
profile, under the assumption of hydrostatic equilibrium. An “onion peeling” method,
that does not rely on X-ray spectral information but jointly analyses X-ray surface
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brightness and thermal SZ data is proposed in [2].
3.2 Cluster models with less restricting symmetry
assumptions
All the cluster reconstruction methods discussed so far use the restricting assump-
tion that clusters can be considered as spherically symmetric systems. Several authors
tried to relax this assumption and aimed at a joint analysis of different types of cluster
data.
One of the proposed approaches was to base the reconstruction of axisymmet-
ric galaxy clusters on the Fourier slice theorem [141], which states that the Fourier
transforms of some source function λ(x, y, z) and of its projected image I(x, y) ≡∫
λ(x, y, z)dz are related by
λˆ(kx, ky, 0) = Iˆ(kx, ky). (3.3)
The assumed axial symmetry also holds for the Fourier transform λˆ(kx, ky, kz) of the
source function. Using this property and Eq. (3.3) allows finding λˆ(kx, ky, kz) for all
~k = (kx, ky, kz) from the Fourier transform of the image, unless the angle between
~k and the symmetry axis is smaller than pi/2 − i, where i is the inclination angle
between the line of sight and the symmetry axis. By extrapolating into this “cone
of ignorance” and Fourier transforming one can reconstruct the axisymmetric three-
dimensional source function. This technique was applied to simulated X-ray, SZ and
weak lensing data and shown to perform well [140].
Other approaches that were proposed, include considering perturbations around
a spherically symmetric cluster model [27], and adapting parameters of triaxial halo
models [52]. Both techniques allow combining different data sets such as X-ray,
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thermal SZ or weak lensing maps. A method similar to the latter approach was
applied to data [25].
An alternative technique based on the iterative Richardson-Lucy deconvolution
was suggested by [101] and [102]. It aims at the gravitational potential, assumes only
axial symmetry of the main cluster body, avoids extrapolations in Fourier space, and
allows to jointly analyse different data sets.
3.3 Lensing reconstruction techniques
Gravitational lensing is, in the thin lens approximation, only sensitive to the
projected surface mass density (see Eq. (1.46)). Thus, there is no immediate need to
consider a cluster’s three-dimensional structure in a lensing analysis. One can start
with reconstructing its projected mass distribution and lensing potential.
A standard technique for weak lensing reconstructions is the Kaiser & Squires
algorithm ([46], or e.g. [80] for a pedagogical review). It works in Fourier space and
uses relations between the Fourier transforms of lensing potential, convergence, and
shear. When Fourier transformed Eqs. (1.46), (1.49), and (1.50) take the following
forms
κˆ(~k) = −1
2
(k21 + k
2
2)ψˆ(
~k), (3.4)
γˆ1(~k) = −1
2
(k21 − k22)ψˆ(~k), (3.5)
γˆ2(~k) = −k1k2ψˆ(~k), (3.6)
where k1 and k2 are the components of ~k. Combining these equations one obtains
κˆ(~k) =
1
k21 + k
2
2
(
k21 − k22, 2k1k2
) ·( γˆ1(~k)
γˆ2(~k)
)
, (3.7)
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which relates the convergence to the shear components. However, the latter can be
measured. It is convenient to define a complex ellipticity of an image by
 ≡ 1 + i2 ≡ a− b
a+ b
e2iφ, (3.8)
where a, b and φ are the images major axis, minor axis and major axis orientation
angle, respectively. From the discussion in Sect. 1.4.3 about lensing a circular source,
one finds that the ellipticity of a circular source’s image is given by
1 =
γ1
1− κ, (3.9)
2 =
γ2
1− κ. (3.10)
In the weak lensing limit this also holds for the mean ellipticity of the images of a
sample of randomly oriented elliptical sources. Then 1 − κ ≈ 1 is satisfied and one
obtains
γ1(~θ) ≈ 〈1(~θ)〉, (3.11)
γ2(~θ) ≈ 〈2(~θ)〉, (3.12)
where 〈1(~θ)〉 and 〈2(~θ)〉 are determined by averaging the measured ellipticities of
background galaxies close to ~θ. The size of the region which is averaged over should
be chosen such as to obtain a reasonable signal-to-noise ratio.
In practice there are some difficulties in applying the Kaiser & Squires algorithm.
The shear can only be measured on a finite field. Thus the involved Fourier transforms
can introduce artefacts. In addition there is no unique solution for a convergence κ
determined from observed galaxy ellipticities alone. Other solutions can be found by
the transformation κ′ = λ(κ− 1) + 1 and γ′ = λγ for any λ. This is called the “mass
sheet degeneracy”. Furthermore, the fact that background galaxies have different
redshifts is neglected.
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In principle Eqs. (3.4) to (3.6) can also be used to reconstruct lensing potentials,
however with the same problems due to finite observed fields.
An alternative is to use maximum likelihood or least square methods. They avoid
artefacts due to Fourier transforms and allow including strong lensing data in the
analysis. The strong lensing data can be used to constrain the position of the critical
curve in reconstructions of the lensing potential [20].
3.4 The structure of observed cluster halos - a
brief summary
X-ray observations can probe cluster density profiles over a wide radial range,
from about ∼ 0.001 to 0.7 times the virial radius [54, 95]. The obtained density
profiles are typically well fit by the NFW model, while flattened core and singular
isothermal profiles usually provide no good fit to the data (e.g. [109]). However, the
range of logarithmic inner slopes found in the literature is still rather large, with
extreme values of −0.35 [107] and −1.9 [3].
A qualitatively similar picture is obtained by galaxy-galaxy lensing, or more pre-
cisely by stacking weak lensing signals around SDSS Luminous Red Galaxies. A NFW
model fits the measured shear signal well, while a singular isothermal profile is ruled
out [64]. Weak lensing also allows probing the outer slopes of density profiles. For
example an outer slope smaller than −2.4, which is consistent with a NFW profile,
was found in [49].
By a joint analysis of stellar velocity dispersion in Brightest Cluster Galaxies and
strong lensing data an inner logarithmic slope of density profiles of ∼ −0.52 was found
[106]. However, due to neglecting cluster ellipticity and substructure these estimates
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may be biased towards flat cusps [70].
The ellipticities of cluster halos were studied by fitting prolate and oblate spheroid
halo models, which can be arbitrarily inclined with respect to the line-of-sight, to
X-ray surface brightness maps and central SZ temperature decrements [111]. Obser-
vations are fit with a mixed population of prolate and oblate models, with prolate
models preferred by a factor of ∼ 2 to 3. Typical major to minor axis ratios that
were found range from roughly 0.3 to 0.7 for prolate and from 0.5 to 0.8 for oblate
clusters. However, the symmetry axis of the fitted halo models in these analyses are
preferentially aligned with the line-of-sight, which could either be a selection effect or
a systematic error.
3.5 A novel method to reconstruct clusters by a
joint analysis of X-ray and thermal SZ data
In this section I suggest a novel cluster reconstruction algorithm, which like the
algorithms described in [101] and [102] is based on the iterative Richardson-Lucy
deconvolution technique [59, 60] . However, instead of aiming at the gravitational po-
tential, which would require assuming a relation between the cluster gas distribution
and the gravitational field, like hydrostatic equilibrium, I propose to aim at the cluster
gas density and temperature distributions using a joint analysis of X-ray and thermal
SZ data. This allows ignoring the commonly used hydrostatic equilibrium assumption
for the moment. The proposed technique assumes only axial symmetry of the cluster
gas distribution with respect to an arbitrarily inclined symmetry axis and requires no
equilibrium assumption other than local thermal equilibrium. The three-dimensional
reconstruction algorithm is described in detail below. It is tested using synthetic
observations of analytically modelled and numerically simulated galaxy clusters. The
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impact of realistic observational noise and deviations from axial symmetry on the
reconstruction quality is quantified.
From these gas reconstructions, either cumulative mass profiles and reconstruc-
tions of the three-dimensional gravitational potential can be obtained by using the
hydrostatic equilibrium assumption, or alternatively, hydrostatic equilibrium can be
quantitatively probed by comparing cumulative mass profiles obtained in this way
to profiles found by an analysis of lensing data. The latter method is described in
Sects. 3.6 and 3.8.
An introduction to Richardson-Lucy deconvolution is given in Appendix A.
3.5.1 Deprojection of axisymmetric distributions using
Richardson-Lucy deconvolution
As pointed out in [15], Richardson-Lucy deconvolution can be used to reconstruct
an inclined axisymmetric three-dimensional distribution of some physical quantity φ
from a two-dimensional map ψ of its projection along the line-of-sight. In astrophys-
ical applications, ψ will be data obtained from observations, for example the X-ray
flux, the lensing potential, or the Sunyaev-Zel’dovich decrement of an approximately
axisymmetric galaxy cluster. Because of the assumed symmetry, φ can be written as
a function of only two cylindrical coordinates R and Z, where I choose the symmetry
axis as the Z-axis (see Fig. 3.1). Then, R is the distance from the symmetry axis.
The projection along the line-of-sight can be understood as a convolution of φ(R,Z)
with a kernel function P (x, y|R,Z),
ψ(x, y) ≡
∫ ∞
−∞
dz φ(x, y, z) =
∫ ∞
0
pidR2
∫ ∞
−∞
dZ φ(R,Z) P (x, y|R,Z). (3.13)
The kernel function for a given pair (R,Z) is non-zero only on the ellipse obtained
by projecting the ring onto the sky which is defined by R and Z (see Fig. 3.1). It is
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derived in Appendix A of [15] and can be obtained by considering∫ ∞
−∞
dz φ(x, y, z) =
∫ ∞
−∞
dz
∫ ∞
0
dR2
∫ ∞
−∞
dZ φ(R,Z) δD(R
2(x, y, z)−R2) δD(Z(x, y, z)− Z),
(3.14)
where R2 and Z are integration variables, while R2(x, y, z) and Z(x, y, z) are given
by
R2(x, y, z) = x2 + (y cos i− z sin i)2, (3.15)
Z(x, y, z) = y sin i+ z cos i, (3.16)
which is easily found considering Fig. 3.1. Here i is the inclination angle of the
symmetry axis, defined as the angle between the symmetry axis and the line-of-sight.
Plugging these relations into Eq. (3.14) and performing the z integration yields
P (x, y|R,Z) = δ[(
y
cos i
− Z tan i)2 − (R2 − x2)]
pi cos i
. (3.17)
This kernel satisfies the normalisation condition∫ ∞
−∞
dx
∫ ∞
−∞
dy P (x, y|R,Z) = 1. (3.18)
Assuming that the orientation of the symmetry axis is known and that one has a
two-dimensional map of the projection ψ, one can reverse the convolution using the
iterative Richardson-Lucy deconvolution technique [59, 60] and solve for φ as a func-
tion of R and Z. Starting with an initial guess φ0 for φ and using the Richardson-Lucy
iteration scheme, as given by Eqs. (A.9) and (A.10), or in this context by
φn+1(R,Z) = φn(R,Z)
∫ ∞
−∞
dx
∫ ∞
−∞
dy
ψ(x, y)
ψn(x, y)
P (x, y|R,Z), (3.19)
one can obtain approximations of φ with increasing quality. Here, ψn is the projection
along the line-of-sight of the approximation φn. If one plugs Eq. (3.17) into Eq. (3.19),
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performs the y integration, and uses the new coordinate α defined by x = R cosα,
one obtains [15]
φn+1(R,Z)
φn(R,Z)
=
∫ 2pi
0
dα
2pi
ψ (R cosα,Z sin i+R sinα cos i)
ψn (R cosα,Z sin i+R sinα cos i)
, (3.20)
where the integration follows the ellipse shown in Fig. 3.1.
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Figure 3.1: Projection of an axisymmetric distribution. The ellipse at the top marks
the region where the kernel function corresponding to the projection along the line-
of-sight is non-zero for fixed R and Z.
For numerical reconstructions of axisymmetric three-dimensional distributions,
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the integral in Eq. (3.20) can be replaced by a sum over points, which are distributed
along the ellipse and are equally spaced in α. To evaluate the sum, the ratio ψ/ψn at
these points needs to be computed. I use two grids for the iterative reconstructions,
one in x, y-space for ψ and ψn, and one in R,Z-space for φn. First, I project φn
along the line-of-sight on the grid in x, y-space to find ψn. I do not use the kernel
function for that, but perform a direct summation using a discretised version of the
first equality in Eq. (3.13). The projection integral is approximated by a sum over
Nz equally spaced points that cover a section of length Lz of the line-of-sight. This
section is centred on the z-coordinate of the halo. Then, ψn is obtained by
ψn(xj, yk) =
Lz
Nz
Nz∑
l=1
φn(R(xj, yk, zl), Z(xj, yk, zl)), (3.21)
where xj and yk are the x and y coordinates of the grid point (j, k). The zl are the z co-
ordinates of theNz points used for the projection. The function φn(R(xj, yk, zl), Z(xj, yk, zl))
is approximated by bilinear interpolation from the values of φn at neighbouring grid
points in R,Z-space. Since I know ψ and have calculated the projection ψn of φn, I
can find the ratio ψ/ψn at points on the ellipse by bilinear interpolation from neigh-
bouring points of the x, y-space grid. This allows me to approximate the integral in
Eq. (3.20) by a sum over Nα points,
φn+1(R,Z)
φn(R,Z)
=
1
Nα
Nα∑
m=1
ψ (R cosαm, Z sin i+R sinαm cos i)
ψn (R cosαm, Z sin i+R sinαm cos i)
, (3.22)
and find φn+1 at all points of the R, Z-space grid, which completes the iteration step.
Here αm = 2pim/Nα.
3.5.2 Boundary effects, artefacts, and regularisation
There is, however, a problem. Assume that Lz corresponds to the height of the
box shown in Fig. 3.1, and that the area covered by the map of ψ corresponds to its
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top surface. To calculate ψn+1 there, I have to know φn+1 everywhere in the box. But
for finding φn+1 close to the corners of the box, one has to evaluate Eq. (3.22) along
ellipses that do not fit into the top surface of the box. This means that some of the
points one has to sum over lie outside the map of ψ and ψn. As suggested by [101], I
replace ψ/ψn for those points by its value at the closest point at the perimeter of the
map. This leads to some artefacts in the reconstruction of φ for large R and Z, but
yields very good results in the central region, which I am most interested in.
To start the iteration, I have to choose a guess or prior φ0. I adopt the simplest
choice of a flat or constant prior and set its value so as to reproduce the average value
〈ψ〉 of the map ψ, namely φ0 = 〈ψ〉/Lz.
The algorithm described above can be used to reconstruct axisymmetric three-
dimensional distributions from two-dimensional maps of its projection along the line-
of-sight. However, it runs into problems for strongly peaked distributions such as the
X-ray emissivity of a galaxy cluster. In order to illustrate that, I reconstructed the X-
ray emissivity from an X-ray surface brightness map, which I obtained by projecting
the emissivity of an analytically modelled, axisymmetric cluster halo. The halo model
is discussed in Sect. 3.5.4. For the projection, I chose an inclination angle of i = 70◦
and performed a reconstruction with a rather large number of n = 30 iterations. In
the left panel of Fig. 3.2, the ratio between the reconstructed and the original X-ray
emissivity is shown. One can clearly see spike-shaped artefacts of the reconstruction.
The angle between these spikes and the symmetry axis is equal to the inclination
angle i. This means that the ellipses corresponding to R and Z values of points in
the spikes pass directly through the halo centre in the map of ψ.
Richardson-Lucy deconvolution reproduces large scale structures quickly, while it
converges slowly to small scale structures such as the peak at the halo centre (see
[59, 60] or Appendix A). This means that, when starting with a flat prior, ψ/ψn can
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be quite large close to the centre even after several iterations. Thus, when I evaluate
(3.22) for points further out whose ellipses pass through the halo centre, I find ratios of
φn+1(R,Z)/φn(R,Z) which are too high, and the spike-shaped artefacts form. They
appear already after the first few iterations and are very stable. In the left panel
of Fig. 3.2, I show them after 30 iterations, and it would take several hundred more
iterations until they slowly disappear.
To prevent the formation of such artefacts, I use a regularisation scheme. First,
I calculate an average 〈ψ/ψn〉 for the points used in the sum in Eq. (3.22), which is
defined by
〈ψ/ψn〉(R,Z) ≡ 1
Nα
Nα∑
m=1
min
( ψ (R cosαm, Z sin i+R sinαm cos i)
ψn(R cosαm, Z sin i+R sinαm cos i)
, 10
)
. (3.23)
Then I set
cn(R,Z) ≡ 1
Nα
Nα∑
m=1
min
( ψ (R cosαm, Z sin i+R sinαm cos i)
ψn(R cosαm, Z sin i+R sinαm cos i)
, 1.2 〈ψ/ψn〉(R,Z)
)
,
(3.24)
and use
φn+1(R,Z)
φn(R,Z)
= max ( cn(R,Z), 0.25 ), (3.25)
to calculate φn+1(R,Z). This regularisation of the iteration scheme suppresses the
formation of spike-shaped artefacts. It limits the impact of sharp peaks in ψ on
points that are far away from the corresponding peaks in φ by using an upper limit
for ψ/ψn in Eqs. (3.23) and (3.24). The effectiveness of the regularisation scheme is
not very sensitive to the exact numerical values of the upper limits, which I chose by
trial and error, as long as it suppresses sharp peaks and is not too restrictive to allow
convergence in a reasonable number of iterations. The lower limit for the correction
factor in Eq. (3.25) is introduced just to make sure that φn+1 does not change its sign
or become very small in the first few iteration steps, which could potentially cause
problems later.
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I repeated the reconstruction of the X-ray emissivity using this regularisation. In
the right panel of Fig. 3.2, the ratio of the reconstructed to the original emissivity
after 30 iterations is shown. The spikes that are present in the left panel have almost
disappeared. The ratio is close to unity everywhere in the region shown, except very
near the halo centre where grid resolution and the slow convergence to small-scale
structures becomes a problem. Apart from that, the deprojection works very well.
The errors are usually smaller than 1%.
So far, I have assumed that the orientation of the symmetry axis is known before-
hand. In reality, when applying this algorithm to observations, this will not be the
case. However, the orientation of the symmetry axis in the plane of the sky can be
directly inferred from the map ψ. Methods to find its inclination angle i are discussed
in Sect. 3.5.8.
3.5.3 Reconstruction of ICM density and temperature from
combined X-ray and thermal Sunyaev-Zel’dovich effect
observations
So far, I have discussed how to reconstruct a single three-dimensional distribution
of a physical quantity from a single two-dimensional map of its projection along the
line-of-sight. However, one can obtain additional information by combining different
data sets [102, 101]. Here, I propose to reconstruct several physical quantities at
the same time by combining different observations that depend on these quantities.
Specifically, I will show how to obtain three-dimensional distributions of the density
and temperature of the ICM in axisymmetric cluster halos by combining X-ray and
thermal Sunyaev-Zel’dovich effect observations.
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Figure 3.2: Ratio of the reconstructed to the original X-ray emissivity after n = 30
iteration steps, φn/φ. The halo centre is at the centre left of each plot. Panel (a)
shows the ratio obtained without regularisation. One can clearly see the spike-shaped
artefacts of the reconstruction. Panel (b) shows the ratio for the reconstruction
including the regularisation. It is close to unity everywhere except very close to the
centre, where the algorithm converges slowly and grid resolution becomes a problem.
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The X-ray surface brightness is proportional to
ψX-ray ≡
∫
dz ρ2 λ(T,Z), (3.26)
where ρ and T are the gas density and temperature, respectively. The integral extends
along the line-of-sight. The cooling function λ(T,Z) depends on the gas temperature
and the metallicity Z. Here Z is assumed to be constant. The thermal SZ temper-
ature decrement or increment is proportional to the Compton y-parameter given in
Eq. (1.36). For fully ionised gas with constant metallicity, this is also proportional to
ψSZ defined by
ψSZ ≡
∫
dz ρ T. (3.27)
Both ψX-ray and ψSZ can be obtained from observations.
For reconstructing the ICM temperature and density, I start from some initial
guess ρ0(R,Z) and T0(R,Z). In analogy to Eq. (3.21), I use discrete approximations
of Eqs. (3.26) and (3.27),
ψX-ray, n(xj,yk) =
Lz
Nz
Nz∑
l=1
ρ2n(R(xj, yk, zl), Z(xj, yk, zl))
× λ(T (R(xj, yk, zl), Z(xj, yk, zl)),Z), (3.28)
ψSZ, n(xj,yk) =
Lz
Nz
Nz∑
l=1
ρn(R(xj, yk, zl), Z(xj, yk, zl))
× T (R(xj, yk, zl), Z(xj, yk, zl)), (3.29)
to obtain ψX-ray, 0 and ψSZ, 0. In analogy to Eq. (3.22), I define
cX-ray,n(R,Z) =
1
Nα
Nα∑
m=1
ψX-ray(R cosαm, Z sin i+R sinαm cos i)
ψX-ray,n(R cosαm, Z sin i+R sinαm cos i)
, (3.30)
cSZ, n(R,Z) =
1
Nα
Nα∑
m=1
ψSZ(R cosαm, Z sin i+R sinαm cos i)
ψSZ, n(R cosαm, Z sin i+R sinαm cos i)
, (3.31)
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and propose the iteration scheme
ρ2n+1 λ(Tn+1,Z)
ρ2n λ(Tn,Z)
= cX-ray, n, (3.32)
ρn+1Tn+1
ρnTn
= cSZ, n. (3.33)
In order to find the next iterative approximation of density and temperature, Eqs. (3.32)
and (3.33) need to be solved for ρn+1 and Tn+1. To include line emission in the cool-
ing function, one can tabulate λ(Tn,Z), e.g. using the software package XSPEC [4]
for a specific emission model and metallicity, and solve the equations above numeri-
cally. A simple analytic solution can be found if continuous thermal bremsstrahlung
is assumed. Then
λ(T,Z) ∝
√
T , (3.34)
so that one obtains
ρn+1 =
c
2/3
X-ray, n
c
1/3
SZ, n
ρn, (3.35)
Tn+1 =
c
4/3
SZ, n
c
2/3
X-ray, n
Tn. (3.36)
from Eqs. (3.32) and (3.33). In fact these relations can be used even when including
line emission as small errors introduced by using them are corrected in subsequent
iteration steps as long as the correct cooling function is used in Eq. (3.28). The
number of iterations needed to achieve a good reconstructions is also not significantly
affected.
Note that for evaluating Eq. (3.30) and (3.31), the regularisation introduced in
Sect. 3.5.2 is used. Its effectiveness, even when applied to different kinds of data,
depends only weakly on the exact values of the numerical constants in Eqs. (3.23) to
(3.25). Thus I use these equations with the numerical values given there for both the
X-ray and SZ data. Again, for points that lie outside the map of ψX-ray and ψSZ, the
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ratios ψX-ray/ψX-ray, n and ψSZ/ψSZ, n are approximated by their values at the closest
point at the perimeter of the map. In the next sections, I shall apply this deprojection
algorithm to axisymmetric analytic halos and to numerically simulated cluster halos,
and discuss its performance.
3.5.4 Deprojection of analytic halos based on noise-free syn-
thetic observations
In this section and in Sect. 3.5.5, I use a NFW-like gas density profile to test
the deprojection algorithm for axisymmetric, analytic halos. However, for the depro-
jection to be non-trivial, I prefer to have ellipsoidal iso-density surfaces. It is thus
assumed that the density of the ICM is a function of
r ≡
√
R2
R2s
+
Z2
Z2s
, (3.37)
where Rs is a scaling radius perpendicular to the symmetry axis, and Zs is a scaling
distance along the axis. The density of the hot cluster gas is then taken to be
ρ =
4ρs
(r + r)(1 + r)2
, (3.38)
which differs from the NFW form not only by its ellipsoidal shape but also by the
small constant r = 0.001 introduced to ensure that the density does not diverge for
r → 0. Such a divergence would cause problems in numerical calculations. For the
gas temperature I use a phenomenological description that roughly corresponds to
the temperature profiles found in the simulated cluster sample described in Sect. 2.3.
Namely, I set
T = Tmaxr
−0.2γ(r), (3.39)
where γ(r) = tanh(3(r − 1)) is −1 for r  1 and +1 for r  1. The values of the
parameters ρs = 7.5× 104h−1M/(h−1kpc)3, Zs = 500h−1kpc, Rs = 300h−1kpc, and
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Tmax = 12keV, which I use correspond to the gas component of a massive galaxy
cluster. Here, h is the reduced Hubble constant, which is set to 0.7.
Having chosen an inclination angle i, I project the analytic halo described above
on a 128×128 grid with a sidelength of 1.5h−1Mpc and obtain the X-ray and Sunyaev-
Zel’dovich effect maps, ψX-ray and ψSZ. I use the algorithm discussed in Sect. 3.5.3 with
these maps to reconstruct the gas density and temperature. For simplicity I consider
here and in Sects. 3.5.5, 3.5.6, 3.5.7, and 3.5.8 only continuous thermal bremsstrahlung
for the X-ray emission. More realistic synthetic X-ray observations that also include
line emission are used in Sects. 3.7 and 3.8. In Fig. 3.3, the results of the deprojection
are compared with the original density and temperature of the analytic halo. An
inclination angle i = 70◦ and n = 20 iterations were used. The inclination was
assumed to be known in performing the deprojection. The left and right panels
show the density and temperature ratios, ρn/ρ and Tn/T , respectively. The star-
like pattern of the plots maps the ranges of R and Z coordinates occurring in the
simulation box used for the reconstruction (see Fig. 3.1). In the central region of the
cluster, the reconstruction works very well. Errors are of the order of 1%. Despite the
regularisation, one can still see some remains of the spike-shaped artefacts discussed
in Sect. 3.5.2. For large R or Z values, close to the star-shaped boundary of the plots,
the quality of the reconstruction decreases. This is not at all surprising because the
ellipses along which Eqs. (3.30) and (3.31) must be evaluated to reconstruct density
and temperature at those points lie mostly outside of the maps of ψX-ray and ψSZ.
Note that the quality of the reconstruction also depends on the inclination of
the halo’s symmetry axis. Of course, best results are achieved when the symmetry
axis is perpendicular to the line-of-sight. Then the assumption of axial symmetry
contains the most information. If, on the other hand, the symmetry axis is parallel
to the line-of-sight, the axial symmetry just corresponds to the circular symmetry
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Figure 3.3: Ratio of the reconstructed to the original density and temperature for
the analytic halo after n = 20 iterations. An inclination angle of i = 70◦ was chosen
and assumed to be known in performing the reconstruction. Panel (a) shows the
density ratio ρn/ρ and panel (b) the temperature ratio Tn/T . In the central region,
the errors are of the order of 1%. I plot the ratios for all R and Z values possible
within the box used for the reconstruction (see Fig. 3.1). This causes the star-like
shape of the perimeter of the plot in the R, Z plane. Close to that boundary, at
large R or Z values, the ratios can significantly differ from unity. This is, however,
expected because the ellipses used in the reconstruction of ρ and T at those points
lie mostly outside the maps of ψX-ray and ψSZ.
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of the maps ψX-ray and ψSZ and does not yield any useful additional information.
Figure 3.4 illustrates this inclination dependence. It shows the volume-weighted root
mean square (RMS) relative errors of the reconstructed gas density and temperature,
computed within a sphere of radius 500h−1kpc around the halo centre. Again, the
knowledge of the inclination angle i was used in the deprojection. An accuracy of
1% or better is achieved for about two thirds of the analytic halos in a randomly
oriented sample. However, halos that happen to have a very small inclination angle
are necessarily poorly reconstructed.
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Figure 3.4: Dependence of the quality of the deprojection on the inclination of the
symmetry axis. For the analytic halo, which was deprojected as described above, I
show the volume-weighted RMS relative errors (ρn−ρ)/ρ and (Tn−T )/T as functions
of the inclination angle i after n = 20 iterations. I also show the same errors after
n = 5 iterations for reconstructions of a numerical halo from maps with observational
noise. A detailed description of these reconstructions is given in Sects. 3.5.6 and 3.5.7.
The averages of the errors were computed within a sphere of radius 500h−1kpc around
the halo centre. The quantity 1 − cos(i) shown on the abscissa is chosen such as to
have a flat number-density distribution for randomly oriented halos. The inclination
angle i was assumed to be known in performing the deprojection.
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3.5.5 Deprojection of analytic halos based on noisy synthetic
observations
So far I have not considered noise that will be present in any real X-ray or Sunyaev-
Zel’dovich effect observation. I will now discuss the impact it has on the reconstruc-
tion of ICM densities and temperatures.
The noise in X-ray observations is modelled as follows. First, I calculate for each
pixel (j, k) of the halo’s X-ray map ψX-ray the number of photons 〈Nγ j,k〉 expected
from bremsstrahlung, which is proportional to 〈Nγ j,k〉 ∼
∑NZ
l=1 E1(
Emin
kBT
) ρ
2√
T
, where
the sum extends along the line-of-sight represented by the pixel (j, k), and E1 is the
exponential integral function. Emin is a lower energy cutoff which is necessary because
the number of photons emitted is infrared divergent. I choose Emin = 0.23 keV, which
is a reasonable lower limit for the photons from galaxy clusters observed in current X-
ray experiments. Next, I normalise the numbers of expected photons such that they
sum up to
∑
j,k〈Nγ j,k〉 = 104 on the entire map. For each pixel (j, k), I then set the
actual number of photon counts Nγ j,k to a value drawn from a Poisson distribution
with expectation value 〈Nγ j,k〉. Then noise is added to the map ψX-ray by multiplying
ψX-ray j,k with Nγ j,k/〈Nγ j,k〉 for all pixels.
For the Sunyaev-Zel’dovich effect, I add noise corresponding to future ALMA
Band 3 observations [19]. In Band 3 (84 to 116 GHz) and in its compact configuration,
ALMA will be able to achieve a temperature sensitivity of 50µK at a spatial resolution
of ∼ 3 arcsec in about four hours of observation. At an assumed halo redshift of 0.3,
this resolution corresponds to the angular size chosen for the pixels of the map ψSZ.
I convert the temperature sensitivity cited above to an error σψSZ of ψSZ. Then, for
each pixel, I add noise obtained from a normal distribution with standard deviation
σψSZ to ψSZ.
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Richardson-Lucy deconvolution has the nice property of approximating large-scale
features quickly and small-scale noise slowly. Yet, it turns out that smoothing the
noisy maps ψX-ray and ψSZ before using them in the deprojection improves the results
considerably. I use the following smoothing scheme. For the X-ray observations, I
assume that in addition to the map ψX-ray I also know the photon counts Nγ j,k for
all pixels. I then calculate for each pixel (j, k) a radius hSMLj,k so that I have a fixed
number of 100 photons inside a circle with radius hSMLj,k around that pixel. After
that I redistribute the value ψX-ray j,k of each pixel on the grid with a smoothing kernel
of width hSMLj,k centred on that pixel. This greatly reduces the fluctuations in the
map ψX-ray caused by photon noise. In the following I will call this first step of the
smoothing scheme “photon-noise smoothing”.
For the smoothing kernel, I take the line-of-sight projection of the cubic spline
SPH kernel W (r, hSML) defined in Appendix A of [123]. It is well suited for this
purpose and allows using the same routine for smoothing here and for projecting the
numerical SPH halos used in this work. For axisymmetric halos, the projection should
be symmetric about the projected axis. However, the symmetry is broken here by
noise. I restore it before performing the deprojection. Since the grid is oriented such
that it is parallel to and centred on the projected symmetry axis, I can do that by
replacing ψX-ray j,k and ψX-rayNgrid−j,k by their arithmetic mean. Here, Ngrid = 128 is
the dimension of the grid. ψSZ is symmetrised in the same way.
In some of the reconstructions I use one more smoothing operation on ψX-ray and
ψSZ to further reduce fluctuations caused by noise. In numerically simulated halos,
which I will discuss later, this will also suppress the effect of subclumps. Since I do not
want to smooth out the peaks in the halo core, I choose a smoothing length hSML that
depends on the distance r from the halo (or map) centre, namely hSML = hSML, max(1−
W (r, rmax)/W (0, rmax)). It is zero in the centre of the map and continually increases
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to hSML = 375h
−1kpc at a radius equal to rmax = 750h−1kpc or larger. A comparison
of reconstructions for which different smoothing lengths were used showed that this
yields smallest RMS errors. Once I have calculated hSML for each pixel, I smooth the
maps of ψX-ray and ψSZ with the projection of the SPH smoothing kernel mentioned
above and with the position-dependent smoothing length hSML. Note that roughly
80% of a pixel’s value is redistributed within a circle of radius hSML/2. I refer to this
second step of the smoothing scheme as “radius-dependent smoothing”.
After degrading the analytic halo with noise and applying the smoothing scheme
described above, I perform the iterative deprojection. The results after n = 5 itera-
tions are shown in Fig. 3.5. An inclination of i = 70◦ was chosen and assumed to be
known in the deprojection. Both “photon-noise” and “radius-dependent” smoothing
were applied. Again, the left panel shows the ratio of the reconstructed to the original
density, and the right panel the corresponding temperature ratio. Average errors in
the central region are of the order of 5% to 10%. As expected, further outside, where
the signal-to-noise ratio becomes small and the ellipses used for the reconstruction lie
mostly outside the maps of ψX-ray and ψSZ, the errors are substantially larger. Note
that at locations where I obtain a too low density, I usually find a too high tempera-
ture and vice versa. This happens because the algorithm minimises the deviations of
the reconstructed from the original X-ray and thermal SZ effect maps.
In Fig. 3.6, I show density and temperature profiles of the original analytic halo,
of the halo reconstructed from maps without observational noise, and of the halo
reconstructed from smoothed maps which contain observational noise. The recon-
structed halos are the same as shown in Figs. 3.3 and 3.5. Without noise, both the
temperature and the density profiles are reproduced very well. With noise, I can
still reproduce density profiles with an accuracy of a few percent. The errors in the
temperature profile are somewhat larger. Deviations are mainly caused by the noise,
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Figure 3.5: Ratio of the reconstructed to the original density and temperature for
the analytic halo with observational noise after n = 5 iterations. An inclination
of i = 70◦ was chosen and assumed to be known in performing the reconstruction.
“Photon-noise” and “radius-dependent” smoothing were applied. Panel (a) shows the
density ratio ρn/ρ, and panel (b) the temperature ratio Tn/T . In the central region,
the errors are of the order of 5% to 10%.
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but some are also artefacts of the smoothing scheme I applied. Especially the too
high temperature near ∼ 200h−1 kpc and the too low temperature near ∼ 400h−1
kpc are a consequence of “radius-dependent smoothing”. On the other hand, with-
out such smoothing the errors in the density and temperature reconstructions would
approximately double.
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Figure 3.6: Density and temperature profiles of the original and the reconstructed
analytic halos. The upper panel shows the density (falling curves, left axis) and the
temperature profiles (rising curves, right axis) of the original analytic halo, the halo
reconstructed without observational noise (and without any smoothing), and the halo
reconstructed from maps with observational noise to which the complete smoothing
scheme was applied. The lower panel shows the profile of the ratio of the reconstructed
density ρn to the original density ρ. The number of iterations used was n = 20 in the
case without noise and n = 5 in the case with noise. An inclination of i = 70◦ was
chosen and assumed to be known in the reconstruction.
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3.5.6 Deprojection of numerical clusters based on noise-free
synthetic observations
So far, I have demonstrated the performance of the algorithm with axisymmetric
analytic halos. I was able to reconstruct their three-dimensional density and tem-
perature distributions from synthetic X-ray and thermal SZ effect observations. Real
galaxy clusters, however, are hardly perfectly axisymmetric. I will study in this sec-
tion whether they nonetheless allow accurate density and temperature reconstructions
with the deprojection algorithm proposed in Sect. 3.5.3. I use a sample of four nu-
merically simulated galaxy clusters to investigate into this question, namely the GAS
runs of clusters g1, g8, g51 and g72. As described in Sect. 2.3, these simulations
follow the dynamics of dark matter as well as the adiabatic evolution of the ICM, but
they ignore radiative cooling.
My deprojection algorithm requires a symmetry axis, which real and numerically
simulated clusters do not generally have. I thus need to choose an axis around which
the numerical clusters have at least a high degree of symmetry. I do this by calculating
the inertial tensor of the cluster gas inside a sphere of radius 500h−1 kpc around the
cluster centre and finding its eigenvectors ~v1, ~v2, ~v3 and eigenvalues e1 ≥ e2 ≥ e3. I
choose the symmetry axis through the cluster centre and parallel to the eigenvector
~v3 with the smallest eigenvalue if e1/e2 ≤ e2/e3, or parallel to the eigenvector ~v1 with
the largest eigenvalue otherwise. This means that, if two eigenvalues are very similar,
I choose the axis parallel to the eigenvector corresponding to the third eigenvalue.
Having chosen a fiducial “symmetry” axis and a line-of-sight, I can produce syn-
thetic maps of X-ray and Sunyaev-Zel’dovich effect observations. For that purpose,
I use the simulated clusters at a redshift of z = 0.3 and project them along the
line-of-sight. At z = 0.3, the cluster sample spans a mass range between 8 × 1014
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and 1.8× 1015 h−1M. Only continuous thermal bremsstrahlung is considered for the
X-ray emission in this and the next section.
For now, I do not add any observational noise to the maps. However, the clusters
contain substructures which break axial symmetry and lead to artefacts in the density
and temperature reconstructions. Thus, depending on the amount of substructure
present in a cluster, it may still be favourable to use “radius-dependent smoothing”
on the X-ray and Sunyaev-Zel’dovich effect maps prior to reconstruction. In Figs. 3.7
and 3.8, I show the results of the deprojection without any smoothing, and using
“radius-dependent smoothing”.
The density reconstruction in the central region reaches an accuracy of about 10%
in both cases. For the temperature reconstruction and the density reconstruction at
large r, I obtain somewhat better results without smoothing for this rather symmetric
cluster. Note, however, the hyperbolically shaped artefacts in Fig. 3.7 which are
produced by substructure clumps in absence of smoothing. They appear at those R
and Z values which correspond to the line-of-sight passing through such a clump.
The spike-shaped artefacts discussed in Sect. 3.5.2 were a special case of the artefacts
found here. For most of the hyperbolae in the left panel of Fig. 3.7, one can also see
the position of the clump that produced it in darker colours. The hyperbolae pass
right through them.
As one can see in Fig. 3.8, “radius-dependent smoothing” removes the hyperbolic
artefacts. The subclumps, however, still appear in darker colours in the density ratio
map, which means that the reconstructed density there is too low. However, this
is entirely expected and inevitable, because they violate axial symmetry and thus
cannot be faithfully reconstructed with this deprojection technique. By smoothing,
I essentially remove the subclumps from the maps and reconstruct the density and
temperature of the main halo without them.
64 Chapter 3: Cluster modelling
Unfortunately, “radius-dependent smoothing” also affects the density and tem-
perature profiles. This can be seen in the “rings” around the halo centre in the right
panel of Fig. 3.8. It is further illustrated in Fig. 3.10, which shows the density and
temperature profiles of the original cluster g51, after deprojection without noise but
with “radius-dependent smoothing”, and after deprojection without noise and with-
out smoothing. For r > 300h−1kpc, the reconstruction without smoothing yields
more accurate density and temperature profiles. In addition, the profiles for depro-
jections from maps including observational noise are shown. They will be discussed
in the next section.
Reconstructions along different lines-of-sight and of the three other clusters in the
sample gave similar results. For the most asymmetric halo, the errors were larger
by factors of 1.5 to 2 compared to the reconstruction of g51 presented above. One
can thus conclude that, although clusters are not strictly axisymmetric and contain
substructure, it is possible to apply the deprojection method proposed in Sect. 3.5.3
and successfully reconstruct three-dimensional density and temperature distributions
of the cluster gas.
3.5.7 Deprojection of numerical clusters based on noisy syn-
thetic observations
In Sect. 3.5.5, I studied the impact of observational noise in the X-ray and Sunyaev-
Zel’dovich effect maps on the quality of the density and temperature reconstruction.
I will now do the same for the numerically simulated cluster halos using the same
noise model, namely Poisson noise corresponding to 104 observed source photons for
the X-ray maps and a noise level expected for a four-hour ALMA Band 3 observation
for the Sunyaev-Zel’dovich effect maps. I also use the smoothing scheme described
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Figure 3.7: Reconstruction of the simulated cluster g51 without noise and smoothing.
The ratios of the reconstructed to the original density and temperature are shown.
The deprojection was done with n = 5 iterations. An inclination angle of i = 68◦
between the line-of-sight and the principal inertial axis of the cluster gas was chosen
and assumed to be known in the reconstruction. Panel (a) shows the density ratio
ρn/ρ and panel (b) the temperature ratio Tn/T . In the central region, the errors are
of the order of 10%.
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Figure 3.8: Reconstruction of the simulated cluster g51 without noise but with
“radius-dependent smoothing”. The ratios of the reconstructed to the original density
and temperature are shown. The deprojection was done with n = 5 iterations. An
inclination angle of i = 68◦ between the line-of-sight and the principal inertial axis
of the cluster gas was chosen and assumed to be known in the reconstruction. Panel
(a) shows the density ratio ρn/ρ and panel (b) the temperature ratio Tn/T . In the
central region, the errors are of the order of 10%.
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there.
I show the results of the reconstruction in Fig. 3.9. Again, the left panel shows
the ratio of the reconstructed to the original density, and the right panel the cor-
responding temperature ratio. In the central region an accuracy of about 15% is
achieved. Without “radius-dependent smoothing”, errors would be larger by roughly
a factor of 1.5 or even more next to the halo centre. However, if one is mainly in-
terested in density and temperature profiles it may still be favourable to leave the
“radius-dependent smoothing” step away. Although the errors are larger without
“radius-dependent smoothing”, they are less biased with respect to the distance from
the halo centre and cancel better when averaging over spherical shells around it, es-
pecially at large radii. Thus depending on the quantity one is finally interested in
or the context in which the reconstructions are used, different amounts of smoothing
may yield best results. Figure 3.10 shows the profiles obtained with and without
“radius-dependent smoothing”.
I still need to discuss when the iteration used in the density and temperature
reconstructions should best be stopped. Figure 3.11 illustrates the dependence of the
quality of the reconstruction on the number of iterations used. More precisely, it
shows the relative volume-weighted RMS error of the density reconstruction within
r = 500h−1 kpc as a function of the number of iterations and for different deprojec-
tion schemes, namely for the deprojections of the analytic halo and the numerically
simulated cluster g51 discussed above and shown in Figs. 3.3, 3.5, 3.8, and 3.9 after
n = 20 or n = 5 iterations. The quality of the reconstruction improves quickly during
the first roughly five iterations (first ten for the analytic halo without noise) and then
levels off. In addition, I show the quality of the reconstruction of g51 from maps with
noise but without using “radius-dependent smoothing”. In this case, small-scale noise
in the maps is not sufficiently suppressed. The best reconstruction is found after five
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Figure 3.9: Reconstruction of the simulated cluster g51 with noise and and the com-
plete smoothing scheme applied. The ratios of the reconstructed to the original den-
sity and temperature are shown. The deprojection was done with n = 5 iterations.
An inclination angle of i ≈ 68◦ between the line-of-sight and the principal inertial
axis of the cluster gas was chosen and assumed to be known in the reconstruction.
Panel (a) shows the density ratio ρn/ρ and panel (b) the temperature ratio Tn/T . In
the central region, the errors are of the order of 15%.
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Figure 3.10: Gas density and temperature profiles of the original and the recon-
structed cluster g51. The upper panel shows the density profiles (falling curves, left
axis) and the temperature profiles (rising curves, right axis) of the original cluster,
the cluster reconstructed without observational noise but with “radius-dependent
smoothing”, reconstructed without observational noise and without any smoothing,
reconstructed from maps with observational noise and the complete smoothing scheme
applied, and reconstructed from maps with observational noise but without “radius-
dependent smoothing”. The lower panel shows the profile of the ratio of the recon-
structed density ρn to the original density ρ. The number of iterations used was n = 5
in all cases. An inclination angle of i ≈ 68◦ was chosen and assumed to be known in
the reconstruction.
iterations. Then, the quality decreases again because the algorithm starts to approx-
imate small-scale noise. Thus, unless a halo is very smooth and axisymmetric, such
as the analytic halo without noise, I find that the quality of the reconstruction does
not significantly increase after n = 5 iterations and may even decrease if small scale
fluctuations due to noise are not efficiently suppressed. Thus, I conclude that it is
favourable to use this number of iterations for the deprojection of simulated and real
galaxy clusters. Alternatively, one could control the reproduction of small-scale fluc-
tuations with a formal regularisation scheme, such as provided by maximum-entropy
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methods.
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Figure 3.11: Dependence of the quality of the density reconstruction on the number
of iterations used. The volume-weighted relative RMS error ρn−ρ
ρ
within a sphere
with r = 500h−1 kpc radius is shown for different deprojections of the analytic halo
model and of the numerically simulated cluster g51. The figure legend explains which
halo, whether or not noise, and what kind of smoothing were used for the different
reconstructions shown. Note that “photon-noise smoothing” of the X-ray maps is
always and only used for maps with noise.
3.5.8 Finding inclination angles
In all deprojections of analytic and numerical clusters presented above, I have
assumed that the orientation of the “symmetry” axis is known beforehand. In reality,
when applying this algorithm to observations, this will typically not be the case.
However, its orientation in the plane of the sky can be directly inferred from the
observations. So the problem reduces to finding the axis’ inclination angle.
In principle one could reconstruct a cluster using a fixed number Nit of iterations
and assuming different values for the inclination angle i. Then, one would compare
Chapter 3: Cluster modelling 71
the X-ray and SZ maps corresponding to the cluster reconstructions, namely ψX-ray,Nit
and ψSZ,Nit , to the original observed maps ψX-ray and ψSZ and find the value of i for
which they fit best. This value could for example be found by minimising
∑
j,k
(ψ(xj, yk)− ψNit(xj, yk))2
ψ2(xj, yk)
, (3.40)
where ψ is either ψX-ray or ψSZ, or one uses a linear combination of both sums.
Depending on the shape of the distribution one wants to reconstruct, it may be
favourable to sum only over points in the central region of the map.
I did this for the analytic halo model and for the sample of numerically simulated
clusters and used different inclination angles i′ for projecting these halos to obtain the
original maps on which the reconstructions are based on. However, the minima in the
penalty function are not well defined. They are very broad and not always centred
on i = i′. Even for the analytic halo without observational noise, it is hardly possible
to find the correct axis inclination in this way. As one can see from Eqs. (3.30) and
(3.31), the iterative corrections of the deprojection algorithm are determined from
the deviations of the X-ray and Sunyaev-Zel’dovich effect maps, and the deviations
are thereby minimised. Unfortunately, this still works remarkably well when choosing
a wrong inclination angle i 6= i′ for the deprojection. Thus the X-ray and Sunyaev-
Zel’dovich effect maps are still reproduced well in this case, although the errors of the
density and temperature reconstructions increase significantly.
I tried to limit the ability of the deprojection algorithm to reproduce observations
well even when the inclination angle is wrong by reducing its degrees of freedom. For
doing so, I used a variant of the algorithm that only reconstructs the density and
uses a constant but adjustable temperature. This of course also limits the accuracy
of the reconstruction for the correct inclination angle. Thus, the results of comparing
the reconstructed X-ray and Sunyaev-Zel’dovich effect maps to the original ones for
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finding the inclination angle were not significantly better.
On the other hand, leaving the deprojection algorithm as described in Sect. 3.5.3,
but using additional independent information for finding the inclination angle of the
halo, seems to be more promising. For the deprojection, I use maps of the X-ray
surface brightness of clusters, but so far I do not use any spectral information from
the X-ray observations. In Figs. 3.12 and 3.13, I assume that in addition to the X-ray
surface brightness maps I also have maps of the emission-weighted temperature Tew.
I reconstruct the analytic halo and the numerically simulated cluster g51 from X-
ray flux and Sunyaev-Zel’dovich effect maps as above, but then compare the original
emission-weighted temperature map to the one obtained by reprojecting the recon-
structed halos. I repeated this for different inclination angles i′, chosen for projecting
the original maps, and i, chosen in the reconstruction.
Note, however, when applying this method to real galaxy clusters and projected
temperature maps obtained by X-ray spectral fitting of single temperature emission
models to observations, it may be favourable to use a more sophisticated projected
temperature definition, such as the spectroscopic-like temperature, instead of the
emission-weighted temperature [67].
Figure 3.12 shows the RMS relative error of the reconstructed emission-weighted
temperature maps for the analytic halo without and with noise. Nit = 20 and no
smoothing were used without noise, and Nit = 5 and the complete smoothing scheme
were used with noise. The RMS error was computed within a radius of 500h−1 kpc
around the map centre and is shown for inclinations of i′ = 40◦ and i′ = 70◦ of the
original halo. As desired, the minima of the error curves are at the correct locations
i ≈ i′.
Note that the curves are only shown for i between 0◦ and 90◦ because ψX-ray and
ψSZ and hence the whole deprojection algorithm is insensitive to what is the front and
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what is the back side of the cluster. One thus gets the same reconstruction and the
same errors for deprojections which adopt inclination angles i and 180◦ − i. There is
no way to distinguish these cases from the X-ray, thermal Sunyaev-Zel’dovich effect
and temperature maps alone. The error curves are thus symmetric about i = 90◦.
Also note that for the halo with noise, I added observational noise only to the X-ray
flux maps and Sunyaev-Zel’dovich effect maps that were used for the reconstruction,
but not to the Tew maps which I use for finding the inclination angle. I do not
mimic observational noise in the temperature maps because it can only be realistically
modelled when considering instrument response and line emission. In addition to the
error curves of the temperature maps, I also show the volume-weighted, relative RMS
errors of the density reconstructions in the central 500h−1 kpc in Fig. 3.12. As
expected, the reconstruction works best for i ≈ i′.
Figure 3.13 shows similar quantities as Fig. 3.12, but for the numerically simu-
lated cluster halo g51. Original halo inclinations were set to i′ = 40◦ and i′ = 68◦,
and Nit = 5 iterations were used. The error curves are shown for the simulated halo
without observational noise and using “radius-dependent smoothing”, and including
observational noise and using the complete smoothing scheme. No noise was added
to the emission-weighted temperature maps. The relative RMS Tew error was com-
puted within a circle of radius 200h−1 kpc around the map centre, while the density
reconstruction errors were again determined within the central 500h−1 kpc. Also for
this numerical halo the errors are smallest for i ≈ i′.
For halos with an original inclination i′  90◦ or i′  90◦ and for the analytic
halos without noise, the minima of the error curves for the emission-weighted tem-
perature and the density reconstructions are well defined. Thus the quality of the
reconstruction of such halos depends strongly on using the correct inclination i = i′
assumed in the deprojection. However, in such cases, the inclination angle is better
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constrained by the emission-weighted temperature maps. On the other hand, if the
“symmetry” axis of the original halo is almost perpendicular to the line-of-sight, the
minima of the error curves are usually broad, and finding the precise inclination i = i′
for the reconstruction becomes less important. This can also be understood from the
fact that deviations are symmetric around i = 90◦. For example, the halo with an
inclination of i′ = 68◦ shown in Fig. 3.13 should exhibit minima at i = i′ = 68◦ and
at i = 180◦ − i′ = 112◦ and a maximum in between. However, because these three
extremal points are close to each other, they start merging into one broad minimum.
Note that the emission-weighted temperature maps can constrain the inclination an-
gle in both cases to values where the errors of the reconstruction are close to their
minima.
The accuracy of inclination-angle estimates could most likely be further improved
by using other independent information in addition to the temperature maps, such
as data from weak and strong-lensing observations.
3.5.9 The cluster gas as a probe of the gravitational potential
To find the gravitational potential of a cluster from the distribution of the cluster
gas I assume that the gas is in hydrostatic equilibrium. Then the gas density ρ, the
gas pressure p and the gravitational potential φ satisfy
~∇φ = −
~∇p
ρ
. (3.41)
In principle this equation can be used to find the gravitational potential of relaxed
clusters from three-dimensional reconstructions of their intra-cluster medium. How-
ever due to deviations from hydrostatic equilibrium, and the presence of observational
noise and cluster substructure violating axial symmetry, the curl of −~∇p/ρ will not
vanish exactly for the reconstructed gas distributions. Thus one cannot obtain a
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Figure 3.12: Accuracy of emission-weighted temperature Tew maps and densities of
reconstructed analytic halos. The deprojections started from maps obtained by pro-
jecting the analytic halo along a line-of-sight with inclination angles of i′ = 40◦ and
i′ = 70◦. Inclination angles i between 0◦ and 90◦ were used for the reconstruction. As
expected, the best reconstructions are obtained for i ≈ i′. The errors are shown for
deprojections from maps without observational noise and from smoothed maps with
observational noise, and were averaged within a region of radius 500h−1 kpc around
the map or halo centre.
unique solution for φ directly from Eq. (3.41).
To get a unique solution I first derive −~∇p/ρ on the grid in R and Z space on
which the gas reconstruction was calculated. Then I aim to determine the potential
φ for which ~∇φ is closest to −~∇p/ρ. I do that by finding the values of the potential
φ at all grid points which minimise the deviation∑
neighbours i,j
(
φj − φi + pj − pi1
2
(ρj + ρi)
)2
, (3.42)
between these two vector fields. Here pi, pj are the gas pressures, ρi, ρj the gas densi-
ties and φi, φj the gravitational potentials at the R and Z coordinates of grid points
i and j. The sum extends only over such pairs of grid points i and j that are nearest
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Figure 3.13: Accuracy of emission weighted temperature Tew maps and densities for
the reconstructed simulated halo g51. Maps obtained by projecting g51 along a line-
of-sight with inclination angles of i′ = 40◦ and i′ = 68◦ were used. The reconstruction
assumed inclination angles i between 0◦ and 90◦. Best reconstructions are obtained
for i ≈ i′. The errors are shown for deprojections from maps without observational
noise but using “radius-dependent smoothing”, and from maps with observational
noise on which the complete smoothing scheme was applied. The RMS relative errors
were obtained within a circle of radius 200h−1 kpc around the map centre for the Tew
maps and inside a sphere of radius 500h−1 kpc around the halo centre for the density
reconstructions.
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neighbours. Conjugate gradient minimisation starting with a guess φi = 0 is used to
find the solution for the φi.
However, to reduce noise in the potential it turned out to be favourable to add a
penalty function to Eq. (3.42) that requires the second derivatives of the potential to
be small. I also multiply each term in the sum in Eq. (3.42) and the penalty function
by a weight factor. So the function I end up minimising is,
∑
neighbours i,j
w(ri,j)
(
φj − φi + pj − pi1
2
(ρj + ρi)
)2
+
wp
∑
i
(
(φiR> + φiR< − 2φi)2 + (φiZ> + φiZ< − 2φi)2
)
, (3.43)
where ri,j is the distance from the cluster centre to the midpoint of the line connecting
grid points i and j. iR>, iR< and iZ>, iZ< are the indices of the neighbouring grid
points of point i in the R and Z directions, respectively. The weighting function
w(r) is chosen equal to one in the central region of the cluster, for r < 0.3l, then it
smoothly goes to zero, and vanishes for r > 0.4l, close to the perimeter of the box with
side length l that is used for the gas reconstruction (see Fig. 3.1). This is necessary
because there are significant artefacts in the gas reconstruction close to the perimeter.
When using the potential reconstruction algorithm proposed here they would have a
non-local effect on the potential reconstruction and would thereby reduce its quality
also near the cluster centre. The weight factor wp = 3 for the penalty function was
chosen by trial and error and proved to be effective. This algorithm is tested with
synthetic data in Sect. 3.7.4.
One can then use the reconstructed three-dimensional gravitational potential to
find the total mass distribution of the galaxy cluster.
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3.5.10 The mass of the cluster halo
A simpler alternative way to get mass estimates from the gas reconstruction under
the assumption of hydrostatic equilibrium, that does not require reconstructing the
gravitational potential, is to apply Gauss’s law to the gravitational field and use the
hydrostatic equilibrium condition, given by Eq. (3.41), to express the gravitational
field as ~∇p/ρ. This allows one to define a cumulative mass M<r,XSZ as a function of
radius r from the cluster centre by
M<r,XSZ ≡ 1
4piG
∫
−
~∇p
ρ
d ~A, (3.44)
where G is Newton’s constant and the integral extends over the surface of a sphere
with radius r around the cluster centre. The numerical evaluation of the integral is
done using 128 sampling points which are equally spaced in the angular coordinate
θ ≡ arctan(Z/R). For each point the component of ~∇p/ρ perpendicular to the
surface is calculated from the gas reconstruction and multiplied by the area of the
corresponding ring. This method is applied to analytically modelled and numerically
simulated clusters in Sects. 3.7 and 3.8.
3.6 A novel method to reconstruct clusters in three-
dimensions from lensing data
A complementary way to study galaxy clusters is to observe gravitational lensing
of background galaxies. The advantage of this approach is, that it does not rely on
assumptions about the cluster’s dynamical state, like the assumption of hydrostatic
equilibrium, which is widely used in X-ray and thermal SZ based cluster studies.
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3.6.1 The three-dimensional gravitational potential
Lensing observations allow reconstructions of the lensing potential (see Sect. 3.3
and e.g. [20]), which is simply the suitably rescaled projection of the lens gravitational
potential along the line-of-sight. Once the lensing potential is found, Richardson-
Lucy deconvolution can thus be applied to deproject it in order to obtain the three-
dimensional gravitational potential. Again axial symmetry with respect to an arbi-
trarily inclined axis needs to be assumed.
I employ the deprojection algorithm discussed in Sects. 3.5.1 and 3.5.2 to obtain
such three-dimensional reconstructions of the gravitational potential.
In Sect. 3.5.7 the optimal number of iterations for three-dimensional gas recon-
structions was studied. Richardson-Lucy deconvolution reproduces large scale struc-
ture quickly, while it converges slowly to small scale structure. It turned out that for
gas reconstructions based on X-ray and SZ data it is best to use about five iterations.
For a smaller number of iterations the cluster structure is not recovered sufficiently
well, while for a larger number of iterations the reconstruction algorithm tries to re-
produce small-scale observational noise which can reduce the reconstruction quality
again. However as the lensing potential is a much smoother quantity than the X-ray
surface brightness or the SZ temperature decrement it is favourable to use a larger
number of iterations for deprojections of the lensing potential.
However even when using a large number of iterations, problems with the gravita-
tional potential reconstruction arise for small inclination angles i between the line-of-
sight and the symmetry axis, because then the assumption of axial symmetry contains
least information (see Sect. 3.5.4) and a reconstruction that, compared to the original
halo, is stretched along the symmetry axis can still reproduce the lensing observations
rather well. For a cluster with a roughly spherical gravitational potential and for a
small inclination angle one gets too large correction factors close to the symmetry
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axis during the first few iteration steps when starting from a flat guess and thus
the reconstruction after a few iterations is overly extended along that axis. As the
power to determine the halo elongation along the symmetry axis is limited for small
inclination angles the reconstruction algorithm takes very long to recover from this.
To avoid this problem, it is thus favourable to start with a guess that has already
more or less the right shape. I can get such a guess by doing a gravitational potential
reconstruction from a flat guess with a small number of iterations and by then mak-
ing the obtained potential spherically symmetric while preserving its profile. This
spherically symmetrised potential can then be used as a first guess for the actual
reconstruction with a larger number of iterations. 10 iterations were used to produce
spherically symmetrised guesses for reconstructions from synthetic lensing data in
Sects. 3.7 and 3.8. The actual reconstructions use 30 iterations and start either from
such a spherically symmetrised guess or from a flat guess as specified there.
3.6.2 The mass of the cluster halo
The lensing three-dimensional gravitational potential reconstructions can then be
used to find the total mass distribution and can be compared to reconstructions from
X-ray and SZ data. In order to have a quantity that can be directly compared to
M<r,XSZ, I define in analogy to Eq. (3.44) a lensing cumulative mass
M<r, lensing ≡ 1
4piG
∫
~∇φd ~A, (3.45)
where φ is the three-dimensional gravitational potential obtained by deprojecting the
lensing potential. The numerical evaluation of the integral is done in the same way
as for M<r,XSZ.
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3.7 Testing mass and three-dimensional gravita-
tional potential reconstruction methods with
analytic halos
In this section I will test the X-ray and SZ based (also abbreviated by XSZ) as well
as the lensing based mass and three-dimensional gravitational potential reconstruction
algorithms that were introduced in Sects. 3.5.9, 3.5.10, 3.6.1 and 3.6.2.
3.7.1 The halo model
For this purpose I use an analytic halo model with a NFW total (gas+DM) density
profile. Thus the total matter density ρm and the gravitational potential are given by
ρm =
4ρs
r
rs
(1 + r
rs
)2
, (3.46)
φ =
16piGρsr
3
s
r
ln
( rs
r + rs
)
, (3.47)
where rs is the NFW scaling radius and ρs is the density there. For the cluster gas
I assume in this toy model that the ratio f of ~∇p/ρ to − ~∇φ is constant but can be
different from 1. So Eq. (3.41) generalises to
f ~∇φ = −
~∇p
ρ
. (3.48)
I further assume a polytropic equation of state T ∝ ργ−1 for the cluster gas, where
T is the gas temperature and γ the polytropic index. Then the gas density ρ and
temperature T satisfy
ρ ∝
[
(1− γ)φ
γ
] 1
γ−1
, (3.49)
kBT = f
(1− γ)φ
γ
m¯, (3.50)
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where m¯ is the mean gas particle mass. In the following, I adopt γ = 1.2, which is
consistent with X-ray temperature profiles of nearby clusters [65], and fix the nor-
malisation of ρ by requiring a baryon fraction of 0.12 at the scale radius, which I
set to rs = 300h
−1kpc. Note that the lengths here and below are given in comov-
ing units. A reduced Hubble parameter of h = 0.7 is used and ρs is chosen to be
4.75 × 105h−1M/(h−1kpc)3. These choices for rs and ρs correspond to a massive
galaxy cluster. To test the reconstruction methods I put this analytically modelled
cluster at a redshift of z = 0.3 and produce synthetic X-ray, thermal SZ and lensing
observations.
3.7.2 Synthetic observations
Here in Sect. 3.7 as well as in Sect. 3.8, I use a more realistic model for the X-
ray emission of the intra-cluster medium that now also includes line emission. The
synthetic X-ray observations the reconstructions are based on as well as those that
are performed during the iterative deprojection are now calculated with the MEKAL
emission model (see [58, 45]) which includes line emission from several elements and
the WABS model for galactic absorption [79]. More precisely I use the X-ray spectral
fitting software package XSPEC [4] to create a table of the cooling function with
the models mentioned above, assuming a constant metallicity of 0.3 times the Solar
value and an equivalent hydrogen column density of 5× 1020 atoms cm−2. This table
and a 128 × 128 × 128 grid with 1.5h−1Mpc side length is then used to project gas
distributions and get maps of the X-ray surface brightness in a 0.25-7.0 keV band. As
discussed in Sect. 3.5.3, Eqs. (3.35) and (3.36) for the iterative corrections of the gas
density and temperature can still be used. Except for reconstructions I specifically
characterise as done without observational noise, I add photon noise corresponding to
104 observed source photons to the synthetic X-ray maps on which the reconstructions
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are based, using the method described in Sect. 3.5.5. “Photon-noise smoothing” is
applied as described there, but no “radius-dependent” smoothing is used on the X-ray
maps here and in Sect. 3.8.
The thermal SZ maps are generated exactly as discussed in Sects. 3.5.4 and
3.5.5. However in order to not bias the derived cumulative masses “radius-dependent”
smoothing is strongly reduced. The maximum smoothing length here and in Sect. 3.8
is hSML ≈ 59h−1kpc. This does not introduce a significant bias but ensures that there
are no points in the SZ map with a vanishing or negative Compton y-parameter which
would cause numerical problems during the iterative gas reconstruction.
To produce maps of the lensing potential I project the mass inside a cube of
6h−1Mpc side length which is centred on the cluster along the line-of-sight and cal-
culate the convergence. The grid I use for this purpose is chosen such that each pixel
corresponds to roughly 1/3 square arcminute on the sky, so that it contains about
10 galaxies, if an average density of background galaxies useable for a weak lensing
analysis of ng = 30/arcmin
2 is assumed. For instance for a cluster at redshift z = 0.3
a 44× 44 convergence map covers the projection of the 6h−1Mpc cube on the sky.
For lensing reconstructions with observational noise, normally distributed noise
with variance
σ2κ =
σ2σ2
pinga4
(
1− exp (− a2
2σ2
)−√pi
2
a
σ
erf
( a√
2σ
))2
, (3.51)
is added to each pixel of the convergence map. Here σ2κ is the variance expected
for a weak lensing reconstruction of the convergence for a density ng of background
galaxies with an intrinsic ellipticity dispersion σ, and for an angular pixel size a of
the convergence map [129]. It is assumed that the galaxy ellipticities are smoothed
with a Gaussian of angular standard deviation σ before the reconstruction. I choose
σ = a and σ = 0.3.
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Then the convergence map is used to calculate the lensing potential in Fourier
space. A source redshift of 1.5 is assumed. To reduce errors introduced by the implicit
assumption of a periodic convergence field of such Fourier methods (see Sect. 5.3.1), I
first zero-pad the convergence map to 2048×2048 pixels. Once the map of the lensing
potential is calculated, I crop it to its original size before using it for reconstructions.
3.7.3 Cumulative mass profiles
I applied these methods to produce synthetic X-ray, SZ and lensing observations
for the analytic halo described in Sect. 3.7.1. I then generated three-dimensional
reconstructions of the cluster gas based on X-ray and SZ data and reconstructions of
the gravitational potential based on lensing data using the methods detailed above.
Figure 3.14 shows the cumulative mass profiles M<r,XSZ(r), obtained from the
X-ray, SZ (XSZ) reconstructions, and M<r, lensing(r), obtained from the lensing re-
constructions, and compares them to the original analytic profile. The profiles are
shown for reconstructions based on data without observational noise and for recon-
structions based on noisy data and for inclination angles i = 30◦ and i = 70◦ between
the symmetry axis and the line-of-sight. The inclination angles were assumed to be
known for the reconstructions. See Sect. 3.5.8 for methods to determine them from
the observations. For the gas reconstructions ratios f of ~∇p/ρ to − ~∇φ of f = 1.0
and f = 0.8 were used. The lensing reconstructions were done using both flat priors
and spherically symmetrised priors.
The XSZ and the lensing mass profiles agree very well for a halo in hydrostatic
equilibrium (f = 1.0) and when using data without noise and an inclination i = 70◦
(see upper right panel of Fig. 3.14). They also excellently match the original analytic
profile. The only significant difference between the profiles is that the lensing mass
is too small very close to the cluster centre. However, this is completely expected
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because the lensing observations lack the resolution required to accurately resolve
this region. When perturbing the hydrostatic equilibrium by 20%, in other words
when assuming f = 0.8, the XSZ reconstructed mass profile is essentially 0.8 times
the original analytic profile as theoretically expected. For such a halo one can easily
see a significant (∼ 20%) difference between the lensing and XSZ mass profiles. It
directly reflects the deviation from the hydrostatic equilibrium condition. Also when
adding noise to the synthetic observations (see lower right panel) such a deviation from
hydrostatic equilibrium can be faithfully reproduced. For smaller inclination angles of
i = 30◦ (left panels) the accuracy of the reconstructions is somewhat lower and one can
also see significant differences between the lensing reconstructions based on a flat prior
and a spherically symmetrised prior. The latter reproduce the original profiles much
better. Thus, for such small inclinations deviations from hydrostatic equilibrium can
be detected by comparing lensing reconstructions based on a spherically symmetrised
prior to XSZ reconstructions. Also note that for a randomly oriented cluster sample
only about 13% of the clusters have inclination angles smaller than 30◦.
Above I used spherically symmetrised priors in the lensing reconstruction of spher-
ically symmetric halos. It is reassuring, but not really surprising that this works well.
I thus need to check whether or not a spherically symmetrised prior also improves
the lensing reconstruction quality of elliptical halos for small inclination angles. In
Figure 3.15 I show lensing reconstructions of the cumulative mass profile of an elliptic
analytic halo with an NFW density profile but isodensity surfaces that are prolate
spheroids with a major to minor axis ratio of 2 to 1. The lensing reconstructions with
a spherically symmetrised prior reproduce the original analytic profile well, both for
small and for large inclination angles. On the other hand when using a flat prior I
again obtain too small lensing masses for small inclination angles. It is thus favourable
to use spherically symmetrised priors for iterative deprojections of lensing potentials.
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Figure 3.14: Cumulative mass profiles M<r(r) of an analytic halo and its reconstruc-
tions from X-ray and SZ maps with and without observational noise as well as from
lensing maps with and without noise. The upper panels show the results obtained
from maps without noise, while the lower panels show the profiles found from noisy
maps. For the reconstructions shown in the left panels an inclination angle of 30◦
was used and assumed to be known, while the right panels show the corresponding
results for an inclination angle of 70◦. Lensing reconstructions are shown for a flat
and for the spherically symmetrised prior. The XSZ reconstructions were done for
halos with ratios f of ~∇p/ρ to − ~∇φ of 1.0 and 0.8. For comparison I also show the
original analytic cumulative mass multiplied by 0.8.
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Figure 3.15: Cumulative mass profiles M<r(r) of an ellipsoidal analytic halo and its
reconstructions from lensing maps without noise. Inclination angles of i = 30◦ and
i = 70◦ were used for the synthetic observations and assumed to be known for the
reconstructions. Lensing reconstructions are shown for a flat and for the spherically
symmetrised prior.
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3.7.4 Gravitational potential reconstructions
In Figure 3.16 I show three-dimensional reconstructions of the gravitational po-
tential of the analytic halo from X-ray and SZ data and from lensing data as well as
the original analytic gravitational potential described by Eq. (3.47). Reconstructions
that are based on idealised observations without noise and on more realistic noisy
observations are shown. The XSZ potential reconstructions were obtained from the
X-ray, SZ cluster gas reconstructions by assuming hydrostatic equilibrium and by
using the minimisation method described in Sect. 3.5.9. The lensing reconstructions
were obtained directly by deprojecting the lensing potential. The XSZ reconstruc-
tions reproduce the inner region of the cluster well, while the lensing reconstructions
lack the resolution to accurately resolve this innermost part. Between distances r
from the cluster centre of 150h−1kpc and 450h−1kpc both reconstruction methods
yield very good results. Farther outside the lensing reconstruction is still accurate,
while the XSZ reconstruction becomes more and more unrealistic. This is partly due
to different noise properties. But in the example shown in Figure 3.16 it is also due
to the smaller box size used for the XSZ reconstructions and reconstruction artefacts
that develop close to the perimeter of this box. The weighting function w(r), which
was introduced in Sect. 3.5.9 to prevent non-local effects of these artefacts, was chosen
to decrease from unity to zero between r = 450h−1kpc and r = 600h−1kpc in these
XSZ reconstructions. Thus they become unrealistic farther outside.
3.8 Probing the dynamical state of galaxy clusters
Hydrostatic equilibrium in galaxy clusters can be probed by comparing cluster
reconstructions based on X-ray and SZ data to lensing reconstructions. In princi-
ple this could be done by comparing the gravitational potential obtained from the
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Figure 3.16: Gravitational potential of an analytic halo and its reconstructions from
synthetic X-ray and SZ observations and from synthetic lensing observations each with
and without observational noise. The XSZ reconstructions work well even close to the
cluster centre, where lensing observations lack the resolution to accurately resolve the
central peak. However, farther outside the lensing reconstructions perform better,
due to the different noise properties, but in the example shown here also because of
the smaller box size used for the XSZ reconstructions.
ICM reconstruction by minimising Eq. (3.43) to the one found by deprojecting the
lensing potential. However as the gravitational potential is not uniquely defined it is
more favourable to compare the cumulative masses M<r,XSZ and M<r, lensing defined
in Eqs. (3.44) and (3.45). If the cluster is exactly in hydrostatic equilibrium, so that
the hydrostatic equilibrium condition Eq. (3.41) is satisfied, the masses should be
identical for all distances r from the cluster centre except for small deviations caused
by reconstruction errors and non-thermal pressure components. Otherwise differences
between the masses directly reflect the differences between the gravitational field and
~∇p/ρ.
In Sect. 3.7.3, I found for analytic halos, that such deviations can be recovered by
a comparison of XSZ and lensing cumulative mass profile reconstructions. Here I test
this method to probe hydrostatic equilibrium in galaxy clusters by performing such
a comparison using synthetic observations of numerically simulated clusters.
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3.8.1 Probing hydrostatic equilibrium in simulated clusters
For such a more realistic test I now apply these methods to a sample of four
numerically simulated galaxy clusters. I again use the GAS runs of clusters g1, g8,
g51 and g72. They are described in Sect. 2.3.
I produced synthetic X-ray, thermal SZ and lensing observations of these four
simulated clusters for 28 simulation snapshots between redshifts 0.58 and 0.1 and
three lines-of-sight using essentially the same methods as in Sect. 3.7.2 for the an-
alytic halo. The only difference is that I did not use a three-dimensional grid for
projections along the line-of-sight. For the X-ray and SZ maps the X-ray luminosities
and integrated Compton y-parameters of the gas particles are projected directly onto
a two-dimensional 128 × 128 grid by using the particles’ projected SPH smoothing
kernels. The convergence of the simulated clusters is found in a similar way by pro-
jecting the masses of both gas and dark matter particles onto a two-dimensional grid,
whose dimensions are again chosen such that one pixel corresponds to roughly 1/3
square arcminute on the sky. Observational noise is added in exactly the same way
as in Sect. 3.7.2.
Based on these synthetic observations I perform three-dimensional XSZ recon-
structions of the cluster gas distribution and lensing reconstructions of the gravita-
tional potential. The inclination angle is assumed to be known for the reconstructions.
Methods to determine it from data are discussed in Sect. 3.5.8. A symmetry axis is
chosen for the simulated clusters in the same way as in Sect. 3.5.6. Spherically sym-
metrised priors are used for the lensing reconstructions. The reconstructions are then
used to probe hydrostatic equilibrium by calculating and comparing their cumulative
mass profiles M<r,XSZ(r) and M<r, lensing(r).
In Figure 3.17, I show these profiles for two clusters that did not experience a major
merger recently. For comparison I also show the original simulated mass profile and
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the profile that would be expected from the original simulated gas distribution by
assuming hydrostatic equilibrium. The latter is calculated like M<r,XSZ(r), however
directly from the simulated gas distribution rather than the reconstructed one. I
again use 128 rings which are equally spaced in the polar angle θ to numerically
evaluate the surface integral in Eq. (3.44), but as the simulated gas distribution is
not perfectly axisymmetric I use 128 sampling points equally spaced in the longitude
angle for each of these rings. The gas density ρ and the pressure gradient ~∇p are
calculated at each sampling point using the SPH formalism, i.e. by summing up the
contributions from all nearby particles using their SPH smoothing kernels and the
gradients thereof, namely Eq. (2.8) is used for calculating pressure gradients. For
these relaxed clusters the XSZ reconstructed profiles and the lensing reconstructed
profiles agree well with each other, with the original mass profile and the profile
obtained from the original gas distribution. This shows that for such relaxed clusters
this method allows accurate and consistent lensing and XSZ mass estimates. The
results also confirm that these clusters are close to hydrostatic equilibrium.
It is reassuring that this novel method to probe hydrostatic equilibrium works well
for clusters that do not have a record of recent mergers. However clusters that do
experience such violent events may be even more interesting to study. In Figure 3.18
I show a cluster at four different times during a merger. For each of these snapshots
I show reconstructions of the cumulative mass profile from synthetic X-ray, SZ and
lensing observations, as well as the original mass profile and the profile obtained from
the simulated gas distribution. Again observational noise was added to the synthetic
maps used for the reconstruction. X-ray maps of the cluster are also shown for each
of the four snapshots. These are however idealised noise-free versions and just meant
to illustrate what is going on in the cluster. To facilitate following the merger I show
the approximate trajectory of the relevant infalling subhalo in the X-ray maps.
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Figure 3.17: Cumulative mass profiles M<r(r) of relaxed simulated clusters g1 at
redshift z = 0.25 and g51 at redshift z = 0.3. Profiles of the original simulated mass
distribution, of the lensing and of the XSZ reconstructions are shown, as well as the
profile obtained directly from the simulated gas distribution by assuming hydrostatic
equilibrium. The lensing and XSZ reconstructions are based on synthetic observation
that contain observational noise. For such relaxed clusters both the lensing and the
XSZ reconstructions agree very well with the original mass profile.
In the first snapshot (upper left panel) the main cluster halo is still close to hy-
drostatic equilibrium. The lensing and XSZ mass estimates still agree well for radii r
smaller than the distance to the infalling subhalo. In the second snapshot (upper right
panel), after the subhalo has passed the main halo, shocked gas causes a too large
XSZ mass estimate from roughly the subhalo distance outwards. The mass profile
obtained directly from the simulated gas distribution shows the same behaviour and
thus confirms that this is not an artefact of the reconstruction but a real, significant
deviation from hydrostatic equilibrium, which is recovered by the reconstruction or
in this example even somewhat overestimated. The lensing reconstruction still repro-
duces the original simulated mass profile well. Thus by comparing lensing and XSZ
cumulative mass profiles one can directly see the deviations from hydrostatic equilib-
rium. The third snapshot (lower left panel) shows that when the bow shock moves
outward one can also obtain too low cluster masses by assuming hydrostatic equilib-
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rium during a merger. Again the effect can be seen in both the mass profiles obtained
directly from the simulated gas distribution and obtained from the three-dimensional
XSZ gas reconstruction. In the fourth snapshot (lower right panel) hydrostatic equi-
librium is already largely restored, even if one can still see the pronounced bow shock
in the X-ray map.
These simulations show that deviations from hydrostatic equilibrium during merg-
ers can be faithfully recovered by the cluster reconstruction methods introduced
above.
3.8.2 Accuracy and reliability of cumulative mass profile re-
constructions
To determine the typical scatter in cumulative mass profile reconstructions and
quantify the significance of detections of deviations from hydrostatic equilibrium I
repeated the reconstruction of the merging simulated cluster shown in the upper
right panel of Fig. 3.18 with different noise realisations and for different lines-of-sight.
For the left panel of Fig. 3.19 I used the same line-of-sight as in Fig. 3.18 but 50
different noise realisations for the synthetic X-ray, thermal SZ and lensing observa-
tions. The noise realisations were obtained by using different seeds for the random
number generator employed for adding noise to the synthetic observations. The mean
XSZ and lensing reconstructed profiles and the 1-σ errors are shown as well as the
profile of the original simulated mass distribution and the profile obtained directly
from the simulated gas distribution by assuming hydrostatic equilibrium. The devi-
ations from hydrostatic equilibrium are reliably detected. As expected for a cluster
that contains substructure that violates axial symmetry there are also some system-
atic deviations such that the mean profiles are not centred exactly on the simulated
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Figure 3.18: Cumulative mass profiles M<r(r) and X-ray surface brightness maps of simu-
lated cluster g51 at four different redshifts during a merger. The approximate trajectory of
the infalling subhalo is illustrated in the X-ray maps. Profiles of the original simulated mass
distribution, of the lensing and of the XSZ reconstructions are shown, as well as the profile
obtained directly from the simulated gas distribution by assuming hydrostatic equilibrium.
The lensing and XSZ reconstructions are based on synthetic observation that contain ob-
servational noise. The X-ray maps shown above are however idealised noise-free versions
and were rotated such as to all have the same orientation in space.
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profiles.
For the right panel I started with a sample of synthetic lensing, X-ray and SZ
observations along 50 different randomly oriented lines-of-sight. All contain realistic
observational noise. It turned out that for projections for which the merging subhalo
responsible for perturbing hydrostatic equilibrium is almost directly in front of or
behind the main halo detecting deviations from hydrostatic equilibrium is less reliable.
This is not surprising as the signal from the region where hydrostatic equilibrium is
strongly perturbed is superimposed with a larger signal from the main halo, so that
the contributions to such projections are difficult to separate. For the right panel of
Fig. 3.19 I thus decided to reject all 16 lines-of-sight for which the projected distance
of the relevant subhalo from the main halo centre is less than 200h−1 kpc, as well as
one line-of-sight which happened to be inclined by only 2◦ with respect to the cluster’s
symmetry axis which is to small for a faithful reconstruction. The mean and the 1-σ
errors of the reconstructions that were based on the 33 remaining lines-of-sight are
shown. Again deviations from hydrostatic equilibrium can be reliably detected.
As discussed in Sect. 3.5.2 reconstruction artefacts can appear close to the perime-
ter of the box used for the reconstructions. As one can see in the right panel of Fig.
3.19 they can dominate the XSZ reconstructed cumulative mass profiles’ errors from
roughly r = 600h−1 kpc outwards for some lines-of-sight, when using a 1.5h−1 Mpc
sidelength box for the XSZ reconstruction. Thus when the quality of the observations
allows studying a larger region one should also use an appropriately larger box for
the XSZ reconstruction to avoid this problem.
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Figure 3.19: Mean XSZ and lensing reconstructed cumulative mass profiles M<r(r)
and their 1-σ errors of merging simulated cluster g51 obtained for different noise re-
alisations (left panel) and different lines-of-sight (right panel). Profiles of the original
simulated mass distribution and the profiles obtained directly from the simulated gas
distribution by assuming hydrostatic equilibrium are shown for reference. X-ray, SZ
and lensing observations along one line-of-sight but with 50 different noise realisations
were used for the reconstructions whose mean and 1-σ errors are shown in the left
panel. For the right panel I started with a sample of noisy synthetic observations
along 50 different randomly oriented lines-of-sight. However I rejected projections
for which the merging subhalo is almost directly behind or in front of the main halo
(projected distance < 200h−1 kpc) as well as one line-of-sight with an inclination
of only 2◦ with respect to the clusters symmetry axis which is to small for a faith-
ful reconstruction. The mean and the 1-σ errors of the profiles reconstructed from
the observations along the remaining 33 lines-of-sight are shown. For both the dif-
ferent noise realisations and the different lines-of-sight deviations from hydrostatic
equilibrium can be reliably detected.
Chapter 4
Cluster abundance and cosmology
The abundance of galaxy clusters is very sensitive to cosmology. One can thus
constrain cosmological parameters by measuring it as a function of cluster mass and
redshift (see e.g. [130] for a pedagogical review). I will discuss to which parameters
cluster abundance studies are sensitive, what degeneracies arise and how some of them
can be broken. In addition the effects of scatter and evolution in mass-observable
relations are considered.
4.1 Constraining cosmology by local measurements
of the cluster mass function
As one can see from the Press-Schechter mass function given in Eq. (1.25), the
number density of halos depends mostly on the amplitude of fluctuations σR and the
matter density ρb = Ωmρcrit, where the critical density of the universe ρcrit is related to
the Hubble parameter by ρcrit ∝ H2. Thus, in terms of the typically used cosmological
parameters, the abundance of clusters at the present epoch is essentially given by the
normalisation of the matter power spectrum σ8, the matter density parameter Ωm,
97
98 Chapter 4: Cluster abundance and cosmology
and the Hubble constant H0. However, redshifts are used to determine the distance
of galaxy clusters, and cluster surveys primarily yield cluster numbers. Hence, the
number densities inferred from local cluster mass function studies are proportional
to the assumed H30 . The first term on the right hand side of Eq. (1.25), namely
ρb/M is also proportional to H
3
0 when considering a mass scale corresponding to
R = 8h−1Mpc, as ρb = Ωmρcrit ∝ ΩmH20 and M(8h−1Mpc) ∝ ρbR3 ∝ ΩmH−10 . Thus
the dependence on the Hubble constant drops out and one is left with a degeneracy
of σ8 and Ωm only. Around σR ≈ 1, the Press-Schechter mass function is roughly
proportional to Ωmσ
2
R, so that essentially the combination of parameters ∼ Ωmσ28 is
probed by measuring local cluster abundance. Qualitatively the same result is found
when considering more accurate CDM mass functions.
A simple determination of σ8, assuming some fixed value of Ωm, could be achieved
by measuring the number density of clusters in logarithmic bins of some mass-tracing
observable X, namely dn/d lnX. To then convert this data to a mass function one
needs to know at least the effective power-law index of the mass-observable relation
αX ≡ d lnX/d lnM in the appropriate range as well as the effective power-law index of
the mass fluctuations αM ≡ d lnσ−1/d lnM . This allows fitting an analytic expression
like Eq. (1.25) (or preferably a more accurate Sheth-Tormen [113] or Jenkins [42]
mass function) to the observed number density at some mass scale Mfit, which yields
σfit = σR(Mfit). σ8 is then obtained by σ8 ≈ (Mfit/M8)αMσfit. From this one finds
that a systematic error ∆M/M in the mass-observable relation causes a relative error
in the measured σ8 given by (see also [130])
∆σ8
σ8
=
(
αM +
d lnσfit
d lnMfit
)
∆M
M
. (4.1)
Using numerical simulations in different cosmologies it was shown that the factor in
parenthesis typically asymptotes to ∼ 0.4 above ∼ 5× 1014h−1M, while it is larger
at lower cluster masses [32], reaching unity at about 1014h−1M. Thus, the most
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massive systems allow the strongest constraints on σ8, as long as one is not limited
by statistics due to their smaller number. A systematic 25% error in their mass
determination implies only a 10% error in σ8.
It is also important to consider scatter in the mass-observable relation. Due to the
steep cluster mass function, the number of lower-mass clusters scattering to higher
values of the observable far exceeds the number of higher-mass clusters scattering to
lower observable values. This biases the observed abundance of clusters high, when
an observable threshold is used as selection criterion, and can lead to an overestimate
of σ8. This effect is particularly strong when the scatter has a long tail towards
large values of the observable. For example merger boosting of X-ray luminosities
and temperatures can cause such a tail in the scatter of X-ray scaling relations [100].
However, when calibrating the mass-observable relation from observations ignoring
scatter, a resulting bias in the calibration can dominate and lead to an underestimate
of σ8 [63].
The most commonly used mass-observable relations in cluster abundance stud-
ies are the X-ray mass-temperature and mass-luminosity scaling relations (see also
Sect. 1.3.4). However, also mass-velocity dispersion [36] and mass-richness relations
[6] have been used. For upcoming submillimeter surveys SZ scaling relations will be
very important.
In principle there are several ways how the degeneracy of Ωm and σ8 can be
broken. One could determine one of the parameters using a different method or
measure the mass function over a wide range of masses to break the degeneracy by
precisely determining the mass function’s shape. The latter approach was applied to
X-ray data in [103]. However, the obtained ΩM = 0.12
+0.06
−0.04 is very small compared
to other measurements, while their ΩM -σ8 relation, namely σ8 = 0.43Ω
−0.38
M , agrees
much better with, e.g., recent WMAP data [116]. Alternatively, one can measure the
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cluster mass function’s evolution. This approach is discussed in more detail below.
4.2 Constrains from the evolution of the cluster
mass function
Analysing how the abundance of galaxy clusters depends on redshift can yield
valuable information (see [130] for a review). A quantity that is observationally
accessible is the number of clusters dN within a given solid angle dΩ, a redshift
interval [z, z+dz], and a range [X,X+dX] of the observable. Assuming that the mass-
observable relation and its dependence on redshift is known, one could determine the
distribution dN/(dMdz dΩ) of clusters, which is related to the cluster mass function
by
dN
dMdzdΩ
=
dn
dM
· dVcom
dzdΩ
, (4.2)
where dn/dM is the cluster mass function at redshift z and dVcom is the comoving
volume in dΩ and [z, z+dz]. Thus, by measuring the abundance of clusters at different
redshifts cosmology is probed through both the evolution of the mass function and
the evolution of this volume factor. In practice, however, one is often limited by
incomplete knowledge of the evolution of the mass-observable relation.
The evolution of the mass function is strongly affected by cosmology because the
growth rate of structure is very sensitive to the matter density. For ΩM ≈ 1, one
finds σR ∝ (1 + z)−1, while the growth of linear perturbations stops for ΩM  1.
Hence, for fixed σR(0), σR(z) will be significantly smaller in a high matter density
cosmology, even for moderate redshifts z. Due to the exponential dependence of the
mass function on σR, the abundance of massive clusters with σR(M)(0) < 1 is strongly
suppressed at moderate and high redshifts in such cosmologies. This property allows
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breaking the ΩM -σ8 degeneracy. For example, applying this technique to ROSAT
Deep Cluster survey data yielded ΩM = 0.35
+0.13
−0.10 and σ8 = 0.66
+0.06
−0.05 [18].
The redshift distribution of clusters is also sensitive to dark energy. For fixed
ΩM , growth of structures is suppressed in open models compared to a flat ΛCDM
cosmology, resulting in flatter cluster number density redshift distributions. Dark
energy models with an equation of state w > −1 also suppress the growth of struc-
ture compared to the w = 1 case, which again flattens the redshift distributions.
Although the volume factor in Eq. (4.2) is smaller in open and w > −1 cosmologies
than in a ΛCDM model, the growth factor dominates at z & 0.7 resulting in a larger
numbers of high-redshift clusters in the former models (see e.g. [38]). Thus assuming
flatness, measuring the cluster redshift distribution to high redshift can constrain the
dark energy equation of state. There are only mild degeneracies with ΩM and H0
[38]. However when dropping the flatness assumption, the effects of increasing w and
“opening” the universe are very similar (see also [22]). Current cluster abundance
studies do not allow strong constraints on the dark energy equation of state, but up-
coming surveys are promising (see e.g. [62] for the accuracies expected to be achieved
with SPT, PLANCK and DUET).
Mass-observable relations, including all the scaling relations derived in Sect. 1.3.4,
evolve with redshift. One of the reasons for that is the fact that the virial density of
clusters is linked to the critical density ρcrit of the universe. Instead of M ∝ R3, one
should thus rather useM ∝ ρcritR3 ∝ H2(z)R3 in the derivation of these scaling rela-
tions. This leads to a mass-temperature relation of the form T ∝M2/3H2/3(z). Unfor-
tunately, there is additional more complicated redshift evolution in mass-observable
relations due to astrophysical processes like cooling, galaxy formation and feedback.
Scatter in the relations may also be larger at higher redshift because the fraction of
relaxed clusters may be smaller there. In addition, observations can cause spurious
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redshift dependence, mainly because high redshift clusters are harder to observe. SZ
surveys may be less affected by this at high redshift because temperature decrements
are independent of cluster redshift.
There are several ways to take evolution in mass-observable relations into account.
One can assume a model for their evolution, e.g. based on numerical simulations, or
parameterise their redshift dependence and try to calibrate the parameters from de-
tailed observations of smaller cluster samples using methods like those described and
introduced in Chapter 3, as well as by cross-comparing the relations of multiple mass-
tracing observables. Another approach is to find such parameters by “self-calibration”
techniques [53], which means that both the sought cosmological parameters and the
parameters describing the mass-observable relation, which can include parameters
describing its scatter, are found by fitting the observed distribution of clusters in red-
shift and observable. This, however, requires large surveys extending to high redshift.
The accuracy is limited by the number of free parameters in the mass-observable re-
lation. Thus a realistic model of the relation’s evolution can increase the accuracy
by keeping the number of free parameters small. This technique may be promising
for large future cluster surveys and would allow constraining both cosmology and
cluster physics at the same time. Also combinations of “self-calibration” techniques
and observational calibration have been suggested as well as including information
from redshift-averaged cluster power spectra [62].
Chapter 5
Strong lensing and cluster
structure
The structure of cluster halos and their ability to produce giant arcs are closely
related. Certainly, more massive and more concentrated clusters are more likely to
produce giant arcs, but also ellipticity and substructures play an import role [13]. So
far, the impact of baryonic physics has been neglected in most strong cluster lensing
studies. I will study it in detail in Sect. 5.3.
The abundance of giant arcs is also very sensitive to cosmology [10]. Comparing
predictions to observations could thus be a valuable cosmological probe. However,
taking all effects that could affect the predicted number of giant arcs correctly into
account is a very difficult task. An overview of comparisons that have been performed
will be given in Sect. 5.2.
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5.1 The impact of substructure, ellipticity and merg-
ers on arc statistics
If a cluster lens is perfectly axisymmetric with respect to the line-of-sight, its
tangential caustic is pointlike. It is therefore not surprising that such a cluster is
not an efficient strong lens. Only galaxies that are almost directly behind the cluster
centre are able to produce large tangential arcs. However, if ellipticity is introduced
into the cluster mass distribution, the tangential caustic expands to a diamond shape
with four cusps (see e.g [80] for a review), which already allows background galaxies on
a much larger patch of the sky to get strongly lensed (e.g. [71]). Further asymmetries
and substructures can increase the number of cusps. However, background galaxies
close to cusps are particularly likely to form long arcs, as there three images can
merge to form one giant arc. Thus substructures and tidal fields of the surrounding
matter distribution make clusters considerably more efficient strong lenses [71].
During mergers, where large substructures approach the main halo centre, tangen-
tial caustics of clusters and infalling subhalos are stretched along the direction along
which the merger proceeds. When the halos come close enough to each other their
caustics merge. This stretching and merging of caustics as well as the higher pro-
jected mass density when the halos reach their minimal distance boost the efficiency
of clusters to produce giant arcs [128, 69]. The cross section for long thin arcs can
grow by an order of magnitude. There can also be several maxima in the cross section
during a merger, i.e. when the critical curves (and caustics) reach their maximum
extent and when the projected distance of the subhalo is minimal.
From the discussion above it is clear that the effects of cluster asymmetries, sub-
structures and mergers need to be taken into account, when deriving predictions for
giant arc abundance that shall be compared to observations.
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5.2 The arc statistics problem
Different cosmological models yield different cluster mass functions (see Sec. 4.2),
cluster concentrations, and merger rates as a function of redshift. In addition the
volume per unit redshift depends on the considered cosmology. The abundance of
giant arcs is sensitive to all these quantities in a highly non-linear way. It is thus not
surprising that the arc abundance depends on cosmology.
Using clusters extracted from numerical simulations of different cosmologies and
sources fixed at redshift z = 1, it was shown that there is indeed a huge difference in
the abundance of arcs between different cosmological models [10]. All models in that
study were normalised to reproduce the local number density of rich clusters. The
expected number of arcs in an open CDM model was found to be almost an order
of magnitude larger than in a ΛCDM universe, in which in turn by about the same
factor more arcs than in a flat CDM universe were found. This can be understood by
the earlier formation time of clusters in low-matter density universes, causing massive
clusters to be more abundant at redshifts where they can be efficient lenses (see also
Sec. 4.2). In addition clusters that form earlier are significantly more concentrated
and thus more efficient lenses. Also the volume per unit redshift is larger in low-matter
density universes. It was concluded that only the open CDM model can explain the
large number (e.g. [139]) of observed arcs, which is problematic as virtually all other
observations strongly favour a flat universe with a low matter density.
Subsequent studies showed that considering the effect of cluster galaxies [72] or
dark energy models with an equation of state w > −1 [11] is unlikely to reconcile arc
statistics with a flat low matter density universe. On the other hand taking cluster
mergers into account is certainly important (see discussion in Sect. 5.1 and [128]).
It was further found that using a broader redshift distribution of sources can
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significantly increase the optical depth for long thin arcs [131]. Thus, when allowing
sources at redshifts extending to or beyond z = 1.5 a ΛCDM universe with σ8 = 0.95
can reproduce the observed arc abundance. However, some authors argued that by
approximating length-to-width ratios by magnification, the arc abundance may be
overestimated [24, 56].
It was also found that a ΛCDM universe populated with triaxial halo models with
a steep inner slope ρ ∝ r−1.5 and axis ratios taken from numerical dark matter sim-
ulations can reproduce the observed arc numbers, while triaxial NFW halos fail in
doing so in a ΛCDM cosmology [90]. This shows that the arc statistics problem is also
closely related to the problem of constraining inner slopes of cluster density profiles.
If one believes in shallow ρ ∝ r−1 inner slopes of CDM halos, baryon cooling could
further steepen density profiles to values required by such analyses to reproduce ob-
served abundances (see e.g. Fig. 2.1). However, it also makes clusters more spherical,
which may make their axis ratios inconsistent with the values assumed in that study
and would reduce the abundance of arcs.
Another study using numerically simulated clusters extracted from a ΛCDM uni-
verse with σ8 = 0.9, using partly the same cluster sample as [10], found that observed
arc numbers can be reproduced [24]. In that analysis arc widths are calculated by
considering arcs as rectangles, which may be less realistic than considering them as
ellipses. Compared to [10], a higher value for the source density and a larger lensing
fraction of observed clusters was used for the comparison of predictions to simulations.
I short, it is still not completely clear whether or not a flat ΛCDM model with
σ8 ≈ 0.9 and Ωm ≈ 0.3 is able to reproduce the high observed giant arc abundances,
and if not how much of a discrepancy there is. On the other hand, if one believes the
cosmological parameters derived from the WMAP three-year data [116], the predicted
arc abundance drops by about a factor ∼ 6 [57] compared to the former model. In
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that case there clearly is a discrepancy between current theoretical predictions and
observations.
Previous studies of the ability of clusters to form giant arcs neglected the impact
of baryonic physics. It will be studied in detail in the next section.
5.3 The impact of baryonic physics on arc statis-
tics
In this section I study the impact of baryonic physics on strong cluster lensing by
comparing the lensing properties of numerical clusters, which were simulated using
different gas physics models. The simulated cluster sample is described in detail in
Sect. 2.3. All different simulations of a specific cluster were started from the same
initial conditions, so as to allow a direct comparison.
I calculate deflection angle maps for the simulated clusters and perform a “ray-
tracing” simulation to find and classify the images of background galaxies that I place
on an adaptive grid behind the cluster. This allows me to calculate strong lensing
cross sections, study their evolution and compare them for the different gasdynamical
simulations.
5.3.1 Calculating deflection angle maps for simulated clus-
ters
First, the centre of each cluster is found by using the halo-finder algorithm dis-
cussed in [127]. It estimates the dark-matter density at the position of each dark-
matter particle by determining the distance to the tenth-closest neighbour d10 and by
also assuming that the density at the particle position is proportional to d−310 . Starting
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at the particle with the highest density, the virial sphere of the particle distribution
is found, in which the gravitational potential is then determined. The halo centre is
taken to be at the potential minimum.
For studying the lensing properties of each cluster, I choose a sphere of comoving
radius 3h−1Mpc around the cluster centre and project all cluster particles inside
this region onto an equidistant grid with a resolution of 4096 × 4096 cells. For the
projection I use the same cubic spline function which is used in the GADGET code
as the SPH smoothing kernel [123]. I project by calculating the overlap between the
projected spline function and the squares representing the pixels of the grid.
From the projected mass map, I calculate the convergence κ and its Fourier trans-
form κˆ, which as can be easily seen from Eq. (1.46) is related to the Fourier transform
of the lensing potential ψˆ by
ψˆ = − 2
k2
κˆ . (5.1)
Employing fast-Fourier methods for deriving the lensing potential according to this
equation is, however, problematic. Discrete Fourier transform algorithms assume that
the function to be transformed is periodic on its support, which is not the case for
isolated and finite cluster convergence fields. Equation (5.1), therefore, does not yield
the lensing potential of a single cluster, but that of an infinite, two-dimensional array
of clusters (see Fig. 5.1), in which the original cluster is repeated on a grid whose
periodicity is set by the side length of a single cluster field (here 6h−1Mpc comoving).
Thus, a sufficiently accurate result is only achieved close to the centre of the
cluster field. For reducing the error, I could surround the cluster by an even larger
zero-padded field. However, doing so without losing resolution substantially increases
the demands on computer memory and slows down the computation. I have therefore
chosen to use a new method to correct for these errors. I place a point mass that
concentrates the total projected mass of the cluster at the cluster’s centre-of-mass. I
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then calculate the lensing potential for an array of these point masses with the Fourier
method mentioned above. Next, I analytically subtract the lensing potential of the
single point mass located at the cluster’s centre-of-mass so as to obtain the lensing
potential of an array of point masses with one mass missing at the position of the
original cluster. Subtracting this from the potential obtained for the array of clusters,
I correct for the additional clusters implicitly produced by the fast-Fourier algorithms,
which assume a periodic convergence array. The remaining error comes only from the
higher multipole moments of these additional clusters and can be neglected in the
central sixteenth (1024× 1024 points) of the grid which I use for doing arc statistics.
From this corrected lensing potential, I calculate the deflection angle using Eq. (1.45).
Figure 5.1: Illustration of my method for correcting the error caused by the implicit
assumption of a periodic input function in fast-Fourier techniques.
5.3.2 Ray-tracing simulations and image classification
For finding the images of a number of sources large enough for statistical analysis,
I follow the method introduced by [73, 74] and adapted to non-analytic models by
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[14] and [13]. A previous version of the algorithm is also discussed in some detail in
[72]. The algorithm used here places elliptical sources with an equivalent radius of
0.5 arc seconds on an adaptive grid in the source plane, which is fixed at redshift 1.5
(the lens redshift is taken to be the redshift of the simulation snapshot), such that
the density of sources increases towards the caustics. A statistical weight is assigned
to each source, which is given by the area represented by the source.
Next, the deflection angles are used to trace light rays backwards and map each
grid point from the lens plane to the source plane. The images of a source are found
by checking which grid points, when mapped back to the source plane, are enclosed by
the ellipse corresponding to the source considered. To determine the image properties
(e.g. length L, widthW , and curvature radius R), the algorithm finds the image point
(a) which, when mapped to the source plane, falls closest to the source centre, the
image point (b) which is the farthest from (a), and the image point (c), which is the
farthest from (b) along the circumference of the image. The method is illustrated in
Fig. 5.2.
I could fit a circle through these three points and use the arc length from (b) to
(c) as the length of the image, as it was done in [72]. I would then determine the
image perimeter by walking along the ordered boundary points and summing up their
mutual distances. But since grid cells in the lens plane are only classified as belonging
to the image if their centres fall within the source, the boundary points of the image
(including (b) and (c)) will on average be about half a grid constant further inside
the image than the true perimeter. Thus, I would systematically underestimate the
length of the image by roughly one grid constant. I would also underestimate the
perimeter of the image. I correct for this by adding one grid constant to the arc length
from (b) to (c) to obtain the image length, and four grid constants to the sum of the
distances of the boundary points to find the image perimeter. This is also shown in
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Fig. 5.2. I found that these new corrections further reduce the weak dependence of
the lensing cross section on the resolution of the grid used for its computation.
The image area is calculated directly from the number of image points. As dis-
cussed in [72], a simple geometric figure is searched (ellipse, circle, rectangle or ring)
with equal area and length to determine the image width W , which is approximated
by the minor axis of the ellipse, the diameter of the circle, the smaller side of the
rectangle or the width of the ring, respectively. The type of the figure is chosen by
comparing its circumference to the actual perimeter of the image, which I find using
the method discussed above.
Figure 5.2: Correction of image length and perimeter.
I finally determine the lensing cross section σ7.5 by summing up the statistical
weights of the sources having images with a length-to-width ratio L/W ≥ 7.5 and
calculating the comoving area in the source plane corresponding to them. If there is
more than one such image for a source, I multiply the statistical weight of this source
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by the number of these images.
5.3.3 A comparison of strong lensing cross sections
I used the method discussed above to find the strong-lensing cross sections of the
clusters g1, g8, g51, g72, and of the three largest halos in the super-cluster simulation
g696. I did this for 43 simulation snapshots with redshifts ranging between 0.1 and
1.05, and for the five different physical gas models discussed in Sect. 2.3, except for
g696, for which only DM and GAS simulations were available. For each halo, I used
three different projections, namely along the x, y and z axes of the simulation boxes
in which the clusters are randomly oriented.
In Fig. 5.3, I plot the cross section as a function of redshift for one of the projections
of g51. One can see that despite the gas pressure, adiabatic gas with the standard
artificial viscosity does not reduce the strong lensing cross section compared to the
dark-matter-only simulation. Using the new artificial viscosity scheme, however, leads
to somewhat smaller cross sections due to the more extended gas distribution it
implies. On the other hand, cooling, star formation and feedback make the simulated
cluster a significantly more efficient lens. These three properties are typical for most
of the clusters I have studied. There is generally no large difference between the DM
and (adiabatic) GAS models, a somewhat smaller cross section in the GAS NV model,
and cross sections larger by a factor of 1.5 to 3 in the CSF and CSFC models. In
some cases, however, even the adiabatic gas with standard artificial viscosity causes
an increase in the cross section compared to the simulations containing only dark
matter. This is illustrated in Fig. 5.4.
For determining the impact of cluster ellipticity and substructure on the strong
lensing cross sections, I transform the maps of the surface mass density of the cluster
halos to polar coordinates (centred on the cluster halo) and average over the polar
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Figure 5.3: Strong lensing cross sections for the projection along the y axis of the DM,
GAS, GAS NV, CSF, and CSFC simulations of cluster g51, for an arc length-to-width
ratio of 7.5 or more. The units are comoving (Mpc/h)2.
angle to obtain maps of an axially symmetrised cluster. Then, I use the same methods
as before to compute strong-lensing cross sections.
Figure 5.5 shows the cross sections of the GAS and CSF versions of g51 and
of its axially-symmetrised GAS and CSF counterparts. One can clearly see that
substructure and ellipticity significantly increase the strong-lensing cross sections (see
also Sect. 5.1). Note also that the increase of the cross section in the CSF simulation,
compared to the GAS simulation, is almost the same for the original cluster and
its axially-symmetric variant. This can be interpreted such that this increase in the
cross section in the cooling and star formation simulations is caused mainly by the
steeper density profile (see Fig. 2.1) and not by any changes of the ellipticity or the
substructure.
There is also no qualitative difference between the lensing properties of the simu-
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Figure 5.4: Strong lensing cross section for the DM, GAS, GAS NV, CSF, and CSFC
simulation of cluster g1 and an arc length-to-width ratio of ≥ 7.5.
lated clusters and the largest halos of the simulated super cluster region.
The different physics in the simulations with only dark matter particles compared
to simulations including gas directs sub-halos passing close to the main halo during
a merger into different orbits. Compared to the dissipation-less simulation with only
dark matter, the sub-halo loses angular momentum and energy in the gas-dynamical
simulations and is directed into a less elliptical orbit. It therefore returns earlier for
the next passage of the main halo’s centre. This is illustrated in Fig. 5.6, which shows
the position of a sub-halo in the rest frame of the main halo of the cluster g72. Note
that the x and y axes are scaled differently for clarity. The sub-halos in the DM and
GAS simulations initially move approximately synchronously and approach the main
halo with almost the same velocity. Later, however, the different dynamics makes the
GAS sub-halo’s orbit substantially less elliptical, hence it returns earlier for the next
core passage.
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Figure 5.5: Strong lensing cross sections for the GAS, CSF, and axially-symmetrised
GAS and CSF versions of cluster g51.
This effect also has an impact on the strong lensing cross section, because the cross
section of a halo increases when a sub-halo crosses the cluster core during a merger
(see discussion in Sect. 5.1). In Fig. 5.7, the peaks in the cross section corresponding
to the three successive passages, illustrated in Fig. 5.6, are marked by arrows for both
the DM and the GAS simulations. The first peak happens in both cases at a redshift
z ≈ 0.62. The second and the third peaks, however, occur at significantly earlier
times in the GAS simulation. The peak positions for the GAS NV, CSF, and CSFC
simulations are typically very similar to the GAS case. Note that the different heights
of the first peak in the different simulations do not imply a fundamental difference,
because the amplitude of sharp peaks depends strongly on the exact time when the
snapshot was taken (the time resolution is just a few snapshots for the passage). Thus,
a slight deviation in the timing may result in peaks with apparently very different
heights.
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Since this analysis was published [99], there were two subsequent studies of the
impact of baryon cooling on strong cluster lensing. My result that cooling can signif-
icantly increase strong lensing cross sections was confirmed [104]. The cluster sample
used there extends to lower mass systems, whose lensing efficiencies were shown to
be also boosted by cooling. Using a semi-analytic technique to model the effects of
baryon cooling in dark matter N-body simulations, it was shown that the number of
giant arcs and lensed quasars increases and that multiple image systems are ∼ 25%
more abundant when including the effects of baryon cooling [132].
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Figure 5.6: Position (in the main halo’s rest frame and in comoving coordinates) and
radial distance from the main halo of the sub-halo whose passage produces the peaks
in cluster g72 ’s lensing cross section for the DM and GAS case.
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Chapter 6
Summary and Conclusions
I summarised the state of the scientific exploration of the structure of galaxy
clusters and presented two new studies, namely, I proposed and tested a novel method
to model galaxy clusters by a joint analysis of X-ray, thermal Sunyaev-Zel’dovich (SZ)
effect and lensing observations (Sects. 3.5 - 3.8), and I investigated and quantified the
impact of baryonic physics on strong cluster lensing (Sect. 5.3) and cluster structure
(Sects. 2.3 - 2.4). The main results of these studies are discussed in the next two
sections.
6.1 Modelling clusters based on X-ray, thermal
Sunyaev-Zel’dovich and lensing observations
I proposed a novel method for three-dimensional cluster modelling by a joint anal-
ysis of X-ray, thermal SZ and lensing data. It is based on iterative Richardson-Lucy
deconvolution and assumes only axial, rather than spherical symmetry of the cluster
halo. The symmetry axis can be arbitrarily inclined with respect to the line-of-sight.
Using X-ray surface brightness and thermal SZ data it allows simultaneously recon-
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structing the three-dimensional cluster gas density and temperature distributions,
requiring no equilibrium assumption other than local thermal equilibrium.
From these cluster gas reconstructions, either cumulative total mass profiles and
reconstructions of the three-dimensional gravitational potential can be obtained by
then assuming hydrostatic equilibrium, or alternatively, hydrostatic equilibrium can
be quantitatively probed by comparing cumulative mass profiles obtained in this way
to profiles found by an analysis of lensing data.
In the lensing analysis, Richardson-Lucy deconvolution is used to deproject the
lensing potential, which can be obtained from weak lensing or a combination of weak
and strong lensing observations. This yields an independent reconstruction of the
three-dimensional gravitational potential, from which I then derive cumulative mass
profiles. Differences between lensing and combined X-ray and SZ (abbreviated by
XSZ) cumulative mass profiles directly reflect deviations from the hydrostatic equi-
librium condition.
Thus, if only X-ray and thermal SZ data are available accurate reconstructions of
relaxed clusters can be obtained. If, however, lensing data is available as well, hydro-
static equilibrium can be probed, also in dynamically active clusters, by comparing
these independent reconstructions.
These methods were tested with synthetic observations of analytically modelled
and numerically simulated clusters. I studied the impact of realistic observational
noise, deviations from axial symmetry and cluster substructure on reconstruction
accuracy.
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6.1.1 Numerical tests of the gas reconstruction algorithm
For numerically simulated clusters which are of course not strictly axisymmetric,
I use one of the principal inertial axes as the “symmetry” axis for the deprojection.
Assuming that the inclination angle between the symmetry axis and the line-of-sight
is known, my main findings from applying the cluster gas reconstruction algorithm
to synthetic data are:
• Spike-shaped artefacts of the deprojection, which can appear when using
Richardson-Lucy deconvolution to deproject strongly peaked axisymmetric dis-
tributions, are efficiently suppressed by the regularisation scheme that I apply
to the iterative corrections.
• Densities and temperatures of the ICM of axisymmetric analytic clusters can
be reconstructed very accurately from X-ray surface brightness and Sunyaev-
Zel’dovich temperature decrement maps. Errors are of the order of 1% when
using idealised noise-free synthetic observation, unless the angle between the
symmetry axis and the line-of-sight is very small. When using maps that contain
realistic observational noise, relative errors are still only about 5% to 10%.
• The three-dimensional density and temperature distributions of hot gas in nu-
merically simulated clusters, although not strictly axisymmetric, can be reliably
reconstructed. Relative errors reach about 10% when using noise-free data and
roughly 15% when including realistic noise.
• Smoothing of the X-ray surface brightness and the Sunyaev-Zel’dovich temper-
ature decrement maps can suppress artefacts caused by subclumps and noise.
• Accurate gas density and temperature profiles can be obtained from the recon-
structions.
122 Chapter 6: Summary and Conclusions
• Five iterations are sufficient for the ICM deprojection. Using a larger number
does not increase the quality of the reconstructions under realistic conditions.
For these deprojections I assumed that the inclination angle between the symmetry
axis and the line-of-sight is known beforehand. This will typically not be the case
when applying these methods to real observations. I showed that the symmetry
axis’ inclination can be best constrained by additional data which are independent
of the X-ray surface brightness and the SZ maps that the gas reconstructions are
based on, like high-quality X-ray temperature maps. The inclination angle is found
by deprojecting the cluster gas assuming different values of the inclination angle,
then reprojecting the reconstructed gas distributions to get temperature maps of the
reconstructed clusters and finding the value of the inclination angle for which this map
best matches the observed temperature map. This allows constraining the inclination
angle of a cluster’s symmetry axis to values for which the quality of the reconstruction
is close to its optimum.
6.1.2 Numerical tests of mass and potential reconstructions
and of methods to probe hydrostatic equilibrium
I proposed a novel method to obtain three-dimensional reconstructions of a galaxy
cluster’s gravitational potential and cumulative mass profile from X-ray and thermal
SZ observations under the assumption of hydrostatic equilibrium, and independently
and dropping this assumption from lensing data.
These methods were tested with synthetic X-ray, thermal SZ and lensing observa-
tions of analytically modelled and numerically simulated galaxy clusters. The impact
of realistic observational noise was studied.
For analytically modelled clusters in hydrostatic equilibrium I found:
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• Consistent and accurate lensing and XSZ based cumulative mass profilesM<r, lensing(r)
and M<r,XSZ(r) can be obtained.
• The accuracy somewhat decreases for very small inclination angles between the
line-of-sight and the cluster’s symmetry axis.
• Higher accuracy for the iterative deprojection of the lensing potential for small
inclination angles is achieved by starting the iteration from spherically sym-
metrised priors for the three-dimensional gravitational potential.
• Faithful three-dimensional reconstructions of the gravitational potential can be
obtained from both lensing observations and from an XSZ analysis.
For analytically modelled clusters that are not in hydrostatic equilibrium, I showed
that the deviations from equilibrium can be effectively probed by a comparison of
lensing and XSZ reconstructions even when realistic observational noise is present.
From reconstructions based on synthetic observations of a sample of numerically
simulated galaxy clusters I conclude:
• For clusters that did not experience recent mergers, consistent and accurate
lensing and XSZ cumulative mass profiles are found.
• Although these clusters are not perfectly axisymmetric and noise is added to
the synthetic data, the accuracy of reconstructed cumulative mass profiles is
typically better than 10 to 15% for both the X-ray, SZ and the lensing recon-
structions.
• On the other hand in clusters in the process of merging deviations from hydro-
static equilibrium can be accurately probed, except for cases where the relevant
merging subhalo appears directly in front of or behind the main halo’s centre.
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6.2 How does cluster gas affect strong lensing and
halo structure?
I compared the density profiles, shapes, and strong lensing properties of numeri-
cally simulated galaxy clusters. Simulations that were started from the same initial
conditions, but employed different gas physics models were used. The simulations
were performed by Klaus Dolag (MPA Garching) with the GADGET-2 code. Five
different physical gas-models were employed. They contain:
• DM model: dark matter only;
• GAS model: dark matter and adiabatic gas;
• GAS NV model: dark matter, adiabatic gas, and a new implementation of the
artificial viscosity, reducing the viscosity where it is not numerically needed;
• CSF model: dark matter, cooling gas, a star formation model, and feedback;
• CSFC model: dark matter, cooling gas, a star formation model, feedback, and
thermal conductivity;
The cluster sample consisted of four simulated galaxy clusters and the three largest
halos of a simulation of a super-cluster region. I used 43 snapshots of these halos
between redshifts 1.05 and 0.1. For studying strong lensing, I used the three different
projections along the coordinate axes of the simulation volume, and sources fixed at
redshift 1.5.
I find significantly steeper inner slopes for the density profiles of halos simulated
with cooling and star formation. On the other hand, adiabatic gas with a standard
artificial viscosity, in spite of its isotropic thermal pressure, does not make density
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profiles shallower compared to the dissipation-less dark-matter simulations. This can
be understood from the fact that gas can reduce its specific angular momentum by
collisions. The orbits of gas clumps in a cluster halo are essentially randomly oriented.
Collisions tend to average out these differences and thereby reduce the specific angular
momentum of the gas, which helps the gas to move towards the cluster centre. On
the other hand, the additional pressure caused by strong turbulence in the GAS NV
simulation can somewhat reduce the density close to the cluster centre.
I then performed ray-tracing simulations for the numerically simulated galaxy
clusters to study their strong lensing properties. I calculated cross sections for long
thin arcs with a length-to-width ratio equal to or larger than 7.5. For the simulations
with cooling and star formation, I found significantly larger cross sections. They
typically increased by a factor of 1.5 to 3 compared to dark-matter-only simulations
or simulations with adiabatic gas. Thermal conductivity has no big impact on strong
lensing. Despite its pressure, adiabatic gas with standard artificial viscosity does not
reduce the cross section for long thin arcs. In some cases, it even makes the cluster a
more efficient lens. On the other hand, simulating adiabatic gas with the new scheme
for reduced artificial viscosity leads to somewhat smaller strong lensing cross sections
compared to the DM and GAS runs.
Note that despite the used state-of-the-art model for cooling, star formation, and
feedback, the simulated clusters suffer from some over-cooling. Therefore, the density
close to the centre and the increase of the strong lensing cross section may be over-
predicted in the simulations with cooling and star formation compared to real clusters.
Also, the impact of turbulence on galaxy clusters needs further investigation. In
real clusters, the physical viscosity of the cluster gas, which is not yet included in
simulations, will regulate turbulence and may lead to a smaller amount of turbulence
than in the GAS NV simulations. It will also be interesting to investigate the effect of
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this new scheme of artificial viscosity on simulations including cooling, star formation,
and feedback.
To study the impact of ellipticity and substructure on the lensing properties I
transformed maps of the surface mass density of the cluster halos to polar coordinates
and averaged over the angle, so that I obtained maps of an azimuthally symmetrised
halo. I compared the cross sections of these axially symmetrised clusters to those
of the numerically simulated ones and found that ellipticity and substructure are
important for strong lensing in all of the five gas physical models. However, their
impact on the cross section turns out to be very similar in the simulations without
and with cooling and star formation. Thus, the larger cross sections I obtained for
simulations with cooling and star formation are mainly caused by the steeper density
profile and not by changes in ellipticity and substructure.
Sub-halos passing close to the main halo lose angular momentum and energy and
are directed into less elliptical orbits in simulations with gas compared to dark-matter-
only simulations. During a merger, such a sub-halo will return at an earlier time for
the next passage. Thus, mergers proceed faster in simulations with gas. This can
also be seen in the strong lensing cross sections: typically, the peak corresponding to
the first passage of a sub-halo happens at the same time in the dissipation-less and
the gas-dynamical simulations, but the peaks corresponding to the next passages are
shifted to earlier times in the simulations with gas.
The work presented here clearly shows that baryons can have a significant impact
on strong lensing cross sections and halo structure. However, the importance of
the different effects (turbulence, cooling, star formation, mergers) is different for
each individual cluster and changes during the cluster’s evolution. To infer cluster
properties from observations and for studying the importance of these effects in real
clusters, it is thus more promising to model observed clusters individually than to do
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statistical analyses of large cluster samples.
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Appendix A
Richardson-Lucy deconvolution
Richardson-Lucy deconvolution is an iterative deconvolution scheme [59, 60]. The
problem to be solved is finding a function φ(ξ) related to a known function ψ(x) by
the integral equation
ψ(x) =
∫
φ(ξ)P (x|ξ)dξ, (A.1)
where the convolution kernel P (x|ξ) is assumed to be known. For the moment also
non-negativity and normalisation to unity is assumed, namely
ψ(x) ≥ 0,
∫
ψ(x)dx = 1, (A.2)
φ(ξ) ≥ 0,
∫
φ(ξ)dξ = 1, (A.3)
P (x|ξ) ≥ 0,
∫
P (x|ξ)dx = 1. (A.4)
Then ψ(x), φ(ξ), and P (x|ξ) can be interpreted as probability distribution functions
for x, ξ, and x for given ξ, respectively. Thus, using the inverse probability distribu-
tion function Q(ξ|x) for ξ for given x, one can write
ψ(x)dx×Q(ξ|x)dξ = φ(ξ)dξ × P (x|ξ)dx. (A.5)
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Plugging into Eq. (A.1) yields
Q(ξ|x) = φ(ξ)P (x|ξ)∫
φ(ξ)P (x|ξ)dξ , (A.6)
which is just Bayes’ theorem. By integrating Eq. (A.5) over x and using the normal-
isation of P (x|ξ) one finds
φ(ξ) =
∫
ψ(x)Q(ξ|x)dx. (A.7)
This equation, however, does not allow direct computation of φ(ξ) because Q(ξ|x)
depends on the sought function φ(ξ). However, an iterative solution is possible. Using
some guess φn(ξ) for φ(ξ) one can derive
Qn(ξ|x) ≡ φn(ξ)P (x|ξ)∫
φn(ξ)P (x|ξ)dξ . (A.8)
By plugging this into Eq. (A.7) another guess is obtained
φn+1(ξ) =
∫
ψ(x)Qn(ξ|x)dx = φn(ξ)
∫
ψ(x)
ψn(x)
P (x|ξ)dx, (A.9)
where I defined
ψn(x) ≡
∫
φn(ξ)P (x|ξ)dξ, (A.10)
in analogy to Eq. (A.1). Hence if the input function ψ(x) is some observed data,
ψn(x) is essentially the data that would be observed for the reconstruction φn(ξ) of
φ(ξ).
From Eqs. (A.9) and (A.10) it follows that, if ψ(x)/ψn(x) is different from unity on
scales much larger than the extension of the convolution kernel P (x|ξ), the deviation
is removed in essentially one iteration. If it is different from unity on scales much
smaller than the kernel, the contribution to the integral in Eq. (A.9) averages out
and the algorithm is unresponsive.
Thus Richardson-Lucy deconvolution reproduces large scale features quickly while
it converges only slowly to small scale fluctuations. If such small scale fluctuations
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in ψ(x) are due to observational noise, it may be favourable to either abort the
iteration after a couple of steps or to alternatively use a penalty function to suppress
their impact on the reconstructions. More details about convergence behaviour and
regularisation techniques can be found in [60].
Note, that the requirements that ψ(x) and φ(ξ) are normalised to unity were only
used to interpret them as probability distribution functions. They are actually not
necessary for applying Eqs. (A.9) and (A.10) to perform a deconvolution.
