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RESUMO
Este trabalho consiste em uma análise profunda via ab initio de superfícies Bi/Si(111) a 
fim de caracterizar magnetismo, bandas e propriedades topologicas. Inicialmente, fizemos uma 
revisao detalhada das bases teóricas para caracterizacao de sistemas topologicos e da Teoria do 
Funcional da Densidade (DFT). Vale ressaltar que na revisao dos metodos de caracterizacao de 
isolantes topologicos, partimos dos conceitos fundamentais apresentados por M.V Berry indo 
ate os metodos das funcoes de Wannier e da paridade.
Com tais ferramentas em maos, iniciamos nossos estudos com calculos ab initio da bica- 
mada de Bi caracterizado-a topologicamente via paridade, assim verificamos que as proprieda­
des topologicas da folha se dao em razao de paridade em ponto M e nao do ponto r ,  conforme 
previsto na literatura. Tambem realizamos a evolucao dos Centro de Carga de Wannier para a 
bicamada no intuito de comparar os resultados entre os metodos. O segundo passo consistiu 
no estudo de establitade de adsorçao de Bi em superfície Si( 111) V3 x V3 incluindo o efeito 
spin orbita, confirmamos assim, que a estrutura Milkstool e a estrutura mais estavel como pre­
visto no calculo sem acoplamento SO e mais do que isso, o Spin-Orbita aumenta a diferenca de 
energia entre as estruturas concorrentes a Milkstool. Posteriormente, realizamos o calculo de 
bandas via DFT mostrando que SO acoplamento e pouco relevante no calculo de estrutura de 
bandas Milkstool. Por fim, trabalhamos em diferentes estruturas de Si-(111) e concluímos que 
as camadas Bi tem forte interacao com as camadas Si fazendo aparecer estados metalicos no 
nível de Fermi.
Palavras chave: Física, Estrutura eletrônica, Topologia, Bismuto, Silício, Funcionais de 
densidade, Adsorçao.
ABSTRACT
This work consists on a deep analysis through ab initio of Bi/Si(111) surfaces in order 
to characterize magnetism, band and topological properties. Initially, we did a detailed review 
of the theoretical bases for characterization of topological systems and the Densty Functional 
Theory (DFT). It’s worth mentioning that in the review of the topological insulation characteri­
zation methods, we start from the fundamental concepts presented by M.V Berry going to the 
methods the Wannier functions and parity.
With such tools in hand, we began our studies with ab initio calculations of the bilayer of 
Bi, characterizing it topologically through parity, thus we verify that the topological properties 
of the sheet are given by it’s parity in point M and not point r ,  as proposed in bibliography. We 
also perform the evolution of the Wannier Charge Centers for the bilayer with the intention of 
comparing the results between methods. The second step consists on the study of the stability of 
Bi’s adsorption in Si(111)y/3 x v^3 including the spin orbit coupling, thus confirming that the 
Milkstool Structure is the most stable structure as predicted by the calculation without SO cou­
pling and more than that, the Spin-Orbit increases the energy difference between Milkstool and 
concurrent structures. Later on, we perfom band structure calculations through DFT, showing 
that SO coupling is little relevant in Milktool band structures calculations. Finally, we work on 
different Si-(111) structures and conclude that Bi layers do have strong interaction with the Si 
layers, displaying metallic states of Fermi level.
Keywords: Physics, Electronic structure, Topology, Bismuth, Silicon, Density functional, 
Adsorption.
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1 INTRODUÇÃO
Materiais isolantes ou metais, quando em diferentes arranjos podem apresentar distin­
tas propriedades . Um caso bem conhecido e o grafite, que e um isolante bem caracterizado, 
mas quando e ajustado de modo a formar uma unica camada [1, 2] (grafeno) Fig 1.1 possui 
propriedades completamente diferentes. Atualmente, ha um enorme interesse da industria por 
sistemas 2D ou de superfície desde que materiais como o grafeno apareceram. Alguns materiais 
podem apresentam em sua superfície estados de massa nula, como no caso do grafeno, ou quase 
nula que resultam em altíssima mobilidade eletrônica, por serem isentos de espalhamento. Tais 
características tornam os materiais 2D[3][4] atraentes candidatos para a eletronica.
Figura 1.1: Figura esquematica do Grafeno 2D
Por outro lado, durante anos o silício foi a base do desenvolvimento de nossa tecnologia. 
Grande parte da eletronica se desenvolveu gracas aos enormes avancos da industria no sentido 
de otimizar o uso desse cristal, tornando sua manipulacao bastante conhecida. Portanto, o de­
safio atual eí utilizar os novos materiais 2D aproveitando totalmente o conhecimento acumulado 
acerca da tecnologia do silício. Sendo assim, uma das propostas nesse sentido e buscar um 
novo material com características similares a do grafeno por meio de adsorçao de diferentes 
atomos ou camadas na superfície de Si. Muitos pesquisadores tem explorado estas construcoes
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na esperança de encontrar comportamentos do tipo grafeno [5][6, 7].
A Figura 1.2 mostra uma construçao experimental realizada por meio da adsorçao de 
diversos atomos em Si(111), alem dessa reconstruçao referencias como [6, 7] relatam arranjos 
baseados na adsorçao de atomos diferentes ou ate mesmo camadas diferentes.
Figura 1.2: Arranjo experimental de monocamdas atômicas supercondutoras de Pb e In. (a-f),Modelos 
esquemáticos (a-c) e imagens de STM de alta resolucao (d-f) de SIC-Pb (a,d),\/7 x \/3-Pb (b,e) e 
\ f í  x \/3-In (c,f) crescidos em substrato de Si(111). Figura cedida por[5] com todos os direitos
reservados a Nature Publishing Group.
Entao, com base em todas essas motivações escolhemos o escolhemos o bismuto (Bi) como 
material a ser analisado em contato com o substrato de Si-(111) em virtude de sua baixa toxici­
dade e pelo fato de ser amplamente difundido que a bicamada isolada e um Isolante Topologico 
[8, 9][10, 11], aumentando assim nossa expectativa de encontrar propriedades similares em 
estruturas que derivam dela. Conforme apresentaremos no Capítulo 4, verificamos as mais 
diversas configuracoes estruturais buscando tais características.
Ha tambem uma serie de trabalhos que investigam a reconstrucao de bismuto em silício 
como as ref [12, 13][14, 15], escolhemos o trabalho apresentado nas ref [12, 13] a fim de reali­
zar uma revisao teórica minuciosa a cerca da deposrçao de bismuto em Si-(111)^/3 x V 3  Fig
1.3 levando em consideracao a interacao Spin (Orbita e seus efeitos, tendo em vista que as refe­
rencias aqui citadas desprezaram o efeito em seu caílculo de estabilidade. Tambeím realizamos
13
cálculos na tentativa de propor a reconstrução novas superfícies, utilizando de substrato estru­
turas como a Milkstool e Si-(111)-2 x 2, as quais serâo devidamente abordados no Capítulo 4.
Figura 1.3: Visao superior de superfícies Bi/Si(111-\/3 x \/3) para diferentes configurãções:ã)1/3ML,
b)2/3 e c)1ML(Milkstool), imagem retirada de [13]
Para realizar tais investigacoes, escolhemos a Teoria do Funcional da Densidade (DFT), 
que sera abordada em mais detalhes no Capítulo 2. A DFT utiliza como variavel fundamental 
a Densidade de carga reduzindo a complexidade de um problema de muitos corpos. Para nosso 
sistema utilizamos a DFT com correcoes relativísticas para baixas energias conforme descrito 
na sessao 2.10. Tambem apresentamos uma breve revisao sobre a fase de Berry no Capítulo 3, 
a qual e um dos fundamentos do campo da topologia aplicado a física, realizando assim uma 
breve discussao sobre as consequencias disso para sistemas com simetria de reversao temporal.
Por fim, podemos afirmar que esse trabalho tem como objetivo explorar propriedades 
eletrônicas, estruturais e de Spin-Orbita da superfície (111) de Si adsorvida em Bi via DFT com 
Spin-Orbita e analise de invariante topologico.
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2 METODOLOGIA
2.1 Equação fundamental
Antes de iniciar-se a discussão teórica, é necessário alertar sobre o uso das unidades 
atomicas[16], as quais serâo usadas ate a sessao 2.8:
h =  q = me = 1. (2.1)
O mundo dos átomos é regido pela equação de Schrodinger, que incorpora o ponto de 
vista probãbilístico aos sistemas físicos, associando a eles uma função de onda, a qual seu 
modulo quadrado e a densidade de probabilidade de encontrar o sistema em um dado estado. 
Uma das questões mais importantes dos ultimos anos e o estudo de sistemas de muitos corpos 
interagentes tais como atomos, moleculas e sólidos. Se desprezarmos os efeitos relativísticos, 
podemos descrever da seguinte maneira um sistema de N partículas, em um estado estacionario
.d <$(r, t ) 
1 d t H t ) ,
(2.2)
onde H  é o Hamiltoniano do sistema.
Em geral, problemas físicos de interesse possuem energia potencial independente do tempo. 
Portanto, escreve-se $ ( r ,  t ) como um produto entre duas funcoes, uma com dependencia espa­
cial e outra temporal
$ ( r ,  t) =  y ( r )T  (t). (2.3)
Ao substituir a equacao (2.3) na (2.2) obtem-se duas equacoes. Uma para parte espacial
—Ei
Y(r) e outra a temporal T (t). A solucao da parte temporal e dada por e ^  , sendo E a energia 
do sistema. Portanto, isso resulta na equacao de Schrodinger independente do tempo
H  Y (r) = E Y (r) (2.4)
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em que ^ (r )  é a função de onda de um determinado estado quântico e E  o autovalor de energia 
referente ao estado representado pela funçao de onda. Essa equaçao retrata o problema central 
nos calculos de estrutura eletrônica. Para um sistema de N-partículas interagentes o Hamiltoni- 
ano do sistema e dado por
H =  Te(r) +  Tn(R) + Ve-e(r) +  Vn-e(r,R) +  Vn-n(R), (2.5)
onde Te e Tn sao os operadores energia cinetica eletronico e nuclear respectivamente, Ve-e o 
operador energia potencial relativo a interacao eletron-eletron, Ve-n operador energia potencial 
associado interacao eletron-ntúcleo e Vn-n Operador que relaciona as interacoes ntúcleo-ntúcleo.
Reescrevendo adequadamente cada termo da equação (2.5), temos que o operador H  pode 
ser escrito como
fi = _ 1  y y? __— Yy2_  y Zi + 1 y __L
2 > 1 2M I 1 ckí,i l R i - ? t\ 2 i j  I n -  rj I '  2 f j  l R i -  Rj \
i=j I=J
+ 1 y  ZiZJ (2.6)
As somas com índices i,j sao relativas aos eletrons e I,J referentes a micleos. O 1 presente 
nos termos correspondentes aos potenciais eletron-eletron e micleo-micleo repara as interacoes 
repetidas.
Encontrar a funcao de onda ^ (r) para um sistema físico constituído de N partículas 
descrito por esse hamiltoniano e inviavel analiticamente. Deste modo, e necessario simplificar 
o problema utilizando a aproximacao de Born-Oppenheimer.
2.2 Aproximação Born-Oppenheimer
A Aproximacao de Born-Oppenheimer (nomeado para seus inventores originais, Max 
Born e Robert Oppenheimer) baseia-se no fato de que os ntícleos sao milhares de vezes mais 
pesados do que os eletrons. O próton, em si, e aproximadamente 2000 vezes mais massivo do 
que um eletron. Em um sentido dinamico, os eletrons podem ser considerados como partículas 
que acompanham o movimento nuclear adiabaticamente, o que significa que eles sao arrasta­
dos, juntamente com o ntícleo, sem exigir um tempo de relaxamento finito. Do ponto de vista 
algeíbrico, podemos escrever como
W(R, r) =  <$(R)nud ®(r, R)eie. (2.7)
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Evidentemente, isto é uma aproximação, uma vez que é possível o aparecimento de efeitos 
nao adiabaticos que nao permitam os eletrons seguirem desta maneira; no entanto, em muitos 
sistemas e uma excelente aproximaçao.
Outra consequência da diferença de massa entre elétrons e núcleos é que os componen­
tes nucleares da funcao de onda sao espacialmente mais localizados do que os componentes 
eletrônicos. No limite classico, o nticleo esta totalmente localizado sobre pontos tinicos que re­
presentam partículas pontuais classicas. Portanto podemos considerar que Tn(R) nulo Vn-n(R) 
e constante.
Dessa forma, o hamiltoniano a ser resolvido sera dado por
Hei ?  E V  -  £ Zi
íj \Ri - n\
1 v- 1
+  ?  E
2 t j  \rí -  rj \'
í=j
(2.8)
Nomeia-se Vn-n de potencial externo, tendo em vista que se analisa o problema do ponto 
de vista eletrônico. Podemos escrever da seguinte maneira a equacao fundamental
4 /  V (?) = [T (r) +  Vext (r ,R )+  Ve-e(?)]W ,R) = ^el V (?). (2.9)
Apesar da equaçao estar aparentemente mais simples, a soluçao exata desse sistema e 
inviavel, por se tratar de um problema de muitos corpos, para contornar essa dificuldade utiliza- 
se nesse trabalho a Teoria do Funcional da Densidade (DFT).
2.3 Teoria do Funcional da Densidade
Criada para determinar as solucoes de sistemas de muitos corpos, e extremamente relevante 
para física do estado solido, tendo em vista que seus resultados concordam, de maneira satis- 
fatoíria, com os observados experimentalmente para solucionar o problema de muitos eleítrons 
em um solido. Outros metodos como o Hartree-Fock utilizam como variavel fundamental a 
funcao de onda total y (r), a vantagem da DFT repousa em seu custo computacional relativa­
mente baixo para descrever os estados eletrônicos do sistema em comparacao a metodos com o 
proprio Hartree-Fock.
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Na DFT a grandeza fundamental é a densidade eletrônica total p (r). A equação de 
Schrôdinger de N eietrons com a funçao de onda total y (r)  com 4N variaveis (tres variaveis es­
paciais e uma de spin) pode ser escrita como uma equacao da densidade eletrônica com somente 
tres variaveis espaciais.
A ideia de propor um metodo para resolucao de problemas de muitos eletrons baseia-se 
no modelo de Fermi-Dirac para um gas de eletrons livres, que foi proposto originalmente nos 
trabalhos independentes de Thomas[17] e Fermi[18].
A revisao deste problema foi proposta por Hohenberg e Kohn[19] em seus teoremas, que 
sao os fundamentos da DFT atual. Em 1965, um trabalho realizado por Kohn e Sham [20] deu 
uma nova formulacao para a DFT. O estudo aumentou a aplicabilidade desta teoria na solucao 
de problemas de estrutura eletronica utilizando-se o metodo do campo auto-consistente.
2.4 Teoremas de Hohenberg e Kohn
A Teoria do Funcional da Densidade esta fundamentada basicamente em dois teoremas 
propostos por Hohenberg e Kohn[19] em 1964, os quais demonstram que a energia do es­
tado fundamental e outras propriedades de um sistema sao unicamente definidas pela densidade 
eletronica, podendo ser encontrada atraves de uma minimizacao do funcional energia total.
2.4.1 Teorema 1. A densidade eletrônica como variável básica
O potencial externo Vext (r) sentido pelos eletrons e uma funcao tinica da densidade 
eletronica p (r)[19].
De acordo com o primeiro teorema, conhecendo a densidade eletronica p (r), pode-se 
determinar o potencial correspondente univocamente. Sua validade garante que a densidade 
eletronica e suficiente para caracterizar completamente o sistema, pois os demais termos cons­
tituem em um Funcional Universal dependente apenas do numero de eletrons.
Para provar, mostra-se que Vext (r) e um potencial tmico de p (r), a menos uma constante 
aditiva.
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Inicialmente, pressupõe-se dois potenciais externos aos eletrons de valência Vext (r) e 
V'ext (r) diferentes por um termo nao constante, mas que fornecem a mesma densidade eletrônica 
p (r) para o estado fundamental. Com isso, tem-se dois hamiltonianos (H e H '), que possuem 
estados quanticos fundamentais descritos pelas funcoes de onda Y(r)  e Y'(r). As energias do 
estado fundamental para estes sistemas serao E0 e E0 respectivamente.
Pode-se escrever
(Y | H  \y ) =  Eo (2.10)
e
(y '\ H>\Y) = E0. (2.11)
Como Y f(r) nao e estado fundamental de H  tem-se
(Y |H \Y )  = Eo < ( Y \ H \ Y )  = ( Y \ H ' \ Y ) +  ( Y \ H - H f \ y ' ). (2.12)
Sabendo que H  = 2V +  Vext, pode-se escrever
Eo <  Eo +  ( Y \ Vext b^ext \ Y ). (2.13)
De igual modo, pode-se fazer
E0 <  E0 +  (y \ 2 V — 2 V +  V 'ext — Vext \ Y) ,
E0 <  E0 +  (Y | V?'ext -  'Vext | Y). (2.14)
Para calcular a densidade de partículas, primeiramente e necessario definir o operador 
densidade eletronica para um sistema com N eletrons
N
P (r) =  £  S (r - r i ) .  (2.15)
i=1
A densidade de carga e simplesmente dada pelo valor medio do operador aplicado a funcao 
de onda Y(r1,r 2, ...,rN) de N eletrons, portanto
í  N
P (r) = | Y (r1,r2,...,rN  ) |2 £  S (r -  f i)d3t:1d3r2...d3tiN.
J i=1
(2.16)
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Aplicando agora a propriedade de filtragem da função delta de Dirac e utilizando da 
assimetria da funçao de onda
p ( r ) =  N  j  y*(r,?2,...,rN)y(r,?2,... ,rN)d3r2d3r3...d3rN. (2.17)
Da mesma construção, pode-se escrever:
N f f
(W l Vext\w) = ^  ... ¥*(fi ,?2,...,rN)vext (f)w  (fi ,?2, . . . , fN)d3ri d3?2...d3rN. (2.18)
i=1 ■’ ■’
Equivalentemente, usando a densidade eletrônica calculada em (2.17), escreve-se
(W l Vext |w) == J  po(f)vext(r)d3(f). (2.19)
Inicialmente assume-se que Vext e V'ext tem mesma densidade eletronica no estado funda­
mental p0(r), escreve-se as equacoes (2.13) (2.14) como
£ o < £ o + f  Po (f) [vext -  v'ext]df (2.2o)
e
£ o < Eo +  J^ Po( f  )[vext -  vext]df. (2.21)
Somando as equacoes (2.2o) e (2.21):
£ o +  £ o < £ o +  £ o +  í Po(f) \y'ext -  v'ext +  vext -  vext]df. (2.22)
Entretanto, o resultado leva a uma contradicao, pois se e possível assumir potenci­
ais distintos para uma determinada densidade eletronica no estado fundamental p (f) temos 
(£0, +  Eo) <  (Eo +  E0) que e evidentemente um absurdo, provando dessa maneira o teorema de 
Hohenberg e Kohn.
Deste modo, determinam-se todas as propriedades de um sistema caso conheca a den­
sidade eletronica do estado fundamental. Entretanto, e necessario ter certeza que a densidade 
encontrada para o sistema realmente e a densidade eletronica do estado fundamental. A solucao 
eí enunciada pelo segundo teorema de Hohenberg e Kohn.
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2.4.2 Teorema 2. O princípio variacional
A energia do estado fundamental E0 [p0] obedece a um princípio variacional e é mínima 
para a densidade eletrônica Po(r) do estado fundamental[19].
Como visto na equacao (2.8), o hamiltoniano para um sistema de N partículas e H = 
Te +  Vext +  Ve-e. Assim, pode-se escrever a energia como um funcional de densidade
E [p] = { V| Te + Vext + Ve-e | V) . (2.23)
Podemos reescrever o funcional E  [p] de modo a separa-lo em duas partes
E [p] =  { V| Te +  Ve-e | V) +  { V| Vext | V) (2.24)
ou
E[p] =  Fh k [p ] +  {V| Vext | V). (2.25)
Com auxílio da equacao (2.19)
E [p ] =  Fhk [p ] + J  Vxt (?)p (r)d3r. (2.26)
O funcional Fhk e valido para qualquer sistema eletronico, independentemente do potencial 
externo, ou seja, e invariante com relacao ao ambiente em que os eletrons se encontram. O 
segundo termo do lado direito da equacao (2.25) depende do sistema que esta sendo analisado 
e representa a contribuído do potencial externo.
Desta forma, podemos considerar a energia como um funcional do estado fundamental 
dada por
E [Po] =  fh k [Po] +  (^0 1 Vext1 ^ o ) , (2-27)
onde ^0 e a funcao de onda no estado fundamental.
No segundo teorema de Hohenberg e Kohn, duas densidades eletrônicas p (r) e p0(r) 
com suas respectivas funcoes de onda y (?) e y 0(?), fornecem duas energias E  e E0 . Alem 
disso, a energia resultante da contribuicao do potencial externo atingira seu valor mínimo (igual 
ao valor de energia do estado fundamental) apenas para a verdadeira densidade eletronica do
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estado fundamental. Ou seja, se pb(r) for a densidade do estado fundamental tem-se
E [yb] <  E[w]. (2.28)
Que pode ser escrito como
Fh k [pb] +  (Wb| Vext | Wb) < Fh k [p] +  (WI Vext | W) . (2.29)
Conclui-se, portanto que
E[Pb] < E[p]. (2.3b)
Assim, se a energia calculada para qualquer densidade p (r) nao for a do estado fundamental 
pb(r) sempre sera maior que a energia obtida atraves da densidade pb (r) .
Significa que, minimizando o funcional de energia dependente de p (r), o unico valor de 
densidade eletrônica que minimiza a funcao e a do estado fundamental.
Evidentemente, a densidade eletrônica esta sujeita ao vínculo da conservacao do numero 
de partículas do sistema, isto e:
J p (r)d3r  =  N (2.31)
2.5 Equações de Kohn-Sham
A DFT considera que as propriedades eletrônicas do sistema de muitos corpos podem ser 
encontradas atraves da densidade eletronica p (r). Ha um numero infinito de possíveis densi­
dades eletrônicas que podem ser encontradas, porem apenas a densidade eletronica do estado 
fundamental pb(r) e a responsavel por minimizar a energia, que consequentemente nos leva a 
Eb [pb] .
Entretanto, os teoremas de Hohenberg e Kohn[19] nao estabelecem um procedimento 
para encontrar o funcional que gera a energia total do estado fundamental a partir da densidade 
eletronica. Kohn e Sham propuseram um conjunto de equacoes, denominadas equacoes de 
Kohn-Sham[2b], onde um sistema de partículas interagentes e substituído por um sistema de 
partículas nao-interagentes submetidos a um potencial arbitrário, de tal modo que se reproduz 
as condicoes do sistema interagente.
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A equação (2.25) pode ser escrita como
E[p ] = J P (r)v(r)d3r +  d3r j  P \ — ) d3r' + G[p ], (2.32)
G[p ] = Ts[p ] +  Exc[p ]. (2.33)
Inicialmente, o primeiro termo e referente ao potencial externo, o segundo estã claramente 
associado a interacao coulombiana ciassica entre eletrons, a novidade ate agora esta no terceiro 
termo chamado funcional universal da densidade G[p] que e a soma da energia cinetica dos 
eletrons nao interagentes Ts[p ] com o funcional de troca e correlacao Exc[p ], funcional o qual, 
tem como funcao incluir todas as con trib u ées  energeticas nao contadas, ou seja, a energia 
de troca, a energia de correlacao, uma parte da energia cinetica de um sistema de eletrons nao 
interagentes que imita um sistema de eletrons interagentes e a correcao para o termo de troca 
introduzida pelo potencial de coulomb classico.
Entretanto, para escrever o funcional, é necessário adicionar a condição de vinculo (2.31), 
apos fazer isso temos
E[p ] = Ts + Exc[p ] + Vext[p ] + Ve- e[p ] -  £ [ J p (r)d3r - N]. (2.34)
Agora minimizando a energia com relacao a ty* (r) 
8E  [p] 8TS
8ty* 8 ty* +
« E J d  +  8V8 M  + 8 ^ -  ÍT e Vi(r). (2.35)
8p 8p 8p J 8ty* i
Conhece-se da mecanica quantica o operador energia cinetica, portando Ts e dado por
1
Ts = -  2 L I  W*v 2 tyid3; (2.36)
i=1 '
Assim, substituindo (2.31) e (2.36) na equacao (2.35) e tomando Sty* =  0 temos
P (r)v (r) + I 4  d3r -  1 v2 +  v(r)x 
\r — r \  2
tyi(r) = £i tyi(r), (2.37)
onde vxc(r) = jEp^ . Definiremos entao o potencial de Kohn-Sham como
vKS[p] =  v(r)+  f  pP (rf d3r +  VxC(r).
j  Ir —r f \
(2.38)
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Portanto, podemos reescrever a equação (2.37) em função de vKS[p]:
vKS [p] -  2 V2 YiÇr) = EiVi(r). (2.39)
Evidentemente, para obter-se os autovalores e;- e os orbitais w(r)  , é fundamental conhecer 
a densidade eletrônica p (r), que por sua vez e construída pelos orbitais t^(r) chamados orbitais 
de Kohn-Sham.
Em geral, a solução das equações de Kohn-Sham é obtida pelo processo auto-consistente, o 
qual atribui-se um valor arbitrário para a densidade eletrônica p (r) permitindo escrever o poten­
cial vKS(r),definindo consequentemente os autovalores de energia £; e os seus correspondentes 
autoestados t^(r).
Deste modo, atraves da solucao das equacoes de Kohn-Sham, gera-se uma nova densidade 
eletronica. Caso a nova densidade eletronica pn(r) tenha um valor igual a densidade eletronica 
tentativa pn_i (r), o problema e resolvido. Porem, se o valor for distinto, o processo e reiniciado 
utilizando uma combinacao entre as densidades de entrada e de saída. O Processo repete-se ate 
obter-se o criterio de convergencia, quando a densidade da solucao das equacoes de Kohn-Sham 
na n-esima iteracao for praticamente igual a densidade obtida no passo anterior.
2.6 Aproximações para Energia de Troca e Correlação
Como discutido nas sessoes anteriores, a DFT tem na sua essencia os Teoremas de 
Hohenberg-Kohn que levam as equacoes exatas de Kohn-Sham. Entretanto, as equacoes nao di­
zem um caminho para o calculo da energia de troca e correlacao Exc, diferentemente do metodo 
Hartree-Fock.
Portanto, para resolver o problema, utilizam-se aproximações que descrevam com confi­
abilidade o exchange. Apresentaremos as aproximações utilizadas para descrever fisicamente 
essa energia.
2.6.1 Aproximação da Densidade Local (LDA)
A Aproximacao da Densidade Local (LDA) considera que cada regiao do espaco do sistema 
nao-homogeneo tem um volume infinitesimal, podendo ser tratado localmente como um gas de
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elétrons homogêneo. A energia de troca e correlação[16] de todo sistema é obtida somando as 
contribuições de volume discreto. Assim, a energia de troca e correlaçao do sistema em questao 
pode ser substituída localmente pela energia de troca e correlacao do gas de eletrons homogeneo 
com a mesma densidade, ou seja
E£“ ÍP (r)] =  /  P (? )4 °mÍP (?)]d3?. (2.40)
Em que p (r) e a densidade eletrônica no ponto r e £X°m e a densidade de energia de troca 
e correlacao de um gas de eletrons homogeneo.Termo que pode ser escrito como uma soma da 
energia de troca e da energia de correlacao para esse gas de eletrons, isto e,
4 °m(p ) =  4 m(p) + 4 m(p). (2.41)
A aproximacao local e exata para o caso especial de um sistema eletronico uniforme, o 
qual os eletrons se encontram em uma regiao do espaco infinito, com um potencial uniforme 
externo positivo, escolhido para preservar a neutralidade da carga total. As energias cineíticas e 
de troca e correlacao de tal sistema sao facilmente avaliadas, uma vez que as funcoes de onda 
de Kohn-Sham sao simplesmente determinantes de Slater de ondas planas. O termo eX°m(P) 
e analítico, ja £Ch°m(p ) e extraído com grande precisao por meio do metodo de Monte Carlo 
combinado com valores teoricos limitantes.
2.6.2 Aproximação do Gradiente Generalizado (GGA)
A aproximacao do gradiente generalizado (Generalized Gradient Approximation, GGA)[21] 
foi posterior a LDA e tornou-se necessaria para corrigir os erros provenientes da nao-homogeneidade 
da densidade eletronica p (r). A energia de troca e correlacao Exc(p ) e escrita em termos da 
densidade local e, tambem, do gradiente da densidade eletronica.
Existem diversas propostas para o funcional GGA; neste trabalho utilizou-se o funcional 
PBE[22], o qual o funcional de troca e correlacao e escrito como:
EXCaAÍP(r)] = J  f  (P (T)|Vp (r))d 3r  (2.42)
Em que a funcao f  (p (r) |Vp (r)) descreve a formulacao do funcional PBE.
25
2.7 Correções na Correlação Eletrônica
Conforme já descrito nas duas sessões anteriores, o sucesso da DFT é altamente dependente 
de uma boa descricao para o termo de troca e correlacao. A LDA e a GGA alcancam grande 
sucesso para sistemas em que a densidade eletrônica p (r) nao varia de forma abrupta, assim Exc 
pode ser modelada atraves de um gas de eletrons homogeneo conforme descrito na sessao 2.6.
O mesmo sucesso nao e obtido para sistemas fortemente interagentes ou fortemente corre­
lacionados. Para melhorar as aproximacoes do termo de troca e correlacao, funcionais depen­
dentes dos orbitais foram desenvolvidos. Exemplos dos novos funcionais sao: o funcional que 
corrige a autointeracao (SIC), os funcionais meta e hiper GGA’s e os funcionais híbridos.
Os funcionais híbridos PBE[21] destacam-se por calcular parte do termo de troca (ex­
change) de maneira exata similarmente ao que e feito na aproximacao de Hartre-Fock (HF) e 
parte via GGA. Esses funcionais tem alcancados grande sucesso, contudo a grande demanda 
computacional eí o que restringe o problema a poucos aítomos na ceílula unitaíria.
2.8 Descrição dos eletrons de caroço: Pseudopotenciais
Como visto nas secoes anteriores, a DFT simplifica consideravelmente os calculos de 
estrutura eletronica para sistemas de muitos atomos em comparacao a outros metodos. Ainda 
assim, essa metolologia eí computacionalmente impraticaível para um grande nuímero de aítomos 
(principalmente, para atomos com grande numero de eletrons). Com a intencao de contornar 
esse problema desenvolveu-se os meítodos de pseudopotenciais.
Os metodos de pseudopotenciais partem do princípio que somente os eletrons de valencia 
participam das ligacoes químicas, sendo eles os responsaveis pela maior parte das propriedades 
de solidos e moleculas, tais como transporte eletronico e propriedades oticas.
Nos pseudopotenciais, os eletrons sao classificados em: eletrons das camadas internas, que 
junto com o nticleo formam um caroco (inerte) atomico, criando assim um potencial efetivo; 
e eletrons de valencia que participam ativamente das propriedades de solidos e moleculas os 
quais deve-se tratar de forma autoconsistente dentro da DFT.
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Os pseudopotenciais costumam ser divididos em dois grupos: o primeiro sao os de poten­
ciais empíricos obtidos atraves de parâmetros experimentais; o segundo grupo e constituído por 
potenciais provenientes de caiculos de primeiros princípios (ab initio) pela solucao autoconsis- 
tente da equacao de Schrodinger, os quais podem ser transportados para diferentes ambientes 
onde o atomo se encontra. Neste trabalho, usou-se o pseudopotencial de primeiros princípios 
PAW (Projector Augmented Wave)
Na categoria dos pseudopotenciais de primeiros princípios temos os de norma conservada
[23], suaves[24] e ultra-suaves[25]. Recentemente, uma nova classe foi desenvolvida, cujos 
potenciais sao chamados de PAW [26]. O PAW nao e exatamente um pseudopotencial, uma 
vez que retem a informacao do comportamento correto da funcao de onda y (r)  que descreve os 
eletrons de caroco e geram os pseudopotenciais.
Os metodos de ondas aumentadas tem como origem as ideias de Slater [27]. Para Slater o 
espaco e dividido em duas regioes que apresentam comportamentos distintos: a regiao intersti­
cial entre os atomos e as regioes próximas aos atomos. Na regiao intersticial, a funcao de onda 
y  (r) apresenta um comportamento suave, porem, em regioes proximas dos mícleos, a funcao de 
onda y (r)  mantem um comportamento perturbativo devido ao forte potencial nuclear atrativo.
O metodo PAW baseia-se na ideia de transformar a funcao de onda y ( r) em uma funcao 
suave proxima ao caroco atômico. Deste modo, no metodo PAW e introduzida uma funcao de 
onda auxiliar y(r)  para os eletrons de caroco, de modo a permitir a obtencao da funcao de onda 
y ( r) atraves dela.
Para descrever corretamente a funcao de onda de modo a obter funcoes compatíveis com a 
realidade, utiliza-se o operador T de modo que
lw(r)> =  t  |y ,(r)> . (2.43)
Onde |y i(r)> e a funcao de onda real e |y i(r)> e a funcao de onda suave. É conveniente 
escrever o operador T como algo composto de uma parte perfeitamente descrita por ondas pla­
nas acrescido de um termo local, oque e completamente plausível para a descricao do problema 
envolvendo eletrons de caroco. Deste modo, operador e dado por
T =  1 +  £  Sr ,
R
(2.44)
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vale ressaltar que Sr é um termo de localidade aplicado região de enclausuramento atômico de 
raio R. Definido deste modo, temos agora um novo problema, que consiste em determinar a 
real forma do operador local Sr. Para isso, sabe-se que T aplicado em uma funcao suaves que 
buscam descrever orbitais de caroco |^ ) ,  nos leva aos próprios orbitais de caroco |4>i), onde o 
índice i representa o conjunto de numeros quanticos. Assim pode-se escrever
|Si) =  T  |$ i ) ,
|$ i) =  (1 +  Sr) |<â>i) ,
Sr |<ï>f) =  | ^ i ) - | <^ i ) . (2.45)
É conveniente aqui definir um operador (Pj, é um operador projetor de localidade de modo 
que e nulo na regiao fora do caroco e obedece a relacao
<«|C  ) =  S, j . (2.46)
Assim, podemos escrever a equacao (2.45) como
Sr |4>i) =  £ ( | * j ) -  |* j )) (PPI - t i ) . (2.47)
j
Aplicando nas funcao de onda total, temos
IVi) =  |*>  +  E ( |* j } -  |* j )) (PPI i ) . (2.48)
j
Pode-se notar que o operador (Pj | atua como uma sonda, e ajuda a descrever corretamente 
o carater local da funcao de onda. Com tais operadores em maos, e possível encontrar uma 
maneira interessante de descrever os operadores, de modo a representar corretamente os auto­
valores atuando em ondas planas suaves ao inves dos complicados potenciais de caroco. Para 
isso calcula-se o valor medio de um dado operador Ô
(Vii Ô = (Vi | T f ÔT m  . (2.49)
Por dificuldade em calcular tal transformacao, utiliza-se algumas aproximacoes, a primeira 
delas para o regime local, próximos do potencial de caroco. Nesse regime temos que £  |<É>j) (Pj | =
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1, portanto
T  =  1 + £ (|®j  > - | 4  j >)(P j1,
j
T =  1 +  £  |<t  j  >(Pj | -  £ | í>j >(Pj |,
j j
T =  1 + £  |4 j  >(Pj I - 1, 
j
T =  £  | 4 j >(P j |. (2.50)
j
Temos também que os orbitais de caroço sao iguais a funçao suave fora da regiao de argu­
mento, de modo que | 4 j > =  | 4 j > assim
T =  1. (2.51)
Poranto, tais condições levam à seguinte configuração para o valor médio de um dado opera­
dor
(f i| T W  |f i> =  (f  O | ft-> +  £  (f í |Pl> ((4 | O |4 j > -  (4 | O |4 j >) (Pj|f i>. (2.52)
j,k
De modo que
O = O +  £ |Pt > ( ( 4 1 Ô ! * j> -  <4*| O |4 j>) (P j|. (2.53)
j,k
Pode-se adicionar tambem um termo devido a presença da regiao de caroço, deste modo o 
valor medio do operador sera dado por
(f i | T T  | f > =  ( f i | O | +  £  (fi|Pk> ((4k| O |4 j > -  ( 4 1O |4 j >) (Pj| $■> +  ( f |  O | f  c>.
j,k
(2.54)
2.9 Funções Base
Para realizar caiculos em estruturas cristalinas, e necessario considerarmos uma unidade 
fundamental de reproducao, a qual contem o numero mínimo de atomos para se reproduzir o 
sistema infinito em todas as direcoes - Essa unidade e conhecida como celula unitaria. Deste
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modo, o problema é simplificado considerando pois, é possível considerar que o potencial ex­
terno sobre os eletrons e tal que V (r) = V (r +  R), sendo r o vetor posicao e R um vetor de 
translacao da rede cristalina.
Os orbitais de Kohn-Sham y (r) devem ser escritos, de tal modo que o problema possa ser 
resolvido. A solucao e escreve-los como uma expansao de um conjunto de ondas planas (PW), 
que devem formar uma base completa e reproduzam a periodicidade da rede
%,k(r) =  Un í e
ik.r (2.55)
com un k descrevendo a periodicidade da rede. Podemos escrever un |  como uma expansao de
ondas planas
portanto,
;(?) =  E  C„k(Õ ),
G
iG.r
Vnt (r ) =  E  C„,k(G)ei(G+k)'r
G
(2.56)
(2.57)
Deixando claro que G sao os vetores da rede recíproca. Com isso, a soma nos orbitais de 
Kohn-Sham Yn k e feita no espaco dos momentos.
Entretanto, e necessario restringir a soma em G a uma energia de corte. Quanto maior o 
numero de termos considerados na expansao maior sera a precisao do calculo, porem existe um 
limite computacional a ser considerado, de tal modo que essa energia de corte e definida como 
o valor maximo de energia cinetica para um eletron do sistema analisado
Eencut > 2 |G + k |2. (2.58)
Expandindo as equacoes de Kohn-Sham em ondas planas tem-se
h2<Cn,k(G')ei,G'+k> r | -  —  E v 2 +  | E Cn i (G) i(G+k).r  ^ _
<Cn k(G')ei>G'+k» r | en(k) |E Cn k(G)ei(G+k».r) . (2.59)
e
Iremos agora desenvolver cada termo separadamente, ou seja, (i) energia cinetica e (ii) 
potencial de Kohn-Sham vKS.
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(i) Energia cinética,
(CI Gei<a'+ï) , | -  E V? IE C  Gei<a+k)-'> =2m* i G
h2
( Cn, G'ei(G'+k)' r I -  2m  E  I G + k l 2 I C„ , G ei(G+t)' ' >  =  I G  +  * I 2 c I g ,c ,
_»_2
2m* G ' n,G '
(2.60)
<ii) Potencial de Kohn-Sham,
(Ci  G'ei(G'+k) 'r I vKS IE  Ci  G^ +ÏU > =
G
(C„c-I E  vKS(G +  k, G' +  *)|C„G > =  E  vKS(G +  k, G' +  k)C*G,C„a , (2.61)
em que 
potencial de Kohn-Sham vKS
vKS(G +  k, G' +  k) =  (ei(G'+k)-r | vKS |ei(G+k)-r> e a transformada de Fourier do
Na equacao (2.59) o termo a direita torna-se
<C„,g,e<G'+r).r | £„(k) IEC„,s ei(G+?)-r> =  £„(k)ç; g'C,«,G‘ (2.62)
Substituindo as equacoes (2.60), (2.61) e (2.62) na equacao (2.59), teremos 
h2
2m,
-|k +  GI2 -  £„(k) Cn,G' +  E  VKS<G +  k  G' +  k)Cn,G =  0 (2.63)
Ao multiplicarmos a equação acima por C* ^  e somarmos sobre todos os G ’, encontra-se
os autovalores de energia £n(k)
e» « = E I  Ci,G, I 2
h2
2m
| k + G I2 +  E  v A G  +  k, G' +  k ) r  G'C„,g. (2.64)
G,G' ,
Logo, se somarmos os autovalores sobre todos os i  eletrons e sobre todos os vetores k 
poderemos escrever a energia total de um sistema de eletrons e nticleos interagentes no espaco 
dos momentos. Desta forma
E =  £  £«(k) +  
k,i
E  VCow/omb(G)P (G) +  4 EM*c(G)P (G)2
1 ^  Z2
+  2 E2  V j  i i - VV = 1
(2.65)
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A soma sobre os autovalores fornece o valor exato da energia total. Com isso surgem 
os termos de Coulomb, Troca e Correlacao, alem de um termo coulombiano que que inclui as 
interacoes entre nticleos, em que nao e considerada na solucao das equacoes de Kohn-Sham.
Essa energia e calculada pelo código computacional VASP. Para isso, e necessario fornecer 
a energia de corte para obtencao os coeficientes da expansao dos orbitais de Kohn-Sham y(r) .  
Deste modo, pode-se escrever a densidade eletrônica p (r).
2.10 Efeitos relativísticos - Spin (Orbita
A mecanica quantica tradicional, nao leva em consideracao a metrica relativística do 
espaco-tempo, sendo assim, incapaz de descrever de maneira espontanea alguns efeitos ob­
servados experimentalmente. Para solucionar esse problema P.A.M Dirac propos o seguinte 
ansatz[28] para descrever partículas de spin semi inteiro
H  |¥ )  =  [ca 0  ( a .p) + p  0  ( l 2)mc2] | ¥ ) , (2.66)
12 e a matriz unitaria 2 x 2 e a  e p  sao constantes sujeitas ao vínculo relativístico de modo que
H 1 ¥ )  =  (c2p 2 +  m2c4) | ¥ ) . (2.67)
Aplicando pela segunda vez o operador H  na equacao (2.66) temos:
H 2 |¥ )  =  [a2 0  ( I2)(pc)2 + ( a p  + p a ) 0  (a.p)mc2 + p 2 0  (h )m 2c4] | ¥ ) . (2.68)
Sabendo que (a .p )2 = p 212 e comparando a equacao (2.67) com (2.68), fica claro que os 
a  respeitam relacoes de anticomutacao, tais que:
{ a ,p } =  0 tambem temos que: a 2 =  p 2 =  1. (2.69)
Assim, as matrizes a  e p  anticomutam, exatamente como as três matrizes de Pauli; por­
tanto, elas nao podem ser mímeros reais ou complexos. Como as acima podem ser cumpridas 
por matrizes 2x2, tais que
p
1 0
0 1
a =
0 1
1 0
(2.70)
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Assim temos que a dimensão do espaço é 4x4, dado pelo produto tensorial, que nos leva para
o . I 2 0 \  ^ 0 a
p  ® I 2 =  a ® a  =
0 - 1 W  l  a  0
(2.71)
Com isso, adicionaremos agora um potencial qualquer V , deixando dessa forma o hamil- 
toniano da seguinte forma
H  |¥ )  =  [ca ® (a.p)  +  p  ® (12)mc2 +  V ] | ¥ ) . (2.72)
E conveniente definir uma funçao de onda bidimensional de modo que
^ )  =
&
0r
(2.73)
O que nos leva imediatamente à seguinte matriz 
E  — V — mc2
-cp.a
- c p . a  
E — V — mc2
&
0r
0
0
consequentemente,
(E — V — mc2)0/ — (cp.a  )0r = 0, 
(E — V +  mc2)0r — (cp.a )0/ = 0.
(2.74)
(2.75)
(2.76)
Combinando agora as duas equacoes e eliminando 0r nos temos
1
(E — V — mc2)0/ = (cp.a  )
E — (7 +  mc2
(cp.a )0/. (2.77)
Sabe-se que para regimes de baixas energias no caso reativístico temos: E  
Es e a energia da equacao de Schrodinger. Assim podemos concluir que
1 =  _ ± _  Í 1 + Es — V y 1 ^  _ 1 _  /  — Es — V \
E — V +  mc2 2mc2 \  2mc2 )  2mc2 \  2mc2 )
que consequentemente leva a equacao (2.77) a
Es +  mc2 onde 
(2.78)
Es0/ ( p a  ) 2m 11
Es — V
2mc2 (p.a  )0/ . (2.79)
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Entretanto, a expressão (2.79) nao se trata de uma equação de autovalores, em virtude de 
contar o proprio Es dentro dela. Para solucionar tal problema, deve-se impor as condições de 
normalizaçao entre 0; e 0r de modo que
J  (* /f *i +  *rf )  *r =  1. (2.80)
Pegando o termo de primeira ordem da expressão dada em (2.78) juntamente com a 
expressão (2.76), podemos escrever a expressao (2.80) como
,2
/ *  f ( ‘ + *
11. (2.81)
A expressao (2.81) sugere que podemos definir a funçao de onda total como:
$  =  ß * i , (2.82)
sendo Q = (^ 1 +  8ip2c2j . Tomando essa escolha, temos que expandindo Q 2 recaímos exata­
mente na equacao (2.81). Agora para realizarmos as correcoes necessarias iremos multiplicar 
a expressao por Q -1 em ambos os lados para aplicar a funcao em $  em (2.79) ao inves de 0; 
temos consequentemente
p 2
2m + V - { S m ?  ■ (  2 m + V) } -  (p -5  > 2m 0  -  U I ( p õ  >
$  =
E A  1 - P4m2c2
$ . (2.83)
Atraves de um pouco de manipulacao algebrica, a equacao (2.83) se torna
p4 0 .p  X [p , V] p .[p , V]2 p2
V + - ----
2m 8m3c2 4m2c2 4m2 c2 */ = Es*i.
(2.84)
O terceiro termo e um termo de correcao da energia cinetica, o quarto e o de maior interesse 
para esse trabalho, que e o termo de interacao Spin orbita. E facil notar que [V,p] = - i h V V , 
desta forma, o termo de spin orbita pode ser escrito como
Hso =  4mh2cj  a  .(v V x p). (2-85)
Deste modo e possivel acrescer o termo de interacao Spin (Orbita no potencial efetivo como 
termo de correcao na DFT.
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2.11 Vienna Ab-initio Simulation Package - VASP
O VASP [29, 30] é um programa de modelagem de materais em escala atômica via cálculos 
de primeiros princípios. Seu desenvolvimento resultou em um pacote robusto capaz de calcu­
lar uma solucao aproximada para a equacao de Schrodinger de muitos corpos, seja por meio 
da teoria funcional da densidade (DFT), resolvendo as equacoes de Kohn-Sham ou dentro da 
aproximacao de Hartree-Fock (HF), resolvendo as equacoes de Roothaan. Vale ressltar que o 
pacote e capaz de suportar funcionais híbridos que misturam a abordagem Hartree-Fock com a 
DFT tambem sao implementados. Alem disso, o metodo de funcoes de Green (quasiparticulas 
de GW e ACFDT-RPA) e a teoria de perturbacoes de muitos corpos podem ser resolvidos por 
meio dele.
Vale ressaltar que para o calculo de quantidades centrais como: os orbitais de um eletron, 
a densidade de carga eletronica e o potencial local, sao calculados atraves de uma base de onda 
plana. As interacoes entre os eletrons e os íons sao descritas usando pseudopotenciais de norma 
conservada, ultrasuaves, ou ateí mesmo via PAW.
Para os calculos deste trabalho, optamos pelo código VASP para simular materais via DFT 
motivados pelo grande sucesso de sua implementacao computacional.
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3 ISOLANTES TOPOLOGICOS
3.1 Introdução
Em virtude das novas descobertas, o estudo de materiais com propriedades quânticas 
diferentes tem chamado cada vez mais atempo do meio científico, um desses casos peculiares 
sao os chamados Isolantes Topologicos (TI, Topological Insulators), sobre o qual discorreremos 
nessa tese
Isolantes topologicos sao basicamente uma classe de materiais, os quais apresentam bulk 
isolante e superfície metalica em virtude da topologia das bandas do bulk. A origem desse 
estranho comportamento se deve a fase nao trivial associada a funcao de onda de um isolante, e 
a sua caracterizacao e dada pelo invariante topologico. Vale ressaltar que os estados topologicos 
de superfície sao protegidos em geral por algum tipo de simetria, como time reversal.
3.2 Teoria de Berry
3.2.1 Curvatura de Berry
Considere um sistema físico com um Hamiltoniano[31, 32] geral variando no tempo H (R) 
atraves de varios parâmetros (tais como campo magnetico, campo eletrico, fluxo e estresse) cha­
mados de R = (R1,R2,R3,...) em que Ri = Ri(t). Estamos interessados na evolucao adiabatica 
do sistema por um caminho C em funcao de um parâmetro do espaco. Para nossos propósitos, 
C pode agora ser qualquer caminho, fechado ou aberto. lí conveniente definir um conjunto de 
bases ortonormais |n(R)} que sao autoestados de H(R) para cada ponto R obtido por meio da 
diagonalizacao
H(R) |n(R(t))} =  E(R) |n(R(t))}. (3.1)
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Podemos entao escrever a equação fundamental dependente do tempo como
J
H (R )|T ) — ih-  |T ) .
Agora, expandindo |T ) em termos das projecoes dos autoestados |T n), temos que
|T ) =  £  c„(f) |>P„} eif>',
n
ab irnYiocom Qn — — /0 d t'. Substituindo a expansao (3.3) em (3.2)
ih£  (cn |Tn) ei6n +  Cn |Tn) ei (  +  ICn iTn) ei (  & ) =  £  CnH |Tn) . 
n n
O terceiro termo da esquerda se cancela com o da direita, portanto temos que
ih £  Cn |Tn) =  £  —Cn |Tn) ei ( .
n n
Projetando e— ( Tm| em (3.5), podemos escrever
C =  V  _ C /T  |Vp \ ei((K —(m) cm — ^  Ln (Tm|Tn) c .
Para encontrar (T m|vPn) aplicaremos agora a derivada no tempo em (3.2)
H  |T) +  H  |T ) — E T ,
H £  (Cn |Tn) ei(n +  Cn |Tn) ^  +  iCn |Tn) ei (  ( , )  +  £  CnH |Tn) e 
n n
— £ E ^C n |Tn) ei(n +  Cn |Tn) ei (  +  iCn |Tn) ei (  ( , )  .
Agora, fazendo novamente a projecao e i(m (T m| em (3.7)
£  Cn (Tm|'Pn) e ^ (m) — — £ Cn
n—m n—m
(Tm | H  |T n) ei(e«—(m)
(Em — En) '
Podemos usar o resultado obtido em (3.8) para reescrever (3.6)
(T m| H  |T n) ei(e"—(m)
Cm — Cm (T n|T n} Cn
n—m (Em — En)
(3.2)
(3.3)
(3.4)
(3.5)
(3.6)
(3.7)
(3.8)
(3.9)
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tal expressão é exata, portanto, sem nenhuma aproximação. Para a aproximação adiabática, 
diremos que a derivada temporal do Hamiltoniano e muito pequena, consequentemente
Cm = -C m > , (3.10)
resolvendo a equaçao (3.10) temos que,
Cm = Cm (0)expS^ - J '  < % \d  \^n> dt '}  , (3.11)
definimos entao jn =  — f0 ( ¥ n| dt \^«> dt ' como a fase geometica ou fase de Berry. Podemos 
remover a dependencia temporal apenas pensando na dependencia de R com o tempo. Conse­
quentemente,
pt J  d  p
Yn = —i (n(R(t))\ Vr \n(R(t))> —  .dt = —i (n(R(t))\ Vr \n(R(t))> ■ dR. (3.12)
Jo dt Jc
Assim, podemos definir a chamada conexao de Berry
An(R) = —i (n(R(t))\V r \n(R(t))>; Yn = J  An ■ dR. (3.13)
Matematicamente a fase de Berry e uma holonomia da conexao de Berry. Na geometria 
diferencial holonomia nada mais e que a medida da mudanca de um vetor tangente em uma 
superfície curva ao longo de um caminho fechado. Pode-se mostrar que a conexao de Berry e 
puramente real, oque preserva a norma da funcao de onda, portanto
Yn = —! m j c (n(R(t))\ V r \n(R(t))> ■ dR  (3.14)
Para um caminho fechado, a fase de Berry e invariante de calibre, portanto e conveniente 
aplicar o Teorema de Stokes na equacao acima, oque nos conduz a:
Yn = —I m í  d S ■ (V x(n(R(t))\V\n(R(t))>) = —I m í  d S ■ ((Vn(R(t )) \x \Vn(R(t))>). (3.15)
c c
Onde (Vn(R(t)) \ x  \Vn(R(t))> e a Curvatura de Berry.
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3.3 Cálculo de Invariante Topologico Via Funções de Wan- 
nier
Podemos definir um conjunto de funções, chamadas funções de Wannier. Elas representam 
essencialmente[33], uma transformada de Fourrier dos autoestados de Bloch, saindo assim das 
coordenadas [32] de pontos k para as coordenadas dos pontos da rede real R[34]
Portanto, ha uma funcao de Wannier associada a cada celula unitaria. Tal base e conveniente 
para nossos estudos de fase geometrica, pois nela podemos escrever e possível relacionar o valor 
medio da posicao com a conexao de Berry. Podemos escrever entao, a polarizacao de carga em 
uma dimensao para a primeira zona de Brillouin, somando em todas as bandas
Entao temos o os chamados Centro de Carga de Wannier (CCW). A ideia inicial, consiste 
em calcular a polarizacao de carga na direcao x em um sistema fermionico que seja invariante a 
Time Reversal, assim, podemos escrever as bandas dos pares de Kramers a menos de uma fase 
como
Agora, calcularemos separadamente a polarizacao para cada uma das bandas de Time 
Reversal
(3.16)
p = £  2 n  (0,n| r |0, n) (3.17)
8 (k2 — k1) (uk1 ,n1 Vfci |uk2,n) dk1 dk2
(3.18)
Wn( - kx)) =  - elXkk,nd |«n/ (kx)) ■
Wn ( - k x)) =  e‘X- kx’n 0 \uIn(kx) ) .,11 (3.19)
39
^ ” n n ■
P1 = V  —  í a A1 (k)dk + í a A 1 ( - k ) d k  
„ 2n Jo Jo
(3.20)
Vale relembrar que A(k) = £ ni {ukn\Vk |uk,n). Como consequencia da equação (3.19) 
temos que
A ' ( - k )  = A 11 (k) -  £ Xkxn (3.21)
Assim a equação (3.20) se transforma em:
7T •
aA(k)dk -  V(Xn,n -  Xn,o)P1= 12n
pii = —  
2n nA(k)dk + V ( X n ,a -  Xn,o)' a  n  .
(3.22)
13 importante lembrar que A (k) = A 1 (k) +  A11 (k) . A partir de agora definiremos a polarizaçao 
de time reversai como a diferença entre as polariçoes da bandas I e II, consequentemente
h
Pe = 'A(k) -  n A(k) + 2 £  (Xn,a  -  Xn.0J a n
(3.23)
Para compreendermos melhor a polarizaçao TR, e conveniente introduzir uma matriz 
unitaria que relaciona o operador Time Reversal com os estados de Bloch de modo que
wlm (k) = (uH( - k ) \ d \uln(k)) W1™ (k) = - w m ( - k ) . (3.24)
Essa matriz e bloco diagonal,onde cada bloco e dado por
0 g lX-kx ,n
— g-lXkx,n 0
(3.25)
Sabe-se que os pontos 0 e n sao invariantes a Time Reversal, consequentemente a ma­
triz wnm se torna antissimetrica nesses pontos. Assim, podemos escrever fazendo uso de um 
operador matematico chamado Pfafiano que esta associado com o determinante de uma matriz 
antissimetrica, com tal ferramenta em nossas maos, pode-se escrever
p f  w  n )] 
P f  [w(0)]
exp £  l(x n,0 ■Xn*,
n
(3.26)
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Deste modo, podemos explicitar o segundo termo da equação (3.20) como
( p f  [w( a )] \
Y (%n,a -  Xnfl) = - í.ln
\ P f  [w(0)]J
(3.27)
Portanto, podemos escrever a polarização TR do seguinte modo
P =  A
e 2a - f A (k ) + A f f  )
(3.28)
Para escrever elegantemente os dois primeiros termos da equação, iremos submeter os 
autoestados de Bloch a seguinte transformaçao unitaria
Iu—k,a> =  Y w*ay(k)°  Iuk,Y> ,
\u-k,a) = ^  way(k')Um,p(uk,y)p. (3.29)
Y ,m, P
Definiremos agora, baseado nessa transformacao, um potencial de Berry nao abeliano, de 
tal modo que
i (u-k,n I d-k  Iu-k,y> = a rY( - k )
= —i Y  ( WPr (k)way(k)Un,lUm,p(uk,r\)ldk(uk,y)p +  Un,lUm,p(uk,r)l(uk,y)pwPr (k)dkway(k))
Y,n ,m,p,n,l
= —i Y  ( wPr (k)waY(k)Un,lUm,p(uk,r)ldk(uk,Y)p + (uk,r\)p(uk,Y)pwPr (k)dkwaY(k)j
Y ,n ,m, p,n,l
= Y  ( WPn (k)w*aY(k)(—i(uk,n)ldk(uk,Y)l ) — i(uk,r)l (uk,Y)l (wPn (k)dk K Y (k)))
Y,r ,l
= Y  ( wPr(k)(—i(uk,n)ldk(uk,Y)p)waY(k))  — Y i (wPr(k)dk K n (k)) • (3.30)
Y,r ,t 7 r
Temos que ariY*(k) = —i(ukr ) ldk(ukj ) p , consequentemente, podemos escrever na forma 
matricial
ai(—k) = w(k)ap(k)w^(k) — i (w(k)dkw^(k)^j • (3.31)
Observando a equacao (3.31) com calma, pode-se notar que a conexao de Berry e dada 
pelo traco do potencial de Berry nao abeliano. Assim, sabendo que o traco e invariante a 
transformacoes e que o potencial de Berry e real pra os termos da diagonal, temos a seguinte
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relação
Tr[ai(-k)] = A i ( - k )  = Tr \w(k)Oi(k)wt (k) — iTr w(k)dkwt (k)
[Ai(k-) -  Ai(k)]
=  Tr wt (k)dkw(k) (3.32)
Portanto, podemos escrever a polarização Time Reversal como
h
P  =  T ^2in
Tr wt (k)dkw(k) — ln ( p f  [w( a )] \  
\ P f [w (0)])j '
(3.33)
Para o primeiro termo, temos que Tr  |w^(k)dkw(k)] = V kln [Det[w(k)]]. Deste modo, a 
polarização de time reversal e dada por
Pb =
h
2in
M Det  [w( a )])  -  2 i n ( P f  [w( a )])
Det [w (0 )J  \ P f  [w ( 0 ) ] ) j ’
como a matriz w e antissimetriça, temos finalmente que
h
Pb =  -in
n  ( J p kk m  \  _  l n ,  N
1 y / D r í W m )  VP f  [w(0)]/
ein Pb = J Det[w(a )] P f  [w(0)] ^  
\  / D et [w(0)] P f  [w(a )] I
(3.34)
Apesar da a expressao (3.34) nos levar aparentemente para uma maneira de calcular o 
invariante topologico, essa nao e uma boa escolha, em virtude do valor da polarizaçao nao ser 
invariante com relacao a transformacoes de calibre do tipo |^nk) ^  e- l °k | u1^ ). Entretanto, a 
ideia de polarizacao em uma unica direcao nos da a base para o calculo de invariante topologico 
Z2 em um cristal bidimensional.
Fazendo uso da equacao (3.34), iremos evoluir o estado de Bloch nos valores de k2. Liang 
Fu and C. L. Kane de 2007, afirmavam que fazer essa evolucao suave em k2 era equivalente a 
provocar um bombeamento adiabatico periódico de spin. Nesse trabalho exigia-se duas coisas 
do paramentro de evolucao, a primeira e que cumprisse as condicoes periodicas de contorno 
dadas por: H (0) =  H ( T ). A segunda, e que o paramentro possuísse pontos de invariancia de 
Time Reversal, analisando isoladamente a direcao k2 temos 2 pontos: k2 =  0 e k2 =  T /2 . Como 
tais pontos sao invariantes por TR, a direferenca entre a polarizacao de carga no eixo x em 
nos pontos k2 =  T / 2 e  k2 =  0 , e  invarante com relacao a transformacoes de calibre, portanto
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podemos escrever o v como
v =  pe (T /2 ) -  PB (0) mod2. (3.35)
Ao combinar a equação (3.34) com (3.35), temos que o invariante topologico pode ser 
calculado por meio de
( - 1 ) v n  P f [w(rij]
ii= i V Det [w(rij)]
(3.36)
Para sistemas complexos com múltiplas bandas, esse cálculo nao e nada trivial, entretanto, 
Vanderbilt propos uma interessante metodologia para calculo Z2, baseado na ideia de evolucao 
dos centros de carga de Wannier para cada banda. O conceito basico esta no que chamam de 
”Maior Gap entre os Centros de Cargas de Wannier” [35].
O metodo consiste essencialmente em calcular o nUmero de vezes que bandas cruzam 
o ponto medio de tais pontos, para um ntimero impar de vezes temos um isolante topologico, 
ja para o caso par, temos um isolante trivial. A classificacao topologica de um determinado 
sistema esta ligada as bandas do bulk e e garantida por meio do princípio de ”Bulk Boundary 
Correspondence”[36].
3.4 Cálculo de Invariante Topologico de Sistemas Centros- 
simétricos
Fu e Kane em 2006[34] proporam um metodo eficiente para calcular invariantes to- 
pologicos em sistemas com centro de simetria[37]. Vamos definir entao algums pontos es­
peciais na Zona de Brillouin, os chamamos TRIM (”Time reversal invariant momenta”) tais 
pontos respeitam a seguinte relacao de comutacao
[0, H  (Ya ) ] =  0, H  (Ya ) = H  ( -Ja ) .  (3.37)
Temos tambem nos pontos TRIM, invariancia mediante ao operador paridade, oque nos 
leva a conclusao de que neles, sempre existira degenerescencia de spin. Alem disso, possuir as 
duas simetrias implica que a curvatura de Berry e nula em tais pontos.
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Para reconhecer um TRIM devemos antes de mais nada verificar se esses pontos possuem 
simetria de inversao espacial e se sao equivalentes na Zona de Brillouin, ou seja, distantes de 
2n no espaco k, conforme mostrado na Figura 3.1.
Figura 3.1: Momentos invariantes por reversão temporal (TRIMs) para uma zona de Brillouin (a) 2D e 
(b) 3D; esta figura exemplifica o caso de uma zona de Brillouin cubica. Figura cedida por [39].
Para um Hamiltoniano de Bloch H (k) centrossimétrico, sabemos que as posições dos 
átomos da rede real possuem autovalor bem definidos mediante ao operador paridade. Isso 
implica que as funçoes de onda nos pontos de alta simetria da rede, tambem sao autoesatados 
do operador paridade. Portanto, as funcoes de onda nos TRIMs sao autoestados do operador 
paridade.
Ainda assim, tais informacoes nao nos apontam uma maneira de calcular o invariante 
topologico de sistemas centrossimetricos. A primeira ideia para calculo de invariante utilizando 
tal abordagem, foi apresentada por Liang Fu and C. L. Kane, eles provaram que o invariante 
pode ser relacionado com as paridades das bandas nos TRIMs de forma simples via polarizacao 
Time Reversal. Tal facilidade se repousa no fato de que, e possivel definir uma matriz v(k) que 
relaciona os estados de Bloch com os operadores Time Reversal e Paridade
vmn(k) — (“m,k\ 6P \Un,k) , (3.38)
vnn(k) (“n,k\ 6P  \Un,k) E t (unk)aPaP UP ,Y(“nk)
a ,Y
’L M ’yPaiS Up ,Y (Unk )a  — E ("nk  W  ,rP0,f K k  )a — E  - ( “nk Y-Ul.H P ’aí> («nk)
a ,y a ,y a ,y
'E^(unk) YUY,PPPa (unk)a (“n,k \ 6P \Un,k) 0-
a ,Y
(3.39)
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Como a matriz U é antissimétrica e P = P \  consequentemente a matriz v(k) possui termos 
da diagonal principal nulos, conforme mostrado na equacao (3.39), e antissimetrica e unitaria; 
de modo que conecta os termos dos autoestados de Bloch uns nos outros. Pode-se entao, realizar 
a seguinte transformacao unitaria
\um,k) — E vmn(k)@P \un,k) . 
n
(3.40)
Utilizaremos entao a equacao (3.40) para desenvolver novamente o potencial Berry nao 
abeliano
i (uk,n \ dk \uk,r) — a (k)
=  i E  (^Pn (k)vay(k)Un ,lUm,p(uk,n )l dk (uk,y) p +  Un ,lUm,p(uk,n )l (uk,y) pvPn (k)dkvay (k))
Y ,n ,m, p ,n,l
= i E  (^Pn (k)vay(k)Un,lUm,p(uk,n)ldk(uk,y)p +  (uk,n)p (uk,y)pvPn (k) dkvay(k))
y,n ,m,p,n,l
= E  \ vPn (k)vay(k) ( - i ( u k,n)ldk(uk,y)p) +  i(uk,n)l (uk,y)p (vPn (k)dk < y (k)) 
y,n , l v
=  E  -  ( vPn(k ) ( - i (uk,n)ldk(uk,y)íK y(k))  + E i (vPn(k)dkv*an(k)) . (3.41)
Y,n ,l n
Consequentemente, a forma matricial e dada por
ai(k) = -v(k)ap(k)v^(k) + i (v(k)dkv^ (k)^J . (3.42)
Como a conexao de Berry e dada pelo traco do potencial de Berry nao abeliano
Tr[ai(k)] = Ai(k) = - T r  v(k)ap(k)v^(k) +  iTr v(k)dkv\k)
Ai(k) = - 2 Tr [vt (k)dkv(k)\ = - 2 Vln [Det[v]] =  - N l n  [Pf  [v]]. (3.43)
Podemos ajustar os autoestados de Bloch, de modo a fazer A(k) = 0, que e solucao para a 
nulidade da curvatura de Berry, consequentemente
P f  [v] =  1. (3.44)
Agora, iremos ajustar a matriz w para escreve-la em termos da matriz v, para isso usaremos 
o fato de que P2 = 1
wmn — {um,Ti \ P @ \un,ri)
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=  (um,ri1 P(PO) |u„,r;)
=  km( r i) (UmFi1 (PO) |un,r;) ,
wmn km ( r ) v mn. (3.45)
Pela equação (3.45), temos que
2N
P f  [w]2 =  Det[w] =  Det[v] n  km(Ti). (3.46)
m=1
Em virtude da degenerescência de Kramers, temos que as bandas |u2m,ri) e |u2m+i,r ,) 
compartilham a mesma paridade, entao cada valor aparece duplamente no produto da equacao 
(3.45), tomando a raiz, podemos encontrar
N N
P f  [w] =  P f  [v] n  ki2m(ri) =  n  ^2m (ri),
m=1 m=1
N
5 (F i)=  n  &m(Ti). (3.47)
m=1
Isso significa que, com simetria de inversão, os invariantes topologicos podem ser deduzi­
dos a partir do conhecimento da paridade de cada par de Kramers degeneram bandas de energia 
ocupadas nos TRIM’s. Tal abordagem, fornece um metodo simples para determinar a fase to- 
pologica de qualquer isolante que preserve tais simetrias, sem precisar saber muitos detahes 
sobre a banda de energia. Portanto, a experessao final para o calculo de invariante topologico 
bidimensinal dada por
( - 1 ) v =  n  5 ( n , j ). (3.48)
Se o resultado do produtório for 1 então v =  0 portanto o material se trata de um isolante 
trivial, se v =  1 se trata de um isolante topologico.
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4 RESULTADOS
4.1 Bismuto
Para este trabalho utilizamos extensivamente superfícies de Bismuto cortadas na direção 
cristalográfica (111) por isso, faremos aqui uma breve explicaçao sobre as propriedades de de 
bulk e das bicamadas do material.
O cristal de Bismuto é encontrado na natureza cristalizado com simetria romboédrica. 
Mas em virtude de sua geometria, quando se observa o cristal na direcao (111) visualiza-se 
claramente a presenca de bicamadas em zigue-zagues conforme mostra-se na Figura 1, as quais 
facilitam a clivagem da estrutura romboedrica nessa direcao cristalogrâfica. Allen e Liu em 
1995[38] fizeram um estudo extensivo sobre as estruturas cristalinas de Bi e Sb, e por meio 
deste, verificaram que a rede destes materiais poderiam ser descritas por uma rede cubica de 
face centrada distorcida, com dois atomos na base, de modo que os vetores da rede sao dados 
por:
ãi = ^
Õ2 =
Ã3 =
i V3 i
2 a  6 a  3
1 V3 1
2 a, ~ 6 a  3 C ' ’
o , a , 3 4
(4.1)
(4.2)
(4.3)
Sendo os atomos da base dados por:
X1 =  (0,0,0) X2 =  (0,0, ^ c ) . (4.4)
Onde ^  =  0.4680Á , a = 4.533/1 e c = 11.796/1. Tais parâmetros sao experimen­
tais, obtidos via cristalografia.
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Figura 4.1: Estrutura do bulk de Bi. As linhas solidas nas cores vermelha e azul representam as celulas 
unitárias romboedrica e hexagonal, respectivamente. Cinza e vermelho marcam os dois atomos na 
celula unitaria romboedrica. Os três eixos sao: bissetriz (C1 ,y), binario (C2 ,x) e o trigonal (C3 ,z).
Figura cedida por [39].
Sabe-se que a bicamada de bismuto apresenta simetria de grupo pontual D3d e Wallpaper 
Group p31m, iniciamos por ela nossas investigações calculando suas propriedades eletrônicas. 
Sabendo que seu parâmetro de rede e a = 4.33 angstrons, construimos a celula untaria com 
vacuo de 4 vezes o tamanho de a, a fim analizarmos posteriormente o efeito do substrato na 
folha. Deste modo obtem-se a seguinte estrutura de bandas via DFT, verifica-se o GAP indireto 
característico da bicamada de A =  0.49eV dentro dos A =  0.50eV esperados[10]. Alem disso, 
por meio da analise das paridades das bandas abaixo do nivel de Fermi, conforme mostrado na 
Figura 4.2 a), conclui-se que a bicamada isolada se trata de um Isolante Topológico com v =  1, 
e que suas características topologicas se dao em virtude dos pontos M da BZ, contrariando 
o resultado apresentado em [40], onde o autor afirma que os efeitos topologicos se dao em 
razao da paridade do ponto r .  Tambem analisamos as propriedade topologicas da folha de 
Bi via centro de carga de Wannier, e conforme esperavamos o metodo concluiu, assim como 
demonstrado via paridade, que se tratava de um isolante topologico com Z2 =  — 1
Com base nessas informacoes, daremos início as investigacoes das propriedade das cama­
das em contato com o substrato de Silício.
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Figura 4.2: a)Bandas de valência relativas à bicamada de Bi. Os sinais + e - indicam as paridades de 
cada banda em seus respectivos pontos k, usamos + para par e - para impar, por meio do metodo das 
paridades concluí-se v =  1 afirmando seu caráter topologico. Ao lado b) bicamada de Bi suspensa
Figura 4.3: WCC calculados para a folha de Bi, como o numero de bandas que corta as transicoes do 
maior Gap entre os WCC e impar, trata-se de um isolante topologico.
4.2 Si-(111)
Desde o início da indústria dos semicondutores, o silício despertou enorme interesse 
por sua abundancia na crosta terrestre, tendo em vista que no planeta terra, a porcentagem de 
SiO2 encontrada corresponde a 59.71% de sua totalidade. Por essa razao, a manipulacao de tal
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material, do ponto de vista experimental é muito bem conhecida por suas intimeras aplicações 
tecnológicas, motivados por esse fato, e em virtude da geometria do Si na direçao (111) ser 
hexagonal, optamos pelo uso do Si-(111) como substrato para as estruturas de Bi. Nessa sub 
sessao discorreremos sobre algumas propriedades de Bulk e superfície dessa direcao.
O Silício é conhecido por ser um semicondutor de Gap indireto, para os funcionais PBE 
o encontra-se em referencias[25] Gap A =  0.5eV. Em nossos resultados obtivemos A =  0.67eV, 
que esta completamente de acordo com os caiculos da literatura[41]. Para os caiculos apresen­
tados na Figura 4.4 c) utilizamos uma celula hexagonal com 6 atomos na base, os vetores de 
rede sao dados por
ã\ = (a, 0 ,0), (4.5)
( - 2 a , # a ,o) , (4.6)
Õ3 =  (0,0, c ) , (4.7)
onde a = 3.84/4 e c = 9,414. Na proxima sessao investigaremos os efeitos de Spin-Orbita na 
adsorçao de Bi em superfície Si-(111)^/3 x V3.
Figura 4.4: a)Visao superior do Bulk de Si-(111). b)Visao lateral do Bulk de Si-(111). c) Estrutura de
bandas obtidas via DFT de Si-(111).
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4.3 Construção de superfícies
4.3.1 Adsorção em Si-(111)-V3 x y/3
Nossa primeira construção se baseou no trabalho publicado em 2003 por R H Miwa, T 
M Schmidt e G P Srivastava [12, 13], nessa publicaçao investigava-se qual seria a superfície 
mais estavel energeticamente formada pela deposicao de Bi em Si-111-v^3 x os calulos alí
apresentados abriam margem para questionamento, tendo em vista que a nao inclusao do efeito 
SO nos resultados apresentados, poderia ocultar a realidade acerca do calculo de estabilidade.
Figura 4.5: Superfícies construídas em substrato Si-111-\/3 x \/3. Visão lateral das da estruturas a)
1 /3ML,b) Milkstool e c) 2/3ML. Visao superior das da estruturas d) 1 /3ML, e) Milkstool e f) 2/3ML.
No intuito de solucionar de vez tal duvida, reconstruímos as três superfícies conforme 
mostrado na Figura 4.5. Apos construí-las utilizamos a mesma metodologia apresentada nos 
trabalhos de R H Miwa, T M Schmidt e G P Srivastava[12, 13] a fim de comparar os resultados 
por meio da seguinte curva de estabilidade:
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Figura 4.6: Cálculo de estabilidade, variação da energia de formação em função da diferença de
potencial químico.
AE(n) = E [Si(111) -  Bi(n)] -  E [Si(111)] -  n x  n Bi (4.8)
Tomamos como referencia a energia de formaçao do Si-(111)^/3 x E[Si(111)], con­
sideramos metade da energia de formaçao do Bismuto Bulk calculado via ab initio como po­
tencial químico y,Bi e E [Si(111) — Bi(n)] a energia de formaçao da superfície com n atomos de 
Bi por celula unitaria. Apos tais considerações, sabendo[12] que y.Bi < y.Bíilk realizamos o plot 
das diferenças de potenciais químicos de Bulk e estrutural pela variaçao da energia, e conforme 
mostrado na Figura 4.6 observamos que a estrutura mais estavel e de fato a Milkstool e para 
nossa surpresa, o Spin (Orbita aumenta ainda mais a diferença entre a Milkstool e as outras fases 
concorrentes. A partir daí, iniciamos uma investigaçao, com objetivo de verificar mudanças nas 
bandas de energia em virtude da aplicaçao do acoplamento Spin (Orbita.
4.3.2 Milkstool
Inicialmente, geramos as bandas com e sem Spin órbita a fim de comparar as reais 
diferenças entre as estruturas, e para nossa surpresa, conforme mostrado na Figura 4.7, os efei­
tos da interaçao Spin (Orbita foram praticamente irrelevantes para eletrônica do sistema apesar 
do aparecimento de algumas quebras de degenerescencia, o Gap permanece praticamente inal­
terado. Desta forma, comprovamos que a construçao elaborada em [12, 13] e completamente
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aceitável, retirando qualquer margem de dúvida. A partir daí iniciamos a construção de novas 
superfícies de Bi, mas utiliazando dessa vez a configuraçao Milkstool como substrato.
Figura 4.7: As figuras a) e b) correspondem às bandas da estrutura Milkstool Sem e Com Spin-Orbita
respectivamente.
Nossa ideia inicial consistiu em construir duas diferentes superfícies as quais estao ilustra­
das na Figura 4.8. Tais estruturas sao basicamente bicamadas colocadas sobre o substrato em 
diferentes sítios. A configuracao 1 foi construída de modo a nao possuir nenhum atomo no sítio 
dos trímeros de Bi, em contrapartida na configuracao 2, deseja-se a presenca de Bi em tal sítio.
Apos calcularmos as bandas de energia para cada sistema, conforme mostrado na Figura 
4.9, encontramos uma infinidade de estados acima do nível de Fermi. Tais resultados frustraram 
totalmente nossas expectativas de encontrar um material semicondutor para o uso de Milkstool 
como substrato. Entretanto, iniciamos pesquisas a fim de encontrar outras alternativas mais 
viaveis para nosso estudo.
4.3.3 Si(111)-2x2
Em busca da estrutura ideal para construir um semicondutor por meio de arranjo Si-Bi, 
testamos a substituído de atomos de Si na superfície (111) por atomos de bismuto conforme 
mostrado na Figura 4.10, deste modo, cria-se uma bicamada de Bi com parâmetro de rede
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Figura 4.8: As figuras a) e c) correspondem à visão lateral e superior respectivamente, da construção 
nomeada como configuracao 1. As figuras b) e d) correspondem a visao lateral e superior 
respectivamente, da construcao nomeada como configuracao 2.
Figura 4.9: As figuras a) e b) correspondem as bandas das Configuracoes 1 e 2 respectivamente.
a=3.84A. Inicialmente, calculamos a banda da folha isolada, os resultados podem ser obser­
vados na Figura 4.11. Pensavamos a princípio, que os estados metálicos seriam neutralizados 
ao ligarmos a folha com a superfície de Si, mas oque acontece e aumento de estados cruzando 
o nível de Fermi. Apos buscar por explicacoes em diversas referencias bibliográficas, desco­
brimos que a medida que se liga os atomos de Bi, neutralizando os orbitais Pz, ha uma forte 
tendencia[10] da bicamada se tornar planar alem de um aumento significativo do parâmetro de
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rede, oque explica o aparecimento dos estados metálicos quando se liga a folha com o substrato. 
Sabendo disso, optamos por trabalhar em com uma superfície que respeitasse o parâmetro de 
rede natural do Bi, e com isso iniciamos nossa nossos trabalhos no substrato de Si-2x2.
Figura 4.10: Visão lateral a) e Superior b) da estrutura de Si(111)-1x1 como substrato de uma bicamada
com parâmetro de rede 3.84Â.
Figura 4.11: a^andas de energia da bicamada de Bi com a=3.84Â.b) Bandas de energia da bicamada
no substrato Si(111)-1x1.
Â superfície Si(111)-2x2 foi escolhida por ser totalmente compatível com o parâmetro de 
rede do B ^ /3  x deste modo, os atomos de Bi tendem a ocupar posicoes mais próximas
de seu parâmetro rede natural, reduzindo assim, parte da tensao mecanica observada no arranjo 
Si(111)-1x1. Â escolha de posicoes relativas da bicamada de Bi em relacao ao substrato, geram 
3 geometrias distintas conforme observa-se na Figura 4.12 . Calculamos entao a energia de 
formacao de cada uma delas conforme observa-se na tabela 4.1.
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Figura 4.12: As figuras a) e d) correspondem à visao lateral e superior respectivamente, da construção 
nomeada como Configuraçao Central. As figuras b) e e) correspondem a visao lateral e superior 
respectivamente, da construcao nomeada como Configuracao Delta-1. As figuras c) e f) correspondem a 
visao lateral e superior respectivamente, da construcao nomeada como Configuracao Delta-2.
Estrutura Energia de Formaçao
Configuracao Central -205.73940 eV
Configuracao Delta-1 -205.84862 eV
Configuracao Delta-2 -205.63392 eV
Tabela 4.1: Energia de formacao das respectivas estruturas
Apos calcular as energias de formacao, realizamos o cálculo da estrutura de bandas de cada 
uma das configuracoes, que nos levaram a verificar uma banda muito mais limpa nas proximi­
dades do Gap, em comparacao as que utilizaram Milkstool como Substrato, conforme mostrado 
na Figura 4.13. A partir daí iniciamos algumas tentativas para eliminar os estados metalicos na 
proximidade do nível de Fermi. Primeiramente iniciamos os testes com a Configuracao Central.
En
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a) b) c)
Figura 4.13: Respectivas bandas de energia das configurações: a) Central, b) Delta-1, c) Delta-2. 
a) b)
Figura 4.14: a) Visão superior da Conf. Central com um átomo de hidrogênio no sítio pedente e b) sua
respectiva estrutura de bandas.
O primeiro teste consistia em eliminar a ligacao pedente do atomo de Si na camada superior 
de Si, observado na Figura 4.14 a). Mas novamente encontramos estados metalicos conforme 
visto na Figura 4.14 b). Em virtude de tais resultados, iniciamos nossos testes nas superfícies 
do tipo Delta-2.
Para suprimir os estados metalicos da estrutura Delta tipo 2, inicialmente adicionamos 
apenas um atomo de hidrogenio no sítio pendente, resultando na banda da Figura 4.15 a) per-
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Figura 4.15: Bandas de energia da configuração Delta-2 com quantidades variadas de hidrogênio na 
superfície do substrato, sendo assim: 1H a), 3H b) e 4H c).
manecendo assim os estado metálicos. Com o intuito de verificar a origem do caráter metálico, 
adicionamos três hidrogenios aos sítios que inicialmente se ligavam com a bicamada, levando 
à banda da Figura 4.15 b) que ainda apresentava o persistente caráter metalico. Entao tentamos 
isolar a bicamada, ocupando todos os sítios de ligacao da superfície de Si com hidrogenio nos 
levando ao resultado apresentado na Figura 4.15 c), tal configuracao apresenta tambem caráter 
topologico como esperado de uma folha isolada de Bi, para comprovar, calculamos via WCC 
conforme mostrado na Figura 4.16.
Portanto, conclui-se que a superfície de silício interage fortemente com os atomos da 
bicamada, e que a natureza do caráter metalico se da em virtude disto. Tal fato pode ser clara­
mente observado na Figura 4.15 c), pois ao cortar definitivamente a interacao entre a bicamada 
e substrato, recupera-se o Gap de semicondutor alem do caráter topologico da folha.
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Figura 4.16: WCC calculados para a configuração Delta-2 com 4 átomos de hidrogênio na superfície do 
substrato , como o mimero de bandas que corta as transicões do maior Gap entre os WCC e impar,
trata-se de um isolante topologico.
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5 CONCLUSÕES
Neste trabalho utilizamos cálculos de primeiros princípios, dentro da DFT, juntamente 
com calculos de paridade e centros de Wannier. Estas ferramentas foram utilizadas para obter 
as geometrias mais estaveis, as propriedades eletrônicas, magneticas e topologicas.
Atraves de calculos em primeiros princípios via Teoria do Funcional da Densidade e 
analise de paridade das bandas, verificamos que a bicamada de bismuto e um isolante topologico 
com estados protegidos por simetria de inversao, fato que tambem confirmamos via funcoes de 
Wannier. Vale ressaltar, que o grande diferencial de nosso resultado esta na origem de suas 
propriedades topologicas, tendo em vista que a ref. [40] afirma que elas sao advindas do ponto 
r  e nao do ponto M conforme mostramos em nossos resultados.
Outro resultado substancial de nosso trabalho, se trata da investigacao dos efeitos de spin 
orbita na adsorçao de Bi em Si(111) levando em consideracao tais efeitos na DFT. Com tal 
ferramenta em maos, verificamos que a fase conhecida como Milkstool se mantem como a mais 
estavel via calculos ab initio, distanciando-se ainda mais do ponto de vista energetico das outras 
fases, estando em total acordo com as ref. [12, 13]. Apos avaliar a estabilidade, analisamos o 
efeito do acoplamento Spin (Orbita nas bandas da fase mais estavel verificando que nenhuma 
mudanca relevante e apresentada na eletronica do sistema. Apos obtermos tais resultados sobre 
a estrutura Milkstool, utilizamos ela como substrato para reconstrucao da bicamada de Bismuto 
e confirmamos que o conjunto camada-substrato apresenta caráter fortemente metalico, que 
impossibilitaria o uso desta estrutura como dispositivo loígico.
Por fim apos adsorvermos Bi em Si(111) — 2 x 2 verificamos atraves da DFT que o caráter 
metalico proveniente do Bismuto na superfície Si(111)-2x2 se da em virtude da forte interacao 
do substrato com a folha, que resulta em maior stress nas ligacoes da bicamada .
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6 Apêndice
6.1 Operador Time Reversal
Definiremos aqui o operador Time Reversal (TR) [32] 0 como um operador que leva de 
t 1— > —t , de modo que comute com qualquer simetria espacial mas altera a direcao das variaveis 
dependentes do tempo, como o momento linear, ou seja:
0x0—1 =  X 0 p 0 —1 =  — p. (6.1)
Agora aplicaremos a transformacao Time Reversal no comutador de X com pi para investigar 
a natureza do operador
0 [X, p \0  1 =  [0X0 1,0  p0  1] =  — [X, p] =  — ih. (6.2)
Assim, temos que
0 ih 0 —1 =  — ih,
0i0 1 =  i. (6.3)
Podemos inferir que ha um termo de conjugacao complexa K associado ao operador de 
reversao temporal, dessa forma escreveremos o operador de reversao temporal como
0 =  U K . (6.4)
Onde U e um operador unitario, como estamos interessados em sistemas eletrônicos, 
aplicaremos o operador em nas matrizes de Pauli
0 o p 0 —1 =  — Op, (6.5)
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onde p = (x, y, z) sao índices das matrizes de Pauli. Temos entao mais uma dica de como 
podemos atuar os operadores de reversao temporal, tendo em vista que
OyOx Oy — Ox, (6.6)
OyOy Oy -- Tôy, (6.7)
OyOz Oy = —° Z. (6.8)
Como oy e puramente imaginaria e oz e ox sao matrizes reais, podemos inferir entao
0 = ioyK; 0 —1 =  - i o yK . (6.9)
Consideremos agora um autoestado |n ■S, + ) de n ■S com autovalor + 1
iSz& iSy p
|n ■ S, + ) =  g-T- |+ ) , (6.10)
ÍSz& ÍSyp n
0 |n ■ s ,+ ) =  0 e ^ ^ e ^ r  0 —10 1+ ) . (6.11)
Onde a  e p  sao as projecoes de n nos angulos polar e azimutal respectivamente. Podemos 
notar a transformacao time reversal aplicada nas exponencias levam a elas mesmas, mas por 
definicao, o operador de reversao temporal deve inverter os auto valores associados a variacoes 
temporais, portanto 0 |n ■ S, + ) =  |n ■ S, —) logo:
iSza iSy p —>
0 in .s , + ) =  e ^ r 0 |+ ) =  |n ■ S, —). (6.12)
Para que n ■ S  na equacao acima, tenha como autovalor — 2 devemos impor
—> iSza  iSy(ß +n)
0 |n-S) =  e ~ h r e ^ r -  |+ ) . (6.13)
Logo:
iSy(n)
0 = e ~ ^  = ioyK . (6.14)
Tambem podemos concluir por aplicacao direta de 0 2 que
0 2 =  - 1 . (6.15)
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Podemos por meio disso estabelecer a seguinte relação
e t =  -  e 2 o t =  -  e . (6.16)
Portanto, aplicando o produto escalar entre o os autoestados | Y) e 0 | Y) temos
(YI (0 |Y)) =  ((Y10 t ) | Y) =  - ( y 10 | Y) =  0. (6.17)
Portanto podemos concluir que tais estados, apesar de possuírem os mesmos autovalores de 
energia nos leva a funcoes de onda diferentes, provando dessa forma a chamada degenerescencia 
de Kramers para todo Hamiltoniano invariante por reversao temporal.
6.2 Operador Paridade
Definiremos nessa sessao o operador paridade de tal modo que leve as coordenadas espa­
ciais de r ^  — r e seja unitario. Assim, temos que
P |y (x)) = IY(—x ) ) . (6.18)
De modo
(Y(x)| p tx P  1Y(x)) =  (Y (—x)| x 1Y(—x)) =  — X
PtxP = —x. (6.19)
Temos que P  aplicado duplamente ao mesmo estado deve levar exatamente ao estado 
original, portanto concluímos que
P 2 =  1. (6.20)
Consequentemente P  e um operador hermitiano e seus autovalores podem ser apenas +1
ou 1.
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