Abstract-In this paper, a method for online parameter estimation and automatic control of a system of rigidly attached quadcopters is introduced. First, the method performs an estimation of the physical structure attaching the quadcopters by relying solely on information from the quadcopters' Inertial Measurement Units (IMU). This information is obtained via simple and short online experiments, allowing their plug and play assembly without any human intervention. Then, given the estimated physical attachment's parameters, a stable operation of the quadcopters is achieved via an adaptive controller architecture, where the controller parameters are obtained using Reinforcement Learning. Finally, experimental results validate the proposed method, showing that a correct estimation of the physical structure is obtained allowing the autonomous flight of a pair of attached quadcopters.
I. INTRODUCTION
The development of multirotor Unmanned Aerial Vehicles has spread not only within the research or military fields, but also in the commercial area [1] . The interest in UAVs is growing quickly and it is a recurrent topic in research. The main limitations of multirotor UAVs are their respective maximum payload and flight time, with both properties being highly correlated. A popular solution widely explored in research is to use several collaborating quadcopters to transport the load [2] [3] [4] . In this way, the individual load lifted by each quadcopter is reduced, increasing the flight time while allowing to carry heavier loads.
The aerial collaboration case in which the vehicles transport the loads using cables has been investigated in [5] [6] [7] [8] . In this approach the agents can be controlled independently, while insuring stability of the transported load subject to avoiding any obstacles in the path of the vehicles is the main challenge. In the case of rigid attachments between the load and the vehicles, the physical characteristics of the attachment must be known a priori before a flight attempt. Without this information, the system of quadcopters would, in most of the cases, not be able to perform a successful flight. However, the use of a rigid attachment simplifies the modelling and control problem as the system can be interpreted as a single agent with multiple distributed actuators.
In this paper we describe the design and implementation of a set of methods that allow the autonomous control of rigidly attached quadcopters. Several papers address the control of rigidly attached quadcopters. In the proposed solutions, the position and orientation of each quadcopter is either known a priori [9] , [10] or it is measured in real time [11] [3] . In [10] and [11] , the estimation of each of the quadcopters' position and orientation is directly measured using the VICON system [12] . In [11] , a method to automatically attach and detach the load was included. On the contrary, [9] proposes a method to estimate the pose of the entire system of rigidly attached quadcopters using the quadcopters's onboard cameras. However, in their case, the distance between each quadcopter and their orientation is given a priori. In [3] , a novel method to self-assemble the system of attached quadcopters in mid-air is proposed, using the VICON Motion Capture System (MO-CAP) for the identification and tracking of each individual quadcopter in the system. In [4] , the distance between each pair of quadcopters is fixed and the orientation is known automatically using the modules' physical communication channels. However, such properties may not be known a priori, as quadcopters may be dynamically attached or detached. Moreover, considering that highly precise positioning systems are either too expensive or not available for outdoor deployments, relying on such systems may not be an option.
In this paper, we propose a method to estimate, in an online and quick manner, the position and orientation of each quadcopter previous to any flight attempt. The method requires no prior knowledge of the quadcopters' attachment and relies only on the on-board Inertial Measurements Units (IMUs), which are inexpensive and included in all UAVs. The method first gathers and filters useful data from the IMUs. The data is obtained by forcing the system to hover a few centimeters above the ground, thus generating controlled short hover trials. Then, the position and orientation of each quadcopters relative to the system's coordinate frame is estimated using simple geometrical constraints along with more complex machine learning algorithms and relying solely in the filtered data. Finally, we propose a control strategy to achieve stability and trajectory following capabilities for every possible configuration of the system of rigidly attached quadcopters. An adaptive control architecture is proposed, where the controller is able to compute its gains using a Reinforcement Learning [13] method for controller gains optimization. The proposed approach is validated for the case of two and more quadcopters in simulation and for a single pair of quadcopters in real experiments.
This paper is organized as follows. In Section II the dynamics of the system of rigidly attached quadcopters are explained. Section III addresses the proposed physical parameters estimation algorithm. Section IV introduces the control architecture, while the proposed adaptive controller is presented in Section V. Section VI presents a summary of the experimental setup and results and results while Section VII concludes the paper.
II. MODEL OF THE SYSTEM OF RIGIDLY ATTACHED QUADCOPTERS
In this section, we explain the dynamic model of the system of rigidly attached quadcopters.
We consider a system of N rigidly attached quadcopters whose pose we wish to control. Denote S as the system's reference frame which is placed in its center of mass, and Q as a single quadcopter's reference frame. Finally, I refers to the inertial or world reference frame, as depicted in Fig.  1 . We define the rotation matrix from the inertial or world coordinate frame to the system's coordinate frame as
where cα = cos(α) and sα = sin(α). Given that R S I is a rotation matrix, we have that (R
We can now write the expressions of the accelerations in each axis depending on the force applied by each propeller aṡ
wherev I ∈ R 3 is the linear accelerations vector in the worlds's coordinate frame. F S ∈ R 3 denotes the force generated by the propellers in the system's coordinate frame, which is considered to be zero in the x and y axes and g z being the acceleration of gravity. Finally, m S represents the total mass of the system S. With f i,j being the vertical thrust of propeller j of quadcopter i, the term F S can be expressed as
Further, the angular acceleration in the S coordinate framė w S ∈ R 3 can be expressed in terms of the momentum developed by the propellers aṡ
where J S ∈ R 3×3 is the inertia of the system S, M S ∈ R 3 the torques produced by the propellers in the S coordinate frame and w S ∈ R 3 the angular velocities. The vector M S can be expressed as
where p i,j S ∈ R 3 is the position the propeller i, j within the system's S coordinate frame that generates a torque T i,j ∈ R 3 . This expression can be written as
Finally, gathering Eq. (3) and (6) the resultant moments and total force generated by the propellers can be written in terms of the thrust forces produced by each propeller i, j:
III. ESTIMATION OF THE PHYSICAL ATTACHMENT PARAMETERS OF RIGIDLY ATTACHED QUADCOPTERS
In this section we propose a method to estimate the positions P oi ∈ R 2 and orientations ϑ i for each quadcopter i within the system S's coordinate frame using the individual IMU measurements.
A. Data Acquisiton
We propose a method in which the system lifts a few centimeters from the ground in an arbitrary manner for short periods of time. The system will lift as many times as the number of quadcopters N in the system. To control these lifts, we used the height and attitude PID controllers of the individual quadcopters, with the gains tuned for the single quadcopter case and assuming a rotation ϑ i = 0. In each iteration, one different quadcopter will be chosen as the leader L and the rest as slaves q. During each short lift, the leader L applies a higher z set point and the slaves q a lower one to ensure that enough data is gathered. During the process, the lift time and maximum height are monitored and limited to guarantee safety.
B. Data Filtering
The IMU measurements are filtered in order to reduce noise, suppress the bias and decrease the drift in the position and velocity estimates. Our strategy is summarized in following three steps: 1) Bias reduction: initial estimation and suppression of the bias.
2) Zero-velocity estimator: the system is considered to have null velocity when the variance in the last m measured accelerations is below a threshold. 3) Restart the estimators before each oscillation to reduce the drift.
C. Parameter Estimation
The attachment parameters P oi and ϑ i are estimated based upon the collected data for all the oscillations. This process is designed as an iterative algorithm in which the data is analyzed in pairs of quadcopters. The approach is divided in four steps:
1) Relative z-axis rotation: The first parameter estimated from the measurements is the initial relative rotation around the z-axis ϑ i,j between each pair of attached quadcopters.
As the attachment is rigid, the module of the pair φ
has to be the same for both i and j in the same time step k. Then, the relative rotation between each pair of quadcopters i, j can be calculated as:
with k as each time step in the obtained data and K as the total number of time steps.
2) Distances d i,j :
Considering the coordinate frame defined in Fig. 2 , the normal vector to the plane defined by both quadcopters is denoted, as
and is expressed as
with R m (α) as the rotation matrix around the m-axis an angle α. If we rotate the quadcopter j an angle (ϑ i,j ), with k denoting the time step, we get
with
we have a virtual situation in which the quadcopter j remains static with respect to quadcopter i with a fixed distance d i,j . The equation of the plane defined by both quadcopters in the new situation is
Let the intersection point of all the lines calculated by intersecting the planes defined by Eq. 11 with the plane z = 0 be defined as P int . These lines are all situated in the z = 0 and all the following calculations are done in the R 2 space. As quadcopter i is situated in the origin of the coordinate frame of the pair i, j in k = 0, then P int ∈ R 2 expresses the position of quadcopter j in this coordinate frame. The distance between each pair of quadcopters i, j is 
However, a precise estimation of P int might not be possible as, even after filtering, the IMU data may still be too noisy and a single intersection between the K lines may not occur. There is a property of intersecting lines that allows us to address this problem. 
then ϑ i (i, j) is expressed as
and, finally, ϑ j (i, j):
4) Absolute Position and Orientation: Finally, with the information gathered in the previous steps, it is possible to estimate the values of P oi and ϑ i . The process is depicted in Alg. 1. The entire process is achieved in a fast manner (2 seconds per quadcopter in the system, as shown in Section VI), performed online and with no human interaction needed.
Algorithm 1 Estimate P oi , ϑ i . System S coordinate frame aligned with leader quadcopter L Quadcopter i = 0 set as L:
Calculate the positions P i :
With p CM the position of the system's center of mass: 
D. State Estimation
To address the estimation of the state of the system
, in each time step, we propose that the quadcopter chosen as the leader L estimates the state of the system using its own measurements and the parameters of the rigid attachment that were estimated in the previous steps. In each time step, this state is communicated with the rest of the quadcopters in the system.
IV. CONTROL ARCHITECTURE
The proposed control architecture is well-known in the literature [16] and consists of four blocks of cascaded PIDs. Each block will control the position, linear velocities, attitude and angular velocities. Within each block, there is one different PID for each of the three axes x, y and z. See Fig. 3 for an illustration of the proposed architecture.
The block Power in Fig. 3 maps the output of the angular velocity controllers [R, P, Y ] and the needed thrust z thrust to the voltage that needs to be applied to each propeller i ∈ 1, . . . N, j ∈ 1, . . . , 4. The vector [R, P, Y ] can be understood as the proportional value of the moments [M x , M y , M z ] that need to be applied around each axis in order to obtain the desired attitude. The same architecture is implemented in each quadcopter, where the only difference is the PID controllers' gains (K p , K i and K d ) and the Power block. It is an adaptive control architecture that depends on the position of the quadcopter within the system's S coordinate frame.
A. Motor's power mapping
The Power block follows the expression
where u i,j is the Pulse-Width Modulation (PWM) value that is applied to the propeller i, j and [p (17) and the control gains does not need to be adjusted depending on these variables. These gains are estimated in simulation using Reinforcement Learning (RL) methods, after the parameter estimation step described in Section III has been performed. However, due to the computational effort required by the reinforcement learning methods, these methods may not be able to be applied in real-time. We propose an additional method where the gains are computed offline via simulations for different system configurations, and loaded in real-time when the parameter estimation step has been performed.
In the first approach, we estimate the gains for the attitude and angular velocities for each quadcopter, running the RL algorithm for each quadcopter and each axis. For each quadcopter, the distances to each axis of the system coordinate frame are calculated. Using a RL algorithm in simulation considering each calculated distance, we can estimate the gains for the 
A. Controller gains tuning: Deep Q-learning
We rely on Deep Q-learning, [17] , to automatically tune the PID gains. The objective of Q-Learning is to optimize the so called Q-Function that maps the current state s t , in a Markov Decision Process (MDP) [18] , and the chosen action a t with the expected reward r t . The optimal action a t is the one that maximizes the long-term reward R t+1 . In the case of Deep Q-learning, the Q-function is approximated by a Neural Network named the Q-Network. The objective is to maximize the reward, for a certain time step:
Algorithm 2 Train the Neural Network Q(s, a; θ)
Initialize the state s 0 while !convergence do a
where γ is the discount rate parameter that determines the weight given to the reward estimated by the Q-function. In our case, the method is implemented in simulation for a system of n = 2 quadcopters. The agent will be the PIDs and the available actions are a t to increase, decrease or not change the values of each of the PIDs' gains by a percentage α t of the current value that decreases by a value δα in each time state. The state s t is represented by the current gains of the PIDs. To accelerate the process, the tuning is done in pairs. We tune first the PID's related to the roll motion and later the yaw motion ones. For each time step, two actions are chosen from the policy, one to change the state of the attitude PID's parameters (φ, or ψ) and one to change the angular velocities PID's parameters (w x or w z ). Then, one Q-Network is be trained per axis. Each Q-Network has one input for each state and one output for each action with 2 hidden layers of 16 Rectifier Linear Units (ReLU) [19] . The output units, 18 in total, represent the expected reward for each action. From each group, the action with a higher expected reward will be chosen and will trigger the transition from state s t to s t+1 . The learning algorithm that is applied for each distance d and PID gains pairs is summarized in Alg. 2. For further details on the Q-learning method see [20] .
B. Reward function
The reward function is designed with the aim to decrease both the system maximum overshoot and the response peak time. In each simulation, the set-point is the maximum attitude angle possible φ sim in the case of the [φ, w x ] controllers and a angle of ψ sim degrees in the case of the [ψ, w z ] controllers and a fix height of z sim . One simulation is run in each iteration t of Alg. 2. The reward function was designed as follows in order to capture the desired performance requirements: 
VI. EXPERIMENTAL RESULTS
We now present the results obtained in the experiments performed at the Smart Mobility Lab (SML) at the KTH Royal Institute of Technology. We use the Crazyflie 2.0 by Bitcraze [21] and due to its small size and weight, the structure connecting the quadcopters has to be very light. In this case, we designed two 3D-printed hollow structures (see Fig. 4 ) with lengths 6.6 cm and 8.8 cm which satisfy the stiffness requirement. The communication between the Crazyflies and the ground station is achieved using the Crazyradio (2.4GHz ISM band) which allows to simultaneously communicate with multiple Crazyflies. The parameter estimation and adaptive controller methods were implemented in the ground station (Intel i7,16 GB of RAM).
We use both a Motion Capture System (MOCAP) positioning system and the UWB-based Loco Positioning System (LPS) by Bitcraze in the experiments. The final architecture is depicted in Fig. 5 . Both the parameter estimation and control approach were validated in simulation for different configurations with 2 < N < 6 quadcopters. In the case of the real system, the methods were only validated for the N = 2 quadcopters case using two different distance between them. These experiments and further analysis are provided in [22] .
A. Parameter Estimation
We run the estimation step ten times for each possible combination of distances (6.6 L z = 30cm, applied for 0.2s per oscillation. To evaluate the estimation error compared to the ground truth, the Root Mean Square Error (RMSE) was calculated. The obtained RMSE values are < 0.015 m and < 15 degrees in all cases, as depicted in Fig. 6 . Given the attachment design, only four different values of the orientation are possible. Hence, assuming that the solution may only be one of these four orientations, our method perfectly estimates the orientation of each quadcopter in every test, i.e. RMSE = 0 degrees.
B. Control Architecture
In order to perform the gain calculation in real-time, we used the offline RL method, where the gains were precomputed offline for 20 different distances with a Δd = 5cm and a d 0 = 15cm. The total cost of the offline computation was 80 minutes (20 times 2 minutes per x and z axis). After validating the control architecture in simulation for N ≥ 2 quadcopters, we experimentally evaluated the control architecture with the true attachment parameters, using the MOCAP and the LPS as positioning systems. Later, we repeated the experiments for the case in which the attachment parameters were estimated before each flight attempt. During the experiments, four different trajectories are used: 2D-Square, 2D-Eight, 3D-Eight and 3D-Circle. The trajectory for the 3D-circle case is depicted in Fig. 7 .
The Mean Squared Error (MSE) between the followed trajectories (measured with the MOCAP system) and the desired trajectory setpoints are depicted in Fig. 8 . First, we can observe that the system S is able to perform a stable flight in all the tested cases while the trajectory tracking performance is similar in all cases. Successful flights were performed with the LPS system, which provides positioning measurements with lower accuracy than the MOCAP. Further analysis of the LPS results are presented in [22] .
VII. CONCLUSIONS
In this paper, we proposed a method to fly a system of rigidly attached quadcopters where the attachment parameters are unknown, by integrating an adaptive controller with a novel method to estimate these parameters without requiring any human interaction. The attachment parameters are estimated solely relying on the information from the IMU of each quadcopter, in an online and fast manner. We experimentally validated the proposed methods for the case of N = 2 quadcopters, while a simulation validation was performed for the case of N > 2 quadcopters.
As future work, we plan to further analyze the stability of the proposed control architecture for a wider range of configurations and number of quadcopters. In addition, we will investigate mechanisms which allow quadcopters to attach and detach automatically without human intervention. Furthermore, we would like to further improve the accuracy of the parameter estimation method.
