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1. Introduction
Suppose v treatments are to be compared using an experimental design having b linear blocks each
of k units or plots. An arrangement of v treatments to the k plots of b blocks is said to be a block
design. In some agricultural ﬁeld experiments, repeated measures experiments and biometrical sci-
ences experiments involving virus and viral preparation, observations are taken sequentially in time or
in space. In such instances, it is quite realistic to assume some sort of correlations between neighboring
(in time or in space) plots. Azais et al. [1] and Rees [9] noted several examples of experiments where
observations from neighboring plots are expected to be correlated. In this paper, we present E-optimal
designs for v  3 treatments in b linear blocks where each block has only k = 3 plots or units under
the assumption that the intrablock observations are correlated according to a conditional autonormal
process, and that the interblock observations are uncorrelated. Simply stated, an E-optimal design
minimizes the maximum variance among all best linear unbiased estimators of normalized linear
contrasts of treatments. For given v and b, we shall let D(v, b) denote the class of all connected designs
for v treatments in b blocks of size k = 3. Note that a design is said to be connected if it permits
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estimation of all pairwise differences of treatments. The proposed E-optimality problem is addressed
under the following ﬁxed effects model:
Yd = 13bμ + Z1β + Xdτ + , cov() = σ2. (1)
Here Yd is the 3b × 1 column vector of observed responses obtained from a design d, 13b is the 3b ×
1 column vector of ones, τ is the v × 1 vector of treatment effects; Xd is a 3b × v plot-treatment
design matrix and β is the vector of parameters for ﬁxed block effects. With observation vector Yd
in block major order, the plot-block incidence matrix Z1 is equal to Ib ⊗ 13 where ⊗ stands for the
Kronecker product. The error covariancematrix is assumed here to follow the ﬁrst-order conditional
auto-normal structure for which
−1 = Ib ⊗
⎛
⎝ 1 −ρ 0−ρ 1 −ρ
0 −ρ 1
⎞
⎠ ,
where ρ ∈
(−1√
2
, 1√
2
)
for positive definiteness of . However, we address the optimality problem for
positive values of ρ only and assume, WLOG, σ2 = 1. We like to note here that the above covariance
structure provides a ﬂexible family for modeling positive long-range correlations (i.e. slow decaying
correlations) as argued elsewhere in the literature on two dimensional designs (e.g., [7,10,2,3]).
With Z = (13bZ1), the generalized least squares information matrix Cd for estimation of treatment
contrasts under model (1) is
Cd = X ′d−1Xd − X ′d−1Z(Z ′−1Z)−Z ′−1Xd.
For all connected design d, the above information matrix is non-negative definite with rank v − 1. If
d∗ maximizes trace (Cd) over all d ∈ D(v, b) and makes Cd∗ completely symmetric in the sense that the
diagonal elements of Cd∗ are all equal and off-diagonal elements of Cd∗ are equal, then d
∗ is universally
optimal in D(v, b), see Proposition 1 of [6].
The above universally optimal designs require such positional conditions as balanced for repli-
cations of treatments in the end plots and in the interior plots, balanced for neighbor counts with
balanced end pairs, etc., see Gill and Shukla [2] and Martin and Eccleston [8], for example. It also
follows from the above papers that such universally optimal designs can only be constructed using
multiples of v(v−1)
2
blocks when v is odd and multiples of v(v − 1) blocks when v is even, see Martin
and Eccleston [8]. Thus for all b for which no universally optimal design can be constructed satisfying
Kiefer’s [6] sufﬁcient conditions mentioned above, a logical approach is to search for designs that are
optimal with respect to other statistical optimality criterion such as E-optimality. However, literature
is very slow in addressing this problemwhen design parameters do not satisfy the block requirements
mentioned above. In a recent paper, Uddin [11] addressed this optimality problem for v = 3 treatments
in blocks of size k = 3 within various subclasses of all connected designs assuming that the intrablock
observations are correlated according to a ﬁrst order autoregressive processwith positive correlations.
Jin and Morgan [5] identiﬁed A andMV optimal incomplete block designs for v treatments within the
class of minimally connected designs for spatially correlated observations. Here we address some
aspects of E-optimal designs for v  3 treatments undermodel (1) when errors follow the conditional
autonormal process speciﬁed above and the number of blocks b is not restricted to those required by
Kiefer’s [6] universally optimal designs.
If we let μd1 denote the smallest nonzero eigenvalue of the information matrix Cd of a connected
design d ∈ D(v, b), then a design d∗ ∈ D(v, b) is said to be E-optimal ifμd∗1  μd1 for all d ∈ D(v, b). Sim-
ply stated, our task is toﬁnd the smallestnonzeroeigenvalueμd1 ofCd for anarbitrarydesignd ∈ D(v, b),
and then ﬁnd conditions that maximize μd1 over all d ∈ D(v, b). For the purpose of maximizing μd1,
we need to simplify the information matrix further. Following Uddin [11], ﬁrst we write:
ediu = the number of times treatment i appears in the two end plots of the uth block.
fdiu = the number of times treatment i appears in the interior plot of the uth block.
ndii′u = the number of times treatments i and i′ occur as neighbors in the uth block with the con-
vention that this neighbor count is doubled when i = i′.
edi =
∑b
u=1 ediu, fdi =
∑b
u=1 fdiu, rdiu = ediu + fdiu, rdi =
∑b
u=1 rdiu.
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The diagonal and off-diagonal elements of the information matrix Cd can now be expressed as
follows:
cdii =
∑b
u=1 cdiiu where
cdiiu = rdiu − ρndiiu − 13−4ρ ((1 − ρ)ediu + (1 − 2ρ)fdiu)2, i = 1, 2, . . . , v, and
cdii′ =
∑b
u=1 cdii′u where
cdii′u = −ρndii′u − 13−4ρ ((1 − ρ)ediu + (1 − 2ρ)fdiu)((1 − ρ)edi′u + (1 − 2ρ)fdi′u), i /= i′ = 1, 2, . . . , v.
We now attack the proposed problem in two separate sections. In section 2, we show that a class of
nearly balanced neighbor designs for three treatments having complete blocks is E-optimal in D(v =
3, b) where b = 3n ± 1,n 1 is any integer. Incomplete block designs in blocks of size k = 3 for v  4
is considered in section 3. In both sections we take advantage of the following result from Jacroux [4].
Lemma 1. Let Cv×v = (cij) be a positive semi-definite symmetric matrix with C1v = 0, and cij  0 for i, j =
1, 2, . . . , v, i /= j. If μ0 = 0 μ1  μ2 . . . , μv−1 are the eigenvalues of C , then the following inequalities
hold:
(a) μ1  vv−1 cii, i = 1, 2, . . . , v.
(b) μ1  cii+cjj−2cij2 for i, j = 1, 2, . . . , v, i /= j.
Note that for any d ∈ D(v, b), the information matrix Cd satisﬁes the conditions of Lemma 1 and
hence the inequalities (a) and (b) hold for μd1 for all d ∈ D(v, b).
2. E-optimal complete block designs for three treatments
This sectiondealswith the special caseof v = 3and k = 3.Note that the smallest nonzero eigenvalue
of Cd of any connected design d for three treatments is (see Uddin, 2008)
μd1 = cd11 + cd22 + cd12 −
√
(cd22 + 2cd12)(cd22 − cd11) + (cd11 + 2cd12)2 (2)
As noted above, Kiefer’s [6] universally optimal design d∗ for three treatments uses b = 3n blocks
and is constructed by taking n 1 copies of the blocks (1,2,3), (2,3,1) and (3,1,2). For b = 3n ± 1, we
introduce two designs d1 and d2 by adding additional blocks to the universally optimal design d
∗.
d1: n copies of the three blocks (1,2,3), (2,3,1), (3,1,2), and one copy of the block (1,3,2).
d2: n − 1 copies of the three blocks (1,2,3), (2,3,1), (3,1,2), and one copy of the two blocks (3,1,2),
(3,2,1).
The smallest nonzero eigenvalue of Cd1 and Cd2 , obtained utilizing (2), are displayed below.
μd11 =
⎧⎨
⎩
9n+3−6nρ−9nρ2−4ρ
3−4ρ = μd11L , if ρ ∈
(
0, 2
3
]
9n+3−6nρ−9nρ2−6ρ2
3−4ρ = μd11U , if ρ ∈
(
2
3
, 1√
2
)
.
(3)
μd21 =
⎧⎨
⎩
9n−3−6nρ−9nρ2+6ρ2
3−4ρ = μd21L , if ρ ∈
(
0, 2
3
]
9n−3−6nρ−9nρ2+4ρ
3−4ρ = μd21U , if ρ ∈
(
2
3
, 1√
2
)
.
(4)
We now utilize (3), (4), and inequalities (a) and (b) of Lemma 1 to prove the following theorem.
Theorem 1. Let Du(v = 3, b) be the subclass of all unequally replicated connected designs. For all ρ ∈
(0, 1+
√
6
5 ], thedesignsd1 andd2 areE-better thananyunequally replicateddesignd inDu(v = 3, b = 3n + 1)
and Du(v = 3, b = 3n − 1) respectively.
Proof. For any arbitrarydesignd ∈ Du(v = 3, b), there exists at least one treatment that appears atmost
b − 1 times. So we assume, without loss of generality, that the treatment 3 appears rd3 = b − w times
where w  1. Then an arbitrary design d ∈ Du(v = 3, b) may be described as a design having fd3 − m1
blocks of type (−, 3,−),m1 blocks of type (3, 3,−),m2 blocks of type (3,−, 3), b − w − fd3 − m1 − 2m2
blocks of type (3,−,−), and (w + m1 + m2) blocks of type (−,−,−) where plot positions marked by ‘−’
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receive only treatments 1 and 2 satisfying rd1 + rd2 = 2b + w, andm1 andm2 are nonnegative integers.
Evaluating cd33 for each block type described above, and using (a) of Lemma 1, we obtain
(3 − 4ρ)μd1 
3b(2 − 2ρ − ρ2) + 3fd3ρ(2 − 3ρ) + 3w(ρ2 + 2ρ − 2)
2
= Hd1(fd3,w), say. (5)
Next we establish another upper bound for μd1 utilizing the inequality stated in Lemma 1(b). For
each block type described above, treatments 1 and 2 are assigned to plots marked by ‘−’ in such a way
that the quantity cd11u + cd22u − 2cd12u is maximized for the given block type. Taking the maximum
value of cd11u + cd22u − 2cd12u for each of the above block types and using inequality (b) of Lemma 1,
we obtain
(3 − 4ρ)μd1 
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
b(3 − ρ − 9ρ2
2
) − 3fd3ρ(2−3ρ)
2
+ w(1 + ρ − 7ρ2/2)
−m1(1 − 2ρ)2 − m2(1 − ρ)2, if ρ ∈
(
0, 2
3
]
b(3 − ρ − 9ρ2/2) − 3fd3ρ(2−3ρ)
2
+ w(1 − 3ρ + 5ρ2/2)
−m1(1 − 2ρ2) − m2(1 − 5ρ2 + 2ρ), if ρ ∈
(
2
3
, 1√
2
)
Note here that the expressions (1 − 2ρ)2, (1 − ρ)2, and
(
1 − 3ρ + 5ρ2
2
)
are positive for all ρ, and
(
1 +
ρ − 7ρ2
2
)
is positive for all ρ ∈
(
0, 2
3
]
. However, (1 + 2ρ − 5ρ2) is positive for ρ ∈
(
0, 1+
√
6
5
]
and is
negative for all ρ ∈
(
1+√6
5 ,
1√
2
)
. This implies that
(3 − 4ρ)μd1 
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
b
(
3 − ρ − 9ρ2
2
)
− 3fd3ρ(2−3ρ)
2
+ w(1 + ρ − 7ρ2
2
), if ρ ∈
(
0, 2
3
]
= Hd21(fd3,w), say,
b
(
3 − ρ − 9ρ2
2
)
− 3fd3ρ(2−3ρ)
2
+ w
(
1 − 3ρ + 5ρ2
2
)
, if ρ ∈
(
2
3
, 1+
√
6
5
]
= Hd22(fd3,w), say,
b
(
3 − ρ − 9ρ2
2
)
− 3fd3ρ(2−3ρ)
2
+ w
(
1 − 3ρ + 5ρ2
2
)
if ρ ∈
(
1+√6
5 ,
1√
2
)
+m2(5ρ2 − 2ρ − 1) = Hd23(fd3,w,m2), say.
(6)
We now look at the two cases b = 3n + 1 and b = 3n − 1 separately.
Case I. b = 3n + 1,n 1 is any integer.
First assume that ρ ∈
(
0, 2
3
]
. For given w = w0  1,Hd1(fd3,w0) (3 − 4ρ)μd11L if fd3  n − 13 +
w0(ρ
2+2ρ−2)
ρ(3ρ−2) , see (3) and (5) and compare. If fd3 > n − 13 + w0(ρ
2+2ρ−2)
ρ(3ρ−2) , then using (6), we haveHd21(fd3,
w0) < (3 − 4ρ)μd11L if 4ρ − 6ρ2 − 2w0(1 − ρ)2 < 0 which is true for all ρ ∈
(
0, 2
3
]
since w0  1.
If ρ ∈
(
2
3
, 1+
√
6
5
]
then, for given w = w0  1,Hd1(fd3,w0) (3 − 4ρ)μd11U if fd3  n + 1 +
w0(ρ
2+2ρ−2)
ρ(3ρ−2) . On the other hand, if fd3 < n + 1 + w0(ρ
2+2ρ−2)
ρ(3ρ−2) , we have Hd22(fd3,w0) < (3 − 4ρ)μd11U
if 6ρ2 − 4ρ − 2w0(1 − 2ρ2) < 0 which is true for all ρ ∈
(
2
3
, 1+
√
6
5
]
since w0  1.
Hence μd1  μd11 for all fd3 ,w  1, and ρ ∈
(
0, 1+
√
6
5
]
whenever b = 3n + 1.
Case II. b = 3n − 1,n 1 is any integer.
Assume ﬁrst that ρ ∈
(
0, 2
3
]
. For given w = w0  1,Hd1(fd3,w0) (3 − 4ρ)μd21L if fd3  n − 1 +
w0(ρ
2+2ρ−2)
ρ(3ρ−2) , see (4) and (5) and compare. But if fd3 > n − 1 + w0(ρ
2+2ρ−2)
ρ(3ρ−2) , then by (6), we have
Hd21(fd3,w0) < (3 − 4ρ)μd21U if 4ρ − 6ρ2 − 2w0(1 − ρ)2 < 0which is true for all ρ ∈
(
0, 2
3
]
sincew0 
1.Wenowassume that ρ ∈
(
2
3
, 1+
√
6
5
]
. For givenw = w0,Hd22(fd3,w0) (3 − 4ρ)μd21U if fd3  n − 1 −
w0(5ρ
2−6ρ+2)
3ρ(3ρ−2) . On the other hand, if fd3 > n − 1 − w0(5ρ
2−6ρ+2)
3ρ(3ρ−2) , we have Hd1(fd3,w0) < (3 − 4ρ)μd21U if
6ρ2 − 4ρ − 2w0(1 − 2ρ2) 0 which is true for all ρ ∈
(
2
3
, 1+
√
6
5
]
since w0  1.
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Henceμd1  μd21 for all fd3,w  1, and ρ ∈
(
0, 1+
√
6
5
]
whenever b = 3n − 1. The proof is now com-
pleted by combining the above two cases. 
Next we address the optimality of d1 and d2 within the subclass De(v = 3, b) of all equireplicate
connected designs. The two cases b = 3n + 1 and b = 3n − 1 are handled separately. The optimality of
d1 in De(v = 3, b = 3n + 1) is established ﬁrst in the following theorem.
Theorem 2. Consider the class De(v = 3, b = 3n + 1) of equireplicate designs where n 1 is an integer.
The design d1 is E-optimal in De(v = 3, b = 3n + 1) for all ρ ∈
(
0, 1√
2
)
.
Proof. Let d ∈ De(v = 3, b = 3n + 1)be arbitrary. Since b = 3n + 1,n 1, there exists at least one treat-
ment that appears at least n + 1 times in the interior plots. Assume without loss of generality that
the treatment 3 appears at least n + 1 times in the interior plots and so take fd3 = n + 1 + z where
z  0. This implies that fd1 + fd2 = 2n − z. Since treatment 3 appears in n + 1 + z interior plots and
2n − z end plots, an arbitrary design d may be described as a design having n + 1 + z − m1 blocks of
type (−, 3,−),m1 blocks of type (3, 3,−),m2 blocks of type (3,−, 3), 2n − z − m1 − 2m2 blocks of type
(3,−,−), and (m2 + m1) blocks of type (−,−,−)where plot positionsmarked by ‘−’ receive treatments
1 and 2 satisfying rd1 = rd2 = b, andm1,m2, and z are all nonnegative integers.
Now we establish an upper bound for μd1 utilizing the inequality stated in Lemma 1(b). For each
block type described above, treatments 1 and 2 are assigned to plots marked by ‘−’ in such a way that
the quantity cd11u + cd22u − 2cd12u is maximized for the given block type when ρ ∈
(
0, 1√
2
)
. Complete
enumeration shows that the quantity cd11u + cd22u − 2cd12u, for block types (−, 3,−) and (3,−,−), is
maximized for all ρ ∈
(
0, 1√
2
)
if (−, 3,−) = (1, 3, 2) and (3,−,−) = (3, 1, 2) or (3, 2, 1). However, for
the block type (−,−,−), the quantity cd11u + cd22u − 2cd12u is maximized when (−,−,−) = (1, 2, 1) or
(2, 1, 2) if ρ ∈
(
0, 2
3
)
, and when (−,−,−) = (1, 1, 2) or (1, 2, 2) if ρ ∈
(
2
3
, 1√
2
)
. The other two block types
are uniquely determined since they have only one plot positions marked by “−”.
Taking the maximum value of cd11u + cd22u − 2cd12u for each of the above block types, we obtain
μd1
1
2
b∑
u=1
(cd11u + cd22u − 2cd12u)

⎧⎨
⎩
9n+3−6nρ−4ρ−9nρ2
3−4ρ − 3ρz(2−3ρ)2(3−4ρ) , if ρ ∈
(
0, 2
3
]
9n+3−6nρ−4ρ−9nρ2−3ρz(2−3ρ)/2−m2(1+2ρ−5ρ2)
3−4ρ , if ρ ∈
(
2
3
, 1√
2
) (7)
In a similar fashion, we utilize Lemma 1(a) to obtain
μd1 
3
2
cd33 
2(9n + 3 − 6nρ − 6ρ2 − 9nρ2) + 3ρz(2 − 3ρ)
2(3 − 4ρ) (8)
If ρ ∈
(
0, 2
3
]
then using (3) and (7), we have μd1  9n+3−6nρ−4ρ−9nρ
2
3−4ρ = μd11L for all d ∈ Deb=3n+1. If
ρ ∈
(
2
3
, 1√
2
)
then, using (3) and (8), we have μd1  9n+3−6nρ−6ρ
2−9nρ2
3−4ρ = μd11U for all d ∈ De(v = 3, b =
3n + 1), completing the proof. 
Similar to Theorem 2, we obtain the following result on the E-optimality of d2 in De(v = 3, b =
3n − 1).
Theorem 3. Consider the class De(v = 3, b = 3n − 1) of equireplicate designs where n 1 is an integer.
The design d2 is E-optimal in De(v = 3, b = 3n − 1) for all ρ ∈
(
0, 1√
2
]
.
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Proof. Let d ∈ De(v = 3, b = 3n − 1) be arbitrary. Since b = 3n − 1,n 1, there exists at least one
treatment that appears at most n − 1 times in the interior plots. Assume without loss of generality
that the treatment 3 appears at most n − 1 times in the interior plots and so take fd3 = n − 1 − z
where z  0. Then an arbitrary design dmay be described as a design having n − 1 − z − m1 blocks of
type (−, 3,−),m1 blocks of type (3, 3,−),m2 blocks of type (3,−, 3), 2n + z − m1 − 2m2 blocks of type
(3,−,−), and (m2 + m1) blocks of type (−,−,−)where plot positionsmarked by ‘−’ receive treatments
1 and 2 satisfying rd1 = rd2 = b, and m1,m2, and z are all nonnegative integers. The proof can now be
completed by mimicking the steps in the proof of Theorem 2. 
Combining the results of Theorems 1–3, we see that the designs d1 and d2 are E-optimal within
the respective class of all connected designs whenever ρ ∈
(
0, 1+
√
6
5
]
. For all other ρ ∈
(
1+√6
5 ,
1√
2
]
, we
have shown that d1 and d2 are E-optimal only among equireplicate designs, see the conditions on ρ in
Theorems 1-3 and compare.
3. E-optimal incomplete block designs having blocks of size three for v  4
In this section, we address the E-optimality problem of incomplete block designs in a subclass
Dr(v, b + b1) for v  4 having blocks of size three when 1 b1 < v3 and b is equal to v(v − 1) when v
is even and b is equal to v(v−1)
2
when v is odd. The subclass Dr(v, b + b1) consists of those designs d
for which treatment replications are as equal as possible, i.e., rdi ∈ {r, r + 1} for all iwith r =
[
3(b+b1)
v
]
where [h] stands for the largest integer not exceeding h.
Let d3 ∈ Dr(v, b + b1) be a design obtained by adjoining b1 additional disjoint blocks to the b blocks
of theuniversally optimal designd∗ ∈ D(v, b). Thenonemayverify that the smallest nonzero eigenvalue
of the C-matrix of the design d3 ∈ Dr(v, b + b1) is the same as the common nonzero eigenvalue μ∗ of
the design d∗, i.e.,
μd31 =
2b(3 − 2ρ − 3ρ2)
(3 − 4ρ)(v − 1) = μ
∗.
The following theorem gives a sufﬁcient condition for the design d3 to be E-optimal in Dr(v, b + b1).
This approach is similar to uncorrelated case where E-optimal designs were obtained by adding extra
blocks to knownbalanced incomplete block designswhich are universally optimal for the uncorrelated
errors. For an arbitrary design d ∈ Dr(v, b + b1), wewrite R to denote the set of all treatments for which
rdi = r and Rc denote the set of the remaining treatments. Since 3b1 < v, both R and Rc are nonempty
set. We write v1 to denote the number of treatments in R.
Theorem 4. Consider the subclass Dr(v, b + b1) where b = v(v − 1) when v is even and b = v(v−1)2 when
v is odd and b1 is a nonnegative integer such that 3b1 < v and assume that ρ ∈
(
0, 2
3
]
. Then the design d3
described above is E-optimal in Dr(v, b + b1) under model (1) for all design parameters satisfying (c)(3b −
3vf0 − v)ρ2 − 2(b + v − vf0)ρ + 2v  0, where f0 =
[
3bb1+4vb1−v2
3vb1
]
.
Proof. With b + b1 interior plots available for any arbitrary design d ∈ Dr(v, b + b1), there must be at
least one treatment, say 1, for which fd1  bv . If 1 ∈ R, then we have
cd11 = r −
(4 − 6ρ + ρ2)m3 + (1 − 2ρ)2m2 + (1 − ρ)2m1
3 − 4ρ ,
wherem1 andm2 are the number of blocks containing treatment 1 only in the end and interior plots,
respectively, and m3 is the number of blocks with treatment 1 at both end and interior plots but not
at all three plots of a block. Since ρ ∈
(
0, 2
3
]
and fd1  bv , we obtain
cd11  r −
b(1 − 2ρ)2
v(3 − 4ρ) −
(1 − ρ)2
3 − 4ρ
(
r − b
v
)
.
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Using inequality (a) of Lemma 1 and the fact that r = 3bv , we obtain
μd1 
v
v − 1 cd11 
2b(3 − 2ρ − 3ρ2)
(v − 1)(3 − 4ρ) = μ
∗.
Thus for d to be E-better than d3, we must have fdi  1 + bv for all i ∈ R. So assume this is the case.
Since at least v1(b+v)v interior plots are occupied by the v1 treatments of R there must be a treatment,
say u, in Rc for which fdu 
[
v(b+b1)−v1(b+v)
v(v−v1)
]
=
[
3bb1+4vb1−v2
3vb1
]
= f0. This implies that
μd1 
v
v − 1 cduu 
vρ(2 − 3ρ)f0 + (3b + v)(2 − 2ρ − ρ2)
(3 − 4ρ)(v − 1)  μd∗ by (c).
This completes the proof. 
We like to note that the usefulness of the above theorem is limited by condition (c) of the above
theorem. This condition is a function of three independent parameters v, b1, and ρ since b is speciﬁed
to be equal to v(v−1)
2
for odd v and equal to v(v − 1) for even v. However, we see that the condi-
tion (c) is satisﬁed for moderate to large values of ρ in
(
0, 2
3
)
for inﬁnitely many combinations of v
and b1. For example, for odd v of the form v = 6n + 1,n 3 the condition (c) is satisﬁed for all ρ ∈(
n−
√
(n−2)(n−1)
3n−2 ,
n+
√
(n−2)(n−1)
3n−2
)
,n 3,whenb1 = 1and forallρ ∈
(
n−
√
(n−4)(n−2)
3n−4 ,
n+
√
(n−4)(n−2)
3n−4
)
,n
5, when b1 = 2. Similarly, the condition (c) is satisﬁed for all ρ ∈
(
n−
√
(n−4)(n−2)
3n−4 ,
n+
√
(n−4)(n−2)
3n−4
)
when
v = 3n,n 5, b1 = 1 and when v = 6n,n 5, b1 = 2. One may derive similar results for other sets of
v and b1. E-optimal designs for all values of ρ not covered by the above theorem are currently under
investigation and will be reported elsewhere.
4. Concluding remarks
We consider experiments in which v treatments are to be compared using 3b experimental units
arranged inb linear blocks of threeunits each. The intrablockobservations are assumed tobe correlated
according to a conditional autonormal process. It is shown here that the complete block designs d1
and d2 are E-optimal within the respective class of all connected designs under model (1) for all
ρ ∈
(
0, 1+
√
6
5
]
. For other positive values of ρ, these designs are shown to be E-optimal within the class
of equireplicate designs only. Furthermore, some incomplete block designs for v  4 in blocks of size
k = 3 are identiﬁed which are E-optimal for moderate to large positive values of ρ. Here we have
addressed the optimality problem under the assumption that the correlations decay slowly. The situ-
ations in which correlation decreases exponentially with distance between plots is often modeled by
autoregressive process of order 1which is considered byUddin [11]. Details on optimal properties of d1
and d2 under the autoregressive error process can be found inUddin [11]. For large positive correlation,
a class of nonbinary designs is also found by Uddin [11] to be E-optimal under the autoregressive error
process. The choice of a design for use in practice thus, in part, depends on some prior information
of the expected covariance structure as well as the magnitude of covariance parameters. Although
the the two designs d1 and d2 described above are found to be robust in the sense that they are E-
optimal under both error covariance structures for a wide range of covariance parameters, one should
also utilize other optimality criteria (e.g., MV ,A) depending on the purpose of the experiment before
selecting a design for use in practice.
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