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Image
Reconstruction
Using DataDependent
Triangulation
igital image reconstruction refers to the
process of ﬁtting a continuous intensity
surface through discrete image samples. Reconstruction
is a crucial ﬁrst step in resampling operations like magniﬁcation. Such operations are basic to any commercial
image-manipulation software. They prove useful in
applications such as enhancing the resolution of lowcost digital cameras or in preparing
a low-resolution image for printing
on a higher resolution printer.
Image reconstruction based
This article considers the problem
of how to best reconstruct an existing
on data-dependent
image using one sample per pixel.
Figures 1b and 2 show examples cretriangulation with new cost
ated with our algorithm, contrasted
with results from conventional methfunctions and optimization
ods in Figures 1a and 3.
Researchers have studied the
can create higher quality
image reconstruction problem extensively. Signal processing tools1-3 can
images than traditional
analyze the relative merits of
approximating a discrete 1D signal
bilinear or bicubic spline
using various methods such as nearest neighbor, linear interpolation,
reconstruction.
cubic splines, Gaussians, differences
of Gaussians, or windowed sinc functions. These 1D
approximation methods are typically extended to 2D
images by forming the tensor product of the basis functions. Thus, for example, linear interpolation from 1D
signal processing becomes piecewise bilinear surface
patches in 2D image reconstruction. However, because
those bilinear patches all align with the image coordinate axes, their artifacts tend to reveal the underlying
sampling grid, as Figure 1a shows.
This article presents a new method for image reconstruction using a piecewise linear intensity surface
whose elements don’t generally align with the coordinate axes. This method is based on the technique of
data-dependent triangulation (DDT) that Dyn, Levin,
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and Rippa4 introduced and has proven capable of producing more pleasing reconstructions than axis-aligned
methods. For example, Figure 1a shows a digital image
scaled by a factor of four using bicubic reconstruction.
Figure 1b shows the same enlargement using this new
reconstruction algorithm.
In addition to simple image magniﬁcation, DDT can
also improve the appearance of texture maps viewed
close up. The idea is to replace a traditional texture map
with a mosaic of triangles with color varying linearly
across each triangle. Figure 3 shows a texture-mapped
plane rendered on SGI hardware; Figure 2 shows the
texture map—at the same resolution—as a DDT mosaic, also rendered on SGI hardware.
This DDT-based reconstruction algorithm minimizes
the visual impact of the reconstruction errors. However, no reconstruction method is perfect. If we create an
image I2 by reducing the pixel resolution of image I1 by
a factor of n and then create image I3 by increasing the
pixel resolution of I2 by a factor of n, differences will generally exist between I1 and I3, regardless of the reconstruction method used. While a DDT reconstruction may
not dramatically reduce quantifiable error, it can significantly reduce the visibility of artifacts by moving
them off of the sampling axes. This idea resembles how
stochastic sampling, while not quantifiably reducing
aliasing, reduces the visual effects by converting structured aliasing to apparent noise.
In addition to demonstrating how nicely DDT can
address the reconstruction problem, this article also
makes two contributions to the DDT literature: a new
cost function and an improved optimization algorithm.
These enhancements help improve DDT’s performance
with image reconstruction.
An important feature of our new cost function is that
it yields pleasing results while being invariant to the
range of intensities. Most suitable DDT cost functions
are based on 3D geometric properties and hence are sensitive to the chosen range of intensity values [0, Imax].
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1 Four-power magniﬁcation of a
butterﬂy image at 100 dpi:
(a) bicubic reconstruction and
(b) data-dependent triangulation
(DDT) reconstruction.

Depending on device- and software-speciﬁc properties,
a given image may use Imax = 1 in one situation or Imax =
216 in another. At the same time, the x–y pixel coordinates lie ﬁxed in, say, [0,1024]. Such intensity scaling
leads most cost functions to produce different triangulations (and hence different interpolated images).

Related work
Triangulations are ubiquitous in computer graphics,
and during the past decade researchers have made several signiﬁcant theoretical advances in using triangulations for geometric modeling. The central method in this
article—retriangulating a given set of vertices with the
goal of minimizing a cost function—has several parallels
in the geometric modeling literature. DDT adapts this
idea to surfaces defined by scattered-data samples of
functions z = f(x, y).
Image reconstruction using triangles isn’t widely
done, probably because bilinear reconstruction is slightly simpler to compute. When it’s done, for applications
such as mesh decimation, the triangulation chosen is
almost always a Delaunay triangulation in which all triangles in the triangulation align with the coordinate
axes. Bilinear reconstruction yields results arguably better than those from a piecewise linear Delaunay reconstruction. DDT has also been used for coding images
using a sparse set of points. One approach5 adds successive points to the approximation until the desired
encoding size is reached, in contrast to mesh decimation techniques commonly used in computer graphics.
This article’s primary objective—to improve the ultimate appearance of resampled images, especially magnified images—has also been addressed using
image-processing techniques. These methods typically fall into two categories: functional interpolation and
ﬁltering. Functional interpolation treats the intensity
surfaces as a sampled 2D function and uses traditional
polynomial spline (usually linear or cubic) ﬁtting of the
sampled points. For 2D images, these become bilinear
and bicubic spline functions—an interpolation in x followed by an interpolation in y or vice versa. Filtering
approaches build on sampling theory and attempt to
undo the frequency-domain effects of the initial
sampling.1,3
A third class of methods has emerged recently, focusing on identifying visually signiﬁcant properties of the
image and reconstructing these ﬁrst or instead. Edgedirected interpolation6 attempts to ﬁrst identify signiﬁcant edges in the image, performs a piecewise linear
reconstruction of these edges, and then uses standard
bilinear interpolation to interpolate the image data, taking care to avoid interpolating across image edges. More
recent methods7 attempt not only to reconstruct edge
contours but all level-set contours in the image. What’s
signiﬁcant about these methods is that, like this article,
they attempt to directly address and minimize the visual properties of the inevitable reconstruction error.

Data-dependent triangulation
Given a set of distinct (and not all collinear) points
V = {(xi, yi)} in the x–y plane, we’re interested in a convex hull triangulation of V that’s a set T = {Ti} of nonde-

(a)

(b)

2 DDT mosaic
as a texture
map.

3 Conventional
texture map.

generate triangles that satisﬁes the following conditions:
■
■
■
■

Every triangle vertex is an element of V, and every
element of V is a triangle vertex.
Every edge of a triangle in T contains exactly two
points from V.
The union of all triangles in T is the convex hull of V.
The intersection of any two different triangles in T is
either empty, or is a shared edge or a shared vertex.

A convex hull triangulation proves the simplest way
to produce a piecewise linear continuous surface that
interpolates a set of data points. If each point (xi, yi) also
has a z coordinate zi, then any surface z = f(x, y) for
which f(xi, yi) = zi is called an interpolating surface of
f(x, y). Thus, any triangulation of V whose vertices move
from (xi, yi, 0) to (xi, yi, zi) is a piecewise linear interpolating surface.
For an image, V is the set of pixel centers, f(x, y) is the
intensity of the pixel in which (x, y) is located (for a
gray-scale image), and any piecewise linear interpolating surface of f(x, y) over V can serve as an image
reconstruction.
The number of triangulations is huge, and not all triangulations possess equally pleasing qualities. In many
applications, the Delaunay triangulation is preferable.
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4

Contours
from different
triangulations:
(a) bilinear,
(b) Delanauy,
and (c) DDT.
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6 Four-power magniﬁcation from DDT reconstructions using various cost functions: (a) angle
between normals, (b) jump in normal derivatives, (c) deviations from linear polynomials, and
(d) our cost function.

Our guiding strategy for devising
a cost function is that reconstructions whose contours are smoothest
tend to produce the least offensive
artifacts. Figure 4a shows some contours resulting from bilinear reconstruction of a simple image of 25
pixels whose intensities are zero or
one. Note that the vertices of the
squares are pixel centers. (Since this
is based on a bilinear reconstruction,
it doesn’t involve triangles.) Figure
4b shows some contours from a
Delaunay triangulation of the image,
and Figure 4c shows a triangulation
whose contours are straighter.
Dyn et al.4 proposed numerous
cost functions for DDT, of which the
four classified as Nearly C1 (NC1)
appear to best meet our strategy.
We’ll review these with reference to
the cost of edge v2 − v4 in Figure 5a.
This edge is shared by triangles T1
and T3, whose unit normals are n1
and n3 respectively, and whose interpolating linear functions are P1 and
P3 respectively, where
Pi = aix + biy + ci

This fact led to a common misconception that triangulations involving long, narrow triangles are bad in general. With their introduction of DDT, Dyn et al.4 showed
that conventional wisdom is ﬂawed.
In DDT, we aim to identify which triangulation of a
given function z = f(x, y) over a given set of points V will
optimize some quality which, for our discussion, we’ll
refer to as smoothness. The smoothest triangulation will
usually differ for two different functions over the same
set of points V; hence the name data-dependent
triangulation.
We quantify smoothness in terms of a cost γi associated with interior edge i (or, in one approach, for each
vertex8). The number of interior edges q is the same for
any triangulation of a given V. Dyn et al.4 suggested
three ways that the cost C(T) of the entire triangulation
T can be be computed:

∑
2. Use the L norm, C (T )= ∑
1. Use the L1 norm, C (T )=
2

q
i =1
q

γi

( γ i )2

i =1

3. Arrange, in nondecreasing order, the edge costs of
triangulation Tj in a vector Γj. Define an ordering
such that for the edge-cost vectors Γ1 and Γ2 of triangulations T1 and T2 respectively, the order deter-
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(1)

We denote the position and value of vertex vk as (xk, yk)
and Ik respectively, and the corresponding R3 position
as wk = (xk, yk, Ik). Also notice that in Figure 5a, vk is the
free (unshared) vertex of triangle Tk, (k = 1, 3). Using
that notation, the four NC1 cost functions from Dyn et
al.4 are as follows:
1. Angle between normals (ABN). This cost function
is the cosine of the 3D angle between n1 and n3, or
n1 ⋅ n3. Choi et al.9 also used this cost function.
2. Jump in normal derivatives (JND). This is given by
n x ( a1 − a3 )+ n y ( b1 − b3 )
where (nx, ny) is a unit vector in the (x, y) plane
orthogonal to the projection of edge v1 – v2 in the (x,
y) plane.
3. Deviations from linear polynomials (DLP). This
expresses how well P1 predicts the value of v3 and
similarly, how well P3 predicts the value of v1. DLP is
given by h where
⎡ P ( x , y )− I ⎤
1
3
3
3
⎥
h=⎢
⎢ P3 ( x 1 , y 1 )− I1 ⎥
⎣
⎦
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4. Distances from planes (DP). This measures the distance from v4 to the plane of T3 and from v3 to the
plane of T4. This distance is given by g where
⎡dist ( P1 , w3 )⎤
g=⎢
⎥
⎣dist ( P3 , w1 )⎦
dist ( Pj , wk )=

(a)

Pj ( x k , y k )− I k
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( a2j + bj2 +1)1/2

We implemented these cost functions and found that
ABN, JND, and DLP generally don’t perform well for
image reconstruction, as Figure 6 illustrates. The fourth
cost function, DP, works pretty well for image reconstruction in many cases. But it produces somewhat different triangulations when we scale the intensity range,
since it doesn’t scale linearly with intensity.
Compared to the others, our cost function works well
for image reconstruction and produces consistent triangulations regardless of the range used to represent
intensities. Our cost function is based on the relationships between the level contours in the interpolated
intensities of adjacent triangles. Because we interpolate
the triangles linearly, these level contours are straight
lines. We base the cost on the angle between the normals to the contour lines, which is invariant to the range
of values used to represent intensity. Unlike Dyn’s ABN
cost function, we don’t use the 3D normals to the triangles’ planes. Instead, we use the image-plane projection
of those normals.
We also weight the cost by the observability of these
contour discontinuities based on the contour lines’ relative contrast or density. Speciﬁcally, we weight the cost
by the gradient magnitude of the intensity surface for
each triangle.
Our cost function for the edge between triangles T1
and T3 (Figure 5a) with interpolating linear functions
P1 and P3 respectively is
cost = ∇ P1 ∇ P3 (1−cos θ )

(2)

where θ is the angle between the contour-line normals
and
∇ Pi = ai2 + bi2
where ai and bi are the same as in Equation 1.
Recognizing that the directions of the contour normals
and the gradient are identical, we can simplify this to

cost = ∇ P1

∇ P3

⎛
⎜1− ∇ P1 ⋅∇ P3
⎜ ∇ P1 ∇ P3
⎝

= ∇ P1

∇ P3

−∇ P1 ⋅∇ P3

⎞
⎟
⎟
⎠
(3)

Although the gradient magnitude changes with the
range used to represent intensities, scaling the range linearly causes linear scaling of the gradient magnitudes.
Thus, a least-cost triangulation for one intensity range

7 Contours
from two optimization algorithms:
(a) Lawson’s
algorithm and
(b) an edge
swap with the
look-ahead
algorithm.

(b)

8

DDT using (a) Lawson’s optimization, (b) bicubic reconstruction, and
(c) DDT with look-ahead optimization.

is identical to the least-cost triangulation produced for
a linear rescaling of that range.

Optimization
Ultimately, our cost function’s success depends on our
optimization routine’s performance. Here we’ll review
the two standard published methods and present a new
one that does a better job in ﬁnding optimal DDTs.

Lawson’s local optimization
The simplest optimization algorithm for performing
DDT is Lawson’s algorithm.4,10 Each interior edge in a triangulation is shared by two triangles whose union forms
a quadrilateral. If that quadrilateral is convex, we have
two ways in which we can legally (according to the elements of a triangulation) split it into triangles. Lawson’s
algorithm visits each edge in a triangulation and checks
whether its two neighboring triangles form a convex
quadrilateral. If it’s not convex, the algorithm does nothing. If it’s convex (see Figure 5), the algorithm compares
the sum of the ﬁve dark edges’ costs in Figure 5a to those
in Figure 5b. If a lower overall cost results, the algorithm
swaps the edges. After the algorithm visits all edges in
this manner, it conducts a second iteration of edge visits
if it made any swaps during the ﬁrst visit. This process
continues until the overall cost can’t be reduced.
This simple, fast algorithm converges to the globally
optimal solution if the cost function is based on the
Delaunay criterion. However, using most other cost
functions, Lawson’s algorithm only leads to a local optimum that usually isn’t as satisfactory as what other optimizers can obtain. Figures 7a and 8b show some results
from Lawson’s algorithm.
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Table 1. Cost at each iteration of the optimization.
Iteration

Lawson’s Algorithm

Look-ahead Algorithm

0
1
2
3
4

632.95
289.35
279.33
278.00
278.00

632.95
256.90
234.54
230.76
229.84

Simulated annealing
The only other optimization method in the DDT literature is Schumaker’s discussion of simulated annealing.11 We implemented the algorithm as described and
found that it can generally ﬁnd lower cost triangulations
than Lawson’s algorithm. However, the simulated
annealing algorithm is O(n2m2) whereas our optimization algorithm (presented in the next section) is O(nm)
for an image with an n × m pixel resolution. Not only
does our algorithm run faster, it also usually finds a
lower cost triangulation than simulated annealing
(although neither can guarantee global optimality).

triangulations in Figures 7a and 8a that used Lawson’s
algorithm.
Table 1 shows the total triangulation cost for the triangulation used in Figure 3 (obtained by summing the
cost of each edge in the triangulation) after the optimization algorithm performed each of the four iterations. The table shows the total cost decreases using
Lawson’s algorithm and the look-ahead algorithm. As
you can see, the look-ahead algorithm produces a lower
cost at each step of the iteration, and the optimization
algorithm tends to converge in three or four iterations.
In many cases, the results after one iteration may be satisfactory.
Each iteration takes between 0.5 and 5 seconds,
depending on the cost function and optimization parameters used for an 80 × 80 image on a consumer-grade
PC. This execution time scales linearly with the number
of pixels in the image.

Color images
We can extend the results for gray-scale images to
color in several different ways. One method is to compute a different triangulation for each color component
and then evaluate each component independently.
However, this is a bad idea because it can lead to color
bleeding. Thus, we recommend using a single triangulation for all three components and suggest two DDT
cost functions for ﬁnding that triangulation.

Cost function 1
Edge swap with look-ahead
We’ve had good success with the following modiﬁcation of Lawson’s algorithm: If an edge swap can reduce
the cost, then do it. If not, check whether that edge swap
in conjunction with an edge swap of any of the four
neighboring edges can reduce the cost.
Speciﬁcally, notice that we obtained the four triangulations in Figure 9 from the triangulation in Figure
5b by doing a single edge swap. Suppose the sum of
the dark edges’ costs in Figure 5a is less than the sum
of the dark edges’ costs in Figure 5b. Our look-ahead
algorithm will then compare the total cost c1 of all 13
edges in Figure 5b with the total cost c2 of all 13 edges
in Figure 9a. If c2 < c1, then the triangulation in Figure
9b replaces the triangulation in Figure 5a. Otherwise,
the algorithm compares c1 to the cost of all edges in
Figure 9b, and then, if needed, to those in Figures 9c
and 9d.
Using this look-ahead algorithm, we obtained the triangulation in Figures 7b and 8c. Contrast those with the
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One method that yields good results converts the RGB
components of each pixel into a single gray-scale intensity using the standard conversion from RGB to luminance:
I = 0.21267R + 0.71516G + 0.07217B

(4)

You can compute the edge cost by using the cost function
for gray-scale images discussed in the section “Cost functions for gray-scale images.”
We can justify this method because in the human visual system, color doesn’t contribute as significantly as
intensity to the information content of images. Van
Essen et al. noted that “visual acuity is many times worse
for patterns differing only in spectral composition than
for patterns differing in luminance.”12

Cost function 2
Cost function 1 can be susceptible to problems if
neighboring pixels have different hues but identical

May/June 2001
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(a)

(b)

(c)

(d)

(e)

(f)

11

Results of various reconstructions for the “glass” image at ﬁve-power magniﬁcation. (a) Original resolution,
(b) bilinear reconstruction, (c) bicubic reconstruction, (d) Dyn’s difference-from-plane cost function, (e) Lawson’s
optimization, and (f) our method.

intensities. Although such conﬁgurations are relatively
rare, and the associated problems are less noticeable
than if similar problems occurred in the intensity, they
may still occur.
A more robust solution is to compute three costs—CR,
CG, and CB—for each edge (one for each of the RGB color
components). To compute those costs, we treat each
color component as an independent gray-scale image.
The cost for the edge is
C = 0.21267CR + 0.71516CG + 0.07217CB

(5)

We can easily contrive examples for which cost function 2 yields better results than cost function 1. However, cost function 2 takes more time to compute, and in
the test images we examined, the difference in image
quality is imperceptible.

Examples and discussion
Figures 10 and 11 show additional examples of DDT
reconstruction. In Figure 10, as with most of the cases
we tested, DDT produces more pleasing reconstructions
than bicubic interpolation.
Figure 11 compares the various reconstruction methods discussed here. Bilinear (Figure 11b) and bicubic
reconstruction (Figure 11c) show the reconstruction
artifacts common to tensor-product reconstruction functions. Using DDT with Dyn’s difference-from-plane (DP)
cost function (Figure 11d)—which in our experience is
the previously published DDT cost function most suited to images—shows marked improvement over bilinear
and bicubic interpolation, but it also has noticeable
ﬂaws. Our cost function, used with Lawson’s optimization algorithm (Figure 11e) improves the result over DP,
but has small errors that appear as nicks in the stem of
the glass. Our look-ahead optimization algorithm (Figure 11f) corrects these errors and produces a convincing
reconstruction.
We produced each of these images in about 5 seconds,
most of which we spent in computing the triangulations.
Once we compute the triangulations, scaling the image
simply occurs by interpolating triangles linearly from
their vertices. If hardware is available for Gouraud shading, this can be accomplished at 30 frames per second
or better. (See Figure 3 where we rendered a texture
map in this manner.)
Of course, DDT reconstruction has limitations. In particular, single-pixel features don’t have enough information for meaningful triangulation. Extremely small

features or single-pixel thick lines aren’t reconstructed
as well as larger features or thicker lines. Still, in all but
extremely low-resolution images, DDT reconstruction
performs well.

Future work
It’s possible to replace the triangles in a DDT with triangular surface patches. Quak and Schumaker13 showed
how DDT can be used to create a C1 surface. The basic
idea is to replace each triangle with three cubic triangular patches using the Clough–Tocher split. Our image
reconstruction algorithm could accommodate such a
surface and would allow the interpolating surface to
match gradients at pixel centers.
We’ve applied DDT to reconstruction of uniformly
sampled images, but the method should extend equally well to nonuniformly sampled data. Indeed, we
believe that triangulation of nonuniformly acquired
samples followed by postﬁltering might be an effective
way to reconstruct images from these samples.
■
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