Matrix-matrix multiplication is a key computational kernel for numerous applications in science and engineering, with ample parallelism and data locality that lends itself well to high-performance implementations. Many matrix multiplication-dependent applications can use reduced-precision integer or fixed-point representations to increase their performance and energy efficiency while still offering adequate quality of results. However, precision requirements may vary between different application phases or depend on input data, rendering constant-precision solutions ineffective. BISMO, a vectorized bit-serial matrix multiplication overlay for reconfigurable computing, previously utilized the excellent binary-operation performance of FPGAs to offer a matrix multiplication performance that scales with required precision and parallelism. We show how BISMO can be scaled up on Xilinx FPGAs using an arithmetic architecture that better utilizes six-input LUTs. The improved BISMO achieves a peak performance of 15.4 binary TOPS on the Ultra96 board with a Xilinx UltraScale+ MPSoC. 15:2 Y. Umuroglu et al.
BACKGROUND: BIT-SERIAL
Fixed-precision operations have to be designed to accommodate the largest supported precision, which causes overheads in cases where the required precision of an application varies throughout its execution or when the precision depends on its input data. In contrast, bit-serial operations are inherently frugal, since they only compute as many bits as specified by the precision of the operands. However, their serial nature causes high latencies and potentially poor performance. In this section, we will describe how bit-serial matrix multiplication works on an algorithmic level, and briefly cover the data layout implications for bit-serial matrix multiplication for implementation purposes.
Bit-Serial Matrix Multiplication
Matrix multiplication is a suitable kernel for taking advantage of the frugality of bit-serial operations while overcoming the high-latency by performing many bit-serial operations in parallel. Umuroglu and Jahre showed that by expressing a matrix multiplication as a weighted sum of binary matrix multiplications (Algorithm 1) it is possible to efficiently compute matrix multiplications of variable precision using the logical And and population count (popcount) instructions available in most modern processors [18] . In addition, the algorithm works for both integer as well as fixed point number representations, where the new fixed point location is given by the product of the input matrices' scaling factors. Figure 1 illustrates Algorithm 1 for the example where the two input matrices (L and R) consist of 2-bit unsigned integer numbers. By expressing L and R as weighted sums of binary matrices, the matrix product (P = L · R) can be expressed as a weighted sum of products between binary matrices. The matrix multiplication can thus be expressed as a large number of binary operations that can be performed in parallel.
Bit-Serial Data Layout
From an implementation point of view, it is important to match the data delivered by the memory system of an accelerator and what the algorithm implemented by the accelerator expects. Typically, the memory system will deliver a number of bits grouped together in response to a request. If the order of bits provided by the memory is substantially different from the order in which the accelerator expects them, then the memory bandwidth will be underutilized. For bit-serial matrix multiplication, the data layout requirements are substantially different than for bit-parallel matrix ALGORITHM 1: Bit-serial matrix multiplication on signed two's complement integers. 1 : Input: M × K l-bit matrix L, K × N r-bit matrix R 2: Output: P = L · R 3: for i ← 0 . . . l − 1 do 4: for j ← 0 . . . r − 1 do 5: sgnL ← (i == l − 1 ? −1 : 1) 6: sgnR ← (j == r − 1 ? −1 : 1) 7: weight = sgnL · sgnR · 2 i+j 8:
# Binary matrix multiplication between L [i] and R [j] 9:
# L [i] mk refers to i th bit position of element at row m and column k of matrix L 10: for m ← 1 . . . M do 11: for n ← 1 . . . N do 12: for k ← 1 . . . K do 13: P mn = P mn + weight · (L multiplication. A bit-parallel layout, where all bit positions of an element are consecutive, is wellmatched with bit-parallel matrix multiplication, which makes use of all bit positions at once. In contrast, bit-serial works on a single bit position at a time, but the same bit position for neighboring elements can be processed together. If the input matrices are provided in bit-parallel format, then they should first be converted into a bit-serial layout to ensure performance.
In this work, we assume the [bits][rows][columns] data layout for bit-serial matrices, as was also assumed in prior work [4, 18, 19] . Section 3.3 provides an example of this data layout in context of a parallel-to-serial accelerator for BISMO.
THE BIT-SERIAL MATRIX MULTIPLICATION OVERLAY
BISMO consists of a hardware part and a software part. The hardware part is composed of a scalable bit-serial matrix multiplication datapath and associated memory and control logic. The software part generates instructions for the hardware for a given matrix size and precision. The key features offered by this hardware-software design are the following: Precision Scalability. By expressing an integer or fixed-point matrix multiplication as a weighted sum of binary matrix multiplications (Section 2), the same hardware can be utilized for a range of different precisions. Lower-precision matrix multiplications are finished quickly, while higher-precision requires more clock cycles.
Hardware Scalability. Our overlay generator can scale the memory and compute resource utilization to match system-level requirements. This is achieved by controlling the parameters described in Section 3.1. The dot product unit (DPU) is BISMO's core processing element, which performs a multiply and accumulate between two weighted binary vectors. We present a new DPU datapath and an efficient FPGA compressor in Section 3.2 that improves resource utilization and DPU scalability. A parallel-to-serial (P2S) accelerator is described in Section 3.3, which takes bitparallel matrices and transforms them into the required bit-serial data format. We also provide a cost model to estimate the resource usage for a given set of parameters as described in Section 3.4.
Software Programmability. Our hardware architecture is software-programmable at the granularity of instructions as described in Section 3.5. This offers several advantages such as the ability to tailor block sizes and dynamically skip bit positions for sparse or approximate computing. Figure 2 provides an overview of the BISMO hardware. The architecture is organized into three pipeline stages: fetch, execute, and result. Each stage communicates data to the next stage via shared on-chip memory buffers. Inter-stage synchronization is achieved by blocking reads and writes to synchronization FIFOs. All stage operations, including datapath control and synchronization, are controlled by instructions, which are fetched from instruction queues and executed in order. In addition to these stages, there is a Parallel-to-Serial (P2S) component for data layout conversion (Section 3.3), which is incorporated into BISMO as an optional, standalone accelerator.
Hardware Architecture Overview
The core of the hardware architecture is the bit-serial matrix-matrix multiplication datapath illustrated in Figure 3 . Accelerator performance and resource usage can be controlled by the parameters specified in Table 1 . The Fetch Stage is responsible for reading matrix data from main memory and populating the matrix buffers with data. Internally, the fetch stage contains a simple DMA engine and route generator called a StreamReader, as well as a linear array interconnect. The StreamReader sends read requests to main memory and determines where read responses are to be written, as specified by fetch instructions. The read data and its destination form a packet that is carried through the interconnect to the appropriate matrix buffer. The interconnect is bandwidth-matched to the mainmemory read channel to avoid any bottlenecks and ensure efficient use of off-chip bandwidth. The synchronization with the execute stage is ensured prior to fetching data, which greatly simplifies the design of the interconnect as there is no back pressure. The fetch stage can be scaled at design time to match the memory read bandwidth (F ) of a particular platform.
The Execute Stage is responsible for performing the matrix multiplication on the data present in the matrix buffers. The core of the stage consists of an array of dot product units (DPUs), where each DPU is fed with a design-time configurable number of bits (D k ) from the left-hand-side and right-hand-side matrix buffers. The DPUs on the same row of the data processing array are fed with the same data broadcasted by the left-hand-side matrix buffers. Similarly, the DPUs on the same column are fed with the same data broadcasted by the right-hand-side matrix buffers ( Figure 3 ). A single software controllable sequence generator is responsible for reading out the appropriate data from the matrix buffers. The same generated sequence is used for both the left-and right-handside matrix buffers but with different offsets. The execute stage can easily be scaled at design time by configuring the number of rows (D M ) and columns (D N ) of DPUs. Part of the contribution of this work is a version of the DPU that is optimized for Xilinx FPGAs. Both the original BISMO DPU and the improved version are described in further detail in Section 3.2.
The Result Stage is responsible for writing the results generated by the execute stage to main memory. The stage consists of a StreamWriter, which contains a downsizer (wide-in-narrow-out) to resize the array of results into the appropriate width needed by the memory channel and a DMA engine with striding support to carry out the actual memory write operations. The striding is needed to produce the result matrix one tile at a time. When the execute stage has produced a new set of results, the accumulated dot-products are written to the result buffer, from which the result stage writes them to main memory. This enables the two stages to work independently and to overlap computation and data transfer. The result stage can be scaled at design time to match the memory write bandwidth (R) of a particular platform.
Parallel-to-Serial (P2S) is an optional component that converts bit-parallel matrices commonly used for CPUs into bit-serial ones as required by BISMO. The P2S does not communicate with the regular BISMO stages and is invoked as a separate, standalone accelerator. Its architecture is further described in Section 3.3. 
The Dot Product Unit
The dot product unit (DPU) forms the core of the BISMO execute stage. Each DPU performs a bit-serial dot-product operation between two weighted binary vectors. Here, we start by describing the DPU of the original BISMO [19] and its shortcomings in terms of how it maps to FPGAs (Section 3.2.1). Afterwards, we discuss a new DPU implementation with an FPGA-optimized compressor (Section 3.2.2) and an improved datapath (Section 3.2.3). [19] can be seen in Figure 4 . The DPU computes a partial result of the dot product between a row and column of two bit-matrices, line 12 in Algorithm 1. The single-bit multiplications are performed by bitwise logic And operations and the summation is a simple population count (popcount) of the result. The weight in Algorithm 1 is implemented by a left-shift unit and an optional negation, which are controllable by software. The partial results are accumulated and stored in a register (Acc.) of width A, which is typically 32 bits to avoid overflows [17, 18] . The shortcomings of this DPU architecture are twofold:
Original BISMO DPU. The original DPU
(1) The binary multiply and accumulate operation is implemented as a bitwise And followed by a popcount unit built as a tree of 6:3 popcount operators and adders. Especially with large D k , the popcount unit can require a large number of LUTs and many stages to pipeline the adder tree.
(2) The number of positions to left-shift the And-popcount result is supplied dynamically, which requires an expensive barrel shifter.
Efficient And-Popcount for Xilinx FPGAs.
The input to a popcount operation is a column of equally weighted bits, which are to be summed up. While exhibiting an extreme aspect ratio of D k × 1, the input still forms a bit heap, which can be reduced by standard matrix compression techniques.
Step by step, reshaped matrices are derived. They increase in width introducing more and more higher weight bits but decrease in height while always maintaining the numeric sum of the matrix rows. Only the final summation into a single row representing the conventional binary result requires an addition with a critical carry propagation. All preceding compression steps can rely on parallel counters with bounded critical path lengths that are independent from the matrix width.
For the general idea of carry-free bit heap compression, refer to Figure 5 . It shows a carry-save addition using regular full adders operating in parallel to reshape a three-row input matrix into a two-row output matrix with the same arithmetic sum. The customary representation as a dot diagram abstracts the individual input and output bits into plain dots. The numeric weight of each bit is determined by its column, just as in the binary number system. In fact, when reading each row as a binary number, the compression maintains the invariant that the sum of the three input numbers equals the sum of the two output numbers. The structural implementation of the compression is implied by encircling the inputs to and connecting the outputs of each bit counter, i.e., simple full adders in this case. Note that the carry outputs of these full adders move up by a column as their numeric weights are two times higher than that of the associated sum bits. Also, notice that the combinational delay of this carry-save compression is a single full adder irrespective of the actual width of the matrices.
More sophisticated parallel counters have been proposed and implemented specifically targeting an efficient mapping to FPGA devices [7, 8, 14, 16] . We leverage the open-source set of parallel counters and the associated generic compressor implementation for Xilinx FPGAs proposed by Preußer [16] . It produces solutions optimized for our target FPGA architectures and integrates easily into a regular synthesis flow. Its efficacious greedy scheduling of parallel counters avoids optimization efforts that would be intolerable within a design cycle.
The parallel counters used by the chosen generic compressor implementation are mapped explicitly to concrete physical device primitives of the targeted Xilinx devices. While this approach certainly enables highly optimized implementations, its high degree of specialization also implies an inflexible operator interface. It practically leaves no opportunities for the synthesis tool to optimize the implementation within the context of the surrounding logic. In our particular case, we actually need a fused And-popcount operator. Optimizing the popcount alone isolates trivial two-input And gates at its inputs. These are, in the end, greatly underutilizing the functional capabilities of the six-input LUTs found on modern FPGA devices.
To eliminate this interfacing inefficiency, we designed a physically fused operator implementation by preceding the generic compressor with an equally rigorously optimized pre-compression. Instead of computing individual bit products, they are combined into groups of three whose computations are absorbed into the equivalent of a full-adder compression. Note that all these groups can be pre-compressed independently and, thus, in parallel. The computation implementing this functionality is depicted in Figure 6 . It can be mapped directly to two six-input LUTs. It is worth noting that this pre-compression favorably changes the geometry of the bit heap input to the generic compressor. Instead of feeding a D k × 1 matrix, the pre-compression already reduces this height to D k /3 while spreading the input across two columns.
The structure of the complete summation process of a 32-bit popcount operation is illustrated in Figure 7 . Following the convention to encircle the inputs and to connect the outputs of a counter primitive, it shows the summation structure generated by the algorithm proposed by Preußer [16] . It comprises two compression steps with parallel bit counters and a final carry-propagating ternary addition. Identifying the bit counters by the individual heights of their input columns from left to right, a pair of (5, 2)-counters and a (6)-counter accomplish the first parallel compression step. This is only followed by one other small compression through a single (5, 2)-counter prior to the carry-propagating summation. In this particular case, only the third column of the compression result is high enough to introduce the second, only locally forwarded carry signal that is typical for a ternary addition. The carry propagation chain is terminated by a final half adder.
The first compression step is dominated by (5, 2)-counters for all larger operator sizes. The precompressed two-column input is too narrow for slice-based counters leaving the (5, 2)-counters as the most economic choice. The bits their application leaves, predominantly in the second 32  3  1  64  4  3  2  1  128  8  7  5  3  256  17  13  3  9  512  38  25  4  19  1024  79  51  6  38 column, are mostly handled by (6)-counters just as shown in the 32-bit example. Full adders would take care of fewer leftover bits. As larger operator implementations reach wider intermediate bit heap geometries before the final addition, they will also utilize slice-based counters in these later compression steps. These counters leverage the carry chain to combine four LUTs of a slice to obtain counter primitives optimized for the target device architecture . An overview of the use of the different counters in our designs is given by Table 2 . We employ a fully pipelined compressor with register stages separating all compression steps to optimize the operating frequency of the And-popcount reduction. It is worth to mention that we had to replace the trivial behavioral register description by an explicit instantiation of FDRE register primitives to avoid excessively growing synthesis times for larger operators. It appeared that the Xilinx Vivado synthesis engine [21] had a hard time or was trying too hard to optimize the many interfaces between behavioral code and the netlists of primitives generated for the compression steps.
Improved DPU.
The barrel shifter in the original BISMO DPU is needed to account for the differences in weight between the accumulator and the contribution. This difference depends on the order in which the bits of L and R matrices are traversed. First, we note that the loop nest in Algorithm 1 is affine, and the L and R bit positions (variables i and j) can be traversed in any order as long as the correct weight is applied. Based on this observation, we propose to traverse the bit positions as shown in Figure 8 . Here, the sum of L and R bit positions constitute wavefronts, where each wavefront has a left-shift value that is one less than the previous one. Using this schedule, instead of left-shifting the current contribution by a variable amount with a barrel shifter, we can left-shift the previous accumulator by either one position (if changing wavefronts) or use it as-is, before summing the accumulator and the contribution. The optional negation is still applied to the current contribution, when needed for bit position combinations that yield a negative result. Combined with the new And-popcount unit (Section 3.2.2), this yields the improved DPU design illustrated in Figure 9 , where the barrel shifter is replaced with a constant one-left-shift and a multiplexer. Barring accumulator overflows, our new DPU is able to handle any input precision, whereas the original DPU was limited by the maximum left-shift supported by the barrel shifter.
Bit-Parallel to Bit-Serial Matrix Transformation
As described in Section 2.2, BISMO assumes that the input matrices are present in main memory, using a bit-serial data layout. However, due to the bit-parallel nature of the arithmetic in generalpurpose CPUs, matrices are almost always stored using a bit-parallel data layout in practice. Furthermore, as CPUs typically offer 8-bits as the smallest native data type, matrices that require fewer bits are also stored using 8-bit data types. Conversion from bit-parallel to bit-serial can be a costly operation, whose cost must be taken into account as part of the accelerator performance.
To address this problem for BISMO, we enhance it with a stand-alone parallel-to-serial (P2S) accelerator. The accelerator, illustrated in Figure 10 , is a data-layout transformer with run-time configurable precision. The P2S retrieves a bit-parallel matrix (left-hand side in Figure 11 ), transforms it into a bit-serial matrix (right-hand side), and writes it back to main memory. The P2S read DMA sequentially fetches the column elements constituting a row of the bit-parallel matrix from main memory and feeds these into the serializer unit. The individual bits of each column element are split up across as many coalescing buffers as the bit-precision of the parallel matrix. This is repeated for all the rows of the input matrix. The bit precision and number of rows and columns of the parallel matrix are runtime configurable. The total number of coalescing buffers defines the maximum supported precision M of the bit-parallel input matrix and is specified at synthesis time. The coalescing buffer size is given by the bitwidth of the write bus, which is also specified at synthesis. We assume that the bitwidths of the read and write buses are given by the BISMO parameters F and R specified in Table 1 . Figure 11 illustrates an example of a 4-bit parallel matrix of size 2x64 where each column element has been padded to eight bits and 64-bit read and write data buses are used. Eight column elements (total 64 bits) of the bit-parallel matrix are fetched on each memory access. The four most significant bits of each 8-bit column element are padding and are discarded (i.e., the actual precision is specified to be four bits by the P2S instruction at runtime). The remaining four bits are split across four different coalescing buffers, one for each bit weight (B 0 -B 3 ). The column index within the row dictates the bit position written in the coalescing buffers. As shown in the example, the final column (C 63 ) of the second row (R 1 ) is written to the last bit position (c 63 ) of the coalescing buffers that are allocated for the row (B 0 -B 3 ). If the row of the bit-parallel matrix contains more columns than bit positions in the coalescing buffer, then the P2S kernel stalls to write back the coalescing buffers to main memory before continuing the transformation of the remaining columns. The allocated coalescing buffers are also written back to main memory when a new row is encountered in the bit-parallel matrix (e.g., R 1 ).
To simplify the implementation, the number of columns of the bit-parallel matrix has to be a multiple of the coalescing buffer bit-width (R). This requires some input matrices to be padded but greatly simplifies the write back of the bit-serial matrix. This ensures that the coalescing buffers are completely filled and can be written back to memory without requiring the data to be realigned. The binary matrices are stored consecutively, i.e., all the rows of binary matrix B 0 are stored together, which are then followed by B 1 and so on. This requires the coalescing buffers to be written back in a strided fashion with B 0 -R 0 being written together with B 1 -R 0 and a stride equal to the size of a complete binary matrix.
Cost Model
For any parametrizable overlay architecture, it is beneficial to provide a model of how the FPGA resource usage relates to its configuration parameters. This enables a quick performance estimation when scaling to other devices.
LUT Cost.
We propose the following equations to model the LUT usage of a BISMO instance:
Equation (1a) breaks the total cost into LUT base , which covers the DPA size-independent LUT usage such as the DMA engines, P2S and other fixed platform infrastructure, and LUT array , which covers the DPA size-dependent part. In turn, Equation (1b) further breaks down LUT array into LUT cost for the DPU and for result generation, multiplied by the array size. Finally, we model LUT DPU as a linear function of the popcount width D k in Equation (1c) and LUT res as a constant. The constants α DPU , β DPU , LUT base , and LUT res are determined empirically in Section 4.1.
BRAM Cost.
Assuming dual-port 36 × 1,024-bit Xilinx BRAMs, we model the BRAM usage as follows:
In Equation (2a), BRAM base refers to the BRAMs used for DPA-size independent infrastructure, such as DMA buffers and instruction queues. BRAM array is the cost for the input matrix buffers. We use 32 of the native 36-bit width due to constraints from the fetch stage, since DRAM buses are typically power-of-two-wide and we require BRAM read/write widths to be an integer multiple of each other. We assume that the result matrix buffer consists of small LUTRAM buffers, and cover their cost in Equation (1b). Bit-parallel base address in main memory Bit-serial base address in main memory Number of rows and columns Actual precision
Programming BISMO
BISMO provides programmability through the use of instructions that control each of the pipeline stages and the P2S. Taking into account the dimensions of the input matrices and the data layout in memory, it is possible for a programmer to perform scheduling in various ways. The capabilities facilitated by these instructions and their usage are illustrated in this section.
Instructions.
There are three types of instructions per pipeline stage in BISMO, namely Wait, Signal, and Run. The P2S is treated as a separate accelerator synchronized at a coarser level, and only has RunP2S. Table 3 provides a summary of these instructions with their usage described as follows:
The Synchronization Instructions are used for synchronization between two different pipeline stages. The Signal instruction issues a token to the associated synchronization FIFO, while the Wait instruction blocks on the associated synchronization FIFO until it receives a token. For both the fetch and result stage, the only associated synchronization FIFO is their respective FIFO for the execute stage. The execute stage has consequently two associated FIFOs for synchronization with either the fetch or the result stage. The tokens do not convey any information and a programmer is free to decide what each synchronization represents, e.g., that a particular matrix buffer is now full or empty. We note that the P2S is treated as a separate accelerator synchronized at a coarser level, and cannot be the source or destination for any synchronization instructions. Table 4 .
The Run Instructions are used to carry out the particular function of a pipeline stage. The RunFetch instruction specifies from where in main memory to read data and the destination matrix buffers to store read data. The parameters with regard to main memory are: (i) the base address from where the fetch should begin, (ii) the size of the contiguous block to be fetched, (iii) the offset between such blocks (providing strided accesses), and (iv) the number of blocks to be fetched. The parameters with regard to matrix buffers are: (i) the buffer offset at which to start writing data, (ii) the matrix buffer to begin writing to (all buffers are enumerated from zero to D m · D n − 1), (iii) the range of matrix buffers to be written (number of consecutive buffers), and (iv) the number of consecutive words to be written in each matrix buffer before switching to the next. These set of parameters enable consecutive data blocks to be placed in one matrix buffer before moving to the next or to place the blocks in a cyclic fashion across a range of buffers.
The RunExecute instruction specifies the matrix buffer offset from where to begin reading data, how many buffer addresses to be read, whether to negate the current contribution, and whether to accumulate with a zero, the accumulator register, or the accumulator register left-shifted by one.
The RunResult instruction specifies the base address of the result matrix stored in main memory and an offset to which the current results are to be written.
Finally, the RunP2S instruction specifies a source matrix expressed by its base address in main memory, spatial dimensions (rows and columns), and actual bit-parallel precision, i.e., how many bits starting from the least significant bit should be converted, as well as, a main memory address where the resulting bit-serial matrix is to be written.
Instruction Scheduling.
Using conventional block matrix multiplication algorithms that were previously applied to FPGA matrix multiplication accelerators such as Reference [10] , BISMO can process matrices of any dimension. Figure 12 shows one possible schedule for the matrix multiplication example in Figure 1 . Here, the DPA is assumed to be as large as the input matrices for simplicity. The computation would otherwise have to be divided into separate tiles resulting in many more instructions. Furthermore, it is assumed that only three of the four binary matrices (L [1] , L [0] , R [1] , and R [0] ) fit in the matrix buffers at the same time to demonstrate the off-chip tiling capabilities. The P2S is not part of the example as it is assumed that the input matrix have already been converted to the bit-serial layout. The corresponding instructions for each pipeline stage can be seen in Table 4 , with P denoting the matrix that accumulates the result of these operations.
The fetch stage begins by fetching L [1] and R [1] (instruction F1 and F2) and then signals the execute stage (F3) that it can perform the first binary-matrix multiplication (E2). While the execute stage computes the dot product between L [1] and R [1] , the fetch stage continues fetching L [0] , effectively achieving an overlap between data fetch and execution (F4 and E2 performed in parallel). Once the execute stage finishes the first binary-matrix multiplication, it receives the signal from the fetch stage (F5) that L [0] resides in the matrix buffers (E3). The execute stage continues by executing L [0] · R [1] (E4) while the fetch stage has to wait, since all the buffer space is occupied Execute Result F1 Run L [1] E1 Wait Fetch R1 Wait Execute F2 Run R [1] E2 Run P = P + L [1] · R [1] R2
E9 Signal Result (F6). Note that E4 is part of a new wavefront, and the previous accumulator is left-shifted by one by setting the appropriate accumulator mode to account for this. When the execute stage finishes the matrix multiplication, it signals the fetch stage (E5). Since R [1] is no longer needed, the fetch stage fetches R [0] (F7) enabling the execute stage to finish the remaining matrix multiplications (E7 and E8). As this is the next step in the wavefront, this requires the accumulator to be shifted again. Once the execute stage has finished all binary matrix multiplications, it signals the results stage (E9), which writes the result P to main memory (R2). The schedule in Figure 12 causes the fetch stage and execute stage to stall (F6 and E6), since there is not enough space to fetch R [0] before L [0] · R [1] has been computed. An alternative schedule could be to split the binary matrices into tiles enabling greater flexibility in what data to bring into the matrix buffers and the possibility of overlapping fetch and execute.
EVALUATION
We implement the improved BISMO parametrizable hardware generator in Chisel [6] and VHDL, and use Xilinx Vivado 2017.4 [21] for synthesis, placement, and routing. We add registers to critical paths on the pipeline and enable register retiming instead of manual floorplanning and timing optimizations to achieve higher clock frequencies. We target the Ultra96 board [2], which has a Xilinx ZU3EG MPSoC [24] containing an FPGA with 71k LUTs and 214 BRAMs, and a quad-core ARM Cortex-A53 CPU. The accelerator is connected to a 64-bit wide AXI high-performance port, provisioning it with 4.8GB/s of DRAM bandwidth when running at 300MHz. The BISMO software stack and runtime are coded in C++, and executes on a single ARM core. We use Ubuntu 18.04 provided with the PYNQ platform [22] for Ultra96 as the operating system, and the PYNQ PMBUS interface for power measurements.
As binary operations are the building block for bit-serial computations, we use them as the common denominator for performance measurements. We treat And and popcount as analogues to multiplication and addition when counting binary operations, i.e., a binary dot product between two N -element binary vectors is counted as 2N binary operations.
Synthesis Results and Resource Cost
We start by presenting synthesis results across a range of parameters for different components of the BISMO architecture. Our aim is to explore the resource cost of scaling performance along different axes of parallelism and building up a hardware cost model in the process. Unless otherwise stated, all data in this section is obtained by using out-of-context synthesis for the ZU3EG FPGA, with a target clock period of 2 ns to prioritize timing optimizations. 
Dot Product Unit.
We start by characterizing the resource cost of the DPU, which constitutes the core computational unit of our overlay. Figure 13 plots the LUT usage as well as the LUT cost per binary operation of both the original and the improved DPUs. Similar to the original BISMO, the improved DPU resource cost includes the components whose sizes is constant and does not scale with D k , such as the accumulator and mode multiplexer. We expect that their resource cost gets amortized for larger values of D k , making up a smaller proportion of the total DPU. The dashed lines in Figure 13 plot the LUT cost per binary operation. We observe that the cost per binary operation for the improved DPU starts at 1.2 LUTs for D k = 32, decreasing to 0.6 LUTs for D k = 1,024. Compared to the original BISMO with 2.6 LUTs for D k = 32 and 1.07 LUTs for D k = 1,024, this constitutes an improvement of 1.8×. Using linear regression on this data, the parameters α DPU and β DPU of the BISMO cost model (Section 3.4.1) are 1.17 and 44.1, respectively. We note that the additive constant β DPU for the improved DPU is 44.1 compared to 109 for the original DPU, decreasing the per-DPU overhead by 60% due to the removal of the expensive barrel shifter. For the improved DPU, the reported maximum frequency (F max ) is between 600 and 719MHz.
Fetch and Result Stage.
We evaluate the cost of the fetch and result stages for a single 64-bit memory channel on the PYNQ-Z1, with F =R=64, A=32, and B r =2. The fetch stage includes a DMA engine and the interconnect to move data into matrix buffers. We observe that the LUT cost of the fetch stage is approximated well by 1.89 · (D m + D n ) + 463. We do not include the 1.89 · (D m + D n ) component in the cost model, since it is small even for large DPAs. The result stage includes a DMA engine, result matrix buffers, and a downsizer (parallel-to-serial unit), which are all implemented using LUTs. The result buffer requires approximately 87.3 · D m · D n LUTs, while the DMA engine and the downsizer need 32.8 · D m · D n + 255 LUTs. Completing the cost model, the fetch and result stages contribute 463 + 255 = 718 LUTs to LUT base , which may increase with more advanced DMA engines, and the LUT cost per DPU associated with the result stage is LUT res = 87.3 + 32.8 = 120.1.
Parallel-to-Serial Accelerator Resource Cost.
To evaluate the cost of the hardwareaccelerated data-layout conversion, we evaluate the P2S with M = 8, since 8-bit is the smallest natively supported bit-parallel datatype for most CPUs. For F = R = 64 the P2S contributes 929 LUTs to LUT base . Currently the majority of these LUTs are used for multiplexing between the coalescing buffers when writing their contents to DRAM. As the access pattern to the coalescing buffers is quite regular, a more optimized interconnect can be deployed here to further reduce the LUT cost. 
Cost Model Validation.
We generated 295 different BISMO designs ranging from (D m = 2, D k = 64, D n = 2) to (D m = 12, D k = 256, D n = 10) in size to validate the cost models described in Section 3.4. The BRAM predictions were 100% accurate for this particular range of designs. Figure 14 shows the LUT usage from synthesis results versus the prediction from the cost model. The model's prediction is 97.8% accurate on average across the tested sizes. Figure 15 shows how the prediction error is affected by the size of the design. We observe that large designs are accurately predicted, while smaller designs tend to be underestimated by the model. Figure 16 shows three BISMO instances with the same performance and buffer depth but different overlay dimensions (D m , D k , D n ) and plot the number of BRAMs used and the LUT cost per binary operation. We observe a tradeoff between BRAM and LUT cost by scaling different parameters. We see that larger D k results in lower LUT cost, but requires more BRAMs to deliver the bandwidth. Conversely, smaller D k needs fewer BRAMs, but has larger LUT cost. We note that the DPA dimensions should be matched to the workload dimensions for higher efficiency, e.g., D n > 1 is wasteful for matrix-vector multiplication, but LUT and BRAM budget may impose additional constraints. When the required precision is known beforehand, a matrix multiplier that uses fixed-precision bit-parallel arithmetic is the commonly used alternative, though bit-serial could still be used. To quantify the overhead associated with bit-serial for those cases, we implemented a version of the DPU with w × a-bit multipliers instead of And, an adder tree instead of popcount, and no shifter and negator. This bit-parallel DPU performs the equivalent of 2 · w · a · D k binary operations per cycle using the same compressor generator as the BISMO DPU, as explained in Section 3.2.2. Figure 17 compares the LUT cost for binary operation equivalents between the BISMO DPU and several bit-parallel variants. We first observe that given the same number of bit-parallel operations (w · a), the LUTs per binary operation decreases with higher bit-parallel precision from 0.72 for 2 × 1 down to 0.46 for 3 × 3 when performing 2 6 bit-parallel operations. As expected, bit-parallel DPUs have lower cost per bit operation compared to bit-serial as they do not suffer from the shifter/negator overhead. For larger dot product sizes, the overhead is amortized and the worst-case gap between BISMO and 3 × 3 closes down to 0.23 LUT per binary operation. We note that this is not a fully fair comparison, since BISMO hardware supports significantly larger precisions compared to the fixed-precision operators here. We also expect this data to be useful for designers who would like to build digit-serial architectures, where the building block can be, e.g., 2 × 2-bit matrix multipliers instead of binary.
LUT-BRAM Tradeoffs.

4.1.7
Scaling the BISMO DPA to Larger Sizes. BISMO scales up performance by using a broadcast-style array of DPUs. Traditionally, semibroadcast or systolic arrays are preferred over broadcast for VLSI designs due to the high fan-out requirements of broadcast interconnects [9, 25] . However, modern FPGAs have massive on-chip routing bandwidth and a large number of flip flops for register duplication that can alleviate these concerns. To investigate how the BISMO DPA scales to larger sizes on Xilinx FPGAs, we ran a number of experiments targeting the Xilinx Virtex UltraScale+ VU9P [23] with out-of-context synthesis for large BISMO DPAs. Note that this assumes a LUT-bound design, i.e., we do not consider the matrix buffer BRAMs necessary to feed the array, only the DPA itself. The results are summarized in Table 5 . We observe that these large designs can still manage a respectable 500MHz clock without any manual floorplanning. The largest 
Runtime Performance
In this section, we assess the runtime performance and energy efficiency achievable by the improved BISMO instances running on the Ultra96. We assume that the input matrices are stored in DRAM using a bit-packed data layout (Section 2.2) and that one matrix is transposed. We create matrix-multiplication workloads with different dimensions and bitwidths, manually build the corresponding instruction sequences, and run the workloads on the enumerated BISMO instances listed in Table 6 to evaluate how the overlay size interacts with workload size. We also reproduce the original BISMO results in Table 7 to demonstrate the improvements of the new BISMO. For instance, the 8 × 256 × 8 instance is 27% smaller for the improved BISMO, and the design can be clocked 1.5× faster compared to the original. The resource improvement is due to the improved DPU design as the LUTs themselves are very similar between the two devices, while the clock improvement mainly comes from the process node improvement (16 vs. 28 nm).
Peak Binary Compute.
We start by measuring the maximum achievable binary matrixmultiply performance dictated purely by the execute stage. For this experiment, we assume that the matrices have already been fetched into on-chip memory and disregard the cost of result writing. Figure 18 plots the achieved performance for different number of matrix columns (K) as a percentage of observed peak performance for different popcount widths (D k ). We observe that the efficiency increases with more columns, and that instances with larger D k require wider matrices than smaller D k ones to be efficient. As an example, for a matrix with 8,192 columns (dotted line in Figure 18 ), the instance with D k = 256 reaches 68% efficiency, while D k = 128 achieves 82%. Wide matrices achieve close to 100% of the peak performance for all instances. The inefficiency for narrow matrices is due to the lack of work to fill the compressor pipeline. For example, assume that a D k = 1,024 compressor pipeline has 10 stages, and is processing a dot product with K = 6,144. This workload is fed to the compressor within six clock cycles, after which the execute stage controller must wait for the operation to complete to synchronize with the result stage, thus creating bubbles in the pipeline. This can be remedied by decreasing the DPA pipeline depth. As the improved BISMO DPU has fewer compressor stages compared to the original BISMO [19] , we observe up to 10% relative improvement for the same D k and matrix size.
Peak Bit-Serial Compute.
Per Algorithm 1, if the runtime of a binary (1 × 1) matrix multiplication of a given size is t, we expect the runtime of a w × a-bit matrix multiplication of the same size to be w · a · t. Figure 19 plots the performance for matrices of size 10 × 2,048 × 10 and 10 × 16,384 × 10 with increasing w, a on instance #4. We observe slightly better performance than the projected w · a · t, since multiple dot products are accumulated together for the multi-bit case, behaving like a longer dot product and increasing the execute-stage efficiency (Figure 18 ).
Stage Overlap.
We now quantify the performance gain by overlapping the fetch, execute, and result stages for larger matrix multiplications. Using the block matrix multiplication algorithm from Matam et al. [10] , we create an instruction sequence to run a 256 × 4,096 × 256 binary matrix multiplication on an 8 × 64 × 8 instance. The input matrices here are twice the size of the on-chip memory, similar to the example in Section 3.5.2. By overlapping the operation of different stages, the multiplication finishes in 121,133 cycles, achieving a speedup of 2.2× compared to the 266,510 cycles when the stages are executing without overlap.
Power Consumption.
We use the PMBUS interface on the Ultra96 to measure the total board power while running one or more stages in a loop to measure the power efficiency of BISMO. We turn off the wireless interfaces on the Ultra96 to obtain better idle power readings. Table 8 lists the power consumption of four instances. In the top part of the table, we compare two different design points with similar performance, while the bottom part are top-performance designs. We list four power readings: the idle power with no stages running, the increment from idle with only the execute stage running, the increment with only the fetch and result stages running, and the full power with all stages running.
Overall, the idle power on the Ultra96 constitutes more than 90% of the full power consumption. We find that on average the execute stage contributes 1% of the full power consumption, while the fetch and result stages contribute 5%. For the cases with similar performance, we see that a large but slow-clocked design achieves 1.1× better power efficiency than a small but fast-clocked design, similar to what is reported for FINN [17] . We also include the original BISMO power consumption data in Table 9 for comparison. Although the Ultra96 has higher idle power consumption compared to the PYNQ-Z1, we see that the improved BISMO has 1.5× better power efficiency compared to the original BISMO for the top-performing designs. This can be attributed to a combination of process scaling (16 vs. 28 nm) and the more LUT-efficient design in the improved BISMO.
Parallel-to-Serial Accelerator Performance.
To quantify the performance gains from the P2S accelerator, we compare the execution time for data layout transformation between the accelerator (with the parameters in Section 4.1.3) and a CPU version on the Ultra96. For the CPU version, we use the open-source implementation by Umuroglu and Jahre [18] . This is a singlethread implementation that uses 32-bit multiplication with a specifically crafted constant to pack bit positions from multiple 8-bit words, originally proposed by Mula [12] . We report the average of 30 runs to account for caching effects. As the Ultra96 ZU3EG possesses a 64-bit quad-core CPU, we optimistically divide the CPU execution time by eight to allow for future multithreading and wider datapath optimizations. Figure 20 plots the execution time for both methods for a 20 × 1,280 matrix of varying precision stored using 8-bit elements. On average, the P2S accelerator is 13.8× faster than the Fig. 20 . Parallel-to-serial runtime for 20 × 1,280 matrices of varying precision. CPU implementation. The CPU is limited by its ability to perform fine-grained (bit-level) data movement between registers, while the FPGA is well-suited to this task. Especially for larger matrices where data layout conversion can become costly, the P2S accelerator can contribute significantly to overall bit-serial matrix multiplication performance. Table 10 compares BISMO against several recently-proposed implementations for low-precision matrix multiplication, using peak binary performance and performance per watt as metrics. The top part of the table includes DRAM power, while the bottom part only considers on-chip compute and memory power. The improved BISMO presented in this work achieves a peak energy efficiency of 2.13 binary TOPS/W, which is an improvement of 1.5× compared to the original BISMO [19] . The peak performance of the improved BISMO is also 2.3× that of the original, owing to a combination of the improved DPU design and newer FPGA. To our knowledge, BISMO is the first FPGA implementation for bit-serial matrix multiplication, but comparable related work on binarized neural networks by Umuroglu et al. [17] and low-precision matrix multiplication by Moss et al. [3] report, respectively, 5.2× and 2.5× lower power efficiency than ours. Although the GPU binary matrix multiplication kernels proposed by Pedersoli et al. [4] achieve an impressive 90 TOPS for large binary matrices, their work does not report power measurements. Assuming a power consumption of 120W for the GTX 960, BISMO achieves 2.8× better power efficiency in comparison. On CPUs, the single-threaded implementation by Umuroglu and Jahre [18] performed far worse than BISMO, and is still outperformed by more than an order of magnitude even when assuming 4× performance improvement with multi-core parallelization. Finally, Stripes by Judd et al. [13] outperforms ours by 2.0× due to the performance and energy efficiency of an ASIC implementation.
RELATED WORK
CONCLUSION
We have presented an improved version of BISMO, a bit-serial matrix multiplication overlay that can scale its precision to match an application's computational requirements and its hardware to match available system resources. A new architecture and an FPGA-specific compressor implementation for the dot product unit (DPU) are shown to reduce the LUT cost per binary operation by 1.8× compared to the original BISMO. The new design achieves a peak performance of 15.4 binary TOPS with an energy efficiency of 2.1 TOPS/W on an Ultra96 board, an improvement of 2.3× and 1.5×, respectively. Synthesis results targeting a Xilinx Virtex UltraScale+ VU9P show that the core dot product array (DPA) can achieve a peak performance of 783 binary TOPS at 500MHz and a LUT utilization of 80%.
