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A Diagrammatic Kinetic Theory of Density Fluctuations in Simple Liquids in
the Overdamped Limit. I. A Long Time Scale Theory for High Density
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Starting with a formally exact diagrammatic kinetic theory for the equilibrium correlation functions of particle
density and current fluctuations for a monatomic liquid, we develop a theory for high density liquids whose
interatomic potential has a strongly repulsive short ranged part. We assume that interparticle collisions
via this short ranged part of the potential are sufficient to randomize the velocities of the particles on a
very small time scale compared with the fundamental time scale defined as the particle diameter divided
by the mean thermal velocity. When this is the case, the graphical theory suggests that both the particle
current correlation functions and the memory function of the particle density correlation function evolve on
two distinct time scales, the very short time scale just mentioned and another that is much longer than the
fundamental time scale. The diagrams that describe the motion on each of these time scales are identified.
When the two time scales are very different, a dramatic simplification of the diagrammatic theory at long
times takes place. We identify an irreducible memory function and a more basic function, which we call the
irreducible memory kernel. This latter function evolves on the longer time scale only and determines the time
dependence of the density and current correlation functions of interest at long times. In the following paper,
a simple one-loop approximation for the irreducible memory kernel is used to calculate correlation functions
for a Lennard-Jones fluid at high density and a variety of temperatures.
PACS numbers: 05.20.Dd, 05.20.Jj, 05.40.-a
I. INTRODUCTION
Equilibrium time correlation functions of particle den-
sity and momentum density are important to the kinetic
theory of liquids1–4 because their long time behavior can
be related to various bulk transport coefficients and be-
cause they can be measured in scattering experiments
and easily calculated in molecular dynamics simulations,
making them useful in determining the accuracy of a the-
ory that can calculate them.
Time correlation functions of dynamical variables can
be expressed as the solutions of formally exact integro-
differential equations that typically contain a term in
which the correlation function is convoluted in time with
its memory function.5 If the memory function is known,
the correlation function can be computed easily, but the
memory function is generally too complicated to be eval-
uated exactly. Consequently, much theoretical effort has
been expended throughout the last several decades to
come up with tractable approximation schemes for mem-
ory functions that lead to reasonable results for their cor-
responding correlation functions.
Many correlation functions of interest contain the ef-
fects of physical processes that take place on different
time scales. This separation of time scales may allow one
to express the memory function as the sum of a short
time component and long time component and make ap-
proximations to the two components separately.
One of the most fruitful applications of this gen-
eral strategy is the mode coupling theory of Go¨tze and
a)Electronic address: pilkman@gmail.com
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coworkers,6–11 who were interested in constructing a long
time scale theory of a two-point density correlation func-
tion. They approximated the short time part of its mem-
ory function as a function proportional to a Dirac delta
function of time. They approximated the long time part
of the memory function as a four-point density corre-
lation function that was then further approximated self
consistently as a product of two two-point density corre-
lation functions.
Sjo¨gren12–14 also developed a kinetic theory that
hinged on separating the memory function into a short
and long time part. Using the fully renormalized kinetic
theory of Mazenko15–18 as a starting point, Sjo¨gren as-
sumed that the short time scale dynamics were domi-
nated by binary collisions and that the long time scale dy-
namics consisted of recollisions and hydrodynamic back-
flow and used these assumptions as the basis for his sepa-
ration. This had the advantage of allowing him to derive
formal expressions for both the short and long time parts
of his memory function, but the cost of trying to describe
the dynamics on all time scales simultaneously was that
these expressions were extremely cumbersome and diffi-
cult to evaluate.
Andersen19–21 much later developed a formally exact
diagrammatic kinetic theory for correlation functions of
phase space densities, some of whose features and results
were closely related to those of Mazenko’s fully renor-
malized kinetic theory. The diagrammatic theory had
the advantage of being able to represent both correlation
functions and their memory functions in a unified way
in terms of diagrams that could be ascribed straightfor-
ward physical interpretations thanks to the individual
elements of the diagrams being relatively simple (even
though the full diagrams in general were not). Andersen
2and coworkers22–24 then used the physical intuition this
theory afforded to derive several candidate graphical rep-
resentations of the short time part of the memory func-
tion of the phase space density correlation function that
could be evaluated numerically and used to compute the
short time behavior of several correlation functions of in-
terest. Each of these representations in turn implied an
explicit diagrammatic series for the corresponding long
time part of the memory function, but these series were
always too complex to evaluate.
In this paper we develop a new method for character-
izing the multiple time scale behavior of simple atomic
liquids that are in what we call the ‘overdamped limit’.
For the following qualitative discussion, let us regard the
unit of time for an atomic liquid to be the ratio of the
particle diameter and the mean thermal velocity and ex-
press all times in terms of that unit. Let ν be the average
rate at which a particle in the fluid experiences uncorre-
lated binary repulsive collisions. Then ν−1 is approxi-
mately the relaxation time for fluctuations in a particle’s
momentum at equilibrium. The overdamped limit is de-
fined by the assumption that the short ranged repulsive
forces of the particles are hard enough and the density is
high enough that uncorrelated binary repulsive collisions
randomize the velocities of the particles on a time scale
much smaller than 1. In the overdamped limit, ν is large
compared with 1, and ν−1 is small compared with 1.
We start from the exact diagrammatic theory for the
correlation function of phase space density fluctuations
and focus on the diagrammatic series for a projected
propagator associated with its memory function. After
a number of renormalizations, one of which makes use of
a short time theory equivalent to the generalized Enskog
theory for hard spheres, we obtain a graphical formu-
lation for the projected propagator that shows that its
magnitude and time dependence is of the form
χP (t) ≈ (constant) exp(−νt) + ν
−2h(t/ν, ν−1),
where the function h has only nonnegative powers of its
two arguments. The two terms vary on two very distinct
time scales. The first term decays very rapidly to 0, on a
time scale of O(ν−1). This is the time scale for random-
ization of the momentum of a particle by uncorrelated
binary repulsive (or hard sphere) collisions. The second
term varies on a time scale of O(ν). This is the time scale
for a particle to diffuse a distance equal to its diameter
when its self diffusion coefficient is O(ν−1), which is the
value determined by the repulsive collisions. If ν is large
and t≫ ν−1 , it is reasonable to approximate the behav-
ior of the projected propagator as ν−2h(t/ν, 0). In the
diagrammatic theory, this corresponds to retaining only
a small subset of the diagrams in the original series for
the projected propagator. These diagrams are charac-
terized topologically, and from that point on, the theory
works only with the diagrams that vary on the long time
scale of O(ν) and that are lowest order in powers of ν−1.
We note that Szamel25 has derived a diagrammatic ki-
netic theory for Brownian particles undergoing diffusive
motion in a solvent, using methods similar to those used
in deriving the diagrammatic kinetic theory for parti-
cle systems undergoing Hamiltonian dynamics.19–21 Sza-
mel’s results and the present results have several paral-
lels. However, it should be noted that Szamel’s method
starts from the theory of Smoluchowski dynamics in a
solvent whose microscopic dynamics is not explicitly dis-
cussed, whereas the present work starts from Hamilto-
nian dynamics for a one component particle system and
shows how the longer diffusive time scale arises from a
mechanical description that includes all the shorter time
scales and all the degrees of freedom of the system.
In Sec. II we state some of the results of the diagram-
matic kinetic theory of time correlation functions of the
density in single particle phase space for a monatomic
fluid. In Sec. III, we express the potential of mean force
as the sum of a short ranged repulsive part and a longer
ranged part, approximate the short ranged repulsive part
as a hard sphere potential, and use this to express each
interaction vertex in the graphical theory as a sum of two
corresponding parts. In Sec. IV, we introduce a Hermite
polynomial representation of the momentum dependence
of diagrams. Sec. V develops the kinetic theory in the
Hermite polynomial representation, defines a ‘projected
propagator’ χP in diagrammatic terms, and shows that
this propagator is directly related to observable correla-
tion functions of interest. Sec. VI defines χEP , the general-
ized Enskog approximation for the projected propagator,
and presents a diagrammatic expression for χP in terms
of χEP . Sec. VII discusses the behavior of the diagrams in
χP in the overdamped limit and identifies the diagrams
that are most important in that limit. It also presents
an especially useful diagrammatic representation of χP in
terms of an ‘irreducible memory kernel,’mirr, as well as a
diagrammatic series for mirr that describes its slowly re-
laxing behavior. (Appendix E gives the detailed relation-
ships that allow the correlation functions of interest to be
calculated from the irreducible memory kernel.) Sec. VIII
closes with a discussion. In a subsequent paper,26 a one-
loop approximation for the irreducible memory kernel
is formulated and evaluated for a dense Lennard-Jones
fluid, and the correlation functions that follow from that
result are compared with molecular dynamics computer
simulation results.
II. CORRELATION FUNCTIONS AND DIAGRAMS
A. Definitions
The system of interest is a one component classical
fluid of identical point particles at equilibrium. We con-
sider a canonical ensemble of such systems with N par-
ticles in volume V with temperature T . The positions
and momenta of the particles are rN = {r1, . . . , rN} and
pN = {p1, . . . ,pN}. We define a density in single parti-
3cle phase space as
f(R,P, t) ≡
N∑
i=1
δ(R − ri(t))δ(P − pi(t)), (1)
where δ denotes a Dirac delta function. The fluctuation
of this density from its canonical ensemble average value
is
δf(R,P, t) ≡ f(R,P, t)− 〈f(R,P, t)〉, (2)
where the angular brackets denote an ensemble average.
This is a dynamical variable whose value fluctuates as the
particles’ coordinates and momenta change with time.
The time correlation function of this dynamical variable
C(R,P, t;R′,P′, t′) ≡ 〈δf(R,P, t)δf(R′,P′, t′)〉
is a fundamental function of interest in the kinetic the-
ory of gases and liquids.1,4,12–18 It is closely related to the
time correlation functions of particle density and momen-
tum density, which are related to transport properties
and to the observables in coherent neutron scattering ex-
periments. A closely related function is the correspond-
ing self correlation function.
Cs(R,P, t;R
′,P′, t′) ≡
N∑
i=1
〈δfi(R,P, t)δfi(R
′,P′, t′)〉
Here
fi(R,P, t) ≡ δ(R − ri(t))δ(P − pi(t))
Cs is related to the velocity autocorrelation function and
to incoherent neutron scattering.
For t = t′ these functions are equilibrium static corre-
lation functions.
C(R,P, t;R′,P′, t) = F1(R,P;R
′,P′)
= ρMM (P)δ(R −R
′)δ(P−P′)
+ρ2MM (P)MM (P
′) (g(R−R′)− 1)
Cs(R,P, t;R
′,P′, t) = Fs1(R,P;R
′,P′)
= ρMM (P)δ(R −R
′)δ(P−P′)
Here MM is the Maxwell-Boltzmann distribution of mo-
mentum, and g is the usual pair correlation function.
B. Diagrammatic theory of time correlation functions
In previous papers,19–24 we have developed a diagram-
matic theory of a hierarchy of time correlation functions.
The theory defines retarded propagators χ and χs for
the correlation functions C and Cs, respectively,
27 and
expresses the C function for positive values of t − t′ in
+
+ +
+
+
+  ...
FIG. 1. Some of the simplest diagrams in the series for
χ(R,P, t;R′,P′, t′). Each root point is a small open circle.
Each free point is a small closed circle. Each χ(0) bond is a
line. Each Qnm vertex is a large circle with n points on the
left and m points on the right. Each vertex has zero, one, or
two internal lines connecting left and right points on the same
vertex. A Qc111 vertex has an internal line, which distinguishes
it from a Qc011, which does not. A Q
c2
22 vertex has two internal
lines that are not topologically equivalent, so one is drawn
as a solid line and the other as a dashed line. (In the actual
series, each left root is labeled (R,P, t), and each right root
is labeled (R′,P′, t′), but these labels have been deleted from
the figure for simplicity.)
terms of the t = t′ value in the following way.
C(R,P, t;R′,P′, t′)
=
∫
dR′′dP′′ χ(R,P, t;R′′,P′′, t′)
×F1(R
′′,P′′;R′,P′)
Cs(R,P, t;R
′,P′, t′)
=
∫
dR′′dP′′ χs(R,P, t;R
′′,P′′, t′)
×Fs1(R
′′,P′′;R′,P′)
The theory gives the following diagrammatic expressions
for the propagators.
χ(R,P, t;R′,P′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R,P, t) and a right root labeled
(R′,P′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111, Q
c0
11, Q
c1
12, Q
c1
21, and Q
c2
22 vertices;
such that:
(i) each root is attached to a bond;
(ii) each free point is attached to a bond and a vertex. 
χs(R,P, t;R
′,P′, t′) = the sum of all diagrams in the
series just above that have a particle path from the left
root to the right root. 
Fig. 1 illustrates some of the diagrams in the series for
χ. The graphs28 in this series are similar to Mayer cluster
diagrams for static correlation functions of classical fluids
at equilibrium,2,3,29–33 but they differ in several respects.
In particular, the left points and right points of a vertex
or bond are not equivalent, and, to represent this, a graph
4should be drawn so that it is clear which points are on the
left and which are on the right on every vertex or bond.
(If necessary, each bond can be drawn with an arrowhead
pointing from its right point to its left point. In the
figures in this paper, we adhere to the convention that the
left point of a bond is always to the left of the right point,
so arrowheads are not needed to make the distinction
between the two nonequivalent ends of a bond.) When
a free point is attached to a bond and a vertex, it is
attached to the left point of the bond and a right point
on the vertex, or to the right point of the bond and a
left point on the vertex. When a vertex has a left point
that is also attached to a bond, we say that ‘the vertex
has the bond on the left’, with an analogous meaning to
the phrase ‘the vertex has the bond on the right’. Some
vertices have internal lines that connect right and left
points on the vertex.
The Q vertices describe fundamental dynamical pro-
cesses, such as free particle motion and particle inter-
actions, that affect the fluctuations of f . The bonds
describe the causal time evolution of fluctuations of f .
(Time increases from right to left in these diagrams.)
Each diagram in the series above represents a single
term in an iterative solution of the equations of motion
for χ and χs. Infinite series of diagrams such as those
above can be manipulated using the topological reduc-
tion techniques developed by Morita and Hiroike.31 (See
also Stell32 and Andersen.33)
Like Mayer diagrams, each diagram has a real numer-
ical value that is a function of the arguments assigned to
the root points. Each vertex and bond in a diagram is as-
sociated with a function. To evaluate a diagram, dummy
variables for position and momentum are assigned to each
free point, a dummy time variable is assigned to each ver-
tex, and an expression that contains the bond functions
and vertex functions is constructed in a way that is based
on the structure of the diagram. This expression is inte-
grated over all values of the dummy variables to give the
value of the diagram.
An overall review of the graphical kinetic theory is pre-
sented by Ranganathan and Andersen,22 including the
general method for calculating the value of a diagram.
A summary of much of the graphical terminology used
in the theory is given by Andersen19 in an appendix.
Other background information is given in Appendix A of
the present paper. The diagrammatic theory of self func-
tions, like Cs, involves the topological notion of a particle
path in a diagram, which is discussed in Appendix A1 of
the present paper. Explicit expressions for the functions
associated with the vertices and bonds in these diagrams
are given in Appendix A4 of the present paper.
The fundamental theory that leads to this diagram-
matic statement is a formally exact theory for the dynam-
ics of density fluctuations in single particle phase space.
A density fluctuation at a point in single particle phase
space corresponds physically to the presence or absence
of a particle at that point in the space, as should be clear
from Eqs. (1) and (2). The physical interpretation can
be useful for deciding how to manipulate the graphical
series and for devising approximations. (The physical in-
terpretation of diagrams is discussed in more detail by
Andersen and Ranganathan.22)
The exact diagrammatic theory has many more Q ver-
tices than those given in the expression above. In the
present work we have retained the Qc111 vertex, which de-
scribes the free particle motion of a density fluctuation
associated with a single particle, and the Qc011, Q
c1
21, Q
c1
12
and Qc222 vertices, which describe the interaction of den-
sity fluctuations associated with two distinct particles.
The latter take into account the equilibrium structure of
the fluid around the fluctuations. Each function asso-
ciated with these interaction vertices contains the equi-
librium pair potential of mean force or the equilibrium
direct correlation function. The vertices we neglect are
similar to those retained except that they involve equi-
librium correlation functions for three or more particles.
We suspect that the vertices that are neglected repre-
sent minor corrections that do not introduce new physi-
cal effects. (The vertices that are included have enough
physics to derive the linearized Boltzmann equation for
fluctuations in a dilute gas and the linearized generalized
Enskog theory for fluctuations of a dense liquid, as well
as describe hydrodynamic behavior for small wave vec-
tors.) The theory is fully renormalized, in the sense of
Mazenko,15–18 in that the vertices retained are expressed
in terms of equilibrium static correlation functions with
no reference to the bare interparticle interaction. The
resulting theory has a rich structure that takes into ac-
count the time evolution of arbitrarily many density fluc-
tuations. The ultimate test of the theory will come when
its predictions are compared with computer simulation
results.
III. REPRESENTATION OF SHORT RANGED
REPULSIVE FORCES
The vertices Qc112, Q
c2
22, and Q
c1
21 contain the potential
of mean force of the fluid of interest and describe density
fluctuations associated with two distinct particles inter-
acting with each other via this potential. (See Appendix
A4.) If the bare potential itself is very repulsive at short
distances and the density is high, the potential of mean
force will also be very repulsive at short distances. We
assume the bare potential satisfies this condition. It is
useful to separate the potential of mean force into its
short ranged repulsive part and its longer ranged part,
in the same way as the bare potential is separated in the
WCA theory of equilibrium liquids,34 because of the dif-
ferent physical effects of these two parts on the dynamics
of the fluid. (See Appendix B 1 for the details.)
Then each Qc112, Q
c1
21, and Q
c2
22 vertex can be expressed
as the sum of a repulsive (R) part and a longer ranged
(L) part, and χ can be expressed in terms of these new
vertices, whose functions are given in Appendix B 1.
χ(R, P, t;R′, P′, t′) = the sum of all topologically dis-
5tinct matrix diagrams with:
(i) a left root labeled (R, P, t) and a right root labeled
(R′, P′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111, Q
c0
11, Q
c1R
12 , Q
c1R
21 , Q
c2R
22 , Q
c1L
12 , Q
c1L
21 , and Q
c2L
22
vertices;
such that:
(i) each root is attached to a bond;
(ii) each free point is attached to a bond and a vertex.

Each of the functions defined graphically in this paper
has a self version. At this point, the verbal description
for graphs in the self part will begin to become lengthy
and detailed, despite the fact that the actual analysis is
straightforward, so henceforth we will present a graphical
expression for the self part of a function only if it will
appear in the final results.
The QR vertices represent interparticle interactions
that are generated by the repulsive part of the poten-
tial of mean force. It is useful to consider the effect of
completed binary collisions generated by this repulsive
potential. To do this, we start by defining a new set of
vertices called MR, TR12, T
R
21, and T
R
22, that can be used
to replace the QR vertices. Each new vertex represents a
binary collision between two particles as a result of their
short ranged repulsive forces. (MR is a memory function
for repulsive collisions, and the TR vertices are scatter-
ing functions for repulsive collisions.) The procedure for
constructing these vertices is discussed in Appendix B 2.
We are interested in interatomic potential functions for
which the short ranged repulsive forces are very strong
and in time scales that are long compared with the time
required for the completion of a short ranged repulsive
force collision of two particles. We want to approximate
theMR and TR vertices by the corresponding vertices for
hard spheres. The procedure for doing this is discussed
in Appendix B4. The net result is that the MR and TR
vertices are replaced by MH and TH vertices, where the
H denotes that they are hard sphere vertices. Expres-
sions for the functions associated with these vertices are
given in Appendix B 6.
The diagrammatic series for χ then becomes the fol-
lowing.
χ(R, P, t;R′, P′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, P, t) and a right root labeled
(R′, P′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111, Q
c0
11, M
H , Qc1L12 , Q
c1L
21 , Q
c2L
22 , T
H
12 , T
H
21 , and T
H
22
vertices;
such that:
(i) each root is attached to a bond;
(ii) each free point is attached to a bond and a vertex.

The vertices with H in their names are instantaneous
vertices that describe completed binary hard sphere col-
lisions.
IV. HERMITE POLYNOMIAL REPRESENTATION
For the development of the present theory, it is worth-
while to expand the propagator in a special complete ba-
sis set of Hermite polynomial functions of a momentum
variable. Such Hermite polynomial representations of ki-
netic theories have been used many times.13,22,23,35,36
χ(R,P, t;R′,P′, t′)
=
∑
λλ′
χ(R, λ, t;R′, λ′, t′)
×hλ(P)hλ′ (P
′)MM (P)MM (P
′) (3)
The special Hermite polynomial hλ(P) is defined as fol-
lows.
hλ(P) ≡[2
λx+λy+λzλx!λy!λz !]
−1/2
×Hλx(Px)Hλy (Py)Hλz (Pz) (4)
The index λ is an ordered triplet of three nonnegative
integers (λx, λy, λz), which we refer to as a Hermite in-
dex. Here, the momentum P is equal to (2mkBT )
−1/2P,
and the functions Hn(x), for nonnegative integers n, are
Hermite polynomials.
We shall refer to χ(R, λ, t;R′, λ′, t′) as a Hermite ma-
trix element. Each such matrix element can be repre-
sented as an integral containing χ(R,P, t;R′,P′, t′) by
using the orthonormality relationship for the basis func-
tions. Each vertex function and bond function in the
theory can be similarly expressed in terms of matrix el-
ements. (See Appendix C for the details.) When it is
unambiguous to do so, we will abbreviate the triplet of a
Hermite index by omitting the commas, so, for example,
we will write (001) and (000) rather than (0, 0, 1) and
(0, 0, 0). We also use the notation 0ˆ ≡ (000), xˆ ≡ (100),
yˆ ≡ (010), and zˆ ≡ (001).
In this Hermite representation, the diagrammatic ex-
pression for χ is the same as in the momentum represen-
tation at the end of Section III except for the replacement
of momenta by Hermite indices. This diagrammatic ex-
pression is given just below in Sec. VA.
When a diagram is evaluated, the matrix elements of
the bond and vertex functions appear as factors in an
expression that is summed and integrated over dummy
variables assigned to the free points, in a way very similar
to the evaluation process in the momentum representa-
tion. See Appendix C 2 for a detailed statement of the
rules for evaluating a diagram and an example.
For simplicity, we adopt a notation that uses the same
symbol for the Hermite matrix element of a function as
for the function itself, relying on the arguments to distin-
guish the two functions. (For the remainder of the paper,
unless momentum arguments are explicitly indicated, the
Hermite matrix representation is to be understood as be-
ing used.)
6All the bonds in the theory and many of the vertices
and other functions of interest are represented by graphs
with one left root and one right root, and so the cor-
responding functions have one left Hermite index and
one right Hermite index. For such functions we occa-
sionally use a notation in which the indices are writ-
ten as subscripts. For example, a function of the form
G(R, λ, t;R′, λ′, t′) could be written as G(R, t;R′, t′)λλ′ .
This is especially useful since many of the quantities cal-
culated involve matrix products of these functions.
All functions of this form that appear in the theory are
translationally invariant, stationary, and retarded in time
(i.e. the function is defined for all values of its time argu-
ments, but the function is zero if the left time argument
is earlier than the right time argument). Thus spatial
Fourier transforms and Laplace transforms with regard
to time can be useful, especially since many relationships
among the functions are convolutions in space and/or
time. We use the following definition of the Fourier trans-
form and Laplace transform.
Gˆ(q, t)λλ′ ≡
1
V
∫
V
dRdR′ e−iq·(R−R
′)G(R, t;R′, 0)λλ′
(5)
G˜(R, z;R′)λλ′ ≡
∫ ∞
0
dt e−ztG(R, t;R′, 0)λλ′
ˆ˜G(q, z)λλ′ ≡
∫ ∞
0
dt e−ztGˆ(q, t)λλ′
with an analogous notation for Fourier transforms of
functions of position only and Laplace transforms of func-
tions of time only.
V. GRAPHICAL KINETIC THEORY IN THE HERMITE
REPRESENTATION
A. The propagator
The diagrammatic representation of χ in the Hermite
representation is the following.
χ(R, λ, t;R′, λ′, t′) = the sum of all topologically distinct
matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , M
H , TH12 , T
H
21 , and T
H
22
vertices;
such that:
(i) each root is attached to a bond;
(ii) each free point is attached to a bond and a vertex.

1. Relationship of the propagator to observables
Some of the observable quantities of interest in the
kinetic theory are the coherent intermediate scattering
function, the longitudinal current correlation function,
the transverse current correlation function, the incoher-
ent intermediate scattering function, and the incoherent
longitudinal current correlation function, which are all
functions of wave vector and time. The last of these, for
zero wave vector, is proportional to the velocity autocor-
relation function. For definitions of these quantities, see,
for example, Boon and Yip.1
The time dependence of these functions is closely re-
lated to the time dependence of the Fourier transform of
some of the matrix elements of χ. It is straightforward
to show that
φˆρ(q, t) = χˆ(qkˆ, t)0ˆ0ˆ (6)
φˆjl(q, t) = χˆ(qkˆ, t)zˆzˆ (7)
φˆjt(q, t) = χˆ(qkˆ, t)xˆxˆ (8)
φˆρs(q, t) = χˆs(qkˆ, t)0ˆ0ˆ (9)
φˆjls(q, t) = χˆs(qkˆ, t)zˆzˆ (10)
where the φ functions are the five correlation functions
mentioned above, respectively, when normalized to be
unity at zero time, and kˆ is the unit vector in the z
direction.
2. Another expression for the propagator
The Hermite matrix elements of χ(0) are in Eq. (C1).
We decompose χ(0) into two parts. Let
χ(0)(R, λ, t;R′, λ′, t′)
= χ
(0)
0ˆ
(R, λ, t;R′, λ′, t′) + χ
(0)
P (R, λ, t;R
′, λ′, t′)
where
χ
(0)
0ˆ
(R, λ, t;R′, λ′, t′) = χ(0)(R, λ, t;R′, λ′, t′)δ(λ, 0ˆ)
χ
(0)
P (R, λ, t;R
′, λ′, t′) = χ(0)(R, λ, t;R′, λ′, t′)[1− δ(λ, 0ˆ)]
Both of these are diagonal in their Hermite indices. The
χ
(0)
0ˆ
bond function has just one nonzero element, for λ =
λ′ = 0ˆ.
We can use this decomposition to replace the χ(0) bond
by the sum of its two parts, thereby giving a series with
χ
(0)
0ˆ
and χ
(0)
P bonds. A Q
c matrix element all of whose
Hermite indices are 0ˆ is equal to zero. (This is a property
shared by all Qc vertices that can appear in this series
for χ. See Appendix C 3 for explicit statements of the
matrix elements.) If a Qc vertex in a diagram has only
χ
(0)
0ˆ
bonds attached, the diagram will then have a value
of zero. Thus it is permissible to include the requirement
7that each Qc vertex is attached to at least one χ
(0)
P bond
without changing the value of the series. This leads to
the following graphical statement.
χ(R, λ, t;R′, λ′, t′) ≡ the sum of all topologically distinct
matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
and χ
(0)
P bonds;
(iv) Qc11, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , M
H , TH12 , T
H
21 , and T
H
22
vertices;
such that:
(i) each root is attached to a bond;
(ii) each free point is attached to a bond and a vertex.
(iii) each Qc vertex is attached to at least one χ
(0)
P bond.

3. The relationship between the propagator and the
coherent intermediate scattering function
To calculate the coherent intermediate scattering func-
tion using Eq. (6), we need an expression for the 0ˆ0ˆ ma-
trix element of χ. The series for this matrix element can
be obtained by setting λ = λ′ = 0ˆ in the expression for
χ in Sec. VA2.
We now analyze this graphical series as a step toward
evaluating the coherent intermediate scattering function.
The method of analysis is similar to that previously
used20 to analyze a graphical series to obtain a memory
function and to the analysis of graphical theories of quan-
tum many-body phenomena to extract self-energies.37
We examine each graph and find the χ
(0)
0ˆ
bonds whose
removal would disconnect the diagram. Let n be the
number of such bonds in a diagram. For one graph,
namely the one with a χ
(0)
0ˆ
bond between the roots,
n = 1. For all other diagrams, n ≥ 2, and removal of all
n bonds disconnects the diagram into two disconnected
roots and n−1 disconnected parts, the latter of which are
still internally connected. We take each such part and re-
place the free point on the far left with a left root and the
free point on the far right with a right root. Both roots
are assigned the Hermite index 0ˆ, because in the original
χ diagram the corresponding free points were attached to
χ
(0)
0ˆ
bonds. The sum of all topologically different graphs
that can be obtained by this procedure defines a function
to be called M(R, t;R′, t′).
No graph that contributes to M can contain only one
vertex and no bond. Such a vertex would have been
attached to only two bonds in the original diagram and
both bonds would be χ
(0)
0ˆ
bonds. Such diagrams do not
appear in the χ series because of the last requirement
in the statement of the series. Therefore every diagram
in the series for M(R, t;R′, t′) must have two or more
vertices and must be a member of the following series.
M(R, t;R′, t′) ≡ the sum of all topologically distinct ma-
trix diagrams with:
(i) a left root labeled (R, 0ˆ, t) and a right root labeled
(R′, 0ˆ, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
and χ
(0)
P bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , M
H , TH12 , T
H
21 , and T
H
22
vertices;
such that:
(i) the left root is attached to a vertex and the right root
is attached to a different vertex;
(ii) each free point is attached to a bond and a vertex;
(iii) each Qc vertex is attached to at least one χ
(0)
P bond;
(iv) there is no χ
(0)
0ˆ
bond whose removal would discon-
nect the roots. 
It follows that
χ(R, 0ˆ, t;R′, 0ˆ, t′) = χ
(0)
0ˆ
(R, 0ˆ, t;R′, 0ˆ, t′)
+
∫
dR′′dt′′dR′′′dt′′′ χ
(0)
0ˆ
(R, 0ˆ, t;R′′, 0ˆ, t′′)
×M(R′′, t′′;R′′′, t′′′)χ(R′′′, 0ˆ, t′′′;R′, 0ˆ, t′)
(The first term on the right is the value of the diagram
in the series for χ with only one bond. All the remaining
diagrams in χ have a χ
(0)
0ˆ
bond on the left, followed by
a member of the series for M , followed by a member of
the series for χ itself. Summing over all the possibilities
gives the second term on the right.) Note that all of
the functions on the right that are functions of time are
retarded, and this implicitly limits the ranges of time
integrations.
Taking the time derivative and Fourier transform of
both sides of the equation and setting q = qkˆ gives
∂χˆ(qkˆ, t)0ˆ0ˆ
∂t
= δ(t)+
∫ t
0
dt′ Mˆ(qkˆ, t− t′)χˆ(qkˆ, t′)0ˆ0ˆ (11)
This is a memory function equation for the propagator
matrix element associated with the coherent intermedi-
ate scattering function. Thus the function M can be
regarded as the memory function for the coherent inter-
mediate scattering function.
In the graphical series for M , the vertex that is at-
tached to the left root cannot have two left points. Given
the way the roots are labeled with 0ˆ Hermite indices, the
only possibility for the vertex on the left is Qc111 because
the matrix elements of Qc011, Q
c1L
12 , and T
H
12 with a left
Hermite index of 0ˆ are zero. For similar reasons, the
only possibility for the vertex on the right is Qc111 or Q
c0
11.
Thus we have
M(R, t;R′, t′) =
∑
λλ′
∫
dR′′dR′′′Qc111(R, 0ˆ;R
′′, λ)
× χP (R
′′, λ, t;R′′′, λ′, t′)
×
(
Qc111(R
′′′, λ′;R′, 0ˆ) +Qc011(R
′′′, λ′;R′, 0ˆ)
)
(12)
In a diagram forM , between the Q on the left and the Q
on the right is a member of a series of diagrams that
8defines what shall be called the projected propagator
χP . See the next subsection for the formal definition.
This result implies that the time dependence of the mem-
ory function associated with the intermediate scattering
function can be calculated from the time dependence of
the projected propagator χP . (In Mori’s theory of mem-
ory functions,5 the time dependence of a memory func-
tion of a dynamical variable is given by an operator of
the form exp(i(I −P )L) that acts on the vector space of
all functions in classical N -particle phase space. Here L
is the Liouville operator, P is a projection operator, and
I is the identity operator. There is a close analogy to
the results here, which is why we use the term ‘projected
propagator’ for χP .)
Eq. (12) can be written more compactly as
ˆ˜M(q, z) =
[
Qˆc111(q) ˆ˜χP (q, z)
(
Qˆc111(q) + Qˆ
c0
11(q)
)]
0ˆ0ˆ
(13)
Note that within the square brackets, the multiplications
are Hermite matrix multiplications.
B. The projected propagator
Eq. (12) follows from the diagrammatic series forM in
Sec. VA 3 provided we define the projected propagator
χP in the following way.
χP (R, λ, t;R
′, λ′, t′) ≡ the sum of all diagrams in the
latest series for χ(R, λ, t;R′, λ′, t′) that have no χ
(0)
0ˆ
bond
whose removal would disconnect the roots. 
The projected propagator is of central importance in
the present theory. To obtain an explicit, useful state-
ment of its diagrammatic series, we note the following.
1. In every diagram included in the series for χP , each
root is attached to a χ
(0)
P bond rather than a χ
(0)
0ˆ
bond.
2. An MH or TH matrix element is equal to zero un-
less there is at least one Hermite index on the left and
one on the right that is not 0ˆ. (See Appendix C 3.) It
is permissible to include the requirement that, in every
diagram, every MH and TH vertex has at least one χ
(0)
P
bond attached on its left and one on its right, since this
does not change the value of the series.
We thus have the following result.
χP (R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
and χ
(0)
P bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , M
H , TH12 , T
H
21 , and T
H
22
vertices;
such that
(i) each root is attached to a χ
(0)
P bond;
(ii) each free point is attached to a bond and a vertex;
(iii) each Qc vertex is attached to at least one χ
(0)
P bond;
(iv) there is no χ
(0)
0ˆ
bond whose removal disconnects the
roots;
(v) each MH and TH vertex has at least one χ
(0)
P bond
attached to its left and at least one χ
(0)
P attached to its
right. 
C. The propagators associated with the longitudinal and
transverse current correlation functions
To use Eqs. (7) and (8) to calculate the longitudinal
and transverse current correlation functions, we need ex-
pressions for the zˆzˆ and xˆxˆ matrix elements of χ. Con-
sider the graphical expression for χ(R, λ, t;R′, λ, t′), for
λ = zˆ or xˆ, obtained by using the equation for χ in Sec.
VA2.
We perform an analysis similar to that in Sec. VA3
for each of these two series. We examine each graph and
find the χ
(0)
0ˆ
bonds whose removal would disconnect the
roots. Each graph has either no such bonds or one or
more such bonds.
A diagram in the series with no such bonds is a member
of the series for χP , and so the sum of these diagrams is
χP (R, λ, t;R
′, λ, t′).
If a graph has one or more such bond, we locate the
leftmost and rightmost bond of this type. (They are the
same bond in the case that there is only one.)
The part of the diagram that has these bonds and what
is in between them (if there are two bonds) or the bond
itself (if there is only one) is clearly a member of the
graphical series for χ in which the bond attached to each
root is a χ
(0)
0ˆ
bond. The sum of all these possibilities is
clearly equal to the 0ˆ0ˆ element of χ itself.
The vertex to the immediate left of the bond on the
left must be a Qc111 or Q
c0
11, vertex because these are the
only vertices with one right point that have a nonzero
matrix element when the right index is 0ˆ. The part of
the diagram between the left root and this vertex is a
member of the series for χP .
Similarly, the vertex to the immediate right of the bond
on the right of the contribution to χ must be a Qc111, and
what is between it and the right root is a member of the
series for χP .
We have the following exact result, which is easier to
represent in the Fourier-Laplace domain.
ˆ˜χ(qkˆ, z)λλ = ˆ˜χP (qkˆ, z)λλ
+
[
ˆ˜χP (qkˆ, z)
(
Qˆc111(qkˆ) + Qˆ
c0
11(qkˆ)
)]
λ0ˆ
ˆ˜χ(qkˆ, z)0ˆ0ˆ
×
[
Qˆc111(qkˆ) ˆ˜χP (qkˆ, z)
]
0ˆλ
for λ = zˆ or xˆ (14)
D. Summary of this section
We stated the graphical expression for the propagator
χ for density fluctuations in single particle phase space
9that incorporated the changes made in Secs. III and IV.
These included approximating the short ranged repulsive
parts of the Q vertices using a hard sphere model and
representing the momentum dependence of diagrams in
terms of Hermite matrix elements.
We showed that the χ0ˆ0ˆ, χzˆzˆ, and χxˆxˆ Hermite matrix
elements of the propagator are directly related to the co-
herent intermediate scattering function, the longitudinal
current correlation function, and the transverse current
correlation function, respectively.
We defined a projected propagator χP .
We found that the memory function for the kinetic
equation for χ0ˆ0ˆ can be expressed simply in terms of χP ,
and therefore χ0ˆ0ˆ can be calculated from χP .
We found that χzˆzˆ and χxˆxˆ can be expressed simply in
terms of χP and χ0ˆ0ˆ.
It follows that a theory for the projected propagator
χP can lead to theoretical calculations of the correlation
functions mentioned.
We now move forward with a theoretical analysis of
χP .
VI. TOPOLOGICAL ANALYSIS OF THE SERIES FOR
THE PROJECTED PROPAGATOR
A. The generalized Enskog projected propagator
An important approximation for χP , and the starting
point for our analysis, is the generalized Enskog projected
propagator, which can be defined in the following way.
χEP (R, λ, t;R
′, λ′, t′) ≡ the sum of all topologically dis-
tinct matrix diagrams in the series in Sec. VB for
χP (R, λ, t;R
′, λ′, t′) that have no QL or TH vertices. 
Every diagram in this series is an alternating sequence
of bonds and vertices that have one left point and one
right point. Once this is recognized, it is clear that no
diagram in the series has a χ
(0)
0ˆ
bond, since that would
violate the topological restriction (iii) in the diagram-
matic expression for χP . Finally, no diagram can have a
Qc011 vertex because such a vertex must be connected to
one χ
(0)
0ˆ
bond if its matrix element is nonzero. Thus we
have the following.
χEP (R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
P bonds;
(iv) Qc111 and M
H vertices;
such that
(i) the left root is attached to a bond and the right root
is attached to a bond;
(ii) each free point is attached to a bond and a vertex.

χEsP (R, λ, t;R
′, λ′, t′) = the χEP (R, λ, t;R
′, λ′, t′) series
just above with MH vertices replaced by MHs vertices.

If χEP is used as an approximation for χP to calculate
the memory function of the intermediate scattering func-
tion in Eq. (12), the result is equivalent to the memory
function of the generalized Enskog theory,1 as can be ver-
ified by a detailed calculation. This projected propagator
contains the physics of uncorrelated binary hard sphere
collisions, described by the hard sphere memory function
MH , with a collision frequency ν that is proportional to
the particle density and the radial distribution function
at contact. (See Appendix B 5.) Some of the properties
of χEP are discussed below in Sec. VII B.
B. Topological reduction of the series for χP
The series for χEP consists of simple chain diagrams
containing n(≥ 1) χ
(0)
P bonds separated by n−1 Q
c1
11 and
MH vertices. It is straightforward to perform a topolog-
ical reduction of the series for χP that eliminates these
chains and replaces them by χEP bonds. This topological
reduction eliminates all χ
(0)
P bonds and M
H vertices, as
well as all Qc111 vertices that are not attached to at least
one χ
(0)
0ˆ
bond. Thus we have the following result.
χP (R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
and χEP bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , T
H
12 , T
H
21 , and T
H
22 ver-
tices;
such that:
(i) each root is attached to a χEP bond;
(ii) each free point is attached to a bond and a vertex;
(iii) there is no χ
(0)
0ˆ
bond whose removal would discon-
nect the roots.
(iv) each Qc vertex is attached to at least one χEP bond;
(v) each TH vertex has at least one χEP bond attached to
its left and one χEP bond attached to its right;
(vi) each Qc111 vertex is attached to a χ
(0)
0ˆ
bond. 
Fig. 2 shows examples of the graphs in this series. This
will be used as the starting point for the discussion of the
overdamped limit in the next section.
VII. THE OVERDAMPED LIMIT OF THE PROJECTED
PROPAGATOR
A. MH , TH21 , and the hard sphere collision frequency ν
The hard sphere memory functionMH that appears in
the present theory has appeared in previous kinetic theo-
ries of hard spheres, both in the context of the Boltzmann
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FIG. 2. Several graphs in the series of Sec. VIB for χP .
Each small open circle is a root. Each small closed circle is
a free point. Each large open circle is a vertex. The letter
T indicates a TH vertex. A vertex without such a letter is
a Qc11 or Q
cL vertex. Each solid line between vertices is a
χ
(0)
0ˆ
bond. Each wavy line is a χEP bond. Some vertices have
internal lines. (Each maximal qs subgraph is surrounded by a
rectangle of red dashed lines, which is not part of the diagram.
Maximal qs subgraphs are discussed in Sec. VIIC 3.)
kinetic equation for the dilute gas phase and in the gen-
eralized Enskog theory for the dense liquid phase.1,35,36
It describes the effect of one binary hard sphere collision
on the momentum of a fluctuation. Appendix B 6 gives a
formula for theMH function in the momentum represen-
tation, and Appendix C 3 b gives an integral representa-
tion of the Hermite matrix elements of the function. All
of the results for the hard sphere fluid obtained from the
present theory appear to be equivalent to those obtained
by Furtado et al.36,38
Any matrix element ofMH orMHs with its left and/or
right Hermite index equal to 0ˆ is zero. An explicit for-
mula for the zˆzˆ element of MHs , given in Appendix B 6,
reduces to the following.
MˆHs (q)zˆzˆ = −ν
The quantity ν has units of (time)−1 and is positive and
independent of wave vector. Except for a numerical fac-
tor of approximately unity, it is equal to the hard sphere
collision frequency according to the generalized Enskog
theory. Also, except for a similar numerical factor, it is
equal to the reciprocal of the relaxation time associated
with the decay of the velocity autocorrelation function
according to that theory. For simplicity, we shall refer to
it as the generalized Enskog collision frequency.
In units in which the hard sphere diameter is approxi-
mately 1 and the mean thermal velocity is approximately
1, ν is a frequency large compared with 1, and ν−1 is a
time small compared with 1 for atomic fluids at liquid
densities. This is because the mean free path between
hard sphere collisions of a single particle is much smaller
than the hard sphere diameter for liquid densities.
The frequency ν enters the diagrammatic theory via
the Qc1R21 vertex, which describes the rate at which a
propagating density fluctuation collides with an equilib-
rium distribution of particles. This vertex contains a
factor of ρgm (see Eq. (B5)). In the limit that the re-
pulsive potential becomes a hard sphere potential, gm
becomes the pair correlation function at contact for the
hard spheres. (See Appendix B 5.) This factor is the es-
sential ingredient in ν. Both TH21 and M
H contain one
Qc1R21 vertex and hence are O(ν). All other hard sphere
vertices are independent of the density and the pair cor-
relation function and contain only essentially geometric
information about the collisions of two hard spheres.
The diagrams in the series for χP in Sec. VIB contain
TH21 vertices but no M
H vertices. The latter have been
absorbed into the χEP bonds that also appear in the se-
ries. The TH21 vertices generate positive powers of ν in
the value of a diagram. As we shall see below, the χEP
bonds lead to negative powers of ν. In the rest of this
section, we explore the consequences of this and identify
those diagrams that are most important for determining
the behavior of χP for long times when ν is large.
B. Properties of χEP
The χEP function represents the effect of a sequence of
zero of more uncorrelated binary collisions on a density
fluctuation, each of which is described by the MH mem-
ory function. A matrix element of χEP is nonzero only
if neither of its Hermite indices is 0ˆ. The most general
diagram in χEP is a chain of alternating χ
(0)
P bonds and
vertices, and each vertex is either anMH or a Qc111 vertex.
χEP (R, λ, t;R
′, λ′, t′) is zero for t − t′ < 0 and, for
very large ν, decays rapidly to zero approximately as
exp(−ν(t − t′)) for t − t′ > 0. The χEP matrix is essen-
tially an exponential of the MH matrix and represents
dissipative decay of particle momentum. Every Hermite
matrix element of MH contains a factor of ν.
C. The evaluation of diagrams for large ν
1. Time integrations in the evaluation of a diagram
In the series for χP in Sec. VIB, there is one di-
agram with no vertex, namely the diagram with a
χEP bond between the roots, whose value is simply
χEP (R, λ, t;R
′, λ′, t′). When evaluating every other di-
agram in the series, each vertex is assigned a time argu-
ment that is integrated from the initial time t′ to the final
time t. (Without loss of generality, we will set t′ = 0.)
The times being integrated over will appear in the inte-
grand as the arguments of the χ
(0)
0ˆ
and χEP bond functions
that connect the corresponding vertices, and integrating
11
over these bond functions will contribute factors of t and
ν−1 to the value of the diagram.
The time dependence of the χ
(0)
0ˆ
(t; t′) bond function
consists of a Heaviside function of its time arguments.
χ
(0)
0ˆ
(t; t′) = Θ(t− t′) (15)
(We have omitted the dependence on other arguments
for simplicity.) If the only bonds in a diagram were χ
(0)
0ˆ
,
then the value of the diagram would contain a factor of tv,
where v is the number of vertices (and hence the number
of time integration variables) in the diagram.
The χEP (t; t
′) bond function also contains a factor of
Θ(t − t′). For t − t′ > 0, it decreases rapidly as t − t′
increases. Its initial value is unity. Its approximate time
dependence is an exponential decay.
χEP (t, t
′) ≈ Θ(t− t′) exp(−ν(t− t′))
For the purpose of estimating the magnitude of integrals
that arise from diagrams, it is helpful to replace the time
dependence of this function with
χEP (t, t
′) ≈ Θ
(
ν−1 − (t− t′)
)
Θ(t− t′) (16)
Eqs. (15) and (16) for each of the bonds in a diagram
represent all the time dependent factors that can make
the integrand zero. When these factors are nonzero, the
remaining factors are bounded. The combined effect of
all these Heaviside functions is to limit, in some cases
severely, the ranges of values of the time variables for
which the integrand is nonzero. This has two effects: it
reduces the number of powers of t that the value of the
diagram has, and it generates powers of ν−1.
To understand the effects of the Heaviside functions on
the value of diagrams, it is helpful to introduce the idea
of quasi-simultaneous objects and subgraphs.
2. Objects and subgraphs
Definition. An object is a root or a vertex.  Thus
a graph is a set of objects with bonds between them.
When a graph is evaluated, each object has a time vari-
able assigned to it.
Definition. A subgraph is a subset of the objects of a
graph together with all the bonds that connect one mem-
ber of this subset to another. Any free points attached
to these vertices and bonds are also included as part of
the subgraph. 
According to this definition, a subgraph can be the
entire diagram or it may be just a part of the diagram.
A subgraph of a diagram in a diagrammatic series for
a specific function will typically look very much like a
diagram in that series, except that it may have free points
that are attached to a vertex but not a bond and it may
have fewer roots than diagrams in the series have.
In the rest of this section, we are concerned only with
the graphs that appear in the series in Section VIB for χP
and with the properties of subgraphs of that series. All
definitions of specific types of subgraphs and statements
about their properties are to be understood as applicable
only in this context.
3. Quasi-simultaneous objects and subgraphs
Definition. Two objects in a diagram, with times t1
and t2 respectively, are quasi-simultaneous (henceforth
abbreviated as ‘qs’) if there is an m, independent of ν,
such that the set of Heaviside functions in Eqs. (15) and
(16) for each of the bond functions in the diagram implies
that the integrand for the diagram is zero for |t1 − t2| >
mν−1 for all ν > 0. 
Two elementary properties of this concept are the fol-
lowing:
1. If two objects are directly connected by a χEP bond,
they are qs.
2. If two objects are each qs with a third object, they
are qs with each other.
It is clear that if two objects are connected by a series
of one or more χEP bonds, they are qs. But it is possible
for two objects to be qs even if they are not connected in
this way. An example will be given below.
For a discussion of quasi-simultaneity in terms of the
topology of the diagrams, see Appendix D 1.
Definition. A qs subgraph is a subgraph in which all
the vertices and roots are qs with each other. 
Definition. A maximal qs subgraph is a qs subgraph
whose members are not qs with any object not in the
subgraph. 
It is straightforward to show that:
1. every object in a diagram is in one and only one max-
imal qs subgraph that contains at least two objects;
2. every diagram in the series has a unique set of maximal
qs subgraphs;
3. both roots of a diagram are in the same maximal qs
subgraph if and only if the diagram has only one maximal
qs subgraph.
These properties are illustrated in Fig. 2, which has red
rectangles enclosing each of the maximal qs subgraphs.
Note that within most of the rectangles, the contents are
connected by wavy lines. Not all maximal qs subgraphs
are connected in this way. In diagram d, the entire graph
is one qs subgraph, despite the fact that two of the ver-
tices are not connected to the others by wavy lines.
Appendix D2 contains the proof of the following
lemma.
Lemma. Every maximal qs subgraph in a diagram
has at least two objects that are not TH21 vertices. 
4. The t and ν dependence of a diagram for large ν
We now consider how the value of a diagram depends
on t and ν for large ν. We separately consider diagrams
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whose roots are in different maximal qs subgraphs and
those whose roots are in the same maximal qs subgraph.
a. The roots are in different maximal qs subgraphs.
Consider a diagram whose two roots are in different max-
imal qs subgraphs. The number of maximal qs subgraphs
is W +2, where W ≥ 0 is the number of maximal qs sub-
graphs that contain no roots. Let vi be the number of
vertices, ri the number of roots, and qi the number of
TH21 vertices in subgraph i, where the index i goes from 1
to W + 2.
When the diagram is evaluated, subgraph i will have
vi + ri time arguments associated with it, and we will
choose one of these arguments to be a special time ar-
gument. If the subgraph contains a root, we choose the
special time to be that of the root; otherwise, we choose
the special time arbitrarily.
The contribution of each subgraph to the integrand
of the diagram will be zero unless each non-special time
argument is within a time of O(ν−1) of the subgraph’s
special time argument. Consequently, each maximal sub-
graph will contribute vi + ri − 1 factors of ν
−1 to the
value of the diagram. In addition, as discussed in section
VIIA, each TH21 is O(ν), so the total number of powers
of ν−1 that a subgraph will contribute is v′i + ri − 1,
where v
′
i ≡ vi − qi is the number of vertices in subgraph
i that are not TH21 vertices. We note that the lemma in
Sec. VIIC 3 implies that v′i + ri ≥ 2 for all maximal qs
subgraphs of all diagrams in the series for χP .
After these integrations over the non-special time ar-
guments, the χ
(0)
0ˆ
bonds that connect the W + 2 sub-
graphs to one another will become functions of the spe-
cial time arguments of the subgraphs they connect, and
integrating these bond functions over the W special time
arguments not assigned to the roots of the diagram will
generate W factors of t. Thus the number of factors of t
and ν−1 that come from a diagram that consists ofW +2
maximal qs subgraphs is
tW
W+2∏
i=1
ν−(v
′
i+ri−1) = ν−2
(
ν−1t
)W W+2∏
i=1
ν−(v
′
i+ri−2)
Let
N ≡
W+2∑
i=1
(v
′
i + ri − 2) (17)
Since v′i+ ri ≥ 2 for all i, it follows that N ≥ 0. We have
the following lemma.
Lemma. The value of a diagram in χP whose roots are
not in the same maximal qs subgraph has the following
dependence on t and ν.
O
(
ν−(2+N)
(
ν−1t
)W)
(18)
where N and W are nonnegative integers. 
b. The roots are in the same maximal qs subgraph.
Consider a diagram that has both roots in the same max-
imal qs subgraph. Such a diagram has only one maximal
qs subgraph. All time arguments in the diagram must be
within a time of O(ν−1) of each other if the integrand is
nonzero, so the value of the diagram decreases rapidly as
a function of t, and the time dependence of the diagram
is to a good approximation proportional to a Dirac delta
function. The validity of this approximation improves as
ν grows larger. A similar analysis to that used in the
previous case yields the following result.
Lemma. A diagram in χP whose roots both lie in the
same maximal qs subgraph has the following dependence
on t and ν.
O
(
ν−(2+v
′)
)
δ
(
ν−1t
)
(19)
where v′ ≥ 0 is the number of vertices in the diagram
that are not TH21 .  (In getting this result we used the
fact that δ(ν−1t) = νδ(t).)
c. Final result. Combining the results above, we get
the following theorem.
Theorem. The time dependence of the projected
propagator has the following form.
χP (t) ∼ ǫ
2f(τ, ǫ) (20)
where τ = ν−1t is a rescaled time and ǫ = ν−1 is a
small parameter. The function f(τ, ǫ) has the following
asymptotic expansion for large ν.
f(τ, ǫ) = δ(τ)
∞∑
m=0
ǫmgm(ǫ) +
∞∑
n=0
τn
∞∑
m=0
ǫmhnm(ǫ) (21)
Each gm(ǫ) and hnm(ǫ) is finite in the limit of ǫ→ 0+. 
In this result, the sum is over nonnegative m because of
the two previous lemmas.
In the limit of very large ν (small ǫ), we can neglect all
but the leading order, m = 0, terms in the above power
series. This corresponds to neglecting all diagrams in
the series for χP that contain a maximal qs subgraph for
which v′+ r− 2 > 0. The diagrams retained are those in
which every maximal qs subgraph contains exactly two
objects that are not TH21 vertices. We have the following
theorem.
Theorem. For large ν, the diagrammatic series for
χP is the same as in Sec. VIB with the following ad-
ditional restriction on the diagrams: every maximal qs
subgraph contains two and only two objects that are not
TH21 vertices. 
D. The topological structure of diagrams to be retained
for large ν
In this section we want to characterize the diagrams
to be retained for large ν in a more explicit way. To do
this, we introduce an additional topological characteristic
of diagrams.
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1. χEP -connectivity
Definition. A pair of distinct objects in a graph is χEP -
connected if there is a sequence of objects in the graph
starting with the first object of the pair and ending with
the second object of the pair such that each adjacent pair
of objects in the sequence is connected by a χEP bond in
the diagram.
Definition. A χEP -connected subgraph is a subgraph
with two or more objects, each of whose objects is χEP -
connected to every other object in the subgraph. 
Definition. A maximal χEP -connected subgraph is a
χEP -connected subgraph that is not contained in a larger
χEP -connected subgraph. 
Theorem. If two objects are χEP -connected, they are
in the same maximal qs subgraph. 
Theorem. Every object in every graph in the se-
ries for χP in Sec. VIB is in a maximal χ
E
P -connected
subgraph.  The proofs of these two theorems are
straightforward.
2. A theorem about maximal qs subgraphs
Theorem. If a maximal qs subgraph of a diagram in
the series for χP in Sec. VIB has two and only two objects
that are not TH21 vertices, it has the following properties.
1. It is a maximal χEP -connected subgraph.
2. It has one and only one of the following objects:
(i) a left root that has a χEP bond on the right in the
original diagram,
(ii) a Qc111 vertex that has no χ
E
P bond on the left and
one on the right in the original diagram,
(ii) a Qc1L21 vertex that has no χ
E
P bond on the left and
one on the right in the original diagram.
3. It has one and only one of the following objects:
(i) a right root that has a χEP bond on the left in the
original diagram,
(ii) a Qc111 or Q
c0
11 vertex that has a χ
E
P bond on the left
and none on the right in the original diagram;
(iii) a Qc2L22 or Q
c1L
12 vertex that has one and only one
χEP bond on the left and none on the right in the original
diagram.
4. It has zero or more TH21 vertices. Each T
H
21 vertex has
one χEP bond on the right and one and only one χ
E
P bond
on the left in the original diagram.
5. It has one or more χEP bonds and no χ
(0)
0ˆ
bonds.
6. It has no bonds or vertices other than those men-
tioned above. 
The theorem is straightforward to prove by elementary
methods. The proof is a set of extensions of the reason-
ing used in Appendix D2 to prove the Lemma in Sec.
VIIC 3.
Definition. An overdamped subgraph is a subgraph
that has the six properties in the theorem just above. 
The use of the term ‘overdamped subgraph’ is moti-
vated by the fact that subgraphs with this property play
an important role in the overdamped limit, as we shall
T
T
T
FIG. 3. Some examples of overdamped subgraphs. See the
caption of Fig. 2 for the meaning of the various symbols. Each
free point with no bond attached in the subgraph must be at-
tached to a χ
(0)
0ˆ
bond when it appears in a graph. These
examples illustrate some general features of overdamped sub-
graphs that follow from the definition. Each overdamped sub-
graph is a set of vertices connected by a ‘linear’ chain of χEP
bonds (the wavy lines). The left and right vertices are Q ver-
tices (large open circles with no letter inside) and the others
(if any) are TH21 vertices (large open circles with the letter
‘T’ inside). There are no χ
(0)
0ˆ
bonds in an overdamped sub-
graph. There are many other restrictions that follow from the
definition.
discuss below. Using this definition, the theorem implies
the following corollary.
Theorem. A maximal qs subgraph of a graph in the
series for χP in Sec. VIB has two and only two objects
that are not TH21 vertices if and only if it is an overdamped
subgraph. 
Then the final theorem of Sec. VII C 4 implies the fol-
lowing theorem.
Theorem. For large ν, the diagrammatic series for χP
is the same as in Sec. VIB with the following additional
restriction on the diagrams: every maximal qs subgraph
is an overdamped subgraph. 
3. Properties of overdamped subgraphs
Some examples of overdamped subgraphs are in Fig. 3.
Overdamped subgraphs have an important set of prop-
erties described in the following lemma, which follows
straightforwardly from the definition above.
Lemma. The vertices in an overdamped subgraph sat-
isfy the following restrictions, which we shall refer to as
the overdamped vertex restrictions. These restrictions are
statements about the vertices as they appear in the dia-
gram as well as how they appear in the subgraph.
1. Every TH21 has two and only two χ
E
P bonds attached,
one on the left and one on the right.
2. Every Qc vertex has one and only one χEP attached.
3. Every Qc011, Q
c1L
12 , and Q
c2L
22 has the χ
E
P bond on the
left.
4. Every Qc1L21 has the χ
E
P bond on the right.
5. Every Qc111 can have the χ
E
P bond on either side.
6. No vertex is a TH22 or T
H
12 vertex.
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4. Characterization of diagrams to be retained for large ν
Combining the last theorem of Sec. VII D 2 with the
lemma in Sec. VIID 3, we obtain the following lemma.
Lemma. If a diagram is in the series for χP for large
ν, every vertex in the diagram satisfies the overdamped
vertex restrictions. 
From a rather complicated set of theorems, whose
statements and proofs are given in Appendix D 3, we can
obtain the following lemma.
Lemma. If every vertex in a diagram in the series
for χP in Sec. VIB satisfies the overdamped vertex re-
strictions, the diagram is in the series for χP for large
ν. 
Combining these two lemmas, we get the following.
Lemma. A diagram in the series for χP in Sec. VI B
is in the series for χP for large ν if and only if every
vertex in the diagram satisfies the overdamped vertex
restrictions. 
We thus obtain the following characterization of the
diagrams to be retained in the series for χP for large ν.
Theorem. For large ν, the diagrammatic series for χP
is the same as in Sec. VIB with the following additional
restriction on the diagrams: every vertex satisfies the
overdamped vertex restrictions. 
This is the final topological statement of the criterion
for keeping diagrams in the overdamped limit. It is stated
in terms of simple topological restrictions rather than
more complicated ones involving maximal qs subgraphs
or maximal χEP -connected subgraphs.
E. Overdamped theory and overdamped limit
We use the term ‘overdamped theory’ to refer to the
theory that is obtained from the diagrammatic theory
when it is assumed that ν is very large and a new long
time scale τ ≡ ν−1t emerges. We use this term because
a large value of ν implies that particles equilibrate their
momenta much more rapidly than they can move a sig-
nificant distance in configuration space. On that time
scale, a small subset of the original diagrams make the
major contribution to the projected propagator. The re-
sults for the overdamped theory are obtained by taking
the ‘overdamped limit’, which involves three actions.
1. We discard the diagrams that contribute to f(τ, ǫ)
in Eq. (21) to higher than zeroth order in ǫ.
2. Consider the Laplace transform of the χEP bond,
χ˜EP (R, λ, z;R
′, λ′). If the Laplace transform is nonzero,
it is O(ν−1). It is consistent with the overdamped limit
to retain only the contribution to χ˜EP that is of this order.
Thus we write
χ˜EP (R, λ, z;R
′, λ′) = χ˜EOP (R, λ, z;R
′, λ′) +O(ν−2)
where the first term on the right is O(ν−1) for all z and
proportional to ν−1 for z = 0. The O in the superscript
denotes that this is a result that is appropriate for the
overdamped limit.
3. We recognize that the decay of χEP to zero, which
occurs in a time of O(ν−1), is almost instantaneous.
Therefore, for simplicity, it is worthwhile replacing its
bond function by a retarded Dirac delta function times
a factor that gives the correct value of the time integral.
Thus we define
χEDP (R, λ;R
′, λ′) ≡ χ˜EOP (R, λ, 0;R
′, λ′)
χEDP (R, λ, t;R
′, λ′, t′) ≡ χEDP (R, λ;R
′, λ′)δ(t− t′)
χEDP (R, λ, t;R
′, λ′, t′) is the limiting behavior of the bond
function for the χEP (R, λ, t;R
′, λ′, t′) bond as the over-
damped limit is approached. The D in the notation is to
indicate that the time dependence of this version of the
function is a Dirac delta function.
The result of this process is the statement that, in the
overdamped limit, χP approaches the following form:
χP (R, λ, t;R
′, λ′, t′) → the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χ
(0)
0ˆ
and χEDP bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , and T
H
21 vertices;
such that:
(i) each root is attached to a χEDP bond;
(ii) each free point is attached to a bond and a vertex;
(iii) there is no χ
(0)
0ˆ
bond whose removal would discon-
nect the roots;
(iv) the vertices satisfy the overdamped vertex restric-
tions. 
This result for the overdamped limit should be com-
pared with the series for χP in Sec. VIB just before the
overdamped analysis. The two series have many simi-
lar features, but the overdamped limit result is in many
senses much simpler. The χEP bond has been replaced by
the χEDP bond, which is proportional to ν
−1 and has a
very simple Dirac delta function time dependence. Two
of the three TH vertices do not appear in the overdamped
limit. There are many more restrictions on the diagrams
in the overdamped limit, and these restrictions limit the
structures of the graphs to a small subset of those that
appear in the series that applies before the overdamped
limit.
F. Analysis of the overdamped χP and the irreducible
memory kernel
In other theories based on physical ideas similar to
those of the overdamped limit, such as the theory of col-
loids undergoing diffusive motion in a solvent andMarkov
models for dynamics in a configuration space, the mem-
ory function is related to what is called an irreducible
memory function,25,39–42 and it is worthwhile to under-
stand and use this relationship in developing approxima-
tions for the memory function. A quantity analogous to
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FIG. 4. Some examples of diagrams in the series for χP in
the overdamped limit with their nodal bonds indicated by
asterisks. See the caption of Fig. 2 for the meaning of the
various symbols.
the irreducible memory function in those theories arises
straightforwardly in the present theory when a graphical
analysis of the overdamped projected propagator, similar
to the one performed on the propagator in Sec. VA3, is
performed. In this subsection, we define an irreducible
memory kernel mirr. In Appendix E, mirr is used to
define an irreducible memory function.
In the diagrammatic equation in Sec. VII E for the pro-
jected propagator χP in the overdamped limit, we exam-
ine each graph and find χEDP bonds whose removal would
disconnect the roots. Such a bond will be called a nodal
bond. The diagram consisting of a single χEDP bond con-
necting the roots has only one such bond. Every other
diagram in the series has at least two such bonds, namely
the bonds attached to the roots. Fig. 4 shows several ex-
amples of graphs in the series for χP in the overdamped
limit with the nodal bonds indicated by asterisks. The
irreducible memory kernel will be defined as the sum of
all the things that can appear ‘between’ two such bonds.
In what appears between two adjacent nodal bonds,
the vertex on the left had a χEDP bond (i.e. the nodal
bond) on its left in the original diagram. Thus it has to
be either a Qc111, Q
c0
11, Q
c1L
12 , or Q
c2L
22 vertex. The first,
second, and fourth possibilities are not acceptable, so it
must be a Qc1L12 . (To see this, note that if it were a Q
c1
11
or Qc011 it would have to have a χ
(0)
0ˆ
on the right. Such
a bond, if removed, would disconnect the roots, which is
not allowed. If it were a Qc2L22 , the left point would have a
χ
(0)
0ˆ
bond on the left which provides a connection to the
left root [see Appendix A2], which is inconsistent with
the fact that the bond that was removed was a nodal
bond whose removal would disconnect the roots.)
Similarly, in what appears between two adjacent nodal
bonds, the vertex on the right has a χEDP bond on the
right in the original diagram. Therefore it must be a TH21 ,
Qc1L21 , or Q
c1
11. The latter possibility is unacceptable for
a reason similar to that in the previous paragraph. Thus
the vertex on the right must be a TH21 or Q
c1L
21 vertex.
Thus we have the following.
mirr(R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
+ T
+
+ T
+  ...
FIG. 5. Some of the diagrams in the series for mirr. See the
caption of Fig. 2 for the meaning of the various symbols.
(ii) free points;
(iii) χ
(0)
0ˆ
and χEDP bonds;
(iv) Qc111, Q
c0
11, Q
c1L
12 , Q
c1L
21 , Q
c2L
22 , and T
H
21 vertices;
such that:
(i) the left root is attached to Qc1L12 vertex;
(ii) the right root is attached to a TH21 or Q
c1L
21 vertex;
(iii) each free point is attached to a bond and a vertex;
(iv) there is no bond whose removal would disconnect the
roots;
(v) every vertex not attached to a root satisfies the over-
damped vertex restrictions;
(vi) a Qc1L12 attached to the left root has no χ
ED
P bond
on the right;
(vii) a TH21 vertex attached to the right root has one and
only one χEDP bond on the left;
(viii) a Qc1L21 vertex attached to the right root has no
χEDP bond on the left. 
Fig. 5 contains some of the diagrams in the series for
mirr.
ms irr(R, λ, t;R
′, λ′, t′) = the series just above with the
following changes:
(iii) χEDsP bonds are also allowed;
such that:
(v)-(viii) these restrictions apply but they apply with
χEDP replaced by χ
ED
P or χ
ED
sP ;
(ix) there is a particle path from the left root to the right
root;
(x) a χEDsP bond can appear only on the particle path just
mentioned. 
We obtain the following expression for the projected
propagator in the overdamped limit.
χP (R, λ, t;R
′, λ′, t′) = the sum of all topologically dis-
tinct matrix diagrams with:
(i) a left root labeled (R, λ, t) and a right root labeled
(R′, λ′, t′);
(ii) free points;
(iii) χEDP bonds;
(iv) mirr vertices;
such that:
(i) the left root is attached to a bond and the right root
is attached to a bond;
(ii) each free point is attached to a bond and a vertex.

χsP (R, λ, t;R
′, λ′, t′) = the series just above with the
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χEDP bonds and mirr vertices replaced by χ
ED
sP bonds
and ms irr vertices, respectively. 
These diagrams are simple chains of alternating χEDP
bonds and mirr vertices, and each infinite series can eas-
ily be summed using Fourier-Laplace transforms.
G. Comment
The two major results of this section are diagrammatic
expressions in Sec. VII F for χP and χsP in terms of mirr
and ms irr in the overdamped limit and diagrammatic
series for mirr and ms irr.
The calculation of approximations for mirr and ms irr
based on the graphical series for these functions is the
major theoretical task that is required to derive an ex-
plicit form of the kinetic equations for time correlation
functions of interest. The series for mirr and ms irr each
contain infinitely many diagrams, and topological reduc-
tion techniques will be necessary for putting them into
a form suitable for approximations. This is discussed in
the next paper in this series.26
VIII. DISCUSSION
To use the overdamped theory to carry out calcula-
tions of the time correlation functions of a specific atomic
liquid for a particular density and temperature, the fol-
lowing steps are required. We shall discuss this for the
case of a one component liquid, but the entire theory is
generalizable to mixtures of atomic species.
1. Perform equilibrium canonical ensemble simula-
tions to obtain the radial distribution function of the fluid
of interest.
2. Calculate the short ranged repulsive part of the
potential of mean force from the radial distribution func-
tion, using Eqs. (A6) and the method of Appendix B 1.
3. Calculate ˆ˜MRs (0, 0)zˆzˆ, the Fourier-Laplace trans-
form of the matrix element of the self memory function
for a dilute gas of particles whose bare potential is equal
to the potential constructed in step 2. ( ˆ˜MRs (q, z) is
called the RPMF approximation for the memory func-
tion of the fluid of interest. The method for calculating
this matrix element is discussed by Noah-Vanhoucke and
Andersen.24 These calculations do not involve dynami-
cal simulations of the liquid, merely trajectory calcula-
tions for collisions of two particles.) Choose the effec-
tive hard sphere diameter d associated with the repulsive
part of the potential of mean force of the fluid of inter-
est so that, at the density of the fluid of interest, the
value of ˆ˜MHs (0, 0)zˆzˆ of the hard sphere fluid is equal to
ˆ˜MRs (0, 0)zˆzˆ for the fluid of interest. The value of ν for
the fluid of interest then is equal to − ˆ˜MRs (0, 0)zˆzˆ. (See
Eq. C8.)
4. Calculate an approximate result for the hard
sphere memory functions MH and MHs for the hard
sphere fluid at the density of the fluid of interest. This
is most conveniently done using the method of kinetic
models.35,36,43,44
5. Use the approximate hard sphere memory func-
tions MH and MHs to calculate the χ
E
P and χ
E
sP propa-
gators of the generalized Enskog theory as well as their
behavior in the overdamped limit.
6. Devise a graphical approximation for mirr, using
the graphical expression in Sec. VII F.
7. Calculate numerical values, as a function of wave
vector and time, of the coherent intermediate scattering
function and the other observable correlation functions
of interest using the method discussed in Appendix E.
The theory is based on several assumptions. The first
is that the short ranged repulsive part of the potential of
mean force is a repulsive enough potential that its ver-
tices can be replaced by those appropriate for a hard
sphere fluid. The second is that the quantity ν, the
hard sphere collision frequency, is large enough that the
asymptotic theoretical result for very large ν is applica-
ble. Whether or not these two assumptions are correct
for any specific liquid depends on the interparticle poten-
tial of mean force for the liquid. If the bare interparticle
potential is ‘hard’ enough at short distances, the first as-
sumption will be satisfied because the repulsive part of
the potential of mean force will be similar to that of the
bare potential. If the density is increased, the value of ν
will increase, but it is not clear how accurate the theory
will be for any particular value of ν. The third assump-
tion is that the hard sphere kinetic model that is used
is accurate enough, and the fourth is that the graphical
approximation used for mirr is accurate enough. These
assumptions depend on the kinetic model, the graphical
approximation, and the liquid under consideration.
In the accompanying paper,26 we present the results
that follow from a simple ‘one-loop’ graphical approxi-
mation for the irreducible memory kernel and a simple
kinetic model for hard spheres. The system investigated
is a dense Lennard-Jones liquid at a variety of tempera-
tures. The results for the observable correlation functions
are compared with those obtained from simulations of the
Lennard-Jones liquid.
Appendix A: The diagrammatic theory
1. Elementary properties of diagrams and their
components
Matrix diagrams. The graphs in the present the-
ory are ‘matrix’ diagrams (see Andersen19). The term is
defined by three restrictions.
1. Each left root is attached to a left point of a vertex
or bond and nothing else.
2. Each right root is attached to the right point of a
vertex or bond and nothing else.
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3. Each free point is attached to the right point of one
vertex or bond and the left point of another vertex or
bond and nothing else.
Instantaneous and retarded bonds and vertices.
All vertices in the theory are either instantaneous or re-
tarded. When a graph is evaluated, an instantaneous
vertex has the same time argument assigned to all its
points, and a retarded vertex has one time argument as-
signed to its left points and another attached to its right
points.
The vertex function for an instantaneous vertex is in-
dependent of its time argument. The vertex function for
a retarded vertex is a function of the difference of its left
time and its right time, and that function is zero if the
left time precedes the right time.
Paths, forward paths, and particle paths. For
various parts of the theory, it is worthwhile regarding a
graph as a set of roots and vertices with bonds between
them. In the following, we shall use the term ‘object’ to
refer to either a root or a vertex. Thus a graph is a set
of objects with bonds between them.
A path from object A to object B in a diagram is an
alternating sequence of objects and bonds such that the
first object in the sequence is A, the last object is B, and
such that each bond in the sequence is attached to the
object that precedes it and the object that follows it and
no bond appears more than once in the path.
A forward path between two objects in a diagram is a
path such that the tail end of each bond is attached to
the object that precedes it in the path, and the head end
of the bond is attached to the object that follows it in
the path.
A particle path between two objects A and B in a dia-
gram is a path such that: 1. every bond in the path is a
self bond; 2. for every vertex in the path that is not A or
B there is an internal line connecting the points to which
the preceding bond and following bond in the path are
attached.
2. Topological properties of valid graphs
Graphical expressions like the one for χ in Sec. II B are
obtained from the diagrammatic kinetic theory.21 Each
diagram obtained from this theory and every diagram
obtained by subsequent analysis of the type performed
in this work satisfies the following requirements45.
1. For any object in the diagram other than a left root,
there is at least one forward path from that object to a
left root.
2. For any object in the diagram other than a right root,
there is at least one forward path from the right root to
that object.
3. There is no forward path from an object to itself.
3. Differences from previous uses of the diagrammatic
kinetic theory
Absence of symmetry numbers. The derivation of
the form of the present theory required use of graphs that
have nontrivial symmetry numbers because of symmetry
properties of the vertices. We have formulated the start-
ing point for the theory of the overdamped limit using
vertices that have no such symmetry, and the symmetry
number of every diagram is 1. Only two symmetric ver-
tices were introduced later in the development, namely
the TR22 and T
H
22 vertices. Because of the other properties
of graphs in which these vertices appear, the points in
this vertex do not have the symmetry of the vertex itself,
so the overall symmetry number of every graph is one.
This simplifies the evaluation of the diagrams.
The form of Qc112. The prescription for deciding which
vertices to retain leads to a different form of the Qc112
vertex from what we used in previous papers. The result
used here is in Eq. (A3). (For further discussion, see
Appendix B of Andersen.22)
Notation. The notation in this paper is consistent
with that in previous papers but in some cases it has
been simplified.
4. Bond and vertex functions of the original graphical
formulation
Here and in some of the following sections, we use a
notation in which, for example, ‘1’ is used as an abbre-
viation for (R1,P1). Thus the first equation below is an
abbreviation for the following equation.
χ(0)(R1,P1, t;R
′
1,P
′
1, t
′) = Θ(t−t′)δ(R1−R
′
1)δ(P1−P
′
1)
Θ denotes the Heaviside function. Some functions de-
pend on only some of their arguments. For example,
g(12) is the same as g(R1,R2) (often written as g(r)
where r = |R1 − R2|), and MM (1) is the same as
MM (P1). ∇R denotes the gradient with regard to the
first position argument of a function, and ∇P denotes
the gradient with regard to the first momentum argu-
ment. If a function has more than one argument abbre-
viated as an integer, commas will not be used to separate
the arguments. In formulas for vertex functions and bond
functions, however, the left arguments are separated from
the right arguments by a semicolon.
Unperturbed propagator
χ(0)(1, t; 1′, t′) = Θ(t− t′)δ(11′)
Q vertices
Qc111(1; 1
′) = −(P1/m) · ∇Rδ(11
′) (A1)
Qc011(1; 1
′) = ρMM (1)(P1/m) · ∇Rc(11
′) (A2)
Qc112(1; 1
′2′) = ∇Rv(1
′2′) · ∇P δ(11
′) (A3)
Qc121(12; 1
′) = ρg(12) [MM (1)MM (2)/MM (1
′)]
×∇Rv(12) · ∇P δ(11
′) (A4)
Qc222(12; 1
′2′) = ∇Rv(1
′2′) · ∇P δ(11
′)δ(22′) (A5)
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Here v(12) is the potential of mean force, defined as
v(r) = −kBT ln g(r), (A6)
and c(11′) is the direct correlation function.
Qc111, Q
c1
12, and Q
c1
21 each have a single internal line con-
necting the first left point and the first right point. Qc222
has two internal lines, one connecting the first left point
and the first right point, and another connecting the sec-
ond left point and the second right point. None of these
vertices has any symmetry. For Qc222, the two internal
lines are not equivalent, so the two lines should be drawn
in different ways. For example, the first line could be a
solid line and the second could be a dotted line.
Appendix B: The representation of repulsive forces
1. Decomposition of the potential of mean force
Let rm and vm be the distance of the first minimum
of v (the potential of mean force) and the value of v
at the minimum, respectively. Let gm be the value of
the pair correlation function g(r) at that distance, which
corresponds to the location of the first maximum of g. We
separate v using the WCA prescription34 in the following
way.
v(12) = vR(12) + vL(12)
The superscripts R and L refer to the short ranged repul-
sive part and the longer ranged part, respectively. (For
dense liquids, the longer ranged part is oscillatory and
generates both attractive and repulsive forces.) Here
vR(12) = v(12)− vm for R12 ≤ rm
= 0 for R12 ≥ rm
vL(12) = vm for R12 ≤ rm
= v(12) for R12 ≥ rm
We define
gR(12) ≡ exp(−vR(12)/kBT )
gL(12) ≡ exp(−vL(12)/kBT )
and hence
g(12) = gR(12)gL(12)
The separation of the potential of mean force into two
parts leads to the separation of Qc112, Q
c2
22, and Q
c1
21 into
short ranged repulsive and longer ranged parts.
Qc112(1; 1
′2′) = Qc1R12 (1; 1
′2′) +Qc1L12 (1; 1
′2′) (B1)
Qc121(12; 1
′) = Qc1R21 (12; 1
′) +Qc1L21 (12; 1
′) (B2)
Qc222(12; 1
′2′) = Qc2R22 (12; 1
′2′) +Qc2L22 (12; 1
′2′) (B3)
Qc1R12 (1; 1
′2′) ≡ ∇Rv
R(1′2′) · ∇P δ(11
′) (B4)
Qc1R21 (12; 1
′) ≡ gmρg
R(12) [MM (1)MM (2)/MM (1
′)]
×∇Rv
R(12) · ∇P δ(11
′) (B5)
Qc2R22 (12; 1
′2′) ≡ ∇P δ(11
′) · ∇Rv
R(12)δ(22′) (B6)
Qc1L12 (1; 1
′2′) ≡ ∇Rv
L(1′2′) · ∇P δ(11
′) (B7)
Qc1L21 (12; 1
′) ≡ ρgL(12) [MM (1)MM (2)/MM (1
′)]
×∇Rv
L(12) · ∇P δ(11
′) (B8)
Qc2L22 (12; 1
′2′) ≡ ∇P δ(11
′) · ∇Rv
L(12)δ(22′) (B9)
2. χ expressed in terms of repulsive force memory
functions and scattering functions
The QR vertices in Appendix B 1 and Sec. III repre-
sent interparticle interactions that are generated by the
repulsive part of the potential of mean force. These forces
are very large when two particles or fluctuations are close
together. We can define a new set of vertices called MR,
TR12, T
R
21, and T
R
22, that can be used to replace the Q
R
vertices. The new vertices represent memory functions
and scattering functions for particles with short ranged
repulsive forces only.
See Appendix B3 for the graphical definitions of the
functions that correspond to these vertices. MR andMRs
are vertices with one left root and one right root. The
TR vertices have a number of left roots and right roots
that correspond to their subscripts. The only vertices
in the graphs that define these functions are Qc111 and
QR vertices. The only bond is χ(0). Each of the newly
defined vertices has distinct time arguments for its left
root(s) and right root(s).
With these definitions, we can perform a sequence
of straightforward topological reductions that eliminates
the QR vertices from the series for χ and replaces them
with MR and TR vertices. The result is the following.
χ(1, t; 1′, t′) = the sum of all topologically distinct matrix
diagrams with:
(i) a left root labeled (1, t) and a right root labeled (1′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111, Q
c0
11, M
R, TR12, T
R
21, T
R
22, Q
c1L
12 , Q
c1L
21 , and Q
c2L
22
vertices;
such that:
(i) both roots are attached to χ(0) bonds;
(ii) each free point is attached to a bond and a vertex;
(iii) no pair of TR vertices are connected to each other
by two particle paths containing only χ(0) bonds and Qc111
vertices. 
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3. The memory function and collision vertices for
repulsive spheres
TR22(12, t; 1
′2′, t′)
≡
(
Qc2R22 (12; 1
′2′) +Qc2R22 (12; 2
′1′)
)
δ(t− t′) + the sum of
all topologically distinct matrix diagrams with:
(i) two left roots labeled (1, t) and (2, t) and two right
roots labeled (1′, t′) and (2′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111 vertices and two or more Q
c2R
22 vertices;
such that:
(i) each root is on a Qc2R22 vertex;
(ii) each free point is attached to a vertex and a bond;
(iii) there is a particle line from root 1′ to root 1 and a
particle line from root 2′ to root 2. 
TR12(1, t; 1
′2′, t′) ≡ Qc1R12 (1; 1
′2′)δ(t − t′) + the sum of all
topologically distinct matrix diagrams with:
(i) one left root labeled (1, t) and two right roots labeled
(1′, t′) and (2′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111 vertices, one Q
c1R
12 vertex, and one or more Q
c2R
22
vertices;
such that:
(i) the left root is on the Qc1R12 vertex and the right roots
are on a Qc2R22 vertex;
(ii) each free point is attached to a vertex and a bond;
(iii) there is a particle line from root 1′ to root 1;
(iv) there is a particle line from root 2′ to a free point on
the Qc1R12 . 
TR21(12, t; 1
′, t′) ≡ Qc1R21 (12; 1
′)δ(t − t′) + the sum of all
topologically distinct matrix diagrams with:
(i) two left roots labeled (1, t) and (2, t) and one right
root labeled (1′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111 vertices, one Q
c1R
21 vertex, and one or more Q
c2R
22
vertices;
such that:
(i) the right root is on the Qc1R21 vertex and the left roots
are on a Qc2R22 vertex;
(ii) each free point is attached to a vertex and a bond;
(iii) there is a particle line from root 1′ to root 1;
(iv) there is a particle line from a free point on the Qc1R21
vertex to root 2. 
MRs (1, t; 1
′, t′) ≡ the sum of all topologically distinct ma-
trix diagrams with:
(i) one left root labeled (1, t) and one right root labeled
(1′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111 vertices, one Q
c1R
21 vertex, one Q
c1R
12 vertex, and
Qc2R22 vertices;
such that:
(i) the left root is on the Qc1R12 vertex, and the right root
is on the Qc1R21 vertex;
(ii) each free point is attached to a vertex and a bond;
(iii) there is a particle line from root 1′ to root 1 and a
particle line from a free point on the Qc1R21 to a free point
on the Qc1R12 . 
MRd (1, t; 1
′, t′) ≡ the sum of all topologically distinct ma-
trix diagrams with:
(i) one left root labeled (1, t) and one right root labeled
(1′, t′);
(ii) free points;
(iii) χ(0) bonds;
(iv) Qc111 vertices, one Q
c1R
21 vertex, one Q
c1R
12 vertex, and
Qc2R22 vertices;
such that :
(i) the left root is on the Qc1R12 vertex, and the right root
is on the Qc1R21 vertex;
(ii) each free point is attached to a vertex and a bond;
(iii) there is a particle line from root 1′ to a free point
on the Qc1R12 and a particle line from a free point on the
Qc1R21 to root 1. 
MR(1, t; 1′, t′) ≡MRs (1, t; 1
′, t′) +MRd (1, t; 1
′, t′). 
4. The hard sphere limit for the short ranged repulsive
forces
The only vertices in the diagrammatic expressions for
MR and TR just above in Appendix B 3 are Qc111 vertices
and QR vertices. The formulas for the QR vertices in
Eqs. (B1)-(B3) for the fluid of interest are the same as
those for a very low density gas of particles whose bare
potential is equal to vR, as calculated from Eqs. (A3)-
(A5), with no change except for a numerical factor of gm
in the Qc1R21 vertex. Moreover, the Q
c1
11 vertex is of the
same form for a dilute gas as for a dense liquid. This leads
to the result that the MR and TR vertices for the fluid
of interest are equivalent to the MR and TR vertices of a
low density gas of particles whose bare potential is equal
to vR, except for an additional factor of gm in the M
R
and TR21 vertices of the fluid of interest. (Each of these
two contains one Qc1R21 vertex in each of its diagrams.)
Moreover,MR and TR describe the dynamics of just two
particles colliding. Thus the physical effects described
by MR and TR are equivalent to the problem of two
particles colliding with one another due to short ranged
repulsions with one another.
If, for the liquid of interest, the short ranged repulsive
part of the potential of mean force is very repulsive and
can be approximated as a hard sphere potential, an ap-
proximation forMR and TR can be expressed in terms of
the collision operator of the linearized Boltzmann equa-
tion for a dilute gas of hard sphere particles.
We want to formulate such an approximation. To do
so, it is helpful to construct a formal limiting procedure
by which the potential of mean force, which is a sum of a
short ranged repulsive part and a longer ranged part, is
smoothly converted into a sum of a hard sphere part and
a longer ranged part, by variation of a parameter. See
Appendix B 5 for a discussion of how this can be done.
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Then we consider what happens to the diagrammatic
expressions for MR and TR as the repulsive part of the
potential of mean force approaches a hard sphere poten-
tial. Before the hard sphere limit is actually reached, the
diagrammatic series for the MR and TR functions are
closely related to the dynamics of isolated pairs of par-
ticles interacting by short ranged, continuous repulsive
forces. As the hard sphere limit is approached, the dura-
tion of the collisions becomes smaller and smaller. In the
hard sphere limit, the QR vertices are singular for small
distances between the particles, and the collisions become
instantaneous, but the MR and TR vertices approach a
well-defined nonsingular limit. Each vertex function can
be regarded as instantaneous, with only one time argu-
ment assigned to all its points. Moreover, the limiting
vertex functions can be evaluated from the properties of
hard sphere collisions. They will be denoted MH and
TH .
Expressions for the functions associated with these ver-
tices are given in Appendix B 6. The diagrammatic series
for χ expressed in terms of these functions is given at the
end of Sec. III.
5. A formal limiting procedure for the potential of mean
force
Consider the properties of the short ranged repulsive
part of the potential of mean force that was introduced
in Appendix B 1.
vR(r) = 0 for r ≥ rm
> 0 for r ≤ rm
→∞ as r → 0
dvR(r)/dr < 0 for r < rm
Extend the definition of the function so that
vR(r) =∞ for r ≤ 0
Let d be a hard sphere diameter that is appropriate for
this potential at the density of interest. It should satisfy
d < rm, since rm is the range of v
R. Let
R(r; ǫ, d) = d+ (r − d)/ǫ
Consider the following potential, whose arguments are
two parameters, ǫ and d, as well as r.
vR(r; ǫ, d) ≡ vR(R(r; ǫ, d))
For ǫ = 1
vR(r; 1, d) = vR(r)
For ǫ < 1,
vR(r; ǫ, d) = 0 for r ≥ d+ ǫ(rm − d)
= vR(d) for r = d
=∞ for r ≤ d(1 − ǫ)
dvR(r; ǫ, d)/dr < 0 for d(1− ǫ) < r < d+ ǫ(rm − d)
This is a potential that is more repulsive than vR(r), and
for small ǫ, as r decreases, vR(r; ǫ, d) rises from 0 to ∞
continuously over a very narrow range of distances that
contains d. Moreover,
lim
ǫ→0+
vR(r; ǫ, d) = vH(r; d)
where vH(r; d) is a potential for hard spheres with diam-
eter d.
vH(r; d) ≡ ∞ for r < d
≡ 0 for r > d
The effect on vR(r; ǫ, d) of decreasing ǫ from 1 to zero is
simply to convert a positive and very repulsive potential
vR(r) into a hard sphere potential vH(r; d). However, for
any nonzero ǫ, the potential is continuous with all forces
being finite at distances where the potential is finite.
We assume that good approximations for the MR and
TR for the fluid of interest can be obtained by choos-
ing some appropriate value of d, which in general is
temperature and density dependent, replacing vR(r) by
vR(r; ǫ, d), and taking the limit ǫ → 0. This approxima-
tion should be a good one if in fact the repulsive part
of the potential of mean force is very similar to a hard
sphere potential and if the value of d is chosen appropri-
ately. In that limit, the formulas for the vertices become
the same as those for a hard sphere gas at low density
with one exception: The equations for MH and TH21 have
an additional factor of gm, which is the height of the first
peak of g(r) for the fluid of interest.
As a result of this assumption, the dynamics of hard
sphere binary collisions can be used to approximate the
effect of the short ranged repulsive vR on the dynamics
of a dense liquid. See Appendix B4 for a discussion of
the results.
This procedure requires the choice of a diameter d for
the hard spheres. In the final results in the overdamped
limit, the only effect of the choice of d is that it deter-
mines the collision frequency ν for the hard spheres. See
Eq. (C8). It is reasonable to choose d such that it im-
plies a value of ν that is the equal to the closest analogous
quantity to ν for the fluid of interest. See Sec. VIII for a
discussion about how the value of ν can be chosen.
This assumption approximates the potential of mean
force as
v(r) ≈ vH(r; d) + vL(r)
This is equivalent to approximating the radial distribu-
tion function as
g(r) = Θ(r − d) exp(−vL(r)/kBT )
where Θ is the Heaviside function. Since any reasonable
choice of d will satisfy d < rm, where rm is the distance
at which the correct g(r) for the liquid has its first max-
imum, we find that for the approximate g, the value of
g(r) at contact of the hard spheres is
g(d+) = exp(−vL(d)/kBT ) = exp(−vm/kBT ) = gm
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(See Appendix B 1.) Thus the additional factor of gm
that arises in the formulas for MH and TH21 can be in-
terpreted as the pair correlation function at hard sphere
contact for the approximate g(r).
The approximation just described for the repulsive
part of the potential of mean force, when combined with
a complete neglect of the longer ranged part of the po-
tential of mean force, leads to results that are physically
and mathematically equivalent to the generalized Enskog
theory of dense hard sphere liquids, in which the atoms
undergo uncorrelated binary hard sphere collisions with
a collision frequency that contains a factor of the pair
correlation function at contact.
6. The hard sphere limit of the MR and TR vertices
In the limit in which the repulsive forces become hard
spheres, each MR and TR vertex has a delta function
relationship between its two time arguments. It is then
convenient to regard them as instantaneous vertices that
are assigned one time variable when a diagram is evalu-
ated. The vertex functions themselves then are indepen-
dent of time.
Let H (for hard sphere) rather than R denote these
vertices in the hard sphere limit. The derivation of the
following results is very detailed and will be omitted.
The TH22 function is a scattering function that relates
the position and momentum of two particles just after a
hard sphere collision to their positions and momenta just
before the collision.
TH22(12; 1
′2′)
= Θ(−P′12 ·R
′
12)|(1/m)P
′
12 · Rˆ
′
12|δ(|R
′
12| − d)
×[δ(P1 − p1(1
′2′))δ(P2 − p2(1
′2′))
−δ(P1 −P
′
1)δ(P2 −P
′
2)]
× δ(R1 −R
′
1)δ(R2 −R
′
2)
= Θ(P12 ·R12)|(1/m)P12 · Rˆ12|δ(|R12| − d)
×[δ(P′1 − p1(12))δ(P
′
2 − p2(12))
−δ(P1 −P
′
1)δ(P2 −P
′
2)]
× δ(R1 −R
′
1)δ(R2 −R
′
2)
Here
p1(12) = P1 − (P12 · Rˆ12)Rˆ12
p2(12) = P2 + (P12 · Rˆ12)Rˆ12
and
P12 = P1 −P2
R12 = R1 −R2
Rˆ12 = R12/|R12|
The other functions are directly related to TH22 .
TH21(12; 1
′) =
∫
d2′ TH22(12; 1
′2′)ρgmMM (2
′)
TH12(1; 1
′2′) =
∫
d2TH22(12; 1
′2′)
MHs (1; 1
′) =
∫
d2TH21(12; 1
′)
=
∫
d2d2′ TH22(12; 1
′2′)ρgmMM (2
′)
MHd (1; 1
′) =
∫
d2TH21(21; 1
′)
=
∫
d2d2′ TH22(21; 1
′2′)ρgmMM (2
′)
MH(1; 1′) =MHs (1; 1
′) +MHd (1; 1
′)
TH22 is a vertex with two left points and two right points.
There is an internal line between the first right point and
the first left point and another between the second right
point and second left point. The function for this vertex,
as well as the symbol for the vertex used in graphs, is
symmetric under the simultaneous interchanges of 1↔ 2
and 1′ ↔ 2′, but in general this does not lead to any
symmetry number considerations for the graphs used in
this theory.
TH12 is a vertex with one left point and two right points.
There is an internal line between the first right point and
the left point.
TH21 is a vertex with two left points and one right point.
There is an internal line between the right point and the
first left point.
MHs has an internal line between its points. M
H
d has
no internal line.
Appendix C: Details of the Hermite polynomial
representation
1. Construction of the Hermite representation
The functions Hn(x) in Eq. (4) are Hermite polyno-
mials of the standard variety defined by the following
equation.
Hn(x) = (−1)
nex
2 dn
dxn
e−x
2
The special Hermite polynomials obey the following or-
thogonality relation.∫
dPhλ(P)hλ′ (P)MM (P) = δ(λ, λ
′
)
where the function on the right is a Kronecker delta func-
tion. The above relation can be used to solve Eq. (3) for
χ(R, λ, t;R′, λ′, t′).
χ(R, λ, t;R′, λ′, t′)
=
∫
dPdP′ hλ(P)χ(R,P, t;R
′,P′, t′)hλ′(P
′)
22
We refer to this quantity as the (λ, λ′) matrix element of
χ. Using analogous relationships, it is possible to define
and calculate the matrix elements of the functions asso-
ciated with individual vertices and bonds. The results
are given in Appendix C3. Just as the function χ itself
is described by a diagrammatic series containing certain
bonds and vertices, the Hermite matrix elements of χ
are described by a topologically identical series whose di-
agrams are evaluated using the Hermite matrix elements
of the original bond functions and vertex functions.
2. Evaluation of diagrams in the Hermite representation
To evaluate a diagram in this series, use the following
prescription:
(i) assign to each instantaneous vertex in the diagram
a dummy time argument and to each retarded vertex a
dummy time argument for its right points and a dummy
time argument for its left points;
(ii) assign to each free point a dummy position argument,
a dummy Hermite index, and the dummy time argument
of the vertex to which it is attached;
(iii) construct a summand consisting of the product of
the Hermite matrix elements of the functions for each
vertex and bond in the diagram, with the Hermite ar-
guments being the dummy variables assigned to the free
points and the variables assigned to each root;
(iv) sum the summand over all the dummy Hermite in-
dices, and integrate the sum over all values of the dummy
position and time arguments.
The result is the value of the diagram, which is a func-
tion of the positions, Hermite indices, and times associ-
ated with the roots.
As an example, consider the fourth diagram in Fig. 1
(i.e. the diagram on the right in the second line). In the
Hermite representation, the left root is labeled (R, λ, t)
and the right root is labeled (R′, λ′, t′).
(i) Assign the dummy time arguments t1 to the vertex
on the left and t2 to the vertex on the right.
(ii) Assign labels i = 1, . . . , 6 to the six free points. For
example, assign 1 to the free point on the right of the
right vertex, 2 to the free point on the upper left of that
vertex, 3 to the lower free point on the left of vertex, 4 to
the upper right point on the other vertex, 5 to the lower
right point on that vertex, and 6 to the left point on that
vertex. Associated with each label i is a dummy position
argument Ri and a dummy Hermite index λi.
(iii) For each vertex and bond, assign arguments to its
function that corresponds to the way that variables have
been assigned to its points.
As an example of a vertex, consider the vertex on the
right. It is a Qc121 vertex. Its right point is 1, the point
on the left that is connected internally to 1 is 3, and
the other point on the left is 2. Therefore the function
associated with this vertex is
Qc121(R3, λ3,R2, λ2;R1, λ1)
The convention is that the first left argument and the
right argument (i.e. 3 and 1, respectively) correspond to
the two points connected by an internal line. This ver-
tex function is not time dependent, so there are no time
arguments in this.
As an example of a bond, consider the upper bond in
the middle of the diagram. It is a χ(0) bond. Its left
point is 4 and its right point is 2. The time argument
of the left point is t2 and that for the right point is t1.
Therefore the function associated with this bond is
χ(0)(R4, λ4, t2;R2, λ2, t1)
The summand is the product of all such functions for
all four bonds and two vertices in the diagram. This is
then summed over all dummy Hermite indices and inte-
grated over all values of the dummy position and time
variables.
the value of the diagram =
×
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2
∑
λ1...λ6
∫
dR1 . . . dR6dP1 . . . dP6
× χ(0)(R, λ, t;R6, λ6, t2)Q
c1
12(R6, λ6;R4, λ4,R5, λ5)
× χ(0)(R4, λ4, t2;R2, λ2, t1)χ
(0)(R5, λ5, t2;R3, λ3, t1)
×Qc121(R3, λ3,R2, λ2;R1, λ1)χ
(0)(R1, λ1, t1;R
′, λ′, t′)
3. Matrix elements of the bonds and vertices
a. Bonds and vertices of the original theory
χ(0)(R1, λ1, t;R
′
1, λ
′
1, t
′)
= δ(R1 −R
′
1)Θ(t− t
′)δ(λ1, λ
′
1) (C1)
Qc111(R1, λ1;R
′
1, λ
′
1)
= −vT
∑
i=x,y,z
∂R1iδ(R1 −R
′
1)
×
(
(λ1i + 1)
1/2δ(λ1i + 1, λ
′
1i) + (λ1i)
1/2δ(λ1i − 1, λ
′
1i)
)
×
∏
j( 6=i)=x,y,z
δ(λ1j , λ
′
1j) (C2)
Here, vT is the thermal velocity (kBT/m)
1/2.
Qc011(R1, λ1;R
′
1, λ
′
1)
= vT ρδ(λ
′
1, 0ˆ)
∑
i=x,y,z
∂R1ic(R1 −R
′
1)
×(λ1i)
1/2δ(λ1i − 1, 0ˆ)
∏
j( 6=i)=x,y,z
δ(λ1j , 0ˆ) (C3)
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Qc112(R1, λ1;R
′
1, λ
′
1,R
′
2, λ
′
2)
= −(mvT )
−1δ(λ
′
2, 0ˆ)δ(R1 −R
′
1)
×
∑
i=x,y,z
∂R1iv(R1 −R
′
2)(λ1i)
1/2
×δ(λ1i − 1, λ
′
1i)
∏
j( 6=i)=x,y,z
δ(λ1j , λ
′
1j) (C4)
Qc121(R1, λ1,R2, λ2;R
′
1, λ
′
1)
= −vTρδ(R1 −R
′
1)δ(λ2, 0ˆ)
×
∑
i=x,y,z
∂R′
1i
exp
(
−v(R
′
1 −R2)/kBT
)
(λ
′
1i)
1/2
×δ(λ
′
1i − 1, λ1i)
∏
j( 6=i)=x,y,z
δ(λ
′
1j , λ1j) (C5)
Qc222(R1, λ1,R2, λ2;R
′
1, λ
′
1,R
′
2, λ
′
2)
= −(mvT )
−1δ(R1 −R
′
1)δ(R2 −R
′
2)δ(λ2, λ
′
2)
×
∑
i=x,y,z
∂R1iv(R1 −R2)(λ1i)
1/2δ(λ1i − 1, λ
′
1i)
×
∏
j( 6=i)=x,y,z
δ(λ1j , λ
′
1j) (C6)
b. Hard sphere vertices
TH22(R1, λ1,R2, λ2;R
′
1, λ
′
1,R
′
2, λ
′
2)
=
∫
dP1dP2 hλ1(P1)hλ2(P2)
×
[
hλ′
1
(p1(12))hλ′
2
(p2(12))− hλ′
1
(P1)hλ′
2
(P2)
]
×MM(P1)MM (P2)Θ(P12 ·R12)|(1/m)P12 · Rˆ12|
×δ(|R12| − d)δ(R1 −R
′
1)δ(R2 −R
′
2)
=
∫
dP′1dP
′
2 Θ(−P
′
12 ·R
′
12)|(1/m)P
′
12 · Rˆ
′
12|
× [hλ1(p1(1
′2′))hλ2 (p2(1
′2′))− hλ1(P
′
1)hλ2(P
′
2)]
×hλ′
1
(P′1)hλ′2(P
′
2)MM (P
′
1)MM (P
′
2)
×δ(|R′12| − d)δ(R1 −R
′
1)δ(R2 −R
′
2)
TH12(R1, λ1;R
′
1, λ
′
1,R
′
2, λ
′
2)
=
∫
dP1dP
′
1dP
′
2M(P1)M(P
′
1)M(P
′
2)
×hλ1(P1)hλ′1(P
′
1)hλ′2(P
′
2)
×Θ(−P′12 ·R
′
12)|(1/m)P
′
12 · Rˆ
′
12|δ(|R
′
12| − d)
× [δ(P1 − p1(1
′2′)) − δ(P1 −P
′
1)] δ(R1 −R
′
1)
TH21(R1, λ1,R2, λ2;R
′
1, λ
′
1)
= ρgmT
H
22(R1, λ1,R2, λ2;R
′
1, λ
′
1,R
′
2, 0ˆ)
MHs (R1, λ1;R
′
1, λ
′
1)
= ρgm
∫
dR2dR
′
2 T
H
22(R1, λ1,R2, 0ˆ;R
′
1, λ
′
1,R
′
2, 0ˆ)
MHd (R2, λ2;R
′
1, λ
′
1)
= ρgm
∫
dR1dR
′
2 T
H
22(R1, 0ˆ,R2, λ2;R
′
1, λ
′
1,R
′
2, 0ˆ)
MˆHs (q)zˆzˆ (C7)
= −
ρgm
6mkBT
∫
dR2dP1dP2 Θ(−P12 ·R12)
×|(1/m)P12 · Rˆ12|δ(|R12| − d)(P12 · Rˆ12)
2
×MM(P1)MM (P2)
= −ν (C8)
The quantity ν has dimensions of (time)−1 and is clearly
positive. Note that MˆHs (q) does not depend on q because
the real space version of the function is proportional to
a Dirac delta function of the difference in its position
arguments.
Nonzero matrix elements. Using the formulas
above, it is possible to prove that a matrix element of
MH , MHs , M
H
d , T
H
22 , T
H
12 , or T
H
21 is nonzero only if at
least one left index is not 0ˆ and at least one right index
is not 0ˆ.
Appendix D: Graphical analysis and results
1. Quasi-simultaneity of objects
See Sec. A 1 for the definition of a path.
Definition. A quasi-forward path between two ob-
jects in a diagram is a path such that the tail end of each
χ
(0)
0ˆ
bond in the path is attached to the object that pre-
cedes it in the path, and the head end of every χ
(0)
0ˆ
bond
in the path is attached to the object that follows it in the
path, but there is no similar restriction on the χEP bonds
in the path. 
When a graph is evaluated, a dummy integration time
variable is assigned to each vertex. The integrand of
the integral contains factors for each bond that are re-
tarded functions of its time arguments. As a result, the
integrand is nonzero only when the dummy variables are
consistent with the retarded nature of the bonds. Along
a path of the type just described, each vertex and root
has a time variable. Because of the last restriction in the
definition, when the integrand is nonzero, the time vari-
able increases as we pass from a vertex to another vertex
along a χ
(0)
0ˆ
bond. However, when the path passes along
a χEP bond there is no such restriction. When it passes
along a χEP bond, the time variable can move forward or
backward, but only for a very small change in time, of
O(ν−1), if the integrand is nonzero. As a result, if there is
a quasi-forward path between two vertices and/or roots,
the integrand of the diagram is nonzero only when each
time variable associated with a vertex or root on the path
is greater than or equal to the time on the vertex or root
at the start of the path or precedes that time by no more
than an amount of O(ν−1).
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Definition. Two objects are quasi-simultaneous (qs)
if there is a quasi-forward path from the first to the sec-
ond as well as a quasi-forward path from the second to
the first. 
If two vertices or roots in a diagram satisfy this defini-
tion, then it is clear that the integrand of the diagram is
nonzero only when the difference between the two time
arguments has a magnitude of O(ν−1), hence the term
‘quasi-simultaneous’ is appropriate.
This definition is equivalent to the one used in Sec.
VIIC 3.
2. Proof of a lemma used in Sec. VII C 3
Lemma. Every maximal qs subgraph in a diagram
has
1. at least one object that has no χEP bond on the left,
2. at least one object that has no χEP bond on the right,
3. at least two objects that are not TH21 vertices.
Proof. 1. Given a maximal qs subgraph, pick one
object in the subgraph. If it has no χEP on the left, then
statement 1 holds for the subgraph. If it has a χEP on
the left, move along that bond to the object at the other
end of that bond. (This is motion along a forward path.)
That object is in the maximal qs subgraph. If this second
object has no χEP bond on the left, then statement 1 holds
for the subgraph. If not, continue this process of moving
along a forward path consisting of χEP bonds. If no vertex
with no χEP bonds on the left is encountered, eventually
the forward path must lead to the left root, which is an
object with no χEP object on the left. (See Appendix A2.)
Therefore statement 1 holds for the subgraph.
2. A similar argument holds for statement 2.
3. Neither of the two objects in statements 1 and 2 can
be a TH21 vertex because each T
H
21 vertex must have a χ
E
P
on the left and a χEP on the right. Therefore statement 3
holds.
3. Proof of a theorem used in Sec. VII D 4
In this appendix, except for the statement of the last
theorem, all diagrams referred to are those in the series
for χP in Sec. VIB, but this will not be explicitly stated
below. The last theorem then makes a statement about
the series for χP in the overdamped limit.
Theorem. Every vertex in a diagram satisfies the
overdamped vertex restrictions if and only if every max-
imal χEP -connected subgraph in the diagram is an over-
damped subgraph. 
The ‘if ’ part of the theorem follows very directly from
the lemma in Sec. VII D 3. The ‘only if ’ part is proven
by detailed consideration of how the overdamped ver-
tex restrictions limit the types of maximal χEP -connected
subgraphs that can be constructed.
Lemma. In an overdamped subgraph, there is only
one vertex with a right point that has no bond attached,
namely the object usually drawn at the right of the sub-
graph. If this object is a root, then no vertex in the sub-
graph has the left point of a χ
(0)
0ˆ
bond attached in the
graph. If this object is a vertex, then the right point or
points of this vertex are the only points in the subgraph
to which the left point of a χ
(0)
0ˆ
bond can be attached in
the graph.  The proof follows from detailed consider-
ation of the definition of an overdamped subgraph.
Lemma. If every maximal χEP -connected subgraph in
a diagram is an overdamped subgraph, then every maxi-
mal χEP -connected subgraph is a maximal qs subgraph.
Proof. The proof is by contradiction.
Assume that there is a maximal χEP -connected sub-
graph that is not a maximal qs subgraph. Call it A.
Then it must be qs with at least one other χEP -connected
subgraph, which will be called B.
This implies that there is a quasi-forward path from A
to B in the diagram and a quasi-forward path from B to
A. (See Sec. D 1.) The quasi-forward path from A to B
must leave A from some point on the left of a vertex in A.
This departure takes place along a χ
(0)
0ˆ
bond. The path
must eventually arrive at the vertex along a χ
(0)
0ˆ
bond
on the right of the right vertex of B. (See the lemma
just above. The vertex on the right of an overdamped
subgraph is the only vertex on that subgraph to which
the head of a χ
(0)
0ˆ
can be attached.) A similar statement
can be made about the quasi-forward path from B to A.
Also, if the path visits another maximal χEP -connected
subgraph other than A or B, it must enter that subgraph
at the vertex on the right and must leave that subgraph
at the left of some vertex in the subgraph.
For any of these quasi-forward paths that enters and
then leaves a χEP subgraph, it is possible to adjust the
path so that it always moves forward in time along χEP
bonds. As a result, there exists a forward path from A
to B. Similarly, there is a forward path from B to A.
Finally by connecting these paths with forward paths
along χEP bonds in the interior of A and B, we can show
that there exists a forward path from the right object in
A to itself. But this contradicts one of the fundamental
properties of the diagrams that appear in this theory.
(See Sec. A 1.) Q.E.D. 
Theorem. If every maximal χEP -connected subgraph
in a diagram is an overdamped subgraph, every maximal
qs subgraph in the diagram is a maximal χEP -connected
subgraph.
Proof. The previous theorem implies that, given the
assumption stated in the theorem, the number of maxi-
mal qs subgraphs in a diagram is no less than the num-
ber of maximal χEP -connected subgraphs in the diagram.
But every maximal qs subgraph must contain at least
one maximal χEP -connected subgraph. Hence the num-
ber of maximal qs subgraphs is equal to the number of
maximal χEP -connected subgraphs. It follows from the
previous theorem that every maximal χEP -connected sub-
graph is a maximal qs subgraph. Hence every maximal
qs subgraph in the diagram is a maximal χEP -connected
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subgraph. Q.E.D. .
Corollary. If every maximal χEP -connected subgraph
in a diagram is an overdamped subgraph, every maxi-
mal qs subgraph in the diagram is an overdamped sub-
graph. 
Theorem. If every vertex in a diagram satisfies the
overdamped vertex restrictions, then every maximal qs
subgraph in the diagram is an overdamped subgraph.
The diagram is included in the series for χP for large
ν.
Proof. The first part of the theorem follows directly
from the first theorem of this section and corollary just
above. The second part of the theorem follows from the
first part and the theorem in Sec. VII D 2. 
This theorem is the main result of this subsubsection.
It is used in Sec. VIID 4.
Appendix E: The calculation of correlation functions
In this appendix, we summarize the formulas needed
to calculate numerical results for the correlation func-
tions of interest using approximate numerical results for
mˆirr(q, t)λλ′ , χˆ
ED
P (q)λλ′ , and their self functions ob-
tained in separate calculations.
The series for the overdamped limit of χP in Sec.
VII F has a simple geometric series representation in the
Fourier-Laplace domain.
ˆ˜χP (q, z) = χˆ
ED
P (q)
(
I+
∞∑
n=1
[
ˆ˜mirr(q, z)χˆ
ED
P (q)
]n)
This is a Hermite matrix equation, I is the identity ma-
trix, and all multiplications on the right are matrix mul-
tiplications.
For convenience in performing numerical calculations,
we define an irreducible memory function as the function
between square brackets in the power series above.
ˆ˜Mirr(q, z) ≡ ˆ˜mirr(q, z)χˆ
ED
P (q)
The numerical values of Mˆirr(q, t) can easily be calcu-
lated from the time domain version of this equation. (In
practice, the approximations made for the matrix ele-
ments of mˆirr(q, t) will be such that
ˆ˜Mirr(q, z) calculated
using this formula has a finite number of nonzero matrix
elements. As a result, all subsequent matrix calculations
will in effect involve finite dimensional square matrices.)
We also define a reducible memory function as the sum
in the expression above.
ˆ˜Mred(q, z) ≡
∞∑
n=1
[
ˆ˜Mirr(q, z)
]n
This implies
ˆ˜Mred(q, z) =
ˆ˜Mirr(q, z) +
ˆ˜Mirr(q, z)
ˆ˜Mred(q, z)
In the time domain, this is an integral equation that can
be used to calculate Mred from Mirr. Then we have
ˆ˜χP (q, z) = χˆ
ED
P (q) + χˆ
ED
P (q)
ˆ˜Mred(q, z) (E1)
which can be used to calculate the numerical results for
χˆP (q, t).
The memory function equation for the matrix element
of the propagator that is closely related to the coherent
intermediate scattering function is given in Eq. (11), with
the memory function expressed in terms of χP in Eq.
(13). Combining these equations with the latest result
for χP , we get an expression for the memory function in
the overdamped limit.
ˆ˜M(q, z)→ Qˆ11(q) +
ˆ˜MO(q, z)
where
Qˆ11(q) ≡
[
Qˆc111(q)χˆ
ED
P (q)(Qˆ
c1
11(q) + Qˆ
c0
11(q))
]
0ˆ0ˆ
(E2)
ˆ˜MO(q, z)
≡
[
Qˆc111(q)χˆ
ED
P (q)
ˆ˜Mred(q, z)(Qˆ
c1
11(q) + Qˆ
c0
11(q))
]
0ˆ0ˆ
(E3)
These two functions can be calculated numerically from
the previous numerical results using these formulas. The
first part of the limiting result, Qˆ11(q), is independent
of z, so in the time domain it is proportional to a Dirac
delta function of time. Such a contribution is usually not
regarded as part of the memory function. The second
part, ˆ˜MO(q, z), in the time domain is a continuous func-
tion of time, and we shall call it the overdamped memory
function.
In the overdamped limit, Eq. (11) becomes
∂χˆ(qkˆ, t)0ˆ0ˆ
∂t
= δ(t) + Qˆ11(qkˆ)χˆ(qkˆ, t)0ˆ0ˆ
+
∫ t
0
dt′ MˆO(qkˆ, t− t′)χˆ(q, t′)0ˆ0ˆ (E4)
which is the overdamped limit memory function equa-
tion for the coherent intermediate scattering function.
See Eq. (6). Numerical solution of this equation in the
time domain gives results for the coherent intermediate
scattering function.
To calculate the current correlation functions (see Eqs.
(7), (8), and (10)) we use the general expressions in Eq.
(14) for the relevant propagators, replacing ˆ˜χP by the
overdamped limit result obtained from (E1) and replac-
ing χˆ(q, t)0ˆ0ˆ by the numerical solution of Eq. (E4).
Every function used in this section has a correspond-
ing self function, with the exception of the Q vertex func-
tions. Every equation in this section has a ‘self’ form that
can be obtained by adding a subscript s to the symbol
for every function in the equation (with the exception of
Q functions) and deleting the Qˆc011 terms in Eqs. (E2) and
(E3). Thus, for example, Eqs. (E3) and (E4) become
ˆ˜MOs (q, z) ≡
[
Qˆc111(q)χˆ
ED
sP (q)
ˆ˜Ms red(q, z)Qˆ
c1
11(q)
]
0ˆ0ˆ
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∂χˆs(qkˆ, t)0ˆ0ˆ
∂t
= δ(t) + Qˆs11(qkˆ)χˆs(qkˆ, t)0ˆ0ˆ
+
∫ t
0
dt′ MˆOs (qkˆ, t− t
′)χˆs(q, t
′)0ˆ0ˆ
Similar adjustments are applicable to the equations for
the current correlation functions to obtain those for the
self current correlation functions.
In practice, the numerical work required to calculate
the correlation functions of interest is simplified by the
fact that the basic equations for the five correlation func-
tions [see Eqs. (6)-(10), (11), and (14)] require, as input,
Fourier transforms of certain functions evaluated only for
the wave vector q pointing in the z direction. As a re-
sult, the calculations can be performed for this special
case only. Moreover, the equations in this section have
a structure such that the equations for different values
of q are uncoupled and can be solved separately for each
value of |q|. Finally, in the time domain (rather than the
Laplace transform domain), the equations above become
simple to deal with numerically.
An example of such a calculation is discussed in the
following paper.26
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