Over the past decade, the National Oceanic and Atmospheric Administration's National Geodetic Survey, in collaboration with multiple organizations, has conducted research into airport obstruction surveying using airborne lidar. What was initially envisioned as a relatively straightforward demonstration of the utility of this emerging remote sensing technology for airport surveys was quickly shown to be a challenging undertaking fraught with both technical and practical issues. We provide a brief history of previous work in lidar airport obstruction surveying, including a discussion of both past achievements and previously-unsolved problems.
Introduction
Airport obstruction surveys enhance the safety of the National Airspace System (NAS) by providing accurate spatial coordinates for objects that could potentially pose hazards to aircraft on takeoff and landing. By definition, an obstruction is any natural or manmade object, such as a tree, tower, antenna, or building that penetrates an airport's obstruction identification surfaces (OIS) (FAA 1996; . The OIS are mathematically-defined, imaginary 3D surfaces that typically encompass the airfield and approaches. The data are used by the Federal Aviation Administration (FAA) in designing runway approach procedures and also serve a wide variety of other applications, ranging from determining takeoff weights to certifying airports for certain types of operations, to conducting airport planning studies (FAA 1996; .
Conventional methods of airport obstruction surveying comprise a combination of photogrammetric and field survey techniques (Pates 1950; Smith 1981; Tuell 1987; FAA 1996) , and these methods have been proven over the past half century and thousands of surveys to yield very accurate, reliable obstruction data. However, the desire to increase efficiency and reduce costs in airport obstruction surveying has led to increasing interest in airborne light detection and ranging (lidar) for this application. In one early study into the applicability of airborne lidar in airport obstruction surveying (Uddin and Al-Turk 2002) , several potential benefits of lidar were identified, including cost and time savings.
One of the first studies to empirically assess the capability to meet FAA specifications for obstruction surveying using lidar was conducted jointly by the National Geodetic Survey (NGS), the FAA, University of Florida, and Optech, Inc. in 2001 (Anderson et al. 2002 . Data were acquired for approaches to Gainesville Regional Airport (GNV) using commercial airborne lidar systems with standard topographic mapping configurations and compared against field-surveyed reference data. Although several field-surveyed obstructions, such as poles and antennas, were missed in the lidar surveys, the study yielded the following important conclusions (Anderson et al. 2002; Parrish 2003) :
(1) The limiting factor in the ability to meet FAA specifications for obstruction data with lidar is not the accuracy with which laser returns can be geolocated. Rather, the primary factors are the ability to achieve sufficient horizontal and vertical point density and sufficient received signal strength to detect the tops of small-diameter, low-reflectance objects, such as poles and antennas.
(2) The typical system configurations and data acquisition and processing parameters used for topographic mapping (i.e., generation of bare-earth terrain data sets) are poorly suited for airport obstruction surveying.
These conclusions motivated a second phase of research, in which the capability to improve obstruction detection results through appropriate selection of the system settings and data acquisition and processing parameters was investigated (Parrish et al. 2005) . The data acquisition included flights using fourteen different configurations, consisting of different settings and combinations of forward tilt angle, beam divergence, and flying height. The two best configurations resulted in 100% detection of the field-surveyed objects at GNV. A third phase of NGS' research into lidar airport obstruction surveying was then carried out in 2003 to investigate the capability to conduct a complete end-to-end obstruction survey using lidar (Parrish et al. 2004 ). Data were acquired using a dual lidar system (one sensor head at nadir and the other configured with a 20 o forward tilt angle) for Frederick Municipal Airport (FDK) and Stafford Regional Airport (RMN). A noteworthy outcome of this work was the development by the FAA of the first instrument approach procedure in the U.S. based on a lidar survey (Fred Anderson, internal FAA report, 2004 files (FAA 2007; FAA 1996) . Creating these final UDDF obstruction lists from the raw point cloud is a non-trivial task. Using NGS surface modeling software, it is possible to analyze the raw lidar point cloud against the OIS and extract penetrating lidar points (Parrish et al. 2004 ).
However, the removal of non-penetrating lidar points complicates all of the following tasks:
(1) distinguishing between returns from actual objects and those due to noise or clutter;
(2) determining which points correspond to returns from the same object; and (3) attributing detected obstructions.
Hence, previous NGS lidar airport obstruction surveys required a great deal of manual analysis, largely negating the intended cost and time savings. An independent study by Wang et al. (2004) described a workflow for lidar airport surveying based on National Geospatial-Intelligence Agency (NGA, formerly the National Imagery and Mapping Agency) requirements. As in the NGS studies, the end process was fairly complicated, containing approximately 20 steps and relying on aerial imagery and topographic maps.
In this paper we describe a new workflow for lidar airport obstruction surveying that addresses the problems described above. Two important aspects of our approach are the utilization of the additional information contained in full-waveform lidar data to enhance vertical object (VO) detection and the sequencing of steps in the workflow to improve both the efficiency and end results. Experiments conducted using lidar waveform data collected for two project sites in Madison, Wisconsin, are described, followed by the results and conclusions.
Proposed Workflow for Lidar Airport Obstruction Surveying
The lidar airport obstruction surveying workflow developed and tested in this research is illustrated in Fig. 1 . This workflow has been specifically designed and ordered to form an efficient practical methodology for lidar obstruction surveying, while simultaneously improving the capability to meet FAA obstruction surveying standards. As shown in the figure, it comprises four steps, with the input consisting of full-waveform lidar data (which will be further described below) and aerial imagery, preferably, but not necessarily, collected concurrently. The output consists of final obstruction lists in the FAA-specified format. Advantages of this workflow can be summarized as follows:
• Utilizes the additional information contained in full-waveform lidar to improve object detection.
• Minimizes the probability of a missed obstruction, because the detection threshold in the object extraction step can be set very conservatively, and false alarms can be easily (usually automatically) eliminated in the subsequent processing steps.
• Facilitates creation of the final FAA-required obstruction lists by placing the object extraction step as early in the process as possible and ensuring that all following steps operate on objects, not points.
• Increases efficiency by combining all steps that require manual analysis.
• Requires only four steps for generation of the final deliverables to the FAA (i.e., obstruction information in UDDF format).
Two assumptions are made regarding the input data: first, the airborne data acquisition has been performed using the recommended mission parameters and system settings contained in NGS (2004) and Parrish et al. (2005) ; second, the lidar data include digitized waveforms.
Waveform digitization is a relatively new advancement in commercially-available airborne lidar systems (e.g., Hug et al. 2004; Gutierrez et al. 2005) . Unlike earlier discrete-return systems that only recorded a small number of returns (e.g., one to four) per transmitted pulse, full-waveform systems are capable of digitizing the entire received signal from each transmitted pulse at very high sampling frequencies (e.g., 1 GHz), often producing a few hundred samples per return.
Full-waveform systems overcome the "minimum pulse separation limitation" of discrete-return systems (i.e., the inability to resolve features separated by less than a few meters in the range direction), which results from the inevitable limitations of the rangefinder electronics (Nayegandhi et al. 2006; Optech 2006) .
To clarify the above statements and more fully describe the workflow, the following is a detailed, step-by-step description of the process:
Step 1: Deconvolve and Georeference the Lidar Waveform Data Even from cursory visual analysis, it is apparent that these return waveforms contain valuable information; the question, however, is how to exploit the information for our intended application. For improved airport obstruction detection, we desire a very dense, detailed X,Y,Z,I
lidar point cloud (where X, Y, and Z are spatial coordinates, and I denotes intensity), in which the vertical structures of objects are well characterized. Each individual laser reflection should map to a point in the point cloud and the intensity value of the point should be proportional to the amount of backscattered energy. The process of generating this point cloud would be trivial if we were to start with a set of "ideal" waveforms, as depicted on the left-hand side of Fig. 3 . This ideal waveform consists of a train of spikes in time, where each spike corresponds to an individual laser reflection, with its amplitude being proportional to the strength of the return and its position on the time axis being proportional to the range. For example, in a forested area, the first spike in a particular idealized return might correspond to a reflection from the top-most branch or leaf in a tree, while the second spike might correspond to a reflection from the next lower branch, and so on down to the ground.
An actual received waveform, as depicted on the right-hand side of Fig. 3 , can be considered a blurry, noisy version of the ideal waveform. One method of estimating the desired parameters (e.g., individual ranges and amplitudes) from the observed waveform is through a process called Gaussian decomposition, originally proposed as a processing strategy for data from the largefootprint, NASA-owned-and-operated Laser Vegetation Imaging Sensor (LVIS) system (Hofton et al. 2000) and recently applied to data from some of the very early commercial, small-footprint, full-waveform systems (e.g., Persson et al. 2005; Reitberger et al. 2006; Wagner et al. 2006) . In this approach, each received waveform is modeled as a convex combination of K Gaussian density functions (i.e., a K-component Gaussian mixture model), or
where α i is the amplitude of the i th component, σ i is its standard deviation, and µ i is its mean.
The objective is to obtain statistically optimal estimates (based on some defined optimality criterion) of the unknown parameters {α i , σ i , µ i } for K components, where K can be adjusted until the fit of the model to the data is within some prescribed tolerance. A preprocessing step of denoising by lowpass filtering is typically employed.
While some studies have demonstrated quite good results using Gaussian decomposition (e.g., Reitberger et al. 2006; Persson et al. 2005) , in this research, we investigated a deconvolution approach. Although deconvolution of airborne lidar waveforms has received comparatively little attention in the literature to date (Nordin 2006; Walter 2005) , the devolution strategy investigated in this work offers the following advantages over the Gaussian decomposition approach:
(1) The algorithm is robust against local minima problems and, with slight modification to the thresholding step that will be described below (i.e., through use of a soft threshold) guarantees convergence to the globally-optimal solution.
(2) The issue of noise in the data is addressed directly, rather than with an ad hoc preprocessing step.
(3) The inverse problem is solved, rather than attempting to directly fit the return waveform data.
(4) The computational costs are low.
Specifically, we employed the Expectation Maximization (EM) deconvolution strategy of Figueiredo and Nowak (2003) , also referred to in the literature as an iterative shrinkage/thresholding (IST) algorithm. We start with the following observation model The problem of determining the ideal waveform is challenging, since the deconvolution process is typically very ill-conditioned. To address this challenge, the deconvolution problem can be formulated as a Bayesian estimation problem. Selecting a "hit-or-miss" cost function yields the maximum a posteriori (MAP) estimator
where x and y denote vectors formed from the samples of x[n] and y[n], respectively, ) | ( y x p is the posterior probability density function (pdf) (i.e., the pdf of the unknown signal, x, after the data, y, have been observed) and p(x) is the prior pdf (i.e., the pdf of x before any data are observed). The aim of the prior pdf is to incorporate a priori knowledge of the salient characteristics of x in order to stabilize the inversion process.
If we begin by assuming x and y to be jointly Gaussian distributed, then it follows that (Kay 1993 ):
(1) The marginal pdf, p(x) is Gaussian.
(2) The posterior pdf,
, is also Gaussian.
(3) The MAP estimator and minimum mean square error (MMSE) estimator are the same, since the mean and mode (location of the maximum) of a Gaussian are identical.
In this case, the MAP estimator is equivalent to the well-known Wiener filter (linear MMSE estimator). (As an aside, Wiener filtering as a strategy for lidar waveform processing was discussed in Jutzi and Stilla (2006) , although in that work it was utilized primarily as a denoising step preceding Gaussian decomposition of the signal.)
While the Wiener filter is a commonly-used approach for signal/image restoration, it suffers some serious drawbacks for this particular application. Specifically, the prior pdf assumed in the
Wiener filter essentially models the signal, x, as a white Gaussian noise process with a certain power, 2 x σ , and does not reflect prior knowledge about the structure of the waveforms. However, based on the physics of the problem, we know our signals are not arbitrary, noise-like waveforms; rather they are much better modeled as trains of spikes in time, with each spike corresponding to an individual laser reflection (c.f. Fig. 3 ). The advantage of the approach developed by Figueiredo and Nowak (2003) is that it solves for the MAP estimate (Eq. (3)) while allowing us to incorporate knowledge of the waveform structure through selection of the prior pdf. The prior pdf employed here models the ideal waveforms as random spike trains, and is essentially determined by specifying the probability, p, of observing a spike at each point in time.
In this model, each time point is treated as statistically independent of all other time points (i.e., the probability of a spike at one time point is independent of all other time points). This prior pdf is quite different from the Gaussian white noise pdf implicit in the Wiener filter. Because a closed form solution for the MAP estimator does not exist, it is computed numerically, iterating between a partial deconvolution step (the E-step) and a thresholding step (M-Step), which, in our implementation, can be expressed in the time domain as is the impulse response function, estimated as described above; and, at the implementation level, the nonnegative parameter τ can be considered a tunable parameter controlling the number of spikes in the output. In particular, τ can be inversely related to the prior probability of a spike at a given location. The specific form of the denoising M-step in Eq. (4) results from the selection of the prior described in Figueiredo and Nowak (2003) . The procedure above is iterated until convergence, which can be declared using any number of reasonable stopping criteria, such as stopping when the relative difference between successive iterations is less than a specified tolerance of 10 Since the location on the time axis of each spike in the graphs on the bottom portion of Fig. 4 is proportional to the range, and since the post-processed Global Positioning System/Inertial Measurement Unit (GPS/IMU) and scanner angle data are presumably already available through the standard processing, point clouds can be generated at this point through straightforward application of the laser geolocation equation (e.g., Vaughn et al. 1996; Filin 2001 ). The amplitude of each spike is the value assigned to the intensity of the corresponding point in the output point cloud.
An extremely attractive feature of this EM deconvolution algorithm is provision of the tunable parameter τ, capable of being adjusted based on the considerations of the particular enduser application. Decreasing τ has the effect of increasing the number of spikes in the output (and, hence, the density of the output point clouds), but also increases the probability of "false spikes"; increasing τ has the opposite effect. For our application of airport obstruction surveying, it is highly desirable to decrease τ to produce very dense output point clouds to assist in minimizing the probability of a missed obstruction. The increased probability of "false objects" output from the next step in the workflow turns out not to be a major concern, since these false objects can be easily (usually automatically) eliminated in the final two steps, as will be discussed.
Step 2: Detect Vertical Objects (VOs)
The vertical object detection (
Step 2) can be performed using any of a number of algorithms or approaches, including a Hough transform to detect vertical cylinders, cones, and spheres; morphological filtering algorithms (Woods et al. 2004 ); a 3D wavelet domain approach (Parrish 2007a,b) ; or approaches based on eigenvalues of covariance matrices for spherical and cylindrical environments (Gross et al. 2007 ). While analysis and comparison of different object detection strategies is beyond the scope of this paper, two aspects of the detection are of critical importance in the application of lidar obstruction surveying, regardless of the specific algorithm utilized: 1) the data model used to store and operate on the lidar data, and 2) the selection of the detection threshold. Regarding the data model, the primary concern is avoidance of surface representations, such 2D elevation images/grids, commonly referred to as digital elevation models (DEMs) or digital surface models (DSMs), or triangulated irregular networks (TINs).
These representations all suffer a serious drawback for our application: namely, it is impossible to adequately model true vertical surfaces, convex or concave vertical surfaces, and objects containing multiple, discrete components at the same (X,Y) location but different heights, all of which leads to severe loss of information about vertical structure (Stoker 2004) . For example, it is impossible to accurately represent roof overhangs, building sidewalls, transmission towers with multiple crossarms, water towers, and complex-shaped tree canopies. Furthermore, these surface representations greatly complicate the task of distinguishing between a return from an actual vertical object, such as a pole, and a return due to noise or clutter (e.g., a bird); in the elevation image representation both appear as bright pixels (higher elevation) surrounded by darker pixels (lower elevation). Two suitable alternatives to the use of surface representations are: 1) raw point clouds, or 2) volume, or "voxel," representations (e.g., Stoker 2004; Vosselman et al. 2004) ; the VO detection algorithm should operate on lidar data in one of these formats.
The second consideration is the detection threshold. In signal detection, there are always tradeoffs between probability of detection, P D , and probability of false alarm, P FA . A common method of displaying and analyzing the pattern of tradeoffs for a particular detection algorithm is through the so-called receiver operating characteristic (ROC) curve, a plot of P D versus P FA as the detector threshold is varied. Although ROC curves vary from detector to detector (and, therefore, are frequently used in comparing different detection algorithms), there exists a general trend: decreasing the detector threshold increases both P D and P FA . The sequence of steps in our workflow has been ordered such that, irrespective of the specific detection algorithm used, the detection threshold can be set very low to minimize the probability of a miss (or, equivalently, maximize P D ). Object detection is performed first, followed by the OIS analysis, followed by quality assurance and quality control (QA/QC) and object-type attribution. False alarms (or "false objects") due to ground clutter or noise and randomly distributed throughout the project area will typically be automatically eliminated in the OIS analysis step, due to not penetrating or falling outside the OIS, and the remainder can be easily removed during the attribution and QA/QC step. This inherent tolerance of conservative detection thresholds in the object extraction step is an important aspect of our workflow, since the key consideration in airport obstruction surveying is to avoid missed obstructions that could potentially jeopardize flight safety.
Step 3: Analyze Detected Objects against OIS Since the implementation is straightforward, the only aspect of this step that merits additional discussion is its order in the overall workflow; it is critical that the OIS analysis be performed after, not prior to, the object detection. The reason for this is threefold. First, as already noted, performing OIS analysis on raw point clouds to extract penetrating points greatly complicates tasks such as distinguishing between returns from actual objects and noise, grouping returns from the same object, and performing attribution. Second, this sequence enables the detection threshold in Step 2 to be set very conservatively (see Step 2 discussion above). Third, since the final deliverable to the FAA consists of information for obstructions (i.e., objects, not individual laser reflection locations), it is beneficial to extract objects as early in the process as possible and to ensure subsequent processing steps operate on those objects.
Step 4: Perform Object-Type Attribution and QA/QC in a Softcopy Photogrammetry or GIS
Environment
While some previous studies have shown that classification (e.g., of tree species) can be improved using full-waveform data (Reitberger et al. 2006) , in airport obstruction surveys, fully-automated classification is arguably an unrealizable objective, because airport obstructions can include literally any type of natural or manmade object. Fortunately, in this application, manual attribution can be done without significantly increasing time or cost of the survey, since manual analysis is already required in the QA/QC step to meet the stringent quality assurance controls.
As shown in previous phases of NGS' research into lidar obstruction surveying (e.g., Parrish et al. 2004) , this QA/QC is most easily and efficiently performed using stereo imagery in a softcopy photogrammetry environment, or somewhat less desirably, using orthoimages viewed monoscopically in a GIS environment. (An advantage of the stereo option is that it enables an independent check of an object's top elevation.) By combining of all steps requiring manual analysis (i.e., attribution and QA/QC), as shown in
Step 4 of Fig. 1 , an efficient workflow that minimizes human time is enabled.
Experiment
The workflow described above was tested using airborne and field data for two project sites in Tables 1 and 2 , respectively. The field data consisted of 35 fieldsurveyed reference objects in each of the two project sites (70 objects total). The motivating factors in selecting these sites included:
(1) numerous objects representative of "typical" airport obstructions, including buildings, towers, antennas, poles, and trees of differing heights and species;
(2) ease of access by field personnel; and (3) existing ground control.
Since neither site contained an actual airport, for purposes of this study, we simulated a 1,829 m (6,000 ft) runway with a 6,096 m (20,000 ft) Area Navigation Approach (ANA) surface for a
Localizer Performance with Vertical Guidance (LPV) approach in the southwest project site, as shown in Fig. 5 .
Several preprocessing steps were necessary before initiating the workflow depicted in Fig. 1 .
First, the airborne kinematic GPS observables and IMU data were post-processed to create a "blended navigation solution" using POSPac v4.2 (Applanix, Inc.). The discrete-return (nonwaveform) lidar data were processed using REALM v3.5.3 (Optech, Inc.). Additionally, 0.5-m resolution orthophotos were generated from the DSS imagery using RapidOrtho v4.3 (Applanix,
Inc.) and a U.S. Geological Survey (USGS) 1/3-arcsecond DEM to correct for relief displacement. It would certainly have been possible to perform the orthorectification using a DEM derived from the lidar data. However, the USGS DEM was determined to enable sufficiently accurate orthophotos for use in Step 4, thus obviating the need for an additional DEM generation step.
Following the initial preprocessing, the workflow depicted in Fig. 1 was executed. The waveform deconvolution (Step 1) was carried out using the EM deconvolution algorithm described above and expressed mathematically in Eq. (4). The VO detection (
Step 2) was performed using the algorithm described in Parrish (2007a) . The OIS analysis (Step 3) was completed using NGS' SML software. The input to the manual QA/QC and object-type attribution step (Step 4) consisted of both the orthophotos generated from the DSS imagery and the "raw" stereo imagery, imported into ArcGIS v9.1 (ESRI, Inc.) and a Leica, Inc. stereo viewer, respectively. Final output consisted of obstruction lists in UDDF format, suitable for comparison against the field-surveyed reference data, or in an actual obstruction survey, delivery to the FAA.
Analysis
The objective of the analysis was to investigate and quantify the ability to improve and streamline generation of final FAA-formatted obstruction data sets using the workflow depicted in Fig.1 . The three specific topics of investigation included:
(1) the achievable densification of point clouds on and around airport obstructions using the full-waveform data;
(2) the effectiveness of the workflow in automatically eliminating any "false objects"
(thereby enabling conservative VO detection, while maintaining efficiency); and (3) the percentage change in end-to-end processing time using this workflow, as compared with previous NGS airport obstruction surveys.
To investigate the achievable densification of point clouds for obstructions using the fullwaveform data, the point clouds output from Step 1 were compared against the point clouds output from REALM using the discrete-return data. The first step in the analysis was to create point cloud subsets around each of the field-surveyed objects in the southwest project area and to use the "Measure Point Density" tool in TerraScan v5.005 (TerraSolid, Ltd.) to count the number of points on each object. This semi-automated analysis was supplemented by manual analysis, which entailed visually examining the output point clouds for each object in profile mode in
TerraScan to compare both the relative point densities and the relative amounts of noise. The results of this analysis were quite promising: the use of the full-waveform data led to a 252% increase in the average number of points on the objects, as shown in Table 3 , with very slight increase in the amount of noise in the point clouds on or near the objects, as seen in Fig. 6 . This figure shows photos (left column) and profile views of point cloud subsets for two different VOs, a tree and TV broadcast tower, generated using the discrete-return lidar data (middle column) and full-waveform data (right column). The gray values in the point cloud subsets represent intensity and have been linearly stretched to span the available 8-bit (0-255) dynamic range. The increase in point density on VOs that can be achieved using the full-waveform data is readily apparent through comparison of the point cloud subsets in the middle and rightmost sections of the figure. This increase in point density is especially important in detection of small, lowreflectance objects, such as poles. For example, two laser points on an object may be too few to enable detection or to reliably distinguish between object and noise, while four may be sufficient (e.g. Object #24).
The next step was to investigate the ability to automatically eliminate false alarms and correctly identify required objects in Steps 3 and 4 of our workflow. This was performed by analyzing the input and output to
Step 3 (OIS analysis) and comparing the final output from Step 4 (manual QA/QC and attribution) against the results obtained using the field-surveyed reference data. The input to
Step 3 consisted of 531 registered detections output from Step 2, including both correct detections of real objects and false alarms ("false objects"). These detections were analyzed against the OIS, depicted in Fig. 7 , using the SML software. Software variables were set to only output objects that penetrated, or came within 1.5 m of penetrating the OIS, resulting in 529 objects being automatically eliminated and 2 being flagged as penetrating. The output objects were then attributed using the DSS imagery in ArcGIS (Step 4). The final results were compared with the output generated by running the reference data through NGS' OIS analysis software, and were found to match exactly: in both final data sets, Objects 17 and 18 were listed as penetrating and attributed as antennas. No "false objects" needed to be analyzed and eliminated in
Step 4, as they were all automatically eliminated in Step 3 (OIS analysis).
The final analysis step was to compare the total time required to complete the obstruction survey, as well as the required human time, with the corresponding times from NGS' 2003 lidar obstruction survey of Stafford Regional Airport (RMN) (described in Parrish et al. 2004) . (This comparison focused solely on the times required to survey obstructions and generate final obstruction lists with object-type attributes; times required to complete other aspects of airport surveys, such as profiling runways and geolocating navigational aids (FAA 1996; that were outside the scope of this study were not considered.) The results of the comparison clearly demonstrated the efficiency of our workflow; the decrease in total (end-to-end) obstruction survey time was approximately 46%, and the decrease in required human time was 38%.
Discussion and Conclusions
Following a decade of research by NGS and others into the capability to perform airport obstruction surveys using lidar, we have developed and tested a new workflow with the goal of making such surveys not only feasible, but also efficient and cost-effective. One key to the workflow presented here is the use of the full-waveform data, which was shown to enable generation of dense, detailed point clouds, which are well suited for this application. Equally important is the ordering of steps in the workflow, in particular the placement of the VO detection step before the OIS analysis and QA/QC. This sequence was shown to enable the detection threshold to be set very conservatively, minimizing the probability of a missed obstruction. Additionally, the amalgamation of steps requiring manual analysis minimizes the amount of human time in the process, and the overall workflow has been designed to reduce the total survey time. The 46% decrease in total (end-to-end) obstruction survey completion time and 38% decrease in required human time, as compared with the most recent NGS lidar obstruction survey, are quite encouraging.
Future work being planned by NGS includes conducting additional tests at two airports in different parts of the United States with differing terrain and land cover/land use types, testing and comparing different VO detection algorithms in
Step 2 of the workflow described in this paper, and continuing to refine the procedures for production use. It is anticipated that these efforts, building upon the results presented here, will enable implementation of a wide-scale, production lidar airport obstruction surveying program in the very near future. 
