Subspace codes form the appropriate mathematical setting for investigating the Koetter-Kschischang model of fault-tolerant network coding. The Main Problem of Subspace Coding asks for the determination of a subspace code of maximum size (proportional to the transmission rate) if the remaining parameters are kept fixed. We describe a new approach to finding good subspace codes, which surpasses the known size limit of lifted MRD codes and is capable of yielding an alternative construction of the currently best known binary subspace code of packet length 7, constant dimension 3 and minimum subspace distance 4.
I. Introduction
Let q > 1 be a prime power. A q-ary (constantdimension) subspace code with parameters (v, M, d; k) is a set C = {U 1 , . . . , U M } of M distinct k-dimensional subspaces U i of the "ambient" vector space F v q (over F q ) with minimum subspace distance d s (C) = min d s (U i , U j ); 1 ≤ i < j ≤ M = d. Here the subspace distance of U and V is defined in general as d s (U, V ) = dim(U + V ) − dim(U ∩ V ) and in the special case dim(U ) = dim(V ) = k reduces to d s (U, V ) = 2k − 2 dim(U ∩ V ). In particular, d = 2δ is always even and t = k − δ + 1 is the smallest integer such that every t-dimensional subspace of F v q is contained in at most one member of C.
The Main Problem of (constant-dimension) Subspace Coding can be described as follows:
Given a prime power q > 1 and positive integers v, k, δ with 2 ≤ δ ≤ k ≤ v/2, determine the largest cardinality M of a q-ary (v, M, 2δ; k) subspace code. This cardinality will be denoted by A q (v, 2δ; k). The Main Problem of Subspace Coding arose in connection with the Koetter-Kschischang model of fault-tolerant network coding, which uses appropriate subspace codes to encode messages before transmission over an ordinary network-coded (implemented by some form of random linear network coding) packet network. Subspace codes with large size and large minimum distance account for large transmission rate and good error-correcting capabilities, respectively, and the determination of the best such codes is thus of particular importance.
In Finite Geometry language, a q-ary (v, M, 2δ; k) subspace code is a set C of M distinct (k − 1)-flats in the projective geometry PG(v − 1, q) such that any (k − δ)flat is contained in at most one member of C and some (k − δ − 1)-flat is contained in at least two members of C. Subspace codes with δ = k correspond to pairwise disjoint (k − 1)-flats, so-called spreads or partial spreads, and have been studied in depth by Finite Geometers.
Except for this and other special cases, the Main Problem is still widely open. Koetter and Kschischang, in their seminal paper [1] , used so-called maximum-rankdistance (MRD) codes and a suitable lifting construction to produce a good approximation to optimal subspace codes for general parameter sets. Etzion and Silberstein [2] introduced the echelon-Ferrers construction as a method to augment lifted MRD (LMRD) codes by further subspaces, while keeping their minimum distance. Some further improvements and a couple of constructions for specific parameter sets are known as well.
Our contribution in this paper is a new approach to the construction of good subspace codes, which has its origin in the observation made in [4] that removing certain subcodes from an LMRD code may result in the opportunity to add even more subspaces to the expurgated LMRD code, thereby surpassing the size of the LMRD code, as well as any other subspace code containing an LMRD code.
In contrast with the construction of a binary (6, 77, 4; 3) subspace code of Type A in [4] , which used the smallest possible set of removed codewords, we propose to remove a much larger set of codewords from an LMRD code. As it turns out, our approach is capable of constructing a binary (7, 329, 4; 3) subspace code, equalizing the current record size and providing an alternative construction of a code with M = 329 for the parameter set q = 2, v = 7, k = 3, d = 4; cf. [3] .
The new approach is described briefly in Sect. III, following some preparations in Sect. II. An extended version of this paper, containing more details, additional background material and the complete list of references, can be found on arXiv.org.
II. Augmenting LMRD codes
Suppose k, m, n are positive integers with k ≤ m ≤ n. An (m, n, k) maximum rank distance (MRD) code over
MRD codes exist for all admissible parameters q, k, m, n and may be constructed using a q-analogue of the familiar Reed-Solomon code construction.
The map λ sending a matrix A ∈ F m×n q to the row space of (I m |A) ∈ F m×(m+n) q satisfies d s λ(A), λ(B) = 2d r (A, B) (i.e. constitutes a "scaled isometry" with scale factor 2). This immediately gives that for any q-ary (m, n, k) MRD code A the image λ(A) forms a q-ary m + n, q nk , 2(n − k + 1); m subspace code, a so-called lifted maximum rank distance (LMRD) code.
We are interested in the case q = 2, (m, n, k) = (3, 4, 2), since an MRD code with these parameters gives rise to a binary (7, 256, 4; 3) LMRD code, approximating binary optimal (7, M, 4; 3) subspace codes. The standard MRD code with these parameters is the "Gabidulin code" It is known that the lifted (7, 256, 4; 3) Gabidulin code λ(G) can be augmented by 35 further subspaces to a (7, 291, 4; 3) subspace code. Any further enlargement is impossible, since the codewords of λ(G) cover all 7 × 256 = 1792 lines disjoint from the special solid S = (0, 0, 0, * , * , * , * ), so that additional codewords must meet S at least in a line, which clearly conflicts with some of the 35 codewords outside λ(G) already chosen.
III. The New Approach
From [4] we know that it makes sense to remove certain sets of codewords from the (7, 256, 4; 3) code λ(G). The idea behind this approach is that the removal of M 0 codewords from λ(G) "frees" 7M 0 lines disjoint from the special solid S, which are no longer covered by the expurgated subspace code, and hence can possibly be rearranged, four lines at a time, into "new planes" N of PG(6, 2) meeting S in a point. In the best case, it will be possible to add 7M 0 /4 new planes to the expurgated subspace code, resulting in a subspace code of size 256 − M 0 + 7M 0 /4 = 256 + 3M 0 /4 that is superior to λ(G).
The results in [4] imply that all 7M 0 free lines can be rearranged into new planes if the removed set of codewords R is the disjoint union of t sets of the form (f + T )v
Any such choice of R uniquely determines 14t new planes meeting S in a point and covering, together with the codewords in the expurgated subspace code, each line disjoint from S exactly once. It remains to be checked whether the new planes N i mutually satisfy the subspace distance condition d s (N i , N j ) ≥ 4 if i = j. Equivalently, if N i and N j pass through the same point s ∈ S then
In contrast with [4] , we make the "greedy" choice
This has t = 15 (essentially the largest admissible t) and
the additional advantage (due to F × 16 -invariance) that the condition d s (N i , N j ) ≥ 4 needs to be checked only for the 14 new planes passing through one fixed point of S, say p = F 2 (0, 0, 0, 1, 0, 0, 0).
Now define an undirected graph G with vertex set the 14 new planes through p and edge set {N
Then the clique number of G (size of a maximum clique) gives the largest number of new planes through p that can be added to the expurgated subspace code. Using the computer algebra package SAGE (www.sagemath.org), we have determined the clique number as 11 and the number of distinct maximum cliques as 4. This means that 15 × 11 = 165 new planes (11 through each of the 15 points of S) can be added to the expurgated subspace code in 4 15 different ways, resulting in a new subspace code with M = 256 − 8 × 15 + 165 = 301 (in fact 4 15 = 1073741824 different such codes).
It is impossible to check all these subspace codes for further augmentation by planes meeting S in a line in a reasonable amount of time. Instead we used a randomized search method (checking several thousands of cases) and found a maximum of 28 planes that can be added to some (in fact, many different) of the 4 15 subspace codes, resulting in a binary (7, 329, 4; 3) subspace code. This is our main result and equalizes the record set in [3] .
