We are interested in the existence of equivalent martingale measures and the detection of arbitrage opportunities in markets where several multi-asset derivatives are traded simultaneously. More specifically, we consider a financial market with multiple traded assets whose marginal risk-neutral distributions are known, and assume that several derivatives written on these assets are traded simultaneously. In this setting, there is a bijection between the existence of an equivalent martingale measure and the existence of a copula that couples these marginals. Using this bijection and recent results on improved Fréchet-Hoeffding bounds in the presence of additional information, we derive sufficient conditions for the absence of arbitrage and formulate an optimization problem for the detection of a possible arbitrage opportunity. This problem can be solved efficiently using numerical optimization routines. The most interesting practical outcome is the following: we can construct a financial market where each multi-asset derivative is traded within its own no-arbitrage interval, and yet when considered together an arbitrage opportunity may arise.
Introduction
We consider a financial market where multiple assets and several derivatives written on single or multiple assets are traded simultaneously. Assuming we are given a set of traded prices for these multi-asset derivatives, we are interested in whether there exists an arbitrage-free model that is consistent with these prices or not. A consistent arbitrage-free model will exist if we can find an equivalent martingale measure such that we can describe these prices as discounted expected payoffs under this measure. We assume that the marginal risk-neutral distributions of the assets are known, e.g. they have been estimated from single-asset options prices using Breeden and Litzenberger [3] . Then, there exists a bijection between the existence of an equivalent martingale measure and the existence of a copula that couples these marginal distributions. Using recent results about improved Fréchet-Hoeffding bounds on copulas in the presence of additional information, we can formulate a sufficient condition for the existence of a copula and thus for the absence of arbitrage in this financial market. Moreover, the formulation of this condition as an optimization problem allows for the detection of an arbitrage opportunity via numerical optimization routines.
Arbitrage is a fundamental concept in economics and finance, because the modern theory of option valuation is rooted on the assumption of the absence of arbitrage, while it is also closely related with notions of equilibrium in financial markets. Arbitrage is also a concept of practical importance, as financial institutions are interested in ensuring that their systems for option valuation, simulation, scenario generation, etc, are free of arbitrage, in order to be useful and relevant. Therefore, topics related to the existence of arbitrage and the consistency of arbitrage-free models with given traded prices are of significant theoretical and practical interest.
There is a sufficiently rich literature by now devoted to the case where a single asset and options on this asset are traded in a financial market. Laurent and Leisen [11] in their pioneering work provide a procedure to check for the absence of arbitrage in a discrete set of market data. Carr and Madan [6] provide a sufficient condition for the absence of arbitrage in a market where countably-infinite many European options with discrete strikes can be traded. These results where later generalized and extended by Cousot [7] , by Buehler [4] , and in particular by Davis and Hobson [8] who provided necessary and sufficient conditions for the existence of an arbitrage-free model consistent with a set of market prices. More recently, Gerhold and Gülüm [10] considered the same problem in case the only observables are the bid and ask prices of the underlying asset.
The literature is not that developed when one turns to multiple underlying assets and multi-asset derivatives. Actually, to the best of our knowledge, the only work treating this problem is Tavin [19] . The setting in [19] is exactly the same as here, i.e. the author considers multiple underlying assets with known risk-neutral marginals and several traded derivatives on multiple assets, and provides two methods for detecting arbitrage opportunities, one based on Bernstein copulas and another based on improved Fréchet-Hoeffding bounds, which is however restricted to the two-asset case. In our work, we extend the results of [19] to the general multi-asset case using the recent results of Lux and Papapantoleon [12] on improved Fréchet-Hoeffding bounds for d-copulas, with d ≥ 2.
The remainder of this article is structured as follows: In Section 2 we review some necessary results about copulas, quasi-copulas and improved Fréchet-Hoeffding bounds. In Section 3 we present results on integration and stochastic dominance for quasi-copulas; these include also a new representation of the integral with respect to a quasi-copula that could be of independent interest. In Section 4 we revisit the bijection between the existence of an equivalent martingale measure and a copula that couples the marginals of the underlying assets already present in Tavin [19] , and derive necessary conditions for the absence of arbitrage in the presence of several multi-asset derivatives traded simultaneously. In Section 5 we apply our results in a model with three underlying assets. In particular, we show that we can construct a financial market where each multi-asset derivative is traded within its own no-arbitrage interval, and yet when considered together an arbitrage opportunity may arise. Finally, the appendices collect some additional results and proofs.
The finite difference operator ∆ for a function f :
The f -volume of R admits also the following representations, which are more suitable for most of our purposes, The following result states that every function f : R d + → R which is right-continuous and dincreasing induces a measure on the Borel σ-algebra of R d through its volume. This is a classical result, however the proof is hard to find in the literature, apart from Gaffke [9] (in German), therefore we provide a short proof in Appendix C. 
2)
and set µ f (∅) := 0. Then µ f is a measure on R d + .
Definition 2.2. A function Q : I d → I is a d-quasi-copula if it satisfies the following properties:
(C1) boundary condition: Q(u 1 , . . . , u i = 0, . . . , u d ) = 0, for all 1 ≤ i ≤ d.
(C2) uniform marginals:
Moreover, Q is a d-copula if it satisfies in addition:
The set of all d-quasi-copulas is denoted by Q d and the set of all d-copulas by C d . Obviously,
In case the dimension d is clear, we refer to a d-(quasi-)copula as a (quasi-)copula.
There exists a clear link between copulas and probability distributions. In fact, for C ∈ C d and univariate distribution functions F 1 , . . . , F d ,
defines a d-dimensional distribution function with marginals F 1 , . . . , F d . The celebrated theorem of Sklar [17] tells us that the converse is also true, i.e. given a d-dimensional distribution function F with univariate marginals F 1 , . . . , F d , there exists a copula C such that (2.3) holds true. We will call C the copula corresponding to F .
Let Q ∈ Q d . We define its survival function Q : I d → I as follows: 4) and denote by
is again a copula, namely the survival copula of C, while there exists also a version of Sklar's theorem for survival copulas. In case Q is a proper quasi-copula, then u → Q(1 − u) is not a quasi-copula in general; see e.g. Example 2.5 in Lux and Papapantoleon [12] . Moreover, note that C = C, in general. However, we present below another inverse transformation that is injective and, to the best of our knowledge, has not appeared in the literature. The proof is again relegated to Appendix C.
Hence, the map C → C is injective.
When dealing with random vectors X = (X 1 , . . . , X d ), we are often interested in the distribution of a lower-dimensional vector thereof, i.e. the law of (X i 1 , . . . , X in ) with {i 1 , . . . , i n } ⊆ {1, . . . , d}.
If we know the multi-variate distribution, then we can deduce the lower-dimensional marginals. The same applies to copulas.
Proposition 2.4. Let Q ∈ Q d and I = {i 1 , . . . , i n } ⊆ {1, . . . , d}. We call Q I : I n → I with
Proof. The properties (C1) to (C4) carry over to Q I immediately. Therefore, consider a d-copula C and let |I| = d − 1. Without loss of generality we can assume I = {1, . . . , d − 1}. Then we have
Hence, C I ∈ C d−1 . The claim follows inductively for all I ⊆ {1, . . . , d}.
Let us now define a partial order on Q d , and thus also on C d .
The celebrated Fréchet-Hoeffding bounds provide upper and lower bounds for all quasi-copulas with respect to the lower orthant order. Indeed, for Q ∈ Q d , we have that 
while an easy computation shows that
The Fréchet-Hoeffding bounds are derived under the assumption that the marginal distributions are fully known and the copula is fully unknown. However, in several applications such as finance and insurance, partial information on the copula is available from market data. Therefore, there has been intensive research in the last decade on improving the Fréchet-Hoeffding bounds by adding partial information on the copula, see e.g. Lux and Papapantoleon [12, 13] , Nelsen [14] , Puccetti, Rüschendorf, and Manko [15] and Tankov [18] . The following results from [12, Sec. 3] describe
improved Fréchet-Hoeffding bounds under the assumption that the copula is known in a subset of its domain, or that a functional of the copula is known. Analogous statements for survival copulas are relegated to Appendix A.
Let S ⊆ [0, 1] d be compact and Q * ∈ Q d . Define the set
Then, for all Q ∈ Q S,Q *
where the improved Fréchet-Hoeffding bounds Q S,Q * L , Q S,Q * U ∈ Q d and are provided by
Remark 2.6. A natural question is whether the bounds Q S,Q * L and Q S,Q * U are copulas or proper quasi-copulas. Nelsen [14] showed that in the case of S being a singleton and for d = 2 the lower and upper improved Fréchet-Hoeffding bounds are copulas using the concept of shuffles of M 2 . This statement was generalized by Tankov [18] and Bernard, Jiang, and Vanduffel [2] , still for d = 2, under certain 'monotonicity' conditions. On the contrary, Lux and Papapantoleon [12] showed that for d > 2, the improved Fréchet-Hoeffding bounds are copulas only in trivial cases and proper quasi-copulas otherwise. Moreover, Bartl, Kupper, Lux, Papapantoleon, and Eckstein [1] showed that the improved Fréchet-Hoeffding bounds are not pointwise sharp (or best-possible), even in d = 2, if the aforementioned 'monotonicity' conditions are violated.
The next result provides improved Fréchet-Hoeffding bounds in case the value of a functional of the copula is known. Examples of functionals could be the correlation or another measure of dependence (e.g. Kendall's τ or Spearman's ρ), but also prices of multi-asset options in a mathematical finance context. Let ρ : Q d → R be non-decreasing with respect to the lower orthant order and continuous with respect to the pointwise convergence of quasi-copulas, and consider the set of quasi-copulas
Then, for all Q ∈ Q ρ,θ , holds
Here we use the following notation: Then, for fixed u, the maps r → ρ − (u, r) and r → ρ + (u, r) are non-decreasing and continuous. Hence, we can define their inverse mappings
for all θ such that the sets are non-empty. Analogous statements for non-increasing functionals are relegated to Appendix B.
Integration and stochastic dominance for quasi-copulas
This section provides results on the definition of integrals with respect to quasi-copulas and on stochastic dominance for quasi-copulas. These results are largely taken from Lux and Papapantoleon [12, Sec. 5], however we also provide a new representation of the integral with respect to a quasicopula, as well as some useful results on stochastic dominance for quasi-copulas.
Let (Ω, F, P) be a probability space. Consider an R d + -valued random vector X = (X 1 , . . . , X d ) with distribution function F and marginals F 1 , . . . , F d . Then, from Sklar's Theorem, we know there exists a copula C ∈ C d such that
Hence, there exists an induced measure dC
Consider a function f :
In this section we focus on calculating E[f (X)] and its properties with respect to C. Assuming the marginals are given, we define the expectation operator π f as follows
However, if Q is a proper quasi-copula then dQ F 1 (x 1 ), . . . , F (x d ) does not induce a measure anymore, because the Q-volume V Q is not necessarily positive. The idea is now to switch the function we integrate against, i.e. to perform a Fubini transformation. In order to do so, the function f has to induce a measure. Therefore, we consider functions of the following type.
We will frequently deal with marginals of functions f and quasi-copulas Q, therefore the following definition is useful. We have already proved in Proposition 2.4 that marginals of (quasi)-copulas remain (quasi)-copulas.
According to Proposition 2.1, we can associate a measure to every right-continuous and ∆-monotonic or ∆-antitonic function f :
then we write µ f instead of µ f I . In addition, we define µ f ∅ := δ 0 , where δ denotes the Dirac measure. 
The following definitions show how the measure induced by the I-marginals of functions in conjunction with the I-marginals of copulas, can be used to define an integration operation. We define iteratively: 
However, the operator ϕ {1,...,d} f (C) does not depend on C being a copula, and can be also defined for quasi-copulas. This motivates the following definition, which generalizes the expectation operator to quasi-copulas.
Remark 3.5. Let Q ∈ Q d and consider its survival function Q. We define the dual to the operations ϕ I f and π f as follows:
since both operations actually only depend on the knowledge of Q and not of Q itself.
Depending on the way the integrals are computed, this representation might be more useful. If we compute the one-dimensional integrals as in (3.3) instead of (3.4), then we do not need f {i} to induce a measure. Therefore, in [12] the authors define ∆-antitonic and ∆-monotonic in the sense that only f I , |I| ≥ 2, has to induce a measure.
The following result provides an alternative, simpler representation for the expectation operator π f (Q).
Then, the following representation holds
Proof. Without loss of generality we assume I = {1, . . . , d}. For |I| = 1 the claim is given by (3.4) . Now assume it holds all n < d for some d ∈ N. Define
Then we deduce by (3.3) and the induction hypothesis
Hence, we have to show that for every J ⊂ I the term α J appears exactly once in (3.6) with positive sign. Consider J = {j 1 , . . . , j k } ⊆ J = {i 1 , . . . , i n }. There are d−k n−k many J ⊂ I with J ⊆ J because for J\J we can choose n − k elements out of I\J . We have
Further,
Since m l=0 (−1) l m l = 0, m ∈ N, we have d−1 n=k (−1) d+1−n d−k n−k = 1 for both cases. This proves (3.5) . The other representation of ϕ I f (Q) follows by (3.4 ).
Now we can show that the expectation operator π f is increasing or decreasing with respect to the lower and upper orthant order, depending on the properties of the function f .
Proof. The first two statements are Lux and Papapantoleon [12, Theorem 5.5] , while the next two are a direct consequence of them and Remark 3.3.
Copulas and arbitrage
In this section, we apply the results on improved Fréchet-Hoeffding bounds and on stochastic dominance for quasi-copulas to mathematical finance. We will first derive bounds for the arbitrage-free prices of certain classes of multi-asset derivatives. Then, we will formulate a necessary condition for the absence of arbitrage in markets where several multi-asset derivatives are traded simultaneously.
Model and assumptions
Let (Ω, F, P) be a probability space. We consider the following financial market model: There exists one time period with initial time t = 0 and final time t = T < ∞. Let d ≥ 2. There exist d + 1 nonredundant primary assets denoted by B, S 1 , . . . , S d . We assume that their initial prices are known,
B denotes the risk-free asset that earns the interest rate r ≥ 0 and, for the sake of simplicity, we set Q T = 1, while S 1 T , . . . , S d T are R + -valued random variables on the given probability space.
A probability measure Q on (Ω, F), equivalent to P, that satisfies 
We assume that the risk-neutral marginal distributions of each S i T are known and unique for all i = 1, . . . , d, i.e. the univariate marginal distribution of S i T under Q is equal for all Q ∈ P. We further assume that these distributions are continuous, and denote them by
for all i = 1, . . . , d.
The assumption that the marginal distributions are known is not unrealistic, because their dynamics can be derived from market data; see e.g. Breeden and Litzenberger [3] . This property implies, by the second Fundamental Theorem of Asset Pricing, that the prices of singleasset options are unique, and is referred to in the literature as static-completeness of a financial market, see e.g. Carr and Madan [5] . Let us stress that this does not imply |P| = 1, because the dependence structure of S 1 , . . . , S d might not be uniquely determined.
The financial market, beside options on the single assets S 1 , . . . , S d , consists also of a finite number of multi-asset derivatives, denoted by Z 1 , . . . , Z q , for q ∈ N. Their final payoffs at time T are given by
where the payoff functions z i : R d + → R + (resp. their negation, i.e. −z i ) are either ∆-antitonic or ∆-monotonic. We assume that Z 1 , . . . , Z q are "truly" multi-asset derivatives, i.e. they are written on at least two and up to d of the risky assets.
Definition 4.1 (Arbitrage-free price vector). Let (Z 1 , . . . , Z q ) be a set of multi-asset derivatives as described above, for q ∈ N. We call p = (p 1 , . . . , p q ) ∈ R q + an arbitrage-free price vector for (Z 1 , . . . , Z q ) if there exists a measure Q ∈ P such that
We denote the set of all arbitrage-free price vectors for (Z 1 , . . . , Z q ) by Π(Z 1 , . . . , Z q ). This set is described by
Copulas and arbitrage-free price vectors
In this sub-section, we study the relation between copulas and the set of arbitrage-free price vectors Π(Z 1 , . . . , Z q ). The first result is essentially Tavin [19, Corollary 3] and we provide a short proof for the sake of completeness.
Proposition 4.2. In the multi-asset financial market model described above, there is a bijection between P and C d .
Proof. The proof uses essentially Sklar's Theorem and the association between copulas and probability measures. Let Q ∈ P and denote by F Q the joint distribution of (S 1 T , . . . , S d T ) under Q. Then, define the function C Q via
By Sklar's Theorem, C Q is indeed a copula.
On the other hand, let C ∈ C d and denote by F C the corresponding distribution function defined as
Then F C has marginals F i , i = 1, . . . , d, and therefore Q ∈ P by (4.1).
This bijection allows us to express the arbitrage-free price of a derivative Z i T , and therefore also expectations of the form E Q [Z i T ] for Q ∈ P, in terms of the associated copula C Q . That is,
We denote the expectation under the measure associated with a copula C by E C . The bijection between the set of equivalent martingale measures and the set of copulas in Proposition 4.2 allows now to describe the set of arbitrage-free price vectors in terms of copulas, i.e.
Finally, recall the definition of the expectation operator π f from the previous section. Using (3.1) and (4.2) we get that π z k (C) = E C [Z k T ] for k = 1, . . . , q. Hence, for the multi-asset derivatives Z 1 , . . . , Z q we define the following pricing rule between the set of copulas and the set of arbitragefree price vectors Π(Z 1 , . . . , Z q ),
Consequently, we can prove the following equivalence result.
Proof. The equivalence follows immediately from the definition of the pricing rule together with (3.1), (4.2) and (4.3).
Remark 4.4. Using the definition of the dual operator π f , see Remark 3.5, the previous result carries over analogously to the set of survival copulas C d , i.e.
:
Bounds for the arbitrage-free price of a single multi-asset derivative
We have assumed that the payoff functions z i : R d + → R + , resp. their negations −z i , are either ∆antitonic or ∆-monotonic. Therefore, we get from Proposition 3.8 that π z i is non-decreasing, resp. non-increasing, with respect to the lower or upper orthant order. Hence, we can use the Fréchet-Hoeffding bounds and the parametrization of arbitrage-free price vectors in terms of copulas in order to derive arbitrage-free bounds for the set Π(Z i ) for each multi-asset derivative in the market. Moreover, assume there exists additional information about the copulas, i.e. consider a constrained set C * ⊆ C d such as C S,C * or C ρ,θ . Then, we also have a constrained set of arbitrage-free prices, i.e.
In other words, the improved Fréchet-Hoeffding bounds allow us to tighten the range of arbitragefree prices for the derivative Z i . This concept works analogously for the set of survival functions, i.e. for C * ⊂ C d . Corollary 4.5. Let Z be a multi-asset derivative in the financial market described above with payoff function z.
(i) Let z be ∆-antitonic and Q * L , Q * U be the lower and upper bound for some constrained set C * ⊆ C d . Then, for all C ∈ C * holds
(ii) Let z be ∆-monotonic and Q * L , Q * U be the lower and upper bound for some constrained set C * ⊆ C d . Then, for all C ∈ C * holds
Proof. These claims follow directly from the ordering of the bounds, the monotonicity results in Proposition 3.8, and their analogues for survival functions. [12, Section 6] provide conditions such that the improved option price bounds are sharp, in the sense that inf Π * (Z) = π z (Q * L ) and sup Π * (Z) = π z (Q * U ) respectively. Depending on the payoff function z the computation of the improved option price bounds can be quite complicated. Rapuch and Roncalli [16] , Tankov [18] and Lux and Papapantoleon [12] present several derivatives for which the integrals can be enormously simplified.
A necessary condition for the absence of arbitrage in the presence of several multi-asset derivatives
In this subsection, we assume there exist several multi-asset derivatives Z 1 , . . . , Z q in the financial market, and consider a price vector p = (p 1 , . . . , p q ) ∈ R q + for them. Our goal is to check whether p is an arbitrage-free price vector or not, i.e. whether p ∈ Π(Z 1 , . . . , Z q ). In fact, we will derive a necessary condition for p to be an arbitrage-free price vector.
Consider the following constrained sets of copulas
which are sets of the form (2.5). Clearly, C π k ,p k = ∅ if and only if p k ∈ Π(Z k ) by Proposition 4.3. Hence, C π k ,p k contains all copulas compatible with the price p k for the derivative Z k , for each k = 1, . . . , q. Analogously we define the set of survival functions
The next result shows that p is an arbitrage-free price vector for (Z 1 , . . . , Z q ) if and only if it contains an arbitrage-free price for each derivative. 
Proof. Let p ∈ Π(Z 1 , . . . , Z q ), then there exists a d-copula C ∈ C d such that (C) = p hence, for every k = 1, . . . , q, there exists a C ∈ C π k ,p k such that k (C) = p k . This readily implies that q k=1 C π k ,p k = ∅.
Using the same arguments in the opposite direction allows to prove the equivalence. The case for survival copulas is completely analogous.
Remark 4.9. The previous result implies that the set of arbitrage-free price vectors for Z 1 , . . . , Z q is a subset of the Cartesian product of the sets of arbitrage-free price vectors for each Z i , i.e.
In other words, we can have derivatives that are priced within their own no-arbitrage bounds, however when they are considered together an arbitrage opportunity may arise. An example in this direction will be presented in the following section.
The idea now is to find pointwise upper and lower bounds for the sets of copulas C π k ,p k and C π k ,p k , k = 1, . . . , q, and here the improved Fréchet-Hoeffding bounds play a crucial role. Let us define Now we can state the main result of this section, which provides a necessary condition for the absence of arbitrage in a financial market in the presence of several multi-asset derivatives. This generalizes Tavin [19, Proposition 9 ] to the d-dimensional case.
Theorem 4.10. Let p ∈ R q + . In the financial market described above, with several multi-asset derivatives Z 1 , . . . , Z q traded simultaneously, we have
(4.7)
Proof. Let f be ∆-antitonic. Assume there exists a u * ∈ [0, 1] d such that Q p (u * ) > Q p (u * ). By construction of Q p and Q p , the minimum and maximum are always attained. Denote by k A , k B ∈ {1, . . . , q} the indices for which the minimum and maximum are attained in (4.6). Then we have that k A = k B , because otherwise
Hence, we get that
which readily implies that C π k A ,p k A ∩ C π k B ,p k B = ∅. Therefore, we also get that
which is equivalent to p / ∈ Π(Z 1 , . . . , Z q ) by Proposition 4.8. The proof for ∆-monotonic functions f and C π k ,p k works completely analogously.
We have assumed so far that there exist S 1 , . . . , S d underlying assets in the financial market and that all multi-asset derivatives Z 1 , . . . , Z q depend on all d assets. This is however not very realistic, as there might well exist derivatives that depend on some, but not all, of the underlying assets. The next result treats exactly that scenario, making use of the results on I-margins of copulas.
Assume there exist Z 1 , . . . , Z q multi-asset derivatives in the financial market, and that each derivative Z k depends on d k of the underlying assets with 2 ≤ d k ≤ d. That is, each Z k depends on (S i 1 , . . . , S i d k ) with I k = {i 1 , . . . , i d k } ⊆ {1, . . . , d} and k = 1, . . . , q. Let us define I * := q k=1 I k and d * := |I * |. Moreover, we assume that d * ≥ 2, i.e. all multi-asset derivatives share at least two common underlying assets.
Let us now update the definition of the constrained set of copulas C π k ,p k as follows:
this coincides with the previous definition in case all derivatives depend on all d assets. Moreover, let us also define the following constrained set of copulas, that projects everything in the space of the common underlying assets:
We define now the upper and lower improved Fréchet-Hoeffding bounds for the set C π k ,p k as in (4.6) . Then, we have the following necessary condition for the absence of arbitrage in this financial market.
Theorem 4.11. Let p ∈ R q + . In the financial market described above, with several multi-asset derivatives Z 1 , . . . , Z q traded simultaneously, we have
Proof. The idea is again that for p ∈ Π(Z 1 , . . . , Z q ) there must exist a d * -copula C with C ∈ q k=1 C π k ,p k I * . The proof is then completely analogous to the proof of Theorem 4.10, and thus omitted for the sake of brevity.
The intuition behind the last two results is that whenever the inequalities in (4.7) and (4.9) are violated for some u ∈ [0, 1] d , then there does not exist a copula that can describe the prices of all derivatives Z 1 , . . . , Z q . Hence, this set of prices is not jointly arbitrage-free. Therefore, following Tavin [19] , we can also express the arbitrage detection problem as a minimization problem. Indeed, let us consider, O : min
The objective function u → Q p (u)−Q p (u) takes values in [−1, 1] and the minimization is realized over a compact set. Hence, there exists a (possibly not unique) minimum, say u * ∈ [0, 1] d . The idea now is that if Q p (u * ) − Q p (u * ) < 0, then p is not free of arbitrage. Note that the opposite result would not necessarily imply p being arbitrage-free, since Theorems 4.10 and 4.11 provide only a necessary condition. Nevertheless O might detect an arbitrage which is not obvious in the first place. In fact, it is possible that p = (p 1 , . . . , p q ) is not free of arbitrage although all p i 's lie within the arbitrage-free bounds computed from the Fréchet-Hoeffding bounds. In summary, we have the following result:
Applications
In this section, we present some applications of the previous results in the computation of bounds for arbitrage-free prices and in the detection of arbitrage opportunities. We are particularly interested in the case where the prices of each multi-asset derivative lie within their respective no-arbitrage bounds, yet an arbitrage arises when they are considered jointly.
Bounds for arbitrage-free prices within the two sub-markets
We first consider the two sub-markets that consist of the three assets and each multi-asset derivative separately, i.e. (S 1 , S 2 , S 3 , Z 1 ) and (S 1 , S 2 , S 3 , Z 2 ), and we are interested in deriving bounds for the arbitrage-free prices of Z 1 and Z 2 . The functions z 1 and −z 2 are ∆-monotonic, hence a lower and upper bound for Π(Z 1 ) and Π(Z 2 ) can be derived by the Fréchet-Hoeffding bounds; indeed, we have
The support of the measures induced by z 1 and z 2 is one-dimensional and lies equally distributed along the diagonal, i.e.
Moreover, since z 1,I ≡ 0 and z 2,I ≡ K 2 for all I with |I| = 1, 2, we get that µ z 1,I = µ z 2,I = 0 . This also implies
Hence, the expectation operator π z i is well-defined for i = 1, 2 by Lux and Papapantoleon [12, Proposition 5.8] . Let us also mention that µ z 1 and −µ z 2 are positive measures. Now, noting that z 1 (0, 0, 0) = 0 and z 2 (0, 0, 0) = K 2 , we deduce the followings bounds for Π(Z 1 ) and Π(Z 2 ):
A numerical illustration of these bounds is depicted in Figure 1 . Remark 5.1. There exists an x 0 such that W d F 1 (x), . . . , F d (x) = 0 for x > x 0 . This x 0 depends on the marginal distributions. In general this fact might be unimportant, but in the case of a call or put on the minimum it has an interesting implication. It means that π z 1 (W 3 ) = 0 while
There is no equivalent statement for the upper bound because in general F i (x) < 1 for x < ∞.
Detecting an arbitrage
Finally, we present an application of the main result of this work, i.e. Theorem 4.10. More specifically, we detect an arbitrage in the market (S 1 , S 2 , S 3 , Z 1 , Z 2 ) that contains three assets and two three-asset derivatives, even though the prices of Z 1 and Z 2 lie inside their respective noarbitrage bounds. Tavin [19] searches for the global minimum of the objective function f obj (u) = Q p (u)−Q p (u) over the unit square. However, it suffices to find a u * such that f obj (u * ) < 0 and not necessarily the global minimum. Since we consider an additional dimension, we restrict ourselves to checking whether f obj becomes negative or not.
Consider the call and put option on the minimum of three assets Z 1 and Z 2 with strikes K 1 = 3 and K 2 = 10 respectively. Then we have approximately the following no-arbitrage bounds:
Assume that the traded price for the call equals 3.5 and the traded price for the put equals 6, i.e. p = (3.5, 6). Obviously both prices lie within their respective no-arbitrage bounds, hence the two sub-markets where either Z 1 or Z 2 is the only multi-asset derivative are free of arbitrage. However, we numerically compute that f obj (0.7, 0.5, 0.1) ≈ −0.0952 < 0 , therefore Theorem 4.10 yields that the market with both multi-asset derivatives is not free of arbitrage, i.e. p / ∈ Π(Z 1 , Z 2 ). Figure 2 shows a plot of the objective function f obj . One can see clearly how f obj drops below zero around u = (0.7, 0.5, 0.1).
An intuitive explanation behind the appearance of arbitrage for the price vector p = (3.5, 6) could be as follows: The prices for Z 1 and Z 2 are taken from the upper part of the intervals Π(Z 1 ) and Π(Z 2 ); however, the payoff function π z 2 is non-increasing with respect to the upper orthant order, which diminishes the chance of finding a copula C such that both π z 1 ( C) = p 1 and π z 2 ( C) = p 2 .
A similar result appears if we choose both prices close to the lower bounds, i.e. for p = (0.3, 4.5)
we get that f obj (0.7, 0.5, 0.1) ≈ −0.1257 < 0 .
On the other hand, if we select a price away from the upper bound for Z 2 , e.g. p = (3.5, 4.5), then the objective function does not become negative any longer. Indeed, we find that the global minimum of the objective function f obj is zero, and is attained for u i = 0 or u i = 1 for some i = 1, 2, 3, i.e. on the boundaries of the unit cube [0, 1] 3 . Let us point out again that this does not necessarily imply that the market is free of arbitrage, since Theorem 4.10 only provides a necessary condition.
A. Improved Fréchet-Hoeffding bounds for survival copulas
Here we describe improved Fréchet-Hoeffding bounds for survival copulas. We start with the case when the value of the survival copula is known on a subset of its domain.
Let S ⊆ [0, 1] d be compact and C * ∈ C d . Define the set
Then, for all C ∈ C S,C * , holds Moreover, we are interested in improved Fréchet-Hoeffding bounds in case the value of a functional of the survival copula is known. Consider a functional ρ : C d → R as in Section 2, and assume it is non-decreasing with respect to the lower orthant order and continuous with respect to the pointwise convergence of quasi-copulas. Define the dual of ρ as follows
The property of ρ being non-decreasing with respect to the upper orthant order implies that ρ is non-decreasing, on the set of survival functions, with respect to the lower orthant order, i.e. B. Improved Fréchet-Hoeffding bounds for non-increasing functionals
The following two theorems cover the case when the map ρ is non-increasing with respect to the orthant orders. This appears in our work when the negation of the payoff function, say −ρ, is either ∆-monotonic or ∆-antitonic. In that case, we get that ρ(M d ) ≤ ρ(W d ). The proofs of these results are omitted for the sake of brevity, as they are completely analogous to the proofs of Theorems 3.3 and A.2 in Lux and Papapantoleon [12] . 
C. Proofs
Proof (Proof of Proposition 2.1). The function µ f is non-negative, since f is d-increasing, and satisfies µ f (∅) = 0 by definition. Let R 1 = × d i=1 (a i , c i ] ⊂ R d + and cut R 1 along some b with a i < b < c i for some i ∈ {1, . . . , d} into two hyperrectangles R 2 and R 3 , i.e. R 2 = (a 1 , c 1 ] × · · · × (a i−1 , c i−1 ] × (a i , b] × (a i+1 , c i+1 ] × · · · × (a d , c d ] R 3 = (a 1 , c 1 ] × · · · × (a i−1 , c i−1 ] × (b, c i ] × (a i+1 , c i+1 ] × · · · × (a d , c d ] .
Denote by V i the set of vertices v of R i and by s i (v) the sign of the term f (v) in V f (R i ), i = 1, 2, 3.
It follows inductively that the volume of a set does not depend on its decomposition. Since f is right-continuous so is V f . Hence, µ f in (2.2) defines a measure.
Proof (Proof of Proposition 2.3). Using property (C1), (2.1) and (2.4) we get that
V C (0, 1] × · · · × (0, 1] × (0, u i ] × (0, 1] × · · · × (0, 1]
C(0, . . . , 0, u i , 0, . . . , 0) ± · · · + (−1) d C(u) = (−1)
