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IZusammenfassung
Eines der bekanntesten numerischen Verfahren zur Approximation von Nullstellen diffe-
renzierbarer Funktionen ist das Newtonverfahren. In dieser Arbeit schätzen wir die Größe
der Einzugsbereiche der Nullstellen gewisser Funktionen unter dem Newtonverfahren ab.
Dabei bezeichnen wir die Menge aller Punkte, die unter Iteration des Newtonverfahrens
gegen eine Nullstelle der betrachteten Funktion konvergieren, als Einzugsbereich. Für ge-
eignet normierte Polynome gab Kriete eine Abschätzung der Größe der Einzugsbereiche.
Er bewies insbesondere, dass für solche Polynome der Flächeninhalt der Einzugsbereiche
unendlich ist.
In dieser Arbeit zeigen wir ähnliche Ergebnisse für reelle transzendente ganze Funktio-
nen, deren Ordnung durch zwei beschränkt ist. Dass man für Funktionen höherer Ordnung
derartige Ergebnisse nicht erwarten kann, erhält man aufgrund eines Ergebnisses von Ha-
ruta. Sie bewies, dass schon für Funktionen, die die Gestalt f(z) = P (z) · exp(Q(z))
haben, wobei P ein Polynom vom Grad größer als zwei und Q ein beliebiges Polynom ist,
die Größe der Einzugsbereiche endlich sind.
Wir werden beweisen, dass für Funktionen aus der Laguerre-Pólya-Klasse (LP) die
Einzugsbereiche der Fixpunkte des Newtonverfahrens unendlichen Flächeninhalt besitzen.
Dabei besteht die Laguerre-Pólya-Klasse aus den Funktionen, die sich lokal gleichmäßig
durch reelle Polynome mit ausschließlich reellen Nullstellen approximieren lassen. Es gilt
der folgende Satz.
Satz 1 Es sei f ∈ LP oder allgemeiner f von der Gestalt f = g · P , wobei g ∈ LP und
P ein reelles Polynom ist. Ferner sei z0 ∈ C eine Nullstelle von f und U der unmittelbare
Einzugsbereich von z0 bezüglich des Newtonverfahrens. Dann gilt
area (U) = ∞.
Mit Hilfe des Ergebnisses über LP-Funktionen beweisen wir, dass für Flächeninhalte
reeller transzendenter ganzer Funktionen der Ordnung kleiner als zwei eine quantitative
Abschätzung nach unten möglich ist. Es gilt folgender Satz.
Satz 2 Es sei f : C → C eine transzendente ganze Funktion endlicher Ordnung
ρ ∈ R≥0 mit f(R) ⊂ R, welche nur endlich viele nicht reelle Nullstellen habe. Weiter
sei z0 ∈ C eine Nullstelle von f und U der unmittelbare Einzugsbereich von z0 bezüglich
des Newtonverfahrens. Ferner sei ε ∈ R>0. Dann existiert eine Konstante R0 ∈ R>0
derart, dass
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
für alle R ∈ R>2R0 gilt. Insbesondere gilt
area (U) = ∞,




Newton’s method is one of the best known numerical methods to approximate zeros of
differentiable functions. In this thesis we estimate the area of basins of attraction of zeros
of certain functions with respect to Newton’s method. A basin of attraction is the set
of all those points that converge to a zero of the considered function under iteration of
Newton’s method. For suitably normalized polynomials Kriete estimated the size of these
basins. In particular he proved that each immediate basin of attraction has infinite area.
In this thesis we prove a similar result for real transcendental entire mappings with
order at most two. A result of Haruta implies that such results for functions of higher or-
der are impossible. She proved that already for functions of type f(z) = P (z) · exp(Q(z))
with polynomials P and Q, deg(Q) > 2, each basin of attraction has finite area.
We will prove that for functions of the Laguerre-Pólya-class (LP), i. e. the class of all
functions which are a locally uniform limit of real polynomials with only real zeros, each
immediate basin of attraction has infinite area. We give a proof the following theorem.
Theorem 1 Let f ∈ LP or, more generally, of the form f = P · g with g ∈ LP and P
be a real polynomial. Let z0 ∈ C a zero of f and U be the immediate basin of attraction
of z0 with respect Newton’s method. Then
area (U) = ∞.
By means of this result about LP-functions we will prove that for real transcendental
entire functions of order less than two there exists a quantitative lower bound for the area
of each immediate basin of attraction.
Theorem 2 Let f : C → C be a real transcendental entire function of finite order
ρ ∈ R≥0. Assume that f has at most a finite number of non-real zeros. Let Nf be
the corresponding Newton function. Let z0 ∈ C be a zero of f and U be the immediate
basin of attraction of z0 with respect to Nf and let ε ∈ R>0. Then there exists a constant
R0 ∈ R>0 such that
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
holds for all R ∈ R>2R0. In particular,
area (U) = ∞,
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Eines der bekanntesten numerischen Verfahren zur Approximation von Nullstellen einer
Funktion ist das nach Sir Isaac Newton (1642 - 1726) benannte Newtonverfahren. Newton
verwendete es, um die Nullstellen einer stetig differenzierbaren und reellwertigen Funktion
zu approximieren. Mit der Entwicklung leistungsfähiger Computer in den 80er Jahren des
20. Jahrhunderts wuchs das Interesse an dem Newtonverfahren, da man seitdem in der
Lage ist, die für dieses Verfahren notwendigen Rechnungen innerhalb kurzer Zeit durch-
zuführen.
Die Idee des reellen Newtonverfahrens ist folgende. Wählt man für eine Funktion f
mit einer Nullstelle z0 einen geeigneten Startwert x0, so ist die Nullstelle der Tangente an
f in x0 eine erste Annäherung an z0. Mit dieser Nullstelle wiederum kann man iterativ
fortfahren. Eine natürliche Fragestellung, die sich für dieses Verfahren ergibt, ist die nach
der Größe der Menge der Startwerte, für die das Verfahren gegen eine Nullstelle von f
konvergiert. Aus numerischer Sicht ist dies aus folgendem Grund relevant. Je größer die
Menge geeigneter Startwerte ist, desto effizienter arbeiten die Algorithmen, mit denen die
Nullstellen approximiert werden.
Das reelle Newtonverfahren lässt sich auch auf ganze Funktionen, das heißt holomorphe
und auf ganz C definierte Funktionen, übertragen. Für eine ganze Funktion f : C → C
iteriert man also die Funktion
Nf : C→ C ∪ {∞}, Nf (z) := z − f(z)
f ′(z)
.
Offensichtlich sind die Nullstellen der Funktion f genau die Fixpunkte der Funktion Nf .
Möchte man Nullstellen von f ermitteln, ist es daher wichtig zu wissen, für welche Start-
werte die Iterierten der Funktion Nf gegen einen Fixpunkt konvergieren. Dabei ist für
alle n ∈ N die n-te Iterierte von Nf durch die Vorschrift
(Nf )
0 := idC und (Nf )
n = Nf ◦ (Nf )n−1
definiert.
Für einen Fixpunkt z0 von Nf nennt man {z ∈ C : (Nf )n (z)→ z0 für n→∞} den
Einzugsbereich von z0. Wir nennen die Zusammenhangskomponente des Einzugsbereichs,
die z0 enthält, den unmittelbaren Einzugsbereich von z0. Untersucht man die oben be-
schriebene Fragestellung für das komplexe Newtonverfahren, ist also von Interesse, für
welche Startwerte die Folge der Iterierten der Funktion Nf konvergiert. Für Polynom-
funktionen ist dieses Problem weitestgehend gelöst. Im Jahr 1994 gab Hartje Kriete [16]
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eine Abschätzung des sphärischen Flächeninhalts von Einzugsbereichen von Fixpunkten
des Newtonverfahrens bei Polynomen, die eine gewisse Normierungseigenschaft erfüllen
und deren Grad größer als zwei ist, an. Er bewies dabei insbesondere, dass die Größe
der euklidischen Flächeninhalte der Einzugsbereiche unendlich ist. Ein wesentliches Hilfs-
mittel in seinem Beweis ist ein Ergebnis von Feliks Przytycki [30]. Sein Resultat besagt,
dass die unmittelbaren Einzugsbereiche von Newtonfunktionen von Polynomen einfach
zusammenhängend und unbeschränkt sind. Für transzendente ganze Funktionen, das
heißt ganze Funktionen, die keine Polynome sind, liegen bisher nur wenige Arbeiten vor,
die sich mit der Größe der Menge geeigneter Startwerte beschäftigen. Im Jahr 2006 bewie-
sen Sebastian Meyer und Dierk Schleicher [24], dass die unmittelbaren Einzugsbereiche
von Fixpunkten transzendenter ganzer Funktionen einfach zusammenhängend und unbe-
schränkt sind.
Ziel dieser Arbeit ist es, für gewisse Klassen transzendenter Funktionen zu zeigen, dass
die unmittelbaren Einzugsbereiche von Nullstellen einen unendlich großen Flächeninhalt
besitzen. Charakteristisch für die Funktionen aus diesen Klassen ist, dass sie endliche
Ordnung besitzen. Dabei ist für eine ganze Funktion f die Ordnung definiert als die




für jedes ε > 0 und alle hinreichend großen r > 0 gilt. Unter den Klassen, die im Rahmen
dieser Arbeit vorgestellt werden, ist die nach Edmond Nicolas Laguerre (1834 - 1886) und
György Pólya (1887 -1985) benannte Laguerre-Pólya-Klasse (LP) wohl die prominente-
ste. Sie besteht aus den Funktionen, die sich lokal gleichmäßig durch reelle Polynome mit
ausschließlich reellen Nullstellen approximieren lassen. Eine Eigenschaft von Funktionen
aus der Laguerre-Pólya-Klasse ist, dass ihre Ordnung maximal zwei beträgt.
Die Bedingung, dass die Ordnung der Funktionen, die wir in dieser Arbeit betrachten,
endlich ist, ist notwendig. So bewies Mako E. Haruta [12], dass jeder Einzugsbereich
eines Fixpunktes des Newtonverfahrens für Funktionen vom Typ f(z) = P (z) ·exp(Q(z)),
wobei P ein Polynom vom Grad größer als zwei und Q ein beliebiges Polynom ist, nur
einen endlichen Flächeninhalt besitzt.
Zentral für diese Arbeit ist Satz 1, den wir in Kapitel 2 beweisen werden. Er stellt den
Schlüssel für fast alle Flächeninhaltsabschätzungen dar, die wir in dieser Arbeit vorstellen
werden. Um ihn formulieren zu können, benötigen wir den Begriff des Blaschkeproduk-
tes. Dabei handelt es sich um eine rationale Funktion, die die Mengen {z ∈ C : |z| < 1},
{z ∈ C : |z| = 1} und {z ∈ C : |z| > 1} invariant lässt.
Satz 1 Es sei f : C → C eine ganze Funktion endlicher Ordnung ρ. Es seien z0 ∈ C
eine Nullstelle von f und U der unmittelbare Einzugsbereich von z0 bezüglich Nf . Weiter
sei Nf |U konjugiert zu einem endlichen Blaschkeprodukt. Ferner existiere eine Abbildung




für alle z ∈ {z ∈ C : |z| ∈ (R0,∞) \ E} ∩ U gilt. Dann existiert eine positive Zahl K so,
dass




für alle R > R0 gilt.
Falls die Menge E klein genug ist, und die Funktion φ so beschaffen ist, dass das
Integral aus (1) divergiert, so folgt aus Satz 1, dass der Flächeninhalt des unmittelbaren
Einzugsbereichs von z0 unendlich groß ist. Für Funktionen, deren Ordnung kleiner als
zwei ist, liefert ein Satz von Gary G. Gundersen [11] die Existenz einer hinreichend kleinen
Menge E und einer geeigneten Funktion φ. Präziser gesagt, existiert für jedes ε > 0 eine
Menge E ⊂ (1,∞) endlichen logarithmischen Maßes derart, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ |z|ρ−1+ε (2)







Möchte man ein ähnliches Resultat für Funktionen mit Ordnung zwei zeigen, so benö-
tigt man eine Verschärfung der Abschätzung (2). Wir werden in Kapitel 2 zeigen, dass für
jede Funktion f aus der Laguerre-Pólya-Klasse eine Konstante K derart existiert, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K|z| (3)
für alle z aus einer hinreichend großen Teilmenge von C gilt. Mithilfe dieser Abschätzung
beweisen wir in Kapitel 2 den folgenden Satz.
Satz 2 Es sei f ∈ LP oder allgemeiner f von der Gestalt f = g · P , wobei g ∈ LP und
P ein reelles Polynom ist. Ferner sei z0 ∈ C eine Nullstelle von f und U der unmittelbare
Einzugsbereich von z0 bezüglich Nf . Dann gilt
area (U) = ∞.
Lässt man nur Funktionen zu, deren Ordnung kleiner als zwei ist, so erhält man fol-
gende quantitative Abschätzung des Flächeninhalts nach unten. Sie liefert insbesondere,
dass der Flächeninhalt der unmittelbaren Einzugsbereiche unendlich ist, falls die Ordnung
der betrachteten Funktion kleiner als zwei ist.
Satz 3 Es sei f : C→ C eine transzendente ganze Funktion endlicher Ordnung ρ ∈ R>0
mit f(R) ⊂ R, welche nur endlich viele nicht reelle Nullstellen habe. Es sei z0 ∈ C eine
Nullstelle von f und U der unmittelbare Einzugsbereich von z0 bezüglich Nf . Ferner sei
ε ∈ R>0. Dann existiert eine Konstante R0 ∈ R>0 derart, dass
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
für alle R ∈ R>2R0 gilt. Insbesondere gilt
area (U) = ∞,




hallöchen Ziel dieses Grundlagenkapitels ist es, die wichtigsten Begriffe und Sätze, die
in dieser Arbeit benötigt werden, zur Verfügung zu stellen. Wir werden zunächst einige
Notationen, die wir in dieser Arbeit verwenden werden, einführen.
1.1 Notationen
Im Folgenden seien N die Menge der natürlichen Zahlen, N0 = N ∪ {0}, R die Menge
der reellen Zahlen und C die Menge der komplexen Zahlen. Es seien Cˆ die Riemannsche
Zahlenkugel C ∪ {∞} und D := {z ∈ C : |z| < 1} die Einheitskreisscheibe. Für r ∈ R
seien
R>r := {x ∈ R : x > r} ,
R≥r := {x ∈ R : x ≥ r} ,
R<r := {x ∈ R : x < r}
und
R≤r := {x ∈ R : x ≤ r} .
Die Mengen N<n, N≤n, N>n und N≥n seien für alle n ∈ N analog definiert. Weiter
definieren wir für z0 ∈ C und 0 < R0 < R ≤ ∞ die Mengen
BR(z0) := {z ∈ C : |z − z0| < R}
und
A (z0, R0, R) := {z ∈ C : R0 < |z − z0| < R} .












das Lebesgue’sche Maß der Mengen U und A. Schließlich bezeichnen wir für z ∈ C und
U ⊂ C mit
dist(z, U) := inf{|z − w| : w ∈ U}
den Abstand von z zu U . Der Abstand bezüglich der sphärischen Metrik in Cˆ bezeichnen
wir mit d̂ist.
1.2 Eigentliche Abbildungen und Blaschkeprodukte
Die Funktionen, die wir in dieser Arbeit betrachten, verhalten sich in gewissen Einzugsbe-
reichen von Fixpunkten des Newtonverfahrens wie sogenannte Blaschkeprodukte. Wie wir
in diesem Abschnitt sehen werden, sind Einschränkungen von Blaschkeprodukten auf die
Einheitskreisscheibe eigentliche Abbildungen. Für die Beweise der in diesem Abschnitt
aufgeführten Aussagen verweisen wir auf das Buch von Steinmetz [32, S. 4 ff].
Definition 1.2.1 (Eigentliche Abbildung) Es seien U, V metrische Räume. Ferner sei
f : U → V eine Abbildung. Dann heißt f eigentlich, wenn für jede kompakte Teilmenge
K ⊂ V auch f−1(K) kompakt ist.
Definition 1.2.2 (Abbildungsgrad) Es seien U ⊂ C, V ⊂ Cˆ Gebiete und f : U → V
eine meromorphe Abbildung. Ferner sei d ∈ N. Dann besitzt f den Abbildungsgrad d,
falls zu jedem y ∈ V genau d Urbilder in U gezählt gemäß Vielfachheit existieren.
Bei dem nun folgenden Satz handelt es sich um ein klassisches Resultat. Er charakte-
risiert eigentliche Abbildungen. Die dritte Eigenschaft wird auch als Randfolgenkriterium
bezeichnet.
Satz 1.2.1 (Charakterisierung eigentlicher Abbildungen) Es seien U ⊂ Cˆ und
V ⊂ Cˆ Gebiete. Ferner sei f : U → V eine meromorphe Abbildung. Dann sind fol-
gende Aussagen äquivalent:
(1) f ist eine eigentliche Abbildung.
(2) Es gibt ein d ∈ N derart, dass f den Abbildungsgrad d besitzt.
(3) Für jede Folge (zn)n∈N ∈ UN mit
d̂ist (zn, ∂U)→ 0 für n→∞
gilt
d̂ist (f(zn), ∂V )→ 0 für n→∞.
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Definition 1.2.3 (Blaschkeprodukt) Eine rationale FunktionB vom Grad d ∈ N heißt






für alle z ∈ D gilt.
Satz 1.2.2 Es sei f : D→ D eine holomorphe Abbildung. Dann sind folgende Aussagen
äquivalent:
(1) f ist eine eigentliche Abbildung.
(2) Es existiert ein endliches Blaschkeprodukt B mit B|D = f .
Bemerkung 1.2.1 Für ein Blaschkeprodukt B sind D, ∂D und Cˆ\D vollständig invariant
unter B. Das heißt, es gilt B−1 (D) = D, B−1 (∂D) = ∂D und B−1(Cˆ \ D) = Cˆ \ D.
1.3 Hyperbolische Metrik
Wir werden in diesem Abschnitt zunächst den Begriff der hyperbolischen Dichte einführen.
Im Anschluss daran definieren wir mit Hilfe der hyperbolischen Dichte eine Metrik, die
sogenannte hyperbolische Metrik.
Definition 1.3.1 (Hyperbolisches Gebiet) Es sei U ⊂ Cˆ ein Gebiet. Wir nennen U
hyperbolisch, falls Cˆ \ U mindestens drei Punkte enthält.
Definition 1.3.2 (Hyperbolische Dichte auf D) Wir definieren
%D : D→ R>0, z 7→ 2
1− |z|2
und nennen %D die hyperbolische Dichte auf D.
Diese Metrik auf D induziert eine Metrik auf einfach zusammenhängenden Gebieten.
Definition 1.3.3 (Hyperbolische Dichte) Es seien U ⊂ C ein einfach zusammenhän-
gendes Gebiet und f : D → U holomorph und bijektiv. Wir definieren die Dichte der
hyperbolischen Metrik auf U durch
%U (f(z)) |f ′(z)| := %D (z)
für alle z ∈ D.
Bemerkung 1.3.1 Diese Definition ist unabhängig von der Wahl der Bijektion f . Einen
Beweis findet man beispielsweise in dem Buch von Steinmetz [32, S. 12].
Wir können nun die hyperbolische Metrik auf einfach zusammenhängenden Gebieten
einführen.
6
1.3 Hyperbolische Metrik 7
Definition 1.3.4 (Hyperbolische Metrik) Es sei U ein einfach zusammenhängendes
hyperbolisches Gebiet und z, w ∈ U . Wir definieren
ρU(z, w) := inf
{∫
γ
%U(ξ)|dξ| : γ ist rektifizierbare Kurve, die z mit w in U verbindet
}
.
Bemerkung 1.3.2 ρU ist eine Metrik auf U . Wir nennen ρU die hyperbolische Metrik
auf U .
Bemerkung 1.3.3 Man kann mit Hilfe des Uniformisierungssatzes noch allgemeiner als
an dieser Stelle auch eine hyperbolische Metrik auf beliebigen hyperbolischen Gebieten
einführen.
Bemerkung 1.3.4 In dem Fall, dass U = D ist, zeigt eine elementare Rechnung, dass








für alle z, w ∈ D gilt. Für einen Beweis verweisen wir auf [26, S. 372].
Wir werden nun einige klassische Abschätzungen der hyperbolischen Dichte aufführen.
Für Beweise verweisen wir auf das Buch von Morosawa et al. [23]. Lemma 1.3.1, 1.3.2
und 1.3.3 gelten auch allgemeiner für beliebige hyperbolische Gebiete.
Lemma 1.3.1 Es seien U ⊂ C, V ⊂ Cˆ einfach zusammanhängende hyperbolische Gebiete
und f : U → V meromorph. Es sei z ∈ U . Dann gilt
%U(z) ≥ |f ′(z)| %V (f(z)) .
Ist f zusätzlich bijektiv, so gilt
%U(z) = |f ′(z)| %V (f(z)) .
Als Spezialfall mit f = id erhalten wir das folgende Lemma.
Lemma 1.3.2 Es seien U ⊂ C, V ⊂ Cˆ einfach zusammenhängende hyperbolische Gebiete
mit U ⊂ V . Es sei z ∈ U . Dann gilt
%V (z) ≤ %U(z).
Mit Hilfe von Lemma 1.3.1 erhält man die folgende Kontraktionseigenschaft der hy-
perbolischen Metrik.
Lemma 1.3.3 Es seien U ⊂ C, V ⊂ Cˆ einfach zusammenhängende hyperbolische Gebiete
und f : U → V meromorph. Ferner seien z1, z2 ∈ U . Dann gilt
ρV (f(z1), f(z2)) ≤ ρU (z1, z2) .
Ist f bijektiv, so gilt
ρV (f(z1), f(z2)) = ρU (z1, z2) .
Mit Hilfe des Koebeschen 1
4
-Satzes und des Lemmas von Schwarz kann man leicht das
nun folgende Lemma beweisen.




≤ %U(z) ≤ 2dist(z, ∂U) .
für alle z ∈ U .
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1.4 Grundlagen aus der Nevanlinnatheorie
Inhalt dieses Abschnitts ist der Zusammenhang zwischen dem Wachstum einer meromor-
phen Funktion und der Verteilung ihrer a-Stellen für a ∈ Cˆ. Nevanlinna veröffentlichte
erste Arbeiten zu dieser Thematik in den 20er Jahren des 20. Jahrhunderts. Einen guten
Überblick lieferen beispielsweise die Bücher [27] und [14]. In diesem Abschnitt stellen wir
lediglich einige wenige, für diese Arbeit notwendige Ausschnitte aus der Nevanlinnatheo-
rie, dar.
Definition 1.4.1 Es sei f : C → Cˆ eine meromorphe Funktion, welche nicht konstant
den Wert a ∈ Ĉ annehme. Es sei weiter r ∈ R>0. Dann bezeichnen wir mit n(r, a, f) die
Anzahl der a-Stellen von f in dem Kreis BR(0) gezählt gemäß Vielfachheit, falls a 6=∞
ist. Ist a =∞, so gibt n(r, a, f) die Anzahl der Polstellen gezählt gemäß Vielfachheit von
f an. Wir schreiben auch kurz n(r, a) statt n(r, a, f).
Mit Hilfe der Anzahl der a-Stellen können wir die sogenannte Nevanlinnasche Anzahl-
funktion wie folgt definieren.
Definition 1.4.2 (Nevanlinnasche Anzahlfunktion) Es sei f eine meromorphe Funk-
tion, welche nicht konstant den Wert a ∈ Ĉ annehme. Es sei weiter r ∈ R>0. Dann
bezeichnen wir mit
N(r, a, f) :=
r∫
0
n(t, a)− n(0, a)
t
dt+ n(0, a) log r (1.2)
die Nevanlinnasche Anzahlfunktion und schreiben dafür kurz N(r, a).
Die nun folgenden Begriffe der Schmiegungsfunktion und Charakteristik sind zentrale
Größen in der Nevanlinnatheorie. Um sie definieren zu können, benötigen wir zunächst
die Definition des Pluslogarithmus.
Definition 1.4.3 (Pluslogarithmus) Wir nennen die Abbildung
log+ : R>0 → R≥0, x 7→ max {log x, 0}
den Pluslogarithmus.
Definition 1.4.4 (Nevanlinnasche Schmiegungsfunktion und Charakteristik)
Es seien R ∈ R ∪ {∞}, r ∈ [0, R) und f eine in {z ∈ C : |z| < R} meromorphe Funktion.
Wir definieren




log+ |f (r exp(it))| dt
und
T (r,∞) := T (r, f) := T (r) := m(r,∞) +N(r,∞).
Nimmt f nicht konstant den Wert a ∈ C an, so definieren wir
m(r, a, f) := m(r, a) := m(r,
1






∣∣∣∣ 1f (r exp(it))− a
∣∣∣∣ dt
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und
T (r, a, f) := T (r, a) := m(r, a) +N(r, a).
Wir nennen m(r, a) die Nevanlinnasche Schmiegungsfunktion und T (r, f) die Nev-
anlinnasche Charakteristik.
Bemerkung 1.4.1 Für jede nicht konstante meromorphe Funktion f : C→ Cˆ und jedes
a ∈ C gilt, dass N(r, a) und T (r, f) monoton wachsend bezüglich r und konvex bezüglich
log r sind [14, S. 59].
Nevanlinna zeigte, dass eine wechselseitige Beziehung zwischen der Menge der a-Stellen
einer Funktion und ihrer Annäherung an den Wert a besteht. Er formulierte diesen Zu-
sammenhang in dem folgenden nach ihm benannten Satz.
Satz 1.4.1 (Erster Nevanlinnascher Hauptsatz) Es sei f : C → Cˆ eine meromor-
phe nicht konstante Funktion, r ∈ R>0 und a ∈ C. Dann gilt
m(r, a) +N(r, a) = T (r) +O(1). (1.3)
Das nun folgende Lemma liefert einen Vergleich zwischen den Größenordnungen der Ne-
vanlinna Charakteristik und des Logarithmus des Maximalbetrags. Man kann es mit Hilfe
der Poisson-Jensenschen-Integralformel beweisen. Um das Lemma formulieren zu können,
führen wir zunächst den Begriff des Maximalbetrags ein.
Definition 1.4.5 (Maximalbetrag) Es sei R ∈ R>0 und f eine in B(0, R) holomorphe
Funktion. Dann nennen wir für alle r ∈ (0, R)
M(r, f) := max
|z|=r
|f(z)| (1.4)
den Maximalbetrag von f auf B(0, r) und schreiben dafür auch kurz M(r).
Bemerkung 1.4.2 Man kann zeigen, dass eine ganze Funktion f genau dann ein Poly-
nom ist, falls die Funktion mit der Vorschrift r 7→ logM(r)
log r
beschränkt ist.
Lemma 1.4.1 Es sei f : C→ C ganz und nicht konstant. Ferner sei r ∈ R>0 genügend
groß. Dann gilt
T (r, f) ≤ logM(r, f) ≤ 3T (2r, f).
Einen Beweis findet man beispielsweise in [14, S. 55].
1.5 Ordnung einer Funktion
Wie schon in der Einleitung motiviert, handelt es sich bei der Ordnung einer Funktion um
ein Maß ihres Wachstums. Für meromorphe Funktionen gibt es folgende auf Nevanlinna
[28] zurückgehende Definition der Ordnung.
9
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Definition 1.5.1 (Ordnung einer meromorphen Funktion) Es sei f : C → Cˆ eine
meromorphe Funktion. Dann ist die Ordnung von f definiert durch
ρ(f) := lim sup
r→∞
log T (r, f)
log r
. (1.5)
Bemerkung 1.5.1 Mit Hilfe von Lemma 1.4.1 erhält man, dass in dem Fall, dass f











Bemerkung 1.5.2 Für eine ganze Funktion f der Ordnung ρ gilt
logM(r, f) < rρ+ε
für jedes ε > 0 und alle hinreichend großen r > 0.
Beispiele 1.5.1
(1) Es sei p ein Polynom vom Grad n ∈ N. Dann existiert eine Konstante K ∈ R>0 so,
dass M(r) ≤ Krn für große r ist. Folglich gilt
log logM(r)
log r
≤ log (logK + n log r)
log r
.
Es folgt ρ(p) = 0.







Es folgt ρ(f1) = n. Ganz allgemein gilt, dass die Ordnung einer Funktion f mit
f = exp ◦ p, wobei p ein Polynom vom Grad n ∈ N ist, n beträgt.
(3) Es gilt hingegen für alle n ∈ N, dass die Funktionen fn(z) = exp (exp (zn)) unend-







und somit ρ(fn) =∞.
Mit Hilfe der Cauchyschen Integralformel und den Eigenschaften des Logarithmus
kann man zeigen, dass eine ganze Funktion und ihre Ableitung dieselbe Ordnung besitzen.
Einen Beweis findet man beispielsweise in [14, S. 23 ].
Satz 1.5.1 Es sei f : C→ C eine ganze Funktion. Dann gilt
ρ(f) = ρ(f ′). (1.6)
Wir möchten diesen Abschnitt mit einem Lemma abschließen, mit dessen Hilfe man
die Ordnung eines Produktes von Funktionen endlicher Ordnung abschätzen kann.
10
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Lemma 1.5.1 Es seien f : C → C und g : C → C zwei ganze Funktionen. Es gelte
ρ(f) <∞ und ρ(g) <∞. Dann ist auch f · g endlicher Ordnung und es gilt
ρ(f · g) ≤ max {ρ(f), ρ(g)} .
Beweis: Es sei r ∈ R>0. Ohne Beschränkung der Allgemeinheit sei M(r, f) ≤ M(r, g).
Dann gilt
log log (M(r, f · g))
log r
=
log log (M(r, f) ·M(r, g))
log r
=
log (logM(r, f) + logM(r, g))
log r
≤ log (2 logM(r, g))
log r
=
log 2 + log logM(r, g)
log r
,
und somit ρ(f · g) ≤ ρ(g).
2
Bemerkung 1.5.3 Durch eine analoge Rechnung erhält man
ρ(f + g) ≤ max {ρ(f), ρ(g)} .
Es gelten die gleichen Aussagen auch für meromorphe Funktionen. Da man für ihre
Beweise nicht mehr den Maximalbetrag sondern nur noch die Nevanlinnacharakteristik
zur Verfügung hat, gestalten sich die Rechnungen in den Beweisen langwieriger als die
obigen, sind aber gleichermaßen elementar. Einen Beweis findet man zum Beispiel in dem
Buch von Jank und Volkmann [14, S. 99 ff].
Satz 1.5.2 Es seien f : C → Cˆ und g : C → C zwei meromorphe Funktionen. Dann
gelten folgende Aussagen.
1. Für alle a, b, c, d ∈ C mit ad− bc 6= 0 gilt
ρ(f) = ρ
(
a · f + b
c · f + d
)
,




ρ(f · g) ≤ max {ρ(f), ρ(g)} ,
ρ(f + g) ≤ max {ρ(f), ρ(g)}
und
ρ(f − g) ≤ max {ρ(f), ρ(g)} .
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1.6 Weierstraßsche Produktentwicklung
Mit Hilfe des Fundamentalsatzes der Algebra ist es möglich, jedes Polynom als Produkt
von Linearfaktoren darzustellen. In den 70er Jahren des 19. Jahrhunderts bewies Wei-
erstraß, dass eine analoge Darstellung ganzer Funktionen möglich ist [25, S. 11 ff ]. Um
diesen Satz formulieren zu können, führen wir zunächst den Begriff des sogenannten Wei-
erstraßschen Primfaktors ein.
Definition 1.6.1 (Weierstraßscher Primfaktor) Es seien z ∈ C und n ∈ N. Wir
definieren







und nennen E(z, n) Weierstraßscher Primfaktor.
Mit Hilfe dieser Definition sind wir nun in der Lage, den Weierstraßschen Produktsatz
zu formulieren.
Satz 1.6.1 (Weierstraßscher Produktsatz) Es sei f eine ganze Funktion, welche in
Null eine Nullstelle der Vielfachheit n ∈ N besitzt. Es seien (zk)k∈N die Nullstellen von
f , welche ungleich Null sind, gezählt gemäß Vielfachheit. Dann existieren eine Folge
natürlicher Zahlen (qk)k∈N und eine ganze Funktion h so, dass










für alle z ∈ C gilt.
Bemerkung 1.6.1 Das Produkt
∏∞
k=1 E( zzk , qk) wird auch Weierstraßprodukt oder





lokal gleichmäßig in C konvergiert.
Bemerkung 1.6.2 Wählt man qk = k − 1 für alle k ∈ N, so konvergiert die Reihe in
(1.8).











lokal gleichmäßig in C. In diesem Fall kann man also in Satz 1.6.1 die Wahl qk = q für
alle k ∈ N treffen.
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Bemerkung 1.6.4 Man kann mit Hilfe partieller Integration zeigen, dass die Konvergenz





Einen Beweis dafür findet man beispielsweise in dem Buch von Nevanlinna [27, S. 217 ff].
Bemerkung 1.6.5 Es sei
q := min
{








Falls die Funktion h aus Satz 1.6.1 ein Polynom ist und zusätzlich qk = q < ∞ ist, so
sagen wir, dass die Funktion f endliches Geschlecht besitzt. Es heißt dann
g := max {deg(h), p}
das Geschlecht von f . Dabei bezeichnen wir mit deg(h) den Grad von h.
Bemerkung 1.6.6 Ist in Satz 1.6.1 die Ordnung der Funktion f endlich und q ∈ N wie
in (1.11), so erhalten wir durch die Wahl von qk = q für alle k ∈ N, dass h ein Polynom
ist.
Es gilt also folgende Variante des Weierstraßschen Produktsatzes, die auch Hadamard-
scher Produktsatz genannt wird.
Satz 1.6.2 (HadamardscherProduktsatz 1) Es sei f eine ganze Funktion endlicher
Ordnung, welche in Null eine Nullstelle der Vielfachheit n ∈ N besitzt. Es seien (zk)k∈N die
Nullstellen von f , welche ungleich Null sind, gezählt gemäß Vielfachheit. Dann existieren
q ∈ N0 und ein Polynom P so, dass










für alle z ∈ C gilt.
Für meromorphe Funktionen gelten zu den Sätzen 1.6.1 und 1.6.2 analoge Ergebnisse.
Wir werden an dieser Stelle nur das Analogon zu Satz 1.6.2 formulieren.
Satz 1.6.3 (Hadamardscher Produktsatz 2) Es sei f : C → Cˆ eine meromorphe
Funktion endlicher Ordnung. Es seien (ak)k∈N die Nullstellen von f und (bk)k∈N die
Polstellen von f , wobei die Null- und Polstellen gemäß Vielfachheit gezählt werden. Dann
existieren q ∈ N0 und ein Polynom P derart, dass f die Darstellung















für alle z ∈ C besitzt.
13
14 Kapitel 1. Grundlagen
Bemerkung 1.6.7 Es sei
m := min
{










und deg(P ) der Grad von P . Dann heißt
g := max {m, deg(P )}
das Geschlecht der meromorphen Funktion f , falls q = m <∞ ist.
Nevanlinna [28, S. 1 ff ] bewies 1925, dass für meromorphe Funktionen endlicher Ord-
nung ein Zusammenhang zwischen der Ordnung und dem Geschlecht einer Funktion be-
steht. Insbesondere zeigte er, dass das Geschlecht einer Funktion endlicher Ordnung
niemals ihre Ordnung übersteigen kann. Es gilt der folgende Satz.
Satz 1.6.4 Es sei f : C → Cˆ eine meromorphe Funktion endlicher Ordnung ρ ∈ R≥0.
Ferner sei g ∈ N0 das Geschlecht von f . Dann gilt
g ≤ ρ ≤ g + 1.
Mit Hilfe von Satz 1.6.4 erhält man folgendes Korollar.
Korollar 1.6.1 Es sei f : C→ Cˆ eine meromorphe Funktion endlicher Ordnung ρ ∈ R≥0
und g ∈ N0 das Geschlecht von f . Ist ρ nicht ganzzahlig, so gilt
g = max {n ∈ N : n < ρ} .
Ist ρ ganzzahlig, so gilt
g ∈ {ρ− 1, ρ} .
Mit Hilfe des Geschlechts einer ganzen Funktion kann man ihren Maximalbetrag ab-
schätzen. Es gilt der folgende Satz, für den man einen Beweis beispielsweise in [8, S. 283]
findet.
Satz 1.6.5 Es sei f : C → C eine ganze Funktion und g ∈ R≥0 das Geschlecht von f .
Es sei weiter α ∈ R>0. Dann existiert R0 ∈ R>0 derart, dass
|f(z)| < exp (α|z|g+1) (1.14)
für alle z ∈ A(0, R0,∞) gilt.
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1.7 Die Laguerre-Pólya-Klasse
In diesem Abschnitt möchten wir eine für diese Arbeit wichtige Funktionenklasse, die
sogenannte Laguerre-Pólya-Klasse, vorstellen. Benannt wurde sie nach Edmond Nicolas
Laguerre (1834 - 1886) und György Pólya (1887 -1985).
Definition 1.7.1 (Die Laguerre-Pólya-Klasse) Es sei P die Klasse aller reellen Po-
lynome, welche nur reelle Nullstellen besitzen. Die Laguerre-Pólya-Klasse ist definiert
als
LP := {f : C→ C ganz ∣∣ ∃ (pn)n∈N ∈ PN : limn→∞ pn = f}.
In ihren Arbeiten zeigen Laguerre [17] und Pólya [29], dass Funktionen f aus der
Laguerre-Pólya-Klasse auch eine explizite Darstellung besitzen. Es gilt der folgende Satz.
Satz 1.7.1 Es ist f ∈ LP genau dann, wenn a ∈ R≤0, b, c ∈ R, n ∈ N0, N ∈ N ∪ {∞}







<∞ derart existieren, dass
f(z) = exp
(















für alle z ∈ C gilt.
Bemerkung 1.7.1 Die Laguerre-Pólya-Klasse ist bezüglich Differentiation abgeschlos-
sen. Dies folgt aus der Tatsache, dass die Ableitungen reeller Polynome, die ausschließ-
lich reelle Nullstellen besitzen, auf Grund des Satzes von Rolle auch nur reelle Nullstellen
besitzen. Denn für jedes reelle Polynom P vom Grad d mit nur reellen Nullstellen gilt mit
dem Satz von Rolle, dass P ′ genau d− 1 nicht reelle Nullstellen besitzt. Da der Grad von
P ′ aber d − 1 beträgt, sind dies die einzigen Nullstellen von P ′. Dies liefert zusammen
mit den Sätzen von Weierstraß und Hurwitz, dass für Funktionen f aus LP auch die
Ableitung f ′ eine LP-Funktion ist.
Bemerkung 1.7.2 Satz 1.6.4 liefert zusammen mit der Darstellung aus (1.15), dass die
Ordnung von Funktionen aus LP durch zwei beschränkt ist.
Bemerkung 1.7.3 Mit Hilfe von Bemerkung 1.6.4 erhält man, dass für Funktionen aus




dr < ∞ (1.16)
gilt.
Bemerkung 1.7.4 Für die logarithmische Ableitung f
′
f
von Funktionen aus der Laguerre-
Pólya-Klasse folgt aus Satz 1.7.1
f ′(z)
f(z)
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(z − ak)2 < 0
für alle z ∈ C\{ak : k ∈ N}. Folglich ist für jedes Teilintervall I ⊂ R\{x ∈ R : f ′(x) = 0}
die Abbildung f
′
f |I streng monoton fallend.
Bemerkung 1.7.5 Mit Hilfe von Satz 1.6.5 erhält man, dass für jede Funktion f aus der
Laguerre-Pólya-Klasse eine Konstante K ∈ R>0 existiert, so dass
logM(r, f) ≤ Kr2
für alle r ∈ R>0 gilt.
Wir möchten diesen Abschnitt mit einigen Beispielen abschließen.
Beispiele 1.7.1




)n ist. In der
expliziten Darstellung in Satz 1.7.1 ist dann a = 0, b = −1, c = 0 und n = 0.








gilt andererseits sin(piz) = piz
∏∞
k=−∞(1 − zk ) exp( zk ). In der expliziten Darstellung
in Satz 1.7.1 ist dann a = 0, b = 0, c = lnpi und n = 1.
(3) Die Funktion f(z) = exp(z2) ist nicht in LP , da f ′′(z) = (4z2 + 2) f(z) die nicht
reelle Nullstelle
√
2 i besitzt. Dass f /∈ LP ist, kann man auch leicht mit Hilfe von
Satz 1.7.1 zeigen. Da f(z) = exp(1 · z2) und a = 1 /∈ R≤0 ist, liefert Satz 1.7.1, dass
f keine LP-Funktion ist.
1.8 Singularitäten der Umkehrfunktion
In diesem Abschnitt führen wir zunächst die auf Iversen [13] zurückgehenden Begriffe
der transzendenten und der algebraischen Singularität der Umkehrfunktion einer me-
romorphen Funktion ein. Anschließend stellen wir den Zusammenhang zwischen einer
transzendenten Singularität der Umkehrfunktion und einem asymptotischen Wert her.
Wir werden diesen Abschnitt mit einem Satz von Ahlfors abschließen, der eine Abschät-
zung der Anzahl der direkten transzendenten Singularitäten der Umkehrfunktion einer
meromorphen Funktion mit Hilfe der Ordnung der Funktion liefert.
Definition 1.8.1 (Singularitäten der Umkehrfunktion) Es sei f : C→ Cˆ eine me-
romorphe Funktion und w ∈ Cˆ. Für alle ε ∈ R>0 bezeichnen wir mit Bˆε(w) die Kreis-
scheibe um w mit Radius ε bezüglich der sphärischen Metrik. Für jedes r ∈ R>0 sei U(r)
eine Komponente von f−1(Bˆr(w)) derart, dass für alle r1, r2 ∈ R>0 mit r1 < r2 schon
U(r1) ⊂ U(r2) gilt. Es sei U : R>0 → C, r 7→ U(r). Es gibt nun zwei mögliche Fälle:
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(1) Es existiert ein z ∈ C mit ⋂r>0 U(r) = {z}. In diesem Fall gilt f(z) = w. Falls
w ∈ C und f ′(z) 6= 0 ist oder w = ∞ und z eine einfache Polstelle ist, nennen wir
z einen gewöhnlichen Punkt. Ist hingegen w ∈ C und f ′(z) = 0 oder ist w =∞
und z eine mehrfache Polstelle, so sagen wir, z sei ein kritischer Punkt und nennen
dann w einen kritischen Wert. Wir sagen auch, der kritische Punkt z liege über
w beziehungsweise, dass die Wahl von U eine algebraische Singularität der
Umkehrfunktion von f definiere.
(2) Es ist
⋂
r>0 U(r) = ∅. In diesem Fall sagen wir, dass die Wahl von U eine tran-
szendente Singularität der Umkehrfunktion von f definiert.
Eine transzendente Singularität U der Umkehrfunktion über w heißt direkt, falls es
ein r ∈ R>0 derart gibt, dass f(z) 6= w für alle z ∈ U(r) gilt. Andernfalls heißt sie
indirekt. Liefert die Wahl von U eine Singularität der Umkehrfunktion von f , nennen
wir U auch kurz eine Singularität, beziehungsweise wir sagen, die Singularität U liege
über w.
Bemerkung 1.8.1 Es können sowohl mehrere transzendente Singularitäten als auch kri-
tische Punkte über demselben Punkt liegen.
Beispiele 1.8.1
(1) Es sei f : C→ C \ {0}, z 7→ exp(z). Dann definiert die Abbildung
U : R>0 → C, r 7→ {z ∈ C : Re(z) < log r} ,
eine direkte Singularität über 0.
(2) Es sei f : C → C, z 7→ z2(1 − z) exp(z). Es sei d̂iam(Cˆ) der Durchmesser von Cˆ
bezüglich der sphärischen Metrik. Weiter seien
U1 : (0, d̂iam(Cˆ))→ C, r 7→ U1(r),
U2 : (0, d̂iam(Cˆ))→ C, r 7→ U2(r)
und
U3 : (0, d̂iam(Cˆ))→ C, r 7→ U3(r),
wobei U1(r) die Komponente von f−1(Bˆr(0)) sei, die eine linke Halbebene enthält,
U2(r) die Komponente von f−1(Bˆr(0)) sei, die 0 enthält und U3(r) die Komponente
von f−1(Bˆr(1)) sei, die 1 enthält. Dann definiert U1 eine direkte Singularität über
0 und U2 einen kritischen Punkt über 0. Mit der Wahl von U3 ist 0 hingegen ein
gewöhnlicher Punkt.
Wir definieren nun den Begriff des asymptotischen Wertes und stellen im nächsten
Satz den Zusammenhang zum Begriff der transzendenten Singularität her.
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Definition 1.8.2 (Asymptotischer Wert und asymptotischer Weg) Es seien
f : C→ Cˆ eine meromorphe Funktion und w ∈ Cˆ. Wir nennen w einen asymptotischen
Wert von f , falls es eine Kurve Γ : (0,∞)→ C mit der Eigenschaft gibt, dass
lim
t→∞





gilt. Wir nennen eine solche Kurve Γ auch einen zu w gehörigen asymptotischen
Weg.
Beispiel 1.8.1 Es ist für die Funktion f : C→ C, z 7→ z2(1− z) exp(z) aus dem obigen
Beispiel die Funktion Γ : (0,∞) → (−∞, 0), t 7→ −t ein zu dem asymptotischen Wert 0
gehörender asymptotischer Weg.
Der folgende Satz zeigt den Zusammenhang zwischen asymptotischen Werten und
transzendenten Singularitäten.
Satz 1.8.1 Es sei f : C → Cˆ eine meromorphe Funktion und w ∈ Cˆ. Falls U eine über
w liegende transzendente Singularität von f ist, so ist w ein asymptotischer Wert von
f . Falls umgekehrt w ein asymptotischer Wert von f ist, so existiert mindestens eine
transzendente Singularität U von f über w.
Der folgende Satz liefert eine Charakterisierung der Singularitäten der Umkehrfunk-
tion.
Satz 1.8.2 Es sei f : C→ Cˆ eine meromorphe Funktion und w ∈ Cˆ sei eine Singularität
der Umkehrfunktion von f .
(1) Falls w ein asymptotischer Wert ist, so existieren ein Punkt z ∈ C, ein in einer
Umgebung von z definierter Zweig φ der Umkehrfunktion von f und ein z mit w
verbindender Weg Γ : [0, 1] → C so, dass φ für jedes t ∈ [0, 1) längs des Weges
Γ |[0, t], jedoch nicht längs Γ analytisch fortgesetzt werden kann. Es gilt dann
φ(Γ(t))→∞ für t→ 1.
(2) Falls w ein kritischer Wert ist, so existieren z ∈ C mit f(z) = w, ein in einer
Umgebung von z definierter Zweig φ der Umkehrfunktion von f und ein z mit w
verbindender Weg Γ : [0, 1] → C so, dass φ für jedes t ∈ [0, 1) längs des Weges
Γ |[0, t], jedoch nicht längs Γ analytisch fortgesetzt werden kann derart, dass
φ(Γ(t))→ z für t→ 1
gilt.
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Die folgende Abschätzung stammt von Carlemann [7]. Wir geben hier eine Version
an, wie man sie beispielsweise in dem Buch von Tsuji [33, S. 233] findet.
Satz 1.8.3 Es sei U ⊂ C ein unbeschränktes Gebiet und es bestehe ∂Uaus höchstens
abzählbar vielen analytischen Kurven. Es sei v : U → [−∞,∞) eine Funktion, welche
auf Usubharmonisch und auf Ustetig ist. Es existiere ferner eine Konstante K ∈ R>0
derart, dass |v(z)| = K für z ∈ ∂U und |v(z)| > K für z ∈ U gilt. Für alle r ∈ R>0 seien
br := U ∩ {z ∈ C : |z| = r}, rθ(r) das lineare Maß von br und
θ˜(r) :=
{
θ(r) , falls ∂D(0, r) 6⊂ U
∞ , falls ∂D(0, r) ⊂ U .
Dabei setzen wir 1
rθ˜(r)
:= 0 sei, falls rθ˜(r) =∞ ist. Weiter sei R0 ∈ R>0 so gewählt, dass













für alle κ ∈ (0, 1) und R ∈ R>R0/κ.
Bemerkung 1.8.2 Ein solches Gebiet U wird auch als direkter Trakt bezeichnet.
Bemerkung 1.8.3 Für eine meromorphe Funktion f , die eine direkte Singularität über
∞ hat, existiert ein direkter Trakt. Durch die Wahl von U ist U(r) für hinreichend kleines
r > 0 ein direkter Trakt. Entsprechend werden für beliebige direkte Singularitäten, die
nicht zwangsläufig über ∞ liegen müssen, die Mengen U(r) für hinreichend kleines r > 0
auch als Trakt bezeichnet.
Mit Hilfe von Satz 1.8.3 können wir folgendes Ergebnis herleiten.
Satz 1.8.4 Es sei f : C → Cˆ eine meromorphe Funktion, welche eine direkte trans-
zendente Singularität a ∈ C besitzt. Es sei U = U(t) wie in der Definition der direkten
Singularität, das heißt U ist eine Komponente von f−1(B̂t(a)) für ein t ∈ R>0 und es gilt
f(z) 6= a für alle z ∈ U . Für alle r ∈ R>0 seien br, θ(r) und θ˜(r) wie in Satz 1.8.3. Es
sei R0 ∈ R>0 so gewählt, dass bR0 6= ∅ ist. Dann gilt






für alle κ ∈ (0, 1) und R ∈ R>R0/κ.
Beweis: Es sei δ ∈ R>0 mit Bδ(a) ⊂ B̂t(a) und V ⊂ C eine Komponente von f−1 (Bδ(a))
mit |f(z)− a| = δ für z ∈ V und |f(z)− a| > δ für z ∈ ∂V . Wir definieren die Abbil-
dungen
g : V → C , z 7→ δ|f(z)− a|
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und
v : C→ R , z 7→
{
log |g(z)| , falls z ∈ V
0 , falls z /∈ V .
Es ist v auf V harmonisch und stetig und subharmonisch auf C. Es sei κ ∈ (0, 1) und




















|R exp(it)− z| dt
























































v(R exp(it)) dt−O(1). (1.20)
Schließlich gilt mit dem ersten Nevanlinnaschen Hauptsatz
m(R,
1
f − a) ≤ T (R,
1
f − a) = T (R, f)−O(1). (1.21)
Es folgt mit (1.19), (1.20) und (1.21)
log T (R, f) ≥ log(m(R, 1
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Ein weiteres Ergebnis, das man mit Hilfe von Satz 1.8.3 zeigen kann, ist der folgende
Satz, der einen Zusammenhang zwischen der Ordnung einer meromorphen Funktion und
der Anzahl ihrer direkten transzendenten Singularitäten herstellt. Da die Aussage leicht
aus Satz 1.8.3 folgt, und da wir ein ähnliches Argument im Beweis von Satz 2.3.1 ver-
wenden, möchten wir an dieser Stelle einen Beweis angeben. Man findet Beweise dieses
Satzes beispielsweise in den Büchern [33, S. 236] oder [27, S. 303 ff ].
Satz 1.8.5 Es sei f : C → Cˆ meromorph und es sei ρ ∈ R≥0 die Ordnung von f . Für
ρ ≥ 1/2 ist die Anzahl der direkten transzendenten Singularitäten höchstens gleich 2ρ und
für ρ < 1/2 ist die Anzahl der direkten transzendenten Singularitäten höchstens gleich 1.
Beweis: Es sei N die Anzahl der direkten Singularitäten von f . Ohne Einschränkung
sei N ≥ 2. Es seien U1, . . . , UN die zugehörigen Trakte. Dann gilt mit den Bezeichnungen
aus Satz 1.8.3 und mit Hilfe von Satz 1.8.3






für alle κ ∈ (0, 1), j ∈ N≤N und R ∈ R>R0/κ. Da f die Ordnung ρ besitzt, gilt
log T (R, f) ≤ (ρ+ ε) logR (1.23)
für jedes ε ∈ R>0 und j ∈ N≤N . Mit Hilfe von (1.22) und (1.23) folgt










Da N ≥ 2 ist, gilt θj(t) 6=∞ für alle für alle genügend große t ∈ R>0. Wir können daher
ohne Einschränkung annehmen, dass θj(t) 6= ∞ für alle t ∈ R>R0 gilt. Die Ungleichung
























für alle t ∈ [R0, κR] mit θ˜j(t) 6= 0. Es folgt











Hieraus folgt ρ ≤ 2N . 2
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1.9 Periodische Punkte
In dieser Arbeit interessieren wir uns für die anziehenden Fixpunkte der Newtonabbildung
Nf einer holomorphen Funktion f . Es ist daher insbesondere das lokale Verhalten in ei-
ner Umgebung eines solchen Fixpunktes relevant. In diesem Abschnitt möchten wir einige
klassische Ergebnisse über das lokale Verhalten von Funktionen in der Nähe periodischer
Punkte vorstellen. Die Beweise dieser Sätze findet man beispielsweise in dem Buch von
Milnor [22, S.76, ff].
Zunächst aber werden wir die periodischen Punkte meromorpher Funktionen klassifi-
zieren.
Definition 1.9.1 (Klassifikation periodischer Punkte) Es sei f : C→ Cˆ eine mero-
morphe Funktion und z0 ∈ C ein periodischer Punkt der Periode p ∈ N von f , das heißt,
es gilt fp(z0) = z0. Wir nennen z0
1. attraktiv, falls
∣∣(fp)′ (z0)∣∣ < 1 ist,
2. indifferent, falls
∣∣(fp)′ (z0)∣∣ = 1 ist und
3. repulsiv, falls
∣∣(fp)′ (z0)∣∣ > 1 ist.
Bemerkung 1.9.1 Man bezeichnet λ := (fp)′ (z0) auch als den Multiplikator des Fix-
punktes z0.
Man kann durch eine elementare Rechnung einsehen, dass die Folge der Iterierten
(fn)n∈N genau dann lokal in einer Umgebung eines Fixpunktes gegen diesen konvergiert,
falls dieser attraktiv ist.
Definition 1.9.2 (Einzugsbereich) Es sei f : C → Cˆ eine meromorphe Funktion und
z0 ∈ C ein periodischer Punkt der Periode p ∈ N von f . Es sei die MengeA definiert durch
A := {z ∈ C : limn→∞ fpn(z)→ z0} und es sei A0 die Komponente von A, die z0 enthält.
Dann heißt A der Einzugsbereich von z0 und A0 der unmittelbare Einzugsbereich
von z0.
Für eine meromorphe Funktion f lässt sich das lokale Verhalten der Funktion in Um-
gebungen von attraktiven und repulsiven periodischen Punkten gut beschreiben. Es sei
λ der Multiplikator eines solchen periodischen Punktes. Mittels einer Konjugation erhält
man, dass sich die Funktion fp lokal wie die Funktion z 7→ λz verhält. Der nun folgende
Satz, der dieses lokale Verhalten beschreibt, stammt von Kœnigs [15].
Satz 1.9.1 Es sei f : C → Cˆ eine meromorphe Abbildung und z0 ∈ C ein periodischer
Punkt der Periode p ∈ N von f mit |(fp)′(z0)| /∈ {0, 1}. Dann existieren eine Umgebung
V von 0, eine Umgebung U von z0 und eine biholomorphe Funktion Φ : V → U mit
φ(0) = z0 und Φ′(0) = 1 derart, dass
fp (Φ (z)) = Φ ((fp)′(z0) z) (1.24)
für alle z ∈ V mit ((fp)′ (z0)) · z ∈ V gilt.
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Bemerkung 1.9.2 Die Funktion Φ aus Satz 1.9.1 ist in dem Sinne eindeutig bestimmt,
dass es zu einer Umgebung V von 0 höchstens eine solche Abbildung Φ gibt.
Bemerkung 1.9.3 Es ist auch in anderen Situationen, als in den eben beschriebenen,
möglich, Funktionen zu konjugieren. So ist eine Konjugation mit Hilfe der sogenannten
Böttcherschen Funktionalgleichung möglich, falls ein attraktiver periodischer Punkt mit
Multiplikator Null vorliegt. Auch in dem Fall, dass der vorliegende periodische Punkt
indifferent und sein Multiplikator eine Einheitswurzel ist, ist eine Konjugation mit Hilfe
der sogenannten Abelschen Funktionalgleichung möglich. In diesem Fall ist es ebenfalls
möglich, eine Aussage über das Iterationsverhalten von Funktionen in geeigneten Gebie-
ten zu treffen. Der Satz, der dieses Iterationsverhalten und die Gebiete des Fixpunktes
beschreibt, ist auch unter dem Namen Flowertheorem bekannt. Die Namensgebung liegt
an der Form der der Gebiete, in denen das Iterationsverhalten beschrieben wird. Diese
sehen wie Blütenblätter um den periodischen Punkt aus. Auch für den Beweis dieses
Satzes verweisen wir auf das Buch von Milnor [22, S. 104 ff].
Satz 1.9.2 (Flowertheorem) Es sei f eine ganze, rationale oder meromorphe Funktion
und z0 ein Fixpunkt von f mit Multiplikator 1. Dann existieren a ∈ C \ {0} und m ∈ N
mit




für z → z0. Weiter existieren einfach zusammenhängende Gebiete U0, . . . , Um−1 mit fol-
genden Eigenschaften für alle k ∈ {0, . . . ,m− 1}.
1. Es gilt Uk ⊂
{
z ∈ C : 2pik−arg(a)
m
< arg (z − z0) < 2pi(k+1)−arg(a)m
}
.
2. Es gilt z0 ∈ ∂Uk.
3. Es ist ∂Uk glatt außer möglicherweise in z0.
4. Es ist ∂Uk in z0 tangential an
{








5. Es gilt f (Uk) ⊂ Uk.
6. Die Folge (fn)n∈N konvergiert auf Uk lokal gleichmäßig gegen z0.
In dieser Arbeit interessieren wir uns für die Einzugsbereiche der attraktiven Fixpunk-
ten der Funktion Nf (z) = z− f(z)f ′(z) , wobei f eine ganze Funktion ist. 1989 bewies Przytycki
[30], dass in dem Fall, dass die Funktion f ein Polynom ist, die Einzugsbereiche der at-
traktiven Fixpunkte von Nf einfach zusammenhängend und unbeschränkt sind. Meyer
und Schleicher [24] weiteten 2006 dieses Ergebnis für ganze Funktionen aus und bewiesen
den folgenden Satz.
Satz 1.9.3 Es sei f : C → C eine ganze Funktion und z0 ∈ C eine Nullstelle von
f . Es sei U der unmittelbare Einzugsbereich von z0 bezüglich Nf . Dann ist U einfach
zusammenhängend und unbeschränkt.
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1.10 Fatou- und Juliamengen
Die Mengen, die wir in diesem Abschnitt betrachten, sind nach Gaston Julia (1893 -
1978) und Pierre Fatou (1878 - 1929) benannt. Beide veröffentlichten in den Jahren 1918
bis 1920 parallel Arbeiten, die sich mit dem Iterationsverhalten rationaler Funktionen
beschäftigten. In diesen Arbeiten zerlegten sie die komplexe Ebene in zwei disjunkte
Mengen, die wir heute nach ihnen als die Julia- und Fatoumenge bezeichnen. Fatou
wählte den Zugang über normale Familien. Er betrachtete für eine rationale Funktion f
die Menge jener Punkte in Cˆ, in denen die Folge der Iterierten von f normal ist. Diese
Menge wird heute nach ihm als die Fatoumenge bezeichnet. Ihr Komplement nennen
wir die Juliamenge. Julia analysierte für rationale Funktionen den Abschluss der Menge
aller repulsiven periodischen Punkte. Er bewies, dass die Menge, die er betrachtete, dem
Komplement der Menge entspricht, mit der sich Fatou beschäftigte. Fatou zeigte, dass
das Komplement der Menge, die er untersuchte, mit dem Abschluss aller repulsiven peri-
odischen Punkte übereinstimmt. Dass diese Mengen auch für ganze Funktionen identisch
sind, bewies 1968 I. Noel Baker [2].
Im Gegensatz zu den oben genannten Arbeiten betrachten wir in dieser Arbeit mero-
morphe Funktionen. Viele Ergebnisse aus der Iterationstheorie von rationalen und ganzen
Funktionen lassen sich auf meromorphe Funktionen übertragen. Einen guten Überblick
liefert der Artikel [5] von Walter Bergweiler. Wir werden an dieser Stelle lediglich einige
grundlegende Eigenschaften von Julia- und Fatoumengen vorstellen, die für das Verständ-
nis dieser Arbeit notwendig oder auch nützlich sind.
Wir werden in diesem Abschnitt dem Zugang Fatous folgen. Um die Fatoumenge
einführen zu können, benötigen wir daher zunächst den Begriff der Normalität.
Definition 1.10.1 (Normale Familien) Es sei U ⊂ Cˆ offen und F eine Familie von
Funktionen von U nach Cˆ. Wir nennen F normal, falls jede Folge in F eine lokal gleich-
mäßig konvergente Teilfolge besitzt. Für z0 ∈ U nennen wir F normal in z0, falls eine
Umgebung V von z0 so existiert, dass {f |V : f ∈ F} normal ist.
Definition 1.10.2 (Fatou- und Juliamenge) Es sei f : C → Cˆ eine meromorphe
Funktion. Dann nennen wir
F(f) :=
{
z ∈ Cˆ : fn ist für alle n ∈ N in einer Umgebung von z definiert und
{fn : n ∈ N} ist normal in z
}
die Fatoumenge von f und
J (f) := Cˆ \ F(f)
die Juliamenge von f .
Mit Hilfe des Satzes von Arzela-Ascoli kann man zeigen, dass das Iterationsverhalten
einer meromorphen Funktion f in der Fatoumenge stabil ist. Das bedeutet, dass man
für jeden Punkt aus der Fatoumenge eine Umgebung um diesen Punkt findet, in dem das
Iterationsverhalten von f ähnlich ist. Für Punkte aus der Juliamenge ist das hingegen
nicht möglich. Betrachtet man hier eine beliebige Umgebung eines solchen Punktes, so
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kann man nicht prognostizieren, wie sich Punkte aus dieser Umgebung unter Iteration
verhalten.
Beispiel 1.10.1 Es sei f : C→ C, z 7→ z2. Dann ist F(f) = C\∂D und J (f) = ∂D. Für
alle z ∈ D gilt limn→∞ (fn(z)) = 0. Für alle z ∈ C\D gilt limn→∞ (fn(z)) =∞. Hingegen
gilt für jeden Punkt w ∈ ∂D und jede Umgebung U von w, dass Punkte unter Iteration
entweder auf dem Einheitskreis bleiben, gegen 0 konvergieren oder gegen∞ konvergieren.
Offensichtlich sieht man anhand der Definition der Fatou- und Juliamenge, dass die
Fatoumenge offen in Cˆ ist und dementsprechend die Juliamenge abgeschlossen in Cˆ ist.
Eine weitere Eigenschaft, die man leicht anhand der Definition der Fatoumenge erkennen
kann, ist die vollständige Invarianz der Fatoumenge und der Juliamenge. Das heißt, es
gilt
f−1 (F(f)) = F(f)
und
f−1 (J (f)) = J (f) \ {∞} .
Schließlich kann man für jede meromorphe Funktion f und jede bijektive meromorphe
Funktion g zeigen, dass
F(f ◦ g−1 ◦ f) = g (F(f))
und
J (f ◦ g−1 ◦ f) = g (J (f))
gilt. Daher ist es häufig nützlich, Funktionen zu konjugieren und dann das Iterationsver-
halten der konjugierten Funktion zu untersuchen.
Wir möchten nun einen Zusammenhang zu dem vorigen Kapitel über periodische
Punkte herstellen. Es ist möglich, für gewisse periodische Punkte eine Aussage zu treffen,
ob sie in der Julia- oder der Fatoumenge liegen.
Lemma 1.10.1 Es sei f eine meromorphe Funktion und z0 ∈ C ein abstoßender oder
rational indifferenter periodischer Punkt. Dann gilt z0 ∈ J (f).
Bemerkung 1.10.1 Dieses Lemma gilt auch in dem Fall, dass f ganz oder rational ist.
Einen Beweis für das nun folgende Lemma findet man beispielsweise in dem Buch von
Milnor [22, S.147].
Lemma 1.10.2 Es sei f eine rationale Funktion. Dann besitzt f einen Fixpunkt, der
abstoßend ist oder dessen Multiplikator den Wert 1 hat.
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Mit Hilfe von Lemma 1.10.2 kann man herleiten, dass für rationale Funktionen die Ju-
liamenge nicht leer ist. Die Eigenschaft, dass die Juliamenge nicht leer ist, gilt nicht nur
für rationale Funktionen sondern auch allgemein für ganze und meromorphe Funktionen.
Für anziehende periodische Punkte existiert eine Umgebung, in der die Folge der
Iterierten gegen den periodischen Punkt konvergiert. Daher liegen attraktive periodische
Punkte in der Fatoumenge. Es gilt daher offensichtlich das folgende Lemma.
Lemma 1.10.3 Es sei f meromorph, ganz oder rational und z0 ein periodischer Punkt
von f . Es sei A der Einzugsbereich von z0. Dann gilt A ⊂ F(f).
Es besteht der folgende Zusammenhang zwischen der Juliamenge einer Funktion und
dem Einzugsbereich eines attraktiven periodischen Punktes der Funktion. Für einen Be-
weis verweisen wir auf das Buch von Milnor [22, S.48].
Satz 1.10.1 Es sei f rational, ganz oder meromorph und z0 ein attraktiver periodischer
Punkt von f . Dann gilt J (f) = ∂A(z0).
Da der Rand eines jeden Einzugsbereiches schon die gesamte Juliamenge ist, wird bei-
spielsweise für Funktionen, die drei unterschiedliche anziehende Fixpunkte besitzen, klar,




2.1 Abschätzungen der logarithmischen Ableitung
Wie wir in Abschnitt 1.7 gesehen haben, sind Funktionen aus der Laguerre-Pólya-Klasse
reell und besitzen ausschließlich reelle Nullstellen. Wir haben auch festgestellt, dass ihre
Ordnung höchstens zwei ist. Wir werden zeigen, dass für jede Funktion f ∈ LP eine
Konstante K > 0 derart existiert, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K|z| (2.1)
für eine hinreichend große Menge von Werten z ∈ C gilt. Mit Hilfe dieser Abschätzung
können wir dann beweisen, dass der direkte Einzugsbereich eines Fixpunktes der Newto-
nabbildung Nf von f unendlichen Flächeninhalt besitzt, falls Nf auf dem Einzugsbereich
zu einem endlichen Blaschkeprodukt konjugiert ist.
Wir benötigen daher in den folgenden Abschnitten dieses Kapitels häufig Abschätzun-
gen der logarithmischen Ableitung einer transzendenten ganzen Funktion. Die Beweise
für diese Abschätzungen möchten wir in diesen Abschnitt auslagern.
Wir werden diesen Abschnitt mit klassischen Abschätzungen, die man mit Hilfe der
Poisson-Jensen-Nevanlinna-Formel herleiten kann und mit Abschätzungen von Macintyre
und Fuchs beginnen. Diese Abschätzungen stellen ein zentrales Hilfsmittel sowohl für die
Abschätzungen, die wir in diesem Abschnitt machen wollen, als auch für Abschätzungen
von Gundersen, die wir benutzen möchten, dar.
Als eine direkte Anwendung der Poisson-Jensen-Nevanlinnaschen Integralformel erhält
man folgendes Lemma. Einen Beweis dieses Lemmas findet man beispielsweise in dem
Buch von Jank und Volkmann [14, S. 65].
Lemma 2.1.1 Es sei f eine nicht konstante ganze Funktion und r ∈ R>0. Ferner seien




|log |f((3r/2) exp(it))|| dt+
∑
|ak|<3r/2
∣∣∣∣ 1z − ak + ak9r2/4− akz
∣∣∣∣
für alle z ∈ C mit |z| = r.
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Mit Hilfe des ersten Nevanlinnaschen Hauptsatzes kann man die rechte Seite der Un-
gleichung aus Lemma 2.1.1 weiter abschätzen und erhält daraus dann den folgenden Satz.
Satz 2.1.1 Es sei f eine nicht konstante ganze Funktion und r ∈ R>0. Ferner seien
(ak)k∈N die Nullstellen von f . Dann gilt∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ 32r T (2r, f) + ∑|ak|<3r/2
2
|z − ak| (2.2)
für alle z ∈ C mit |z| = r.
Die Summe aus Satz 2.1.1 lässt sich mit einem Lemma von Macintyre und Fuchs [20,
S.164] abschätzen. Wir möchten dieses Lemma an dieser Stelle in der folgenden Version
angeben.
Lemma 2.1.2 Es seien n ∈ N, a1, . . . , an ∈ R und h ∈ R>0. Dann existiert eine Menge




|z − ak| <
n
h
log (1 + log n) (2.3)
für alle z ∈ C mit |z| /∈ Bh gilt.
Wir werden im Folgenden häufig den Begriff des logarithmischen Maßes verwenden.






Satz 2.1.1 und Lemma 2.1.2 sind wichtige Hilfsmittel in dem Beweis der folgenden
Abschätzungen von Gundersen [11, S. 90].
Lemma 2.1.3 Es sei f ganz und von endlicher Ordnung ρ ∈ R≥0. Ferner sei ε ∈ R>0.
Dann existiert eine Menge E ⊂ (1,∞) endlichen logarithmischen Maßes derart, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ |z|ρ−1+ε
für alle z ∈ C mit |z| /∈ (E ∪ [0, 1]) gilt.
Lemma 2.1.4 Es sei f ganz und von endlicher Ordnung ρ ∈ R≥0. Ferner sei α ∈ R>1.




dt <∞ und eine Konstante K1 ∈ R>0,
welche nur von α abhängt, derart, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K1(T (α|z|, f)|z| (log |z|)α log T (α|z|, f)
)
(2.4)
für alle z ∈ C mit |z| /∈ (E ∪ [0, 1]) gilt.
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Uns stehen nun die nötigen Hilfsmittel zur Verfügung, um eine Abschätzung vom Typ
(2.1) herleiten zu können.
Lemma 2.1.5 Es seien f ∈ LP und (ak)k∈N die Nullstellen von f . Dann existiert eine
Konstante K2 ∈ R>0 so, dass∣∣∣∣f ′(z)f(z)




für alle R ∈ R>0 und z ∈ A (0, R/2, R) gilt.
Beweis: Es sei R ∈ R>0. Nach Bemerkung 1.7.5 existiert eine Konstante K ∈ R>0
derart, dass
logM(r, f) ≤ K r2 (2.5)
für alle r ∈ R>0 gilt. Folglich ist logM(2R, f) ≤ 4KR2. Mit Lemma 1.4.1 folgt
32
R
T (2R, f) ≤ 32
R
logM(2R, f). (2.6)
Wir erhalten mit der Setzung K2 := 256K und den Ungleichungen (2.5) und (2.6)
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T (2R, f) ≤ 128KR ≤ 256K|z| = K2 |z|
für alle z ∈ A (0, R/2, R). Es folgt dann mit Satz 2.1.1∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ 32r T (2r, f) + ∑|ak|<3r/2
2




|z − ak| (2.7)
für alle z ∈ A (0, R/2, R). 2
Als nächstes möchten wir die Summe aus (2.7) abschätzen. Dafür benötigen wir neben
Lemma 2.1.2 auch das folgende Lemma als Hilfsmittel.
Lemma 2.1.6 Es sei f ∈ LP. Dann existiert eine streng monoton steigende Folge posi-
tiver reeller Zahlen (Rk)k∈N, die gegen ∞ konvergiert, mit





für alle k ∈ N. Es gilt weiter




für alle t ∈ {[Rk/2, Rk] : k ∈ N}.
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Also existiert eine streng monoton steigende Folge positiver reeller Zahlen (Rk)k∈N, die





für alle k ∈ N. Es folgt




für alle k ∈ N. Ohne Einschränkung sei R1 > 9. Es gilt dann










für alle t ∈ {[Rk/2, Rk] : k ∈ N} . 2
Wir haben nun alle nötigen Hilfsmittel zur Verfügung, um unsere gewünschte Ab-
schätzung zu machen.
Lemma 2.1.7 Es sei f ∈ LP. Dann existieren eine Konstante K3 ∈ R>0, eine streng
monoton steigende Folge positiver reeller Zahlen (Rk)k∈N, die gegen ∞ konvergiert, und
für alle k ∈ N Mengen Bk ⊂ R mit meas(Bk) ≤ 14Rk derart, dass∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K3|z| (2.10)
für alle z ∈ C mit |z| ∈ {[Rk/2, Rk] \Bk : k ∈ N} gilt.
Beweis: Es sei (Rk)k∈N die Folge aus Lemma 2.1.6. Dann existieren nach Lemma 2.1.2
für alle k ∈ N Mengen Bk ⊂ R mit meas(Bk) ≤ 14Rk derart, dass∑
|ak|<Rk
1





log (1 + log n(Rk, 0)) (2.11)
für alle z ∈ C mit |z| ∈ {[Rk/2, Rk] \Bk : k ∈ N} gilt. Es seien k ∈ N und z ∈ C mit
|z| ∈ [Rk/2, Rk] \Bk. Es folgt dann mit (2.8) und (2.11)
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|z − ak| ≤ 2




















)) ≤ 16 Rk
logRk
log (4 log (Rk))
≤ 16 Rk
logRk
4 logRk = 64Rk ≤ 128|z|.
Das heißt, es ist ∑
|ak|<Rk
2
|z − ak| ≤ 128|z|. (2.12)
Es sei K2 ∈ R>0 die Konstante aus Lemma 2.1.5. Dann gilt mit Lemma 2.1.5, (2.12) und
K3 := K2 + 128∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K2|z|+ ∑
|ak|<Rk
2
|z − ak| ≤ K2|z|+ 128|z| = K3|z|.
2
2.2 Einzugsbereiche, auf denen die Newtonfunktion zu
einem Blaschkeprodukt konjugiert ist
Ziel dieser Arbeit ist es, für reelle transzendente ganze Funktionen, deren Geschlecht 0
oder 1 ist, zu zeigen, dass die Flächeninhalte der Einzugsbereiche von Nullstellen eine ge-
wisse Mindestgröße haben. In diesem Abschnitt werden wir zeigen, dass wir eine geeignete
Abschätzung der Flächeninhalte nach unten machen können, falls die zu der betrachteten
Funktion gehörige Newtonabbildung auf einem solchen Einzugsbereich zu einem endlichen
Blaschkeprodukt konjugiert ist.
Die Grundidee ist dabei die folgende. Für den unmittelbaren Einzugsbereich U eines
Fixpunktes z0 ∈ C einer ganzen transzendenten reellen Funktion f werden wir zeigen,
dass




gilt, wobei zt ein beliebiger Punkt aus U mit |zt| = t ist. Falls wir mit Hilfe einer ge-




divergiert, erhalten wir die gewünschte Aussage. Es wird sich herausstellen, dass wir
eine geeignete untere Schranke von dist(zt, ∂U) erhalten, falls wir eine geeignete obere
Schranke für den Betrag der logarithmischen Ableitung finden können.
Zunächst aber werden wir als Generalvoraussetzung für diesen Abschnitt die folgenden
Vereinbarungen treffen.
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Generalvoraussetzung:
Es sei f : C → C eine ganze Funktion und z0 ∈ C eine Nullstelle von f . Die
zugehörige Newtonabbildung Nf ist dann definiert durch
Nf (z) = z − f(z)
f ′(z)
(2.13)
für alle z ∈ C. Es sei U der unmittelbare Einzugsbereich von z0 bezüglich Nf .
Lemma 2.2.1 Es sei Nf |U konform konjugiert zu einem endlichen Blaschkeprodukt B.
Dann existieren eine unbeschränkte Kurve Γ in U und Konstanten R0 ∈ R>1, K4 ∈ R>0
derart, dass
ρU (z,Nf (z)) ≤ K4 (2.14)
für alle z ∈ SpurΓ ∩ {z ∈ C : |z| > R0} gilt.
Beweis: Es sei φ : U → D die Konjugationsabbildung, die Nf |U zu einem Blaschkepro-
dukt konjugiert mit φ(z0) = 0. Dann gilt B = φ ◦Nf ◦ φ−1. Nach Lemma 1.10.2 besitzt
B mindestens einen Fixpunkt w ∈ Cˆ, der abstoßend ist oder dessen Multiplikator 1 ist.
Da D, ∂D und Cˆ \ D unter B vollständig invariant sind, gilt
J (B) ⊂ ∂D.
Da nach Lemma 1.10.1 abstoßende und rational indifferente Fixpunkte in der Juliamenge
liegen, gilt w ∈ ∂D.
Wäre der Multiplikator 1, so würde nach Satz 1.9.2 die Folge der Iterierten (Bn)n∈N
auf gewissen Teilmengen von D gegen w konvergieren. Dies wäre ein Widerspruch dazu,
dass (Bn)n∈N auf D gegen 0 konvergiert.
Nach Satz 1.9.1 ist B in einer Umgebung von w zu der Abbildung z 7→ B′(w)z kon-
jugiert. Die Abbildung z 7→ B′(w)z ist eine Drehstreckung. Wäre B′(w) keine positive
reelle Zahl, so würde es Punkte aus D geben, die durch B auf Cˆ \ D abgebildet werden
würden. Da D vollständig invariant unter B ist, wäre dies ein Widerspruch. Es folgt, dass
B′(w) ∈ R>0 ist.
Ohne Beschränkung der Allgemeinheit sei w = 1. Es sei γ = id|[0,1] und Γ := φ−1 ◦ γ.
Es gilt
B(1− δ) = 1−B′(1)δ +O(δ2)
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für δ → 0. Wir erhalten dann mit der Bemerkung 1.3.4
ρD (1− δ, B (1− δ))
= log
1 + |1−B′(1)δ +O(δ2)− (1− δ)| |1− (1− δ)(1−B′(1)δ +O(δ2))|−1
1− |1−B′(1)δ +O(δ2)− (1− δ)| |1− (1− δ)(1−B′(1)δ +O(δ2))|−1
= log
|B′(1)δ −O(δ2) + δ −B′(1)δ2 +O(δ3)|+ |δ(1−B′(1)) +O(δ2)|
|B′(1)δ −O(δ2) + δ −B′(1)δ2 +O(δ3)| − |δ(1−B′(1)) +O(δ2)|
= log
|B′(1)−O(δ) + 1−B′(1)δ +O(δ2)|+ |1−B′(1) +O(δ)|
|B′(1)−O(δ) + 1−B′(1)δ +O(δ2)| − |1−B′(1) +O(δ)|
→ log |B
′(1) + 1|+ |1−B′(1)|
|B′(1) + 1| − |1−B′(1)| = log
(B′(1) + 1) + (B′(1)− 1)
(B′(1) + 1)− (B′(1)− 1) = logB
′(1).
für δ → 0. Es ist Γ eine Kurve in U und es gilt B(1) = 1. Wir erhalten mit Lemma 1.3.3
ρU (Γ(1− δ,Nf (1− δ))) = ρU
(




φ−1(1− δ), φ−1(B(1− δ)))
= ρD (1− δ, B(1− δ))→ log (B′(1)) (2.15)
Würden eine Folge positiver reeller Zahlen (δn)n∈N, die gegen 0 konvergiert, und eine Zahl
ξ ∈ C existieren mit limn→∞ Γ(1 − δn) = ξ, so würden wir mit (2.15) erhalten, dass
Nf (Γ(1−δn)) für n→∞ gegen ξ ∈ ∂U konvergieren würde. Folglich wäre ξ ein Fixpunkt
von Nf . Es würde also ein Fixpunkt von Nf in ∂U liegen. Dies wäre ein Widerspruch,
da Nf ausschließlich anziehende Fixpunkte besitzt. Also gilt limt→1 Γ(t) =∞.
2
Das nachfolgende Lemma ist ein wichtiges Hilfsmittel für die Größenabschätzungen
der Flächeninhalte von Einzugsbereichen U , auf denen Nf zu einem endlichen Blaschke-
produkt konjugiert ist.
Lemma 2.2.2 Es sei Nf |U konform konjugiert zu einem endlichen Blaschkeprodukt. Fer-
ner seien R0 ∈ R>0 die Konstante und Γ die Kurve aus Lemma 2.2.1. Dann existiert
eine Konstante K5 ∈ R>0 so, dass
dist(z, ∂U) ≥ K5
∣∣∣∣ f(z)f ′(z)
∣∣∣∣ (2.16)
für alle z ∈ Spur (Γ) ∩ {z ∈ C : |z| > R0} gilt.
Beweis: Es sei z ∈ Spur (Γ) ∩ {z ∈ C : |z| > R0}. Weiter sei γ : [0, T ] → U eine
Geodätische bezüglich der hyperbolischen Metrik, welche nach Bogenlänge parametrisiert
ist, die z mit Nf (z) miteinander verbindet. Das heißt, es ist γ(0) = z, γ(T ) = Nf (z) und
|γ′(t)| = 1 für alle t ∈ [0, 1]. Es gilt dann
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Weiter gilt aufgrund der Mittelwertungleichung
|z − γ(t)| = |γ(0)− γ(t)| ≤ t (2.17)
für alle t ∈ [0, T ]. Insbesondere gilt
|Nf (z)− z| ≤ T. (2.18)



































































dist (z, ∂U) + t
dt
= log
































Der folgende Satz liefert ein Kriterium dafür, dass eine meromorphe Funktion auf
ihrem unmittelbaren Einzugsbereich zu einem Blaschkeprodukt konjugiert ist.
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Satz 2.2.1 Es enthalte U keine transzendente Singularität von Nf und höchstens endlich
viele kritische Punkte von Nf . Dann ist Nf |U : U → U konjugiert zu einem Blaschkepro-
dukt.
Beweis: Es reicht zu zeigen, dass Nf |U : U → U eine eigentliche Abbildung ist. Wir
führen den Beweis durch Kontraposition. Es sei also Nf |U : U → U keine eigentliche
Abbildung. Folglich existiert nach Satz 1.2.1 eine Randfolge (zn)n∈N in U derart, dass
(Nf (zn))n∈N keine Randfolge in U ist.
Dann existieren ein w ∈ U und eine Teilfolge (znk)k∈N mit limk→∞Nf (znk) = w. Ohne
Einschränkung sei (zn)n∈N = (znk)k∈N.
1. Fall: Für alle r ∈ R>0 besitzt Nf−1(Br(w)) höchstens endlich viele Komponenten in U .
Annahme: Es gilt zn 6→ ∞ für n→∞.
Es sei r ∈ R>0 und n ∈ N die Anzahl der Komponenten von Nf−1(Br(w)). Es sei
ε ∈ R>0. Dann existieren U1 . . . , Un ⊂ U offen mit Uj kompakt für alle j ∈ N≤n, und
λ1 . . . , λn derart, dass ∣∣Nf−1(v) ∩ Uj∣∣ = λj
für alle j ∈ N≤n und v ∈ Bε(w) \ {w} gilt. Folglich existiert eine Teilfolge (znk)k∈N und
ein j ∈ N≤n mit
znk ∈ Uj
für alle znk . Da Uj kompakt ist, können wir ohne Einschränkung annehmen, dass (znk)k∈N
in Uj konvergiert. Es sei z˜ = limk→∞ znk . Da (zn)n∈N eine Randfolge ist, folgt, dass
z˜ ∈ ∂U ⊂ J (Nf ) ist. Da die Juliamenge vollständig invariant ist, folgt, dass Nf (z˜) ∈
J (Nf )ist, und somit Nf (z˜) = w. Dies ist ein Widerspruch, da w ∈ U ⊂ F(Nf ).
Also gilt zn → ∞ für n → ∞. Da Nf−1(Br(w)) in U nur endlich viele Komponenten
besitzt, ist mindestens eine davon unbeschränkt. Die Wahl dieser Komponente liefert,
dass über w eine transzendente Singularität der Umkehrfunktion von f liegt.
2. Fall: Es existiert ein r ∈ R>0 derart, dass Nf−1(Br(w)) unendlich viele endlich viele
Komponenten {Wn}n∈N in U besitzt.
Es sei ψ : U → D biholomorph mit ψ(w) = 0. Ohne Einschränkung enthalten nur
endlich viele Komponenten von Nf−1(Br(w)) einen kritischen Punkt von Nf . Dann exi-
stiert N ∈ N derart, dass Wn für alle n ∈ N≥N keinen kritischen Punkt von Nf enthält.
Wir wählen nun für alle n ∈ N≥N maximale Radien rn ∈ R>0 mit der Eigenschaft, dass
auf Brn(0) ein Zweig der Umkehrfunktion von f ◦ψ−1 existiert und bezeichnen die Zweige
der Umkehrfunktion mit φn. Es gilt dann rn ≤ 1. Wäre für ein n ∈ N≥N der maxi-
male Radius rn = 1, erhalten wir einen Widerspruch, da dann einerseits ein Zweig der
Umkehrfunktion auf ganz D existiert, es aber andererseits Zweige der Umkehrfunktion
gibt, die sich nicht fortsetzen lassen. Also gilt rn < 1. Da wir angenommen haben,
dass nur endlich viele kritische Punkte von Nf vorliegen und zu jedem kritischen Wert
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höchstens endlich viele kritische Punkte gehören, besitzt Nf demzufolge unendlich viele
transzendente Singularitäten.
2
Das nun folgende Lemma macht eine Aussage über den Zusammenhang zwischen der
Anzahl der Nullstellen einer ganzen reellen Funktion und der Anzahl der Nullstellen ihrer
Ableitungen.
Lemma 2.2.3 Es sei f : C → C eine reelle transzendente Funktion endlicher Ordnung
ρ ∈ R≥0, welche nur endlich viele nicht reelle Nullstellen habe. Dann haben f ′ und f ′′
nur endlich viele nicht-reelle Nullstellen.
Beweis: Es sind f ′ und f ′′ ebenfalls reelle Funktionen. Es sei m ∈ N die Anzahl der
nicht reellen Nullstellen. In [21, S. 1045] beweist Marden, dass dann f ′ höchstens ρ + m
nicht reelle Nullstellen besitzt. Analog folgt, da die Ordnung von f ′ wegen Satz 1.5.1 auch
ρ beträgt, dass auch f ′′ höchstens 2ρ+m nicht reelle Nullstellen hat.
2
Die Tatsache, dass f ′ höchstens ρ+m nicht reelle Nullstellen besitzt, ist ein Spezialfall
eines Satzes von Borel [6]. Es seien dazu x1 und x2 zwei Nullstellen von f mit x1 < x2
und f(x) 6= 0 für alle x ∈ (x1, x2). Nach dem Satz von Rolle ist die Anzahl der Nullstellen
von f ′, die sich zwischen x1 und x2 befinden, ungerade. Falls f ′ zwischen x1 und x2 genau
2k+ 1 Nullstellen besitzt, so sagen wir, dass f ′ zwischen x1 und x2 genau 2k zusätzliche
Nullstellen besitzt. Besitzt f eine größte Nullstelle xmax oder kleinste Nullstelle xmin,
so wird jede Nullstelle von f ′, die in (xmax,∞) beziehungsweise in (−∞, xmin) liegt, als
zusätzliche Nullstelle bezeichnet. Wir bezeichnen mit Z(f ′) die Anzahl der zusätzlichen
Nullstellen von f ′ und mit C(f ′) die Anzahl der nicht reellen Nullstellen von f ′. Dann
besagt der Satz von Borel folgendes.
Satz 2.2.2 Es sei f : C → C eine reelle transzendente Funktion endlicher Ordnung
ρ ∈ R>0, welche nur endlich viele nicht reelle Nullstellen habe, und deren Ableitung f ′
selbst auch eine reelle Funktion sei. Dann gilt
Z(f ′) + C(f ′) ≤ C(f) + max {n ∈ N0 : n ≤ ρ}
Der nun folgende Satz ist ein Schlüsselsatz für die Beweise aller weiteren Aussagen
über die Größe von Einzugsbereichen von Fixpunkten des Newtonverfahrens, die wir im
Rahmen dieser Arbeit treffen wollen. Er besagt grob gesprochen, dass gewisse Einzugsbe-
reiche groß sind, falls man eine geeignete obere Schranke für die logarithmische Ableitung
hat.
Satz 2.2.3 Es sei Nf |U konjugiert zu einem endlichen Blaschkeprodukt und R0 ∈ R>1 die
Konstante aus Lemma 2.2.1. Es existieren ferner eine Abbildung φ : R>0 → R und eine
Menge E ⊂ (1,∞) derart, dass ∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ φ(|z|)
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für alle z ∈ A(0, R0,∞) ∩ U mit |z| /∈ E gilt. Dann existiert eine Konstante K6 ∈ R>0
so, dass






für alle R ∈ R>R0 gilt.
Beweis: Es sei z ∈ A(0, R0,∞)∩U , und es gelte |z| /∈ E. Es sei K5 ∈ R>0 die Konstante
aus Lemma 2.2.2. Dann gilt
|Nf (z)− z| =
∣∣∣∣ f(z)f ′(z)
∣∣∣∣ ≥ 1φ(|z|) .
Für alle t ∈ [R0, R] sei bt := U ∩ {z ∈ C : |z − z0| = t} und tθ(t) das lineare Maß von bt.
Es sei weiter Γ die Kurve aus Lemma 2.2.1. Ferner sei zt ∈ bt ∩Γ. Mit Lemma 2.2.2 folgt




























Eine erste Anwendung von Satz 2.2.3 ist folgender Satz, der für Funktionen, deren
Ordnung kleiner als zwei ist, eine Abschätzung des Flächeninhaltes von Einzugsbereichen
der zugehörigen Newtonabbildung nach unten liefert.
Satz 2.2.4 Es sei f eine ganze Funktion der Ordnung ρ ∈ R≥0. Ferner sei Nf |U kon-
jugiert zu einem endlichen Blaschkeprodukt. Weiter sei ε ∈ R>0. Dann existiert eine
Konstante R0 ∈ R>0 derart, dass
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
für alle R ∈ R>2R0 gilt. Insbesondere gilt
area (U ∩ A(0, R0,∞)) = ∞,
falls ρ < 2 ist.
Beweis: Es sei R0 die Konstante aus Lemma 2.2.1. Um Lemma 2.2.2 anwenden zu
können, definieren wir die Abbildung φ : R≥0 → R, r 7→ rρ−1+ε. Es sei K5 ∈ R>0 die
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4(2− ρ− ε) (2.22)
für alle R ∈ R≥R0 gilt. Es sei R ∈ R≥2R0 und K7 := 38 K52−ρ−ε . Satz 2.2.3 und (2.22) liefern
dann















2− ρ− ε −
R2−ρ−ε0 − 1










2− ρ− ε −
R2−ρ−ε0 − 1











2− ρ− ε −
R2−ρ−ε0 − 1












2− ρ− ε = K7R
2−ρ−ε.
Führen wir die gleiche Rechnung mit einem geeigneten ε˜ < ε anstelle von ε durch, so
erhalten wir
area (U ∩ A(0, R0, R)) ≥ K7R2−ρ−ε˜ ≥ R2−ρ−ε.
Insbesondere gilt area (U ∩ A(0, R0,∞)) =∞. 2
Falls es möglich ist, für den Maximalbetrag einer Funktion eine geeignete Abschätzung
zu finden, so erhält man mit Hilfe von Satz 2.2.3 folgende Abschätzung des Flächeninhalts
von Einzugsbereichen.
Satz 2.2.5 Es sei Nf |U konjugiert zu einem endlichen Blaschkeprodukt. Es existieren
Konstanten R0 ∈ R>1 und α ∈ R>1 so, dass




für alle R ∈ R>R0 gilt. Dann existieren Konstanten K,K9 ∈ R>0 mit
area (U ∩ A(0, R0, R)) ≥ K9 log logR.
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für alle R ∈ R≥K. Insbesondere gilt
area (U ∩ A(0, R0,∞)) = ∞.
Beweis: Ohne Einschränkung sei R0 die Konstante aus Lemma 2.2.1. Es seien K1
die Konstante und E die Menge aus Lemma 2.1.4. Weiter sei z ∈ A(0, R0,∞) ∩ U mit
|z| /∈ (E ∪ [0, 1]). Ohne Einschränkung sei R0 so groß, dass
logα2 ≤ 2 log |z| (2.24)
für alle z ∈ A(z0, R0,∞) gilt. Es sei
K˜ := 4K1α
2.
Dann gilt mit (2.4) und (2.23)
∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ K1T (α|z|, f) (log |z|)α (log T (α|z|, f))|z|
≤ K1 logM(|z|α, f) (log |z|)














α2|z|2) ≤ K˜|z| log |z|.
Wir definieren die Abbildung φ : R>0 → R, t 7→ K˜ t log t. Weiter sei K6 ∈ R>0 die





ist. Ohne Beschränkung der Allgemeinheit sei R0 ≥ r0 > exp(1). Ferner sei R ∈ R≥2R0 .
Es gilt dann mit Satz 2.2.3





































(log logR− log logR0 − 1)
39
40 Kapitel 2. Einzugsbereiche des Newtonverfahrens
Es existieren dann Konstanten Kˆ,K ∈ (0, 1) mit
K6
K˜
(log logR− log logR0 − 1) ≥ Kˆ log logR (2.27)
für alle R ≥ K. Es folgt mit (2.26) und (2.27)
area (U ∩ A(0, R0, R)) ≥ K6
K˜
(log logR− log logR0 − 1) ≥ K9 log logR
mit K9 = Kˆ K6K˜ und somit
area (U ∩ A(0, R0,∞)) = ∞.
2
2.3 Einzugsbereiche von Funktionen aus der Laguerre-
Pólya-Klasse
In den vorherigen beiden Abschnitten dieses Kapitels haben wir alle technischen Hilfsmit-
tel, die wir benötigen, um eine Aussage über die Größe der Einzugsbereiche von Nullstel-
len des Newtonverfahrens von Funktionen aus der Laguerre-Pólya-Klasse zu beweisen, zur
Verfügung gestellt. Wir können daher direkt den ersten Hauptsatz dieser Arbeit beweisen.
Satz 2.3.1 (Hauptsatz 1) Es sei f ∈ LP, z0 ∈ C eine Nullstelle von f und U der
unmittelbare Einzugsbereich von z0 bezüglich Nf . Dann gilt
area (U) = ∞.
Beweis: Wir betrachten zunächst den Fall, dass U höchstens endlich viele kritische
Punkte von Nf und keine transzendente Singularität von Nf enthält. Nach Satz 2.2.1 ist
Nf |U konjugiert zu einem endlichen Blaschkeprodukt. Es seien (Rk)k∈N die Folge, (Bk)k∈N
die Mengen und K3 die Konstante aus Lemma 2.1.7. Lemma 2.1.7 liefert, dass wir nun
Satz 2.2.3 mit der Funktion φ(x) = K4 x anwenden können. Es existiert ein j ∈ N mit
Rk ≥ R0 für alle k ∈ N≥j. Es sei K6 die Konstante aus Satz 2.2.3. Da Nf |U zu einem
endlichen Blaschkeprodukt konjugiert ist, erhalten wir mit Hilfe von Satz 2.2.3
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für alle k ∈ N≥j. Wir erhalten dann mit (2.28) und (2.29)
area (U ∩ A(0, R0,∞)) ≥
∞∑
k=j











































Es bleibt also der Fall, dass U eine transzendente Singularität w0 von Nf oder unendlich
viele kritische Punkte von Nf enthält. Wir werden zunächst zeigen, dass der Fall, dass U
unendlich viele kritische Punkte von Nf enthält, nicht auftreten kann.
Die kritischen Punkte von Nf sind die Nullstellen von f und f ′′. Es enthält U genau
eine Nullstelle von f , nämlich z0. Da f aus der Laguerre-Pólya-Klasse ist, folgt mit Hilfe
von Bemerkung 1.7.1, dass auch f ′ und f ′′ aus der Laguerre-Polýa-Klasse sind. Also
besitzen f , f ′ und f ′′ ausschließlich reelle Nullstellen. Es ist U nach Satz 1.9.3 einfach




auf I∩{x ∈ R : x < z0} und I∩{x ∈ R : x > z0} streng monoton fallend. Folg-
lich enthält I maximal drei Nullstellen von f ′. Es seien x1, x2 und x3 die Nullstellen von
f ′ in I. Ohne Einschränkung sei x1 < x2 < x3. Es ist dann f
′′
f ′ nach Bemerkung 1.7.4 auf
den Intervallen I∩{x ∈ R : x < x1}, I∩{x ∈ R : x1 < x < x2}, I∩{x ∈ R : x2 < x < x3}
und I ∩ {x ∈ R : x3 < x} streng monoton fallend. Folglich hat f ′′ maximal sieben Null-
stellen in I. Wir erhalten also insgesamt, dass Nf maximal acht kritische Punkte in U hat.
Enthält U eine transzendente Singularität von f , so handelt es sich dabei um eine
direkte oder indirekte Singularität. Ein Satz von Bergweiler und Eremenko [3, S. 357]
besagt, dass jede indirekte Singularität ein Grenzwert von kritischenWerten ist. Es besitzt
f nur endlich viele nicht reelle Nullstellen. Mit Hilfe von Satz 2.2.2 und der Invarianz von
Einzugsbereichen erhalten wir, dass U nur endlich viele kritische Werte von Nf enthält.
Folglich kann U keine indirekte Singularität von Nf enthalten. Demzufolge können in
U nur direkte Singularitäten von Nf liegen. Es bleibt also noch der Fall, dass über w0
eine direkte Singularität liegt. Es sei γ ein asymptotischer Weg mit Spur(γ) ⊂ U . Es sei




θ(r) , falls ∂D(0, r) 6⊂ U
∞ , falls ∂D(0, r) ⊂ U .
Wir setzen 1
rθ˜(r)
:= 0, falls rθ˜(r) = ∞ ist. Es sei R0 ∈ R>0 so gewählt, dass bR0 6= ∅
ist. Da U nach Satz 1.9.3 einfach zusammenhängend ist, können wir ohne Einschränkung
annehmen, dass θ˜(t) 6=∞ für alle t ∈ R>R0 gilt, da andernfalls sofort folgen würde, dass
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area(U) =∞ ist. Satz 1.8.4 liefert

























Nach Satz 1.5.1 ist ρ(f) = ρ(f ′). Satz 1.5.2 liefert dann ρ(f/f ′) ≤ ρ(f) und somit
ρ(Nf ) ≤ ρ(f). Also existiert eine Konstante K ∈ R>0 so, dass
log T (R,Nf ) ≤ K logR (2.32)
für alle R > R0 gilt. Es folgt mit(2.30), (2.31) und (2.32)
κR∫
R0










log T (R,Nf ) +O(1) ≥
(κR−R0)2
K logR +O(1)
für R→∞. Wir erhalten
area (U ∩ A(0, R0, R)) ≥
κR∫
R0
tθ˜(t) dt ≥ (κR−R0)
2
K logR +O(1)
für R→∞ und somit
area (U ∩ A(0, R0,∞)) = ∞.
2
2.4 Anwendungen für Funktionen der Form f = P · g,
wobei P ein reelles Polynom und g ∈ LP ist
Mit Hilfe von Hauptsatz 1 (Satz 2.3.1) lässt sich ein analoges Ergebnis für Funktionen,
die aus einem Produkt von Funktionen aus der Laguerre-Pólya-Klasse und einem reellen
Polynom bestehen, erzielen. Im Beweis von Satz 2.3.1 konnten wir in dem Fall, dass
Nf |U zu einem endlichen Blaschkeprodukt konjugiert ist, elementar nachrechnen, dass U
höchstens endlich viele kritische Punkte von Nf enthält. Der Grund dafür war, dass die
Ableitung von LP-Funktionen wiederum eine LP- Funktion ist , und dass die logarith-
mische Ableitung von LP-Funktionen auf der reellen Achse streng monoton fallend ist.
Betrachtet man ein Produkt aus einem Polynom und einer LP-Funktion, so ist die Ablei-
tung davon im Allgemeinen keine LP- Funktion. Folglich steht im Gegensatz zum Beweis
von Satz 2.3.1 das Hilfsmittel der Monotonie nicht zur Verfügung. Mit Hilfe eines Satzes
vom Borel (Satz 2.2.2) können wir zeigen, dass U höchstens endlich viele kritische Punkte
von Nf enthält.
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Polynom und g ∈ LP ist 43
Satz 2.4.1 Es sei g ∈ LP und P ein reelles Polynom. Ferner sei f = P · g. Es sei
z0 ∈ C eine Nullstelle von f und U der unmittelbare Einzugsbereich von z0 bezüglich Nf .
Dann gilt
area (U) = ∞.
Beweis: Wir gehen analog zum Beweis von Satz 2.3.1 vor. Es seiK3 ∈ R>0 die Konstante
aus Lemma 2.1.7. Die Funktion f = g · P ist reell und hat nur endlich viele nicht reelle
Nullstellen. Weiter gilt mit Hilfe von Lemma 2.1.7∣∣∣∣f ′(z)f(z)
∣∣∣∣ ≤ ∣∣∣∣g′(z)g(z)
∣∣∣∣+ ∣∣∣∣P ′(z)P (z)
∣∣∣∣ ≤ K|z|
für eine Konstante K ∈ R≥K3 und alle z ∈ C mit |z| ∈ {[Rk/2, Rk] \Bk : k ∈ N}, wobei
(Rk)k∈N die Folge aus Lemma 2.1.6 und Bk ⊂ R mit meas(Bk) ≤ 14Rk für alle k ∈ N ist.
Zusätzlich zu den reellen Nullstellen können auch nicht reelle Nullstellen auftreten. Mit
Hilfe von Lemma 2.2.3 folgt, dass f ′ und f ′′ nur endlich viele nicht reelle Nullstellen haben.
Wir erhalten dadurch, dass der Fall, dass U höchstens endlich viele kritische Punkte von
Nf und keine transzendente Singularität von Nf enthält, analog zum Beweis von Satz
2.3.1 funktioniert. Ebenfalls analog zur Argumentation im Beweis von Satz 2.3.1 folgt,
dass U höchstens endlich viele kritische Punkte von f enthält. Mit Hilfe von Satz 2.2.2
erhalten wir, dass U höchstens endlich viele kritische Werte von Nf enthält.
2
Man kann Satz 2.4.1 in einer allgemeineren Variante beweisen. Für den Beweis von
Satz 2.4.1 benötigt man nicht, dass die Funktion g aus der Laguerre-Pólya-Klasse ist. Es






ist und logM(r, g) ≤ Kr2 und für alle hinreichend großen r ∈ R>0 mit einer Konstanten
K ∈ R>0 gilt. Funktionen, die diese Voraussetzung erfüllen, haben die Gestalt
g(z) = exp
(















für alle z ∈ C, wobei a, b, c ∈ R, n ∈ N und (ak)k∈N die Nullstellen von g sind. Im
Gegensatz zu Funktionen aus der Laguerre-Pólya-Klasse ist also auch der Fall a > 0
erlaubt. Es gilt somit der folgende Satz.
Satz 2.4.2 Es sei g : C → C eine transzendente ganze Funktion mit g(R) ⊂ R. Es




<∞. Ferner existiere eine Konstante K ∈ R>0 mit logM(r, g) ≤ Kr2 für alle
hinreichend großen r ∈ R>0. Es sei P ein reelles Polynom und f = P · g. Des Weiteren
sei z0 ein Fixpunkt von Nf und U der zugehörige Einzugsbereich von z0. Dann gilt
area (U) = ∞.
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2.5 Anwendungen für reelle Funktionen, deren Ord-
nung kleiner als zwei ist
Durch ein ähnliches Vorgehen wie im Beweis von Satz 2.3.1 erhalten wir unseren zweiten
Hauptsatz, der eine Abschätzung der Größe der Einzugsbereiche von reellen Funktionen
liefert, deren Ordnung kleiner als zwei ist. Im Gegensatz zu Satz 2.4.1 gibt Hauptsatz 2
eine explizite Schranke für die Größe der Einzugsbereiche nach unten. Der Grund dafür
ist, dass wir uns auf Funktionen beschränken, deren Ordnung kleiner als zwei ist.
Satz 2.5.1 (Hauptsatz 2) Es sei f eine reelle transzendente ganze Funktion endlicher
Ordnung ρ ∈ R≥0, welche nur endlich viele nicht reelle Nullstellen habe. Es sei z0 ∈ C
eine Nullstelle von f und U der unmittelbare Einzugsbereich von z0 bezüglich Nf . Weiter
sei ε ∈ R>0. Dann existiert eine Konstante R0 ∈ R>0 derart, dass
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
für alle R ∈ R>2R0 gilt. Insbesondere gilt
area (U) = ∞,
falls ρ < 2 ist.
Beweis: Es sei n ∈ N die Anzahl der nicht reellen Nullstellen und es seien a1, . . . , an die
nicht reellen Nullstellen von f . Wir definieren
g : C→ C , g(z) 7→ f(z)∏n
k=1 (z − ak)
.
Es ist dann g ∈ LP . Wir gehen nun analog zum Beweis von Satz 2.3.1 vor. Enthält
U nur endlich viele kritische Punkte und keine transzendente Singularität von Nf , so ist
nach Satz 2.2.1 Nf |U konjugiert zu einem endlichen Blaschkeprodukt. Da die Ordnung
von f kleiner als zwei ist, folgt dann mit Satz 2.2.4, dass eine Konstante R0 ∈ R>0 derart
existiert, dass
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
für alle R ∈ R>2R0 gilt. Analog zu dem Beweis von Satz 2.3.1 erhalten wir, dass U
höchstens endlich viele kritische Punkte vom Nf enthält. Daher kann in dem Fall, dass
U eine transzendente Singularität oder unendlich viele kritische Punkte enthält, nur der
Fall auftreten kann, dass U eine direkte Singularität enthält. Für alle r ∈ R>0 seien
br := U ∩ {z ∈ C : |z| = r}, rθ(r) das lineare Maß von br und
θ˜(r) :=
{
θ(r) , falls ∂D(0, r) 6⊂ U
∞ , falls ∂D(0, r) ⊂ U .
Wir setzen 1
rθ˜(r)
:= 0 sei, falls rθ˜(r) =∞ ist. Analog zu dem Beweis erhalten wir
area (U ∩ A(0, R0, R)) ≥
κR∫
R0
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für R→∞. Also existiert eine Konstante K ∈ R>0 mit
area (U ∩ A(0, R0, R)) ≥ KR2−ρ−ε
für alle R ∈ R>2R0 . Führen wir die gleiche Rechnung mit einem geeigneten ε˜ < ε anstelle
von ε durch, so erhalten wir
area (U ∩ A(0, R0, R)) ≥ R2−ρ−ε
2
2.6 Eine Diskussion der Ergebnisse
Eine offensichtliche Frage ist die, ob die Bedingung der Beschränktheit der Ordnung
durch zwei notwendig ist, um eine quantitative Abschätzung der Größe der Einzugs-
bereiche von Fixpunkten des Newtonverfahrens zu erzielen. Für Funktionen, der Form
f(z) = P (z) · exp (Q(z)), wobei P und Q Polynome sind und der Grad von Q mindestens
drei ist, bewies Mako E. Haruta [12], dass jeder Einzugsbereich eines Fixpunktes des New-
tonverfahrens endlich ist. Das bedeutet, dass für Funktionen, deren Ordnung mindestens
drei ist, die Flächeninhalte der Einzugsbereiche im Allgemeinen nicht unendlich sind. Es
bleibt daher zu untersuchen, ob die Grenze, dass die Ordnung der betrachteten Funktion
maximal zwei beträgt, scharf ist.
Dazu betrachten wir eine ganze transzendente Funktion f der Ordnung ρ ∈ R>0, die
die Eigenschaften f(R) ⊂ R und n(r, 0) = brρc für alle r ∈ R>0 erfüllt. Dies ist gemäß




Ajk := area (A(zj) ∩ A(0, Rk, Rk+1))
für alle k ∈ N und j ∈ N≤k, wobei zj die Nullstellen von f in B(0, Rk) und A(zj) die







Dann ist Ak der durschnittliche Flächeninhalt der Einzugsbereiche von Nullstellen im
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Die Reihe in (2.34) konvergiert genau dann, wenn ρ > 2 ist.
Eine weitere Frage, die sich stellt, ist die nach der Notwendigkeit der weiteren Voraus-
setzungen, die wir an die Funktionen gestellt haben, die wir betrachten. So fordern wir,
dass unsere Funktion die reelle Achse auf die reelle Achse abbildet. Dieses ist eine rein
technische Voraussetzung. Zusammen mit der Forderung, dass unsere Funktion nur end-
lich viele nicht reelle Nullstellen besitzt, liefert sie, dass entweder der Einzugsbereich eines
Fixpunktes der Newtonfunktion eine direkte Singularität enthält, oder dass die Newton-
funktion eingeschränkt auf den Einzugsbereich zu einem Blaschkeprodukt konjugiert ist.
Es ist nicht klar, ob die Aussagen, die wir in dieser Arbeit zeigen, gelten, wenn man auf
diese Voraussetzung verzichtet. Es erscheint allerdings plausibel, dass die Einzugsbereiche
von Nullstellen beim Newtonverfahren für alle Funktionen der Ordnung kleiner als zwei




Verzeichnis der verwendeten Symbole
N die natürlichen Zahlen
N0 N ∪ {0}
Q die rationalen Zahlen
R die reellen Zahlen
R>0 die positiven reellen Zahlen
C die komplexen Zahlen
Cˆ C ∪ {∞}
A(a, r, R) {z ∈ C : r < |z − a| < R}
Br(a) {z ∈ C : |z − a| < r}
B̂r(a)
{
z ∈ Cˆ : χ(a, z) < r
}
, wobei χ die sphärische Metrik auf Cˆ sei
D {z ∈ C : |z| < 1}
X Abschluss der Menge X
∂X Rand der Menge X
dist(z, U) inf{|z − w| : w ∈ U} für z ∈ C und U ⊂ C
d̂ist(z, U) inf{χ(z, w) : w ∈ U} für z ∈ Cˆ und U ⊂ Cˆ,
wobei χ die sphärische Metrik auf Cˆ sei
area(U) Lebesgue’sche Maß der Menge U ⊂ C
diam(U) Durchmesser der Menge U ⊂ C
d̂iam(U) Durchmesser der Menge U ⊂ Cˆ bezüglich der sphärischen Metrik
meas(A) Lebesgue’sche Maß der Menge A ⊂ R
ρU hyperbolische Metrik auf U
%U Dichte der hyperbolischen Metrik auf U
ρ Ordnung einer Funktion
F(f) Fatoumenge von f
J (f) Juliamenge von f
LP die Laguerre-Pólya-Klasse
Nf Newtonfunktion für eine ganze Funktion f
M(r, f) max{|f(z)| : |z| = r} für eine ganze Funktion f
N(r, a) Nevanlinnasche Anzahlfunktion für eine meromorphe Funktion f
m(r, f) Nevanlinnasche Schmiegungsfunktion für eine meromorphe Funktion f
T (r, f) Nevanlinnasche Charakteristik für eine meromorphe Funktion f
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