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Résumé
Soit WN une sous-algèbre de Borel quantiée de Uq(sl(2,C)), spéialisée en
une raine de l'unité ω = exp(2ipi/N) d'ordre impair N > 1. On montre que
les 6j-symboles des représentations yliques de WN sont des représentations
de l'élément anonique d'une extension onvenable du double de Heisenberg
de WN . Cet élément anonique est un q-dilogarithme tordu. En partiulier,
on donne des formules expliites pour es 6j-symboles, et on en onstruit des
symmétrisations tétrahédrales partielles, les -6j-symboles. Les -6j-symboles
sont à la base de la onstrution des invariants hyperboliques quantiques de
3-variétés.
Abstrat
Let WN be a quantized Borel subalgebra of Uq(sl(2,C)), speialized at a
primitive root of unity ω = exp(2ipi/N) of odd order N > 1. One shows
that the 6j-symbols of yli representations of WN are representations of the
anonial element of a ertain extension of the Heisenberg double of WN . This
anonial element is a twisted q-dilogarithm. In partiular, one gives expliit
formulas for these 6j-symbols, and one onstruts partial symmetrizations of
them, the -6j-symboles. The latters are at the basis of the onstrution of
the quantum hyperboli invariants of 3-manifolds.
1 Introdution
Réemment, l'auteur a onstruit en ollaboration ave R. Benedetti une nouvelle
famille d'invariants à valeurs omplexes, les invariants hyperboliques quantiques
(IHQ), pour des triplets (M,L, ρ), où M est une 3-variété fermée orientée, L ⊂ M
est un entrelas plongé, et ρ est un bré prinipal et plat surM , de groupe strutural
un sous-groupe de Borel de SL(2,C) [BB℄. La partie algébrique de ette onstrution
repose sur les propriétés des 6j-symboles des représentations yliques d'une sous-
algèbre de Borel quantiée WN de Uq(sl(2,C)), spéialisée en une raine de l'unité
ω = exp(2iπ/N) d'ordre impair N > 1. (Dorénavant, on nommera es 6j-symboles
les 6j-symboles yliques). Ces propriétés des 6j-symboles yliques, dont la forme
partiulière de leur équation de pentagone, avaient été déouvertes par L. Faddeev
et R. Kashaev, et annonées dans [K1, K2, K3℄.
Dans et artile on donne des preuves de es propriétés, qu'on déduit du résultat
suivant (impliitement suggéré dans [K2℄) : on montre que les 6j-symboles yliques
sont des représentations de l'élément anonique d'une extension onvenable du dou-
ble de Heisenberg deWN . Les doubles de Heisenberg (ddH) de bigèbres assoiatives
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et oassoiatives ont été introduits en théories des algèbres d'opérateurs [BS, Nov℄ et
des systèmes intégrables [AM, STS, Lu℄. Le ddH d'un groupe quantique Uq(g) (où g
est une algèbre de Lie omplexe et de dimension nie) est une algèbre assoiative qui
peut être interprétée omme une déformation du bré otangeant T ∗(G) du groupe
de Lie G assoié à Uq(g) [STS℄. Il est onnu que les ddH gouvernent la struture de
ertaines atégories monoïdales [CR, St, Mil, Dav℄. Notre résultat montre que ei
reste vrai pour les représentations yliques de WN . Deux faits sont remarquables
ii : on obtient des solutions à paramètres de l'équation du pentagone, et l'élément
anonique du ddH onsidéré est, à un fateur près, une version tronquée d'un q-
dilogarithme (que nous appellerons un dilogarithme ylique). Par soui de larté,
on prouve tous les résultats diretement utilisés. Le omportement asymptotique
des 6j-symboles sera onsidéré dans un futur artile.
La struture de l'artile est la suivante. Les deux premières setions ontiennent des
résultats préliminaires. Au 2, on établit un paramétrageΨ des représentations irré-
dutibles et yliques deWN dans un sous-groupe de Borel de SL(2,C) (Proposition
2.4) ; au 3, on dérit quelques propriétés du q-dilogarithme.
Au 4, on onstruit les doubles de Heisenberg Hh(b(2,C)) et Hω des algèbres
Uh(b(2,C)) et WN respetivement (Proposition 4.5 et Dénition 4.6). On mon-
tre que l'élément anonique Rh de Hh(b(2,C)) détermine un opérateur Rω sur une
extension onvenable de Hω. Au 5 on dérit les opérateurs de Clebsh-Gordan et
les 6j-symboles des suites régulières de représentations yliques de WN (i.e. les
6j-symboles yliques) omme représentations yliques de Rω (Proposition 5.4 et
Corollaire 5.8). On en donne aussi des formules expliites, néessaires dans la setion
suivante (Propositions 5.1 et 5.7).
Au 6, on onstruit des symmétrisations partielles des 6j-symboles, les -6j-symboles.
Ces derniers sont des opérateurs dénis sur des tétraèdres déorés, i.e. munis de
ertaines strutures supplémentaires, et sont à la base de la onstrution des IHQ
[BB℄. On alule les relations de symmétrie tétraèdrales des -6j-symboles et on
prouve quelques unes de leurs équations fontionnelles remarquables, dont l'équa-
tion du pentagone étendue.
Remeriements. Ce travail doit beauoup aux onseils et ritiques de Franis
Bonahon et Christian Kassel.
2 Les représentations yliques irrédutibles deWN
Soient N ≥ 3 un entier positif impair et P ∈ N déni par :
N = 2P + 1. (1)
Dans la suite, on note ω = exp(2iπ/N) et on xe la détermination
ω1/2 = ωP+1 = − exp(iπ/N)
de sa raine arrée. On érira souvent 1/2 := P + 1 (mod N). Pour les dénitions
et propriétés élémentaires onernant les algèbres de Hopf, on renvoie le leteur à
[Kas℄ ou [CP℄.
Dénition 2.1 L'algèbre de Weyl WN est la C-algèbre assoiative et unitaire en-
gendrée par les éléments E, E−1 et D vériant les relations suivantes :
EE−1 = 1, E−1E = 1 , ED = ωDE .
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L'algèbre de Weyl est isomorphe à une sous-algèbre de Borel quantiée Uω(b(2,C))
de la forme intégrale non-restreinte et simplement onnexe de Uq(sl(2,C)), où le
paramètre de quantiation est spéialisé en la raine de l'unité q = ω [CP, 9.1.A℄.
On peut munirWN de la omultipliation, de l'antipode et de la ounité suivantes :
∆(E) = E ⊗ E , ∆(D) = E ⊗D +D ⊗ 1 ,
ǫ(E) = 1 , ǫ(D) = 0 , S(E) = E−1 , S(D) = −E−1D .
(Dans ertains ouvrages de référene [Kas, Ch. 6℄, [CP, 9.1℄, la omultipliation
∆ est dénie en permutant les produits tensoriels i-dessus). Le entre Z de WN
est engendré par EN , E−N et DN , et WN est un Z-module libre ayant pour base
l'ensemble des monmes {EsDt, 0 ≤ s, t < N} [CP, 9.2.6℄.
Dans la suite, tous les espaes vetoriels onsidérés sont omplexes. On notera
Vρ l'espae vetoriel support d'une représentation ρ : WN → End(Vρ) de WN .
Rappelons que ρ est irrédutible si Vρ est un WN -module simple, i.e. s'il n'ad-
met pas de sous-modules propres autres que {0}. On dit que ρ est ylique si
ρ(E), ρ(D) ∈ GL(Vρ).
Proposition 2.2 Les représentations irrédutibles de WN sont de dimension nie,
et le entre Z de WN y agit par multipliation salaire. Celles qui sont irrédutibles
et yliques sont de dimension maximale égale à N .
Démonstration. La seonde armation est une onséquene de la première. En
eet, omme C est algébriquement los, si ρ est une représentation irrédutible de
WN de dimension nie, alors il existe un veteur propre non nul v ∈ Vρ pour E :
Ev = λv, λ ∈ C∗ (λ est non nul ar E est inversible). La relation de ommutation
ED = ωDE implique don que E admet j valeurs propres distintes λωi, i =
0, . . . , j, où j ≤ N est le plus grand entier tel que Djv 6= 0. Une suite de veteurs
propres assoiés forme don une base d'un sous-espae vetoriel de Vρ laissé stable
par WN . Comme Vρ est simple, on a forément dim(Vρ) = j ≤ N , et lorsque ρ est
une représentation ylique on a l'égalité.
Montrons don la première armation. Soit V un WN -module simple, et Z(V )
l'algèbre des opérateurs sur V induite par l'ation du entre Z deWN . CommeWN
est un module de type ni sur Z (voir i-dessus) et que V est simple sur WN , on
obtient que V est de type ni sur Z(V ). Pour montrer que V est de dimension nie,
il sut don de prouver que Z(V ) est un orps. Considérons le radial de Jaobson
J de Z(V ) : rappelons que 'est l'ensemble des éléments r ∈ Z(V ) tels que pour tout
s ∈ Z(V ), 1− rs est inversible. Par le lemme de Nakayama [We, p. 103℄, on sait que
JV 6= V . D'autre part, si f ∈ Z(V ) est non nul, le module f(V ) est néessairement
égal à V puisque V est simple. Alors J = {0}, et il existe g ∈ Z(V ) tel que pour
tout v ∈ V on a (1− fg)(v) = 0, i.e. f est inversible. Don Z(V ) est un orps.
On observe que Z(V ) agit par multipliation salaire. En eet, omme plus haut,
tout f ∈ Z(V ) admet une valeur propre α. De plus l'appliation f − α.id est
WN -linéaire, ar f est entral ; don son noyau est un WN -sous-module de V . Par
simpliité de V , on en déduit que e noyau est V tout entier, 'est-à-dire que f =
α.id. Cei ahève la preuve de la proposition. ✷
La struture d'algèbre de Hopf deWN permet de munir la atégorie de ses représen-
tations d'un produit tensoriel assoiatif, en posant :
∀ a ∈ WN , (ρ⊗ µ)(a) = ρ⊗ µ(∆(a)) .
Soient δi,j le symbole de Kroneker mod(N), et X et Z les matries arrées de taille
N et de omposantes Xij = δi,j+1 et Zij = ω
iδi,j dans la base anonique de C
N
.
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Dénitions 2.3 i) Une suite ρ1, . . . , ρn de représentations yliques de WN est
régulière si tout produit tensoriel ρi ⊗ . . . ⊗ ρi+j , 1 ≤ i ≤ n, 1 ≤ j ≤ n − i est
ylique.
ii) Une représentation ρ de WN est standard si ρ(E) = a
2
ρZ et ρ(D) = aρyρX, où
aρ, yρ ∈ C
∗
.
iii) Si ρ est standard, la représentation onjuguée ρ∗ et la représentation inverse ρ¯
sont dénies par :
aρ¯ = 1/aρ , yρ¯ = −yρ
aρ∗ = (aρ)
∗, yρ∗ = (yρ)
∗ .
Pour deux représentations standards ρ, µ on vérie failement que
ρ⊗ µ(EN ) = ρ(EN )⊗ µ(EN ) = (aρaµ)
2N id⊗ id ,
ρ⊗ µ(DN ) = ρ(EN )⊗ µ(DN ) + ρ(DN )⊗ µ(1)
= (aρaµ)
N
(
aNρ y
N
µ +
yNρ
aNµ
)
id⊗ id ,
où 1 est l'unité de WN et id est la matrie identité de dimension N . En partiulier,
pour toute représentation standard ρ la représentation ρ ⊗ ρ¯ n'est pas ylique,
puisque D y est nilpotent. Rappelons que deux représentations ρ, µ de WN sont
équivalentes, e que l'on notera ρ ∼ µ, s'il existe un isomorphisme d'espaes veto-
riels entre Vρ et Vµ qui ommute ave l'ation de WN .
Notons C l'ensemble des représentations irrédutibles et yliques de WN .
Proposition 2.4 i) Les représentations standards sont irrédutibles et yliques,
et deux représentations standards ρ et µ sont équivalentes si et seulement si :
a2Nρ = a
2N
µ , a
N
ρ y
N
ρ = a
N
µ y
N
µ .
ii) Toute représentation ρ ∈ C est équivalente à une représentation standard.
iii) Fixons une détermination de la raine N -ième de l'unité. Si (ρ, µ) ∈ C2 est
régulière, alors ρ⊗ µ :WN → End(Vρ)⊗End(Vµ) se sinde en la somme direte de
N représentations équivalentes à la représentation standard ρµ dénie par :
aρµ = aρaµ, yρµ =
(
aNρ y
N
µ +
yNρ
aNµ
)1/N
. (2)
Démonstration. Notons b0 = {ei, i = 0, . . . , N − 1} la base anonique de C
N
.
Une représentation standard ρ est ylique, puisque ρ(EN ) et ρ(DN ) sont des mul-
tiples salaires de la matrie identité id, et elle est irrédutible, ar la relation de
ommutation ED = ωDE implique que l'ation de D sur un quelonque veteur
ei ∈ b0 engendre b0. Si deux représentations standards déterminent la même paire
(a2Nρ , a
N
ρ y
N
ρ ), elles sont néessairement obtenues l'une de l'autre par une permuta-
tion des veteurs de b0 et sont don équivalentes. Réiproquement, deux représenta-
tions standards équivalentes déterminent des polynmes minimaux identiques pour
les endomorphismes dénis par E et D, et don la même paire (a2Nρ , a
N
ρ y
N
ρ ).
Montrons le seond point. Soit ρ ∈ C. Fixons un veteur propre v ∈ Vρ de ρ(E),
de valeur propre λ ∈ C∗ ; il en existe ar C est algébriquement los. La relation
ED = ωDE implique que les valeurs propres de ρ(E) sont toutes distintes et de la
forme {λωi}, i = 0, . . . , N − 1. Soit b = {vi, i = 0, . . . , N − 1}, v0 = v, une base
de veteurs propres pour ρ(E) assoiés dans le même ordre à es valeurs propres.
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Alors la base bˆ de veteurs obtenus par transformée de Fourier des veteurs de b est
une base de veteurs propres pour ρ(D). En eet, on a :
ρ(D)vˆi =
1
N
N−1∑
l=0
ω−ilρ(D)vl =
1
N
N−1∑
l=0
ω−ilvl+1 = ω
ivˆi . (3)
Posons alors λ = a2ρ, et soit yρ ∈ C
∗
tel que ρ(DN ) = aNρ y
N
ρ idV . La relation (3)
montre que l'isomorphisme de Vρ vers C
N
déni en envoyant vi sur ei ommute
ave ρ et l'ation de WN donnée dans la dénition 2.3 ii). Don ρ est équivalente à
ette dernière représentation standard.
Finalement, montrons iii). Par ii) on peut supposer que ρ et µ sont des représen-
tations standards. Soit Vα l'espae aratéristique de ρ ⊗ µ(E) ∈ End(C
N ⊗ CN )
assoié à la valeur propre ωαa2ρµ :
Vα = Ker
(
ρ⊗ µ(E)− ωαa2ρµ id⊗ id
)
.
De façon lassique, on a un isomorphisme d'espaes vetoriels :
CN ⊗ CN ∼= ⊕α=N−1α=0 Vα .
Comme (ρ, µ) est une paire régulière et ρ ⊗ µ(D)Vα ⊂ Vα+1 à ause de la relation
ED = ωDE, l'ation de ρ⊗ µ(D) sur ette déomposition est ylique, et tous les
Vα ont la même dimension N . Considérons la base suivante de Vα :
{ui,α := vi+α ⊗ vN−i, i = 0, . . . , N − 1} .
Pour haque i, α xés, l'espae vetoriel engendré par l'ation de WN sur ui,α est
une sous-représentation de Vρ⊗Vµ de dimension N , qui est ylique et irrédutible.
Par onséquent, elle est équivalente à une représentation standard, dénie par les
raines des polynmes minimaux de ρ⊗µ(E) et ρ⊗µ(D). Les formules de ρ⊗µ(EN )
et ρ⊗µ(DN ) montrent que es raines sont égales respetivement aux salaires a2ρµ
et aρµyρµ dérits en (2), modulo une raine N -ième de l'unité. ✷
Soit B le sous-goupe de Borel de SL(2,C) des matries triangulaires supérieures.
La proposition 2.4 permet de dénir une appliation injetive Φ : C/ ∼ → B, où
Im(Φ) est l'ensemble des matries non diagonales de B et
Ψ([ρ]) =
(
aNρ y
N
ρ
0 a−Nρ
)
. (4)
De plus, pour toute paire régulière (ρ, µ) ∈ C2 on a Ψ([ρµ]) = Ψ([ρ]) ·Ψ([µ]).
Remarque 2.5 Bien que les sous-algèbres de Borel de sl(2,C) ne soient pas semi-
simples, l'existene deΨ est aussi une onséquene de la théorie de l'ation quantique
oadjointe de De Conini, Ka et Proesi [DC-P℄, [CP, 9.2,11.1℄. Pour toute algèbre
de Lie omplexe, semi-simple et de dimension nie g et toute raine de l'unité
ǫ d'ordre impair l assez grand, es derniers onstruisent un paramétrage Θ des
représentations irrédutibles de Uǫ(g), à valeurs dans un groupe de Lie. Comme
pour Ψ, le paramétrage Θ se fait par l'intermédiaire de l'ensemble Spec(Zǫ(g))
des aratères entraux de es représentations, qui sont les homomorphismes χ :
Zǫ(g) → C dénis par l'ation du entre Zǫ(g) de Uǫ(g). Ainsi, les représentations
irrédutibles et yliques de Uǫ(sl(2,C)) peuvent toutes être obtenues à partir de
produits tensoriels tordus (pull-bak) de elles de WN [DJMM, CP℄.
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3 Le q-dilogarithme
Soit C(q) le orps des frations rationnelles en une indéterminée q. Le q-dilogarithme
est la série formelle (x; q)∞ ∈ C(q)[[x]] dénie par :
(x; q)∞ =
∞∏
n=0
(1− xqn) =
∞∑
n=0
q
n(n−1)
2 (−x)n
(q)n
, avec (q)n =
(q; q)∞
(qn+1; q)∞
. (5)
On s'intéresse au q-dilogarithme d'abord omme opérateur sur l'algèbre de Weyl.
Soit Aq la C(q)-algèbre engendrée par u, v et w tels que :
uv − qvu = w , [u,w] = [v, w] = 0 . (6)
L'algèbre Aq est une extension entrale de l'algèbre de WeylWq, que l'on obtient en
posant w = 0. Considérons la omplétion q-adique Âq (resp. Ŵq), qui est l'espae
vetoriel des séries formelles en u, v et w (resp. u et v) et à oeients dans C(q).
L'ensemble {ukvlwm| k, l,m ∈ N} (resp. {ukvl| k, l ∈ N}) est une base topologique
du C(q)-module Âq (resp. Ŵq).
Lemme 3.1 On a la relation suivante dans Âq :
(u; q)∞
(
[u, v]
(1− q)
; q
)
∞
(v; q)∞ = (v; q)∞ (u; q)∞ ; (7)
ette relation devient l'équation du q-dilogarithme dans Ŵq :
(u; q)∞ (−vu; q)∞ (v; q)∞ = (v; q)∞ (u; q)∞ . (8)
La relation (8) est due à L. Faddeev et A. Volkov [Kir℄, et la relation (7) a été
annonée par Kashaev dans [K2℄ omme due à Volkov.
Démonstration. On va montrer que les deux membres de la relation (7) vérient la
même équation linéaire algébrique aux q-diérenes, lorsqu'on les onsidère omme
fontions de u. On en déduit le résultat par uniité des solutions formelles de telles
équations, et le fait que les deux membres de (7) sont égaux lorsque u = 0. On a
(v; q)∞ (u; q)∞ (qu; q)
−1
∞ (v; q)
−1
∞ = (v; q)∞ (1− u) (v; q)
−1
∞
= 1− (v; q)∞ u (v; q)
−1
∞ .
Par réurene, on vérie ave (6) que
vnu = q−nuvn − (q−1 + . . .+ q−n) wvn−1 = q−nuvn − q−n
1− qn
1− q
wvn−1
pour tout entier n ≥ 1. Supposons pour simplier que u et v sont inversibles,
d'inverses u−1 et v−1 (le résultat ne dépend pas de ette hypothèse, ar u−1 et v−1
n'apparaissent pas dans l'équation aux q-diérenes vériée par les deux membres
de (7)). Alors
(v; q)∞ u =
∞∑
n=0
q
n(n−1)
2 (−v)n
(q)n
u
=
∞∑
n=0
q
n(n−1)
2 (−1)n
(q)n
(q−nuvn − q−n
1− qn
1− q
wvn−1)
= u (q−1v; q)∞ +
wv−1
1− q
(
(v; q)∞ − (q
−1v; q)∞
)
.
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On en déduit que
(v; q)∞ (u; q)∞ (qu; q)
−1
∞ (v; q)
−1
∞ = 1−
(
u(1− q−1v) +
wv−1
1− q
(1 − (1− q−1v))
)
= 1− u+ q−1uv −
q−1w
1− q
= 1− u+ vu−
w
1− q
= 1− u−
[u, v]
1− q
.
D'autre part, on a
(u; q)∞
(
[u, v]
1− q
; q
)
∞
(v; q)∞ (v; q)
−1
∞
(
q[u, v]
1− q
; q
)−1
∞
(qu; q)−1∞
= (u; q)∞
(
1−
[u, v]
1− q
)
(qu; q)−1∞
= 1− u− (u; q)∞
[u, v]
1− q
(qu; q)−1∞ .
Comme plus haut, on vérie par réurene que
unv = qnvun +
1− qn
1− q
wun−1
pour tout entier n ≥ 1. Alors
(u; q)∞ v = v (qu; q)∞ +
wu−1
1− q
((u; q)∞ − (qu; q)∞) ,
d'où l'on obtient
(u; q)∞
[u, v]
1− q
(qu; q)−1∞ =
[u, v]
1− q
.
Par onséquent, on a
1− u− (u; q)∞
[u, v]
1− q
(qu; q)−1∞ = 1− u−
[u, v]
1− q
.
Don les deux membres de la relation (7) vérient la même équation aux q-diérenes
en u (v étant onsidéré omme paramètre) :
fv(u)−
(
1− u−
[u, v]
1− q
)
fv(qu) = 0 ,
e qui ahève la preuve. ✷
Le q-dilogarithme (5) est solution de l'équation linéaire aux q-diérenes
(1− x)f(qx) − f(x) = 0 .
Lorsque |q| < 1, (x; q)∞ onverge normalement sur tout ompat de C et dénit
une fontion entière Eq(x) que l'on peut érire sous la forme du produit inni
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(x; q)∞ =
∏∞
n=0(1 − xq
n) [R, Prop. 5.1℄. Les zéros de Eq(x) sont simples et par-
ourent {q−n, n ≥ 0}. Lorsque |q| > 1, le rayon de onvergene de (x; q)∞ est
égal à |q|, et sa somme dénit dans le disque ouvert de onvergene une fontion
holomorphe eq(x). De plus, eq(x) admet un prolongement méromorphe à C que l'on
peut érire eq(x) = Eq−1(xq
−1)−1. La fontion eq(x) n'a pas de zéros ; ses ples sont
simples et parourent {qn , n ≥ 1}. On va montrer maintenant que (x; q)∞ a des
singularités essentielles en les raines de l'unité (Proposition 3.3 i-dessous). Dans
la suite on n'utilisera pas e résultat.
Lemme 3.2 [Kir℄ Soit Li2(x; q) ∈ C(q)[[x]] la série formelle dénie par :
Li2(x; q) = log((x; q)∞) ,
où log signie son développement en série au voisinage de 1. On a :
Li2(x; q) = −
∞∑
n=1
xn
n(1− qn)
. (9)
Démonstration. La relation (x; q)∞ = (1− x)(qx; q)∞ implique
Li2(x; q) = Li2(qx; q) + log(1− x) .
En érivant Li2(x; q) =
∑∞
n=1 anx
n
ave an ∈ Q[q, q
−1], on déduit que an =
qnan −
1
n
, d'où le résultat. ✷
Soit Li2 le dilogarithme d'Euler, déni pour x ∈ [0, 1] par
Li2(x) :=
∞∑
n=1
xn
n2
= −
∫ x
0
log(1− t)
t
dt .
La représentation intégrale à droite permet de prolonger Li2 analytiquement à
C\]1;∞[. Ave (9) on voit que (q − 1)Li2(x; q) onverge formellement pour q = e
h
et h → 0, vers le développement en série de Li2(x) dans le disque unité ouvert de
C. Préisons e résultat. Rappelons que si f est une fontion à valeurs omplexe de
lasse C2n sur un intervalle [M,N ], où M et N sont des entiers distints, on a la
formule d'Euler-Ma Laurin
N∑
i=M
f(i) =
∫ N
M
f(x)dx +
1
2
(f(M) + f(N))+
=
n∑
k=1
B2k
(2k)!
(f (2k−1)(N)− f (2k−1)(M))−
∫ N
M
B2n(t)
(2n)!
f (2n)(t)dt ,
où Bk(t) est le k-ième polynme de Bernoulli, déni par
zetz
ez − 1
=
∑
k≥0
Bk(t)
k!
zk ,
et Bk := Bk(0) et Bn(t) = Bn({t}), où {t} = t (mod Z). Posons q = e
−ǫ/N2ζ, où
N ≥ 2 est un entier, ζ est une raine primitive N -ième de l'unité, et ǫ ∈ C∗ vérie
Re(ǫ) > 0. Considérons
S(x) = S(x, ǫ) = (1− x)1/2 exp(−
Li2(x)
ǫ
)
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Φ(x) = Φ(x, ζ,N)) = (1− xN )(N−1)/2N
N−1∏
k=1
(1− ζkx)−k/N ,
où les raines doivent être omprises omme leurs développements en série au voisi-
nage de x = 0. La série formelle Φ(x) dénit une fontion analytique sur le disque
unité ouvert D = {x ∈ C| |x| < 1}, qui pour tout θ ∈ R se prolonge analytiquement
à
Dθ = C \ {|x| ≥ 1, arg(x) = θ + 2πk/N, k = 0, . . . , N − 1} .
Proposition 3.3 [BR℄ Soit q = exp(−ǫ/N2)ζ, où ζ est une raine primitive N -
ième de l'unité et Re(ǫ) > 0. Pour tout nombre omplexe x tel que |x| < 1, le
q-dilogarithme (x; q)∞ a pour ǫ→ 0 le développement asymptotique
(x; q)∞ = (1 − x
N )(1−N)/2NS(xN )Φ(x)(1 +O(ǫ)) . (10)
Démonstration. On remarque d'abord que (x; q)∞ se déompose en N fateurs dont
les q-paramètres onvergent vers 1 :
(x; q)∞ =
N−1∏
k=0
∞∏
j=0
(1 − qNjqkx)
def
=
N−1∏
k=0
(xqk; qN ) . (11)
D'autre part, on a
Li2(e
αǫx) = −
∫ xeαǫ
0
log(1 − t)
t
dt
= −
∫ x
0
log(1 − eαǫu)
u
du .
Supposons que α ∈ R, α < 0, et que x ∈ D = {x ∈ C | |x| < 1}. Dans la dernière
égalité, intégrons le long d'un hemin γ de (C \ ]1;∞[) ∩ D allant de 0 à x. Alors
u ∈ D et
log(1− eαǫu) = log(1− (1 + αǫ +O(ǫ2))u)
= log(1− u− ǫ(αu+O(ǫ)u)) .
Posons h(ǫ, u) = ǫ(αu+O(ǫ)u) . On a
log(1 − eαǫu) = log(1− u)−
h(ǫ, u)
1− u
+O(h(ǫ, u)2) .
Comme h(ǫ, u) = O(ǫ), en utilisant la dénition expliite de h et en intégrant le
long du hemin γ (haque intégrale étant dénie) on trouve pour tous x ∈ D et
α < 0 :
Li2(e
αǫx) = Li2(x) + αǫ
∫ x
0
du
1− u
+O(ǫ2)
= Li2(x)− αǫ log(1− x) +O(ǫ
2) ,
exp(
−Li2(e
αǫx)
ǫ
) = (1− x)α exp(
−Li2(x)
ǫ
)(1 +O(ǫ)) . (12)
Appliquons la formule d'Euler-Ma Laurin au logarithme de (x; e−ǫ)∞, aveM = 0
et N → ∞. Comme Re(ǫ) > 0, pour tous x ∈ D et t ∈ [0;∞[, on a |xe−ǫt| < 1.
Don
log
(
(x; e−ǫ)∞
)
=
∞∑
n=0
log(1−xe−ǫn) =
∫ ∞
0
log(1−xe−ǫt) dt+
1
2
log(1−x)+O(ǫ) .
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On remarque que
d log(1 − xe−ǫt)
dt
= ǫ
xe−ǫt
1− xe−ǫt
= O(ǫ)
et de même pour les dérivées suessives de log(1− xe−ǫt). Comme∫ ∞
0
log(1− xe−ǫt) dt = −
1
ǫ
∫ 0
x
log(1− u)
u
du ,
on a le développement asymptotique
∀ x ∈ D, (x; e−ǫ)∞ = S(x)(1 +O(ǫ)) , ǫ→ 0 .
On obtient don pour ǫ→ 0 et x ∈ D :
(xqk; qN)∞ = S(e
−kǫ/N2ζkx)(1 +O(ǫ)) ,
= (1− xζk)1/2−k/N exp(
−NLi2(xζ
k)
ǫ
)(1 +O(ǫ)) .
Dans la seonde égalité, on utilise (12) ave α = −k/N . Alors pour ǫ→ 0 et x ∈ D,
(11) donne
(x; q)∞ = (1− x
N )1/2
N−1∏
k=1
(1− ζkx)−k/N exp(−N
N−1∑
k=0
Li2(ζ
kx)
ǫ
)(1 +O(ǫ)) .
Lorsque |x| < 1, on a la élèbre relation
N
N−1∑
k=0
Li2(ζ
kx) = N
N−1∑
k=0
∑
n≥1
xnζkn
n2
= N
∑
n≥1
xn
n2
N−1∑
k=0
ζkn =
∑
j≥1
xNj
j2
= Li2(x
N ) ,
où l'on remarque que
∑N−1
k=0 ζ
kn
est non nul si et seulement si N divise n. Cei
ahève la preuve de la proposition. ✷
Considérons la spéialisation en q = exp(−ǫ/N2)ζ de Ŵq. De façon lassique, on
peut dénir Ŵq omme quantiation par déformation de Ŵζ [CP, 6℄ : le rohet
de Poisson du entre Z(Ŵζ) de Ŵζ et son ation de Poisson sur Ŵζ sont dénis par
{a¯, b¯} = lim
ǫ→0
ab− ba
ǫ
,
où a, b ∈ Ŵq, a¯ ≡ a mod(ǫ) et b¯ ≡ b mod(ǫ), et a¯ ou b¯ est dans Z(Ŵζ). La
proposition 3.3 implique que Φ est la omposante non abélienne de l'ation de
(x; q)∞ pour q → ζ. On a l'analogue ylique suivant de la dénition de (x; q)∞
omme produit inni.
Lemme 3.4 Posons r(x) = (1 − xN )1/N . Pour tout x ∈ D0, x 6= ω
j
ave j =
1, . . . , N , et k ∈ {0, . . . , N − 1}, on a l'identité :
Φ(xζk) = Φ(x)
k−1∏
j=0
ζr(x)
1− xζj
.
Démonstration du lemme. Dans la dénition de Φ(x), le fateur (1 − xN )(N−1)/2N
ne pose pas de problème pour prouver l'identité. Posons don
Φ′(x) =
N−1∏
j=1
(1− xζj)−j/N .
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On a
(Φ′(xζk))N =
N−1∏
j=1
(1− xζkζj)−j
=
N−1∏
j=1
(1− xζk+j)k
N−1∏
j=N−k+1
(1 − xζk+j)−(k+j)
×
N−k∏
j=1
(1 − xζk+j)−(k+j)
=
(
1− xN
1− xζk
)k ( k−1∏
l=1
(1− xζl)−l
k−1∏
l=1
(1− xζl)−N
)
N∏
l=k+1
(1− xζl)−l
= (Φ′(x))N (1− x)−N (1− xN )k
k−1∏
l=1
(1− xζl)−N
= (Φ′(x))N
k−1∏
j=0
(1− xN )
(1− xζj)N
.
D'autre part, lorsqu'on passe dans le sens positif à travers la oupure de D0 partant
du point exp(2iπk/N) = ζk, on hange de détermination de la raine N -ième et la
valeur de Φ′ est multipliée par ζk. D'où le résultat. ✷
Dans [BR℄, V. Bazhanov et N. Reshetikhin ont montré que lorsque q → ζ, le terme
dominant en 1/ǫ de l'équation du q-dilogarithme (8) se sinde en deux équations
fontionnelles plus élémentaires. La première est l'identité de Rogers [Kir℄, obtenue
sur Z(Ŵζ) à l'aide de S(x). La seonde est dérite dans le théorème suivant ; on en
prouvera une version équivalente au 4.2.3.
Soient α et β deux nombres omplexes non nuls, et Hζ(α, β) le quotient de Ŵζ par
l'idéal engendré par (uN − αN ) et (vN − βN ) ; on a dimC(Hζ(α, β)) = N
2
.
Théorème 3.5 [BR, Th. 3.3℄ La limite semi-lassique pour ǫ→ 0 de l'équation du
q-dilogarithme sur Ŵq, où q = exp(−ǫ/N
2)ζ, Re(ǫ) > 0, et ζ est une raine primi-
tive N -ième de l'unité, induit l'équation du dilogarithme ylique sur Hζ(α, β) :
Φ(v) Φ(u) = Φ
(
u
(1− βN )
1
N
)
Φ
(
−vu
(1− αN − βN )
1
N
)
Φ
(
v
(1− αN )
1
N
)
.
✷
4 Le double de Heisenberg de WN
Cette setion est organisée omme suit. Au 4.1, on onstruit le double de Heisenberg
Hh(b(2,C)) de la QUE-algèbre Uh(b(2,C)), et on dérit son élément anonique Rh à
l'aide du q-dilogarithme (Proposition 4.5). Au 4.2, on onsidère une forme intégrale
Hq de Hh(b(2,C)), et lorsque q est une raine primitive N -ième de l'unité, on dérit
l'opérateur Rω induit par Rh sur (une extension onvenable de) Hq. On dérit
expliitement la partie q-dilogarithmique de Rω au 4.2.3.
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4.1 Hh(b(2,C)) et son élément anonique
On ommene par rappeler les propriétés élémentaires des doubles de Heisenberg
[BS, K2, STS℄.
Soit A = (1, ǫ,m,∆, S) une algèbre de Hopf unitaire sur un anneau k, où l'on note
respetivement 1, ǫ, m, ∆ et S l'unité, la ounité, la multipliation, la omultiplia-
tion et l'antipode de A. Si A est de dimension innie, on suppose que k = C[[h]] est
l'anneau des séries formelles sur C d'indéterminée h, et que A = Uh(g) est l'algèbre
enveloppante quantique (QUE) d'une algèbre de Lie omplexe g de dimension nie
[Kas, 16-17℄, [CP, 6-8℄. Tous les produits tensoriels érits i-dessous sont dénis
sur k, et lorsque A = Uh(g), ils sont impliitement omplétés dans la topologie
h-adique.
De façon lassique, si A est de dimension nie on peut munir le k-module dual
A∗ = Hom(A, k) d'une struture de bigèbre duale A∗ = (ǫ∗, 1∗,∆∗,m∗, S∗) ave
〈x,m(a⊗ b)〉 = 〈m∗(x), a⊗ b〉 , 〈x ⊗ y,∆(a)〉 = 〈∆∗(x ⊗ y), a〉
〈x, 1〉 = 1∗(x) , 〈ǫ∗, a〉 = ǫ(a) , 〈x, S(a)〉 = 〈S∗(x), a〉 ,
où 〈 , 〉 : A∗ ⊗ A → k désigne une appliation k-bilinéaire non dégénérée, et a,
b ∈ A et x, y ∈ A∗. Lorsque A = Uh(g) il existe une notion de QUE-dual que l'on
notera aussi A∗ = U∗h(g) [CP, 6.3.D-8.3℄. Le QUE-dual U
∗
h(g) est une QUE-algèbre
isomorphe à Uh(g) en tant que C[[h]]-module, et sa struture d'algèbre de Hopf est
duale de elle de Uh(g) dans le même sens que i-dessus. (La limite lassique de
U∗h(g) au sens des quantiations d'algèbres de o-Poisson Hopf est une bigèbre de
Lie duale de g). Nous dérirons plus loin en détail le QUE-dual d'une algèbre de
Borel quantiée Uh(b(2,C)).
Fixons une fois pour toute un rohet de dualité 〈 , 〉 entre A et A∗. Soient {eα}α
et {eβ}β des bases (topologiques) duales de A et A
∗
: 〈eβ , eα〉 = δ
β
α (δ désigne
le symbole de Kroneker). Pour tout a ∈ A, notons eva : A
∗ → k le morphisme
d'évaluation en a assoié au rohet 〈 , 〉 :
∀ x ∈ A∗, eva(x) = 〈x, a〉 .
Soient πA : A→ Endk(A
∗) l'homomorphisme déni par
∀ a ∈ A, πA(a) = (id⊗ eva) m
∗ ,
et πA∗ : A
∗ → Endk(A
∗) l'ation par multipliation à gauhe.
Dénition 4.1 Le double de Heisenberg H(A) est la k-sous-algèbre de Endk(A
∗)
(topologiquement) engendrée par l'image des homomorphismes πA et πA∗ .
En utilisant 〈 , 〉, les onstantes de strutures (i.e. les oeients dans les expressions
suivantes) de A∗ et A sont
m(eα ⊗ eβ) =
∑
γ
mγα,β eγ , ∆(eα) =
∑
β,γ
∆β,γα eβ ⊗ eγ ,
∆∗(eα ⊗ eβ) =
∑
γ
∆α,βγ e
γ , m∗(eα) =
∑
β,γ
mαβ,γ e
β ⊗ eγ . (13)
Lemme 4.2 La k-algèbre assoiative (topologiquement) engendrée par les éléments
{eα}α et {e
β}β vériant les relations
eαeβ =
∑
γ
mγα,β eγ , e
αeβ =
∑
γ
∆α,βγ e
γ ,
eαe
β =
∑
ρ,γ,σ
mβρ,γ ∆
γ,σ
α e
ρeσ (14)
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est isomorphe à H(A).
Démonstration. Les deux premières relations sont évidentes, elles sont obtenues en
omettant de noter m, ∆∗. Les ations de A et A∗ sur le k-module A∗, assoiées
respetivement aux homomorphismes πA et πA∗ , sont dérites dans les bases {eα}α
et {eα}α par
eα(e
β) = (id⊗ eveα) m
∗(eβ) , eα(eβ) = ∆∗(eα ⊗ eβ) , (15)
e qui s'érit matriiellement
(eα)i,j = m
j
i,α , (e
α)i,j = ∆
α,j
i .
Maintenant, remarquons que (eαe
β)i,j =
∑
km
k
i,α ∆
β,j
k . Par dénition, la omulti-
pliation ∆ est un morphisme d'algèbre : ∆ ◦m = (m⊗m) ◦ p23 ◦ (∆ ◦∆) (où p23
est la permutation des deuxièmes et troisièmes fateurs tensoriels). En termes de
onstantes de strutures, ela donne
(eαe
β)i,j =
∑
k
∆β,jk m
k
i,α =
∑
ρ,γ,σ,k
mβρ,γ m
j
k,σ ∆
ρ,k
i ∆
γ,σ
α =
∑
ρ,γ,σ
mβρ,γ ∆
γ,σ
α (e
ρeσ)i,j .
On en déduit la troisième relation. ✷
En utilisant ette présentation de H(A), on vérie immédiatement que son élément
anonique
R =
∑
γ
eγ ⊗ e
γ ∈ H(A)⊗H(A)
satisfait pour tout α les égalités :
(1 ⊗ eα) R = R ∆(eα) , R (e
α ⊗ 1) = m∗(eα) R ,
R12 R13 R23 = R23 R12 , (16)
où R12 = R ⊗ 1, R23 = 1 ⊗ R, et... La dernière identité est appelée l'équation
du pentagone. Les deux autres permettent de dénir des omultipliations sur les
images de représentations de A et A∗, et don des opérateurs de Clebsh-Gordan
(f. Remarque 5.9). Notons que les relations (15) impliquent
(πA ⊗ πA∗)(R) = (ǫ
∗ ⊗∆∗) (m∗ ⊗ ǫ∗) ∈ Endk((A
∗)⊗2) .
(Rappelons que ǫ∗ est l'unité de A∗). L'antipode S de A permet d'inverser (πA ⊗
πA∗)(R) :
(πA ⊗ πA∗)(R)
−1 = (ǫ∗ ⊗∆∗) (ǫ∗ ⊗ S∗ ⊗ ǫ∗) (m∗ ⊗ ǫ∗) ,
où S∗ est l'antipode de A∗. Enn, on peut dénir pour les doubles de Heisenberg
un analogue de la méthode FRT, qui permet de onstruire des bigèbres otressées à
partir de solutions inversibles de l'équation de Yang-Baxter quantique [Kas, 8℄. On
aboutit alors au théorème suivant. Pour sa preuve, on renvoie le leteur à [Dav, Th.
5.7℄, qui donne un énoné plus général pour des solutions de l'équation du pentagone
sur des modules de Hopf quelonques.
Théorème 4.3 [Dav, Th. 5.7℄ Soit (A, 1, ǫ,m,∆) omme i-dessus. L'image (πA⊗
πA∗)(R) de l'élément anonique de H(A) dans Endk((A
∗)⊗2) est l'unique solution
de l'équation du pentagone. Les relations (16) vériées par (πA⊗πA∗)(R) dénissent
la struture d'algèbre de H(A).
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Convention 4.4 Dans la suite, pour des raisons tehniques (essentiellement pour
pouvoir inverser h dans la proposition 4.5), on a besoin d'introduire le orps des
frations C((h)) de C[[h]], qui est un anneau intègre. Une algèbre topologique A sur
C[[h]] sera don onsidérée omme C((h))-module C((h)) ⊗C[[h]] A .
On va maintenant onstruire expliitement le double de Heisenberg Hh(b(2,C))
de A = Uh(b(2,C)). La sous-algèbre de Borel quantiée positive Uh(b(2,C)) de
Uh(sl(2,C)) est la C((h))-QUE-algèbre de Hopf topologiquement engendrée sur
C[[h]] par H et D vériant la relation HD − DH = D, et munie des omulti-
pliations et antipodes dénies par [CP, 6.4℄, [Kas, 17℄ :
∆(H) = H ⊗ 1 + 1⊗H , ∆(D) = 1⊗D +D ⊗ ehH ,
S(H) = −H , S(D) = −De−hH , ǫ(H) = ǫ(D) = 0 , ǫ(1) = 1 .
(On note 1 l'unité de Uh(b(2,C)) et de C((h))). La C((h))-algèbre QUE-duale
U∗h(b(2,C)) de Uh(b(2,C)) est isomorphe en tant qu'algèbre de Hopf topologique
sur C[[h]] à la sous-algèbre de Borel quantiée négative de Uh(sl(2,C)), munie de la
omultipliation opposée [CP, Prop. 8.3.2℄. Don U∗h(b(2,C)) est topologiquement
engendrée sur C[[h]] par H¯ et D¯ vériant la relation H¯D¯ − D¯H¯ = −hD¯, ave :
∆(H¯) = H¯ ⊗ 1 + 1⊗ H¯ , ∆(D¯) = 1⊗ D¯ + D¯ ⊗ e−H¯ ,
S(H¯) = −H¯ , S(D¯) = −D¯eH¯ , ǫ(H¯) = ǫ(D¯) = 0 , ǫ(1) = 1 .
Clairement, l'appliation : H¯ → −hH , D¯ → D est un isomorphisme des C((h))-
algèbres topologiques U∗h(b(2,C)) et Uh(b(2,C)).
Proposition 4.5 Le double de Heisenberg Hh(b(2,C)) de Uh(b(2,C)) est isomor-
phe à la C((h))-algèbre topologiquement engendrée sur C[[h]] par H, D, H¯ et D¯
satisfaisant les relations :
HD −DH = D , H¯D¯ − D¯H¯ = −hD¯ ,
HH¯ − H¯H = 1 , DH¯ = H¯D ,
HD¯ − D¯H = −D¯ , DD¯ − D¯D = (1 − q) ehH avec q = e−h .
Pour ette présentation, son élément anonique s'érit
Rh = e
H⊗H¯ (D ⊗ D¯; q)−1∞ .
Démonstration. Soit em,n = H
mDn/m!(q)n une base linéaire de Uh(b(2,C)), et
onsidérons la base duale em,n = H¯mD¯n pour le rohet de dualité 〈em,n, e
k,l〉 =
δm,k δn,l. En utilisant la dénition de Hh(b(2,C)) par les relations (14), et notam-
ment la troisième d'entre elles, on trouve le résultat suivant.
Les seules onstantes de struture du type ∆x,yD et m
H
z,x qui sont simultanément
non nulles sont ∆1,DD = 1 et m
H
H,1 = 1. Comme H¯ est dual à H , on en déduit que
DH¯ = H¯D.
De même, les paires (∆x,yH ,m
D
z,x) simultanément non nulles sont (∆
1,H
H ,m
D
D,1) =
(1, 1) et (∆H,1H ,m
D
D,H) = (1,−1). Comme on a évidemment m
D
D,1 = m
D(1−q)−1
D(1−q)−1,1,
que la transformation D → D(1 − q)−1 n'aete ni la valeur de ∆1,HH ni elle de
∆H,1H , et que D¯ est dual à D(1− q)
−1
, on trouve don HD¯ = D¯H− D¯.1 = D¯H− D¯.
Pour la relation HH¯ − H¯H = 1, on proède de même. Par ontre, la dernière
relation montre l'importane du hoix des bases duales pour obtenir des relations
agréables : les paires (∆x,yD ,m
D
z,x) simultanément non nulles sont (∆
1,D
D ,m
D
D,1) =
(1, 1) et (∆D,e
hH
D ,m
D
1,D) = (1, 1). Mais ii on a ∆
D,ehH
D = (1 − q)∆
D(1−q)−1,ehH
D , et
omme D¯ est dual à D(1− q)−1 on obtient DD¯ = D¯D − (1− q) ehH .
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Montrons que la formule proposée pour Rh vérie l'équation du pentagone (16).
Par le théorème 4.3, on en déduira que Rh, onsidéré omme endomorphisme sur le
k-module (A∗)⊗2 = (U∗h(b(2,C)))
⊗2
, est l'élément anonique de Hh(b(2,C)). Dans
la suite, pour simplier, on note Hi, H¯i, Di, D¯i l'ation de H, H¯, D et D¯ sur
le i-ème fateur tensoriel. Considérons l'inverse de la relation du pentagone, pour
R−1h . Elle est équivalente à
(D2D¯3; q)∞e
−H2H¯3 (D1D¯3; q)∞e
−H1H¯3 (D1D¯2; q)∞e
−H1H¯2 =
(D1D¯2; q)∞e
−H1H¯2 (D2D¯3; q)∞e
−H2H¯3 .
La relation DH¯ = H¯D implique que le membre de droite de est égal à
(D1D¯2; q)∞(D2D¯3; q)∞ e
−H1H¯2e−H2H¯3 .
Pour tous m, n entiers on prouve par réurrene que H¯mD¯n = D¯n (H¯ − nh1)m .
Don
(H2H¯3)
m (D1D¯3)
n = Dn1H
m
2 H¯
m
3 D¯
n
3 = D
n
1H
m
2 D¯
n
3 (H¯3 − nh13)
m ,
et on a :
e−H2H¯3 (D1D¯3; q)∞ =
∑
m≥0
(−H2H¯3)
m
m!
·
∑
n≥0
q
n(n−1)
2 (−D1D¯3)
n
(q)n
=
∑
m,n≥0
q
n(n−1)
2
m!(q)n
(−D1D¯3)
n
(
−H2(H¯3 − nh13)
)m
=
∑
n≥0
q
n(n−1)
2
(q)n
(−D1D¯3)
n exp(−H2(H¯3 − nh13))
=
∑
n≥0
q
n(n−1)
2
(q)n
(−ehH2D1D¯3)
n exp(−H2H¯3)
= (ehH2D1D¯3; q)∞ exp(−H2H¯3) .
De la même façon, on a HmDn = Dn (H + n1)m et HmD¯n = D¯n (H −n1)m, d'où
l'on tire respetivement les identités :
e−H1H¯3 (D1D¯2; q)∞ =
∑
m,n≥0
(−H1H¯3)
m
m!
·
q
n(n−1)
2 (−D1D¯2)
n
(q)n
=
∑
m,n≥0
q
n(n−1)
2
m!(q)n
(−D1D¯2)
n
(
−H¯3(H1 + n11)
)m
=
∑
n≥0
q
n(n−1)
2
(q)n
(−D1D¯2)
n exp(−H¯3(H1 + n11)) ,
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e−H2H¯3 e−H1H¯3 (D1D¯2; q)∞ =
∑
m,n≥0
q
n(n−1)
2
m!(q)n
(−H2H¯3)
m(−D1D¯2)
n
× e−nH¯3e−H1H¯3
=
∑
m,n≥0
q
n(n−1)
2
m!(q)n
(−D1D¯2)
n(−H¯3(H2 − n12))
m
× e−nH¯3e−H1H¯3
=
∑
n≥0
q
n(n−1)
2
(q)n
(−D1D¯2)
n e−H2H¯3e−H1H¯3
= (D1D¯2; q)∞ e
−H2H¯3e−H1H¯3 .
Ave es trois relations de ommutation, on peut transformer le membre de gauhe
en
(D2D¯3; q)∞(e
hH2D1D¯3; q)∞(D1D¯2; q)∞ e
−H1H¯3e−H2H¯3e−H1H¯2 .
Pour montrer que l'équation du pentagone pour R est vériée, il sut don de
montrer les deux identités suivantes :
(D2D¯3; q)∞(e
hH2D1D¯3; q)∞(D1D¯2; q)∞ = (D1D¯2; q)∞(D2D¯3; q)∞ , (17)
e−H1H¯3e−H2H¯3e−H1H¯2 = e−H1H¯2 e−H2H¯3 . (18)
L'équation (18) est une onséquene de la formule lassique de Baker-Campbell-
Haussdor appliquée à la sous-algèbre de Lie omplexe de Hh(b(2,C)) engendrée
par H et H¯ (l'algèbre de Heisenberg) :
exp(−H1H¯2) exp(−H2H¯3) = exp(−H1H¯2 −H2H¯3 +
1
2
H1 [H¯2, H2] H¯3)
= exp(−H1H¯2 −H2H¯3 −
1
2
H1H¯3)
= exp(−H1H¯3) exp(−H2H¯3) exp(−H1H¯2) .
Posons maintenant U = D2D¯3 et V = D1D¯2 . On a
[U, V ] = UV−V U = D1D2D¯2D¯3−D1D¯2D2D¯3 = [D2, D¯2]D1D¯3 = (1−q)e
hH2D1D¯3 ,
et on vérie sans diultés que W = UV − qV U ommute ave U et V :
[W,U ] = [W,V ] = 0 .
Alors l'équation (17) est une onséquene du lemme 3.1, ar on peut l'érire :
(U ; q)∞
(
[U, V ]
(1− q)
; q
)
∞
(V ; q)∞ = (V ; q)∞(U ; q)∞ . (19)
On a don ahevé la preuve de la proposition. ✷
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4.2 Rationalisation et dilogarithme ylique
Considérons les éléments E = ehH , E¯ = e−H¯ ∈ Hh(b(2,C)). En utilisant les mêmes
relations de ommutation que dans la preuve de la proposition 4.5, on trouve :
ED = ehHD =
∞∑
n=0
1
n!
(hH)nD =
∞∑
n=0
1
n!
D(h(H + 1))n = Deh+hH = q−1DE ,
E¯D¯ = e−H¯D¯ =
∞∑
n=0
1
n!
(−H¯)nD¯ =
∞∑
n=0
1
n!
D¯(−H¯ + h))n = D¯eh−H¯ = q−1D¯E¯ ,
EE¯ = ehHe−H¯ = ehH−H¯−
h
2 [H,H¯]
E¯E = ehH−H¯+
h
2 [H,H¯]
}
=⇒ E¯E = ehEE¯ = q−1EE¯,
ED¯ =
∞∑
n=0
1
n!
(hH)nD¯ =
∞∑
n=0
1
n!
D¯(h(H − 1))n = D¯ehH−h = qD¯E ,
La relation DE¯ = E¯D est une onséquene immédiate de la relation DH¯ = H¯D. De
façon parallèle à la onstrution des formes intégrales de groupes quantiques [CP,
9℄, on aboutit don à la dénition suivante :
Dénition 4.6 La forme intégrale de Hh(b(2,C)) est la C[q, q
−1]-algèbre Hq =
Hq(b(2,C)) engendrée par E, E
−1, E¯, E¯−1, D et D¯ satisfaisant les relations :
EE−1 = E−1E = 1 ,
DE = qED , D¯E¯ = qE¯D¯ ,
EE¯ = qE¯E , DE¯ = E¯D ,
ED¯ = qD¯E , DD¯ − D¯D = (1 − q) E .
Soit ϕ : C[q, q−1] → C l'homomorphisme qui envoie q sur ǫ. Pour tout nombre
omplexe ǫ non nul, on dit que l'algèbre Hǫ = Hq ⊗ϕ C est la spéialisation de Hq
en q = ǫ.
Clairement, l'élément anonique Rh ∈ Hh(b(2,C))
⊗2
ne dénit pas un élément de
H⊗2q . D'abord pare que (D ⊗ D¯; q)∞ est une série innie en les générateurs D et
D¯, ensuite et de façon plus grave pare que eH⊗H¯ ne peut pas s'érire en termes
des générateurs de Hq (ou même d'une omplétion de Hq). On va don onstruire
un analogue ylique de Rh, qui implémente l'ation de Rh sur les représentations
yliques d'un quotient de Hω−1 (e qui nous sura pour la suite). Un problème
similaire, résolu par Tanisaki [Ta℄, [CP, 10.1.D℄, a lieu pour dénir des solutions de
l'équation de Yang-Baxter quantique à partir des formes intégrales de QUE-algèbres.
4.2.1 L'analogue ylique de eH⊗H¯
Considérons la sous-algèbre de Hopf de Uh(b(2,C)) topologiquement engendrée sur
C[[h]] par H . On a
∆(H) = 1⊗H +H ⊗ 1 .
En reprenant la preuve de la proposition 4.5, on voit que la QUE-algèbre duale est
topologiquement engendrée par H¯ , ave le même oproduit. Son double de Heisen-
berg H0h est la C((h))-algèbre topologiquement engendrée sur C[[h]] par H et H¯ et
vériant la relation de ommutation de Heisenberg HH¯ − H¯H = 1. Son élément
anonique est eH⊗H¯ . La forme intégrale de H0h est la C[q, q
−1]-sous-algèbre W0q de
Hq engendrée par E et E¯ et tels que EE¯ = qE¯E. D'autre part, on peut naturelle-
ment identier la C[q, q−1]-algèbre du groupe Z ave l'algèbre du sous-groupe de Hq
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engendré par E, en prolongeant linéairement l'isomorphisme i ∈ Z → Ei. Lorsque
q est une raine primitive N -ième de l'unité, il existe un isomorphisme analogue :
Lemme 4.7 Le double de Heisenberg H(C[Z/NZ]) est isomorphe au quotient de
W0ω−1 par l'idéal engendré par les relations E
N = 1 et E¯N = 1. Son élément anon-
ique peut s'érire
SN =
∑
i∈Z/NZ
ei ⊗ e¯i =
1
N
∑
i,j∈Z
ωij ei ⊗ ˆ¯e
j
,
où
ˆ¯e
j
=
∑
i∈Z/NZ ω
−ij e¯i est la transformée de Fourier de e¯i.
On a spéialisé W0q en q = ω
−1
pour obtenir exatement ette forme pour SN .
Démonstration. De façon générale, siG un groupe ni et C[G] l'algèbre deG. on peut
munir C[G] d'une struture d'algèbre de Hopf, de omultipliation ∆(g) = g ⊗ g,
d'antipode S(g) = g−1 et de ounité ǫ(g) = 1 pour tout g ∈ G [Kas, 3℄. Ave (14),
on voit que le double de Heisenberg H(C[G]) de C[G] est déni par les relations :
egeh = egh , e
geh = δg,he
h, egeh = ehe
gh , (20)
où eg et e
g
sont des bases linéaires de C[G] et C[G]∗ respetivement, et δg,h est
égal à 1 si g = h et 0 sinon. Considérons le as G = Z/NZ. Soient e un générateur
de Z/NZ de dual e¯ dans C[G]∗, et SN =
∑
i∈Z/NZ e
i ⊗ e¯i l' élément anonique de
H(C[Z/NZ]) . On a
e¯i =
1
N
∑
j∈Z/NZ
ωij ˆ¯e
j
=⇒ ˆ¯e
j
=
∑
i∈Z/NZ
ω−ij e¯i
eˆ¯e =
∑
i∈Z/NZ
ω−i ee¯i =
∑
i∈Z/NZ
ω−i e¯i−1e = ω−1
∑
i∈Z/NZ
ω−(i−1) e¯i−1e = ω−1ˆ¯ee .
ˆ¯e
iˆ¯e
j
=
∑
k,l∈Z/NZ
ω−ikω−jl e¯ke¯l =
∑
l∈Z/NZ
ω−(i+j)l e¯l = ˆ¯e
i+j
.
On utilise (20) dans la seonde égalité de la deuxième et de la troisième ligne. Don
l'appliation dénie par e → E et ˆ¯e → E¯ induit un isomorphisme de H(C[Z/NZ])
vers W0q /(E
N = 1)(E¯N = 1). ✷
Corollaire 4.8 L'image de SN par une représentation irrédutible et ylique est
de la forme : ∑
i∈Z/NZ
Z−i1 Ŷ
i
2 =
1
N
∑
i,j∈Z
ωij Z−i1 Y
j
2 ,
où Y et Z sont des matries unipotentes de taille N et d'ordre N telles que ZY =
ωY Z, et Ŷ i désigne la transformée de Fourier inverse normalisée de Y i.
Démonstration. L'image de e et ˆ¯e par une représentation ylique de H(C[Z/NZ])
sont néessairement des matries unipotentes d'ordre au plus N , qui sont de taille
et d'ordre exatement égal à N si la représentation est de plus irrédutible. L'ap-
pliation dénie par ei → Z−i et e¯i → Ŷ i est lairement une représentation de
H(C[Z/NZ]) ∼=W0q /(E
N = 1)(E¯N = 1). ✷
On peut dénir l'image de SN dans une extension de (W
0
ω−1)
⊗2
de la façon suivante.
L'algèbreW0ω−1 est sans diviseur de zéros : par exemple, 'est une extension de Ore
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d'un anneau de polynmes [Kas, 4℄. Don son entre Z(W0ω−1) est un anneau
intègre et on peut onsidérer son orps quotient Q(Z(W0ω−1)) . Posons
Q(W0ω−1) :=W
0
ω−1 ⊗Z(W0
ω−1
) Q(Z(W
0
ω−1)) , (21)
et soient E′ = c−1E E, E¯
′ = c−1
E¯
E¯ ∈ Q(W0ω−1), où cE , cE¯ ∈ Z(W
0
ω−1) sont dénis
respetivement par cNE = E
N
et cNE¯ = E¯
N
. Les éléments cE et cE¯ existent ar
Z(W0ω−1) est intégralement los [CP, Prop. 11.1.2℄. Considérons l'élément Υω ∈
Q(W0ω−1)
⊗2
, image de SN , déni par :
Υω =
1
N
∑
i,j∈Z
ωij (E′)i ⊗ (E¯′)j . (22)
En utilisant les relations du début du 4.2, on vérie failement que l'ation par
onjugaison de eH⊗H¯ sur H⊗2q dénit un automorphisme Eq. Lorsque q = ω
−1
,
l'ation par onjugaison de Υω sur H
⊗2
ω−1 s'identie à Eω−1 . Don Υω est l'analogue
ylique de eH⊗H¯ . On trouve la formule du lemme 4.8 pour Υ en onsidérant une
représentation irrédutible ρ de W0ω−1 ave ρ(E
′) = Z−1 et ρ(E¯′) = Y .
4.2.2 Les analogues yliques de (D ⊗ D¯; q)∞ et Rh
Soient H¯q le quotient de Hq par l'idéal engendré par la relation DD¯ = qD¯D, et
̂¯Hq
l'espae vetoriel des séries formelles en les générateurs de H¯q, et à oeients dans
C[q, q−1]. Alors (D ⊗ D¯; q)∞ dénit un élément de
̂¯Hq⊗2. De plus, la relation (7)
devient l'équation du q-dilogarithme (8) pour la sous-algèbre topologique de ̂¯Hq⊗3
engendrée par U = D2D¯3 et V = D1D¯2, ar UV = qV U .
Considérons la spéialisation de
̂¯Hq en q = exp(−ǫ/N2)ω−1. On a vu au 3 que l'ana-
logue ylique de (x; q)∞ sur Ŵω−1 est l'opérateur inversible Φ(x) ∈ End(Ŵω−1).
Don l'analogue ylique de (D ⊗ D¯; q)∞ est Φ
(
D ⊗ D¯
)
∈ End
(
̂¯Hω−1
⊗2
)
. Pour
érire son équation du dilogarithme ylique (Théorème 3.5), il faut pouvoir inverser
ertains éléments de
̂¯Hq. On le fait de la façon suivante.
Notons Ŵ+q la sous-algèbre de
̂¯Hq topologiquement engendrée par D et D¯. On pose
Q(̂¯Hω−1) :=
̂¯Hω−1 ⊗Z(Ŵ+
ω−1
)
Q(Z(Ŵ+ω−1))⊗Z(Ŵ0
ω−1
)
Q(Z(Ŵ0ω−1)) ,
où Q(Z(Ŵ0ω−1)) et Q(Z(Ŵ
+
ω−1)) sont dénis omme dans (21) et W
0
ω−1 est déni
au 4.2.1. Soit Ψω
(
D ⊗ D¯
)
:= Φ−1
(
D ⊗ D¯
)
∈ End
(
Q(̂¯Hω−1)
⊗2
)
. Considérons
Rω = Υω ·Ψω
(
D ⊗ D¯
)
∈ End
(
Q(̂¯Hω−1)
⊗2
)
(23)
On sait que Υω vérie l'équation du pentagone. On montrera à la proposition 5.7
que l'image de Rω sur les représentations yliques de Hω−1 (i.e. les 6j-symboles
yliques) vérie aussi l'équation du pentagone. La même preuve montre que Rω
satisfait aussi l'équation du pentagone. Don Rω est l'analogue ylique de Rh.
4.2.3 Desription expliite des dilogarithmes yliques
Ave le lemme 3.4, on aboutit naturellement à la dénition suivante, originellement
due à L. Faddeev et R. Kashaev [FK℄ :
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Dénition 4.9 Soient E un espae vetoriel omplexe de dimension nie, A ∈
End(E) un endomorphisme de spetre {−ωn, n = 0, . . . , N − 1}, et des nombres
omplexes non nuls a, b et c tels que aN + bN = cN . Un dilogarithme ylique
d'ordre N sur E est un opérateur Ψa,b,c(A) ∈ End(E) qui ommute ave A et dont
le spetre est de la forme {ha,b,c ω(a, b, c|n) , n = 0, . . . , N − 1}, où ha,b,c est une
fontion omplexe non nulle quelonque et
ω(a, b, c|n) =
n∏
j=1
b
c− aωj
.
De ette dénition, on tire immédiatement l'identité
Ψa,b,c(ω
−1A) Ψa,b,c(A)
−1 =
(c− aA)
b
, (24)
qui par identiation des oeients donne
Ψa,b,c(A) = ha,b,c
N−1∑
n=0
An
n∏
s=1
a
c− ω−sb
= ha,b,c
N−1∑
n=0
(a
c
A
)n n∏
s=1
1
1− ω−s bc
.
(25)
Le théorème suivant est équivalent au théorème 3.5. (On en donne une preuve ar
il n'y en a pas dans [FK℄).
Théorème 4.10 [FK℄ Soient U, V ∈ End(E) tels que UN = V N = −1 et UV =
ωV U . Posons Ψi = Ψai,bi,ci , où xi = ai/bi et yi = ci/bi sont tels que
y0y2 = y1y4 , y1 = y2y3 , x3 = x0x1 ,
x2 = x1y4 , x4 = x0y2 . (26)
Alors on a l'identité suivante :
Ψ0(V ) Ψ1(U) = Ψ2(U) Ψ3(−UV ) Ψ4(V )
lorsque les déterminants des deux membres sont égaux.
Démonstration. On montre d'abord que Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(V )
−1
ommute
ave −UV . On a :
Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(V )
−1 (−UV )
= Ψ2(U)
−1 Ψ0(V ) Ψ1(U) (−UV ) Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V ) (−UV ) Ψ1(ωU) Ψ4(ω
−1V )−1
= Ψ2(U)
−1 (−UV ) Ψ0(ω
−1V ) Ψ1(ωU) Ψ4(ω
−1V )−1
= −UV Ψ2(ωU)
−1 Ψ0(ω
−1V ) Ψ1(ωU) Ψ4(ω
−1V )−1 .
En utilisant (24) on peut transformer le produit des dilogarithmes yliques dans
ette dernière expression en :
Ψ2(U)
−1 (c2 − ωa2U)
b2
Ψ0(ω
−1V ) Ψ1(ωU) Ψ4(ω
−1V )−1
= Ψ2(U)
−1
(
Ψ0(ω
−1V )
c2
b2
−
ωa2
b2
Ψ0(V ) U
)
Ψ1(ωU) Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V )
((
c0 − a0V
b0
)
c2
b2
−
ωa2
b2
U
)
Ψ1(ωU) Ψ4(ω
−1V )−1
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= Ψ2(U)
−1 Ψ0(V )
(
Ψ1(ωU)
(
c0c2
b0b2
−
ωa2
b2
U
)
−
a0c2
b0b2
Ψ1(U) V
)
Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V ) Ψ1(ωU)
((
c0c2
b0b2
−
ωa2
b2
U
)
−
a0c2
b0b2
(
c1 − ωa1U
b1
)
V
)
× Ψ4(ω
−1V )−1.
Ave les notations de l'énoné, on a :
y1y4 = y0y2 ⇒
c0c2
b0b2
=
c1c4
b1b4
, x0y2 = x4 ⇒
a0c2
b0b2
=
a4
b4
,
x1y4 = x2 ⇒
a1c4
b1b4
=
a2
b2
.
Alors le terme entre parenthèses dans la dernière expression est égal à((
c0c2
b0b2
−
ωa2
b2
U
)
+
(
(c1 − ωa1U)
b1
) (
(c4 − a4V )
b4
)
−
(
(c1 − ωa1U)
b1
)
c4
b4
)
=
(
(c1 − ωa1U)
b1
) (
(c4 − a4V )
b4
)
.
En utilisant (24) enore deux fois, on trouve don :
Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(V )
−1 (−UV ) =
(−UV ) Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(ω
−1V )−1 .
Par onséquent
P (−UV ) = Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(V )
−1
est une fontionnelle de −UV . Montrons qu'elle vérie l'équation :
P (−UV )
(
c3 − a3(−UV )
b3
)
= P (−ω−1UV ) . (27)
Considérons le hangement de variable V → ω−1V dans l'expression de P (−UV ).
On a :
Ψ2(U)
−1 Ψ0(ω
−1V ) Ψ1(U) Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V )
(
c0 − a0V
b0
)
Ψ1(U) Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V )
(
c0
b0
Ψ1(U)−
a0
b0
Ψ1(ω
−1U) V
)
Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V ) Ψ1(U)
(
c0
b0
−
a0
b0
(
c1 − a1U
b1
)
V
)
Ψ4(ω
−1V )−1
= Ψ2(U)
−1 Ψ0(V ) Ψ1(U)
(
c0
b0
Ψ4(ω
−1V )−1 −
a0
b0
(
c1 − a1U
b1
)
Ψ4(ω
−1V )−1 V
)
= Ψ2(U)
−1 Ψ0(V ) Ψ1(U)
(
Ψ4(ω
−1V )−1
(
c0
b0
−
a0c1
b0b1
V
)
+
a0a1
b0b1
Ψ4(V )
−1 UV
)
.
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Or
y0y2 = y1y4
y1 = y2y3
}
⇒
c4c3
b4b3
=
c0
b0
,
y1 = y2y3
x4 = x0y2
}
⇒
a4c3
b4b3
=
a0c1
b0b1
x3 = x0x1 ⇒
a0a1
b0b1
=
a3
b3
.
On en déduit que la dernière expression est égale à :
Ψ2(U)
−1 Ψ0(V ) Ψ1(U)
(
Ψ4(ω
−1V )−1
(
c4 − a4V
b4
)
c3
b3
+
a3
b3
Ψ4(V )
−1 UV
)
= Ψ2(U)
−1 Ψ0(V ) Ψ1(U) Ψ4(V )
−1
(
c3 − a3(−UV )
b3
)
,
e qui prouve (27). Comme ette équation fontionnelle détermine P (−UV ) a une
onstante près, il sut d'imposer que les déterminants de part et d'autre de l'équa-
tion du dilogarithme ylique soient égaux pour que ette onstante soit égale à 1.
Cei ahève la preuve du théorème. ✷
5 6j-symboles et dilogarithme ylique
5.1 Desription expliite des opérateurs de Clebsh-Gordan
Le module de mulipliité de représentations ρ, µ de WN est l'ensemble
Mρ,µ = EndWN (Vρ, Vµ) = {U : Vρ → Vµ | Uρ(a) = µ(a)U, ∀ a ∈ WN}.
En tant qu'espae de morphismes entreWN -modules, Mρ,µ est naturellement muni
d'une struture de WN -module. La proposition 2.2 montre que la dimension de
Mρ,µ est nie. La proposition 2.4 ii)-iii) implique que pour des représentations
irrédutibles et yliques ρ, µ, ν de WN telles que (ρ, µ) est une paire régulière, on
a
dimC(Mν,ρ⊗µ) = dimC(Mρ⊗µ,ν) =
{
N si ν ∼ ρµ
0 sinon .
Les éléments de Mρµ,ρ⊗µ sont des injetions, et sont ommunément appelés opéra-
teurs de Clebsh-Gordan (OCG). Les éléments de Mρ⊗µ,ρµ sont des projetions, et
sont appelés les OCG duaux. Considérons la ourbe
Γ = {[x, y, z] | xN + yN = zN} ⊂ CP2,
où [x, y, z] sont les oordonnées homogènes de CP2. Rappelons que ω = exp(2iπ/N).
Pour tout entier positif n, soit ω (la onfusion des notations est volontaire) la
fontion rationnelle sur Γ dénie par
ω(x, y, z|n) =
n∏
j=1
y
z − xωj
, [x, y, z] ∈ Γ \ {[1, 0, ωj], j = 1, . . . , n} .
On notera ω(x, y, z|m,n) = ω(x, y, z|m− n) ωn
2/2
. On renvoie à [BBP, KMS℄ pour
des détails sur leurs propriétés. On a immédiatement :
ω(x, y, z|m+ n) = ω(x, y, z|n) ω(xωn, y, z|m) . (28)
Pour tout n ≥ 1 et tout x 6= ωj , j = −1, . . . ,−n, posons :
ω(x|0) = 1, ω(x|n) =
n∏
j=1
1
1− xωj
. (29)
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On dénit la fontion rationnelle f(x, y|z) par :
f(x, y|z) =
N−1∑
σ=0
ω(x|σ)
ω(y|σ)
zσ , (30)
où zN (1− yN) = 1− xN . Notons de plus
[x] = N−1
1− xN
1− x
, et δ(n) =
{
1 si n ≡ 0 (mod N)
0 sinon .
La fontion δ(n) est le symbole de Kroneker réduit modulo N .
Proposition 5.1 Soit (ρ, µ) une paire régulière de représentations standards. Pour
tout hρ,µ ∈ C
∗
, les appliations linéaires Kα(ρ, µ) et K¯
α(ρ, µ), α = 0, . . . , N − 1,
dérites par des matries de omposantes
Kα(ρ, µ)
k
i,j = hρ,µ ω
αjω(aρyµ,
yρ
aµ
, yρµ|i, α) δ(i+ j − k)
K¯α(ρ, µ)i,jk =
[
aρyµ
yρµ
]
hρ,µ
ω−αj δ(i+ j − k)
ω(
aρyµ
ω ,
yρ
aµ
, yρµ|i, α)
sont des bases respetives de Mρµ,ρ⊗µ etMρ⊗µ,ρµ, qu'on appelle standard. Ces bases
sont duales, i.e. on a :
K¯α(ρ, µ)Kβ(ρ, µ) = δ(α− β) idVρµ et
N−1∑
α=0
Kα(ρ, µ)K¯
α(ρ, µ) = idVρ ⊗ idVµ .
Le rle du salaire hρ,µ sera préisé dans la proposition 5.7.
Démonstration. On herhe une famille de solutions linéairement indépendantes
Kα(ρ, µ) : Vρµ → Vρ⊗µ, α = 0, . . . , N − 1 du système d'équations
(ρ⊗ µ)(∆(a))Kα(ρ, µ) = Kα(ρ, µ)ρµ(a), a ∈ WN . (31)
En érivant (31) dans la base anonique de CN ⊗CN et suessivement pour a = E
puis a = D, on obtient
(Kα(ρ, µ)ρµ(E))
k
i,j = a
2
ρµω
kKα(ρ, µ)
k
i,j ,
(ρ⊗ µ(∆(E))Kα(ρ, µ))
k
i,j = a
2
ρa
2
µω
i+jKα(ρ, µ)
k
i,j . (32)
Don Kα(ρ, µ)
k
i,j 6= 0 seulement si i+ j = k, et
(Kα(ρ, µ)ρµ(D))
k−1
i,j = aρµyρµKα(ρ, µ)
k
i,j ,
(ρ⊗ µ(∆(D))Kα(ρ, µ))
k−1
i,j =
(
(a2ρaµyµZ ⊗X + aρyρX ⊗ id)Kα(ρ, µ)
)k−1
i,j
= a2ρaµyµω
iKα(ρ, µ)
k−1
i,j−1 + aρyρKα(ρ, µ)
k−1
i−1,j(33)
Il est lair que (31) est sous-déterminé. On va spéier les solutions herhées en
ajoutant les équations suivantes :
Kα+1(ρ, µ)
k
i,j = λα(i, j|ρ, µ) Kα(ρ, µ)
k
i,j , α = 0, . . . , N − 1, (34)
où {λα(i, j|ρ, µ)}α est pour i, j, ρ, µ donnés une famille de nombres omplexes non
nuls. Ces équations peuvent être interprétées omme suit : si U ∈ End(Mρµ,ρ⊗µ),
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alors (31) montre que U ommute ave l'ation de WN sur Vρ ⊗ Vµ, et (34) peut
s'érire UKα(ρ, µ) = Kα+1(ρ, µ), où U
k,l
i,j = λα(i, j|ρ, µ) δ(i − k) δ(j − l) dans la
base anonique de CN ⊗ CN .
D'après (34), on doit avoir
∏N−1
α=0 λα(i, j|ρ, µ) = 1. Parmi les fontions rationnelles
en aρ, yρ, aµ et yµ qui vérient ette égalité, les plus simples sont :
λα(i, j|ρ, µ) =
z − xωg(i,j)−α
y
ωf(i,j,α) ,
où x, y et z dépendent de aρ, yρ, aµ et yµ et vérient x
N + yN = zN , et g(i, j)
et f(i, j, α) sont des fontions anes que l'on va déterminer. Notons qu'on doit
avoir
∑N−1
l=0 f(i, j, l) =
Nk
2 ave k ∈ Z. On peut don onsidérer des solutions de la
forme :
Kα(ρ, µ)
k
i,j = νρ,µ ω
∑α−1
l=0 f(i,j,l) δ(i+ j − k)
g(i,j)−α∏
l=1
y
z − xωl
.
Le terme δ(i + j − k) est dû à (32). Quand g(i, j) = i, x = aρaµyµ, y = yρ, et
z = aµyρµ, es omposantes matriielles sont solutions de (33) si on impose aussi la
ondition :
Kα(ρ, µ)
k−1
i,j−1 = ω
−αKα(ρ, µ)
k
i,j .
Pour qu'elle soit vériée, on doit avoir
α−1∑
l=0
f(i, j, l) = α+
α−1∑
l=0
f(i, j − 1, l) .
Négligeant l'indie i, supposons que
∑α−1
l=0 f(i, j, l) = jα+ f
′′(α) pour une ertaine
fontion f ′′. En érivant f(i, j, l) = l + 1/2 + j, on trouve f ′′(α) = α2/2, d'où les
solutions de (31) dérites dans l'énoné.
Considérons maintenant les OCG duaux. On herhe une famille d'appliations
linéaires {K¯α(ρ, µ), α = 0, . . . , N − 1} vériant
N−1∑
k,α=0
hρ,µ ω
αj ω(aρyµ,
yρ
aµ
, yρµ|i, α) δ(i+ j − k) K¯
α(ρ, µ)i
′,j′
k = δ(i − i
′) δ(j − j′) .
Remplaons dans ette égalité K¯α(ρ, µ)i
′,j′
k par les solutions de l'énoné. On trouve
[
aρyµ
yρµ
]
N−1∑
α=0
ωα(j−j
′)
ω(aρyµ,
yρ
aµ
, yρµ|i− α)
ω(
aρyµ
ω ,
yρ
aµ
, yρµ|i′ − α)
δ(i + j − k) δ(i′ + j′ − k)
= [
aρyµ
yρµ
] δ(i + j − i′ − j′) ω−i
′(j′−j) ω(aρyµ,
yρ
aµ
, yρµ|i− i
′) ×
N−1∑
α=0
ω(i
′−α)(j′−j)
ω(aρyµω
i−i′ ,
yρ
aµ
, yρµ|i
′ − α)
ω(
aρyµ
ω ,
yρ
aµ
, yρµ|i′ − α)
= [
aρyµ
yρµ
] δ(i + j − i′ − j′) ω−i
′(j′−j) ω(aρyµ,
yρ
aµ
, yρµ|i− i
′) ×
f(
aρyµω
i−i′
yρµ
,
aρyµ
ωyρµ
|ωj
′−j) ,
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où l'on utilise (28) dans la seonde égalité. D'aprés la relation (A.14) de [KMS, App.
A℄, on a
f(
aρyµω
i−i′
yρµ
,
aρyµ
yρµω
|ωj
′−j) = δ(i− i′) [
yρµ
aρyµ
]−1 (
aρyµ
yρµ
)−[j
′−j−1]N ,
où [a]N désigne le reste de la division eulidienne de a ∈ N par N . Or on vérie
immédiatement que
[
aρyµ
yρµ
] = (
aρyµ
yρµ
)N−1 [
yρµ
aρyµ
] .
D'où le résultat. ✷
Remarque 5.2 On a vu que dimC(Mr,ρ⊗µ) > 1. Ce fait est remarquable pour la
onstrution d'invariants quantiques de noeuds ou de 3-variétés. En eet, le pro-
duit tensoriel ρ ⊗ µ de deux représentations irrédutibles de dimension nie de
Uh(sl(2,C)), ou de Uq(sl(2,C)) lorsque q est générique, se déompose de façon
unique en la somme direte d'irrédutibles de multipliité 1 haun [Kas, 7.7℄
(formule de Clebsh-Gordan). Ces représentations sont utilisées pour dénir, par
exemple, le polynme de Jones d'entrelas dans S3. De même, lorsque q = ǫ est
une raine de l'unité, les représentations de dimension nie de U resǫ (sl(2,C)) (f.
e.g. [CP, 9.3℄) ont une struture tensorielle très sophistiquée, mais les seules sous-
représentations d'un produit tensoriel d'irrédutibles qui interviennent dans la for-
mule des invariants de Reshetikhin-Turaev de 3-variétés sont là aussi de multipliité
1 [CP, 11.2-3,15.3℄, [KM℄.
On onlut ette setion en montrant, à l'aide de la proposition 5.1, que les OCG
sont des représentations de Rω ∈ End
(
Q(̂¯Hω−1)
⊗2
)
(f. 4.2). Soient Z, X et
Y = ω
1
2XZ les matries de omposantes
Zi,j = ω
i δ(i − j), Xi,j = δ(i− j − 1), et Yi,j = ω
1
2+j δ(i− j − 1)
dans la base anonique de CN (δ est le symbole de Kroneker mod(N)). On vérie
failement qu'on peut dénir une représentation ρ de H¯ω−1 par
ρ(E) = a−2ρ Z
−1, ρ(D) = −
yρ
aρ
Y −1,
ρ(E¯) = a−2ρ Y, ρ(D¯) =
1
aρyρ
Z−1Y =
ω−
1
2
aρyρ
X ,
où aρ et yρ ∈ C
∗
. (En partiulier, ρ respete la relation DD¯ − D¯D = (1 − ω−1)E
de Hω−1 - f. Dénition 4.6). Clairement, ρ est ylique et irrédutible ; on dira que
ρ est une représentation normale.
Comme dans la dénition 2.3 i) et la proposition 2.4 iii), on dit qu'une paire (ρ, µ)
de représentations normales de H¯ω−1 est régulière si tous les WN -sous-modules
simples de ρ ⊗ µ sont yliques. Soit (ρ, µ) une paire régulière de représentations
normales de H¯ω−1 . Notons Υ, Ψ(ρ, µ) ∈ End(Vρ ⊗ Vµ) les images par ρ ⊗ µ de
Υω, Ψω ∈ End
(
Q(̂¯Hω−1)
⊗2
)
, dénis dans (22) et (23). Le lemme suivant est une
onséquene immédiate de (22), (25) et de la dénition des représentations normales
de H¯ω−1 .
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Lemme 5.3 Les endomorphismes Υ et Ψ(ρ, µ) ont les réalisations matriielles
suivantes dans les bases anoniques de Vρ et Vµ :
Υ =
1
N
N−1∑
i,j=0
ωij Z−i1 Y
j
2 =
N−1∑
i
Z−i1 Ŷ
i
2 ,
Ψ(ρ, µ) = hρ,µ
N−1∑
t=0
(
−
yρ
aρaµyµ
Y −11 Z
−1
2 Y2
)t t∏
s=1
1
1− ω−s
yρµ
aρyµ
.
où Z1 = Z ⊗ id, et, et Ŷ
i = 1N
∑N−1
k=0 ω
ij Y j .
On préisera la valeur de hρ,µ dans le orollaire 5.8. Soit (ρ, µ) une paire régulière de
représentations standards de WN . Considérons les appliations linéaires K(ρ, µ) :
Mρµ,ρ⊗µ ⊗ Vρµ → Vρ ⊗ Vµ et R(ρ, µ) : Vρ ⊗ Vµ → Mρµ,ρ⊗µ ⊗ Vρµ dénies par
K(ρ, µ)α,ki,j = Kα(ρ, µ)
k
i,j et R(ρ, µ) := K
T (ρ, µ) (T est la transposition).
Proposition 5.4 Les OCG sont des représentations de Rω ∈ End
(
Q(̂¯Hω−1)
⊗2
)
.
Démonstration On va montrer que R(ρ, µ) = Υ · Ψ(ρ, µ). Notons {vn}n la base
anonique de CN . On a Υ(vk ⊗ vl) = vk ⊗ Y
kvl et Υ
−1 = vk ⊗ Y
−kvl. Or
(Y k)i,j = ω
k2
2 +kj δ(i− j − k) et (Y −k)i,j = ω
−k
2
2 −ki δ(i+ k − j) .
Alors
(
Υ−1
)k,l
i,j
= ω−
k2
2 −kj δ(i − k)δ(j + k − l), et
(
Υ−1 ·R(ρ, µ)
)i,j
k,l
= hρ,µ
N−1∑
m,n=0
ωmj ω(aρyµ,
yρ
aµ
, yρµ|i,m) δ(i + j − n) ×
ω−
m2
2 −ml δ(k −m) δ(l +m− n)
= hρ,µ ω
−k(i−k) ω(aρyµ,
yρ
aµ
, yρµ|i− k) δ(i+ j − l− k) .
D'autre part −Y −11 Z
−1
2 Y2 = −ω
−1(XZ)−11 X2 et (XZ)
−1
i,j = ω
−i δ(i+1−j) donnent(
−ω−1(XZ)−11 X2
)t i,j
k,l = (−1)
tω−kt−
t(t+1)
2 δ(l − j − t) δ(k + t− i) .
Don
Ψ(ρ, µ)i,jk,l = hρ,µ
N−1∑
t=0
(
−
yρ
aρaµyµ
Y −11 Z
−1
2 Y2
)t t∏
s=1
1
1− ω−s
yρµ
aρyµ
= hρ,µ
N−1∑
t=0
ω−kt−
t(t+1)
2 δ(l − j − t) δ(k + t− i) ×(
−
yρ
aρaµyµ
)t t∏
s=1
1
1− ω−s
yρµ
aρyµ
= hρ,µ ω
−k(i−k) δ(l + k − i− j)
i−k∏
s=1
−
yρ
aµ
ω−s
aρyµ − ω−syρµ
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= hρ,µ ω
−k(i−k) δ(l + k − i− j)
i−k∏
s=1
yρ
aµ
yρµ − aρyµωs
= hρ,µ ω
−k(i−k) ω(aρyµ,
yρ
aµ
, yρµ|i− k) δ(l + k − i− j)
=
(
Υ−1 ·R(ρ, µ)
)i,j
k,l
.
✷
5.2 Les 6j-symboles et l'équation du pentagone
Dans ette setion on alule les 6j-symboles yliques pour la base standard d'
OCG. On en déduit que les 6j-symboles yliques sont des représentations de Rω ∈
End
(
Q(̂¯Hω−1)
⊗2
)
.
Rappelons que C est l'ensemble des représentations yliques irrédutibles de WN .
Pour tout triplet régulier (ρ, µ, ν) ∈ C3, notons
Mρ,(µ,ν) = EndWN (Vρµν , (Vρ ⊗ (Vµ ⊗ Vν)))
M(ρ,µ),ν = EndWN (Vρµν , ((Vρ ⊗ Vµ)⊗ Vν)) .
On a
Mρ,(µ,ν) ∼= Mρµν,ρ⊗µν ⊗Mµν,µ⊗ν
M(ρ,µ),ν ∼= Mρµ,ρ⊗µ ⊗Mρµν,ρµ⊗ν .
L'isomorphisme de WN -modules (Vρ ⊗ (Vµ ⊗ Vν)) ∼= ((Vρ ⊗ Vµ)⊗ Vν) induit un
isomorphisme
R(ρ, µ, ν) :Mρ,(µ,ν)
∼=
−−→M(ρ,µ),ν (35)
qu'on appellera un 6j-symbol. Considérons le diagramme
Vρµν //

Vρ ⊗ Vµν

Vρµ ⊗ Vν // Vρ ⊗ Vµ ⊗ Vν
où (ρ, µ, ν) ∈ C3 est régulière, et les èhes indiquent des plongements de représen-
tations, i.e. des OCG. Par (35), e diagramme est ommutatif. Notons K˜(ρ, µ) ∈
EndC(Mρµ,ρ⊗µ) l'endomorphisme identité, déni dans une base {Kα(ρ, µ)}α de
Mρµ,ρ⊗µ par
K˜(ρ, µ)(α) = Kα(ρ, µ) .
Posons K˜1(ρ, µ) = K˜(ρ, µ)⊗ id et K˜2(ρ, µ) = id⊗ K˜(ρ, µ). Alors la ommutativité
du diagramme i-dessus s'érit
K˜1(ρ, µ) K˜2(ρµ, ν) = R12(ρ, µ, ν) K˜2(µ, ν) K˜1(ρ, µν) ,
ou enore
Kα(ρ, µ) Kβ(ρµ, ν) =
N−1∑
δ,γ=0
R(ρ, µ, ν)γ,δα,β Kδ(µ, ν) Kγ(ρ, µν) . (36)
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Ii, R(ρ, µ, ν) apparaît omme la matrie de hangement de base entre les N2 sous-
modules simples de Vρ ⊗ Vµ ⊗ Vν . Ils sont tous isomorphes à Vρµν , mais plongés
diéremment par les OCG Kα(ρ, µ).
Lemme 5.5 Pour tout suite régulière (ρ, µ, ν, υ) ∈ C4 on a l'équation du pentagone
R12(ρ, µ, ν) R13(ρ, µν, υ) R23(µ, νυ, ) = R23(ρµ, ν, υ) R12(ρ, µ, νυ) . (37)
La relation (37) traduit l'assoiativité du produit tensoriel pour quatre représen-
tations yliques de WN , i.e. la ohérene de l'isomorphisme (35) [Kas, 12℄, [CP,
5℄.
Démonstration. On a
R12(ρ, µ, µ) R13(ρ, µµ, υ) R23(µ, µ, υ) K˜3(µ, υ) K˜2(µ, µυ) K˜1(ρ, µµυ)
= R12(ρ, µ, µ) R13(ρ, µµ, υ) K˜2(µ, µ) K˜3(µµ, υ) K˜1(ρ, µµυ)
= R12(ρ, µ, µ) K˜2(µ, µ) K˜1(ρ, µµ) K˜3(ρµµ, υ)
= K˜1(ρ, µ) K˜2(ρµ, µ) K˜3(ρµµ, υ) .
Ensuite
K˜1(ρ, µ) K˜2(ρµ, µ) K˜3(ρµµ, υ)
= K˜1(ρ, µ) R23(ρµ, µ, υ) K˜3(µ, υ) K˜2(ρµ, µυ)
= R23(ρµ, µ, υ) R12(ρ, µ, µυ) K˜3(µ, υ) K˜2(µ, µυ) K˜1(ρ, µµυ) .
Les morphismes K˜ étant inversibles, on en déduit le résultat. ✷
On va dérire expliitement les 6j-symboles. Soient θ ∈ R et
Dθ = C \ {|x| ≥ 1, arg(x) = θ + 2kπ/N, k = 0, . . . , N − 1} .
Posons
r(x) := (1− xN )1/N , g(x) :=
N−1∏
j=1
(1 − xωj)j/N et h(x) := x−P
g(x)
g(1)
, (38)
où x ∈ C∗ et P = N − 1/2 (f. 1). Les fontions r et g sont omprises omme
le prolongement analytique à Dθ de leur développement en série pour x = 0 (qui
onverge sur le disque unité ouvert de C). Montrons que |g(1)| = N
1
2
, et don que
h est bien dénie. En eet :
gN(1) =
N−1∏
j=1
(1− ω−j)j =
N−1∏
j=1
(1 − ωN−j)j =
N−1∏
l=1
(1− ωl)N−l ,
Don
|gN(1)|2 =
N−1∏
k=1
(1 − ωk)k+N−k =
N−1∏
k=1
(1− ωk)N =
(
1− xN
1− x
)N
|x=1
= NN .
Convention 5.6 Dans la suite, on suppose toujours impliitement que θ est tel que
g est évalué hors des oupures de Dθ. De plus, on suppose toujours que les suites
régulières de représentations standards (ρ, µ, ν) sont telles que −yρyν/yρµνyµ =
r (yρµyµν/yρµνyµ) (f. Proposition 2.4 i)).
Pour tout triplet régulier (ρ, µ, ν) de représentations standard, posons
hρ,µ = h
(
yρµ
aρyµ
)
, hρ,µ,ν = h
(
yρµyµν
yρµνyµ
)
.
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Proposition 5.7 Dans les bases standard d'OCG, les 6j-symboles yliques et leurs
inverses ont les omposantes matriielles suivantes :
R(ρ, µ, ν)γ,δα,β = hρ,µ,ν ω
αδ ω(yρµνyµ, yρyν , yρµyµν |γ, α) δ(γ + δ − β)
R¯(ρ, µ, ν)α,βγ,δ =
[
yρµνyµ
yρµyµν
]
hρ,µ,ν
ω−αδ
δ(γ + δ − β)
ω(
yρµνyµ
ω , yρyν , yρµyµν |γ, α)
.
La preuve montre en même temps que :
Corollaire 5.8 Les 6j-symboles yliques sont des représentations yliques de Rω ∈
End
(
Q(̂¯Hω−1)
⊗2
)
.
Démonstration. Réérivons les OCG dans la relation (36) à l'aide du orollaire 5.4.
On rappelle que R(ρ, µ) := KT (ρ, µ) , et on remarque que ette notation se prolonge
naturellement aux 6j-symboles R(ρ, µ, ν). On obtient :
R23(ρµ, ν) R12(ρ, µ) = R12(ρ, µ, ν) R13(ρ, µν) R23(µ, ν) ,
ou enore :
Υ23Ψ23(ρµ, ν) Υ12Ψ12(ρ, µ) = Υ12Ψ12(ρ, µ, ν) Υ13Ψ13(ρ, µν) Υ23Ψ23(µ, ν) . (39)
On va montrer que ette relation se fatorise en l'équation du pentagone pour Υ et
l'équation du dilogarithme ylique pour Ψ. Posons
U = −Y −11 Z
−1
2 Y2 = −ω
−1(XZ)−11 X2 , V = −Y
−1
2 Z
−1
3 Y3 .
On a
Ψ13(ρ, µν) = Ψ13(ρ, µν)(−ω
−1(XZ)−11 X3)
et on vérie failement que
Ψ13(ρ, µν)(−ω
−1(XZ)−11 X3) Υ23
= Υ23 Ψ13(ρ, µν)(−ω
−1(XZ)−11 Z
−1
2 X3)
= Υ23 Ψ13(ρ, µν)
(
−(−ω−1(XZ)−11 X2)(−ω
−1(XZ)−12 X3)
)
= Υ23 Ψ13(ρ, µν)(−UV )
Ψ12(ρ, µ, ν)(−ω
−1(XZ)−11 X2) Υ13 = Υ13 Ψ12(ρ, µ, ν)(−ω
−1(XZ)−11 X2(XZ)3)
= Υ13 Ψ12(ρ, µ, ν)(U(XZ)3) ,
Ψ12(ρ, µ, ν)(−ω
−1(XZ)−11 X2) Υ23 = Υ23 Ψ12(ρ, µ, ν)(−ω
−1(XZ)−11 X2(XZ)
−1
3 )
= Υ23 Ψ12(ρ, µ, ν)(U(XZ)
−1
3 ) .
Alors on peut transformer le membre de droite de (39) omme suit (dans les diloga-
rithmes yliques, on omet les arguments matriiels sans ontribution signiative) :
Υ12Ψ12(ρ, µ, ν) Υ13Ψ13(ρ, µν) Υ23Ψ23(µ, ν)(V )
= Υ12Ψ12(ρ, µ, ν) Υ13Υ23 Ψ13(ρ, µν)(−UV ) Ψ23(µ, ν)(V )
= Υ12Υ13 Ψ12(ρ, µ, ν)(U(XZ)3)Υ23 Ψ13(ρ, µν)(−UV ) Ψ23(µ, ν)(V )
= Υ12Υ13Υ23 Ψ12(ρ, µ, ν)(U) Ψ13(ρ, µν)(−UV ) Ψ23(µ, ν)(V ) .
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A gauhe on a trivialement
Υ23Ψ23(ρµ, ν) Υ12Ψ12(ρ, µ) = Υ23Υ12 Ψ23(ρµ, ν)Ψ12(ρ, µ) .
Or Υ est une solution de l'équation du pentagone (Lemme 5.3). De plus, Ψ est une
solution de l'équation du dilogarithme ylique
Ψ23(ρµ, ν)(V )Ψ12(ρ, µ)(U) = Ψ12(ρ, µ, ν)(U)Ψ13(ρ, µν)(−UV )Ψ23(µ, ν)(V ) (40)
lorsque ses paramètres vérient (26). On en déduit les paramètres de R(ρ, µ, ν) =
Ψ12(ρ, µ, ν)(U). On détermine omplètement R(ρ, µ, ν) en imposant l'égalité des
déterminants des deux membres de (40). Un alul faile montre que ette égalité
est équivalente à
(
aµyν
yµν
)
N(N−1)
2 hNρ,µh
N
ρµ,ν
g2N (1)
gN(
yρµ
aρyµ
)gN (
yρµν
aρµyν
)
=
(
aρµyν
yρµν
)
N(N−1)
2 hNµ,νh
N
ρ,µνh
N
ρ,µ,ν
g3N (1)
gN(
yµν
aµyν
)gN (
yρµν
aρyµν
)gN (
yρµyµν
yρµνyµ
)
.
On en déduit hρ,µ et hρ,µ,ν . La formule pour l'inverse des 6j-symboles est une
onséquene immédiate de elle pour les OCG (f. Corollaire 5.1). ✷
Remarques 5.9 1) On peut interpreter la relation (36) omme une équation du
pentagone modiée, en termes de dualité Tannaka-Krein [Dav, Prop. 7.1-7.2℄, [Mil,
CR℄. Il serait naturel d'étendre ette dualité à notre ontexte, où l'on a des solutions
de l'équation du pentagone à paramètres.
2) Si l'on applique log ◦ det, pour une détermination xée du logarithme, aux deux
membres de l'équation (37), on obtient une relation de 3-oyle abélienne sur un
ouvert de Zariski du groupe B (f. (4)). D'autre part, les équivalenes de quasi-
bigèbres préservent la struture monoïdale de leurs atégories de représentations
[Kas, Th. 15.3.5℄, et induisent des transformations de jauge sur leurs assoiateurs,
i.e. leurs 6j-symboles. Existe-t-il C(ρ, µ, ν), obtenu à partir de R(ρ, µ, ν) par une
transformation de jauge, tel que log ◦ det(C(ρ, µ, ν)) soit un 3-oyle sur B ?
6 Les -6j-symboles, leurs symmétries et l'équation
du pentagone étendue
On onstruit dans ette setion les -6j-symboles, grâe auxquels on dénit dans
[BB℄ les invariants quantiques hyperboliques de 3-variétés introduits.
6.1 Calul et unitarité des -6j-symboles
Les trois lemmes suivants sont utilisés à la proposition 6.5 pour la onstrution des
-6j-symboles. Rappelons que les fontions f , ω et [ ] ont été dénies au 5.1, et les
fontions g et h dans (38).
Lemme 6.1 [KMS, C.7℄ On a la fatorisation (f. Convention 5.6) :
f(x, y|z) = (yω)P
g(1)g(yω/x)g(x/yz)
g(1/x)g(yω)g(ω/z)
,
où x,y et z sont des nombres omplexes non nuls vériant zN(1 − yN) = 1 − xN ,
et P = (N − 1)/2.
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Lemme 6.2 On a la formule d'inversion :
∀ k, l ∈ Z , ω(x, y, z|k − l) =
ωkl ω
−l2
2 −
k2
2
ω(z,−ω1/2y, ωx|l − k)
,
où x,y et z sont des nombres omplexes non nuls vériant xN + yN = zN . ✷
Démonstration. Rappelons qu'on a hoisi ω
1
2
tel que ω
N
2 = 1. On a :
k−l∏
j=1
y
z − xωj
N+l−k∏
j=1
−ω
1
2 y
ωx− zωj
=
yN ω
l−k
2∏k−l
j=1(z − xω
j)
∏N+l−k
j=1 (zω
j − ωx)
,
et
N+l−k∏
j=1
(zωj − ωx) = ω
(N+l−k)(N+l−k+1)
2
N+l−k∏
j=1
(z − xω1−j)
= ω
(l−k)2
2 +
(l−k)
2
N∏
n=1+k−l
(z − xωn) .
Don
k−l∏
j=1
y
z − xωj
N+l−k∏
j=1
−ω
1
2 y
ωx− zωj
=
yN
ω
(l−k)2
2
∏k−l
j=1(z − xω
j)
∏N
n=1+k−l(z − xω
n)
= ω
(l−k)2
2 = ωkl ω
−l2
2 −
k2
2 .
✷
Lemme 6.3 Pout tout x ∈ C∗, on a l'identité :
[x] = h(1/x)h(x)xP .
Démonstration. Le lemme 6.1 implique
g(1/x)g(x)f(x,
x
ω
|ω) = xP g2(1) .
Or
f(x,
x
ω
|ω) =
N−1∑
l=0
ω(x|l)
ω( xω |l)
ωl = 1+
(1 − x)ω
1− xω
+
(1− x)ω2
1− xω2
+ . . .+
(1− x)ωN−1
1− xωN−1
= (1− x)
(
1
1− x
+
ω
1− xω
+ . . .+
ωN−1
1− xωN−1
)
= (1− x)
d
dx
(
− log(1− xN )
)
= NxN−1
1− x
1− xN
.
Don
[x]
h(1/x)
= N−1
1− xN
1− x
x−P
g(1)
g(1/x)
=
g(x)
g(1)
= h(x)xP .
✷
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Tétraèdres déorés. Considérons R3 muni d'une orientation quelonque, et soit ∆
un tétraèdre plongé dans R3. Un branhement b de ∆ est la donnée d'une orientation
de ses arêtes, telle que sur haque fae deux arêtes seulement ont une orientation
onséutive. Un branhement détermine un ordre sur les sommets de ∆, et une
orientation des faes. Notons v0, v1, v2 et v3 les sommets, E les arêtes orientées de
∆, F ses faes, et fj la fae opposée à vj . Soient e0, e1, e2 ∈ E les arêtes e0 = [v0, v1],
e1 = [v1, v2] et e2 = [v0, v2] = −[v2, v0], et e
′
0, e
′
1 et e
′
2 les arêtes opposées. Le trièdre
(e′0, e
′
1, e
′
2) détermine une orientation ∗ = ± de ∆, positive si elle est ohérente ave
elle induite par l'orientation de R3, et négative sinon.
Fixons un branhement b sur ∆. Rappelons que B est le sous-groupe de Borel de
SL(2,C) des matries triangulaires supérieures (f. (4)). Considérons l'ensemble des
1-oyles pleins z ∈ Z1(∆;B) sur ∆ à valeurs dans B, où plein signie qu'auune
valeur de z n'est une matrie diagonale. On utilise la b-orientation des arêtes de ∆
pour dénir z, et on pose z(−e) = z(e)−1. Notons z(e) = (t(e), x(e)) pour
z(e) =
(
t(e) x(e)
0 t(e)−1
)
.
Fixons une détermination de la raine N -ième ommune à toutes les omposantes
matriielles des matries z(e). Considérons les représentations standard rN (e) de
WN , e ∈ E , telles que (arN (e), yrN (e)) = (t(e)
1/N , x(e)1/N ) (rappelons que z ∈
Z1(∆;B) est plein). Alors la relation (2) traduit exatement la propriété de oyle
de z.
Un état de ∆ est une appliation α : F → Z/NZ ; notons αj = α(fj). A tout 4-uplet
∗(∆, b, z, α), on peut assoier
Ξ(∗(∆, b, rN , α)) =

R(rN (e0), rN (e1), rN (e
′
0))
α2,α0
α3,α1 si ∗ = +1
R¯(rN (e0), rN (e1), rN (e
′
0))
α3,α1
α2,α0 si ∗ = −1 .
(41)
Les 6j-symboles yliques peuvent don être vus omme des opérateurs sur les té-
traèdres déorés (∆, b, z). Il n'est pas enore lair omment dénir des invariants
quantiques de 3-variétés à partir des 6-symboles yliques, en utilisant des trian-
gulations munies de déorations généralisant b et z. Le problème est le suivant :
l'équation du pentagone, onsidérée omme identité entre opérateurs dénis sur un
polyèdre déoré, n'est vériée que pour ertains branhement du polyèdre
1
(dont
elui orrespondant à (37)) [BB, Ch. 2℄.
On onstruit don les -6j-symboles. Ce sont des symmétrisations partielles des
6j-symboles, au sens où il existe une ation projetive non triviale de SL(2,Z)
sur les -6j-symboles (f. Remarques 6.6). Notons que tous les 6j-symboles utilisés
pour onstruire des invariants quantiques à la Turaev-Viro ont des symmétries
tétraédrales, ou sont symmétrisés de façon élémentaire [TV, T℄, [BW, GK℄.
Constrution des -6j-symboles. Soit (∆, b, z) omme i-dessus. Considérons
son 6j-symbole (41) ; notons rN (e0) = ρ, rN (e1) = µ, et rN (e
′
0) = ν. En permutant
les sommets v0 et v1, on obtient
R¯(ρ¯, ρµ, ν)α3,α0α2,α1 =
[
xρµνxµ
xρµxµν
]
h(
xρµνxµ
xρµxµν
)
ω−α3α1
δ(α2 + α1 − α0)
ω(
xρµxµν
ω , xρ¯xν , xµxρµν |α2, α3)
.
1
Ce problème très subtil fait l'objet d'un travail en ours, en ollaboration ave R. Benedetti
et F. Costantino.
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On déduit des lemmes 6.2 et 6.3 que
R¯(ρ¯, ρµ, ν)α3,α0α2,α1 =
(
xρµxµν
xρµνxµ
)P
hρ,µ,ν ω
−α3α0+
(α3−α2)
2 ×
ω(xρµνxµ, xρxν , xρµxµν |α3, α2) δ(α2 + α1 − α0)
=
(
xρµxµν
xρµνxµ
)P
R(ρ, µ, ν)−α2,α0−α3,α1 ω
(α3−α2)
2 +
(α2)
2
2 −
(α3)
2
2 .
Soient T = {Tm,n}, T
−1 = {Tm,n}, S = {Sm,n} et S
−1 = {Sm,n} les matries de
taille N ×N dénies par :
Tm,n = ζ
−1ω
m2
2 δ(m+ n), Sm,n = N
− 12ωmn,
Tm,n = ζω−
m2
2 δ(m+ n), Sm,n = N−
1
2ω−mn ,
où ζ ∈ C∗. On trouve nalement
R¯(ρ¯, ρµ, ν)α3,α0α2,α1 =
(
xρµxµν
xρµνxµ
)P
ω
(α3−α2)
2
N−1∑
α′,γ′=0
R(ρ, µ, ν)γ
′,α0
α′,α1
Tγ′,α2T
α′,α3 .
Le même type de aluls pour les transpositions (v2, v3) et (v1, v2) donnent respe-
tivement
R¯(ρ, µν, ν¯)α2,α1α3,α0 =
(
xρµνxµ
xρµxµν
)P
ω
(α2−α3)
2
N−1∑
β′,δ′=0
R(ρ, µ, ν)α2,δ
′
α3,β′
Sα0,δ′S
α1,β
′
,
R¯(ρµ, µ¯, µν)α3,α2α1,α0 =
(
xρxν
xρµxµν
)P N−1∑
α′,δ′=0
R(ρ, µ, ν)α2,δ
′
α′,α1
Tα0,δ′S
α3,α
′
pour une ertaine raine de l'unité ζ.
Dénition 6.4 Soient a, c ∈ ZN et (ρ, µ, ν) une suite régulière de représentations
standard de WN . Les -6j-symboles et leurs inverses sont dénis par
R(ρ, µ, ν|a, c)γ,δα,β = (xρµxµν)
P ωc(γ−α)−
ac
2 R(ρ, µ, ν)γ−a,δα,β−a ,
R¯(ρ, µ, ν|a, c)α,βγ,δ = (xρµxµν)
P ωc(γ−α)+
ac
2 R¯(ρ, µ, ν)α,β+aγ+a,δ .
Proposition 6.5 Les -6j-symboles vérient les relations de symmetrie suivantes :
N−1∑
α′,γ′=0
R(ρ, µ, ν|a, c)γ
′,δ
α′,β Tγ,γ′T
α,α′ = ωa/4 R¯(ρ¯, ρµ, ν|a, b)α,δγ,β ,
N−1∑
α′,δ′=0
R(ρ, µ, ν|a, c)γ,δ
′
α′,β Tδ,δ′S
α,α′ = ω−c/4 R¯(ρµ, µ¯, µν|b, c)α,γβ,δ ,
N−1∑
β′,δ′=0
R(ρ, µ, ν|a, c)γ,δ
′
α,β′ Sδ,δ′S
β,β′ = ωa/4 R¯(ρ, µν, ν¯|a, b)γ,βα,δ ,
où b = P + 1− a− c ∈ ZN , et on prend ζ = ω
9
8 (−1)P |g(1)|/g(1).
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Une harge intégrale de ∆ est une appliation c : E → Z telle que c(e) = c(−e), et
si e, e′ et e′′ sont dans une même fae de ∆, alors c(e) + c(e′) + c(e′′) = 1. Posons
cN (e) = c(e)/2 mod(N). Comme dans (41), pour tout 5-uplet (∆, b, z, c, α), on pose
Ξ(∗(∆, b, rN , cN , α)) égal à
R(rN,i(e0), rN,i(e1), rN,i(e
′
0)|cN (e0), cN (e1))
αi2,αi0
αi3,αi1 if ∗ = +1
R¯(rN,i(e0), rN,i(e1), rN,i(e
′
0)|cN (e0), cN (e1))
αi3,αi1
αi2,αi0 if ∗ = −1 .
(42)
Remarques 6.6 1) Les matries T et T−1 (resp. S et S−1) sont inverses l'une
de l'autre, et on vérie failement que S4 = id et S2 = ζ′(ST )3, ave |ζ′| = 1.
Par onséquent, les matries S et T dénissent une représentation projetive de
dimension N de SL(2,Z), qui admet une présentation de la forme 〈s, t|s4 = 1, s2 =
(st)3〉.
2) Notons ŴN l'extension ane deWN . Il existe une ation projetive bien onnue
de SL(2,Z) sur ŝl(2,C) [Wa, 4℄. Rappelons que ŴN peut être réalisée omme
sous-algèbre de Hopf de Uω(ŝl(2,C)). Les -6j-symboles sont-ils (à (xρµxµν )
P
près)
des représentations yliques du ddH de ŴN ? Les valeurs de c dans (42) xeraient
ainsi le niveau des représentations irrédutibles et yliques de ŴN .
Démonstration de la proposition 6.5. On obtient la première et la troisième relation
de symmétrie en reprenant les aluls qui préèdent la dénition 6.4. La seule dif-
férene est qu'on utilise la relation b = P + 1− a− c mod(N). La seonde relation
de symmétrie est plus diile à vérier. Dans (42), notons rN (e0) = ρ, rN (e1) = µ,
rN (e
′
0) = ν, et cN (e0) = a, cN (e1) = c et cN (e2) = b. La permutation (v1, v2)
hange R(ρ, µ, ν|a, c)γ,δα,β en
R¯(ρµ, µ¯, µν|b, c)α,γβ,δ =
(xρxν)
P [
xρµνxµ¯
xρxν
]
h(
xρxν
xρµνxµ¯
)
δ(β + δ − γ) ωc(β−α)+bc/2−αδ
ω(
xρµνxµ¯
ω , xρµxµν , xρxν |β + b, α)
.
Par un alul diret, on vérie que
∀x ∈ C∗, x 6= ωj (j = 1, . . . , N),
[x−1]
h(x)
= N−1
g(1)
g(x)1−xr(x)
x−P r(x)N−1 ,
où r(x) = (1− xN )1/N (f. Convention 5.6). Comme
r(xρxν/xρµνxµ¯) = −xρµxµν/xρµνxµ¯ ,
on déduit de ette formule, du lemme 3.4 et de la dénition de [ ] et de h que
(xρxν)
P [
xρµνxµ¯
xρxν
]
h(
xρxν
xρµνxµ¯
)
= N−1
g(1)ω−1
g(
xρxνω
xρµνxµ¯
)
(
−
xρµxµν
xρµνxµ¯
)2P
(xρµνxµ¯)
P .
D'autre part, (29) donne immédiatement
ω(x, y, z|n) =
(y
z
)n
ω
(x
z
|n
)
.
On peut don érire :
R¯(ρµ, µ¯, µν|b, c)α,γβ,δ = N
−1ω−1g(1)
(xρµxµν)
2P
(xρµνxµ¯)P
(
xρxν
xρµxµν
)β+b−α
×
δ(β + δ − γ) ωc(β−α)+
bc
2 −αδ−
α2
2
g(
xρxνω
xρµνxµ¯
) ω(
xρµνxµ¯
xρxνω
|β + b− α)
.
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Considérons la fontion rationnelle f(x, y|z) dénie dans (30). Par le lemme 6.1 on
a
f(0, y|zωm) = (yω)2P
g(1)
g(yω)g(ω/zωm)
.
Appliquons le lemme 3.4 à g(ω/zωm) et g(ω/z). On trouve
f(0, y|zωm) = f(0, y|z)
m∏
l=1
1− zωl−1
−yzωl
= (yω)2P
g(1) (−yz)−m ω−m(m+1)/2
g(yω)g(ω/z) ω( zω |m)
.
Fixons
z =
xρµνxµ¯
xρxν
, y =
xρµxµν
xρµνxµω
, m = β + b− α .
Les variables y et z sont toutes les deux dans le domaine de dénition de f(0, y|z) et
f(0, y|zωm). Par substitutions suessives, on peut transformer R¯(ρµ, µ¯, µν|b, c)α,γβ,δ
en
(xρµνxµ)
PN−1ω−1(−1)P g(
xρµxµν
xρµνxµ
) δ(β + δ − γ) ×
ωc(β−α)+
bc
2 −αδ−
α2
2 +
(β+b−α)(β+b−α−1)
2 f(0,
xρµxµν
xρµνxµω
|
xρµνxµ¯ω
β+b−α
xρxν
) .
Maintenant, on a la haîne de transformations :
f(0,
xρµxµν
xρµνxµω
|
xρµνxµ¯ω
β+b−α
xρxν
)
=
N−1∑
σ=0
(
xρµνxµ¯ω
β+b−α
xρxν
)σ
ω
(
xρµxµν
xρµνxµω
|σ
) = N−1∑
σ=0
ωσ(b+β−α−1/2) (−1)σ
ω(xρµxµν , ω1/2xρxν , ωxρµνxµ|σ)
=
N−1∑
σ=0
ωσ(b+β−α−1/2) ω
σ2
2 ω(xρµνxµ, xρxν , xρµxµν | − σ)
=
N−1∑
σ=0
ω−
σ
2+
(σ+b+β−α)2
2 −
(b+β−α)2
2 ω(xρµνxµ, xρxν , xρµxµν | − σ) .
Dans l'avant-dernière égalité on a utilisé le lemme 6.2. En onsidérant le hangement
de variable −σ = γ − a− α′ et en simpliant (un peu) les puissanes de ω à l'aide
de δ(β + δ − γ), on trouve alors failement
R¯(ρµ, µ¯, µν|b, c)α,γβ,δ =
(xρµxµν )
Ph(
xρµxµν
xρµνxµ
) N−1ω−1(−1)P g(1) ωc(β−α)+
bc
2 −αδ−
α2
2 −
(β+b−α)
2 ×
δ(β + δ − γ)
N−1∑
σ=0
ω
(γ−a−α′)
2 +
(−δ+1/2−c+α′−α)2
2 2ω(xρµνxµ, xρxν , xρµxµν |γ − a− α
′) .
On peut enore simplier les puissanes de ω en utilisant la relation b = P+1−a−c
mod(N). Ainsi, la ontribution totale de ω est :
ω
c
4+c(γ−α
′)− ac2 −
1
8−αα
′−δα′+ (α
′)2
2 +
δ2
2 .
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D'où la formule
R¯(ρµ, µ¯, µν|b, c)α,γβ,δ = ω
c
4 (xρµxµν)
Ph(
xρµxµν
xρµνxµ
)
(
ω−1−
1
8 (−1)P g(1)
N
)
×
N−1∑
α′,δ′=0
ωc(γ−α
′)− ac2 +α
′δ′ ω(xρµνxµ, xρxν , xρµxµν |γ − a, α
′)
δ(γ + δ′ − β) ω
δ2
2 δ(δ + δ′) ω−αα
′
.
On a vu que |g(1)| = N1/2. En onsidérant les matries S et T et en prenant
ζ = ω
9
8 (−1)P |g(1)|/g(1), on obtient nalement la seonde relation de symmétrie.✷
Proposition 6.7 Soit (ρ, µ, ν) une suite régulière de représentations standard de
WN . On a
R¯(ρ∗, µ∗, ν∗|a, c)α,βγ,δ =
(
R(ρ, µ, ν|a, c)−γ,−δ−α,−β
)∗
,
où ρ∗ est la représentation omplexe onjuguée (Dénition 2.3).
Démonstration. Par le lemme 6.3, pour tout x ∈ C∗ on a
[x∗]∗ = h(1/x∗)∗
g(x∗)∗
g(1)∗
.
Or
g(x∗)∗ =
N−1∏
j=1
(1− xω−j)j/N = (−x)Pω−
(N−1)(2N−1)
6 g(1/x) .
Don g(1)/g(1)∗ = (−1)Pω
(N−1)(2N−1)
6
et
[(
xρµνxµ
xρµxµν
)∗]
∗
h((
xρµxµν
xρµνxµ
)∗)∗
= h(
xρµxµν
xρµνxµ
)
g(1)(−1)Pω−(N−1)(2N−1)/6
g(1)∗
= h(
xρµxµν
xρµνxµ
) .
Alors(
R¯(ρ∗, µ∗, ν∗|a, c)α,βγ,δ
)∗
= (xρµxµν)
Ph(
xρµxµν
xρµνxµ
) δ(γ + δ − β) ×
ωc(α−γ)−
ac
2 +αδ+
α2
2
1(
ω(
x∗ρµνx
∗
µ
ω , x
∗
ρx
∗
ν , x
∗
ρµx
∗
µν |γ − α)
)∗ .
Maintenant, on vérie de façon analogue au lemme 6.2 que
1(
ω(
x∗ρµνx
∗
µ
ω , x
∗
ρx
∗
ν , x
∗
ρµx
∗
µν |γ − α)
)∗ = ω(xρµνxµ, xρxν , xρµxµν |α− γ) ,
d'où la onlusion. ✷
Rappelons que Y = ω1/2XZ est la matrie de omposantes Ym,n = ω
1/2+nδm,n+1
(f. 5.1). Pour tout k ∈ N, on a
(Y k)i,j = ω
k2
2 +kj δi,j+k, (Y
−k)i,j = ω
−k2
2 −ki δi+k,j .
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Lemme 6.8 Soit (ρ, µ, ν) une suite régulière de représentations standard de WN .
On a :
R(ρ, µ, ν|a, c)γ,δα,β = (xρµxµν)
Pω
ac
2
(
Y −a1 Z
−c
1 R(ρ, µ, ν)Z
c
1Z
−a
2
)γ,δ
α,β
,
où Y1 = Y ⊗ id, et.
Démonstration. On a
R(ρ, µ, ν|a, c)γ,δα,β = (xρµxµν )
P ωc(γ−α)−
ac
2 R(ρ, µ, ν)γ−a,δα,β−a
= (xρµxµν)
P hρ,µ,ν ω
c(γ−α)−ac2 +αδ ω(xρµνxµ, xρxν , xρµxµν |γ − a, α) ×
δ(γ + δ − β)
= (xρµxµν)
P hρ,µ,ν ω
c(γ−α)−ac2 +αδ ω(xρµνxµ, xρxν , xρµxµν |γ, α+ a) ×
ω
α2
2 −
(α+a)2
2 δ(γ + δ − β)
= ωc(γ−α)+αδ−a(
c+a
2 +α)−γ
′δ ωγ
′δ ω(xρµνxµ, xρxν , xρµxµν |γ, γ
′) ×
(xρµxµν)
P hρ,µ,ν δ(γ
′ − α− a) δ(γ + δ − β) δ(δ′ − β)
= (xρµxµν)
P ω−cα−a(
c+a
2 +α) ωcγ−aδδ(γ′ − α− a) ×(
hρ,µ,ν ω
γ′δ ω(xρµνxµ, xρxν , xρµxµν |γ, γ
′) δ(γ + δ − δ′)
)
= (xρµxµν)
P ω−cγ
′+ ac2 −
a2
2 −aα R(ρ, µ, ν)γ,δγ′,δ′ ω
cγ−aδ δ(γ′ − α− a)
= (xρµxµν)
P ω
ac
2
(
Y −a1 Z
−c
1 R(ρ, µ, ν)Z
c
1Z
−a
2
)γ,δ
α,β
.
✷
Remarque 6.9 Le orollaire 5.8 montre que pour tout triplet régulier (ρ, µ, ν) ∈
C3, il existe des représentations normales π(ρ,µ,ν) et π
∗
(ρ,µ,ν) de H¯ω−1 telles que
R(ρ, µ, ν|a, c) = (zρµzµν)
P ω
ac
2 ×
π(ρ,µ,ν) ⊗ π
∗
(ρ,µ,ν)
(
((E¯′)−a(E′)c ⊗ id) Rω ((E
′)−c ⊗ (E′)a)
)
R¯(ρ, µ, ν|a, c) = (zρµzµν)
N−1
2N ω
−ac
2 ×
π(ρ,µ,ν) ⊗ π
∗
(ρ,µ,ν)
(
((E′)−c ⊗ (E′)a) R−1ω ((E
′)c(E¯′)−a ⊗ id)
)
.
Les représentations π(ρ,µ,ν) et π
∗
(ρ,µ,ν) sont obtenues omme dans la proposition 5.4.
6.2 L'équation du pentagone étendue
Dans ette setion, on prouve une relation d'orthogonalité et l'extension de l'équa-
tion du pentagone pour les -6j-symboles. On renvoie à [BB℄ pour l'interprétation
géométrique de es relations.
Le lemme suivant est une onséquene immédiate du orollaire 5.8, mais peut aussi
être obtenu à partir de la proposition 5.4 et des relations de ommutation de l'élé-
ment anonique Rω ∈ End
(
Q(̂¯Hω−1)
⊗2
)
.
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Lemme 6.10 On a les relations de ommutation suivantes :
(C1) R12(ρ, µ, ν) Z1Y2 = Z1Y2 R12(ρ, µ, ν),
(C2) R12(ρ, µ, ν) Y1 = Y1Y2 R12(ρ, µ, ν),
(C3) R12(ρ, µ, ν) Z1Z2 = Z2 R12(ρ, µ, ν) .
Proposition 6.11 Soit (ρ, µ, ν, υ) une suite régulière de représentations standard
de WN . On a la relation du pentagone étendue (EP) :
R412(ρ, µ, ν|i,m− k) R
0
13(ρ, µν, υ|j, l +m) R
0
23(µ, ν, υ|k, l − i) =
x2Pµν R
1
23(ρµ, ν, υ|j + k, l) R
3
12(ρ, µ, νυ|i+ j,m) .
Démonstration. Ave le lemme 6.8, on voit que le membre de gauhe s'érit :
ω
(m−k)i
2 +
(l+m)j
2 +
(l−i)k
2 (xρµxµν)
P (xρµνxµνυ)
P (xµνxνυ)
P
(
Y −i1 Z
k−m
1 R12(ρ, µ, ν)
× Zm−k1 Z
−i
2 Y
−j
1 Z
−l−m
1 R13(ρ, µν, υ)Z
l+m
1 Z
−j
3 Y
−k
2 Z
i−l
2 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
)
.
Considérons d'abord le terme entre parenthèses. Comme ZY = ωY Z, en éliminant
Z−i2 et Z
i
2 et en réordonnant les autres, on trouve
ω−j(m−k)+ik ×
Y −i1 Z
k−m
1 R12(ρ, µ, ν)Y
−j
1 Z
−k−l
1 Y
−k
2 R13(ρ, µν, υ)Z
l+m
1 Z
−l
2 Z
−j
3 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
Dans la haîne de transformations qui suit, on indique qu'on utilise la relation
Ci, i = 1, 2, 3, du Lemme 6.10 en érivant
Ci=. La dernière expression est égale à
C2= ω−j(m−k)+ik−j(k−m) Y −i−j1 Z
k−m
1 Y
−j
2 R12(ρ, µ, ν)Z
−k−l
1 Y
−k
2 R13(ρ, µν, υ) ×
Z l+m1 Z
−l
2 Z
−j
3 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
C1,C3
= ωik Y −i−j1 Z
−m
1 Y
−j−k
2 Z
−l
2 R12(ρ, µ, ν)Z
l
2R13(ρ, µν, υ) ×
Z l+m1 Z
−l
2 Z
−j
3 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 R12(ρ, µ, ν)R13(ρ, µν, υ) ×
Z l+m1 Z
−j
3 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
C3= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 Z
l+m
3 R12(ρ, µ, ν)R13(ρ, µν, υ) ×
Z−j−l−m3 R23(µ, ν, υ)Z
l−i
2 Z
−k
3
C3= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 Z
l+m
3 R12(ρ, µ, ν)R13(ρ, µν, υ) ×
R23(µ, ν, υ)Z
−j−m−i
2 Z
−j−l−m−k
3 .
Par la relation du pentagone (37), ei vaut
ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 Z
l+m
3 R23(ρµ, ν, υ)R12(ρ, µ, νυ)Z
−j−m−i
2 Z
−j−l−m−k
3
= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 Z
l+m
3 R23(ρµ, ν, υ)Z
−l−m
3 R12(ρ, µ, νυ)Z
−j−m−i
2 Z
−j−k
3
C3= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 R23(ρµ, ν, υ)Z
l+m
2 R12(ρ, µ, νυ)Z
−j−m−i
2 Z
−j−k
3
C3= ωik Y −i−j1 Y
−j−k
2 Z
−m
1 Z
−l
2 R23(ρµ, ν, υ)Z
l
2Z
−j−k
3 R12(ρ, µ, νυ)Z
m
1 Z
−i−j
2
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= ωik Y −j−k2 Z
−l
2 R23(ρµ, ν, υ)Z
l
2Z
−j−k
3 Y
−i−j
1 Z
−m
1 R12(ρ, µ, νυ)Z
m
1 Z
−i−j
2
= ωik ω
−(i+j)m
2 ω
−(j+k)l
2 (xρµνxνυxρµxµνυ)
−P ×
R23(ρµ, ν, υ|j + k, l) R12(ρ, µ, νυ|i+ j,m) .
Or
ω
(m−k)i
2 +
(l+m)j
2 +
(l−i)k
2 +ik = ω
(i+j)m
2 +
(j+k)l
2 ,
d'où le résultat. ✷
Proposition 6.12 Soit (ρ, µ, ν) une suite régulière de représentations standard de
WN . On a la relation d'orthogonalité :
R(ρ, µ, ν|a, c)R¯(ρ, µ, ν| − a,−c) = (xρµxµν)
2P id⊗ id .
Démonstration. On a
x2PρµR
4
12(ρ, µ, ν|i,m− k)R
2
13(ρ, µν, υ|j, l+m)R
0
23(µ, ν, υ|k, l− i) =
R412(ρ, µ, ν|i,m− k)R¯
4
12(ρ, µ, ν| − i, k −m)R
1
23(ρµ, ν, υ|j + k, l)R
3
12(ρ, µ, νυ|i+ j,m).
La relation du pentagone étendue pour le membre de gauhe donne
(xρµxµν)
2PR123(ρµ, ν, υ|j + k, l)R
3
12(ρ, µ, νυ|i + j,m) =
R412(ρ, µ, ν|i,m− k)R¯
4
12(ρ, µ, ν| − i, k −m)
R123(ρµ, ν, υ|j + k, l)R
3
12(ρ, µ, νυ|i+ j,m) .
Comme les -6j-symboles sont des opérateurs inversibles, ei ahève la démonstra-
tion. ✷
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