ABSTRACT. We obtain a computational realization of the strong approximation theorem. That is, we develop algorithms to compute all congruence quotients modulo rational primes of a finitely generated Zariski dense group H ≤ SL(n, Z) for n ≥ 2. More generally, we are able to compute all congruence quotients of a finitely generated Zariski dense subgroup of SL(n, Q) for n > 2.
We now fix some basic terms and notation. Let S = {g 1 , . . . , g r } ⊆ SL(n, Q) and H = S . Then R is the ring (localization) 1 µ Z generated by the entries of the g i and g −1 i ; here µ is a positive integer. Note that R depends only on H, not on the choice of generating set S for H. For m coprime to µ, the congruence homomorphism ϕ m induced by natural surjection Z → Z m = Z/mZ maps SL(n, R) onto SL(n, Z m ). Let Π(H) be the set of all primes p (not dividing µ) such that ϕ p (H) = SL(n, p). Overlining will denote the image modulo a prime p of an element of R or a matrix or set of matrices over R. In particular,H = S = ϕ p (H). Ifh ∈H is given as a word Π iḡ ei ji inS, then the 'lift' ofh is its preimage h = Π i g ei ji .
Throughout, F is a field, F p is the field of size p, Mat(n, F) is the F-algebra of n × n matrices over F, and 1 n ∈ Mat(n, F) is the identity matrix. We write G D for the enveloping algebra of G ≤ GL(n, F) over a subring D ⊆ F.
MAXIMALITY OF SUBGROUPS IN SL(n, p)
Let G ≤ SL(n, p). We show how to recognize when G is not in any maximal subgroup of SL(n, p), i.e., when G = SL(n, p). Our approach, which characterizes maximal subgroups by means of the adjoint representation, is motivated by [17, Window 9, Section 2].
We identify the adjoint module for SL(n, F) with the F-space sl(n, F) = {x ∈ Mat(n, F) | trace(x) = 0} of dimension n 2 − 1 on which SL(n, F) acts by conjugation. Let ad : SL(n, F) → GL(n 2 − 1, F) be the corresponding linear representation.
The set of maximal subgroups of SL(n, p) is the union of Aschbacher classes C 1 , . . . , C 8 , S (see [1] and [17, p. 397] ). The classes C 4 and C 7 involve tensor products, for which we adopt the following convention. If H 1 ≤ GL(a, F) and
The associated matrix representation of degree ab has (h 1 , h 2 ) ∈ H 1 × H 2 acting as the matrix Kronecker product h 1× h 2 . The group generated by these Kronecker products is denoted
Proof. Since G is absolutely irreducible, it cannot be in a subgroup in C 1 . Class C 5 is irrelevant over a field of prime size. For each of the remaining Aschbacher classes other than C 6 or S , we identify a proper submodule T of the adjoint module A for SL(n, p).
A maximal subgroup lies in W = GL(a, p) ≀ S b with n = ab. Let T ≤ A be the subspace spanned by block matrices with b blocks from {1 a , 0 a , −1 a } and zero trace. Clearly T is preserved under conjugation by W and has dimension b − 1. C 3 . A maximal subgroup here has a normal subgroup N ∼ = SL(a, p b ) with n = ab, 1 < a, b < n. Each 'entry' of N is a b × b submatrix. The set of matrices in the center of N with trace 0 is a proper submodule of A.
x ∈ sl(a, p) and y = x×1 b then trace(y) = 0 and thus y ∈ A. Let T be the space spanned by all such products. Then L acts on T by the adjoint action of the SL(a, p)-part of elements on the x-components of such products. Thus T ≤ A is invariant under L, so is a proper submodule of A. C 7 . We use an argument similar to the preceding one. Here a maximal subgroup is generated by Sym(b) and SL(a, p) ⊗ · · · ⊗ SL(a, p) with b factors, where n = a b and 1 < a, b < n.
Let T be the subspace of A spanned by all Kronecker products of length b with every factor 1 a except for one, drawn from the adjoint module of SL(a, p). Then T is invariant under action by the maximal subgroup. C 8 . A maximal subgroup that stabilizes a form preserves its own adjoint module (see, e.g., [17, p. 398] 
By the classification of finite simple groups, K can be alternating, or of Lie type, or sporadic. Sporadic groups are of course bounded in order.
If
3 ; i.e., for fixed n, the permutation degree k and hence |K| is bounded. Now let K = Y l (r e ) for a Lie class Y , Lie rank l, and r prime. If r = p then [22, Table 1 ] gives lower bounds for the smallest coprime degree n in which K has a faithful projective representation. These bounds are functions a(l, r e ), independent of p, such that a(l, r e ) → ∞ as l → ∞ or r e → ∞. Thus, in bounded degree n, only a finite number (up to isomorphism) of groups Y l (r e ) are candidates for K.
If r = p then [17, p. 398] shows that K and L must be in a proper connected algebraic subgroup, and so do not act irreducibly on the adjoint module A.
Proof. Working over the algebraic closure of F p , suppose that G is block upper triangular with main diagonal (G 1 , G 2 ) where G i has degree n i < n. Then ad(G) leaves invariant the subspace of the adjoint module consisting of all block upper triangular matrices with main diagonal (x, 0 n2 ), where trace(x) = 0. Hence G must be absolutely irreducible. By Theorem 2.3, G = SL(n, p).
Remark 2.5. Theorem 2.3 and Corollary 2.4 remain valid if we let f (n) be a bound on exp(G), or a bound on the largest order of an element of G.
Using the formulae for the smallest representation degree of alternating groups, and of Lie-type groups in cross-characteristic, it would be possible to give a rough upper estimate of f (n). We do not attempt this. In Section 5.1, we instead use the tables of [3, Chapter 8] This result, and a well-known equivalent statement of density, comprise the background for our main algorithm.
Input groups for all the algorithms are finitely generated. Sometimes we write input as a finite generating set, or as the group itself.
3.1. Preliminaries. We start by giving two auxiliary procedures. 
Proof. See [4, Lemma 2.1]; a finite subgroup of SL(n, R) can be conjugated into SL(n, Z).
The procedure PrimesForOrder(H, k) accepts an infinite subgroup H ≤ GL(n, R) and a positive integer k, and returns the finite set of all primes p such that ϕ p (H) has maximal element order at most k. This output obviously contains all primes p such that |ϕ p (H)| ≤ k. Let N be the normal closure X H where X is a finite subset of a finitely generated group H ≤ GL(n, F). The procedure BasisAlgebraClosure(X, S) computes a basis {A 1 , . . . , A m } of N F , thereby deciding whether N is absolutely irreducible, i.e., whether m = n 2 . The procedure PrimesForAbsIrreducible from [4, Section 2.2] will operate in the same way for absolutely irreducible H ≤ GL(n, R): it accepts a generating set S of H, and returns the (finite) set of primes p such that ϕ p (H) is not absolutely irreducible. The first step is to compute a basis of H Q . By making a small adjustment, we get PrimesForAbsIrreducible(X, S); for absolutely irreducible N = X H , it returns the primes p such that ϕ p (N ) is not absolutely irreducible. IfH = ϕ p (H) is absolutely irreducible (e.g.,H = SL(n, p)) and {Ā 1 , . . . ,Ā n 2 } is a basis of H Fp , then H is absolutely irreducible and {A 1 , . . . , A n 2 } is a basis of H Q . Thus, we can simplify PrimesForAbsIrreducible by computing a basis of the enveloping algebra over a finite field and then lifting it to a basis of H Q (cf. [ Let H be a finitely generated subgroup of SL(n, R).
Lemma 3.4. ϕ p (ad(H)) = ad(ϕ p (H)) for all primes p (coprime to µ). 
THE MAIN ALGORITHMS
In this section we combine results from Sections 2 and 3 to obtain the promised algorithms to compute Π(H) for dense groups H. These consist of the main procedure, a variation aimed at improved performance, and an alternative that could be preferable in certain degrees.
Our main procedure, based on Corollary 2.4, follows.
PrimesNonSurjectiveSL
Input: a finite generating set of a dense group H ≤ SL(n, R). Output: Π(H).
Step 2 is performed via standard methods for matrix groups over finite fields (e.g., as in [18] ).
Proposition 4.1. PrimesNonSurjectiveSL returns Π(H) for dense input H.
Proof. Proposition 3.3 implies that Step 1 terminates. Then ϕ p (H) = SL(n, p) for any p / ∈ P by Corollary 2.4 and Lemma 3.4.
Testing irreducibility.
Testing absolute irreducibility of ad(H) for H of degree n entails computation in degree about n 4 , which is comparatively expensive. However, Theorem 2.3 offers a way to bypass this test. That is, we adapt Meataxe ideas [13, 20] to determine all primes modulo which the adjoint representation is merely reducible. For simplicity, the discussion will be restricted to R = Z.
Recall the following special case of Norton's criterion for the natural module V of a matrix algebra A.
Suppose that B ∈ A has rank rk(B) = n − 1. Assume that vA = V for some non-zero v in the nullspace of B, and Aw = V ⊥ and for some non-zero w ⊤ in the nullspace of B ⊤ . Then V is irreducible. Now let A ⊆ Mat(n, Q) be a Z-algebra, and suppose that the following hold.
(1) We have found B ∈ A such that rk(B) = n − 1.
(2) For a non-zero v in the nullspace of B, the Z-span vA contains n linearly independent vectors v 1 , . . . , v n . (3) For a non-zero w ⊤ in the nullspace of B ⊤ , there are n linearly independent vectors w 1 , . . . , w n ∈ Aw.
Norton's criterion, applied to the above configuration modulo p, shows that ϕ p (A) is irreducible unless
To find (a finite superset of) the set of primes p for which ϕ p (A) is reducible, we form the union of three sets, namely the prime divisors of det(M 1 ), det(M 2 ), and det(M 3 ), where M 1 is a full rank (n − 1) × (n − 1) minor of B (modulo other primes, B has rank n − 1), M 2 is the matrix with rows v 1 , . . . , v n (modulo other primes, v spans the whole module), M 3 is the matrix with rows w 1 , . . . , w n .
To make this into a concrete test PrimesForIrreducible, let A = ad(H) Z . Take a small number (say, 100) of random Z-linear combinations B ∈ A until a B of rank n − 1 is detected. Although we do not have a justification that such elements occur with sufficient frequency, they seem to (as observed in [19] ); in every experiment so far we found such a B. (Also note that there are irreducible H such that H Q does not have an element of rank n − 1; but if H is absolutely irreducible then such elements always exist.)
We now state a version of PrimesNonSurjectiveSL that may have improved performance in many situations (see Section 5).
PrimesNonSurjectiveSL, modified.
If PrimesForIrreducible confirms that ad(H) is irreducible then
P := PrimesForOrder(H, f (n)) ∪ PrimesForAbsIrreducible(H) ∪ PrimesForIrreducible(ad(H)); else P := PrimesForOrder(H, f (n)) ∪ PrimesForAbsIrreducible(ad(H)). 2. Return {p ∈ P | ϕ p (H) = SL(n, p)}.
Proposition 4.2. The above modification of PrimesNonSurjectiveSL terminates, returning Π(H) for input dense H.
Proof. This follows from Theorem 2.3 and Proposition 4.1.
Remark 4.3. Suppose that PrimesForIrreducible completes, i.e., ad(H) is confirmed to be irreducible. Then H is dense if it is infinite and absolutely irreducible. This gives a more efficient density test than the procedure IsDenseIR2 in [6] .
4.2. Individual Aschbacher classes. Some Aschbacher classes may not occur in a given degree. For example, the tensor product classes C 4 and C 7 are empty in degree 4. Consonant with the approach of [4] , we show how to determine the primes p such that ϕ p (H) lies in a group in C i ∈ {C 4 , C 7 , S }, using tests that do not involve ad(H). The following is vital. Proof. This follows from Proposition 3.7: since N is non-scalar, ϕ p (N ) is a normal non-scalar subgroup of SL(n, p) for almost all primes p. F) b is reducible. Hence we have the following procedure.
Testing imprimitivity. Suppose that
Output: the set of primes p for which ϕ p (H) is imprimitive. 1. Select h ∈ H such that h e is non-scalar, where e = exp(Sym(n)). 2. P := PrimesForAbsIrreducible(h e , S). 3. Return all p ∈ P such that ϕ p (H) is imprimitive.
Once more [18] is used in implementing the last step. Lemma 4.4 guarantees termination and correctness of the output.
If we happen to know a prime p such that ϕ p (H) = SL(n, p), then PrimesForPrimitive simplifies in the familiar way (i.e., by computing in a congruence image and then lifting).
PrimesForPrimitive, modified. 1. Let p be a prime for which ϕ p (H) = SL(n, p).
Find n
The h i exist by Step 1 and Lemma 4.4.
Testing for field extensions.
The second derived subgroup G (2) of G ∈ C 3 is quasisimple and reducible ( [3, p. 66] and [14, §4.3] ). Accordingly, PrimesForReducibleSecondDerived selects a non-scalar double commutator g in the dense group H then returns PrimesForAbsIrreducible(g, S). By Lemma 4.4, this will yield all primes modulo which H is in a group in C 3 .
If we know a prime p such that ϕ p (H) = SL(n, p) then PrimesForReducibleSecondDerived can be modified along the lines of our modification of PrimesForPrimitive. We search for double commutators (rather than kth powers) in ϕ p (H) that span Mat(n, F p ); these exist because ϕ p (H) = SL(n, p) is perfect (if n > 2 or p > 3).
Excluding classes.
For prime n or n = 4, the results of Sections 4.2.1 and 4.2.2, together with those of [4] , enable us to avoid ad(H) in computing Π(H). We use the procedures below to rule out individual Aschbacher classes in those degrees. 
EXPERIMENTS
Our algorithms have been implemented in GAP [10], enhancing previous functionality for computing with dense groups [6] . The software can be accessed at http://www.math.colostate.edu/˜hulpke/arithmetic.g We report on experiments undertaken with the implementation. One major task is computing all congruence quotients of a finitely generated dense group H ≤ SL(n, Z) from Π(H), as explained in [4, Section 4.1].
5.1. Explicit order bounds. We will let f (n) be a bound on the largest element order for the absolutely irreducible groups of degree n in C 6 ∪ S that are irreducible in their adjoint representation. The tables in [3, Section 8] furnish bounds for n ≤ 12. We construct an example of each such group in C 6 ∪ S using the MAGMA [2] implementation that accompanies [3] . Then we use GAP to calculate conjugacy class representatives and their orders.
For completeness, Table 1 gives maximal subgroup order, maximal element order, and the least common multiple of exponents. The column 'Geometric' lists the number i of each Aschbacher class C i that can occur.
We include, for degrees n ∈ {3, 4, 5, 7, 11}, the element order bounds from [4] for all groups in C 6 ∪ S . The rows with these bounds have nS in the Degree column. For n = 3, 4, 5 the bounds agree, and so we have omitted the row beginning with n.
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