Abstract. This paper contains a study of multivariate second order stochastic mappings indexed by an abstract set Λ in close connection to their operator covariance functions. The characterizations of the normal Hilbert module or of Hilbert spaces associated to such a m.s.o. stochastic mapping in terms of reproducing kernel structures are given, aiming not only to gather into a unified way some concepts from the field, but also indicate an instrument to extend the very well elaborated theory of multivariate second order stochastic processes (or random fields) to the case of multivariate random distribution fields, treated in the second half of the paper, where also a first step in prediction is given.
Introduction
The study of stochastic or random processes is nowadays among the important topics in mathematical research. This is the area where our present attempt fits. Let us briefly describe how our research can be placed in the scientific literature. The necessity of simultaneous study of more stochastic processes led to the concept of multivariate (finite or infinite variate) stochastic process. Throughout this paper multivariate random variables on a probability space (Ω, A , ℘) means that they are H-valued, with H an infinite dimensional separable complex Hilbert space, for which B(H) denotes the algebra of bounded linear operators on H, while C 1 (H) is the ideal of trace class operators from B(H). The set of multivariate random variables will be denoted by L 0 (℘, H) (where H will be omitted if H = C) and will be organized with natural operations and convergence in measure as a complete topological left B(H)-module. Observing that, via the conjugate B(H)-linear embedding
where W f x := x, f (·) H , x ∈ H, L 0 (℘, H) can be embedded into the complete topological right B(H)-module B (H, L 0 (℘)) of all continuous linear operators from H on L 0 (℘). So it is natural to use for the elements of B(H, L 0 (℘)) the terminology generalized multivariate random variables. Generally speaking a (generalized) multivariate stochastic process is a family {Φ λ } λ∈Λ of (generalized) multivariate random variables, where if d is a non zero natural number and the index set Λ is the cartesian product Z d of d copies of the set of integers Z, we have a discrete dtime parameter (generalized) multivariate stochastic process or, if Λ is the d-dimensional real euclidian space R d , we have a continuous d-time parameter (generalized) multivariate stochastic process. It is often required for Φ λ , λ ∈ Λ, to be strongly or weakly square integrable and of zero mean, i.e. Φ λ ∈ L 2 s,0 (℘, H) or Φ λ ∈ L 2 w,0 (℘, H), respectively. Let's note that the mapping
, where
is a module isomorphism of L , H) will be called strong second order multivariate random variables of zero mean, respectively generalized multivariate second order random variables of zero mean. This last frame is the most adequate structure to treat the weakly square integrable (i.e. weak second order) multivariate random variables. In what follows instead of strong second order we use simply the term second order. So, in these cases we speak about {Φ λ } λ∈Λ as being a (generalized if B(L 2 0 (℘), H)-valued) multivariate second order stochastic process. For an embedding as before, see also [21] or [3] , where Banach space valued random variables are considered and the term of generalized second order stochastic process in this sense first appears. When d > 1, or even when Λ is a locally compact abelian group, the term (generalized) random field is preferred instead of (generalized) stochastic process, while when Λ is an arbitrary index set, the term (generalized) stochastic mapping is the most appropriate. When Λ is a separable metric space, then we find ourself with multivariate stochastic mappings in the particular situation of the infinite dimensional random mappings from the relatively recent paper [18] . Also covered by this concept are the random integrals and the random operators.
For example, when Λ = H and Φ is a continuous linear operator from H to L 0 (℘, H), then it is known as a random operator in the sense of Skorohod, whereas if Λ is a dense subspace in H, then a closed linear operator from Λ to L 0 (℘, H) is a random operator in the sense of Hackenbroch (see [8] ). The concept of univariate second order stochastic mapping mentioned as such by H. Niemi in the introduction of the paper [12] , while the concept of the generalized multivariate second order stochastic mapping was introduced by P. Masani in [11] under the name hilbertian variety. In the framework of this last concept we may place also the works of W. Hackenbroch [7] on Hilbert space operator valued processes, S. A. Chobanyan and A. Weron [3] on prediction theory in Banach spaces and of I. Suciu and I. Valuşescu [16] , [19] , [20] about the study of stochastic processes in the context of complete correlated actions. An important tool in the development of the theory in all mentioned areas is the reproducing kernel technique for Hilbert spaces and Hilbert C * -modules which are well presented in [2] , respectively in [17] . In what follows we restrain ourselves to the study of multivariate second order (m.s.o.) stochastic mappings, which cover not only some particular concepts used in the very well developed theory of m.s.o. random fields (see [10] ), but also an extension which we have in view. Namely, if we intent to consider the m.s.o. stochastic processes not only as [25] (see also [5] , [24] , [26] , [23] ), we emphasize that the starting point of our research was the extension of the theory of m.s.o. random fields on R d (treated in [10] 
Using the operator model of the normal Hilbert B(H)-module H Φ (see Corr. 7 pp. 30 of [10] ) and denoting G Φ := G H Φ , which will be called the measurements space of Φ, we have the module isomorphisms
where H ⊗G is the hilbertian tensor product of the Hilbert spaces H and G as in [10] pp.20.
In such terms we can introduce in M (Λ, H ) the relation of subordination. Namely, we shall say that Φ is subordinate (operator subordinate)
Also for two elements Φ, Ψ ∈ M (Λ, H ) the operator cross covariance function Γ Φ,Ψ will be defined as
while the scalar cross covariance function γ Φ,Ψ is defined by
When Φ = Ψ, then we denote simply γ Φ,Φ = : γ Φ and Γ Φ,Φ = : Γ Φ , which will be called the scalar covariance function, respectively the operator covariance function of Φ. Now, the operator covariance function Γ Φ (the scalar one γ Φ , respectively) of Φ is a C 1 (H)-valued (C-valued) positive definite kernel on Λ, in the sense of the positivity from B(H), i.e. it holds (2.5)
for any m ∈ N and any finite systems a 1 , . . . , a m ∈ B(H), λ 1 , . . . , λ m ∈ Λ, (respectively in the sense of the usual positivity in C)
for any m ∈ N and any finite systems α 1 , . . . , α m ∈ C, λ 1 , . . . , λ m ∈ Λ). Indeed the relation (2.5) results by applying (2.3) and computing:
i,j∈Nm
while (2.6) appears also in [12] . Note also that the positive definite C 1 (H) -valued kernel Γ = Γ Φ reproduces a normal Hilbert B(H)-module H Γ Φ (see [10] Section 2.4, Thm. 13, pp.37), as well as a Hilbert space G Γ Φ of H-valued functions on Λ (see [10] , Prop. 23, Section 2.4, pp.44), while γ = γ Φ as complex valued positive definite kernel reproduces a Hilbert space K γ Φ , (see for example [2] ). It is not hard to infer now, extending the correspondence Φ(λ) → Γ Φ (λ, ·) to a B(H)-linear mapping between the generating submodules of H Φ and H Γ Φ , that these are isomorph (i.e. H Φ ≅ H Γ Φ ) as normal Hilbert B(H)-modules and also that the measurements space G Φ associated to Φ is isomorph to the Hilbert space
Moreover extending the correspondence Φ(λ) → γ Φ (λ, ·) to a linear mapping between generating subspaces of H (Φ) and of K γ Φ , respectively, we have that these are also isomorph as Hilbert spaces.
On the other hand, similarly to (2.2) the isomorphisms
Noticing that G Γ Φ is generated from elements of the form Γ Φ (·, λ)x with λ ∈ Λ, x ∈ H, as well as the fact that the normal Hilbert B(H)-module isomorphism H Φ ≅ H Γ Φ was constructed by the B(H)-linear extension of the correspondence Φ(λ) → Γ Φ (λ, ·), the measurements space G Φ associated to the m.s.o. stochastic mapping Φ coincides with the closed subspace in L 2 0 (℘) generated by The proof being contained in the considerations preceding the theorem we shall only mention that, in the case where Λ is a topological space, the continuity of Φ, easily implies the continuity of Γ Φ , which in fact is equivalent to the continuity on the diagonal of Λ × Λ. The reproducing kernel technique for normal B(H)-modules will be also used to characterize the subordination of two m.s.o.s.m. in terms of their operator (cross) covariance functions. Namely, in analogy to the characterization given in [10] we have Theorem 2.2. If Φ and Ψ are two m.s.o.s.m. having the operator covariance functions Γ Φ and Γ Ψ respectively, and the operator cross covariance function Γ Φ,Ψ , then Φ is subordinate to Ψ, iff the function
The proof is based on the fact that the operator cross covariance function Γ Φ,Ψ of Φ, Ψ ∈ M (Λ, H ) appears in the expression of the operator covariance function of the product Φ × Ψ ∈ M (Λ, H × H ) (H × H being the "product" B(H)-module as in [10, Section 4.9, pp. 192]), namely
Having in view the preceding results, the rest of the proof runs similarly as in Theorem 9.3, pp. 193 from [10, Chap.4] .
We shall now prove two important properties of the operator correlation mapping
namely its surjectivity and the description of the pre-image of each Γ ∈ Γ (Λ, C 1 (H)). 
Proof. gives us exactly the m.s.o. stochastic mapping we seek, since we get for any λ, µ ∈ Λ
(ii) From the hypothesis on Φ 1 and Φ 2 we have
which means that the mapping W defined on {Φ 2 (µ), µ ∈ Λ} by WΦ 2 (µ) = Φ 1 (µ) , µ ∈ Λ preserves the gramian, is easily extended by B(H)-linearity, still conserving the gramian and is clearly surjective between the B(H)
where γ(Λ) is the set of complex valued positive definite kernels on Λ.
Multivariate second order random distribution fields and their covariance distributions
In this Section we apply the results from the previous Section to the concrete case of multivariate second order (m.s.o.) random distribution fields. preserving the notation H) ), which, when Γ is positive on the diagonal, will be a positive definite distribution kernel on R d . We shall refer to this as
′ (H ) the operator cross covariance functions Γ U,V , Γ U satisfy the hypotheses from Lemma 3.1, the existence of the distribution kernels C Γ U,V and C Γ U is assured, the last one being even positive definite. These will be called the operator cross covariance distribution of U and V , respectively the operator covariance distribution of the m.s.o. random distribution field U and denoted by C U,V , respectively C U . Correspondingly c U,V defined by c U,V (χ) := trC U,V (χ), χ ∈ D m 2d , will be called the scalar cross covariance distribution of U and V , respectively c U = c U,U the scalar covariance distribution of U. By applying Theorem 2.1, the following description of the domains associated to a m.s.o.r.d.f. in terms of its covariance distribution holds. 
The operator correlation mapping (2.10) becomes
which we shall call the operator covariance distribution mapping. Its properties are contained in the following Corollaries. H) ) the following statements are equivalent: 
′ (H ), but this won't be our goal here. Now we shall introduce in our general frame the concepts of determinism and nondeterminism and we give a general decomposition of Wold type of a m.s.o.r.d.f. into deterministic and purely nondeterministic parts. In [14] (see also [1] ), the observable space up to the moment t 0 for a random distribution for the case d = 1 and H = C was defined. By using in
, we shall define by analogy these observable structures for m.s.o.r.d.f. up to the moment t 0 . To this purpose we introduce first the subspace
Thus 
, it can be even regarded as a not necessarily bounded regular measure ξ F through
In such a way the locally convex B(H)-module E 
where · o is defined as in [10, pp. 56 Def.4 (1)], or finite semivariation i.e.
where · is defined as in [10, pp. 
Now an element ξ ∈ f svr M d (H ) is to be regarded as a H -valued distribution U ξ , which will be a H -valued Radon measure, by putting
Thus, we have obtained 
Let's observe that a m.s.o. stochastic mapping from one of the mentioned classes can have more than one index set. For example, looking to the above identifications:
it is not difficult to see that
analogous relations being true for the corresponding vector domains and measurements spaces. It is of interest how those classes of positive definite kernels which are co-domains of the "restrictions" of the operator covariance distribution mapping (3.2) to the submodules from (4.6) can be suitable described. Let's mention that for the operator covariance distribution of an element ξ ∈ f svrM d (H ) regarded as a m.s.o. random distribution field we naturally use the notation Γ U ξ , while if ξ is regarded as a m.s.o. stochastic mapping on Bor(R d ), then its operator covariance function Γ ξ represents a positive definite regular bimeasure on Bor(R d ) × Bor(R d ), for which we shall use the notation τ ξ . It will be also called the operator covariance bimeasure associated to the m.s.o stochastic measure ξ. For the bimeasures on Bor(R d ) × Bor(R d ) and their semivariation or operator semivariation we adopt analogue definitions as in [10] (Definition 9 (1) and (3) pp.62 and Definition 16 pp.65). For the spaces of such (C 1 (H)-valued) regular bimeasures with finite (operator) semivariation we shall use the notation f svr M 2d C 1 (H) (respectively f osvr M 2d C 1 (H) ). However, since in our case, the measure and the bimeasure are defined on a δ-ring, some properties from [10] do not automatically hold. The corresponding classes of positive definite bimeasures will be denoted by f svr M pd 2d C 1 (H) and f osvr M pd 2d C 1 (H) . So in the above notation τ ξ ∈ f svrM pd 2d (C 1 (H) ). Let's also mention that it is not hard to see that a Morse-Transue strict integral as in [10, Section 1.2 pp.5] can be defined for bimea-
With such a strict MT-integral to each τ ∈ f svrM 2d (C 1 (H)) we can attach a distribution C τ on R 2d (a distribution kernel on R d , in the sense of L. Schwartz), first defined on elementary tensors trough
and then, by the usual extension, to the whole D m 2d . On the other hand, each K ∈ E 0 2d C 1 (H) can be regarded as a regular bimeasure with finite operator semivariation τ K by putting
This infers Proposition 4.2. The valued domains of the restrictions of the operator covariance distribution mapping (3.2) to the spaces from (4.6) satisfy respectively the following inclusions
For a more complete image we discuss in detail the restrictions of the operator covariance distribution mapping (3.2) to the space f svr M d (H ), respectively to f osvr M d (H ) and more particular to
we can apply Lemma 19(1) and (3) of [10, pp. 66] , from where we deduce that τ ξ ∈ f svr M pd 2d C 1 (H) , respectively τ ξ ∈ f osvr M pd 2d C 1 (H) . It is not difficult to see that it results Proposition 4.3. Statements analogous as for the operator covariance distribution mapping (3.2) in the corollaries above, hold for the corresponding mappings Moreover, these operator covariance bimeasure mappings are natural extensions of the covariance function mapping Now it is naturally to ask how the mappings (4.11),(4.10) can be regarded as restrictions of the covariance distribution mapping (3.2) to the first three subspaces from (4.6), i.e our generalization is coherent to the classical case in [10] . We shall show that the operator covariance distributions of (4.10) and of (4.11) will be regarded as C 1 (H)-valued distribution C τ ξ on R 2d corresponding to (generated by) the bimeasure τ ξ , respectively C Γ F corresponding to (generated by) the correlation function Γ F . More precisely it holds Proposition 4.4. The positive definite operator valued bimeasures from (4.10) and the operator covariance function of (4.11) satisfy 
which by (4.7) gives the first relation in (4.12).
In particular for ξ = ξ F with ξ F given by (4.2), we have first U ξ = U F , given by (4.5) and secondly, for each ϕ, ψ ∈ D [11] or [17] , as well as some "intertwining" properties of the Fourier transform with the covariance distribution mapping (3.2), or with the covariance distribution bimeasure mappings (4.10), (4.11) play important roles, will be given in some forthcoming papers.
