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In this paper, we consider the diffusive Leslie predator–prey
model with large intrinsic predator growth rate, and investigate
the change of behavior of the model when a simple protection
zone Ω0 for the prey is introduced. As in earlier work [Y. Du,
J. Shi, A diffusive predator–prey model with a protection zone,
J. Differential Equations 229 (2006) 63–91; Y. Du, X. Liang, A dif-
fusive competition model with a protection zone, J. Differential
Equations 244 (2008) 61–86] we show the existence of a critical
patch size of the protection zone, determined by the ﬁrst Dirichlet
eigenvalue of the Laplacian over Ω0 and the intrinsic growth rate
of the prey, so that there is fundamental change of the dynamical
behavior of the model only when Ω0 is above the critical patch
size. However, our research here reveals signiﬁcant difference of
the model’s behavior from the predator–prey model studied in
[Y. Du, J. Shi, A diffusive predator–prey model with a protection
zone, J. Differential Equations 229 (2006) 63–91] with the same
kind of protection zone. We show that the asymptotic proﬁle of
the population distribution of the Leslie model is governed by a
standard boundary blow-up problem, and classical or degenerate
logistic equations.
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Ecosystems are profoundly affected by the spatial environment surrounding them. However, very
few mathematical models have been successfully used to capture such environmental effects on pop-
ulation dynamics. Traditionally, deterministic population models are expressed in terms of ordinary
differential equations (ODEs), where spatial effects are ignored (see, for example, [36,37]). To include
spatial variation into consideration, reaction–diffusion systems have been widely used for such mod-
els, and through deep mathematical analysis of these systems, remarkable progress has been achieved,
for example, in the understanding of ecological invasion, traveling wave, pattern formation, etc. There
is, however, a limitation in almost all these reaction–diffusion models: they assume a uniform spatial
environment, and most of the abstract and analytical tools that have been so successfully developed
for studying them are either insensitive to whether the environment is spatially homogeneous, or
they collapse once spatial uniformity is lost. Very recently, some efforts have been devoted to ad-
dressing this problem, and certain effects of heterogeneity of the environment on some competition
and predator–prey models have been revealed; see, for example, [3,5–9,11,18,19,25–27,31,33,34]. More
recently, in [17] and [15], the effect of environmental change caused by the creation of a simple pro-
tection zone was examined for a predator–prey model and a competition model respectively. This
paper is a continuation of the attempt initiated in [15,17] to better understand the effects of envi-
ronmental changes on population systems. Here we consider a predator–prey system which has some
fundamentally different features to the model studied in [17], and we investigate its behavior when a
similar type of protection zone is created.
Before the creation of a protection zone, the diffusive predator–prey system to be considered in
this paper has the form
⎧⎪⎪⎨
⎪⎪⎩
ut − d1u = λu − αu2 − βuv, x ∈ Ω, t > 0,
vt − d2v = μv
(
1− δ v
u
)
, x ∈ Ω, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
(1.1)
where a prey species u and a predator species v interact in a given spatial region Ω , which in mathe-
matics is assumed to be a bounded domain in RN with smooth boundary ∂Ω . Here d1,d2, λ,μ,α,β, δ
are positive constants, and the Neumann boundary condition means that no species can pass across
the boundary of Ω . Thus this is a closed ecosystem. Both u and v take non-trivial non-negative initial
values from a suitable function space, but since we are only concerned with those properties of the
system that are independent of the initial data, the initial conditions are not listed explicitly. Such a
system is known as the diffusive Leslie model, which has the special feature that the carrying capacity
for the predator is proportional to the population size of the prey; see [28,29,36,37]. The dynamics
of the ODE counterpart of (1.1) was investigated in [24], and it was shown that the unique positive
equilibrium (u∗, v∗) is the global attractor of the system. In [11], the reaction–diffusion system (1.1)
was considered, and the same constant positive equilibrium (u∗, v∗) was shown to be the global at-
tractor of (1.1), at least when α/β  1/(4δ). (It was conjectured in [11] that this restriction on α/β is
unnecessary, but the conjecture has not been proved so far.) So only simple dynamics is expected for
such a system. We are interested in the changes of behavior of the system when the environment is
altered by the creation of a simple protection zone.
The number of parameters in (1.1) can be reduced by a suitable rescaling of u and v . If we replace
u by α−1u, v by (αμδ)−1v , and β by (αμδ)−1β , then (1.1) becomes
⎧⎪⎪⎨
⎪⎪⎩
ut − d1u = λu − u2 − βuv, x ∈ Ω, t > 0,
vt − d2v = μv − v
2
u
, x ∈ Ω, t > 0, (1.2)∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0.
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(
u∗, v∗
)= ( λ
1+ μβ ,
λμ
1+ μβ
)
.
From now on, we will mainly work with this reduced system, where λ and μ represent the intrinsic
growth rate of u and v , respectively, and β measures the predation rate of v on u. Thus such a system
with a large parameter μ may be interpreted as having a strong predator, for which, regardless of its
initial population distribution, the prey species is expected to eventually settle at u∗ = λ1+μβ ≈ 0,
while the predator’s population distribution is expected to stabilize at v∗ = λμ1+μβ ≈ λ/β . If such a
situation happens in the real world, the prey species (and hence the predator species) would be
highly vulnerable to extinction, and actions of protection should be of considerable interest.
Following this line of thinking, we examine a predator–prey system of the form (1.2) with a strong
predator, and investigate the changes of behavior of the species when the environment of their habi-
tat is altered by the creation of a protection zone for the prey. So we consider the model with large μ
but ﬁxed λ and β . The protection zone we consider is one of the simplest type: The predator species
is initially driven out from a certain subregion Ω0 of the habitat Ω , and then prohibited from enter-
ing Ω0; the prey species can enter and leave Ω0 freely. Thus Ω0 is a predation-free zone for the prey
species. (We may think of a barrier along ∂Ω0 that blocks v but not u. If certain ﬁshing/hunting ac-
tivity of the human being is regarded as behaving similarly to a predator species, then we may think
of Ω0 as a ﬁshing/hunting-free zone; in such situations, a physical barrier is usually not needed.)
For simplicity of mathematical treatment, we suppose that Ω0 is a smooth domain in RN satisfying
Ω0 ⊂ Ω . With a protection zone created this way, (1.2) is changed accordingly to
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
ut − d1u = λu − u2 − b(x)uv, x ∈ Ω, t > 0,
vt − d2v = μv − v
2
u
, x ∈ Ω \ Ω0, t > 0,
∂νu = ∂ν v = 0, x ∈ ∂Ω, t > 0,
∂ν v = 0, x ∈ ∂Ω0, t > 0,
(1.3)
where
b(x) = βχΩ\Ω0 =
{
β when x ∈ Ω \ Ω0,
0 when x ∈ Ω0.
(1.4)
Note that since b(x) = 0 in Ω0, though v is not deﬁned for x ∈ Ω0, the interaction term in the ﬁrst
equation of (1.3) can still be regarded as properly deﬁned (it is identically 0 over Ω0).
We will focus on the steady state solutions of (1.3). Since the diffusion rates d1 and d2 can be
reduced to 1 by a simple rescaling of u and v in the corresponding elliptic system of (1.3), and
moreover since their values do not affect our analysis, we take d1 = d2 = 1 in our discussions below.
Thus we will be mainly concerned with the following elliptic system:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = λu − u2 − b(x)uv in Ω,
−v = μv − v
2
u
in Ω \ Ω0,
∂νu = ∂ν v = 0 on ∂Ω,
∂ν v = 0 on ∂Ω0.
(1.5)
Standard argument shows that (1.5) has a positive solution (u, v) for all λ,μ,β > 0. It is expected
that (u, v) is the global attractor for (1.3), but a proof for such a conclusion seems still well beyond
the reach of current techniques. We will focus on the analysis of the behavior of (u, v) as μ becomes
large. We remark that although all the coeﬃcients (except b(x)) in (1.5) are constants, but this is for
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as well if x-dependent coeﬃcients are used instead.
Our mathematical analysis shows that there is a λ-dependent critical patch size of the protection
zone Ω0, given in terms of the ﬁrst eigenvalue of the Laplacian differential operator − over Ω0
under zero Dirichlet boundary conditions, denoted by λD1 (Ω0): If Ω0 is below the critical patch size
(i.e., λD1 (Ω0) > λ), then the prey population stays small as if no protection zone were established;
but if Ω0 is above the critical patch size (λD1 (Ω0) < λ), then both the prey and predator populations
behave very differently. More precisely,
(i) if Ω0 is below the critical patch size, namely λD1 (Ω0) > λ, then for large μ, over the region
Ω \Ω0, v is close to W |Ω\Ω0 , where W is the unique positive solution of the degenerate logistic
equation over Ω with Neumann boundary conditions:
−W = λW − b(x)W 2 in Ω, ∂νW |∂Ω = 0, (1.6)
and u is close to 0 over the entire habitat Ω;
(ii) if Ω0 is above the critical patch size, namely λD1 (Ω0) < λ, then for large μ, on Ω \ Ω0, v is close
to the unique boundary blow-up solution of the problem
⎧⎨
⎩
−V = λV − βV 2 in Ω \ Ω0,
∂νV = 0 on ∂Ω,
V = ∞ on ∂Ω0,
(1.7)
and u is close to 0, but inside the protection zone Ω0, u is close to the unique positive solution
of the classical logistic equation over Ω0 with zero Dirichlet boundary conditions:
−U = λU − U2 in Ω0, U |∂Ω0 = 0. (1.8)
Let us recall that the classical logistic equation (1.8) is well known to have a unique positive
solution if and only if λ > λD1 (Ω0); we will denote this unique positive solution by Uλ . It is also well
known that Ω1 ⊂ Ω2 and Ω1 = Ω2 imply λD1 (Ω1) > λD1 (Ω2). Hence the value of λD1 (Ω0) decreases
when Ω0 is enlarged. Moreover, λD1 (Ω0) decreases to 0 as Ω0 is enlarged to the entire R
N , and it
increases to inﬁnity as Ω0 is shrunk to a point. The biological meaning of the critical patch size for
the protection zone is now rather clear; it is the threshold patch size of a habitat (of similar nature
to Ω) that determines whether the prey species can survive were it the only species on that habitat
surrounded by hostile boundaries.
We remark that the value of λD1 (Ω0) also depends on the shape of Ω0. If one keeps the volume of
Ω0 ﬁxed and only changes its shape, the value of λD1 (Ω0) may vary, and it reaches a minimal value
when Ω0 takes the shape of a ball with the given volume. The issue regarding the ideal shape for a
protection zone was brieﬂy discussed in [17].
It is known (see, for example, [21] or [12]) that the degenerate logistic equation (1.6) has a unique
positive solution if and only if 0 < λ < λD1 (Ω0), which will be denoted by Wλ . By [12], the boundary
blow-up problem (1.7) has a unique positive solution for any λ ∈ R1, which we denote by Vλ . It is
interesting to note that the functions Wλ , Vλ and the quantity λD1 (Ω0) arising from our investigation
of (1.5) are also intrinsically related in a different context (see [12]): If w(t, x) is an arbitrary positive
solution of the corresponding parabolic equation of (1.6), then
lim
t→∞ w(t, x) = 0 if λ 0, limt→∞ w(t, x) = Wλ(x) if 0 < λ < λ
D
1 (Ω0),
lim
t→∞ w(t, x) =
{
Vλ(x) for x ∈ Ω \ Ω0, if λ λD1 (Ω0).∞ for x ∈ Ω0,
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and the references therein.)
Compared with the original no-protection zone system, in the case that the protection zone is
below the critical patch size, we ﬁnd from conclusion (i) above that the prey species similarly has very
low population level, and the predator species has population level close to a certain x-dependent
positive function (Wλ) independent of the value of μ. The function Wλ is ﬁnite but is easily shown
to be greater than λ/β , the approximate population level of the predator in the no-protection zone
case. In sharp contrast, when the protection zone is above the critical patch size, the conclusions in
(ii) above reveal signiﬁcantly different behavior of the two species: The population distribution of
the prey species is no longer uniformly small over the entire habitat, instead, it is close to a ﬁxed
x-dependent positive function (Uλ) inside the protection zone; the predator population also exhibits
a sharp change, it is close to an x-dependent function (Vλ) which is unbounded near the boundary of
the protection zone. (We can also easily show that Vλ(x) > λ/β on Ω \ Ω0.)
We next compare the ﬁndings here with those in [17] and [15], where a similar protection zone
was considered. The existence of a critical patch size for the protection zone is shared by all three
models, and for every model, this critical size is determined by an equation of the form λD1 (Ω0) = λ.
Moreover, when the other species is strong, the population distribution of the protected species in
every model is close to 0 outside the protection zone, and is close to the positive solution of (1.8)
inside the protection zone.
Since the competition model in [15] is very different in nature to a predator–prey system, the
other properties found in [15] are naturally very different. In the following we give more detailed
comparisons of our results here with those in [17], where the following Holling type II predator–prey
elliptic system was studied:
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
−u = λu − u2 − b(x)uv
1+mu in Ω,
−v = μv − v2 + cuv
1+mu in Ω \ Ω0,
∂νu = ∂ν v = 0 on ∂Ω,
∂ν v = 0 on ∂Ω0,
(1.9)
where λ,μ, c,m are positive constants, and b(x) may be taken as in (1.4). Let us observe that the
Holling type II model in (1.9) with μ > 0 describes the behavior of a generalist predator which can
exist regardless of the presence of the speciﬁc prey species in the model. On the other hand, the
Leslie model (1.5) describes the behavior of a specialist predator that cannot exist without the speciﬁc
prey species in the model.
For the behavior of the two predator–prey models, ﬁrstly we note that fundamental differences
already exist without a protection zone: For (1.9) with Ω0 = ∅ and μ > 0, the semitrivial solution
(0, v) (v = μ) is the global attractor of the corresponding parabolic system when μ is suﬃciently
large, while (1.5) with Ω0 = ∅ always has a constant positive solution (u∗, v∗), which is expected
(and proved under some restrictions on the parameters, as noted before) to be the global attractor of
the corresponding parabolic system.
Secondly we compare (1.5) and (1.9) when the same kind of protection zone Ω0 is introduced.
When the protection zone is below the critical patch size (λD1 (Ω0) > λ), for large μ, the qualitative
behavior of both models is similar to the case that no protection zone is introduced. If the protection
zone is above the critical patch size (λD1 (Ω0) < λ), for large μ, (1.9) has a unique positive solution
(u˜, v˜), with u˜ close to 0 over Ω \Ω0 and close to Uλ given by (1.8) in Ω0, and v˜ ≈ μ over Ω \Ω0. So
v˜ is uniformly large in its restricted habitat. In contrast, when λD1 (Ω0) < λ, for large μ, any positive
solution (u, v) of (1.5) satisﬁes v ≈ Vλ , where Vλ is a boundary blow-up solution given by (1.7), while
u behaves like u˜. Thus, for (1.5), the population distribution of the predator is far from uniform in
its restricted habitat, and is largely independent of μ. To explain this phenomenon, we need to look
at the ﬁne behavior of u over Ω \ Ω0. We can actually show that μu(x) is close to Vλ(x) in this
region. Thus although u(x) is small over Ω \ Ω0, but its value near ∂Ω0 is far bigger than that away
from Ω0. The assumption that the carrying capacity of the predator in (1.5) is proportional to the
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which seems to be the biological reason responsible for the very uneven distribution of the predator
population over Ω \ Ω0, and for its independence of μ. Moreover, as mentioned above, biologically
the Leslie model (1.5) describes the behavior of a system with a specialist predator, while the Holling
type II model in (1.9) with μ > 0 describes a system with a generalist predator. Therefore the above
discussed different behavior of (1.5) and (1.9) is perhaps fundamentally due to whether the predator–
prey system has a specialist predator or a generalist predator.
Our mathematical analysis for (1.5) is also very different to that in [17] for treating (1.9). The
situation here is much more diﬃcult to handle. As a result, our mathematical conclusion for (1.5) is
weaker. In [17], it was shown that when λD1 (Ω0) < λ, for large μ, (1.9) has a unique positive solution
(u˜, v˜), and it is the global attractor of the corresponding parabolic system; but here, we only obtain
result on the proﬁle of positive solutions of (1.5) for large μ, though we believe that the positive
solution of (1.5) is also unique and globally attractive.
A key step in our mathematical analysis is the following estimate.
Proposition 1.1. Let (uμ, vμ) be a positive solution of (1.5). Then limμ→∞(uμ,
vμ
μ ) = (0,0) and
limμ→∞
vμ
μuμ
= 1 uniformly on Ω \ Ω0 .
We now state our mathematical results described in (i) and (ii) above more accurately.
Theorem 1.2. Assume that λ < λD1 (Ω0). Then, there exists a large μ
∗ depending only on λ, β , Ω and Ω0 such
that when μ > μ∗ , (1.5) has a unique positive solution (uμ, vμ); moreover, (uμ, vμ) is linearly stable, and
when μ → ∞, μuμ → Wλ uniformly on Ω and vμ → Wλ uniformly on Ω \ Ω0 .
Theorem 1.3. Assume that λ > λD1 (Ω0) and let μ → ∞; then for every positive solution (uμ, vμ) of (1.5),
the following hold:
(i) uμ → U˜λ uniformly on Ω , where U˜λ = 0 on Ω \ Ω0 , and U˜λ = Uλ on Ω0;
(ii) μuμ → Vλ , vμ → Vλ uniformly on any compact subset of Ω \ Ω0 .
We would like to point out that, the techniques developed here can be easily modiﬁed to obtain
similar results for the following predator–prey model with a Holling type II interaction term for the
prey:
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
−u = λu − u2 − b(x)uv
m+ u in Ω,
−v = μv − v
2
u
in Ω \ Ω0,
∂νu = ∂ν v = 0 on ∂Ω,
∂ν v = 0 on ∂Ω0,
where m > 0 is a positive constant and accounts for the saturation rate for the prey, and the meanings
of the other parameters are the same as in (1.5). For this predator–prey model with Ω0 = ∅ (i.e.,
without protection zone), in contrast to (1.5), non-constant positive solutions may exist, and a detailed
discussion can be found in [38].
The rest of the paper is organized as follows. In Section 2, we show the existence of positive
solutions of (1.5) and prove the key technical result Proposition 1.1. In Sections 3 and 4, we prove,
respectively, Theorems 1.2 and 1.3 and related results.
2. Existence and key estimates
In this section, we show the existence of a positive solution for (1.5), and prove the key estimates
in Proposition 1.1. For convenience of notation, from now on, we write Ω∗ = Ω \ Ω0.
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boundary, and f (x) be a function in L∞(O ). We denote by λD1 ( f , O ) and λN1 ( f , O ) the ﬁrst eigenvalue
of the operator − + f over O , with Dirichlet or Neumann boundary conditions, respectively. If the
potential function f (x) ≡ 0, we simply denote these by λD1 (O ) and λN1 (O ). It is well known that the
following conclusions hold:
(1) λD1 ( f , O ) > λ
N
1 ( f , O );
(2) λB1 ( f1, O )  λB1 ( f2, O ) if f1  f2, and strict inequality holds if further f1 ≡ f2, where B = D or
B = N;
(3) λD1 ( f , O 1) λD1 ( f , O 2) if O 1 ⊂ O 2.
Next, we establish the existence of positive solutions to (1.5). Since the argument is rather stan-
dard, we only point out the main steps. Firstly, we need some a priori estimates for all the possible
positive solutions. Assume that (u, v) is a positive solution of (1.5); then −u < λu − u2, and a com-
parison argument shows u < λ on Ω . As a consequence, −v < μv − λ−1v2, which implies that
v < μλ on Ω∗ . The required a priori estimates are established.
Secondly, we ﬁx λ > 0 and treat μ > 0 as a bifurcation parameter and notice that Γ0 =
{(μ,λ,0): μ > 0} is the unique semitrivial solution curve of (1.5) in the space R1 × C(Ω) × C(Ω∗).
Applying the celebrated local bifurcation theorem of [4], we easily obtain a smooth local curve of
positive solutions Γ ′ = {(μ,u, v)} ⊂ R1 × C(Ω) × C(Ω∗) bifurcating from (0, λ,0) ∈ Γ0. Then, by the
well-known global bifurcation argument in [2] based on the theory of [39] and the maximum prin-
ciple for elliptic equations, we ﬁnd that Γ ′ is contained in a global branch (i.e., connected set) of
positive solutions Γ , which is either unbounded or joins a semitrivial solution of the form (μ,λ,0),
or joins a point (μ∗,0,0) ∈ R1 × C(Ω) × C(Ω∗) with some μ∗ ∈ [0,∞). But (0, λ,0) is the unique
bifurcation point where positive solutions can emanate from Γ0. We claim further that Γ ′ cannot
approach (μ∗,0,0) for some μ∗ ∈ [0,∞). Indeed, suppose that there exists a sequence {(μ,uμ, vμ)}
of positive solutions of (1.5) satisfying (uμ, vμ) → (0,0) uniformly on Ω × Ω∗ as μ → μ∗ . We set
uˆμ = uμ/‖uμ‖L∞(Ω); then uˆμ satisﬁes
−uˆμ = λuˆμ − uμuˆμ − β(x)uˆμvμ in Ω, ∂ν uˆμ = 0 on ∂Ω.
Since the right-hand side of the above equation has an L∞ bound independent of μ and ‖uˆμ‖∞ = 1,
the standard regularity theory for elliptic equations and the embedding theorem guarantee that, up
to a subsequence, uˆμ → uˆ in C1(Ω), ‖uˆ‖L∞(Ω) = 1, and uˆ solves
−uˆμ = λuˆ in Ω, ∂ν uˆ = 0 on ∂Ω.
This implies λ = 0, which contradicts our assumption λ > 0.
Based on the above analysis, Γ must be unbounded, and it is so through μ becoming unbounded,
namely, if a sequence {(μn,un, vn)} ⊂ Γ is unbounded, then necessarily μn → ∞ as n → ∞. Thus,
due to the connectedness of Γ ′ , we have
Theorem 2.1. For any λ,μ > 0, problem (1.5) has at least one positive solution.
We now study the asymptotic behavior of the positive solutions of (1.5) as μ → ∞. Set v = μw;
then (1.5) becomes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−u = λu − u2 − μb(x)uw in Ω,
−w = μw
(
1− w
u
)
in Ω∗,
∂νu = 0 on ∂Ω,∗
(2.1)∂νw = 0 on ∂Ω .
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Lemma 2.2. Let μ → ∞; then every positive solution (uμ,wμ) of (2.1) uniformly converges to (0,0) on Ω∗ .
Proof. Using the second equation of (2.1), since wμ ∈ C2(Ω∗), by the maximum principle (see
Lemma 2.1 in [35]), we deduce that maxΩ∗ wμ  maxΩ∗ uμ . Therefore, it suﬃces to show uμ → 0
uniformly on Ω∗ .
We use an indirect argument. So suppose that our conclusion is false. Then, there exists a sequence
μn → ∞ such that
uμn (xn) =max
Ω∗
uμn → σ ∗ > 0, where xn ∈ Ω∗. (2.2)
In the sequel, we simply denote (uμn ,wμn ) by (un,wn), and assume without loss of generality that
xn → x∗ ∈ Ω∗ . To reach a contradiction, we consider three different cases separately. The idea is to
use a so-called blowing up argument, which reduces the problem to certain equations over the entire
space RN or over a half-space, whose solutions can be completely determined; this idea was ﬁrst
used in [22] to obtain a priori bound for positive solutions.
Case 1: x∗ ∈ Ω∗ . We set x= xn + 1√μn y, namely, y =
√
μn(x− xn), and deﬁne
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
u˜n(y) = un
(
xn + 1√
μn
y
)
= un(x),
w˜n(y) = wn
(
xn + 1√
μn
y
)
= wn(x),
b˜n(y) = b
(
xn + 1√
μn
y
)
= b(x).
Thus, (u˜n, w˜n) satisﬁes⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−u˜n = 1
μn
(λ − u˜n)u˜n − b˜n(y)u˜n w˜n in Ωn,
−w˜n = w˜n
(
1− w˜n
u˜n
)
in Ωn \ Ω0,n,
∂ν u˜n = ∂ν w˜n = 0 on ∂Ωn,
∂ν w˜n = 0 on ∂Ω0,n,
(2.3)
where
Ωn =
{
y: xn + 1√
μn
y ∈ Ω
}
, Ω0,n =
{
y: xn + 1√
μn
y ∈ Ω0
}
.
Since u˜n, w˜n < λ, for any given ball B3R(0) with radius 3R and center 0, the right-hand side of
the ﬁrst equation in (2.3) has a bound in L∞(B3R(0)) that is independent of n. By standard interior
estimates for elliptic equations and the embedding theorem (see [23]), we conclude that, by passing
to a subsequence if necessary, u˜n → u˜ in C1(B2R(0)). We may also assume that w˜n → w˜ weakly in
Lp(B2R(0)) for any p > 1. It follows that (u˜, w˜) with 0 u˜, w˜  λ satisﬁes
−u˜ = −b(x∗)u˜ w˜ = −βu˜ w˜ in B2R(0). (2.4)
Moreover, from (2.2), we have u˜(0) = σ ∗ > 0; thus we can apply the Harnack inequality to (2.4) to
see that u˜ > 0 in B2R(0). Consequently, by the second equation of (2.3), we can choose a further
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−w˜ = w˜
(
1− w˜
u˜
)
in BR(0). (2.5)
Since R > 0 is arbitrary in (2.4) and (2.5), we can use a standard diagonal process to {(u˜n, w˜n)} to
extract a subsequence, still denoted by itself, such that (u˜n, w˜n) → (u˜, w˜) in C1loc(RN ) × C1loc(RN ) and
(u˜, w˜) satisﬁes (2.4) and (2.5) on the entire RN , namely, it solves the following system:⎧⎨
⎩
−u˜ = −βu˜ w˜ in RN ,
−w˜ = w˜
(
1− w˜
u˜
)
in RN .
(2.6)
The classical regularity theory for elliptic equations then implies that (u˜, w˜) ∈ C2(RN ) × C2(RN ). Let
us also note that β, u˜(y) > 0, u˜(0) = σ ∗ = supRN u˜, and w˜(y) 0.
As −u˜(0) 0 and −βu˜(0)w˜(0) 0, we necessarily have w˜(0) = 0. Thus we can apply the Har-
nack inequality to the second equation in (2.6) and w˜  0 to deduce w˜(y) ≡ 0 in RN , which implies
w˜n → 0 in C1loc(RN ), and u˜ ≡ 0. Therefore u˜ is a harmonic function in RN which attains its maxi-
mum at x= 0, implying u˜ ≡ σ ∗ .
On the other hand, for any given large ball BR(0) satisfying 1 > λD1 (BR(0)), the following logistic
problem
−W = W
(
1− 2
σ ∗
W
)
in BR(0), W = 0 on ∂BR(0) (2.7)
has a unique positive solution WR . Since BR(0) ⊂ Ωn for all large n, and u˜n → σ ∗ uniformly in
BR(0), the equation for w˜n in (2.3) shows that w˜n is an upper solution of (2.7) for all large n. Using
Lemma 2.1 of [16], it follows WR  w˜n on BR(0). Letting n → ∞ we deduce WR  0. Thus case (i)
leads to a contradiction.
Case 2: x∗ ∈ ∂Ω . Without loss of generality, we assume that x∗ is the origin. In addition, by a
suitable rotation of the coordinates, we can also require that the outward unit normal vector of ∂Ω
at 0 be the xN -axis, where we write x= (x1, x2, . . . , xN ).
We denote xn = (x1n, x2n, . . . , xNn ), and deﬁne (u˜n, w˜n) and b˜n as in case 1. Passing to a subsequence
if necessary, we may assume that
c∗ = − lim
n→∞
√
μn x
N
n , where 0 c∗ ∞.
If c∗ = ∞, then we can deduce a contradiction as in case (i) above. So we only consider the
case that c∗ ∈ [0,∞). Moreover, xn + μ−1/2n y ∈ Ω when yN < c∗ and n  1; and xn + μ−1/2n y /∈ Ω if
yN > c∗ and n  1. Since ∂Ωn and ∂Ω0,n are uniformly smooth in n, as in case 1, a regularity (up to
boundary) argument shows that, subject to passing to a subsequence,
‖u˜n − u˜‖C1(Ωn∩K ) → 0, ‖w˜n − w˜‖C1(Ω0,n∩K ) → 0
for some u˜, w˜ ∈ C1({yN  c∗}), and any compact K ⊂ {yN  c∗}. Moreover, (u˜, w˜) is a non-negative
solution of the following system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u˜ = −βu˜ w˜ in {yN < c∗},
−w˜ = w˜
(
1− w˜
u˜
)
in
{
yN < c∗
}
,
∂ν u˜ = ∂ν w˜ = 0 on
{
yN = c∗}.
(2.8)
Furthermore, u˜ > 0, w˜  0 in {yN  c∗}, and u˜(0) = σ ∗ = sup{yNc∗} u˜.
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equation in (2.8) to conclude that w˜ ≡ 0 in {yN < c∗}. Thus w˜n → 0 uniformly on any compact
subsets of {yN < c∗}. To deduce a contradiction, we now consider (2.7) with BR(0) replaced by B−R ,
where
B−R =
{
y = (y1, y2, . . . , yN): ‖y‖ R, yN < 0}.
When R is suﬃciently large, it has a unique positive solution W˜ R . On the other hand, B
−
R ⊂ Ωn for all
large n, and a comparison argument yields that W˜ R  w˜n in B−R . Letting n → ∞ we deduce W˜ R  0
in B−R . This contradiction proves our claim that w˜ > 0.
If c∗ > 0, then from −u˜  0, u˜ > 0 in {yN < c∗}, and u˜(0) = sup{yNc∗} u˜, we deduce u˜ ≡ σ ∗ ,
which implies w˜ ≡ 0, a contradiction. If c∗ = 0, then −u˜  0 in {yN < 0}, u˜(0) = sup{yN0} u˜ and
∂ν u˜ = 0 on {yN = 0}; in view of the Hopf boundary lemma, we again have u˜ ≡ σ ∗ , which implies
w˜ ≡ 0, contradicting to w˜ > 0. Thus case (ii) always leads to a contradiction.
Case 3: x∗ ∈ ∂Ω0. We assume that x∗ and c∗ are deﬁned analogously to case 2 (but note that the
outer normal to Ω at ∂Ω is now replaced by the outer normal to Ω \ Ω0), and deﬁne (u˜n, w˜n)
and b˜ similarly. Again by a regularity consideration we may assume ‖u˜n − u˜‖C1(Ωn∩K ) → 0 and
‖w˜n − w˜‖C1(Ω0,n∩K ) → 0 for any compact K ⊂ {yN  c∗}, and (u˜, w˜) is a positive solution of
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−u˜ = −b∗(yN)u˜ w˜ in RN ,
−w˜ = w˜
(
1− w˜
u˜
)
in
{
yN < c∗
}
,
u˜(0) = σ ∗, ∂ν w˜ = 0 on
{
yN = c∗},
(2.9)
where σ ∗ = sup{yNc∗} u˜ and
b∗
(
yN
)= β if {yN < c∗}, b∗(yN)= 0 if {yN > c∗}.
If c∗ = ∞, we can argue as in case 1 to obtain a contradiction. If c∗ < ∞, then u˜ is a harmonic
function on {yN > c∗} and it is bounded from above by λ. Since sup{yN=c∗} u˜ = σ ∗ , it follows from
a Phragmèn–Lindelöf type maximum principle that u˜  σ ∗ on {yN  c∗} (see, for example, [1] or
Lemma 7.27 in [10]). Thus u˜ is a subharmonic function in RN which takes its maximal value at 0;
this implies that u˜ ≡ σ ∗ (see, for example, [30]). It then follows from the ﬁrst equation in (2.9) that
w˜ = 0, a contradiction. So case (iii) also leads to a contradiction.
Thus in every possible case we derive a contradiction. This ﬁnishes our proof. 
Lemma 2.3. Let (uμ, vμ) be a positive solution of (1.5) and zμ = μuμ . Then
lim
μ→∞
vμ
zμ
= 1 uniformly on Ω∗. (2.10)
Proof. If (2.10) is not true, then there exist 0 < ζ < 1, μn → ∞ and xn ∈ Ω∗ , such that, for every
n 1,
vμn (xn) (1+ ζ )zμn (xn), or vμn (xn) (1− ζ )zμn (xn). (2.11)
For simplicity we denote vn = vμn , zn = zμn .
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sequence of {vn}, denoted by itself, such that vn → 0 uniformly on Ω∗ . Let xn ∈ Ω be such that
un(xn) =minΩ un . Applying Lemma 2.1 of [35] to the ﬁrst equation of (1.5) we have that
min
Ω
un = un(xn) λ −
{
0 if xn ∈ Ω0,
βvn(xn) if xn /∈ Ω0,
which implies that limn→∞ minΩ un  λ. Since un  λ, it follows that un → λ uniformly on Ω . Let
x∗n ∈ Ω∗ be such that vn(x∗n) = minΩ∗ vn . Then Lemma 2.1 of [35] implies vn(x∗n)μnun(x∗n) → ∞ as
n → ∞. This is a contradiction to vn → 0.
The remaining proof again relies on a scaling argument. Let Mn = maxΩ∗ vn(x). Then by what has
been proved above, Mn  σ for some positive constant σ . Deﬁne y = (μnMn)1/4(x− xn) and
z˜n(y) = 1
zn(xn)
zn
(
xn + (μnMn)−1/4 y
)= 1
zn(xn)
zn(x),
v˜n(y) = 1
Mn
vn
(
xn + (μnMn)−1/4 y
)= 1
Mn
vn(x),
u˜n(y) = un
(
xn + (μnMn)−1/4 y
)= un(x),
b˜n(y) = b
(
xn + (μnMn)−1/4 y
)= b(x).
Then (z˜n, v˜n) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−z˜n = 1√
μnMn
(λ − u˜n)z˜n − √Mn/μn b˜n(y)z˜n v˜n in Ωn,
−v˜n =
√
μn
Mn
v˜n
(
1− Mn
zn(xn)
v˜n
z˜n
)
in Ωn \ Ω0,n,
∂ν z˜n = 0 on ∂Ωn, ∂ν v˜n = 0 on ∂Ωn ∪ ∂Ω0,n, z˜n(0) = 1,
(2.12)
where
Ωn =
{
y: xn + (μnMn)−1/4 y ∈ Ω
}
, Ω0,n =
{
y: xn + (μnMn)−1/4 y ∈ Ω0
}
.
By Lemma 2.2 we see that
Mn
μn
=max
Ω∗
wμn → 0 as n → ∞.
Since z˜n(0) = 1 and (μnMn)−1/4 → 0, due to the Harnack inequality, it follows from the ﬁrst equation
in (2.12) that for any R > 0, there is a positive constant CR such that, for all n,
1
CR
 z˜n(y) CR on BR(0) ∩ Ωn. (2.13)
Subject to a subsequence we may assume that xn → x∗ ∈ Ω∗ .
Case 1: x∗ ∈ Ω∗ . As v˜n  1, in view of (2.13) and the elliptic regularity we deduce that, subject to a
subsequence, z˜n → z˜ in C1loc(RN ) and z˜ is non-negative and satisﬁes
−z˜ = 0 in RN , z˜(0) = 1.
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−vˆn =
√
μn
Mn
vˆn
(
1− vˆn
z˜n
)
in Ωn \ Ω0,n. (2.14)
Since μn/Mn → ∞ and z˜n → 1, we claim that (2.14) implies
Mn
zn(xn)
v˜n(y) = vˆn(y) → 1 uniformly on BR(0) for any R > 0.
We prove this claim by the squeezing method of [16]. For any given small  ∈ (0,1) and big R > 0,
we consider the auxiliary problems
−v = σnv
[
1− (1− )v] in BR(0), v|∂BR (0) = ∞, (2.15)
and
−v = σnv
[
1− (1+ )v] in BR(0), v|∂BR (0) = 0, (2.16)
where σn = (μn/Mn)1/2. By Lemmas 2.1–2.3 in [16], (2.15) has a unique positive solution vn , (2.16)
has a unique positive solution vn , and for all large n such that BR(0) ⊂ Ωn \ Ω0,n ,
vn  vˆn  vn in BR(0), lim
n→∞ vn = (1− )
−1, lim
n→∞ vn = (1+ )
−1
uniformly on any compact subset of BR(0). Since  ∈ (0,1) can be arbitrarily small, it follows that
vˆn → 1 as n → ∞ uniformly on any compact subset of BR(0). This implies the claim, from which we
have in particular,
vn(xn)
zn(xn)
= Mn
zn(xn)
v˜n(0) = vˆn(0) → 1.
This is a contradiction to (2.11).
Case 2: x∗ ∈ ∂Ω . Same as in case 2 of the proof of Lemma 2.2, we may assume that x∗ is the origin,
the outward unit normal vector of ∂Ω at 0 is the xN -axis, and the sequence {xNn } is non-decreasing
in n, with
c∗ = − lim
n→∞(μnMn)
1/4xNn , 0 c∗ ∞.
If c∗ = ∞ then we may repeat the argument in case 1 above to deduce a contradiction. So we assume
that c∗ < ∞. Then we may use elliptic regularity as before to obtain that subject to a subsequence
‖z˜n − z˜‖C1(Ωn∩K ) → 0 for any compact K ⊂ {yN  c∗}, and z˜ satisﬁes
−z˜ = 0, z 0 in {yN < c∗}, ∂ν z˜ = 0 on {yN = c∗}, z˜(0) = 1. (2.17)
We extend z˜ to yN > c∗ by an even reﬂection with respect to the hyperplane {yN = c∗}, and it
follows from (2.17) that the extended z˜ satisﬁes
−z˜ = 0, z˜ 0 in RN , z˜(0) = 1.
Hence z˜ ≡ 1.
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⎧⎨
⎩−vˆn =
√
μn
Mn
vˆn
(
1− vˆn
z˜n
)
in Ωn \ Ω0,n,
∂ν vˆn = 0 on ∂Ωn ∪ ∂Ω0,n.
If we can show that vˆn(0) → 1, then
vn(xn)
zn(xn)
= Mn
zn(xn)
v˜n(0) = vˆn(0) → 1,
and we reach a contradiction to (2.11). Thus to conclude the proof for case 2, it remains to show that
vˆn(0) → 1. We again use a comparison and squeezing argument. We will consider the cases c∗ > 0
and c∗ = 0 separately. Firstly we assume that c∗ > 0. In this case, we can ﬁnd δ > 0 small enough
such that Bδ(0) ⊂ {yN < c∗}. Then we ﬁx small  ∈ (0,1) and consider the auxiliary problems
−v = σnv
[
1− (1− )v] in Bδ(0), v|∂Bδ (0) = ∞, (2.18)
and
−v = σnv
[
1− (1+ )v] in Bδ(0), v|∂Bδ (0) = 0, (2.19)
where σn = (μn/Mn)1/2.
As in case 1 above, by Lemmas 2.1–2.3 in [16], (2.18) has a unique positive solution vn , (2.19) has
a unique positive solution vn , and for all large n such that Bδ(0) ⊂ Ωn \ Ω0,n ,
vn  vˆn  vn in Bδ(0), lim
n→∞ vn = (1− )
−1, lim
n→∞ vn = (1+ )
−1
uniformly on any compact subset of Bδ(0). Since  ∈ (0,1) can be arbitrarily small, it follows that
vˆn → 1 as n → ∞ uniformly on any compact subset of Bδ(0). Thus vˆn(0) → 1.
Next we consider the case c∗ = 0. In this case we choose δ > 0 small and deﬁne yδ :=
(0, . . . ,0,−δ) and Bδ := B4δ(yδ). Then consider the auxiliary problems (2.19) and (2.18) with Bδ(0)
replaced by Bδ . We still use vn and vn to denote their unique positive solutions respectively. We
observe that due to their uniqueness, both vn and vn are radially symmetric in Bδ , so we may write
vn = V n(r), vn = V n(r). Moreover, V n(r) (1+ )−1 and V ′n(r) < 0 for r ∈ (0,4δ), V n(r) (1− )−1
and V ′n(r) > 0 for r ∈ (0,4δ). It follows that for all large n, ∂ν vn|∂Ωn∩Bδ < 0 and ∂ν vn|∂Ωn∩Bδ > 0. Thus
we can apply Lemma 3.1 of [13] to conclude that vn  vˆn  vn in Bδ ∩ Ωn for all large n, from which
we can deduce, as before, vˆn(0) → 1, as required.
Case 3: x∗ ∈ ∂Ω0. In this case, we can deduce a contradiction as in case 2 above; the arguments
only need minor obvious modiﬁcations and are hence omitted.
The proof is complete. 
Proposition 1.1 clearly follows from Lemmas 2.2 and 2.3. For later use, we prove one more result
in this section. (This result appears to be folklore, its proof is given below for completeness.)
Lemma 2.4. Let D be a bounded smooth domain in RN , μ > 0 and a(x) a continuous positive function on D.
Then, the following problem
−W = μW (1− a−1(x)W ) in D, ∂νW = 0 on ∂D (2.20)
has a unique positive solution Wμ , and Wμ → a(x) uniformly on D as μ → ∞.
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we prove the asymptotic behavior of Wμ as μ → ∞.
We ﬁrst prove the result under the extra assumption that a ∈ C2(D). Let d(x) = d(x, ∂D) and
choose c > 0 such that |∇a| < c on D . Note that, since ∂D is smooth, d(x) is C2 near ∂D , and
∂νd(x) < 0 for x ∈ ∂D.
Now, we construct an upper–lower solution pair of (2.20) as follows. For any given small ε > 0, let
w = (1+ ε)a(x) + f (x) and w = (1− ε)a(x) − f (x),
where f (x) is chosen to satisfy the following conditions:
(i) f (x) ∈ C2(D) and 0 f (x) ε on D;
(ii) f (x) = ε2 − Md(x) when x is close to ∂D , where M > 0 is chosen to satisfy
−(1± ε)c − M∂νd(x) 0 ∀x ∈ ∂D.
With the above deﬁnitions of w and w , if μ is suﬃciently large, it follows from simple computa-
tions that
−w μw(1− a−1(x)w) in D, ∂νw  0 on ∂D,
and
−w μw(1− a−1(x)w) in D, ∂νw  0 on ∂D.
These inequalities show that w and w form an upper and lower solution pair of (2.20) if μ is large
enough. Since clearly w < w , (2.20) has a positive solution satisfying w  W  w . But we already
know that (2.20) has a unique positive solution Wμ . Thus we necessarily have w Wμ  w . In other
words, for any small ε, if μ is suﬃciently large,
(1− ε)a(x) − ε Wμ  (1+ ε)a(x) + ε.
This means that Wμ(x) → a(x) uniformly on D as μ → ∞, as required.
We now consider the general case a ∈ C(D). Since C2(D) is dense in C(D), for any given small
 > 0 we can ﬁnd a1,a2 ∈ C2(D) such that 0 < a1(x) a(x) a2(x) in D , and   |a(x) − ai(x)| 2
in D for i = 1,2. Let W iμ denote the unique positive solution of (2.20) with a replaced by ai . By
what has been proved above, we have W iμ → ai uniformly on D as μ → ∞. Clearly W 1μ and W 2μ
form a lower–upper solution pair for (2.20). Moreover, for all large μ, due to the choice of a1, a2 and
the above limits of W iμ , we have W
1
μ < W
2
μ , and hence the unique positive solution Wμ of (2.20)
satisﬁes W 1μ Wμ W 2μ . It follows that
limμ→∞Wμ  lim
μ→∞W
1
μ = a1  a− 2,
limμ→∞Wμ  lim
μ→∞W
2
μ = a2  a+ 2.
The required conclusion follows since  > 0 is arbitrary. 
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This section is devoted to the proof of Theorem 1.2, which follows from several results proved
below.
Lemma 3.1. Assume that λ  λD1 (Ω0) and let μ → ∞; then for any positive solution (uμ, vμ) of (1.5),
uμ → 0 uniformly on Ω .
Proof. Due to Lemma 2.2, for arbitrary small ε > 0, we have uμ(x)  ε uniformly on ∂Ω0 for all
large μ. Therefore, uμ is a lower solution of the following problem
−w = λw − w2 in Ω0, w = ε on ∂Ω0. (3.1)
A simple upper–lower solution argument shows that (3.1) has a positive solution. Moreover,
Lemma 2.1 of [16] implies that such a positive solution is unique; we denote it by wε . Since
λ  λD1 (Ω0), it is well known that the unique non-negative solution of (3.1) with ε = 0 is w0 ≡ 0.
One may then use a standard perturbation argument to show that wε → w0 = 0 uniformly in Ω0 as
ε → 0. By Lemma 2.1 of [16] again, it follows uμ  wε , which indicates uμ → 0 uniformly on Ω0.
The required conclusion now follows from this and Lemma 2.2. 
To determine the asymptotic behavior of positive solutions to (1.5), we let u = μ−1z, and thus (1.5)
can be written as
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−z = λz − uz − b(x)zv in Ω,
−v = μv
(
1− v
z
)
in Ω∗,
∂ν z = 0 on ∂Ω,
∂ν v = 0 on ∂Ω∗.
(3.2)
We have the following result.
Lemma 3.2. Assume that λ < λD1 (Ω0) and let μ → ∞; then for any positive solution (zμ, vμ) of (3.2),‖zμ‖L∞(Ω) and ‖vμ‖L∞(Ω∗) both remain bounded.
Proof. We argue by contradiction again and assume that there exist a sequence μn → ∞ and cor-
responding positive solutions (zμn , vμn ) of (3.2) such that either ‖zμn‖L∞(Ω) or ‖vμn‖L∞(Ω∗) is un-
bounded. For convenience, we denote (zn, vn) = (zμn , vμn ); so (zn, vn) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−zn = λzn − unzn − b(x)znvn in Ω,
−vn = μnvn
(
1− vn
zn
)
in Ω∗,
∂ν zn = 0 on ∂Ω,
∂ν vn = 0 on ∂Ω∗.
(3.3)
Using the second equation in (3.3) and Lemma 2.1 in [35], we see that ‖vn‖L∞(Ω∗)  ‖zn‖L∞(Ω∗) 
‖zn‖L∞(Ω) . Therefore, necessarily ‖zn‖L∞(Ω) is unbounded. Now, we consider two different cases.
Case 1: ‖vn‖L∞(Ω∗) is bounded. In this case, by the equation for zn and the Harnack inequality we
ﬁnd that zn → ∞ uniformly on Ω . Therefore, integrating the second equation of (3.3) over Ω∗ , we
easily deduce a contradiction:
0=
∫
∗
vn
(
1− vn
zn
)
dx > 0 for all large n.Ω
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Lemma 2.2. We simply denote
(‖zn‖∞,‖vn‖∞)= (‖zn‖L∞(Ω),‖vn‖L∞(Ω∗)),
and set
zˆn = zn‖zn‖∞ and vˆn =
vn
‖vn‖∞ .
Then (zˆn, vˆn) satisﬁes
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−zˆn = λzˆn − unzˆn − b(x)‖vn‖∞ zˆn vˆn in Ω,
−vˆn = μn vˆn
(
1− ‖vn‖∞‖zn‖∞
vˆn
zˆn
)
in Ω∗,
∂ν zˆn = 0 on ∂Ω,
∂ν vˆn = 0 on ∂Ω∗.
(3.4)
We ﬁrst claim that ‖zˆn‖L∞(Ω∗) has a positive lower bound. Otherwise there exists some sequence
of zˆn denoted by itself again, such that zˆn → 0 uniformly on Ω∗ . Since −zˆn + zˆn  (λ + 1)zˆn , by
Lemma 2.2 of [5] (note: Lemma 2.2 there also holds for Neumann boundary conditions), we may
assume that zˆn → zˆ weakly in H1(Ω) and strongly in Lp(Ω) for every p > 1, and zˆ ∈ L∞(Ω)∩ H1(Ω)
with ‖zˆ‖∞ = 1. Moreover, zˆ = 0 on Ω∗ , and hence zˆ|Ω0 ∈ H10(Ω0). Recall that un → 0 uniformly on
Ω by Lemma 3.1, and b(x) = 0 on Ω0. So by the ﬁrst equation of (3.4), we ﬁnd that zˆ|Ω0 is a positive
weak solution of
−zˆ = λzˆ in Ω0, zˆ = 0 on ∂Ω0.
This implies that λ = λD1 (Ω0), which contradicts our assumption on λ. This proves our claim.
Let zˆn(xn) =maxΩ∗ zˆn , xn ∈ Ω∗; by passing to a subsequence we may assume that zˆn(xn) → σ∗ > 0
and xn → x∗ ∈ Ω . We also recall that ‖vn‖∞/‖zn‖∞  1. Set
x= xn + 1√‖vn‖∞ y, i.e., y =
√‖vn‖∞ (x− xn),
and deﬁne
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
z˜n(y) = zˆn
(
xn + 1√‖vn‖∞ y
)
= zˆn(x),
v˜n(y) = vˆn
(
xn + 1√‖vn‖∞ y
)
= vˆn(x),
u˜n(y) = un
(
xn + 1√‖vn‖∞ y
)
= un(x),
b˜n(y) = b
(
xn + 1√‖vn‖∞ y
)
= b(x).
Then (z˜n, v˜n) satisﬁes
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⎪⎪⎪⎪⎪⎪⎪⎩
−z˜n = 1‖vn‖∞ (λ − u˜n)z˜n − b˜n(y)z˜n v˜n in Ωn,
−v˜n = μn‖vn‖∞ v˜n
(
1− ‖vn‖∞‖zn‖∞
v˜n
z˜n
)
in Ωn \ Ω0,n,
∂ν z˜n = ∂ν v˜n = 0 on ∂Ωn,
∂ν v˜n = 0 on ∂Ω0,n,
(3.5)
where
Ωn =
{
y: xn + 1√‖vn‖∞ y ∈ Ω
}
, Ω0,n =
{
y: xn + 1√‖vn‖∞ y ∈ Ω0
}
.
The remaining analysis is similar to the proof of Lemma 2.2, with some obvious minor modiﬁ-
cations. So we only consider the case x∗ ∈ Ω∗; the details for the cases x∗ ∈ ∂Ω and x∗ ∈ ∂Ω0 are
omitted. Due to z˜n, v˜n  1, we can choose a subsequence such that z˜n → z˜ in C1loc(RN ) and v˜n → v˜
weakly in L2(K ) for any compact K ⊂RN , and (z˜, v˜) satisﬁes
−z˜ = −β z˜ v˜ in RN . (3.6)
Furthermore, z˜ > 0 in RN , z˜(0) = supRN z˜, and 0 v˜  1. Using properties of subharmonic functions
for z˜ in (3.6), we see that z˜ ≡ σ∗ and so v˜ ≡ 0. This shows that z˜n → σ∗ in C1loc(RN ) and v˜n → 0
weakly in L2(K ) for any compact K ⊂RN .
On the other hand, we observe that μn/‖vn‖∞ = 1/‖wn‖∞ → ∞ by Lemma 2.2. For any given
ball BR(0), consider the following auxiliary problem:
−Wn = μn‖vn‖∞ Wn(1− Wn) in BR(0), Wn = 0 on ∂BR(0). (3.7)
For all large n, from Lemma 2.2 of [16], (3.7) has a unique positive solution Wn , and Wn → 1 uni-
formly on BR/2(0) as n → ∞. By the equation for v˜n in (3.5), v˜n is an upper solution of (3.7). Using
Lemma 2.1 of [16], it follows Wn  v˜n in BR(0) for all large n. Thus limn→∞ v˜n  1 uniformly in
BR/2(0). However, we have shown v˜n → 0 weakly in L2(BR/2(0)). Thus, a contradiction occurs. This
completes the proof. 
We are now ready to prove the second part of Theorem 1.2.
Theorem 3.3. Assume that λ < λD1 (Ω0) and let μ → ∞; then for every positive solution (uμ, vμ) of (1.5),
μuμ → Wλ uniformly on Ω , and vμ → Wλ uniformly on Ω \ Ω0 .
Proof. Let μn → ∞ be an arbitrary sequence of positive numbers. Clearly (zn, vn) := (μnuμn , vμn ) is
a positive solution of (3.2) with μ = μn . By Lemma 3.1, un → 0 uniformly on Ω . By Lemma 3.2 and
standard elliptic regularity theory, passing to a subsequence if necessary, we may assume that zn → z
in C1(Ω) and vn → v weakly in Lp(Ω∗) for every p > 1. In addition, (z, v) satisﬁes
−z = λz − b(x)zv in Ω, ∂ν z = 0 on ∂Ω. (3.8)
From the second equation in (3.2), we deduce as before max vμ  max zμ . If z = 0, then vn → 0
uniformly on Ω∗ and hence, by the ﬁrst equation of (3.2),
0=
∫
Ω
zn
[
λ − un − b(x)vn
]
dx> 0 for all large n.
This contradiction shows that z ≡ 0. Consequently, the Harnack inequality implies z > 0 on Ω .
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following two problems:
−w = μnw
(
1− w
z − ε
)
in Ω∗, ∂νw = 0 on ∂Ω∗, (3.9)
and
−w = μnw
(
1− w
z + ε
)
in Ω∗, ∂νw = 0 on ∂Ω∗. (3.10)
Let us denote the unique positive solutions of (3.9) and (3.10) respectively by wn and wn . An upper
and lower solution consideration shows that wn  vn  wn for all large n. By Lemma 2.4,
wn → z − ε and wn → z + ε uniformly on Ω∗ as n → ∞.
We thus easily see that z−ε  v  z+ε. It follows that v = z, and by (3.8), z = Wλ . This implies that
lim
μ→∞μuμ = Wλ, limμ→∞ vμ = Wλ,
and the limits are uniform on Ω and on Ω \ Ω0, respectively.
The proof of Theorem 3.3 is complete. 
In the following, we prove the uniqueness and stability property of positive solutions of (1.5) for
large μ. First, we prove the linear stability.
Theorem 3.4. Assume that λ < λD1 (Ω0). Then, there exists a largeμ
∗ , which depends only on λ,β,Ω andΩ0 ,
such that if μ > μ∗ , every positive solution (uμ, vμ) of (1.5) is linearly stable in the sense that Reη > 0 if η
is an eigenvalue of the linearized eigenvalue problem of (1.5) at (uμ, vμ).
Proof. Suppose that the conclusion is invalid. Then, we can ﬁnd a sequence μn with μn → ∞ and
a corresponding positive solution (un, vn) of (1.5) with μ = μn such that the following eigenvalue
problem
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−φn =
(
λ − 2un − b(x)vn
)
φn − b(x)unψn + ηnφn in Ω,
−ψn =
(
μn − 2vn
un
)
ψn + v
2
n
u2n
φn + ηnψn in Ω∗,
∂νφn = 0 on ∂Ω, ∂νψn = 0 on ∂Ω∗
(3.11)
has a solution (φn,ψn, ηn) satisfying, for n 1,
Reηn  0, (φn, ψn) ∈ W 2,p(Ω) × W 2,p
(
Ω∗
)
(∀p > N),
and
‖φn‖L2(Ω) + ‖ψn‖L2(Ω∗) = 1. (3.12)
We remark that unlike elsewhere in the paper, here φn,ψn may be complex-valued functions.
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hn = (1+ μn)φn and kn = 1+ μn
μn
ψn;
then (3.12) becomes
1
1+ μn ‖hn‖L2(Ω) +
μn
1+ μn ‖kn‖L2(Ω∗) = 1, (3.13)
and (3.11) becomes
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−hn =
(
λ − 2un − b(x)vn
)
hn − b(x)μnunkn + ηnhn in Ω,
−kn =
(
μn − 2vn
un
)
kn + v
2
n
μnu2n
hn + ηnkn in Ω∗,
∂νhn = 0 on ∂Ω, ∂νkn = 0 on ∂Ω∗.
(3.14)
We show that hn, kn ≡ 0. Indeed, if hn ≡ 0, then it follows from the ﬁrst equation of (3.14) that kn ≡ 0,
which is impossible due to (3.13). If kn ≡ 0, then the ﬁrst equation of (3.14) reduces to
−hn =
(
λ − 2un − b(x)vn
)
hn + ηnhn in Ω.
It follows that
ηn  λD1
(−λ + 2un + b(x)vn,Ω)> λD1 (−λ + un + b(x)vn,Ω).
From the equation for un we have λD1 (−λ + un + b(x)vn,Ω) = 0. Thus ηn > 0, contradicting our as-
sumption that Reηn  0. This proves that hn,kn ≡ 0.
We claim that ηn is bounded. It suﬃces to show that Reηn and Imηn are bounded.
Claim 1: Reηn is bounded. Otherwise, in view of Reηn  0, we may assume that Reηn → −∞.
Multiplying the ﬁrst equation of (3.14) by hn and integrating by parts over Ω , we obtain
0
∫
Ω
|∇hn|2  λ
∫
Ω
|hn|2 +μn
∫
Ω
b(x)un|hn| · |kn| + Reηn
∫
Ω
|hn|2. (3.15)
Applying Theorem 3.3, we know that μnb(x)un is bounded uniformly in n. It then follows from (3.15)
that there exists a positive constant C independent of n such that
(−Reηn − λ)
∫
Ω
|hn|2  C
∫
Ω∗
|hn| · |kn|. (3.16)
Here, the condition b(x) = 0 on Ω0 is used. Hence, by Hölder’s inequality, (3.16) gives
‖hn‖L2(Ω) 
C
−Reηn − λ‖kn‖L2(Ω∗). (3.17)
On the other hand, in view of (3.13), ‖kn‖L2(Ω∗) is bounded. Therefore, by (3.13) and (3.17), our as-
sumption Reηn → −∞ implies
lim ‖hn‖L2(Ω) → 0 and lim ‖kn‖L2(Ω∗) → 1. (3.18)n→∞ n→∞
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have
0
∫
Ω∗
|∇kn|2 μn
∫
Ω∗
[(
1− 2vn
μnun
)
|kn|2 + v
2
n
μ2nu
2
n
|hn| · |kn|
]
+ Reηn
∫
Ω∗
|kn|2. (3.19)
Note that by Theorem 3.3,
1− 2vn
μnun
→ −1 and v
2
n
μ2nu
2
n
→ 1 uniformly on Ω∗ as n → ∞. (3.20)
As a result, from (3.19) and (3.20), for all large n, we have the following inequality:
0−1
2
μn
∫
Ω∗
|kn|2 + 2μn
( ∫
Ω
|hn|2
)1/2( ∫
Ω∗
|kn|2
)1/2
+ Reηn
∫
Ω∗
|kn|2. (3.21)
Using Reηn → −∞, and (3.18), we easily see that (3.21) leads to a contradiction. This proves Claim 1.
Claim 2: Imηn is also bounded. Once again, we use an indirect argument. Suppose that
| Imηn| → ∞ as n → ∞. Then, from the equation for hn in (3.14), we ﬁnd that
∫
Ω
|∇hn|2 =
∫
Ω
(
λ − 2un − b(x)vn
)|hn|2 −μn
∫
Ω
b(x)unhnkn + ηn
∫
Ω
|hn|2. (3.22)
It follows that
Imηn
∫
Ω
|hn|2 = μn Im
∫
Ω
b(x)unhnkn,
which implies
| Imηn|
∫
Ω
|hn|2 μn
∫
Ω
b(x)un|hn| · |kn|. (3.23)
Consequently, by Theorem 3.3 and Hölder’s inequality, there exists a positive constant C independent
of n such that
| Imηn|2
∫
Ω
|hn|2  C
∫
Ω∗
|kn|2.
Thus, our assumption | Imηn| → ∞ implies that (3.18) holds. On the other hand, we note that (3.20)–
(3.21) are still true. Since μn → ∞ and Reηn is bounded, (3.21) leads to a contradiction. This proves
Claim 2.
Since {ηn} is bounded and Reηn  0, by passing to a subsequence, we may assume that ηn → η
with Reη  0. Since ‖kn‖L2(Ω∗) is bounded, by the ﬁrst equation of (3.14) and Theorem 3.3, and
standard Lp theory for elliptic equations, we see that ‖hn‖W 2,2(Ω) is bounded. Therefore, passing to a
subsequence if necessary, we can assume that hn → h in H1(Ω). In addition, due to the boundedness
of ‖kn‖L2(Ω∗) , we may assume kn → k weakly in L2(Ω∗).
Let ϕ be an arbitrary C∞0 (Ω∗) function. Multiplying the equation for kn in (3.14) by ϕ/μn , inte-
grating it by parts over Ω∗ , and then letting n → ∞, we easily see that
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(h − k)ϕ = 0,
which implies h = k. Here, we used (3.20) and the boundedness of ηn .
Next, by Theorem 3.3 and the equation for hn in (3.14), we ﬁnd that h satisﬁes in the weak sense
−h + (−λ + 2b(x)Wλ)h = ηh in Ω, ∂νh = 0 on ∂Ω. (3.24)
By standard Lp theory, h is a W 2,p(Ω) solution of (3.24) for every p > 1, and so h ∈ C1(Ω).
We claim that h ≡ 0. Otherwise h ≡ 0 and it follows from (3.13) that (3.18) holds. We also have
(3.19)–(3.21). As μn → ∞ and ηn is bounded, (3.21) leads to an obvious contradiction. Hence, h is a
non-zero solution of (3.24), and this also shows that η is a real eigenvalue of (3.24) with η 0. Thus,
by (3.24), we get
η λN1
(−λ + 2b(x)Wλ,Ω)> λN1 (−λ + b(x)Wλ,Ω).
On the other hand, by the deﬁnition of Wλ and the well-known property of the ﬁrst eigenvalue, we
have
λN1
(−λ + b(x)Wλ,Ω)= 0.
Hence 0 η > 0, a contradiction! This completes the proof of Theorem 3.4. 
Next, we show the uniqueness of positive solutions of (1.5) for large μ. Apart from Theorems 3.3
and 3.4, we also use the topological degree theory. In order to use the homotopy invariance of the
topological degree, we consider the following problem with a parameter t ∈ [0,1]:
⎧⎪⎪⎨
⎪⎪⎩
−u = λu − u2 − tb(x)uv in Ω,
−v = μv − v
2
u
in Ω∗,
∂νu = 0 on ∂Ω, ∂ν v = 0 on ∂Ω∗.
(3.25)
It is clear that (3.25) becomes (1.5) if t = 1, and (3.25) has a unique positive solution (u, v) = (λ,μλ)
if t = 0.
Theorem 3.5. Assume that λ < λD1 (Ω0). Then, there exists a largeμ
∗ depending only on λ,β,Ω and Ω0 such
that (1.5) has a unique positive solution (uμ, vμ) if μ > μ∗ .
Proof. We use the homotopy invariance of the topological degree. Firstly we establish some upper–
lower bounds for positive solutions of (3.25). Assume that (u, v) is the positive solution of (3.25). By
a simple comparison analysis, u  λ, v μλ for all t ∈ [0,1]. This gives the needed upper bound. To
obtain a lower bound of (u, v), we let λ be ﬁxed and show that, for any given large constant M > 1,
there exists a positive constant c depending only on λ,M, β,Ω and Ω0 such that u, v > c for all
t ∈ [0,1] and μ ∈ [M−1,M].
Indeed, by the Harnack inequality, from the ﬁrst equation in (3.25), we can ﬁnd a constant c1 > 0
depending only on M, β,Ω and Ω0 such that
max
Ω
u  c1 min
Ω
u. (3.26)
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μmin
Ω
u μmin
Ω∗
u min
Ω∗
v, max
Ω∗
v μmax
Ω∗
u μmax
Ω
u. (3.27)
Therefore, if there is no positive lower bound for (u, v), by (3.26) and (3.27), we can ﬁnd two se-
quences μn ∈ [M−1,M], tn ∈ [0,1] and associated positive solutions (un, vn) of (3.25) with (μ, t) =
(μn, tn) such that un → 0 uniformly on Ω and vn → 0 uniformly on Ω∗ as n → ∞.
We may assume that μn → μ∗ ∈ [M−1,M] and tn → t∗ ∈ [0,1]. Set uˆn = un/‖un‖L∞(Ω) . Then, as
−uˆn  λuˆn and ‖un‖L∞(Ω) = 1, by Lemma 2.2 of [5], we may assume that uˆn → uˆ weakly in H1(Ω)
and strongly in Lp(Ω) for every p > 1, and 0 uˆ  1 with ‖uˆ‖L∞(Ω) = 1. Moreover, uˆ satisﬁes in the
weak sense
−uˆ = λuˆ in Ω, ∂ν uˆ = 0 on ∂Ω,
which implies λ = 0. This contradiction establishes the previous claim for the lower bound.
Now, let μ∗ be given as in Theorem 3.4 and ﬁx μ satisfying M > μ > μ∗ . We deﬁne
Θ = {(u, v) ∈ C(Ω) × C(Ω∗): c < u < 2λ, c < v < 2μλ}.
It is obvious that for any t ∈ [0,1], problem (3.25) has no positive solution (u, v) ∈ ∂Θ .
Denote
f (t,u, v) = u(1+ λ − u − tβv), g(u, v) = (1+ μ)v − v
2
u
,
and let
A(t,u, v) = ((− + I)−11 f (t,u, v), (− + I)−12 g(u, v)),
where (− + I)−11 and (− + I)−12 respectively stand for the inverse operator of − + I subject to
Neumann boundary condition over ∂Ω and ∂Ω∗ . By standard argument we know that A is a compact
operator from [0,1] × Θ to C(Ω) × C(Ω∗), and (u, v) is a positive solution of (3.25) if and only if
(u, v) ∈ Θ and satisﬁes (u, v) = A(t,u, v). In addition, by the above choice of Θ ,
(u, v) = A(t,u, v), ∀t ∈ [0,1], (u, v) ∈ ∂Θ.
Therefore, the topological degree deg(I − A(t, ·),Θ,0) is well deﬁned and is independent of t ∈ [0,1].
Since (λ,μλ) is the unique ﬁxed point of A(0, ·) in Θ , we deduce
deg
(
I − A(0, ·),Θ,0)= index(A(0, ·), (λ,μλ)).
A simple linearization analysis shows that (λ,μλ) is non-degenerate and linearly stable as the
unique positive solution of (3.25) with t = 0. Hence, by the well-known Leray–Schauder degree for-
mula, we have
deg
(
I − A(0, ·),Θ,0)= index(A(0, ·), (λ,μλ))= 1.
Therefore,
deg
(
I − A(1, ·),Θ,0)= deg(I − A(0, ·),Θ,0)= 1.
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degenerate and linearly stable. As a result, the ﬁxed point index A(1, (uμ, vμ)) is well deﬁned and
is equal to 1. Furthermore, by the compactness of A(1, ·), there are at most ﬁnitely many such ﬁxed
points in Θ , which we denote by {(ui, vi)}l1. Then, from the additivity property of the topological
degree, and the linear stability of each (ui, vi), we obtain
1= deg(I − A(1, ·),Θ,0)= l∑
1
index
(
A(1, ·), (ui, vi)
)= l.
Hence l= 1 and (1.5) has a unique positive solution for μ > μ∗ . Our proof is complete. 
4. Proof of Theorem 1.3
In this section, we prove Theorem 1.3. We will need the following result.
Lemma 4.1. Let {hn(x)} and {an(x)} be two sequences in L∞(Ω) satisfying
(i) ‖hn‖∞,‖an‖∞  C for some positive constant C and all n;
(ii) an(x) > 0 on Ω \ Ω0 for all n, and an(x) → 0 uniformly on Ω0 .
Assume that un is a positive solution of the following problem:
−un = hn(x)un − an(x)u2n in Ω, ∂νun = 0 on ∂Ω.
If un → ∞ uniformly on any compact subset of Ω0 , then un → ∞ uniformly on Ω0 .
This is Lemma 2.4 in [19] if the functions hn and an are continuous; the arguments in [19] work
as well for hn,an ∈ L∞(Ω).
Proof of Theorem 1.3. (i) Assume that (uμ, vμ) is a positive solution of (1.5). We observe that
−uμ  λuμ and uμ < λ, so ‖uμ‖H1(Ω) is bounded. Hence for any sequence μn → ∞, by pass-
ing to a subsequence if necessary, we may assume that un := uμn → u˜ weakly in H1(Ω) and strongly
in Lp(Ω) for every p > 1.
We claim that u˜ ≡ 0. Otherwise u˜ ≡ 0, and by the properties of the ﬁrst eigenvalue, from the ﬁrst
equation in (1.5), we deduce that
λ = λN1
(
un + b(x)vn,Ω
)
< λD1
(
un + b(x)vn,Ω
)
< λD1 (un,Ω0) → λD1 (Ω0),
which contradicts our assumption that λ > λD1 (Ω0). Hence u˜ ≡ 0.
By Lemma 2.2, uμ → 0 uniformly on Ω∗; hence u˜|Ω0 is a non-trivial non-negative solution of (1.8),
and thus u˜|Ω0 = Uλ in Ω0. Hence un → U˜λ weakly in H1(Ω) and strongly in Lp(Ω) for any p > 1. By
interior regularity theory for elliptic equations and the embedding theorem, we obtain that un → U˜λ
in C1loc(Ω0).
To complete the proof of conclusion (i) in the theorem, it remains to show that for any given small
ε > 0, we have un < ε in some neighborhood of ∂Ω0 in Ω0 for all large n. We observe that, due to
Lemma 2.2, un → 0 uniformly on ∂Ω0, and hence un is a lower solution to (3.1) for all large n, which
implies un  wε for such n. As wε is smooth, it is obvious that wε < 2ε in some neighborhood of
∂Ω0, and so un  2ε there, as we wanted. Thus for any sequence μn → ∞, there is a subsequence
along which uμ → U˜λ uniformly in Ω , which implies conclusion (i) in the theorem.
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−zμ = (λ − uμ)zμ − b(x) fμ(x)z2μ in Ω, ∂ν zμ = 0 on ∂Ω. (4.1)
By Lemma 2.3 we see that fμ(x) → 1 uniformly on Ω∗ . By conclusion (i) proved above, zμ → ∞
uniformly on any compact subset of Ω0. Hence we can apply Lemma 4.1 to (4.1) to conclude that
zμ → ∞ uniformly on Ω0.
Let xμ ∈ Ω be such that uμ(xμ) = minΩ uμ . Then from the ﬁrst equation of (1.5) we have that
b(xμ)vμ(xμ)  λ − uμ(xμ). Since uμ → U˜λ uniformly on Ω and U˜λ(x) < λ for all x ∈ Ω , we have
b(xμ)vμ(xμ) > 0 if μ is large enough, and hence b(xμ) > 0. This implies that xμ /∈ Ω0 and so
b(xμ) = β . We thus have βvμ(xμ) λ − uμ(xμ) → λ since uμ → 0 uniformly on Ω∗ . It follows that
vμ(xμ) λ/(2β) for all μ  1. In view of (2.10) we have that
min
Ω∗
zμ min
Ω
zμ = μmin
Ω
uμ = μuμ(xμ) = zμ(xμ) λ/(3β), ∀μ  1. (4.2)
Note that zμ satisﬁes
{−zμ = (λ − uμ)zμ − β fμ(x)z2μ in Ω∗,
∂ν zμ = 0 on ∂Ω, zμ > 0 on ∂Ω0. (4.3)
By Lemma 3.1 of [13], for μ  1, we have that zμ  w∞ on Ω∗ , where w∞ is the unique positive
solution of the following problem
{
−w = λw − 1
2
βw2 in Ω∗,
∂νw = 0 on ∂Ω, w = ∞ on ∂Ω0.
Let μn → ∞ be an arbitrary sequence and denote zn := zμn , we may apply the interior estimate for
the elliptic equations and the embedding theorem to problem (4.3) to conclude that, subject to a
subsequence, zn → z∗ in C1loc(Ω \ Ω0) as n → ∞. Since uμn → 0 and fμn → 1 uniformly on Ω∗ , we
see that z∗ satisﬁes the differential equation in (1.7) and the boundary condition ∂ν z∗ = 0 on ∂Ω .
Since zn → ∞ uniformly on Ω0, it follows that z∗ = ∞ on ∂Ω0. In view of (4.2) we ﬁnd that z∗
is positive on Ω∗ . Therefore, z∗ ≡ Vλ . This implies that zμ → Vλ in C1loc(Ω \ Ω0) as μ → ∞. Since
vμ/zμ → 1 uniformly in Ω \ Ω0, it follows that vμ → Vλ as μ → ∞ in C(Ω \ Ω0). The proof of the
theorem is now complete. 
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