A marker-assisted introgression (MAI) experiment was conducted to transfer trypanotolerance quantitative trait loci (QTL) from a donor mouse strain, C57BL/6, into a recipient mouse strain, A/J. The objective was to assess the effect of three previously identified chromosomal regions on mouse chromosomes 1 (MMU1), 5 (MMU5) and 17 (MMU17) in different genetic backgrounds on the survival pattern following infection with Trypanosoma congolense. An exploratory data analysis revealed a biphasic pattern of time to death, with highly distinct early and late mortality phases. In this paper, we present survival analysis methods that account for the biphasic mortality pattern and results of reanalyzing the data from the MAI experiment. The analysis with a Weibull mixture model confirmed the biphasic pattern of time to death. Mortality phase, an unobserved variable, appears to be an important factor influencing survival time and is modeled as a binary outcome variable using logistic regression analysis. Accounting for this biphasic pattern in the analysis reveals that a previously observed sex effect on average survival is rather an effect on proportion of mice in the two mortality phases. The C57BL/6 (donor) QTL alleles on MMU1 and MMU17 act dominantly in the late mortality phase while the A/J (recipient) QTL allele on MMU17 acts dominantly in the early mortality phase. From this study, we found clear evidence for a biphasic survival pattern and provided models for its analysis. These models can also be used when studying defense mechanisms against other pathogens. Finally, these approaches provide further information on the nature of gene actions.
Introduction
Trypanosomosis is a parasitic disease affecting all domesticated animals (cattle, sheep, goats, pigs, dogs, cats, horses, donkeys and camels) as well as humans (sleeping sickness), mice and wild animals. It is a vectorborne disease and tsetse flies are the major vectors in which trypanosomes accomplish part of their life cycle. In domesticated livestock in Africa, different trypanosome species are involved and the disease shows large variation in severity and duration. This variation is associated with both the host species and the trypanosome species. Trypanotolerance is defined as the ability of individuals to withstand trypanosome infection. This ability is an innate feature of the Longhorn N'Dama and other Shorthorn cattle breeds in West Africa (Roberts and Gray, 1973; Roelants, 1986) .
A mouse model for trypanotolerance was identified by Morrison et al. (1978) , who showed that there was a large variation in resistance to Trypanosoma congolense challenge among laboratory mouse strains. The mouse strain C57BL/6 appeared to be the most resistant with mean survival time of 110.2 days whereas the A/J strain, with mean survival of 15.8 days, was highly susceptible. On the basis of an F2 population, Kemp et al. (1996 Kemp et al. ( , 1997 identified three chromosomal regions that are associated with trypanotolerance in mice. Although the survival times vary considerably between different mouse strains following challenge, the infection with T. congolense results in the eventual death of most mice in all strains (Jennings et al., 1978; Morrison and Murray, 1979; Teale et al., 1999) . It appears that the trait generally measured to characterize resistance to trypanosome infection in mice is 'time to death' after infection. Since 1978, most of the resistance studies on trypanosome infection in mice have been using survival measurements as monitors (Kemp et al., 1996 (Kemp et al., , 1997 Clapcott et al., 2000; Iraqi et al., 2000) . Koudandé et al. (2005) reported the successful markerassisted introgression (MAI) of trypanotolerance quantitative trait loci (QTL) alleles from the mouse strain C57BL/6 (donor) into the mouse strain A/J (recipient). They found two phases of mortality when analyzing 'time to death' following trypanosome infection of mice.
In the current paper, we present survival analysis methods that take into account the biphasic mortality pattern and results of reanalyzing the data set generated by Koudandé et al. (2005) . The methods should prove applicable to the investigation of multiphasic processes in biological systems generally.
Materials and methods

Data
The data set used in this analysis originates from the MAI experiment reported by Koudandé et al. (2005) . This experiment was undertaken to introgress three identified chromosomal regions on mouse chromosome 1 (MMU1), 5 (MMU5) and 17 (MMU17) from the donor C57BL/6 line to the recipient A/J line. These lines were chosen because among laboratory mouse lines showing variation in resistance to T. congolense, the C57BL/6 line appears the most resistant whereas the A/J line shows the lowest level of resistance (Morrison et al., 1978) . Chromosomal regions were chosen based on the work of Kemp et al. (1996 Kemp et al. ( , 1997 .
A reciprocal cross was performed between 20 founder parent A/J and 20 founder parent C57BL/6 to produce F 1 mice. This step was followed by four backcross generations (BC) to the recipient line A/J. For the first backcross generation, all F 1 mice were crossed with A/J mice. From thereon, candidate individuals for the subsequent backcross steps were selected based on marker information. Three lines of mice, each carrying one of the three C57BL/6 donor chromosomal regions, were selected and maintained along the introgression process. At the end of the backcross phase, two generations of inter se mating were performed to fix different QTL alleles within each line. Concurrently, mice that have not shown any marker alleles from the C57BL/ 6 donor line on the three chromosomal regions were selected as internal control. In the last generation, each of the synthetic lines was backcrossed to both parental lines giving a total of 10 groups of mice plus the two parental lines as external controls (Table 1) . More details on the MAI scheme are given by Koudandé et al. (2005) .
Selection during the backcross and intercross phases was done through genotyping results. Three microsatellite markers were used for each chromosomal region: D1Mit87, D1Mit217 and D1Mit60 for MMU1; D5Mit200, D5Mit113 and D5Mit10 for MMU5; and D17Mit29, D17Mit16 and D17Mit11 for MMU17. The length of the marked regions was 5 cM for chromosome 1, 18 cM for chromosome 5 and 7 cM for chromosome 17 (Iraqi et al., 2000) . All these microsatellite markers were fixed at alternative alleles for the A/J and C57BL/6 strains.
At the end of the introgression experiment, individuals from the 12 different groups of mice with specific combinations of introgressed chromosomal regions and background C57BL/6 donor genotypes were challenged with T. congolense, using the IL1180 clone (Masake et al., 1983) . The infecting solution was adjusted at 0.5 Â 10 5 parasites per ml so that approximately 10 4 parasites were injected to each mouse (intraperitoneal) under a volume of 0.2 ml of solution. The age at which animals were challenged ranged from 9 to 18 weeks. The parasitemia in mice was checked from the fourth through the fourteenth day post-inoculation by means of fresh blood smears observed through a microscope. Two weeks after inoculation, 36 animals showed to be not parasitemic and were discarded from further analyses. The infection rate was 95% over 731 inoculated mice. The noninfected mice originated from group 9 (eight mice), group 6 (six mice), groups 2 and 5 (four mice for each group), groups 4, 8 and C57BL/6 (three mice for each), groups 3 and A/J (two mice for each) and group 10 (one mouse) and they showed a strong tendency to be associated with crossbred groups. Only data from mice that tested positive for infection during this checking period were used for subsequent analyses. The trait analyzed in this study was 'time to death', that is, the number of days from challenge to the death of each individual mouse. Other variables recorded were age at challenge, sex and batch that is the three distinct periods during which the mice were challenged.
More details on the challenge experiment and their results are described in Koudandé et al. (2005) . Tables 2 and 3 from Koudandé et al. (2005) , where group 0 and group 11 correspond here respectively to group A/J and group C57BL/6 in this paper, all other groups are identical.
Statistical analysis
Initial exploratory analyses including Kaplan-Meier survival curves indicated two distinct mortality phases: early (shortly after challenge) and late. To accommodate this, a model comprising a mixture of two survival time distributions was fitted to the data, with the components of the mixture corresponding to the two phases. Although the nonparametric Cox proportional hazards model is the more commonly adopted method of survival analysis, fitting a mixture of survival models requires specification of a fully parametric model, and for this, the Weibull distribution was used. This distribution was chosen on the basis of its simple form, and adequate fit to the survival time data. Fitting of these survival models allows differences in survival across genetic groups to be explored, adjusting for other potential covariates (Kalbfleisch and Prentice, 1980) .
Weibull distribution
The survivor function is given by the expression SðtÞ ¼ PðT4tÞ ¼ exp½Àðt=kÞ r and the density function is fðtÞ ¼ ðr=kÞðt=kÞ rÀ1 exp½Àðt=kÞ r , where r is the shape parameter, and k the scale parameter. Since log½À log SðtÞ ¼ Àr log k þ r log t, a plot of the empirical log½À logŜðtÞ versus log t should be linear, if the Weibull model is appropriate, with the slope being the shape parameter, r. This graphical test is known as a complementary log-log plot, and a distinct kink in this plot can also indicate a mixture of Weibull distributions. Predictive models for survival times are achieved by relating one or both of the Weibull parameters to functions of the predictor variables. For example, the survReg() function in S-Plus (Insightful Corporation, 2001 ) models the scale parameter as a log-linear model log k i ¼ x 0 ðsÞi b; where x (s)i is the vector of explanatory variables for the survival analysis, b is the vector of regression coefficients and a common shape parameter is fitted as well.
Fitting a mixture of parametric survival models
The two phases (late versus early mortality) can be modeled as being an unobserved binary indicator variable,
with consequent density and survivor functions
The scale parameter is modeled as log
where d is the parameter to measure the effect of the phase (late versus early). The shape parameter r is assumed constant across all covariate values and phases.
For a mixture distribution of two components, we write the density function as
and the survivor function as
The observed likelihood is evaluated as
and hence the (observed) likelihood is
where D is the set of dead animals and C is the set of censored animals, that is, the animals that had not died by the time the experiment was terminated.
In addition to fitting a survival analysis model for the time to death conditional on the mortality phase (t i |q i ), another model for the mortality phase itself (q i ) is required. This is performed by fitting a logistic regression model,
, the probability of a late mortality phase, x (p)i is the vector of explanatory variables for the mortality phase, some of which may be in common with x (s)I and c is the vector of regression coefficients.
Analysis of QTL effects
For the survival analysis submodel, a full model including mortality phase, the effect of the chromosomal region on MMU1 (QTL1), the effect of the chromosomal region on MMU5 (QTL5), the effect of the chromosomal region on MMU17 (QTL17), a two-way interaction between mortality phase and QTL, the sex (two levels), the background (C57BL/6 donor) genotype, the age at challenge and the batch (three levels) was fitted using records of individual animals. Similarly, the submodel for mortality phase (logistic regression) included terms for QTL1, QTL5, QTL17, background genotype, sex, age at challenge and batch. QTL effects were tested as two Wald z-tests, b/se(b), using the information of the regression parameter estimates from the survival analysis submodel. Since the genotype QQ was the reference level, then the regression coefficients for QTL Qq and QTLassess the comparisons of the Qq versus QQ andversus QQ genotypes. Fitting reduced models without the variable of interest, and performing a likelihood ratio test were used to assess statistical significance of each of these variables. While testing for a variable in the mortality phase submodel, the term was dropped from this submodel, but retained in the survival time submodel. The revised parameter estimates from the mortality phase submodel were used to calculate the revised p i and the revised estimates from the survival submodel used to calculate the revised f(t i ) or S(t i ). The latter was then used to calculate the revised reduced model likelihood (L 0 ), which was then compared with the 'full model' likelihood (L 1 ) calculated without the removal of the specific term in the submodel. The likelihood ratio test is calculated as 2 log(L 1 /L 0 ). Here, QTL1, QTL5 and QTL17 are three-level factor variables indexing the QTL genotype at each of the chromosomal locations, and 'background genotype' is analyzed using a logit-transformed scale, log[(p BG þ 0.01)/(1Àp BG þ 0.01)], where p BG is the C57BL/6 donor background genotype expressed as a proportion. Logit transformations are commonly used for working with proportions, and in this instance was used to separate out the eight strains with relatively low values of p BG (see Table 1 ), allowing any differential effect to be assessed.
The likelihood expression for this mixture model is maximized using the Expectation-Maximization (E-M) algorithm (McLachlan and Basford, 1988; Jansen, 1993) . This maximization is performed iteratively, by fitting a survival submodel and a mortality phase (logistic regression) submodel at each iteration.
The additive effect of each QTL was calculated by halving the difference between the homozygotes for C57BL/6 donor allele and those for A/J recipient allele. The dominance effect was assessed by contrasting heterozygotes with half the sum of the estimates of the two homozygotes.
During the exploratory stages of the analysis, a term for heterozygosity, log[(H þ 0.01)/(1ÀH þ 0.01)], was also added to both submodels, to allow for the possible effect of heterosis. However, (logit-transformed) genetic background and heterozygosity are highly correlated, and consequently heterozygosity was dropped from the model, given that background was included. In addition, since background was statistically a far more significant predictor of survival, heterozygosity was subsequently dropped from the models. Figure 1 shows a complementary log-log plot of the survivor function, log½À logŜðtÞ versus log(t), for each group. From this figure, two phases of mortality are clearly apparent from the kinks in the plots: early (usually under 20 days) versus late (over 20 days). It is apparent that groups 3, 6, 9 and C57BL/6 were almost entirely late phase. Within each phase, the plot is relatively linear, indicating that the Weibull model is appropriate. Further, the curves are relatively parallel within each phase, suggesting that fitting a model with a common shape parameter across all groups is appropriate. Consequently, differences between groups can adequately be explained by differences in the Weibull scale parameters and the proportion of animals belonging to each phase.
Results
Exploratory analyses
To assess the fit of the Weibull mixture model, the empirical survivor functions can be compared with the model-based survivor functions, using the Weibull and logistic parameters as estimated from the data. For this assessment, only group and mortality phase were included in the model; age at challenge, sex and batch were not included. Note that the fitted mixture model is always located between the two component Weibull distributions, approaching asymmetrically the components for small (early phase) and large (late phase) times. Overall, the fits are reasonable, in terms of capturing the main features of the distributions, if not in exact detail. They are considered satisfactory for the current exploratory purposes.
Mortality phase submodel
Fitting the logistic regression for prediction of mortality phase (0 ¼ early death; 1 ¼ late death) showed that there is little evidence for an effect of the three identified chromosomal regions (Table 2 ). Only the region on MMU1 showed some association (P ¼ 0.053), with the homozygous A/J genotype (qq) having an odds ratio of 0.38 Â of being late phase, compared with the homozygous C57BL/6 (QQ). The percentage of donor C57BL/6 genotype, however, was significantly-and positivelyassociated with the odds of being late phase, suggesting that there are additional unidentified genes affecting mortality phase. In addition, males were significantly less likely than females (P ¼ 0.000) to be late phase (odds ratio 0.38 Â ), and the odds of being late phase reduced significantly with increasing age log[-logS(t)] Figure 1 Complementary log-log plots of the empirical survivor functions S(t) versus time since challenge shown on a logarithmic scale. These are shown separately for each genotype group (only donor and recipient strains identified). The mortality phases are indicated by the steep early and late rises, although the timing and size vary between genotype groups. It is worth noting that three of the genotype groups (3, 6 and 9) do not fall in the envelope between the sensitive A/J and tolerant C57/BL strains, indicating additional trypanotolerance of these groups. A small separation between groups (o1 day) has been added to facilitate visual separation. The survival analysis submodel Fitting the survival model using the Weibull distribution, highly significant interactions (P ¼ 0.000) between mortality phase and QTL were detected, indicating that there are separate mortality phase effects for each QTL (Table 3 ). The effect of an animal dying in the late phase is to increase the mean survival time in the range 3.3 Â to 15.8 Â depending on the QTL genotype, the most extreme case being for the heterozygous QTL on MMU17 (Table 4) . While there is no effect in the early mortality phase of the QTL on MMU1 and MMU5, homozygous mice for the C57BL/6 donor QTL allele on MMU17 show longer survival time (Po0.01) than mice homozygous for the recipient A/J allele and heterozygous mice. The recipient A/J QTL allele shows complete dominance for survival at this phase with dominance effect (d) equal to À6.6 days and the additive effect being 6.82 days.
In contrast, there are substantial effects of all the three chromosomal regions on the late mortality phase. On the basis of the parameter estimates (results not shown) and the means in Table 4 , the donor C57BL/6 alleles show dominance (with increased survival time) for MMU1 (d ¼ 13.3 days) and MMU17 (d ¼ 18.25 days), with no apparent dominance for MMU5.
For a given mortality phase, no difference in mean survival time of males and females was detected (P ¼ 0.252), whereas increasing age results in a significant increase in mean survival time (P ¼ 0.000). Considering both mortality phase and survival time submodels with and without age confirmed this result. Mainly, not including age in the survival time submodel left the estimated effect of age unchanged in the mortality phase submodel, and vice versa. In addition, increased amounts of donor C57BL/6 genotype were associated with significant increase in mean survival time (P ¼ 0.000). Batch differences in survival times were also observed (P ¼ 0.000). As a further analysis, the estimated phase effect with and without sex in the survival model had no real effect on the regression parameter estimate of the phase effect (results not shown).
The combined model
By combining the results from the mortality phase and survival analysis submodels, the overall means (and standard deviations) for each QTL genotype averaged over both phases can be calculated, as shown in Table 4 . In addition, the fitted probability density functions for survival time can also be calculated, and these are shown in Figure 2 . It is worth noting that in the calculations in both Table 4 and Figure 2 , the distributions have been adjusted to the mean levels of the other covariates, in both survival and mortality phase submodels. Consistent with the results of the submodels, the donor C57BL/6 alleles-either in heterozygous or homozygous formconvey increased survival to the animals.
From Figure 2 , it appears that the three QTL had markedly different effects on the proportion of mice in the early phase versus late phase of survival. For QTL1 and QTL5, the heterozygous Qq and homozygous C57BL/6 (QQ) genotypes had a higher proportion of animals in the late phase of survival. In contrast, for QTL17, the C57BL/6 (QQ) genotype had markedly lower proportion of animals in the late phase of survival than the heterozygous (Qq) and the A/J (qq) genotypes.
It should be noted that the models developed here are for unrelated individuals, and that is not the case in the current data. As a consequence, the reported P-values are more significant than they should be. However, where results are significant, they are usually very highly significant (see Tables 2 and 3) , so an analysis taking into account the pedigree structure would essentially give the same results.
Overall, the fits of models are satisfactory as can be seen in Table 5 where the distribution of the observed and estimated number of mice over different mortality The term labeled 'phase Â QTL1+phase Â QTL5+phase Â QTL17' consists of three interactions, and this is used to assess if the effect of the three QTL regions is the same in the early and late phases. Given the significance of these three interaction terms (P ¼ 0.000), the following three LRTs ('QTL1+phase Â QTL1', 'QTL5+pha-se Â QTL5' and 'QTL17+phase Â QTL17') are used to assess the significance of each QTL region, allowing for different effects in early and late phases. For further explanation of the terms and the full mortality phase submodel, see the caption in Table 2. a Full mortality phase submodel: phase ¼ QTL1+QTL5+QTL17+ age+sex+background+batch. phases and different QTL genotype groups are displayed.
Discussion
Figure 1 clearly shows two mortality phases in the current experiment, early versus late death. To our knowledge, this is the first report describing such a biphasic survival pattern. The occurrence of early death (within 20 days post-inoculation) could be the result of a failure of the host defense system to cope with the early infection. Animals that survive this first assault of parasite infection might have developed resistance by means of antibodies that maintain a balance between the parasites and the host. The ability to cope with the first infection assault could be related to a genetic character of survivors. However, trypanosomes have the ability to change their surface antigen (variable surface glycoprotein) during infection to escape the immune response (Vickerman and Luckins, 1969; Cross, 1975; Inverso et al., 1988) . By the principle of homeostasis, the host develops antibodies against the new antigens to re-establish equilibrium. Although there is no evidence of a biological explanation for the observed late death, the continuous disruption of this unstable equilibrium due to changes in parasite surface antigen (Vickerman and Luckins, 1969; Cross, 1975; Inverso et al., 1988) and the effort of the host to maintain this equilibrium that might Mortality phase has shown to be an important factor in the survival analysis. Indeed, the inclusion of this variable into the survival model has enabled the effect of trypanotolerance QTL to be assessed separately in early and late mortality phases. Interestingly, it has allowed us to discover that trypanotolerance QTL on MMU17 acts on both mortality phases in an opposite way: recessive in the early phase, the donor C57BL/6 QTL allele shows a complete dominance in the late mortality phase (Figure 2 ). This is one of the major findings resulting from the current analysis and based on the method that has been described in this paper.
The QTL for trypanotolerance in mice was first localized by Kemp et al. (1997) . They used two types of F2 populations to estimate the expected differences in survival time between mice homozygous for the resistant allele and those homozygous for the susceptible allele. The cross between the susceptible BALB/C strain and C57BL/6 resulted in a difference of 32, 22 and 36 days for MMU1, MMU5 and MMU17 respectively. The F2 population originating from the susceptible A/J strain and C57BL/6 resulted in difference of 22 and 31 days for MMU5 and MMU17, whereas no significant effects due to MMU1 were found. Koudandé et al. (2005) performed a survival analysis using the product-limit method also known as the Kaplan-Meier method and estimated that mice homozygous for the C57BL/6 allele on the QTL on MMU1, MMU5 and MMU17 on average lived 20.2, 19.8 and 17.1 days longer than the A/J mice. These results are in line with those in the original mapping population but the estimated effects are on average 30% smaller. They explained the smaller effects by the difference in the background on which the effects of QTL effects were tested. In our analysis, the combined model revealed that mice homozygous for the C57BL/6 allele on the QTL on MMU1, MMU5 and MMU17 on average lived 23.8, 26.2 and 23.3 days longer than the A/J mice. These estimates are larger than those found by Koudandé et al. (2005) . In fact, in the current analysis, observations on the animals from the heterozygous groups were also utilized in estimating the effects in the model. This is a further result of the current survival analysis model. Kemp et al. (1997) found that the donor C57BL/6 QTL on MMU17 had the largest effect on survival and explained 14.6% of the total variation in an F2 cross of C57BL/6 Â BALB/c and 9% in an F2 cross C57BL/6 Â A/J. In our survival analysis, the additive effects were 17.6, 21.5 and 24.3% of the mean value of homozygous mice respectively for QTL1, QTL5 and QTL17 in the late mortality phase. The survival analysis method developed for this study is more appropriate, and also extracts more information from the data than that used in Kemp et al. (1997) . In particular, the survival analysis method correctly addresses the issue of censored data, rather than assuming that the survival time is the last day of the experiment þ 1. In addition, it addresses the issue of the biphasic mortality pattern, which was not an issue in the other studies. The survival analysis method, however, does not provide results in terms of percentage of variance explained, as it is not a linear model under the assumption of normally distributed errors.
Trypanotolerance QTL on MMU1 and MMU17 appear to have dominant effects in late mortality phase on survival while the effect tended toward dominance or additive on MMU5. This result is in contrast to earlier studies in which the donor C57BL/6 QTL on MMU17 and MMU5 tended toward partially recessive effects on average survival (Kemp et al., 1997) . However, our result on MMU17 in the early phase is in agreement with that of these authors.
The observations on the effect of sex are particularly interesting in that in all previous work on trypanosome challenge of A/J, C57BL/6 and their crosses, substantial effects of sex on average survival have been observed (Kemp SJ, personal communication) . These are now revealed to be an effect on proportion of mice in the two mortality phases, rather than an effect on average survival within a mortality phase. This result demonstrates that applying our extended model provides a better understanding of the effect of QTL. This is the first study on the effects of chromosomal regions moved into a new genetic background on survival patterns. From this study, we found clear evidence for a biphasic survival pattern and QTL have different effects on different mortality phases. We provide models to analyze such survival patterns. These models can also be used when studying defense mechanisms against other pathogens. Finally, these approaches provide further information on the nature of gene actions.
