The growth of the Internet in recent times can be attributed to people's need to access information quickly. This, combined with the need to provide seamless connectivity to mobile users, has led to the development of multiple mechanisms to keep up with user demand for reliability and security. The recent events affecting the critical infrastructures of the nation indicate the vulnerability of these systems, and highlight the importance of the work that needs to be carried out to provide assurances for their safe and efficient operation.
Introduction
The National Airspace System (NAS) comprises of a complex network of interconnected systems in addition to the people who operate, maintain and use the systems and detailed procedures and certifications. The NAS incorporates more than 19000 airports, 750 Air Traffic Controller (ATC) facilities and about 45,000 pieces of equipment that function constantly to provide safe and efficient flight services for users [1] . NAS is among the safest and most secure aviation systems in the world. However, modernization is required to accommodate new technologies to improve the Communication, Navigation and Surveillance (CNS). The growth in aviation traffic has resulted in huge pressure on the ability of existing spectrum resources to satisfy communication requirement. The Very High Frequency (VHF) spectrum is already congested and will continue to do so unless additional air/ground communication resources are made available to supplement the existing systems. The FAA is taking many steps towards implementing new communication technologies for traffic related to aircraft operations as well as data traffic generated by passengers during flight.
Pilots and Air Traffic Controllers (ATC) work together through voice communications to manage the flow of air traffic through the NAS in a safe and efficient manner. Structured sets of phrases have been developed for exchanging information and clearances, and for making requests. Standard phraseology is used to alleviate some of the limitations of oral communications. Communications between pilots and controllers often involve the exchange of routine information that is repeated for most aircrafts entering or exiting a sector. From a safety viewpoint, the main sources of communication problems between controllers and pilots include: acoustic confusion; transposition of alpha-numeric; "read-back" and "hear-back" errors; overlapping or simultaneous transmissions; misinterpretation caused by poor pronunciation; failure to use standard phraseology; manual data entry errors; and improper or malfunctioning radio keying operation. These communication failures contribute to a significant percentage of operational errors as well as reducing overall NAS efficiency. As demand for access to the NAS increases, sectors shrink and the number of potential trajectory conflicts increase, causing the controller-pilot communications burden to increase at a faster rate. In addition, the clearances needed for flexible routing, congestion management, and weather avoidance necessitate the exchange of complex route information between controllers and pilots that is not easily supported by oral communication. The provisioning of air traffic services with data communications is a key means of addressing the safety, efficiency, and capacity constraints of the current voice communications-based NAS [2].
As explained above, ATCs and pilots have had to rely on third party High Frequency (HF) communication relays for exchanging voice messages. With the introduction of Controller Pilot Data Link Communication (CPDLC), which provides for direct exchange of text-based messages between the ATC and the pilot, the need for a third party relay is eliminated. Results from previous research work indicate that the presence of an Internet Protocol (IP) network between the aircraft and ground station presents the possibility of secure transfer of flight data and cockpit voice in real-time to ground stations. This provides an opportunity to route the CPDLC traffic through the IP link to the ground station, rather than share a HF link with several other aircrafts in the vicinity.
For the current work, the authors propose a mechanism to monitor the Quality of Service (QoS) of the CPDLC traffic using IP connectivity and reroute the communication via the regular HF link in case of QoS deterioration.
The next section introduces the concept of Aircraft Telecommunications Networks, followed by a discussion on how Internet connectivity is achieved for an aircraft. The later sections of the paper deal with controller-pilot communications and the proposed QoS mechanism, followed by conclusions and future work.
Aircraft Telecommunications Network
The concept of Communications, Navigation and Surveillance/ Air Traffic Management (CNS/ATM) was developed by the Future Air Navigation System (FANS) committee as a means to aid technological growth in air navigation and Air Traffic Management (ATM). The Aeronautical Telecommunications Network (ATN) is an integral part of CNS/ATM system. ATN consists of various entities and services that allow air-ground and avionics data subnetworks to interoperate. ATN has been specified to provide data communications services to Air Traffic Service (ATS) provider organizations and Aircraft Operating agencies for the following types of communications traffic:
• Air Traffic Services Communication
ATN offers a reliable, robust, and highintegrity communication service between two computer systems (End Systems) -either at a fixed location such as an ATS unit, or mobile such as an avionics end system. ATN also takes into account requirements such as transition paths and end-toend delay. ATN is a unique data communication system because it is specifically designed to provide data communication services for aviation purposes. Some of the important features of ATN are:
• Provides communication services between ground and airborne systems as well as between multiple ground systems.
• Provides a communication service which has been designed to meet the security and safety requirements of the application services.
• Accommodates various classes of service and message priorities required by various ATN applications.
• Uses and integrates various aeronautical, commercial, and public data networks into a global aeronautical communication infrastructure.
The various mechanisms within the communication system are transparent to the user. It is an independent communication network based on a particular communication technology which is used as the physical means of transferring information between ATN systems. A variety of ground-ground as well as air-ground subnetworks provide the possibility of multiple data paths
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between end systems. ATN routers are responsible for connecting various types of subnetworks together. They route packets across these subnetworks based on priorities and path availability to the destination. ATN end systems host the application services as well as the upper layer protocol stack in order to communicate with peer end systems. [3] 
Figure 1. Networked Airplane and Corresponding Ground Systems
The need for communication between airborne and ground-based systems has become a very important aspect of research and development in the aviation industry. For example, the flight crew needs a dedicated link for ATS, backing up analog voice-based ATC communication and information services, while passengers need broadband type services to utilize telephone, e-mail, Internet and entertainment services. These data links will connect passengers to telecommunications systems and service providers on the ground. Connexion by Boeing is one such service that is currently deployed in some aircrafts, providing Internet access to passengers. The presence of such an Internet Protocol (IP) link between the aircraft and ground brings about the possibility of tapping this resource in many ways that can be helpful to the aviation industry. The use of available IP connectivity to download voice/data traffic from an airplane onto the ground stations to ease the reliance on blackboxes in a post-incident scenario has been discussed in [4] .
IP Connectivity
This section discusses the different aspects of the IP link connecting the aircraft to the ground. IP version 4 (IPv4) currently forms the core of the Internet. IPv4 applies only to users who are stationary in the sense that, they cannot change their point of access to the network without losing connectivity. Mobile IP [5] was developed to overcome this challenge and provide seamless connectivity to a mobile user. This enables aircrafts (mobile node or user) in flight to be reachable via the Internet, through the same IP address as long as there is available IP connectivity.
IPv4 and Mobility
Mobile IP [reference] allows a mobile node to retain its IP address no matter where the node is. This is achieved through the concept of mobility agents. Mobile IP defines three such agents, namely, Home Agent (HA), Foreign Agent (FA) and Mobile Router (MR). A Mobile Host (MH) is assigned a permanent IP address via its binding with the HA. This means that the MH can be reached with the same IP address independent of its location. When the MH moves outside the range of its HA into the vicinity of a FA, it informs its HA of its new position via the FA. The functionality of the MR is to provide roaming capability to the MH. With respect to aircraft networks, the aircraft can be envisioned to be the MR, providing mobility to passengers (MH). When the aircraft moves from the vicinity of one airport (HA) to another (FA), it informs the HA of its new point of attachment through the FA. A more detailed explanation of Mobile IP can be found in [5] .
IPv6 and Mobility
The increasing proliferation of devices connected to the global Internet coupled with restrictions imposed by IPv4 addresses is driving the transition from IPv4 addressing mechanisms towards IP version 6 (IPv6), also referred to as IP next generation (IPng). Unlike IPv4, IPv6 provides inherent support for Quality of Service (QoS), contains a simple header format, and has built-in
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authentication/privacy capabilities. With an eye towards the future, the FAA has stipulated the usage of IPv6 addressing within all the components of the proposed ATN.
While both Mobile IPv4 (MIPv4) and Mobile IPv6 (MIPv6) are based on the concept of mobility agents located within the home, and foreign networks that the mobile node travels to, differences exist in the mechanisms involved in formulating connectivity between the home agent and the mobile node. Due to the usage of auto configuration mechanisms, a mobile IPv6 node does not employ a foreign agent. Instead, a mobile IPv6 node acquires a site local address within the foreign network through router advertisements, thereby negating the need for a foreign agent. A second difference between the two versions lies in the fact that Route Optimization (RO) is a built-in feature of MIPv6, as opposed to an optional feature of MIPv4. This feature eliminates the problem of triangular routing. More details on MIPv6 can be found in [6] and [7] .
Today's Internet is built on IPv4 and the IPv6 era is in the making. The transition from IPv4 to IPv6 will most likely include a phase involving both these technologies and there is a lot of research in that area.
Satellite Link
There are various tasks required in aircraft systems requiring different communication links. The need to integrate these into an IP based infrastructure forms an important part of successful ATN deployment. A Satellite link is well suited for such an infrastructure due to its ability to cover vast geographical areas, and bandwidth availability independent of location. There is also no physical cabling required. There are different kinds of satellite link technologies available and the selection of one is based on various factors including bandwidths, delays, costs etc.
Satellite links are typically high bandwidth, high delay links. The delays caused can prove to be detrimental with the usage of Transmission Control Protocol (TCP). [8] explains the usage of Performance Enhancing Proxies (PEP) to improve the performance of TCP over satellite links.
The discussion in this section focused on the IP link and its connectivity to ground. The next section talks about the VHF data link that this IP link is intended as a replacement.
VHF Data Link
In order to satisfy exploding communications demand, the number of air-ground data links is expected to multiply. VHF Data Link (VDL) mode 2 uses a Carrier Sense Multiple Access (CSMA) scheme for modulation and this is compatible with analog VHF voice. VDL mode 3 is based on the concept of Time Division Multiple Access (TDMA) and is compatible with digital voice. The newest in this line of technology is VDL mode 4, which is based on Self-organized TDMA (STDMA), is far superior to its predecessors in terms of flexibility.
VDL Mode 2 (VDL-2) does not support air-air communications, while VDL-3 requires ground stations to support air-air communications. This is due to the usage of TDMA, which requires a timebase from the ground station. This means that if the ground station fails, VDL-2 and VDL-3 communications will be lost. VDL-4 on the other hand, is independent of ground infrastructure, and hence is the most efficient.
The traditional method of communication between pilots and the ATC is via voice utilizing VHF links. When flying in oceanic airspace, where there is no VHF coverage, the communication shifts to High Frequency (HF) voice radio. HF voice messages from the aircraft are translated by a radio operator and sent to the ATC as telex messages. HF voice frequencies can get congested due to the fact that multiple aircrafts may be flying in the same airspace, each utilizing a portion of the HF link. This may lead to poor transmission conditions leading to multiple retransmissions. This consumes time and effort on part of pilots, radio operators and controllers and increases the chances for more errors. Controller Pilot Data Link Communications (CPDLC) is a data link application that allows for direct exchange of text-based messages between a controller and pilot.
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CPDLC
As mentioned earlier, in order to reduce congestion over the VHF links due to voice communication between ATC and aircrafts, data link communication is being implemented as an alternative. ADLS (Aeronautical Data Link) has CPDLC as its leading application. CPDLC provides the capability to display air traffic communications exchanged between the controller and the flight deck, thereby reducing the dependence on voice communications. Some of the benefits of using distributed communications methods (voice and data) are as follows:
Increased flight efficiency reflected by less time and fewer miles flown in sector will improve on-time arrivals. CPDLC reduces frequency congestion, therefore allows more timely and efficient delivery of clearances.
Increased airspace capacity reflected by increased sector traffic throughput and reduced delay. Increased capacity enabled by controller productivity gains associated with automating messages will reduce arrival delays. This is shown in Figure 2 and CPDLC. AFN function is connection management function. It is a character-oriented application, which provides the transfer of information required to support the initiation of data link connectivity between the airplane and ATC. It is often referred to as "Logon". The airborne AFN communicates with a peer AFN function at an ATC to inform the ground that the aircraft is ready for data link services (and data link supported by aircraft) and to provide flight identifier, airplane address and application version numbers. The ADS function is a means for airborne surveillance in which an airplane function reports its current position, intent and other information via the data link function to an ATC. The data link function permits for the exchange of data among the various parts of the data link applications, which are distributed among the aircraft and ground computers. The CPDLC function enables the pilot and ATS to interact using digital communication. This functionality uses a pre-defined controller-topilot uplink and pilot to controller downlink message formats [9] . The message set can be found in [9] A CPDLC connection is established after the AFN Logon process has occurred. A connection is initiated by sending a CONNECTION REQUEST (uplink) message and receiving a CONNECTION CONFIRM (downlink) message. If there is no existing connection, the avionics will accept this connection as the active connection. If there is an existing connection, the avionics will check that the initiating ATS has been recognized as the next data authority. If so, the avionics will accept the connection as a non active connection. In all other situations avionics will reject the connections request.
Build 1 is the current implementation of CPDLC to ease the channel occupancy of voice communications between ground stations and
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airplanes. It utilizes VDL-2 for the ATN infrastructure. The feature set of CPDLC Build 1 is limited and hence there are no performance issues with respect to the ATN. However, the addition of new features will increase the bandwidth demand on the ATN and this is addressed in Build 1A, which uses VDL-3. Build 1A is expected to generate CPDLC traffic at 83 kbits/sec. [10] VDL-2 frequency assignment requires two guard band frequencies, which means that five frequencies are required to provide a single VDL-2 channel. This brings about the problem with scalability. With the current implementations, CPDLC is aimed at reducing voice traffic, and not replace it. Hence, the VHF voice frequencies are still going to be utilized. This also means that VDL-2 will additional burden on the VHF spectrum.
At first glance, VDL-3 seems to be the solution to problems posed by VDL-2. VDL-3 uses the same spectrum for both data and voice, which means that a faulty transmitter can lead to loss of both modes of communications. As with VDL-2, the ground station is a point of failure for VDL-3. Another drawback with VDL-3 is related to flexibility of voice/data channel allocation with increase in data channels. The transition from analog to digital voice poses a major problem since both channels will be required during the transition period. [11] 
QoS Mechanism
There are inherent disadvantages in using the VHF link for controller-pilot communications and the previous section presented some of them. The presence of an IP network between aircraft and ground stations leads to the possibility of using the IP link for air-ground communications.
The work carried out in [4] presented the possibility of using the IP link to download cockpit voice and flight data to ground stations to supplement the existing blackboxes onboard the aircraft. Additional simulations were performed with the same setup as used in [4] to verify results from [4] and the following conclusions were made:
The quality of voice calls was fairly good considering such a bandwidth constrained scenario and this can be attributed to the constraints of the Satellite link in terms of delays.
The data traffic required only a few kbits of bandwidth, and since it was given the highest priority, the packet drops were found to be mostly due to the nature of the satellite link.
The communication between the pilot and ATC is very critical and hence security is an important aspect that should be considered. The work carried out in [12] outlines the various issues involved in securing an Aircraft Data Network (ADN) and proposes security mechanisms in form of a network monitoring tool and the usage of IPSecurity (IPSec).
The VHF link used for controller-pilot communications is a shared medium and this can lead to disruptions in communication with an increase in the number of aircrafts in a given airspace, which is undesirable.
The above observations present the possibility of routing the Controller-Pilot Communication (CPC) traffic via the IP link. This can be achieved in three different ways, namely, voice only, data only, both voice and data. The implementation of either of these three can be done as in [4] .
The one other thing to note is that controllerpilot communication is not a continuous stream of voice or data messages. Hence, this should not pose a problem as far as bandwidth is concerned. However, the critical nature of this traffic requires continuous monitoring in case of failure or congestion in the IP link or loss of voice/data integrity.
In view of this the authors propose a mechanism described by Figure 3 to monitor the Quality of Service of the controller-pilot communication traffic. In case of quality deterioration, leading to loss of data, the communication is rerouted through the VHF data link. The authors define Threshold as the percentage of packet drop at which the controllerpilot communication data is not understood at either end.
As seen from Figure 3 , the Quality of Service for the different traffic streams is monitored in terms of packet drops. Additionally, voice quality is measure using PSQM scores. The following steps describe the rest of the flow.
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If the CPC packet drops reaches x % of the threshold, the Passenger Network traffic is shut down until the packet drops falls below x.
If the CPC packet drops reaches y % (x < y) of threshold, the Voice traffic is shut down until the packet drops fall below y.
If the CPC packet drops reach the threshold, the Data traffic is shut down until the packet drops fall below the threshold.
If the CPC packet drops exceed the threshold, the CPC traffic is rerouted through the VHF links.
Once the IP link is restored to normality, say congestion is cleared, the CPC traffic can be restored via the IP link.
Implementation
The implementation of the QoS mechanism is currently in progress. The purpose of this is to determine the threshold at which the controller-pilot communication is to be rerouted to the VDL. Figure 4 illustrates the testbed setup in the Advanced Networking Research Center (ANRC) at Wichita State University to determine the value of the threshold.
Figure 4. Network Setup in ANRC
The network setup is similar to the one used in [4] , with minor changes. The router labeled Voice, is a Cisco router running a Callgen IOS image and is used to generate voice traffic. The router labeled Data is a Cisco router running a Pagent IOS image and is used to generate data traffic. The Pagent router here is used to generate the data traffic from the Control Network (CN) as well as web traffic from the Passenger Network (PN). The measurement of voice quality is via PSQM scores and packet drops. More details can be found in [4] .
To simulate the CPC traffic, two PCs (ATS & Pilot) are included in the setup. The PCs will not be required if CPC is via voice only. The ATS and Pilot work as a TCP based client-server model. The steps involved in a CPDLC logon can be duplicated to suit this application to provide authentication.
To emulate CPDLC data traffic, which is based on text messages, a database with the CPDLC message set available in [3] is created and stored in both the PCs. When a message is sent from say the Pilot to the ATC, the received data is crossreferenced against this database to check for the integrity of the message. If there is an error, a retransmission will be required. The number of
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retransmissions that will be allowed is yet to be set and will form the basis for determining the threshold. Based on the amount of congestion in the IP link, the values of x and y can be selected appropriately.
Conclusion and Future Work
The implementation of the QoS mechanism for reverting to VHF links is a work in progress. Based on the DAP simulations that were performed, it was concluded that the quality of voice was found to be at acceptable levels due to the constraints placed by the satellite link in terms of bandwidth and delay. The DAP results in [4] reveal the fact that data traffic requires less than 10 kbits/sec of bandwidth. This is indicative that Controller-Pilot communication by means of data traffic seems to be a better option, but needs to be verified by simulations to test its integrity. As part of future work, the authors will be looking to incorporate security features into this framework along with PEP to improve TCP throughput over satellite links. The Communications part of CNS has been discussed in this paper. The Navigation and Surveillance areas were outside the scope of this paper, but can be looked into as they form a critical part of the aircraft network. It will also be interesting to see the issues involved in establishing secure communication between two aircrafts without the need for a ground station.
