The Phillips curve has long been used as a foundation for forecasting inflation. Yet numerous studies indicate that over the past 20 years or so, inflation forecasts based on the Phillips curve generally do not predict inflation any better than a univariate forecasting model. In this paper, we take a deeper look at the forecasting ability of Phillips curves from both an unconditional and conditional view. Namely, we use the test results developed by Giacomini and White (2006) to examine the forecasting ability of Phillips curve models. Our main results indicate that forecasts from our Phillips curve models are unconditionally inferior to those of our univariate forecasting models and sometimes the difference is statistically significant. However, we do find that conditioning on various measures of the state of the economy does at times improve the performance of the Phillips curve model in a statistically significant way. Of interest is that improvement is more likely to occur at longer forecasting horizons and over the sample period 1984Q1−2010Q3. Strikingly, the improvement is asymmetric − Phillips curve forecasts tend to be more accurate when the economy is weak and less accurate when the economy is strong. It, therefore, appears that forecasters should not fully discount the inflation forecasts of Phillips curve-based models when the economy is weak.
Introduction
The Phillips curve has long been used as a foundation for forecasting inflation. Yet numerous studies indicate that over the past 20 years or so, inflation forecasts based on the Phillips curve generally do not predict inflation any better than a naive forecast or a forecast based on either a forecast from an unobserved stochastic volatility model or an IMA(1,1) model. This point was forcefully made by Atkeson and Ohanian (2001) in regard to naive forecasts and has subsequently been explored in great depth by Stock and Watson (2007, 2008) . Thus, a reasonable impression regarding the usefulness of Phillips curve models for forecasting inflation is fairly bleak. Stock and Watson, however, pose an interesting hypothetical question: namely despite the rich evidence against the usefulness of Phillips curve forecasts, would you change your forecast of inflation if you were told that next quarter the economy was going to enter a recession with the unemployment rate jumping by 2 percentage points? There is strong evidence that many forecasters and monetary policymakers would in fact change their forecasts. For example, the June 4, 2010 issue of Goldman and Sachs' US Economics Analyst posits that "Under any reasonable economic scenario, this gap -estimated at 6.5% of GDP as of year-end 2009 by the Congressional Budget Office -will require years of above-trend growth to eliminate. Accordingly, we expect the core consumer inflation measures · · · to trend further, falling close to 0% by late 2011." These sentiments were echoed in the April 27-28, 2010 minutes of the Federal Open Market Committee: "In light of stable longer-term inflation expectations and the likely continuation of substantial resource slack, policymakers anticipated that both overall and core inflation would remain subdued through 2012."
Although most studies that examine the comparative forecasting performance of Phillips curve models place emphasis on the performance over entire sample periods and specific sub-samples, there has been little work that sheds light on the question posed by Stock and Watson. Dotsey and Stark (2005) examine whether large decreases in capacity utilization add any forecasting power to inflation forecasts and find that they do not. Stock and Watson (2008) , however, do provide some rough evidence that large deviations of the unemployment gap are associated with periods when Phillips curve-based forecasts are relatively good. Fuhrer and Olivei (2010) also examine the Stock and Watson evidence and find that a threshold model of the Phillips curve outperforms a naive model. This paper will statistically investigate the strength of the Stock and Watson observation along a number of dimensions and in great depth.
We do so in a variety of ways using both real-time and final data and by formally comparing forecast accuracy of our Phillips curve-based forecasts with those of various univariate models using the methodology developed by Giacomini and White (2006) . We use their procedure because (i) it can be used when comparing the forecasts from misspecified models, (ii) it allows for both unconditional and conditional tests, and (iii) it is relevant for testing both nested and non-nested models. In order to explore whether it is primarily large deviations of the unemployment gap that are informative for inflation forecasting, we look at a threshold model as well as employing the conditional forecast comparison procedures developed by Giacomini and White (2006) .
Our basic results indicate that forecasts from our baseline Phillips curve model or the model augmented with a threshold unemployment gap are unconditionally inferior to those of our naive forecasting models, and sometimes the difference is statistically significant.
However, we do find that conditioning on various measures of the state of the economy does, at times, improve the performance of the Phillips curve model in a statistically significant way. Of interest is that improvement is more likely to occur over the sample period 1984Q1−2010Q3 and that the unemployment gap improves forecasts in an asymmetric way.
Specifically, the greater the actual gap, the greater the improvement in the conditional forecasting accuracy of the Phillips curve model. Therefore, it appears that policymakers should not fully discount the inflation forecasts of Phillips curve-based models when the economy is weak.
Following a brief literature review, we lay out the various forecasting models. We then discuss the procedures used for comparing forecasts. We follow this with the body of our statistical analysis and then provide a brief summary and conclusion.
Literature Review
Our literature review will be fairly focused, concentrating on those papers that help inform our particular approach. An excellent and in-depth literature review can be found in Stock and Watson (2008) . A departure point for our inquiry is the work of Atkeson and Ohanian (2001) . In that paper, the authors compare the root-mean-square error (RMSE) of out-ofsample forecasts of 12-month-ahead inflation generated by a Phillips curve model using either the unemployment rate or a monthly activity index developed at the Federal Reserve Bank of Chicago with those of a naive model, which predicts that 12-month-ahead inflation will be the same as current 12-month inflation. They examine the relative RMSEs for forecasts over the period 1984:1−1999:11 and find that the forecasts generated by the Phillips curve models do not outperform those of the naive model. They, therefore, conclude that the Phillips curve approach is not useful for forecasting inflation. Stock and Watson (1999) look at two subsamples when comparing the relative forecasting power of Phillips curve specifications relative to both a naive forecast and one based on an autoregressive specification of the inflation rate. Over the first subsample, 1970−1983, the Phillips curve-based forecasts are superior, whereas over the second subsample 1984−1996, the Phillips curve-based forecasts outperform the naive forecast but are no better than forecasts based on lagged inflation only. This is in stark contrast to Atkeson and Ohanian (2001) , and as reported in Stock and Watson (2008) , it is due to the different sample period. In particular, Phillips curve forecasts did not do well in the latter half of the 1990s. Further, over the 1984−1999 sample period, the naive forecast outperforms forecasts based on simple autoregressive specifications, which prompts Stock and Watson to adopt an unobserved components stochastic volatility model (UCSV) as their benchmark for comparison. They find that there is not much difference between the naive forecasts over the 1984−1999 subsample, but that subsequently the forecasts generated by the two methods diverge upon which point the UCSV forecasts are superior. Fisher et al. (2002) is that Phillips curve forecasts do better at two-year horizons, which is in stark contrast to the findings in Stock and Watson (2007) who find that Phillips curve forecasts tend to do better at horizons of less than one year. Ang et al. (2007) , however, tend to confirm the Atkeson-Ohanian results that Phillips curve models offer no improvement over naive forecasts over the periods 1985-2002 and 1995-2002, a result that is consistent with those found in Stock and Watson (2008) when the latter use UCSV as the atheoretical benchmark. Clark and McCracken (2006) reach a more cautious conclusion, pointing out that the outof-sample confidence bands for ratios of RMSEs are fairly wide and that rejecting Phillips
Curve models based on ratios should be approached with care. However, some of the ratios found in studies like Atkeson and Ohanian (2001) , Stock and Watson (2007) and Ang et al. (2007) are so large that they probably imply failure to reject the null of no forecast improvement. However, many of the ratios reported in Fisher et al. (2002) are only slightly greater than one and most likely do not imply a rejection of the null hypothesis. From a practical point of view, one can interpret much of the evidence in these papers as indicating that activity gaps are not reliable predictors of inflation and that predictions of inflation are not overly sensitive to whether a Phillips curve is relied on or not.
Like ours, some studies use real-time data. Orphanides and Van Norden (2005) find that Phillips curve-based forecasts using an output gap measure of real activity outperform an autoregressive benchmark prior to 1983 but offer no improvement over the [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] period. In addition, a number of studies have found that the Phillips curve specification has been unstable over time. Stock and Watson (1999, 2007) find that the instability is largely confined to the coefficients on lagged inflation, whereas Clark and McCracken (2006) find instability in the coefficients on the output gap. Dotsey and Stark (2005) also find instability in coefficients on capacity utilization, with those coefficients becoming smaller and insignificant as they rolled their sample forward.
Finally, Stock and Watson (2008) present an interesting finding, which indicates that although inflation forecasts based on the Phillips curve do not outperform forecasts based on inflation alone, there are episodes when that is not the case. In particular, they notice that the RMSE from Phillips curve forecasts tend to be lower than those from an unconditional stochastic volatility model when the unemployment gaps are larger than 1.5 in absolute value. This finding motivates our interest in conditional forecasting tests.
Forecasting models
To investigate what appears to be a particular type of nonlinearity associated with forecasting performance, we use standard Phillips curve models together with the conditional forecast comparison methods of Giacomini and White (2006) to indicate whether conditional on the state of the economy Phillips curve models provide better forecasts of inflation. Because Stock and Watson (2008) indicate that the measure of real activity is of secondary importance when evaluating forecast performance, we will concentrate on unemployment rates and unemployment gaps. We will also use real-time data on unemployment as our benchmark data set but will investigate whether the use of real-time data as opposed to final data affects our results. We also concentrate our forecasting exercise on core-PCE inflation and do so for two reasons. One is that core-PCE is often considered to be the most relevant measure of inflation for policy purposes and is also less affected by commodity price shocks than headline measures of inflation. Concentrating on core-PCE means that we must use the latest vintage estimates of inflation because real-time vintage data on the core-measure has been reported only since 1996. Thus, there does not exist a long enough set of vintages to use real-time measures of inflation.
The Benchmark Models
Our two benchmark models will be the naive forecasting model of Atkeson and Ohanian (2001) and the rolling IMA(1,1) model of Stock and Watson (2007) . Following Stock and Watson (2008) the naive forecast is based on the following specification:
where π h t = (400/h)[log(p t )−log(p t−h )] and p t is the price index for core personal consumption expenditures and h = 2, 4, 6, and 8. The IMA(1,1) specification for quarter-over-quarter inflation is given by
In estimating the model we use only the observations that would have been available at the date when the forecast was made. 
Phillips Curve Models
To investigate the benefits of a Phillips curve model for forecasting inflation, we examine a simple autoregressive Phillips curve model given by:
where π h t+h is the h-quarter-ahead forecast of an h-quarter-annualized average of inflation and u t is the unemployment gap. We will use time-varying estimates of NAIRU based on real-time measures that are constructed using a HP filter where we pad future observations with forecasts from an AR(4) model for unemployment (see below). In addition we shall append the model with a threshold term. The threshold model is, therefore, an extension of the Phillips curve with a threshold effect on the unemployment gap. The threshold variable is an absolute value of the unemployment gap:
where u is a threshold value and 1(|ũ t | > u) takes the value of unity when |ũ t | > u and zero otherwise. Initially we intended to use the TAR model of Hansen (1997) . However, there was insufficient variation in the data to identify the threshold over any of our rolling windows. We, therefore, imposed a value of 1.19, which implied that the absolute value of the unemployment gap exceeds the threshold roughly one-third of the time, by using the one standard deviation value of the gap. Doing so provided us with enough threshold measures to conduct our conditioning tests.
Forecast Comparison
Statistical forecast comparisons are made using the methods developed by Giacomini and White (2006) , whose procedure can be used for nested and non-nested models as well as for constructing both unconditional and conditional tests of forecast accuracy. Using their procedure requires limited memory estimators such as fixed windows. This allows them to formulate test statistics that come from a chi-square distribution. Given the apparent instability in the Phillips curve, the rolling window methodology appears superior to a recursive forecasting procedure. For unconditional tests, the null hypothesis is for equal predictability, and the test statistic is:
where h denotes the forecast horizon, δ t+h is the difference in the squared h-step ahead forecast errors between any two forecasting models, n is the size of the forecast sample, and V h is the HAC variance of n −1 t δ t+h . Note that a heteroskedastic autoregressive correction is necessary, since we are looking at multiple-period ahead forecast errors. Following Giacomini and White (2006), we apply a Newey-West estimator with truncation parameter set to h−1.
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For conditional tests, we examine the test statistic:
where x is a k × 1 vector of instruments and V h is HAC-corrected estimator of the variance of n −1 t x t δ t+h . The unconditional test statistic tells us only if the forecasts are statistically different from one another on average over the sample. In order to ascertain which of any two models is giving the better forecast, we examine the sign of the coefficient in the regression:
A negative coefficient indicates that model one, which we denote the reference model, produces the better forecast on average. We shall refer to model two as the alternative model.
When comparing the forecasts of our two Phillips curve models with the two benchmarks, we will also examine when there are statistically significant differences conditional on (i) whether the economy is in recession, (ii) the probability of recession from the Survey of Professional Forecasters (SPF) data set, (iii) our real-time estimate of the unemployment gap, (iv) the four-quarter change in the unemployment gap, (v) the absolute value of the real-time gap, and (vi) whether the gap is bigger than a specified threshold. It is important to note that the conditional GW test is a marginal test. It tells us whether conditioning on a certain value significantly improves one forecast relative to another, not whether the forecast is actually better. For example, if the IMA(1,1) model gave an unconditionally better forecast and we find that conditioning on a recession significantly improves the Phillips Curve forecast relative to the IMA(1,1) forecast, our results do not indicate that the Phillips curve is conditionally providing a better forecast, only that conditioning significantly improves its forecast relative to that of the IMA(1,1) model. To infer which forecast is better, we need to look at the size and sign of the regression coefficient, β 1 , on the conditioning variable in the regression: 
Data Definitions and Transformations
Our analysis uses real-time data on unemployment constructed from vintage data available to the public in the middle of the quarter and latest vintage data on inflation. Thus, a regression run at date t uses observations on unemployment as they were known as of that date and inflation as it was known in the last quarter of our data set. As regressions are rolled forward, updated data are used from the vintage that was available as of the new date. The quarter-over-quarter inflation rate is defined as π t = 400 log(P t /P t−1 ), and the h quarter annual average inflation rate at time t is given by π h t = (400/h) log(P t /P t−h ). A key variable in our analysis is the unemployment gap,ũ t , defined as the difference between the unemployment rate and the HP estimate of trend unemployment. Specifically, we use the smoothing parameter of 10 5 to identify the trend component. 3 In constructing 3 Stock and Watson (2007, 2008 ) use a high-pass filter that filters out frequencies of less than 60 quarters. The value of smoothing parameter (10 5 ) is often used in the recent labor search literature (see Shimer (2005) ). There is variation in the literature regarding what frequency should be used, and we recognize that the properties of the unemployment gap are sensitive to the choice of the smoothing parameter. In general, most studies use an unemployment gap that is constructed by including frequencies significantly lower than trend unemployment, we use a HP filter with 20 quarters of forecast values beyond the sample endpoint. The forecasts are from an AR model of unemployment where the maximum lag length is four and the fixed window for the regression is 110 quarters. The lag length is selected separately each period using the SIC criteria. The unemployment gap is given by:
where u HP t is the HP trend, which we associate with a time-varying NAIRU. Orphanides and Van Norden (2005) and Orphanides and Williams (2005) indicate that there are significant differences between real-time and final estimates of the unemployment gap, and we find similar results for our construct over our sample period. The final time estimates are constructed by HP-filtering the unemployment rate over the entire sample.
As can be seen in Figure 1 , revisions to the unemployment gap are significant. The solid-black line depicts the real-time estimates of the unemployment gap, and dotted-red those associated with the traditional business cycle frequencies as in this paper. Importantly, we have also conducted the same analysis using the smoothing parameter of 1,600 and found that using 10 5 yields more cases in favor of the Phillips curve models relative to using 1, 600. line shows the unemployment gap using the 2010Q4 vintage of data. The largest revisions do not seem to follow any particular pattern. For example, in both the latter half of the 1970s and latter half of the 2000s, the unemployment gap is a good deal higher than the final estimate and these are periods of falling unemployment, but the opposite is true of the 1990s where real-time gap is lower than the final estimate and again unemployment is falling.
The dependent variable in our analysis is various averages of final-revised core-PCE inflation, and these are depicted in Figure 2 . We are forced to use final-revised data for this variable because vintage history begins in 1996, when U.S. Bureau of Economic Analysis first constructed the core-PCE price index. This is probably not a significant problem for our real-time focus because PCE inflation, for which we do have vintage data, does not suffer from the same sort of revision problems as the unemployment gap. Those revisions are due to not having knowledge of future unemployment rates and relying on a one-sided filter.
In this section, we analyze how useful Phillips Curve models are for forecasting inflation using the real-time unemployment gap. Our motivation for emphasizing the use of real-time data are twofold. The first is that these are the data that are relevant for policy purposes, and second the work of Orphanides and Van Norden (2005) on the output gap and our own analysis of real-time unemployment gaps makes the strong case for incorporating the measurement error associated with the real-time gap. Our investigation will focus on whether unemployment gaps provide useful information in extreme circumstances. The exploration of whether Phillips curve models estimated on final data generally help predict inflation has already been exhaustively explored in the literature.
4 In a subsequent section, we will analyze the role that using real-time data plays by comparing our results with those using final data.
Here we compare the Phillips curve forecasts from (3) and (4) with our two benchmarks (1) and (2) where we use unemployment gaps based on the current real-time vintage as of period t. Lag length is re-estimated each period using the SIC lag selection method, and lag lengths are allowed to vary across the variables. In statistically comparing forecasts, we use both the unconditional and conditional forecast tests developed in Giacomini and White (2006) . We do this for four forecast horizons, namely two-, four-, six-, and eight-quarterahead average forecasts of inflation. We also compare the forecasts over two sample periods:
the entire sample period from 1975Q3 to 2010Q3 and a later sample period that includes forecasts from 1984Q1 through 2010Q3. The entire sample begins in 1975Q3 for the two-step horizon because it is the earliest date that we can make a forecast based on a 60-quarter window. We break the sample at 1984, because that latter sample is associated with the Great Moderation and consistently low and less variable inflation.
With regard to the threshold Phillips curve model, we set the threshold of the real-time gap at a fixed value of 1.19 throughout our exercise. We initially intended to estimate the threshold value for each rolling window, applying the TAR model of Hansen (1997) . However, the use of rolling regressions makes it difficult to tightly identify the threshold values that are reasonably stable over time. The value of 1.19 equals the standard deviation of the final revised unemployment gap series, and we have chosen this value to ensure that there is at least some variation in the threshold dummy for each estimation window. 
An Analysis of Our Regression Results
Before turning to the forecast comparison tests, it is useful to examine some of the properties of our forecasting models. First, we note that the estimates of the moving average coefficient, θ, in the real-time fixed window IMA(1,1) model vary over time (Figure 3) . Early in the sample, a one-percentage point inflation shock is associated with a long-run multiplier (1+θ) on the level of inflation of 1.20. The multiplier then declines fairly consistently. At present, the long-run multiplier is about 0.2 implying that the persistence of the inflation process has declined significantly over our sample period. Over recent 60-quarter windows, inflation shocks have had only a small effect on the level of inflation. Thus, over our sample, the behavior of inflation changes from something close to a random walk to a process that more closely resembles white noise.
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Importantly, we also find evidence of instability in the coefficient estimates on the gap in the Phillips curve (Figure 4 ). In particular, the in-sample effect of the unemployment gap on inflation varies over time and across forecast horizons. The Phillips curve literature suggests that a larger gap precedes lower inflation. The estimate of the sum-of-coefficients is typically negative for inflation equations at all horizons, but it becomes less negative as we roll the regressions forward and is statistically insignificantly different from zero beginning around 1999 at all horizons. The falling significance may in part be due to the more transitory nature of changes in inflation that we documented above along with the observation that the movements in the gap remain highly persistent over the entire sample.
In recent 60-quarter windows, the sign of the sum of the coefficients turns positive. In these latter samples, a larger gap is associated with higher, not lower, inflation although not significantly so. Graphically, we display the coefficient instability at our four horizons. The instability we find in the coefficients in both the univariate model and the Phillips curve are consistent with evidence presented in Ang et al. (2007) and serves as justification for using a rolling windows methodology as is also done in Fisher et al. (2002) .
Forecast Comparisons
In this section, we compare both the unconditional and conditional forecasting performance of our four models. We first take a general look at the forecasts and document the unemployment gaps contribution to these forecasts. Subsequently, we perform the statistical forecast comparison exercise developed by Giacomini and White (2006) .
An Initial Look at the Forecasts
An initial examination of the relative forecasting ability of the various models is shown in Table 1 . We see that the IMA(1,1) forecasts are preferred to those of AO and both Phillips curve specifications over the full sample. With the exception of the eight-quarter forecast horizon, the AO specification is preferred over the more recent sample period. The findings regarding the relative forecasting ability of our two benchmarks generally agree with the analysis of Stock and Watson (2007) . However, they run counter to the analysis of Fisher et al. (2002) who find that Phillips curve models help forecast inflation at two-year horizons for the core PCE.
In Figure 5 , we show the forecasts for each horizon, along with actual inflation. The largest disparities between the IMA(1,1) and the Phillips curve forecasts at all horizons occur in the early 1980s and the late 1980s. There is also a large disparity between recent forecasts generated by the Phillips curve and the IMA(1,1) model. During the most recent period, the Phillips curve forecast is overpredicting inflation.
We next examine the unemployment gap's contribution to the forecasts, which is depicted in Figure 6 . Specifically, the contribution of the unemployment gap is given by n(h) j=1b h jũ t−(j−1) where the summation goes from one to the SIC minimizing lag length n(h), calculated at each forecast horizon h, using the appropriate vintage of data. As shown in Figure 6 , the contribution of the gap is similar across all forecast horizons, but especially so for the four-, six-, and eight-quarter horizons. During the early 1980s, the unemployment gap makes a pronounced contribution to the Phillips curve projections at all horizons. This period is characterized by a large unemployment gap that pulls down the forecast of inflation. Also, following the 1991 recession, the gap is again high and it contributes negatively to forecasted inflation. This is true in the early 2000s as well. However, recently, the gap is also high, but it is contributing to higher expected inflation due to the perverse sign of the estimated coefficient, which as shown in Figure 4 is now insignificantly positive. Further, proposed by Giacomini and White (2006) . The explanatory power of the gap seems not to be that significant and appears to be becoming less so, and the forecasting differences between the benchmark models and the Phillips curve models do not appear especially large. These observations, however, are not overly informative about the conditional tests. We do see periods where the gap is large and its contribution to the inflation forecast is helpful relative to the benchmark forecast. It remains to be seen if that help is statistically significant. 
Statistical Comparisons
We now examine the relative forecasting performance of the various models in a precise statistical sense. To do this, we use the unconditional and conditional tests for comparing forecasts developed by Giacomini and White (2006) .
Unconditional Comparison
First, we investigate whether the results concerning forecast accuracy in Table 1 IMA(1,1) model's forecast to that of the Phillips curve. In comparing forecasts we use both a 5% and 15% significance level. Over the entire sample, there is no statistically significant differences in forecast ability between the naive models and the two Phillips curve specifications, although the constant in (7) is generally negative.
With regard to the more recent sample, the AO specification is preferred to both Phillips curve specifications at the two-quarter horizon, and the TAR specification at the four-quarter horizon, but not significantly preferred at longer horizons, while the IMA(1,1) forecast is significantly preferred to the Phillips curve model at the eight-quarter horizon. Thus, from the unconditional tests, there is little to suggest the use of a Phillips curve specification for forecasting core-PCE inflation.
Conditional Forecasting Tests
In light of the Stock and Watson (2008) findings, we first tried conditioning on the absolute value of the unemployment gap. This is a symmetric test because it analyzes whether conditioning on both large and small values of the gap affect the relative forecasting properties of two models. Similarly in spirit, we also condition on a threshold dummy that equals one when the absolute value of the gap is greater than 1.19. Alternatively, it may be that the unemployment gap may affect the conditional forecasting properties asymmetrically. For example, the forecasts of the Phillips curve model may improve conditional on the output gap being large and positive. To test this type of hypothesis, we conditioned on two measures of the unemployment gap: its level and its four-quarter change. Along these lines, we also condition on recession dates and the estimated recession probabilities from the SPF. The behavior of these conditioning variables is depicted in Figure 7 .
The results of our conditional forecast comparison tests are given in Tables 3 through   8 . The tables are laid out as follows. The row variable refers to the reference model and the columns refer to the alternative model. We report the p-values of the GW chi-square test statistic and we report the adjusted R 2 and the estimates of the constant and slope coefficient on the conditioning variable in equation (8). To help highlight the salient features of the exercise, we use three different shadings. The darkest shading indicates that the slope coefficient on the conditioning variable is positive and significant and the GW χ 2 statistic is significant, indicating that the two forecasts are significantly different. The middle shading includes cases in which the slope coefficient is positive and statistically significant but the GW χ 2 is not, and the lightest shading is where the slope coefficient has a positive sign but is not significant and where the GW χ 2 statistic went from being significant unconditionally to insignificant conditionally. When the conditioning variable is the lagged recession dummy, a positive coefficient implies that the alternative model is now the better forecast. With respect to the probability of a recession, when the regression coefficient is positive it means that the higher the probability of recession, the better are Phillips curve forecasts. In terms of the conditioning variables using the unemployment gap, a positive coefficient implies that high unemployment gaps improve the Phillips curve forecasts, but negative unemployment gaps worsen the Phillips curve forecasts. When assessing the conditional performance of the absolute value of the gap, a positive coefficient means that both high and low gaps tend to improve the Phillips curve forecasts. For the three continuous conditioning variables, we compute the cutoff value of the variable that implies that the alternative forecast outperforms the reference model.
Basic Results
The first basic result is that conditioning on gap type measures in a symmetric way does not generally improve the forecast performance of Phillips curve models. Table 3 presents the results when the absolute value of the unemployment gap is used as a conditioning variable.
Over the full sample, we found no cases in which conditioning on this variable improved Phillips curve forecasts relative to those of our two benchmarks. Over the more recent sample, conditioning on this variable did improve the PC-TAR specification relative to both the AO and IMA(1,1) models, but only at the two-quarter horizon. Similarly, conditioning on the threshold dummy does not improve the forecast performance of the Phillips curve models relative to the benchmarks (Table4).
The second basic result is that when the conditioning tends to be asymmetric, we find that in recessions there is a tendency for improvement in inflation forecasts from the Phillips curve models, especially over the more recent sample period. With regard to the recession dummy, there are some notable changes in the later forecast period (see Table 5 ). Namely both Phillips curve models provide better longer-term forecasts of inflation, and the PC-TAR model provides a better forecast relative to AO at the two-quarter horizon. For the full sample, there is no evidence of any statistically significant difference in the forecasts where previously, in the unconditional tests, the IMA(1,1) model was preferred at the twoquarter and eight-quarter forecast horizons. The results conditioning on the SPF probability of recession also indicate that this variable significantly improves both of our Phillips curve longer-term forecasts over both the entire and the later sample (see Table 6 ).
Using the real-time gap series,ũ t−1 has even larger repercussions for both Phillips curve forecasts (Table 7) . Over the later period, it significantly improves them relative to the two benchmark models at almost all forecast horizons, and for the entire sample it improves the basic Phillips curve forecast relative to AO at all but the shortest horizon, but not relative to the preferred IMA(1,1) benchmark. Table 8 presents the results when the fourquarter change in the real-time gap is used as a conditioning variable. These results further strengthen the preference for the Phillips curve forecasts. In particular, over the full sample, the significant improvements of the Phillips curve forecasts are identified at almost all forecast horizons when compared with the AO forecasts. For the later sample, the improvements of Phillips curve forecasts, relative to both AO and IMA(1,1) forecasts, continue to be observed, particularly at longer horizons.
However, it is important to point out that these findings reflect the average forecast behavior over the sample periods of the GW regressions. As we discussed with respect to 
When Should One Rely on the Phillips Curve?
It is also important to go beyond a classification of statistical inference and examine when the use of a Phillips curve model is preferred. For example, we saw in the later sample that the slope coefficient on the recession dummy is significant for the Phillips curve model at the six-step-ahead and eight-step-ahead forecast horizons when compared with AO and that this is also true at the eight-step-ahead horizon when comparing the forecasts from the IMA(1,1) model and the threshold model. Table 9 selects the cases from Table 5 in which both constant and slopes are statistically significant and calculates the squared error difference conditional on the recession dummy being zero or one. The implication is that in these cases, the reference model is preferred when the dummy is turned off and the alternative model is preferred when the dummy is turned on. Of particular interest is the case involving the eight-step-ahead forecast results comparing AO and both Phillips curves. In this case, during expansions the AO model is preferred, while during recessions one is better off using the Phillips curve models for forecasting. Looking at results when conditioning on our two gap variables (Tables 11 and 12 ) lend support to using Phillips curve forecasts in even more circumstances. Concentrating on the situation that is indicated by the darkest shading, i.e., the cases in which both the GW test statistic is significant at the 15% level and the slope coefficients are also significantly positive, we see that for the real-time gap it pays to look at the Phillips curve forecasts over the later sample period at four-, six-, and eight-quarter-ahead horizons when compared with AO even when the unemployment gap is only slightly positive. Regarding the PC-TAR model over the later sample and two-, six-, and eight-quarter-ahead horizons, we draw a similar conclusion when AO is the benchmark.
These results are reinforced when conditioning on the four-quarter change in the realtime gap. When looking at the later sample and at four-quarter, six-quarter, and eightquarter-ahead forecast horizons, we see that there exist cutoff values below which the respective benchmark is the preferred specification and above which the respective Phillips curve model is preferred. First consider the case when the AO model is the benchmark.
At the four-quarter horizon, the Phillips curve is the preferred model when the change in the unemployment gap exceeds 0.155. At the six-quarter-ahead horizon, the Phillips curve becomes the preferred model when the change in the unemployment gap exceeds 0.014. For the eight-quarter-ahead horizon, the cutoff values are 0.036 and 0.012, respectively. Thus, when analyzing the later sample period, when the unemployment gap is rising, inflation forecasts at most horizons using the Phillips curve improve, and we are struck by the relatively small values of the gap that imply improvement. The conclusion when comparing IMA(1,1)
forecasts and Phillips curve forecasts are roughly the same. Thus, although Phillips curve forecasts do not generally outperform the benchmark forecasts, there do exist situations when they prove useful. These situations are much more prevalent over the most recent sample period.
Inspecting the Mechanism
We inspect the mechanism for these results in Figure 8 , where we graph: (i) the squared forecast error differences for the AO and Phillips curve model and the AO and threshold Phillips curve model at the eight-quarter-ahead forecast horizon, (ii) the real-time unemployment gap, and (iii) the four-quarter change in the gap. In the figure, the squared error difference is associated with the date forecasted, and the gap measures at that date are the ones used in the GW regressions. We are thus plotting the left-and right-hand sides of (8).
There are several interesting observations in this figure. First, Phillips curve forecasts tend to be better than the AO benchmark around 1983−84 and 1993−95. Both are periods where rising unemployment helped forecast a decline in inflation.
6 Thus, in these periods, the gap is large and tends to improve the relative forecasting accuracy of the Phillips curve. Second, recall our earlier finding that the improvement of the conditional forecast ability of the 
Results Using Latest Vintage Data
In this section, we look at whether and to what extent the use of latest vintage data for the unemployment gap influences our conclusions. To do this, we re-estimate the Phillips curve using final estimates of the unemployment gap, compute new forecasts, and re-run our forecast evaluation tests using the revised unemployment gaps to construct our conditioning variables. We first characterize the relative unconditional forecasting ability of the two benchmark specifications and the Phillips curve model. As shown in Table 13 , using final revised data does not change our perception regarding the accuracy of Phillips curve inflation forecasts, and the changes are not large enough to overturn the relative ranking of the forecasting models that were examined earlier in Table 1 using the real-time data.
We now examine GW tests comparing the forecasting performance of the AO, IMA(1,1),
and Phillips curve models using the latest vintage of unemployment gaps. The overall message is the same as in the real-time results, but there are a few notable differences. The results of the GW tests are given in Table 14 . With regard to the unconditional forecast evaluation presented in the first two columns of that table, there are no qualitative changes in results. The AO specification is still preferred over the later sample period for the twostep-ahead forecast horizons. Also, the IMA(1,1) forecast remains statistically better for eight-quarter horizon forecasts over the later sample.
Examining the conditional forecast results with respect to the recession dummy, there is no longer any evidence that this variable conditionally improves Phillips curve forecasts as it did over the later sample at six-and eight-quarter horizons when using real-time data. On the other hand, there is qualitatively little change in forecast evaluation when we condition on the SPF downturn probability. Over the entire sample, there is now a statistical distinction between the quality of the forecasts between the AO benchmark model and the Phillips curve model, but only at the four-quarter forecast horizon. Over the later sample, the results of the forecast comparison are little changed. As in the real-time analysis, the recession probability improves the Phillips curve forecast relative to AO at the eight-quarter-ahead forecast horizon and now additionally at the six-quarter horizon. The comparisons with respect to IMA(1,1) are nearly identical. With respect to the gap variables, either final revised gaps or fourquarter changes in the gap, using the latest revised data does not appreciably change any of the conclusions. Thus, replacing real-time data with the latest vintage data does not substantially alter any of the conclusions drawn from our earlier analysis.
Summary and Conclusion
In this paper, we have explored in a formal statistical way the inflation forecasting properties Of note, however, is that conditional on variables that capture the state of the economy, the Phillips curve model can prove useful for forecasting. Importantly, we find that its usefulness is asymmetric helping in times when the economy is weak and hurting the accuracy of inflation forecasts when the economy is growing. The variables that provide the biggest improvement pertain to unemployment gaps themselves both in their level and rate of change. The statistically significant improvement tends to be concentrated over the later sample period, which is in stark contrast to the general perception one obtains from the existing literature. It is important to note that this result refers largely to our conditional forecast exercises, so it is not directly comparable to results based on unconditional forecast comparisons.
Finally, we have focused our analysis strictly on core-PCE inflation because it is thought by many to be the most relevant inflation measure for monetary policy in the U.S. We have also confined our Phillips curve analysis to unemployment gaps, and it would be interesting to see if our results carry over to other inflation and gap measures. Our reading of the literature, in which many inflation and gap measures have been explored, leads us to believe our results will turn out to be general, but that conjecture awaits confirmation. Table 5 ) within the comparisons between each of the two Phillips curve models and either AO or IMA models. The last two columns calculate the squared error difference when the recession dummy is zero and one, respectively. Notes: The last column reports the cutoff value of the SPF recession probability above (below) which the alternative (reference) model gives the smaller forecast error. This table includes only the cases with the dark and middle shadings in Table 6 within the comparisons between each of the two Phillips curve models and either AO or IMA models. Table  7 within the comparisons between each of the two Phillips curve models and either AO or IMA models. The cutoff values are in the units of the unemployment gap (expressed in percentage points). Table 8 within the comparisons between each of the two Phillips curve models and either AO or IMA models. The cutoff values are in the units of the four-quarter change in the unemployment gap (expressed in percentage points). 
