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INTRODUCTION AND MAIN RESULTS 
In this paper we are concerned with the nonparametric estimation of 
an unknown density f ( = F) respectively hazard function J =f/( 1 -F) 
pertaining to an i.i.d. sample Xi, . . . . X,, of data, which are at risk of being 
censored from the right. To be precise, assume that along with the 
X-sequence we have an i.i.d. sequence Y,, Y,, . . . . Y, such that only 
Zj = min( Xi, Yj) and sj= l {X,< Y,), j = 1, . ..) n 
are observable, Xj being independent of Yj. Our estimate for f will be the 
well-known kernel estimate 
f,(t)=a,’ f K(F) F&ix), 
n 
where (a,), is a sequence of bandwidths tending to zero at appropriate 
rates, K is a smooth probability kernel, and 
0, otherwise 
is the familiar Kaplan-Meier [9] product-limit estimator of the survival 
function 1 - F(x) = P(X, 2 x). A list of available results is contained in the 
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survey of Padgett and McNichols [ 123. As an estimate for A, we shall 
consider 
1 is, =, #Rank(Z,) + 1) 
which is a convolution between K (appropriately scaled) and Nelson’s [I1 l] 
estimate for the cumulative hazard function. 
It is the aim of the present paper to give a representation off, (and A,) 
in terms of a sum of independent random variables plus a negligible 
remainder term, which allows one to 
(i) determine the exact rate of pointwise convergence (LIL) 
(ii) determine the exact rate of uniform convergence (law of the 
logarithm) 
(iii) derive pointwise asymptotic distributional results 
(iv) derive nondegenerate limit distributions for the maximal 
deviation. 
For the sake of reference, denote with G the distribution of the Y’s. Since 
censored data traditionally occur in lifetime analysis, we do assume that X 
and Y are nonnegative, though this in no way limitates the method. The 
actually observed Z’s have a distribution function H satisfying 
(l-H(x))=(l-F(x))(l-G(x)), x 3 0. 
Also we need to consider the sub-distribution function 
~(x)=lP(X,<x,6,=1)=sd;(l-G(y))F(dy), x >, 0. 
Note also that under some mild assumptions fi admits a “sub-density” 
@)=(l -G(t))f(t). 
The last equation suggests that a reasonable estimate off should behave 
like h”,/( 1 - G), where 
&#)=a,’ jK(Y) A,(dx) 
n 
is the kernel estimate pertaining to 
if,w=n-’ i 1(Z,.x,6,=l/r x 3 0. 
i=l 
DENSITY AND HAZARD FUNCTION ESTIMATION 301 
Clearly, i7r, is unbiased for Z?. Likewise, A, should behave like &,/( 1 - H). 
In the following we shall fix some point 0 < T-c co such that H(T) < 1. 
We shall only consider estimation off and L on [0, T]. When H(T) = 1 
and F(T) < 1 but G(T) = 1, we have no local information about the X’s on 
(T, co). On the other hand, when F(T) = 1 and G(T) < 1 (a version of) 
f= 0 on (T, cc ). Estimation in boundary points needs some special care as 
is known from the uncensored case [6]. As for the kernel, assume that 
(K) K is a continuously differentiable probability kernel vanishing 
outside some finite interval - co < r < 0 <s < cc. 
Let (a,), be any sequence of positive bands tending to zero, and take 
which, in the presence of censoring, is not the expectation off,. 
THEOREM 1. Under (K), assume that f = F and g = G’ are bounded on 
[0, T’] for some T < T’. Then 
sup (n4J1’2 f,(t) -fAtI - 
h”,(t)- r&(t) 
o<t< T 1 _ G(t) 
= O((na,)-“2) + O(aA’2) in probability (1) 
sup (na,)‘/2 f,(t) -jJt) - “‘(~~~~~“)~ 
O<I<T 
= o In Inn 
[ 
- + (a, In In n)‘12 
(na,)1’2 1 almost surely. (2) 
Remark. Observe that: 
(i) the theorem is true under minimal assumptions onf 
(ii) the factor (1 - G))’ may be interpreted as the price one has to 
pay for in-density estimation when censoring is present 
(iii) &, for each t, is a weighted sum of independent random 
variables 
(iv) the bounds are o( 1) for a large class of a,‘~. 
On the finite interval [0, T] the process h”, - [EL” has the same dis- 
tributional character as a corresponding process pertaining to an uncen- 
sored sequence of data admitting a density, which is equal to K on [O, T]. 
This is most easily seen by using Yandell’s [17] trick of redefining the Z’s 
appropriately, by exploiting the fact that K has bounded support. 
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As for ,I,,, we have 
THEOREM 2. Under the assumptions of Theorem 1, approximations (1) 
and (2) also hold for ,I,, with G andf* replaced by H and 
&,(t)=a;‘~K(~)(l--F(x)))‘F(dx), 
” 
respectively. 
We shall only prove Theorem 1 in detail since for II,, the arguments are 
similar. Also Corollaries l-4 below only treat the density case. As a first 
application we get the exact rate of pointwise almost sure convergence. 
COROLLARY 1. Assume that a,, -+ 0 and na, + 00 in such a way that 
where the inner supremum is taken over values of m with Im - nl <n&, and 
(In n)” 
na, In In n 
+ 0. 
We then have with probability one 
limsupf&QFiZG(f,(t)-j”,(t))= 
n-m 
[a j K2(x) dx-jl”. 
Proof: Immediate from (2) and Theorem 2 of Hall [8]. 1 
Application of Theorem 1.3 of Stute [ 151 yields the exact rate of uniform 
convergence. 
COROLLARY 2. Assume that on CT”, T’], 0 d T’< T-C T’, we have 
f>m >O. Let a,,10 and nanf 0~) be such that 
In a-’ 
2-0 and lna,’ ,oo. 
na, In In n 
Then with probability one 
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COROLLARY 3. Assume that a, + 0 and na, + W. Then for Lebesgue 
almost all 0 < t < T 
(n41’2 Cfn(t) -3At)l -+ NO, a’) in distribution, 
where 
(g- f(t) 
1 -G(t) s 
K’(x) dx. 
Proof: Use (1) and (2.10) in Parzen [ 131 (slightly modified). 1 
Theorem 3.1. of Bickel and Rosenblatt [l] together with (2) establish 
the limit distribution for the maximal deviation between f,, and3n. 
COROLLARY 4. Assume that & and K satisfy the assumption of Theorem 
3.1 in Bickel and Rosenblatt [ 11. Put a, = np6 for some 0 < 6 < t. Then 
x IfJt) -3Jt)l -d, <x + e-“-’ 1 ) 
for some d, -+ 00 (slowly) depending on K and 6 only. 
In each corollary Jn may be replaced by f under appropriate smoothness 
assumptions on f and growth conditions on a,,. The method is the same 
as in the uncensored case and may be omitted. Furthermore, to obtain 
confidence intervals and bands one has to estimate u2. This may be 
consistently done by putting 
f,(t) 
ut = 1 - G,(t) s 
K2(x) dx, 
where 
n n - Rank(Z,) + 1 ‘W,QI.A,=O; 
, t < max Zj 
1 -G,(t) = 
4 j=, n - Rank(Zj) + 2 ) 1 <j<n 
0, otherwise, 
is the modified Kaplan-Meier estimate for 1 - G. 
Remark. Corollaries 1 and 2 yield exact rates of almost sure con- 
vergence for f,, -3n. Expansion of 3,, -f then gives the optimal choice of a 
683/25/2-l 1 
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bandwidth in the almost sure convergence setup. Consistency offn has been 
first proved by Foldes et al. [7] by applying an appropriate exponential 
bound for the maximal deviation between fi,, and F. In contrast, our reduc- 
tion to h”, allows one to incorporate sharp local type results for empirical 
processes. See Stute [15]. A version of Corollary 3 may be found in 
Ramlau-Hansen [ 141 and Mielniczuk [lo], for suboptimal bandwidths. 
Tanner and Wong [ 161 investigated asymptotic normality of 1, by using 
Hajek’s projection method. Blum and Susarla [2] obtained the limit dis- 
tribution (for a somewhat modified estimate) of the standardized maximal 
deviation between fn and its expectation. Yandell [ 171 applied the K-M-T 
construction to get a version of Corollary 4. The representations of 
Theorems 1 and 2 now make such extra considerations superfluous. 
LEMMAS AND PROOFS 
Along with f,, we have to consider 
x < ,Inti& 2, 
1 -F”(x) = 
0, otherwise, 
which turns out to be close to 1 -F”(x) according to Lemma 1 below. It 
has to be introduced in order to safeguard against In 0, which might occur 
in computations when ~Jx) = 1. 
Recall 
and put 
H,(x)=n-’ 2 l{Z,&+ x20, 
j= 1 
an unbiased estimate for H(x). Define 
4?(t) = 6 (1 - H,(x) +;> -I R”(dX), 
which serves as an estimate of the cumulative hazard function 
n(t)+l-H(x))-~&(~X)=~‘(~-F(X)))~F(~X) 
0 
= -ln(l -F(t)). 
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Observe that 
A,(t)=a,‘~K(&+(dx). 
n 
Lemma 2 below states that - ln( 1 - Fni,, and hence - ln( 1 - pn?,, is close to 
A Lemma 3 gives the key representation of /i,, - /i in terms of 
(gn - g)/( 1 - H) plus a remainder term, which for local characteristics 
turns out to be asymptotically negligible. Finally, by Lemma 5, 
p,, - F= (1 - F)(A, - /i ) up to a remainder term, so that in summary, 
Fn - F is locally governed by (A,, - I?)/( 1 - G), as desired. 
LEMMA 1. For given 0 < T< c/3 with H(T) < 1 we have with probability 
one 
sup [fin(t) - FJt)l = @(n-l). 
O<t<T 
Proof. Apply the inequality 
Ijo, !j-jol h,l Gjc, l’i- bjl 
for [ai1 < 1, lbjl < 1 to get 
~~.(1)-FJt)~<n~1jd(I-H,,(x)+~)~2~,,(dx) 
1 
‘n(l -H,,(T)+ l/n)” 
whence the assertion. 1 
The following lemma plays the same role as Lemma 1 played in Breslow 
and Crowley [3]. 
LEMMA 2. With the same T as in Lemma 1, one has with probability one 
sup I-ln(1 -FJt))-A,(t)1 =C!I(n-‘). 
OGYST 
Proof: Expand ln( 1 -x) to get uniformly in 0 6 t < T 
I-W -R’,(tW4Ml C&1 -H (171+ l,nIz. [ 
” 
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The next lemma presents the key representation for A, - A. 
LEMMA 3. Whenever H,(T) < 1, we have for all 0 < t < T 
A,(t) - A(t) = ii,(t) - A(t) I ’ l-H(r) - 0(1-H)* dfi, 
1 1 
I 
1 
-; o(l-H,+l/n)(l-H,) 
dfi, . (3) 
Proof. With some obvious modifications the same as on p. 421 of 
Csorgii and Horvath (1983). 
It will turn out that the first term in the representation (3) will play a 
dominant role when handling density estimates under random censorship. 
As a trivial consequence, Lemma 3 together with the Dvoretzky-Kiefer- 
Wolfowitz [S] bound yields the following lemma, which is appropriate for 
our purposes. 
LEMMA 4. For each T with H(T) < 1 we have that 
sup nl’* IA,(t) - A(t)1 is stochastically bounded as n + co (4) 
OGl<T 
sup I/l,(t) - n(t), = 0 ((+)“*) a.s. 
OSI<7- 
(5) 
Finally, we refer to a representation of Fn - F in terms of /1,-n, which 
is similar to (7.12) of Breslow and Crowley [3]. 
LEMMA 5. We have 
~~-F=(1-F)(A,-A)-2p’e-“$A,-A)2 
+e-“:‘(-ln(l-FJ-/1,) 
for some A,* between A and A,, and some A,** between -ln( 1 - Fn) and A,,. 
Proof of Theorem 1. The proof proceeds by finding a suitable represen- 
tation off, -Jn in terms of A, - A, and then using (3), thereby exploiting 
the dominant character of the first term after smoothing. First, upon 
integration by parts 
f,(t)-JlJt)=an’~K(~) (~n-FF)(dx) 
n 
= -a ;’ 
s 
-a; ’ 
s 
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Since K is of bounded variation, and a, + 0, Lemma 1 yields 
111 = O( (na,)) ‘) with probability one uniformly in 0 Q t < T (to be precise, 
replace T in Lemma 1 by a somewhat larger term T such that H(T) < 1). 
As to II, use Lemma 5 to get 
-II=a,’ (1 -F(x))[/t,(x)-/i(x)] dK 
s 
--a;’ 
s 
2-l exp[ -n,*(x)](/i,(x)- n(x))’ dK 
+a,~’ exp[-n,**(x)](-ln(l-F,Jx))-/i,(x))dK s 
With the same sort of argument as before, but this time using Lemma 2 
and Lemma 4 rather than Lemma 1, the second and third terms are seen to 
be of order 
~((%r’) in probability 
ln In n 
o- 
( > nun 
with probability one, 
uniformly in 0 6 t < T. To handle the first term, write B, = B,(t) = 
(t -a,$, t - a,,r] and observe that, by (3), 
(6) 
(8) 
Introduce the function 
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and put u=(t-x)/a,, so that 
+a,’ I.(t)I~(l-F(t-a,u))K’(u)du 
, 
where T’ > T satisfies H( T’) < 1. It follows that 
I(611 = 
8(n -- *I*) in probability 
O((n-’ In Inn)“‘) as., 
uniformly in 0 ,< t ,< T. 
A somewhat modified computation yields an appropriate bound also for 
(7). For this put 
ffn(Y) - WY) 
rntf)=fl (1 -H,(y))(l -H(y)) I,. 
Verify that 
a,u))(r,(f -a,~) - r,(t)) K’(u) du 
+a,’ r,(t) 
I 1 
‘(l-F(t-a,u))K’(u)du 
r 
<a,’ llH,-Hll(l -H,(T))-‘(1 -H(T))-‘. 
. 
1 
2 Var(K) IIR, - AlI + a, sup h”(z) f Ilul( du + a, sup f(t) 
O<rGT O<f<T 
O((na,)-‘) + O(n-“2) in probability = ic > Lo In Inn + O((n-’ In inn)“*) a.s., nun 
uniformly in 0 < t < T. 
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Finally, for trivial reasons, 
IV)1 = Wwz-‘) a.s. 
In summary, collecting error terms, gives 
sup (nu,)“2 f,(t)-JJt)+a,’ B~(x)-A(x)dK 
0<1<7 s B, l-G(x) 
o((na,)- 1’2) + o(fzy) in probability 
= 
+ O((a, In In n)“‘) a.s. 
Now, the last integral may be written as 
a; ’ s B,(x)-l?(x), h”,(t) - lE&( t) B. l-G(x) 1 -G(t) 
1 
+ I-G(tf” i Bn 
(A,(x) - A(x)) “;*‘,(“,I” dK(F) , 
n 
Substituting u = (t-x)/a, and one further application of the 
Dvoretzky-Kiefer-Wolfowitz [5] bound shows, that the last integral is of 
order 
qn - “2) in probability 
@((n-l In In n)li2) a.s. 
This proves the theorem. 1 
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