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Summary
A fuzzy method for the text error correction
problem is introduced. The method is able
to handle insert, delete and change errors.
Moreover, it uses the measurement level out-
put that an Isolated Character Classiﬁer can
provide. The method is based on a Deformed
System, in particular, a deformed fuzzy au-
tomaton is deﬁned to model the possible er-
rors in the words of the texts. Experimental
results show good performance in correcting
the three types of errors.
Keywords: Deformed Systems, Fuzzy au-
tomata, Contextual postprocessing, Text
recognition.
1 Introduction
The automatic detection and correction of errors is an
important problem in the recognition of texts. Tex-
tual errors are mainly caused during the recognition
process, and they are known as edition errors: insert,
delete or change errors. In text recognition systems,
the error correction is in part provided by a Contex-
tual Postprocessing (CP). Let ω = a1a2 . . . am be an
observed word which is obtained from a previous stage
of the system; being the characters ai (1 ≤ i ≤ m) be-
long to an alphabet Σ. The objective of the CP is to
estimate a word ωˆ in a set of words D (a dictionary)
that is the best selection for ω, e.g., it minimizes a cer-
tain distance function d(ωˆ, ω) or maximizes the poste-
riori probability P (ωˆ | ω). This problem is referred to
as one of text error correction.
Diﬀerent methods for handling the text error correc-
tion problem have been proposed in the literature:
Statistical methods as in [4]; Dictionary based meth-
ods [6]; Hybrid methods (a combination of the pre-
vious ones) [5]. All of these methods assumed that
each character ai in the observed word ω is a hard
decision output by a classiﬁer. However, the classiﬁ-
cation of a character depends on the proximity values
between a group of prototype characters and the in-
put to be classiﬁed [12]. Consequently, it is possible
to take into account that information and to provide
a fuzzy character a˜i (1 ≤ i ≤ m) for each input, that
is, a˜i : Σ → [0, 1].
In [2], a fuzzy method for the CP stage was intro-
duced. The method allows to combine the information
of a dictionary together with a sequence of observed
fuzzy characters, ω˜ = a˜1a˜2 . . . a˜m. A simple and ﬂex-
ible implementation of the method was achieved by
using Deformed Systems [8]. In [2], the method was
only applied to deal with change errors produced by an
Isolated Character Classiﬁer (ICC), we denoted these
errors as ICC errors. The results show that over a 97%
of words with change errors was corrected in an exper-
iment using an ICC of 32% of change error rate, a text
of 6396 words, and a dictionary of 1700 words. For
that experiment the total recognition rate was 99.10%
which improves the results given by other methods [5].
In this paper, a fuzzy method for the text error cor-
rection problem is introduced. The method is based
on a Deformed System, in particular, a fuzzy automa-
ton is deﬁned to model the possible delete, insert or
change errors in the words of texts. The deformed
fuzzy automaton is implemented in order to work with
sequences of fuzzy characters. The experimental re-
sults show a good performance for the three types of
errors.
The rest of the paper is organized as follows. Section 2
is devoted to introduce the method. Section 3 provides
an eﬃcient algorithm for implementing the method.
Finally, the experimental results and the conclusion
are shown in Section 4.
2 Deformed Fuzzy Automata
The proposed fuzzy method will begin with the def-
inition of the ﬁnite deterministic automaton which
accepts (recognizes) the set D. More precisely, we
provide an automaton for each word in the dictio-
nary. Given a dictionary D = {w1, . . . , wr}, ωi ∈
Σ+; we deﬁne the automaton M(ωi) in the follow-
       
Input: M(ωi) = (Q,Σ, δ, {q0}, {qn}), Q = {q0, . . . , qn}, n is the length of the chain ωi
ω˜ observed string, lenght m (x˜k k-th symbol of ω˜)
Output: C has the value µL˜(MD(ωi))(ω˜) = maxq′,q′′∈Q
(σ(q′)  µ˜∗(q′, q′′, ω˜)  η(q′′))
where MD(ωi) = (Q,Σ, µ, σ, η, µ˜) is the deformed fuzzy automaton for M(ωi)
algorithm initiation
∀i : 1..n:
C(qi):= 0;
C(q0):= 1;
phase 2
endalgorithm
algorithm computation
∀k : 1..m:
phase 1(k);
phase 2
endalgorithm
algorithm decission
C:= C(qn)
endalgorithm
algorithm phase 1(k)
∀i : 0..n:
C′(qi):= max(C(qi) max
a∈Σ
(µda), C1(qi−1, qi));
where C1(qi−1, qi) = C(qi−1) max
a∈Σ
(µcax  µx˜k (a)),
1
and x is that δ(qi−1, qi, x) = 1
∀i : 0..n: C(qi) := C′(qi)
endalgorithm
algorithm phase 2
∀i : 1..n:
C(qi):= max(C(qi), C(qi−1)  µix);
where x is that δ(qi−1, qi, x) = 1
endalgorithm
Note 1: C(q−1) = 0.
Figure 1: Algorithm for the deformed automaton
ing way. If the word ωi has length ni, then M(ωi) =
({qi0, qi1, . . . , qini},Σ, δi, qi0, {qini}). The states are or-
dered from 0 to ni; where qi0 and q
i
ni are the start
and ﬁnal state respectively. The transition function is
δi(qik−1, q
i
k, a) = 1, being a ∈ Σ the k-th character in
the word ωi. The rest of the transition function values
are null.
The proposed method must handle with erroneous
observed words. For that purpose, we deﬁne for
each M(ωi) a fuzzy automaton [7, 9] MF (ωi) =
(Qi,Σ, µi, σi, ηi) which models the possible insert,
delete and change errors for the word ωi. In the previ-
ous deﬁnition Qi = {qi0, qi1, . . . , qini} is the set of states;
σi(qi0) = 1 (0 for the remainder states) is the initial
fuzzy conﬁguration, ηi(qini) = 1 (0 for the remainder
states) is the ﬁnal fuzzy conﬁguration; and the transi-
tion function is deﬁned by the following procedure (the
symbol ε denotes the empty string in the expressions):
(1) if δi(qik−1, q
i
k, a) = 1 then
µi(qik−1, q
i
k, a) = µcaa = 1 (no error)
µi(qik−1, q
i
k, ε) = µia (insert operator)
∀x ∈ Σ, x = a: µi(qik−1, qik, x) = µcxa (change op.)
(2) ∀qi ∈ Qi, ∀x ∈ Σ: µi(qi, qi, x) = µdx (delete op.)
One can note that the diﬀerent error operators are in-
troduced in order to simulate the inverse eﬀect over
the observed word, e.g., a fuzzy transition generated
via a delete operator is supplied to model the pos-
sible insert error in the observed word. The values
µia , µcxa , µdx ∈ [0, 1] are the membership values asso-
ciated to the fuzzy transitions, and they can be inter-
preted as a ‘cost’ for each transition.
It is possible to expand the transition function µi to
work with strings from Σ∗, that is, µi
∗
: Qi × Qi ×
Σ∗ → [0, 1] is deﬁned as (i) µi∗(q′, q′′, ε) = µi(q′, q′′, ε);
and (ii) µi
∗
(q′, q′′, ωa) = maxq∈Qi(µi
∗
(q′, q, ω) 
µi(q, q′′, a)), with q′, q′′ ∈ Qi, a ∈ Σ∪{ε}, and ω ∈ Σ∗.
In the above expressions,  represents the composition
functions [13]: µ′(x)  µ′′(x) = µ′(x) · µ′′(x)/[λ+ (1−
λ) · (µ′(x) + µ′′(x)− µ′(x) · µ′′(x))].
In our discussion, if L˜(MF (ωi)) is the fuzzy lan-
guage which is accepted by the fuzzy automaton
MF (ωi), then for a string ω the automaton calcu-
lates the following membership value µL˜(MF (ωi))(ω) =
maxq′,q′′∈Qi(σi(q′)  µi
∗
(q′, q′′, ω)  ηi(q′′)).
One of the main motivations to use fuzzy characters as
inputs to the CP is due to the fact that an ICC (or a
multiple classiﬁcator) can supply outputs in the mea-
surement level [12], e.g., each character of the alphabet
has a proximity value to the character to be classiﬁed.
In this work, we will study the same combination as
in [2, 3] for handling with the complete type of errors.
In the following, we will formulate the deformed fuzzy
automaton MD(ωi) for the fuzzy automaton MF (ωi).
Let x˜ = {(a, µx˜(a) | a ∈ Σ} be a fuzzy character. We
assume that it is supplied for the ICC being µx˜(a)
the normalized value of proximity of the input x to
each character of the alphabet. We denotes Σ˜ as the
set of the possible fuzzy characters over the universe
Σ. Therefore, it is necessary to handle strings of ob-
served fuzzy characters, denoted ω˜. In the following,
we illustrate how to transform the fuzzy automata
MF (ωi) to accept such strings of fuzzy characters.
The deformed fuzzy automaton MD(ωi) is obtained
from MF (ωi) ≡ (Qi,Σ, µi, σi, ηi) via modifying the
     
Table 1: Word Recognition rates and error correction rates for diﬀerent composition functions and diﬀerent word
error rates. The experiments have been carried out for the three sets of cost values A, B and C
Dictionary I (1720 words) Algebraic Product Einstein Product Minimum
(%) Word Error 31.2 44.7 71.7 31.2 44.7 71.7 31.2 44.7 71.7
(%) Recognized Words A) 95.5 93.2 85.6 A) 95.6 93.2 85.7 A) 78.2 68.3 44.2
B) 95.5 93.2 85.8 B) 95.5 93.3 85.9 B) 77.8 67.7 43.5
C) 95.5 93.1 85.7 C) 95.6 93.3 85.9 C) 77.7 67.5 43.4
(%) Corrected Words A) 85.6 84.8 79.9 A) 85.9 84.8 80.1 A) 30.3 29.3 22.2
B) 85.8 84.8 80.2 B) 85.7 84.9 80.4 B) 28.9 27.9 21.1
C) 85.6 84.7 80.0 C) 85.9 85.0 80.4 C) 28.8 27.5 20.9
(%) Corrected ICC Errors A) 94.4 94.1 91.8 A) 94.8 94.3 92.0 A) 67.6 64.3 46.5
B) 93.2 92.8 90.5 B) 93.4 92.8 90.7 B) 60.4 56.5 40.8
C) 93.7 93.2 91.1 C) 93.9 93.4 91.4 C) 58.5 54.2 39.0
(%) Corrected Insert Errors A) 89.4 89.0 85.9 A) 89.9 89.4 86.2 A) 00.1 00.2 00.5
B) 90.5 89.8 87.0 B) 90.7 90.3 87.6 B) 00.1 00.2 00.5
C) 88.6 87.8 84.9 C) 89.4 88.5 85.5 C) 00.1 00.1 00.4
(%) Corrected Delete Errors A) 75.2 74.7 71.3 A) 75.6 74.6 71.5 A) 41.2 37.9 24.7
B) 77.0 76.2 73.7 B) 76.5 76.2 73.8 B) 48.0 44.8 29.7
C) 77.5 77.0 74.6 C) 77.6 77.3 74.8 C) 50.2 46.3 31.5
(%) Corrected Change Errors A) 84.5 84.0 81.1 A) 84.5 83.7 81.0 A) 13.3 12.6 09.1
B) 83.7 83.2 80.4 B) 83.3 83.1 80.1 B) 10.5 09.8 06.9
C) 84.1 83.5 80.8 C) 84.0 83.6 80.8 C) 10.1 09.3 06.6
transition function. The new transition function, de-
noted µ˜i, µ˜i : Qi × Qi × (Σ˜ ∪ {ε}) → [0, 1] is deﬁned
as follows:
(1) µ˜i(q′, q′′, a˜) = maxx∈Σ(µi(q′, q′′, x)  µa˜(x)), with
q′, q′′ ∈ Qi, and a˜ ∈ Σ˜;
(2) µ˜i(q′, q′′, ε) = µi(q′, q′′, ε), with q′, q′′ ∈ Qi.
It is possible the extension of µ˜i to µ˜i
∗
: Qi×Qi×Σ˜∗ →
[0, 1], in the same way as in the fuzzy automaton.
If L˜(MD(ωi)) is the fuzzy language which is ac-
cepted by the deformed fuzzy automaton MD(ωi),
then for an observed fuzzy string ω˜ the machine
calculates the membership value µL˜(MD(ωi))(ω˜) =
maxq′,q′′∈Qi(σi(q′)  µ˜i
∗
(q′, q′′, ω˜)  ηi(q′′)).
Therefore, given an observed string of fuzzy charac-
ters ω˜ ∈ Σ˜∗, each MD(ωi) calculates MD(ωi, ω˜) =
µL˜(MD(ωi))(ω˜), which can be interpreted as the ‘cost’
to transform ω˜ in ωi. Finally, ω˜ is classiﬁed as a dictio-
nary word ωˆ ∈ D, such that MD(ωˆ, ω˜) ≥MD(ωi, ω˜),
∀ωi ∈ D.
3 The Algorithm
In practice, it is possible to development an algorithm
that simulates the process to be carried on by the
deformed fuzzy automaton. We does not explicitly
make the MD(ωi) automaton for each ωi in the dictio-
nary; the algorithm operates on the original automata
M(ωi).
The algorithm for performing the process has to com-
pute the ﬁnal membership value associated to every
one of the strings that can be obtain from the ob-
served fuzzy word ω˜. These strings are obtained by
applying repeatedly the insert, delete and change op-
erations. Finally, we choose as the estimated string,
the string with the minimum cost (maximum member-
ship). The execution time needed for this process is
very high. Thus, for example, for the change opera-
tion it would be necessary to process tm strings, where
t is the size of Σ and m is the length of the observed
fuzzy word. However, in order to decrease the exe-
cution time, we have developed a dynamic program-
ming algorithm (similar to that proposed by Viterbi
[10, 11] and also by Bouloutas [1]). This algorithm
computes for every input fuzzy character, the fuzzy
transition needed for reaching every state of the au-
tomaton. Figure 1 shows this algorithm. Given an
automaton M(ωi), the complexity of the phase 1 is
O(t2 · n), where t is the size of Σ and n is the length
of the string ωi. In the other hand, the phase 2 has a
complexity O(n). The complete execution of the algo-
rithm computation for an observed string of length m
is O(m · t2 · n).
4 Experimental Results
Basically the experiments consist in processing hand-
printed texts by the text recognition system and com-
paring the results before and after the deformed fuzzy
automaton stage; thus, we can analyze how eﬃcient is
this automaton to reduce the error rate.
First, we have tested the recognition system with a
large collection of values for the deformed automaton
transitions. From these previous experiments we con-
     
Table 2: Word Recognition rates and error correction rates for diﬀerent dictionary sizes
Dictionary II (3158 words) Dictionary III (6838 words)
(%) Word Error 31.2 31.2
(%) Corrected Words A) 82.3 B) 82.3 C) 82.4 A) 78.4 B) 78.6 C) 78.6
(%) Corrected ICC Errors A) 93.4 B) 91.4 C) 92.3 A) 91.2 B) 89.5 C) 90.2
(%) Corrected Insert Errors A) 87.1 B) 87.8 C) 86.0 A) 82.4 B) 83.6 C) 81.4
(%) Corrected Delete Errors A) 69.0 B) 71.1 C) 71.8 A) 65.2 B) 67.3 C) 68.5
(%) Corrected Change Errors A) 81.3 B) 80.6 C) 81.1 A) 76.8 B) 75.9 C) 76.1
clude that these values may verify certain relations
among them to obtain good performances. We have
chosen three set of values that verify such relations
for the experiments: ∀x, y ∈ Σ A) µix= 0.001 µcxy=
0.0005 µdx=0.0001; B) µix= 0.005 µcxy= 0.001 µdx=
0.0005; C) µix= 0.01 µcxy= 0.001 µdx= 0.0001;
Table 1 shows the results obtained in the experiments
for diﬀerent composition functions (Algebraic product
λ = 1, Einstein product λ = 2, and minimum) and
for diﬀerent edition error rates introduced by both the
segmentation process and the ICC (% word error in
the table). In these experiments we have used a 1000-
words text written by many diﬀerent authors and a
1720-words dictionary. In the table 1, we can see the
rate of recognized words and also the rates of corrected
errors for every error type. The results are very similar
for the algebraic product and for the Einstein product.
These values are very high; thus, even for a word error
of 71.5%, the deformed fuzzy automaton is able to cor-
rect about an 80% of the erroneous words. However,
the results obtained with the minimum function are
very poor. Anyway, this result was expected because
the minimum is a very drastic operator. In the other
hand we can see how diﬀerent correction rates are ob-
tained depending on the kind of errors. Thus, best
results are obtained in the case of ICC errors. This
can be explained because the automaton, when it cor-
rects a ICC error, can uses the measurement level that
the ICC provides for an input letter. Finally, we can
also see how the results are very similar for the three
sets of cost values selected.
Table 2 shows the results obtained with the same 1000-
words text but with diﬀerent dictionary sizes: a 3158-
words dictionary and a 6838-words dictionary. We
can see in the table how the results are now lower
than those in table 1. However, they are still high.
Thus, with the largest dictionary the automaton cor-
rects more than the three quarter parts of the erro-
neous words. In conclusion, the experimental results
show good performance in correcting the three types
of errors.
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