


























               





            






















                


                




   




   

                    






       
               
    
           

               

















              


            
          
    







               


                  




                        
                












           
                  
                 

              
        















          


                  

   












































              


                

        



























       
 
                 
                 

 
        




        
   
             
             









   


                   
                










              

           


              












            
             

          
              




   

          

     




    

            


               


                
            


            
           







                

               
   
             

          




                
                  
    

                
      


             







            
           

              


    


                  

               




                  
    
                
    
                

                 
                






               
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a b s t r a c t
The paper shows advanced spatial, temporal and spatio-temporal filtering techniques which may be used
to reduce noise effects in photogrammetric image sequence analysis tasks and tools. As a practical exam-
ple, the techniques are validated in a photogrammetric spatio-temporal crack detection and analysis tool
applied in load tests in civil engineering material testing. The load test technique is based on monocular
image sequences of a test object under varying load conditions. The first image of a sequence is defined as
a reference image under zero load, wherein interest points are determined and connected in a triangular
irregular network structure. For each epoch, these triangles are compared to the reference image trian-
gles to search for deformations. The result of the feature point tracking and triangle comparison process
is a spatio-temporally resolved strain value field, wherein cracks can be detected, located and measured
via local discrepancies. The strains can be visualized as a color-coded map. In order to improve the mea-
suring system and to reduce noise, the strain values of each triangle must be treated in a filtering process.
The paper shows the results of various filter techniques in the spatial and in the temporal domain as well
as spatio-temporal filtering techniques applied to these data. The best results were obtained by a bilateral
filter in the spatial domain and by a spatio-temporal EOF (empirical orthogonal function) filtering
technique.
! 2015 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier
B.V. All rights reserved.
1. Introduction
Civil engineering material testing has become an interesting
application field for photogrammetric measurement techniques,
both in laboratory environments as well as on real objects. A typ-
ical task is crack measurement, aiming at the time-resolved detec-
tion, localization and measurement of cracks. Herein, image-based
techniques have the essential advantage of offering both: spatial
and temporal resolution, providing a basis for the qualitative and
quantitative analysis of complex crack patterns over time. Using
sub-pixel accuracy image analysis techniques, cracks with a width
much smaller than a pixel can be detected, and their width can be
determined with subpixel accuracy. Several papers about digital
photogrammetry in civil engineering material testing have been
published in recent years. Whiteman et al. (2002) used stereo
image sequences to analyze vertical deflections of sparse pho-
togrammetric targets on a concrete beam during load tests. They
achieved a standard deviation of 0.25 mm related to beams with
a length of 6.4 m. Fraser and Riedel (2000) conducted a deforma-
tion monitoring of hot steel beams. Photogrammetric targets were
observed with a trinocular camera system over 2 h. Hampel and
Maas (2003) and Benning et al. (2004) presented multi-ocular pho-
togrammetry systems for civil engineering material testing. The
test bodies were prepared with a grid of targets that were tracked
in an image sequence using image correlation techniques. Cracks
could be located by an analysis of displacement fields of the tar-
gets, obtaining the crack width from the local target displacement
itself. Measuring discrete targets offers the advantage of a high
precision but the crack location resolution is small if the location
of cracks in a probe is to be derived from variations in the distances
between targets over an image sequence. Hampel and Maas (2009)
presented a stereo image sequence based technique, which uses a
cascaded image analysis approach: In the first step, least squares
matching (LSM) is used to determine dense image point shift vec-
tor fields. In the second step, these vector fields are analyzed for
local discrepancies, yielding the position and width of cracks. If,
for instance, displacement vectors are determined for 11 ! 11 pixel
patches in image sequences of 4000 ! 3000 px cameras, more than
http://dx.doi.org/10.1016/j.isprsjprs.2015.10.013
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100,000 displacement vectors can be determined. This dense dis-
placement vector field can again be considered as an image, allow-
ing for image analysis techniques to be applied to detect local
discrepancies caused by the development of cracks. Using sub-
pixel accuracy image measurement techniques, cracks with a
width of 5 lm can be detected in a 20 ! 20 cm2 probe (Maas,
2012), and their width can be determined at a precision of about
1 lm. Koschitzki et al. (2011) presented a simplified technique,
allowing for the quantitative analysis of crack pattern development
from monocular image sequences. Barazzetti and Scaioni (2010)
also conducted load tests with concrete beams and recorded image
sequences with a stereo camera system. In addition to a grid of
markers, a target-less method is described based on the Wallis fil-
ter for contrast improvement of the natural texture and the FAST
interest operator. Correspondences were found with descriptor
matching methods (SIFT and SURF). For tracking the features,
cross-correlation and least squares matching is used. In Detchev
et al. (2013), a target-less multi-camera and projector system is
presented for deflection measurements. Qi et al. (2014) conducted
experiments with range cameras for periodic surface movements,
achieving half-millimeter accuracy. There are also approaches
using digital image correlation techniques applied on image
sequences to obtain two-dimensional dense displacement and
strain fields (Guerrero et al., 2014; Fedele et al., 2014). Ghorbani
et al. (2014) generated crack maps performing three-dimensional
digital image correlation with a stereo system. Fedele et al.
(2013) presented an approach also based on a Galerkin, finite ele-
ment formulation for digital image correlation to compute dis-
placement fields. In this context, hierarchical image pyramid
techniques were applied to make it robust.
A general issue in the analysis of these spatio-temporal crack
pattern development processes is noise in the measurement pro-
cess, either caused by shortcomings of the image analysis proce-
dures or by the imaging system or other external effects. The
existence of noise will usually require filtering techniques to be
applied in the data processing chain. Although, the method of
Fedele et al. (2013) attenuates noise, we used another alternative
approach to filter out noise. In the following, we will describe fil-
tering techniques, which have been designed specifically for the
requirements of the task described above. As the techniques are
applied to a monocular image sequence analysis scheme as
described in Koschitzki et al. (2011), their method will briefly be
described in Section 2. In Section 3, we address both filters acting
in the spatial domain as well as filtering acting in the temporal
domain. Combining both, a spatio-temporal filtering procedure
will also be presented. Finally, Section 4 will show and discuss
practical results obtained by the different filtering techniques.
2. Image sequence analysis for crack patterns determinations
Fig. 1 shows an iconic image of the measurement process: A
concrete beam is subject to a force F, which is increased continu-
ously or in discrete load steps. With increasing load, the probe will
deform and show cracks, which are to be detected and analyzed.
When measuring a real world object rather than testing a probe
in a lab, an early detection of local stress may be crucial as it can
be used as an indicator for a non-destructive timely termination
of a load experiment.
During an experiment, an image sequence of a concrete beam is
recorded at a suitable temporal resolution. Depending on the
dynamics of the load process (and the quality of the probe), the
required temporal resolution may be in the order of minutes, sec-
onds or even milliseconds. At moderate temporal resolution, the
process can be observed in real-time, while high-speed camera
image sequences will usually require image sequence storage
and offline processing. The monocular approach requires a planar
surface on the test object, with the viewing direction approxi-
mately perpendicular to the surface. This requirement will usually
not pose a severe restriction. Due to the lack of sufficient surface
texture of the concrete beam, a fix artificial spray texture was
applied. The first image of a sequence is defined as a reference
image. Therein, points with high contrast are determined, using
an interest operator, such as the Harris operator (Harris and
Stephens, 1988). These interest points are triangulated into a mesh
using Delaunay triangulation (TIN, triangulated irregular network).
In the subsequent images, the interest points are tracked with sub-
pixel precision using LSM (Förstner, 1984; Grün, 1985). In the case
of cracks in the probe, the TIN meshes containing the cracks will
change in area and shape. To analyze the differences of the
triangles between the epochs a strain tensor is computed for each
triangle. To achieve this, the parameters of an affine transform are





¼ a11 þ a12 $ xþ a13 $ y
a21 þ a22 $ xþ a23 $ y
! "
ð1Þ
where u;v = coordinates of a later epoch
x; y = coordinates of the reference epoch
aij = affine parameters
The parameters of the affine transform contain translation, rota-
tion and deformation. Translation and rotation are discarded
because only deformation (strain) is relevant. At first, translation
can be excluded (a11 and a21 are computed but ignored in the fol-
lowing). The strain tensor V can be extracted by decomposition of
the deformation matrix F in a symmetric and an orthogonal matrix
(see Eq. (2)).
F ¼ a12 a13
a22 a23
! "
¼ V $ R ð2Þ
where F = deformation tensor
R = rotation matrix (orthogonal)
V = left strain tensor (symmetric)
The decomposition can be obtained by the following steps:
First, the left Cauchy–Green deformation tensor V2 is computed
by multiplying F with its transposed.
V2 ¼ V $ V ¼ V $ VT ¼ F $ FT ð3Þ
In a 2nd step, the eigenvalue decomposition of V2 is performed.
V2 ¼ C $ K $ CT ð4Þ
where C = eigenvector matrix (orthogonal matrix)
K = eigenvalue matrix (diagonal matrix)
Finally, V can be computed by manipulating the matrix K con-
taining the eigenvalues of V2 and multiplying the matrices as
follows:
V ¼ C $ K0:5 $ CT
R ¼ V'1 $ F ¼ C $ K'0:5 $ CT $ F
ð5Þ
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It is not necessary to compute Eq. (5), as only the eigenvalues of
the matrix V are essential for the next steps and as mentioned
above rotation can be discarded. The eigenvalues of V (diagonal
elements of K0:5) are called the principal strains and can be
obtained by building the square roots of the diagonal elements of
K. The corresponding eigenvectors (columns of C) can be consid-
ered as direction vectors of these principal strains. The greater
eigenvalue is the strain that we use for the next steps. The strain
is a dimensionless quantity. A triangle is stretched if its strain value
>1 and it is compressed if it <1.
As a result, a map can be generated, where the original image is
blended with the color1-coded mesh showing the strain values
(Fig. 2). Thus, the crack generation and development process can
be observed visually with the red triangles showing the areas
affected by cracks.
If a crack runs through a LSM patch, sometimes LSM fails. In this
case, the shift of the point is interpolated with the shifts of its
neighbors. As the accuracy of the measuring system is limited,
there will be some noise in these maps. If the scale for the color-
code is set too sensitive, the noise will get very high, and it may
become difficult to recognize cracks (Fig. 3); if the sensitivity is
reduced too much, cracks may be missed by the observer. Of
course, the same also holds for a quantitative analysis of crack
patterns.
There are different reasons for the noise. One is the accuracy of
the matching for point tracking. That is why, noise depends on the
size of the triangles. Fig. 4 shows the behavior between the triangle
side length and the standard deviation of the principal strain of an
equilateral triangle. The standard deviation of the principal strain
was computed by variance propagation. For the computation, it
was assumed that the shift parameters of the tracking are uncorre-
lated and the standard deviation for the coordinates is 0.02 px
(accuracy of LSM, see Grün (2012)). One can conclude that little
side lengths lead to more noise in the maps. Thus, a trade-off have
to be found between resolution (distance between tracking points
and accordingly triangle side lengths) and accuracy (noise). In this
approach, distances between interest points were at least 25 px.
The goal of the work shown in the following chapter is to reduce
the noise by appropriate filtering techniques in order to facilitate
the detection of cracks, to improve their measurement and
visualization process.
3. Filtering techniques
Various filtering techniques known from image, signal or mesh
processing may be applied in our task. The most relevant ones are
discussed and analyzed in the following: Spatial filtering may for
instance be performed by moving average, moving median, moving
Gaussian or bilateral filtering applied on the triangular mesh. Tem-
poral filtering may also be performed by the same techniques,
applied on a time series of the processing results. Combining both
Fig. 1. Experimental setup for the load test.
Fig. 3. Strain maps with different thresholds (same epoch).
Fig. 4. Behavior between the side length and the standard deviation of the principal
strain of an equilateral triangle.
Fig. 2. Strain map of an epoch.
1 For interpretation of color in Figs. 2 and 3, the reader is referred to the web
version of this article.
F. Liebold, H.-G. Maas / ISPRS Journal of Photogrammetry and Remote Sensing 111 (2016) 13–21 15
12
domains, spatio-temporal filtering may be achieved by empirical
orthogonal function (EOF) analysis. The EOF analysis is a principal
component analysis (PCA) applied on a time series data group. If
real-time is an issue (for instance in experiments on real buildings,
which should be aborted early enough at a critical stadium), the
computational effort of filtering is also crucial.
3.1. Filtering of TINs in spatial domain
Spatial filtering is used to reduce noise in the TIN mesh strain
values based on a comparison with neighboring faces. In our work,
only triangles with common edges or corners are considered
(Fig. 5).
A well-known filter from image or mesh processing is the
Gaussian smoothing. Herein, the weight of the strain values of a
triangle depends on the distance between the triangle centers
and a predefined standard deviation. The standard deviation
should be in the order of magnitude of the triangular side lengths.









j wij $ f j
1þPnkwik
ð6Þ
where wij = weight
f̂ i = filtered value of ith face
f i = (strain) value of ith face
f j = (strain) value of jth face
n = number of neighbor faces
i = index of the face to be filtered
j = index of a neighbor face
dij = distance between the ith and the jth face centers
rG = standard deviation
Another option is a weighted moving average. In this case, the
weight depends on the inverse squared distance of the triangle
centers and a preset parameter a, which should be in the order









j wij $ f j
1þPnkwik
ð7Þ
where a = parameter.
The bilateral filter is a non-linear smoothing filter, which pre-
serve edges. It is often used in image processing and computer
graphics. The filter is composed of two Gaussian filters. One term
depends on the distance and the other on the intensity (in this
case: the strain) (Tomasi and Manduchi, 1998).
























j wij $ f j
1þPnkwik
ð8Þ
where rG = standard deviation of the first Gaussian
rR = standard deviation of the second Gaussian
The standard deviation of the first Gaussian weight should be in
the order of magnitude of the length of the triangular edges, the
other standard deviation should be in the order of magnitude of
the difference between the upper bound of the critical strain and
1.0.
Obviously, spatial filtering techniques do not consider noise on
the time axis, as each epoch is filtered independently.
3.2. Filtering in time domain
Another option of reducing noise in the scalar triangle strain
value field is filtering in the time domain. For each triangle, there
exists a time series of triangle corner point positions and triangle
strain values. On these time series, a 1D convolution filter can be
applied. Due to its real-time processing potential, we use a saw
tooth filter mask for weighting (Fig. 6), wherein only predecessors
and the value itself are used to compute the filtered value. The
value itself gets the biggest weight. The weight of the predecessors
are linearly smaller depending on the time interval.
wij ¼ l' ði' jÞ
f̂ i ¼
Pi




where f̂ i = filtered (strain) value of the ith time instant
f i = (strain) value of time instant with index i
l = length of the filter ¼ number of predecessors + 1
i; j = indeces of the time instants
3.3. EOF filtering of spatio-temporal patterns
EOF (empirical orthogonal function)filtering is amethod that can
be used to treat data from irregularly distributed stations with
observations indifferent timeepochs. It is oftenused inmeteorology
and oceanography, but originally came from psychometry and biol-
ogy (Preisendorfer, 1988). Furthermore, this technique is employed
in satellite geodesy, too,where it is used in combinationwithaGaus-
sian smoothing filter for filtering Stokes coefficients, determined
from the GRACE satellite mission (Wouters and Schrama, 2007). So
far, the method is not common in photogrammetry.
Fig. 5. Considered neighbors (red) of a triangle (green) for filtering. (For interpre-
tation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
Fig. 6. Saw tooth filter mask, continuous (left) and discrete signal (right).
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3.3.1. The EOF filtering method
The method is performed on a data matrix Z. One dimension
represents the temporal component, the other one is for the loca-
tions with the observations (triangles with the corresponding
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where t = time
x = location
n = number of time epochs
p = number of locations
zij = strain of location j at time instant i
Then, the elements of Z are reduced by the temporal arithmetic







zij for j ¼ 1 . . .p ð11Þ
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Zred ¼ Z' Ẑ ð13Þ
In the next step, the scatter matrix S is computed.
S ¼ ZTred $ Zred ð14Þ
The scatter matrix S is closely related to the covariance matrix
C.
C ¼ 1
n' 1 $ Z
T
red $ Zred ¼
1
n' 1 $ S ð15Þ
Then, the eigenvalue decomposition is performed on the scatter
matrix S.
S ¼ E $ K $ ET ð16Þ
where K = eigenvalue matrix (diagonal matrix)
E = eigenvector matrix
Using the eigenvector matrix E, the reduced data matrix Zred can
be transformed to the amplitude matrix A by multiplying them.
This is called the analysis formula in Preisendorfer (1988).
A ¼ Zred $ E ð17Þ
The columns of A are the principal component vectors that can
be considered as uncorrelated time series. The corresponding syn-
thesis formula is:




ai $ eTi ð18Þ
where ai = ith column of A
ei = ith column of E
Each summand corresponds to a mode. The synthesis formula
can be modified by rejecting some summands. Thus, the data is fil-





vi $ ai $ eTi ð19Þ
vi ¼
1 if the time series is considered as signal
0 if the time series is considered as noise
-
There are different methods to decide which summands should
be retained in the synthesis formula (19), called selection rules.
Preisendorfer (1988) suggests:
* Dominant variance rules: Time series corresponding to small
eigenvalues are rejected by setting a threshold. This can be
achieved by first sorting the eigenvalues in decreasing order
and then computing the cumulative percentage of total varia-
tion (sum of variances). If a threshold is exceeded, the following
time series with smaller variances (eigenvalues) are not used
for the synthesis.
* Time history rules: The principal component time series (col-
umns of A) are tested for temporal noise. One of these rules uses
the Kolmogorov–Smirnov test for spectral whiteness (It is called
KS2 rule in Preisendorfer (1988)). This test is performed on each
time series.
* Space map rules: These methods analyze the columns of E
(eigenvectors). Some information about the spatial configura-
tion have to be known. These rules were not tested in this
approach.
The different methods can be combined. One can for instance
remove time series that are considered as white noise, and another
can then reject time series with a small variance. After the recon-
struction of the reduced data matrix, the arithmetic means are
added to the matrix again, and the filtered data set is computed.
Zfiltered ¼ Zred reconstruct þ Ẑ ð20Þ
3.3.2. Dominant variance rules
For these rules, consider formula (17). The reduced data matrix
Zred can also be decomposed with a singular value decomposition.




di $ ui $ vTi ð21Þ
where U = left orthogonal matrix
V = right orthogonal matrix
D = diagonal matrix containing the singular values
ui = ith column of U
vi = ith column of V
di = ith singular value
To integrate the filter functionality, the factors vi are introduced





vi $ di $ ui $ vTi ð22Þ
The singular values di can be substituted by the square root of
the corresponding eigenvalues and the vectors vi accord with the









$ ui $ eTi ð23Þ
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This formula shows the relation between the principal compo-
nent vectors ai and the eigenvalues of the scatter matrix S. We sup-
pose that principal components corresponding to eigenvalues less
than a defined threshold can be considered as noise, and the factor
vi can be set to zero for the synthesis. Preisendorfer (1988)
describes some methods to find this threshold automatically, one
of these methods is called Rule N based on Monte Carlo simula-
tions of random fields.
The sampling error of the eigenvalues (Eq. (25)) should also be
taken into consideration (North et al., 1982). If the spacing
between neighboring (sorted) eigenvalues is comparable to their
uncertainty, then these eigenvalues are degenerate. In this case,
the eigenvectors associated with these eigenvalues cannot be
resolved and they will distinguish from data set to data set. This
makes truncation difficult.









Dki ¼ minðjki ' ki'1j; jki ' kiþ1jÞ
ð25Þ
where dki = sampling error of the eigenvalue ki
n̂ = number of independent samples
dei = sampling error of the eigenvector ei
Dki = difference of neighboring eigenvalues
The number of independent samples n̂ is less than or equal to
the sample size n (length of principal component ai) depending
on the autocorrelation of the time series.
But these methods have not been tested in our application yet,
so far, the threshold for the remaining sum of variance was set
manually.
3.3.3. Time series rules
Using these selection rules, the principal component time series
(columns of A) are analyzed whether they are to be considered as
white noise. We used one of the rules proposed in Preisendorfer
(1988), which uses the Kolmogorov–Smirnov test (KS2 rule).
The Kolmogorov–Smirnov test is a nonparametric statistical test
to compare two probability distributions. The time series are
tested for spectral whiteness. The theoretical power spectrum
density (PSD) of white noise is constant (uniform probability
distribution) and the corresponding normalized cumulative distri-
bution function (CDF) is also known (a straight line between origin
and ðq;1Þ). The following steps are performed for each principal
component vector (column of A). First, the discrete Fourier




















where Ak; Bk = Fourier coefficients
ajðiÞ = aij = ith element of the jth column of A
n = number of elements in the time series
= number of rows of A
i = index for the instant of time
A0 may be set to zero, as the data is centered in time domain.
For the following steps, only the Fourier coefficients with
1 6 j 6 q are used. If n is an even number, Aqþ1 is ignored, because
it is inessential. In the next step, the periodogram (PSD) is
computed:
Ik ¼ 0:5 $ ðA2k þ B
2
kÞ for k ¼ 1 . . . q ð27Þ
The factor 0.5 can be ignored because of the normalization in
the next step. Then, the normalized cumulative periodogram of






for k ¼ 1 . . . q ð28Þ
In a further step, the Kolmogorov–Smirnov test for spectral
whiteness is performed by comparing the differences of this CDF
to the CDF of white noise with the level of significance a set to
5%. A null hypothesis has to be formulated:
H0 : The power spectrum of the principal component
vector follows an uniform distribution:
ð29Þ
After this, the test value d has to be obtained (maximum distance to
the white noise CDF):






















: k ¼ 1 . . . q' 1
- 4
ð30Þ





p for q > 50 ð31Þ
The variable Ka depends on the significance level a. Some values
can be found in Table 1.
In the next step, the variable d is tested. If d < dq;1'a, then the
null hypothesis is not rejected and the principal component vector
aj is considered as a white noise time series. In this case, the factor
vj is set to 0 (not used for the synthesis), otherwise vj is set to 1.
3.3.4. Practical application
For the practical application of the EOF filtering procedure, the
data matrix Z is filled with the strain values in a first step. Each row
contains the strain values of one time epoch. Then the approach as
described in Section 3.3.1 is applied to the data. For the reconstruc-
tion of the reduced data matrix (the actual filtering), the following
methods for rejecting summands are performed:
* First, all principal component time series (columns of A) are
tested on white noise applying the Kolmogorov–Smirnov test
for spectral whiteness. If the test is rejected, the principal com-
ponent vector is retained in the synthesis formula (19).
* Then, the sum of the variance of the retained time series is
computed.
* Principal components are retained if their cumulative percent-
age of variances is below a preset threshold.
The definition of the threshold is rather crucial; in our experi-
ments, it has so far been set manually.
4. Results
The spatial, temporal and spatio-temporal filtering techniques
as described above were applied to selected number of time
instances of an experiment, using varying parameterizations and
combinations of the techniques. The final results of the series of
filtering experiments are shown and discussed below.
Table 1
Kolmogorov–Smirnov variable for the threshold.
a 0.01 0.05 0.1 0.25
Ka 1.63 1.36 1.22 1.02
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Fig. 7 shows the results of various filter settings in the EOF fil-
tering. First, only principal components that are to be considered
as white noise were rejected (marked with KS for Kolmogorov–
Smirnov test). Then, a part of the remaining variance was excluded
with different thresholds, too (the two lower maps in Fig. 7).
As one can see in the second row in Fig. 7, noise can be reduced
only partly if only white noise time series are rejected using the
Kolmogorov–Smirnov test. In the rows below, 1% and in the second
case 5% of the remaining variance was excluded additionally. Look-
ing at the 3rd map from top (1%), one can see that a lot of noise
could be reduced and the signal remains. If too much of the vari-
ance is rejected (5%, 4th row), effects as shown in the lowest
map may occur, where some artifacts of later epochs (for instance
cracks of later epochs) become visible. Too strong filtering causes
mistakes like the blue (compressed) triangles. Generally, the
method is rather sensitive for finding the right threshold for the
Fig. 7. EOF filtering of triangle strain value of two epochs (early and late, left and right column).
σ σ
σ
Fig. 8. Strain maps of the different filters.
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remaining variance, which may differ between experiments. In this
case, the best results were obtained with a clear advantage of this
method is the spatio-temporal filtering character. However, it is
not real-time capable due to the bidirectional time axis.
For comparison, results obtained by applying the other filtering
methods, presented in Sections 3.1 and 3.2, are shown in Figs. 8
and 9 and in Table 2. In the upper left map, one can see the original
raw triangle strain value map with quite some noise. The Gaussian
and the weighted moving average filter show a similar behavior.
They reduce most of the noise, but also a part of information is dis-
carded. In addition, the signal (i.e. the cracks to be detected) is
smeared to the neighboring triangles as a typical effect of low-
pass filtering. Both require one parameter to be preset. The median
filter also reduces most of the noise, but it leads to a partial loss of
essential signal. Especially the salt and pepper noise can be dis-
carded. It is not necessary to preset a threshold or a parameter.
The saw tooth filter on the time axis reduces noise only partly
and also discards some of the signal. The filter length has to be pre-
set. Rather good results were obtained by the bilateral filter in the
spatial domain. It reduces the noise well and preserves the signal.
The result is further improved when combining it with the saw
tooth filter in the time domain (see lower right of Figs. 8 and 9).
All filters described in this paragraph have the advantage of being
suited for real-time systems.
The advantages and disadvantages of the various filtering
techniques, which have been shown in this section, are summarized
in Table 2. The analyses made in this chapter were performed with
the focus on a visual photogrammetric crack monitoring system. If
the effects of noise in the maps are reduced, the threshold for color
scales can be lowered and the measurement system (i.e. the visual
display of the results) becomes better. But obviously, the same con-
siderations also hold if the focus is on the quantitative output of
crack development parameters rather than on a visual analysis.
Together with the image sequence recording, some other
measurement techniques (inductive displacement transducers,
acoustic emission sensors, inclinometer, strain gauges) were used
in the experiments. These techniques are not really qualified to
be used as a reference to judge the results of photogrammetric
image sequence processing, as they lack of spatial resolution. How-
ever, the time instances of crack formation, which can be detected
in the crack image sequences after spatio-temporal filtering, match
well with the time instances detected from inclinometer and
σ σ
σ
Fig. 9. Strain maps of the different filters of another (later) epoch.
Table 2
Comparison of filters (rt = real-time capable).
Filter rt Advantages Disadvantages
Gaussian + Good reduction of noise Discards some signal, signal is smeared to the neighbors,
variance must be set
Weighted moving average + Good reduction of noise Discards some signal, signal is smeared to the neighbors,
filter parameter must be set
Median + Very good reduction of noise,
nonparametric
Some loss of information
Bilateral + Good reduction of noise,
conservation of signal
Two variance parameters must be set
Saw tooth filter in time domain + Reduction of noise Loss of signal, length of the filter must be set
EOF filter (time history rule) ' Spatio-temporal filtering Almost no effect for reduction of noise
EOF filter (time history rule
+ dominant variance rule)
' Spatio-temporal filtering, good
reduction of noise
Threshold for the remaining variance has to be set
carefully
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acoustic emission sensors. More details to the comparison between
the sensors can be found in Schacht (2014).
5. Conclusion and outlook
A variety of filtering techniques were validated concerning their
potential to reduce noise effects in a photogrammetric crack mon-
itoring system. Adapted to the nature of the task, spatial, temporal
as well as spatio-temporal filtering techniques were evaluated. The
best results were obtained with a bilateral filter in the spatial
domain (optionally combined with a saw tooth filter in the time
domain) and with an EOF (empirical orthogonal function, using a
combined time series – dominant variance rule) spatio-temporal
filtering technique. The focus of the paper is on the spatio-
temporal filtering of crack image sequences and not on techniques
to actually detect cracks therein. However, beyond analyses in a
visual crack monitoring system, the techniques will form a crucial
pre-processing step in an automatic real-time photogrammetric
crack detection and monitoring procedure. The results can also
be ported to related tasks in using photogrammetric measurement
systems for spatio-temporal analysis tasks, such as strain monitor-
ing. Future work may go further into automatic setting of filter
parameters. Furthermore, the method could be extended to 3D
by tracking points in a stereo camera sequence and deriving strain
from triangle meshes in 3D.
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ABSTRACT:
This paper deals with the determination of crack widths of concrete beams during load tests from monocular image sequences. The
procedure starts in a reference image of the probe with suitable surface texture under zero load, where a large number of points is defined
by an interest operator. Then a triangulated irregular network is established to connect the points. Image sequences are recorded during
load tests with the load increasing continuously or stepwise, or at intermittently changing load. The vertices of the triangles are tracked
through the consecutive images of the sequence with sub-pixel accuracy by least squares matching. All triangles are then analyzed for
changes by principal strain calculation. For each triangle showing significant strain, a crack width is computed by a thorough geometric
analysis of the relative movement of the vertices.
1. INTRODUCTION
For the examination of the behavior of concrete structures,
civil engineers conduct load tests on concrete beams. For the
understanding of the evolution of cracks during the process,
the automatic measurement of quantities such as the number
of cracks, crack localization and crack widths is important.
Different measuring systems are used, for instance strain gauges,
inclinometers, inductive displacement transducers or acoustic
emission sensors. In addition to these sensors, photogrammet-
ric methods are applied because they offer their high spatial
resolution and a high accuracy. Several publications deal with
photogrammetry in civil engineering material testing. (Whiteman
et al., 2002) and (Fraser and Riedel, 2000) measured vertical
displacements of targets placed on a line on the specimens
surface with multi-ocular camera systems. There are also
methods that are not based on image comparison to reference
images. For instance, (Dare et al., 2002) computed polygons
along the crack using the fly-fisher algorithm and the route-finder
algorithm. Furthermore, they presented a method for crack width
measurement based on the analysis of profiles perpendicular
to the polygons. (Hampel and Maas, 2003) and (Benning et
al., 2004) used multi-ocular camera systems for displacement
measurement in image sequences of planar plates with a grid of
targets. The advantage of discrete targets is the high accuracy of
the displacement that could be achieved. But due to the distance
between the targets, there is a poor crack location resolution.
(Maas and Hampel, 2006) and (Hampel and Maas, 2009) used
least squares matching (LSM) to determine dense image point
shifts and compared it with target grids. Crack widths were
estimated by the analysis of profiles in x and y direction of the
image coordinate systems. (Benning et al., 2004) and (Lange,
2009) presented an algorithm to compute crack widths for each
square of a grid based on the method of (Görtz, 2004), where
the direction of the crack was considered. (Koschitzki et al.,
2011) computed interest points in a zero load image (reference
image) and tracked them with LSM in an monocular image
sequence. The points were meshed to a triangulated irregular
network (TIN), and the ratio of their areas to the reference were
visualized. The surface of the concrete specimen had to be
textured for matching. (Barazzetti and Scaioni, 2010) presented
three image-based methods for displacement measurement in
civil engineering material testing. They applied the Wallis filter
on natural texture for contrast enhancement. The FAST interest
operator (Rosten et al., 2010) was used to get points that were
tracked with LSM and cross correlation techniques. (Detchev
et al., 2013) used a multi-camera and projector configuration to
measure deformations at loaded concrete beams. (Fedele et al.,
2013) and (Fedele et al., 2014) combined digital image correla-
tion with finite element methods to obtain dense displacement
fields.
The approach presented in this paper continues the work
described in (Liebold and Maas, 2016) and (Koschitzki et
al., 2011). A short overview of this approach is given in the
following chapter. The sections after this concentrate on crack
width determination in triangle meshes. The experimental data
of quasi-static load tests was obtained together with the Institute
for Concrete Structures at Leibniz Universität Hannover and
the Institute for Concrete Structures at Dresden University of
Technology. Comparisons between other sensors were done by
(Schacht, 2014).
2. IMAGE ANALYSIS FOR DEFORMATION
MEASUREMENT
A load test is conducted on a concrete specimen with a planar
surface applying a force F to the beam. The optical axis of the
camera should be perpendicular to the side face of the beam to be
able to analyze the deformations in 2D, see Figure 1.
In the approach presented here, the area of the surface of the beam
was about 2.4 m x 0.3 m. For the photogrammetric setup, a Nikon
D300 camera with a focal length of 20 mm was used and the
frame rate was set to 0.5 fps. The observed region of interest was
about 3600 x 1000 px in the image space or 1.1 m x 0.3 m in
the object space and is according to one half of the beam. The
distance between camera and object was about 1 m.
Due to the low contrast texture of concrete, the surface to be ob-
served has to be prepared with a suitable artificial pattern to guar-
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Figure 1. Experimental setup for the load test of a concrete beam
antee a reliable image template matching. During the experiment,
an image sequence is recorded. The probe will develop a crack
pattern with increasing load. The first image of the sequence is
taken as reference image. In this image under zero load, points
are defined on a regular grid or by applying an interest opera-
tor, for instance the Harris operator (Harris and Stephens, 1988).
The points in the subsequent images are tracked by Least Squares
Matching ((Ackermann, 1984); (Förstner, 1984); (Grün, 1985)).
Initial values for the shifts can be obtained with normalized cross-
correlation. The points are triangulated into a mesh using the De-
launay algorithm (Figure 2). Each triangle is tested for changes
in each time epoch by computing principal strains.
Figure 2. Triangle mesh of interest points
In order to calculate the principal strains for each triangle, an
affine transformation is computed with given coordinate pairs







a11 + a12 · x+ a13 · y
a21 + a22 · x+ a23 · y
)
(1)
where x̃, ỹ = coordinates of the subsequent epoch
x, y = coordinates of the reference epoch
aij = affine parameters
The deformation tensor F is filled with affine parameters (a12,
a13, a22, a23). The translation (a11, a21) is discarded. The matrix







= V · R (2)
where F = deformation tensor
R = rotation matrix (orthogonal)
V = left strain tensor (symmetric)
The left Cauchy-Green deformation tensor V2 is the product of
the deformation matrix and its transpose:
V
2 = V · V = V · VT = F · FT (3)
In text next step, an eigenvalue decomposition of left Cauchy-
Green deformation tensor is conducted.
V
2 = C ·Λ · CT (4)
where C = eigenvector matrix (orthogonal matrix)
Λ = eigenvalue matrix (diagonal matrix)
The principal strains are the eigenvalues of V . That is why, the
square root of the eigenvalues of V2 are computed. The corre-
sponding eigenvectors (columns of matrix C) define the direc-
tions of the strains.
The square root of the larger eigenvalue is the principal strain s
that is used for the next steps, see equation 5. The principal strain
is a dimensionless quantity that describes a ratio of a distance to
its reference. Values larger than 1 stand for an extension. The







The principal strains of each triangle can be visualized in color-
coded map, see Figure 3. If a crack runs through a triangle, the
triangle will become extended and will thus have a larger princi-
pal strain.
Figure 3. Color-coded visualization of the principal strains on
the right half of a concrete beam under load
Because of the typical accuracy of the matching algorithm (in
extrem cases 0.10 px and even better, see (Grün, 2012)), some
noise occurs in the principal strain values. To get rid of these
noise effects, a bilateral filter can be applied (Liebold and Maas,
2016). The extended triangles with principal strains larger than
a threshold can be merged to a region and labeled, see Figure 4.
Each region represents one crack.
3. CRACK WIDTHS IN TRIANGLE MESHES
The principal strain represents a ratio of the current distance to
its reference. Whereas crack widths are absolute (metric) values,
the strain depends on the size of a triangle in the images. Hence,
it is easier to interpret crack widths. Therefore, metric crack
widths shall be derived in a next step.
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Figure 4. Labeled regions with triangles with principal strains
being larger than a threshold are merged together.
Figure 5. Separated triangle caused by a crack
Figure 5 shows a triangle that is separated because a crack
runs through it. ~n describes the direction of the crack normal.
As a first idea, it seems obvious that the crack normal is parallel
to the principal strain direction. Based on this assumption, the
following two sections show two ways how to compute the crack
width in a triangle. Later on, shifts along the crack direction are
also taken into consideration that leads to systematic errors in the
assumption.
3.1 Crack widths with differences of the distances in crack
normal direction
If a crack runs through a triangle, there will be one vertex on one
side and two vertices on the other side of the crack. For the first
presented algorithm, the vertex on the first side of the crack is
kept fixed. Because of that, the other two vertices are shifted, see
Figure 6.
Figure 6. (a): crack through the reference triangle; (b): new
triangle in the deformed state; (c): both triangles, vertex p1ref in
reference and deformed state have the same position
A line is defined by p1 and the crack normal and is intersected
with the edge s12. The difference of the distances between the
intersection point f and p1 and its corresponding value in the
reference state is the crack width, see Figure 7.
First, the edge vectors in the deformed triangle are calculated:
~s12 = ~p2 − ~p1
~s13 = ~p3 − ~p1
~s23 = ~p3 − ~p2
(6)
Figure 7. Reference and deformed triangle, vertex p1ref in
reference and deformed state have the same position
It is also done for the reference state:
~s12ref = ~p2ref − ~p1ref
~s13ref = ~p3ref − ~p1ref
~s23ref = ~p3ref − ~p2ref
(7)
The vector of the crack normal ~n should be normalized:
|~n| = 1 (8)
The following equation for the deformed state can be set up with
simple vector algebra, see Figure 7.
d · ~n = ~s12 + v · ~s23 (9)
where d = distance between p3 and f
v = second unknown, factor of the edge ~s23
Equation 9 can be reordered and can be considered as a linear
system:










Cramer’s rule (Cramer, 1750) is used for the computation of the




















The length factor v for the edge ~s23 should be constant for the
reference and the deformed state:
vref = v (13)
Hence, the intersection point of the crack normal and the edge
~s23 can be determined as follows:
~fref = ~p2ref + vref · ~s23ref = ~p2ref + v · ~s23ref (14)
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The distance between p1ref and the edge ~s23ref in reference state
is computed in the next step:
dref = |~p1ref − ~fref | (15)
The crack width r corresponds to the difference between the dis-
tances in the deformed and the reference state:
r = d− dref (16)
3.2 Crack widths with differences of the altitudes of the tri-
angles
In the following algorithm, one edge (~s12) of the triangle is con-
sidered as constant. Because of that, the third point (p3) is shifted,
see Figure 8.
Figure 8. (a): crack through the reference triangle; (b): new
triangle in the deformed state; (c): both triangles, where the
edges ~s12 and ~s12ref in reference and deformed state are
identical
As one can see in Figure 9, the crack width can be computed with
the help of the heights in the triangles and the angle between the
crack normal and altitude:
Figure 9. Crack width, the constant edge ~s12ref is shifted to
edge ~s12
At first, the perpendicular foot ~f is calculated with the projection
of edge ~s13 on egde ~s12:







The same is also be done for the reference state:




The altitude vector in the deformed (~h) and the reference ( ~href )
triangle is the difference between p3 and the foot point f :
~h = ~p3 − ~f
~href = ~p3ref − ~fref
(19)
In the next step, the difference of the lengths of the altitude vec-
tors is computed:
∆h = |~h| − |~href | (20)
The cosine of the angle α between the crack normal and altitude
can be determined with the dot product of the altitude vector and










3.3 Crack width considering shift effects along the crack
Additional considerations are required if there are mechanical
shear forces along the crack (Figure 10). The shifts in this di-
rection cause a change in the principal strain directions obtained
from the triangles, in a way, that the principal strain direction is
not parallel to the crack normal anymore. Therefore, the crack
normal has to be obtained in another way.
Figure 10. Triangle mesh, red: extended triangles; blue:
triangles without strains; shear forces affect along crack
direction in opposite direction; the principal strain vector ~s is not
parallel to the crack normal ~n anymore
3.3.1 Determination of the crack normal: The crack normal
in the deformed state under the presence of shear effects can be
obtained as follows: At first, only triangles with principal strains
larger than a threshold are considered as crack candidates. For
each triangle in this crack region, the second order neighbor tri-
angles are determined. Triangles are considered as neighbors if
they share at least one vertex. Second order neighbors are neigh-
bors of neighbors. If the triangles of the second neighborhood
also belong to the crack region, their geometric centers are used
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for a weighted Principal Component Analysis (PCA, (Pearson,
1901)). The direction of the second principal component corre-
sponds to the crack normal direction. This method can be seen as
a local line fit, see also Figure 11.
Figure 11. Crack triangle (bright red) and its second order
neighbors (red), non-extended triangles (blue), second principal
component direction (blue arrows), fitted line (green)
Each neighbor triangle center j, that is used for the PCA of trian-
gle i, gets a Gaussian weight ω′ij that penalizes greater distances:
ω
′




where ~mi = geometric center of triangle i
~mj = geometric center of a neighborhood triangle j
σ = distance where the weight gets 1
e
e = Euler’s number








In the next step, the weighted barycenter~b is computed:
~b = ~mi +
∑
j∈Ni
ωij · ~mj (25)
Then, the weighted covariance matrix Z can be computed:
Z = (~mi−~b) ·(~mi−~b)T +
∑
j∈Ni
ωij ·(~mj−~b) ·(~mj−~b)T (26)
Next, an eigenvalue decomposition is applied on the covariance
matrix Z:
Z = C ·Λ · CT (27)
where C = eigenvector matrix (orthogonal matrix)
Λ = eigenvalue matrix (diagonal matrix)
The second principal component is the column of eigenvector
matrix C that corresponds to the smallest eigenvalue. It is re-
garded as the direction of the crack normal ~n.
3.3.2 Crack widths and translation: The two methods for
the crack width determination shown in 3.1 and 3.2 will not work
correctly if there are significant shifts along the crack direction.
Shifts along the crack direction can be incorporated by using vec-
tor algebra, see Figure 12 and Figure 13.
Figure 12. (a): crack through the reference triangle with a shift
in crack direction; (b): new triangle in the deformed state; (c):
both triangles, where the edges ~s12 and ~s12ref in reference and
deformed state are identical
Figure 13. Reference triangle and deformed triangle with shifts
along crack direction, the edge ~s12ref is shifted to the edge ~s12
in the deformed state
First, the coordinates of the triangle in the reference state have to
be transformed in a way, that the base edges of the reference and
the deformed state have the same orientation. Therefore, p1ref
should have the same coordinates as p1. Because of that, p1ref
has to be transformed:
~p1ref,t = ~p1ref (28)





The x-coordinate dx13ref,t of the edge ~s12ref,t can be deter-
mined by projecting the edge ~s13ref onto the edge ~s12ref :
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|~s13ref |2 − dx213ref,t (32)






















The transformed edge ~s13ref,t is composed of its x and y compo-
nents:
~s13ref,t = dx13ref,t · ~ex,t + dy13ref,t · ~ey,t (34)
The third vertex ~p3ref,t is computed by adding the edge vector
~s13ref,t to the first vertex:
~p3ref,t = ~p1ref,t + ~s13ref,t (35)
As one can derive from Figure 13, the crack width r is calculated
as follows:
r = |~p3 − ~p3ref,t| · | cosβ| = |(~p3 − ~p3ref,t)T · ~n| (36)




(~p3 − ~p3ref,t)− r · ~n, for ~nT · ~s13 >= 0
(~p3 − ~p3ref,t) + r · ~n, else
(37)
4. EXPERIMENTAL RESULTS
First, the algorithms are numbered due to an easier description:




Table 1. Numbering of algorithms
For each extended triangle, a crack width can be computed and
displayed in a color-coded map, see Figure 15. The visualizations
of the three algorithms look very similar. In the center of the
right crack, some differences of the crack widths can be seen.
Applying algorithm 3, translations in crack direction could also
be computed and the length of the vector could be visualized.
There exist some shifts of up to 1.5 px in crack direction in the
center of the right crack.
One could expect that algorithm 1 and algorithm 2 have identi-
cal results. To prove this, the residuals between them are com-
puted (equation 38) and analyzed, see Table 2 and Figure 14.
Considering the average and median, the values are nearly the
same because the values are almost zero. But looking at the his-
togram in Figure 14, there is a small tendency to the negative
side. ralgorithm1 seems to be a little bit larger due to the one-
sided histogram, the negative median and average. The RMS12
is 0.11 px.
ǫ12 = ralgorithm2 − ralgorithm1 (38)
where ǫ12 = residual between algorithm 1 and 2
ralgorithm1 = crack width with algorithm 1
ralgorithm2 = crack width with algorithm 2
RMS max |ǫ12| Median Average
0.11 1.16 -0.01 -0.04
Table 2. Statistical values of the residuals between algorithm 1
and algorithm 2 in px
Figure 14. Histograms of the residuals between algorithm 1 and
algorithm 2
To verify the results, some points were set manually next to the
crack in a way that the line between these points is perpendicular
to the crack direction. In Figure 16, these points are white. The
colored points between the white were set on the crack in order
to find the corresponding triangle.
This can only be done in the deformed image where the crack
is visible. The shift of the points to the reference image is de-
termined with LSM. With the help of this, the crack width can
be determined as the difference of the distances between these
points in the deformed and the reference state (equation 39). The
corresponding triangle can be found by a nearest neighbor query
of the center points of the triangles in the deformed state.
rmanual = ∆dmanual = ddeformed − dreference (39)
where rmanual = crack width of the manual method
dreference = distance between the points (reference)
ddeformed = distance between the points (deformed)
As this procedure comes with its own error budget, it rather has
the character of a plausibility check. A procedure for providing
rigorous reference measurements to verify the accuracy potential
of the crack width determination procedure yet has to be devel-
oped.
Table 3 shows some statistical analysis concerning the residuals.
The RMS is about 0.3 px. The corresponding histograms are plot-
ted in Figure 17. For algorithm 3, two residuals are computed.
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Figure 15. (a): crack width visualization with algorithm 1; (b):
crack width visualization with algorithm 2; (c): crack width
visualization with algorithm 3; (d): visualization of the absolute
values of translations of algorithm 3
Figure 16. White points: manually set points being
perpendicular to the crack; colored points: points set on the
crack manually; color-code is computed by the differences of
distances between the white points compared to the reference
Concerning the values marked with algorithm 3a, the translation
is ignored for the residual. In case of algorithm 3b, the translation
~t along the crack is included in the difference because the manual
measurement should contain both movements, see equation 40.
ǫ1 = rmanual − ralgorithm1
ǫ2 = rmanual − ralgorithm2
ǫ3a = rmanual − ralgorithm3






where ǫ1,2,3a = residual of algorithm 1, 2 and 3a
ǫ3b = residual of algorithm 3b
Some outliers appear in the histograms. The reason for this might
be points of discontinuities or path nodes. The 3σ-rule is used for
the outlier detection. If the outliers are eliminated from the data,
the RMS value drops to about 0.25 px, see Table 4. The residuals
of the three algorithms are very similar. Overall, the obtained
precision is a about five times worse than the LSM accuracy
(0.05 px). This can partly be explained by variance propagation
and some uncertainties of the normals concerning algorithm 3.
An independent measuring system with a higher precision would
be required for a better analysis of the accuracy.
RMS max |ǫ| Median Average
algorithm 1 0.31 1.42 -0.08 -0.11
algorithm 2 0.30 1.35 0.01 0.02
algorithm 3a 0.26 1.05 -0.04 -0.03
algorithm 3b 0.37 1.46 -0.11 -0.16
Table 3. Statistical values of the residuals to the manual
measurements in px
RMS max |ǫ| Median Average
algorithm 1 0.25 0.79 -0.08 -0.10
algorithm 2 0.23 0.63 0.00 0.02
algorithm 3a 0.21 0.67 -0.04 -0.03
algorithm 3b 0.27 0.75 -0.10 -0.12
Table 4. Statistical values of the residuals to the manual
measurements in px without outliers
Figure 17. Histograms of the residuals to the manual crack width
5. CONCLUSION AND OUTLOOK
An algorithm for crack detection in image sequences was intro-
duced in this paper. The method is based on the analysis of trian-
gle changes with principal strains. Different algorithms for crack
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width computation based on a thorough geometric analysis of de-
formed triangles were presented. First results are visualized in
color-coded maps. The crack widths can be determined with sub-
pixel accuracy. Future work should concentrate on further tests
and evaluations including other independent measuring methods
with a higher precision. In addition, the method could extended
towards handling 3D meshes.
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algébriques. À Genève, chez les frères Cramer et C. Philibert.
Dare, P., Hanley, H., Fraser, C., Riedel, B. and Niemeier, W.,
2002. An operational application of automatic feature extrac-
tion: The measurement of cracks in concrete structures. The
Photogrammetric Record 17(99), pp. 453–464.
Detchev, I., Habib, A. and El-Badry, M., 2013. Dynamic beam
deformation measurements with off-the-shelf digital cameras.
Journal of Applied Geodesy 7(3), pp. 147–157.
Fedele, R., Galantucci, L. and Ciani, A., 2013. Global 2d dig-
ital image correlation for motion estimation in a finite element
framework: a variational formulation and a regularized, pyrami-
dal, multi-grid implementation. International Journal for Numer-
ical Methods in Engineering 96(12), pp. 739–762.
Fedele, R., Scaioni, M., Barazzetti, L., Rosati, G. and Biolzi, L.,
2014. Delamination tests on cfrp-reinforced masonry pillars: op-
tical monitoring and mechanical modeling. Cement and Concrete
Composites 45, pp. 243–254.
Förstner, W., 1984. Quality assessment of object location and
point transfer using digital image correlation techniques. Interna-
tional Archives of Photogrammetry 25(3a), pp. 197–219.
Fraser, C. S. and Riedel, B., 2000. Monitoring the thermal de-
formation of steel beams via vision metrology. ISPRS Journal of
Photogrammetry and Remote Sensing 55(4), pp. 268–276.
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Abstract
An image sequence analysis procedure is developed to quantitatively analyze complex multiple crack patterns in tension tests 
of fiber-reinforced composite specimens. Planar textured surfaces of such specimens can be observed with a monocular image 
sequence using a camera of suitable spatial and temporal resolution. Due to the narrow crack paths, a dense high-precision 
displacement vector field is computed applying least-squares image matching techniques. Some uniformly distributed match-
ing points are triangulated into a mesh. To measure deformations, principal strains and crack widths are computed for each 
face. Stretched triangles presumably containing one or multiple cracks are subdivided into three new triangles in order to 
densify the mesh in critical regions. The subdivision is repeated for some iterations. The crack width computation of the 
triangles requires at least three vertices and its displacements. Due to the dense displacement vector field, there are more 
points available. In this paper, an algorithm for the crack width computation in a least-squares fit is presented.
Keywords Crack width · Multiple crack pattern · Deformation measurement · Triangle mesh
Zusammenfassung
Strategie zur Rissbreitenmessung multipler Rissstrukturen in monokularen Bildsequenzen bei der Materialprüfung 
im Bauwesen
Zur quantitativen Untersuchung komplexer multipler Rissmuster in Dehnungsversuchen mit Probekörpern bestehend aus 
faserbewährten Kompositen wird eine auf Bildsequenzanalyse basierende Methode vorgestellt. Planare, texturierte Ober-
flächen solcher Probekörper können mit monokularen Bildsequenzen unter Nutzung einer Kamera mit geeigneter räumlicher 
und zeitlicher Auflösung beobachtet werden. Aufgrund der engen Risspfade wird ein dichtes, hochgenaues Verschiebungs-
vektorfeld mit der Punktverfolgungstechnik der Kleinsten-Quadrate-Anpassung berechnet. Eine gleichverteilte Auswahl der 
verfolgten Punkte bildet eine ausgedünnte Punktmenge, mit Hilfe derer ein Dreiecksnetz bestimmt wird. Um Deformationen 
zu messen, werden Hauptdehnungen und Rissbreiten für jede Facette berechnet. Gedehnte Dreiecke, die möglicherweise von 
einem oder mehreren Risse durchlaufen werden, werden in 3 neue Dreiecke unterteilt, um das Netz in kritischen Regionen zu 
verdichten. Die Unterteilung wird mehrfach wiederholt. Für die Rissbreitenberechnung von Dreiecken werden mindestens 3 
Punkte mit ihren Verschiebungen benötigt. Wegen des dichten Verschiebungsfeldes stehen mehr Punkte zur Verfügung. In 
dieser Publikation wird ein Algorithmus zur Rissbreitenberechnung in Form einer Ausgleichung vorgestellt.
1 Introduction
1.1  Review of Related Work
Photogrammetry has a high potential in deformation meas-
urement in civil engineering material testing due to its high 
accuracy and high resolution. Classical methods such as 
inductive displacement transducers, inclinometers, or strain 
gauges offer only point-wise measurements. During the 
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last few years, several contributions about photogrammetry 
in material testing were published. Early photogrammet-
ric applications in the field of deformation measurement 
dealt with artificial targets that were tracked in an image 
sequence of monocular or multi-ocular camera systems 
(Maas 1998; Fraser and Riedel 2000; Whiteman et al. 2002; 
Benning et al. 2004; Lange et al. 2006; Hampel and Maas 
2003; Barazzetti and Scaioni 2010). For example, Barazzetti 
and Scaioni (2009) presented a 2D image-based method for 
crack analysis using a digital camera, an orientation frame, 
and a pair of signalized supports. Other authors used digital 
image correlation techniques for tracking natural points or 
artificial random patterns on the surface of the probe (Maas 
and Hampel 2006; Hampel and Maas 2009; Koschitzki et al. 
2011; Liebold and Maas 2016, 2018). There are further pub-
lications considering image processing techniques (edge 
detection) to extract cracks as the Route-Finder algorithm 
as well as the Fly-Fisher algorithm (Dare et al. 2002; Nie-
meier et al. 2008; Detchev et al. 2012). In addition, Detchev 
et al. (2016) also used a multi-camera system to observe 
beams in a cyclic load test. There, the amplitudes and offsets 
of a sinusoidal function for each coordinate as a function 
of time were determined in a least-squares fit. Concerning 
crack movements, Lange and Benning (2006) pointed out 
that the crack opening vector has got three components. The 
first one is the crack width that is normal to the crack, the 
second one is parallel to the crack course, and the third one 
is perpendicular to the first two components (perpendicular 
to the surface). Lange and Benning (2006) also refer to Irwin 
(1958) describing several theoretical modes of fracture. Not 
all of them can be captured correctly by monocular image 
observations. In case of movements perpendicular to the 
surface (out-of-plane movements), 3D systems like stereo 
cameras have to be used. Görtz (2004) presented an algo-
rithm to compute crack widths in rectangle elements based 
on the displacement vectors of the vertices. He considered 
two components: parallel and perpendicular to the crack 
course. However, global rotations between the reference and 
the subsequent epochs are not considered.
Furthermore, there exist several companies offering ste-
reo systems and software using digital image correlation 
(DIC) techniques (e.g., GOM ARAMIS from GOM or VIC-
3D from Correlated Solutions, Inc.). These commercial soft-
ware packages analyze image sequences, compute displace-
ment fields, and visualize principal strains. However, actual 
metric crack widths have to be measured manually by click-
ing points to define distances that should be observed. In 
the work of Liebold and Maas (2018), three approaches for 
automatic crack width computation in triangle meshes are 
presented. These methods also consider rotations between 
the epochs of monocular image sequences and represent an 
extension to the approach of Görtz (2004). In this publica-
tion, the work of Liebold and Maas (2018) is continued. 
One of the algorithms is extended and applied to analyze 
multiple crack patterns rather than single cracks. The exten-
sion includes the subdivision of the mesh in critical areas 
and a least-squares refinement for the crack width compu-
tation. Multiple crack structures appear in tension tests of 
specimens consisting of special composites (here, SHCC: 
Strain-Hardening Cement-based Composites). This multiple 
cracking ensures the ductility behaviour that is intended for 
special applications in civil engineering and the measure-
ment of crack widths is an important issue (Curosu et al. 
2017). Figure 1 shows an example of a multiple crack pattern 
of a deformed SHCC specimen.
1.2  Image Analysis—Basic Algorithm
The basic algorithm of crack detection on the basis of ana-
lyzing discontinuities in deformation vector fields deter-
mined by least-squares matching has been described in 
detail by Liebold and Maas (2018). An overview is also 
given here: a tension test is performed on an SHCC speci-
men with a planar surface. This experiment is observed by 
a monocular camera system whose optical axis is perpen-
dicular to the surface. During the whole experiment, the 
relative orientation between camera and surface must not 
change and deformations must only appear in the plane to 
be observed. In addition, the surface must show a suitable 
natural or artificial pattern, such that there is enough tex-
ture for the matching process. During the tension test, an 
image sequence is recorded whose first image under zero 
load is defined as the reference image. In this image, a set 
of points is defined. These vertices can be arranged in a 
regular grid or can be computed by an interest operator; for 
instance, the Harris operator (Harris and Stephens 1988). In 
the subsequent images, the displacements of the points are 
determined with sub-pixel accuracy by least-squares match-
ing (Ackermann 1984; Förstner 1984; Grün 1985, 2012). In 
each epoch, the vertices are triangulated into a mesh using 
the Delaunay algorithm, see Fig. 2.
Fig. 1  Example of a multiple crack structure
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Subsequently, the triangles are analyzed for changes. 
Deformations can be detected by the computation of prin-
cipal strains (Appendix A) as shown by Liebold and Maas 
(2016). A visualization of these values is depicted in Fig. 3.
The principal strains only show deformed regions. How-
ever, there is no information about the actual crack widths 
yet.
1.3  Limitations of Monocular Observations
Monocular observations of crack patterns require some 
assumptions. If these assumptions are not fulfilled, system-
atic errors can influence the measurements:
• There are alignment errors if the optical axis is not per-
fectly perpendicular to the surface.
• Moreover, errors due to relative movements between 
camera and specimen during the experiment are possible.
• In addition, there are perspective errors due to out-of-
plane movements on the surface of the specimen.
• If the measured values are transformed from image to 
object space, scaling errors can appear.
• There are further errors due to lens distortion which are 
minimized by camera calibration for instance using the 
Brown parameters (Brown 1971).
The projective errors of the first and the second point could 
be minimized using an orientation frame with at least four 
targets with known coordinates (similar to approach of 
Barazzetti and Scaioni 2009). The inner geometry of the 
frame has to stay constant during the load test and the frame 
has to be attached to the surface, such that it stays unde-
formed but parallel to it. The measured image coordinates 
can then be corrected using a projective transformation to 
the frame system. However, this is not applied in the experi-
ments of this publication.
1.4  Differences of Principal Strains and Crack 
Widths
This subsection explains why we use another model for the 
deformation measurement (crack width algorithm). Several 
free and commercial software packages as well as Liebold 
and Maas (2016) use the computation of principal strains 
to detect deformed areas as it is shown for triangle meshes 
in Appendix A. Another way for deformation detection 
is the determination of crack widths in triangle meshes is 
presented by Liebold and Maas (2018), a short overview is 
given in Appendix B. An important difference between both 
quantities is the underlying model. For principal strains, it is 
assumed that the surface element is deformed in a nonrigid 
way. Mathematically, the model is based on an affine trans-
formation (see Appendix A). On the other hand, the crack 
width computation assumes that the triangle is split into two 
parts and one of these parts has experienced a relative rigid 
movement, see also Appendix B, Figs. 4 and  5 for the effect 
in the mesh.
Another difference is that the principal strain is a unit-less 
quantity, whereas the crack width is a metric quantity. The 
principal strain can be interpreted as a ratio of lengths, while 
Fig. 2  Triangle mesh of interest points (according to Liebold and 
Maas 2018)
Fig. 3  Colour-coded visualization of the principal strains
(a) (b) (c)
Fig. 4  Differences of models. a Reference triangle, b model of non-
rigid deformation which is assumed for principal strains, and c split-
ting the triangle into two parts at the crack front and relative rigid 
movement of the upper part (assumed for crack width computation)
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the crack width represents the distance of the perpendicular 
movement between the parts left and right of the crack.
In the following, some additional considerations to the 
work of Liebold and Maas (2018) are presented. First, 
the effect of the triangle size on principle strains is con-
sidered. The principle strains are varying according to the 
size, because they represent a relative change. The follow-
ing example illustrates this effect, see Fig. 6. There are two 
triangles; the bigger one has twice the size of the smaller 
one. Due to a crack opening with the width r, the triangles 
are deformed.
We consider the simple case that the heights h
i
 of the tri-
angles are parallel to the crack normal. Then, the principal 
strain for the smaller triangle can be computed as follows: it 
can be obtained by the stretch ratio d
1
 of the heights of the 
subsequent and the reference triangle:





 of the second triangle with twice the size of 
the first triangle ( h
2
 = 2 ⋅ h
1




































And the Cauchy strain e
2
 is:
The Cauchy strain is halved if the triangle edge sizes are 
doubled in this example:
In particular, this effect leads to two problems: first, if there 
are different triangle sizes in a mesh, then the principal strain 
values are not comparable. Second, it is difficult to define 
thresholds for critical strains if the sizes differ. Figure 7 
depicts the latter case. In the figure, some matches fail (red 
points), because the crack runs through the corresponding 
patches (grey squares). Therefore, some triangles are larger 
in the crack region.
The computation of crack widths avoids these problems, 
as the crack width is an absolute quantity and not a ratio as 
the strain. Therefore, crack widths are used for the analysis 
in this paper. Nevertheless, the calculation of crack widths 
also has got some limits. An important intermediate result is 
the relative translation vector. Different relative movements 
within a triangle mesh could lead to the same relative trans-
lation vector of the upper point (single point on one side of 
the crack) in the triangle, see Fig. 8. The cases (a) and (b) 





(5)e1 = 2 ⋅ e2.
(a) (b) (c)
Fig. 5  Differences of the models in the meshes. a Reference state 
with the crack line of a later crack, b mesh in the deformed epoch 
with nonrigid model, and c mesh in deformed epoch with the split 
triangles
Fig. 6  Effect of the triangle size 
on the strains if the crack width 
r is constant; ! : crack normal; 
h: height of the triangle
(b)(a)
Fig. 7  a Triangulation of the reference points (black nodes); b tri-
angulation of the points (black nodes) of the subsequent epoch with 
successful matches, matching fails for the red points. The matching 
patches are shown as grey squares
(a) (b) (c) (d)
Fig. 8  Possible cases of the course of the crack if the same relative 
translation vector (red) is given: a translation of the upper part, b 
translation of the upper part but the crack is shifted, c translation of 
the upper part but the crack has another direction, and d translation 
and rotation of the upper part
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illustrate that it is not possible to say where the crack runs 
through the triangle. It is somewhere between the baseline 
and the upper point. Moreover, it is not unambiguous which 
direction the crack has got if only the displacements of the 
triangle vertices are analyzed; compare (a) and (c). Further 
information is required. With the help of the crack normal 
⃖⃗n , the direction of the crack is given and the crack width can 
be computed by projecting the relative translation vector t⃗
rel
 
onto this normal vector ⃖⃗n . Otherwise, only an upper limit for 
the crack width can be computed with the length of the rela-
tive translation vector. Appendix C shows the computation 
of the crack normals as shown by Liebold and Maas (2018). 
As one can see from Fig. 8d, it is possible that the upper part 
has an additional relative rotation. If only the displacements 
of the triangle vertices are given, the relative rotation can-
not be derived. In the model, it is assumed that there is no 
relative rotation.
Although the whole SHCC specimen has a ductile behav-
iour, the concrete between cracks can be considered as a stiff 
material, especially if there are multiple cracks, such that the 
model with two rigid parts inside the triangle fits better than 
the affine model using the principle strains. For other, more 
ductile materials as steel, the affine model should be used, 
especially if cracks do not appear.
2  Image Analysis for Multiple Crack Patterns
In this section, a strategy for the deformation analysis of 
multiple crack patterns is presented. The single steps are 
explained in the following subsections. Figure 9 depicts the 
steps of the presented algorithm in a flowchart. The algo-
rithm is designed hierarchically to analyze critical regions 
by a denser mesh. The workflow begins with the tracking 
of a dense point grid due to the narrow crack paths. In the 
second step, a uniformly distributed selection of these points 
is triangulated into a mesh to avoid small triangles due to 
inaccuracies in computing crack widths. Next, the mesh is 
densified in regions where cracks appear. Then, the relative 
translation vectors are computed including points inside the 
triangles from the dense point grid. At the end, crack nor-
mals and widths are calculated for deformed triangles.
2.1  Dense Displacement Field
Due to the narrow crack structures of the fiber-reinforced 
probes, a dense regular grid of points is used, such that the 
patches have a big overlap. These points are tracked using 
least-squares matching (LSM) in the following epochs. If 
cracks cross matching patches, the assumption of a linear 
patch deformation in LSM may not be justified, and either 
the standard deviation of the shifts becomes large or the 
algorithm does not converge and fails, see Fig. 10a. The first 
case is typical for thin cracks and large patch sizes. In this 
approach, it is considered to be failed if the standard devia-
tions of the shifts exceed a threshold. To increase the success 
Fig. 9  Flowchart of the analysis. ! and  are user-defined thresholds
(b)(a)
Fig. 10  a Cracks are running through a grid of points (black points) 
enclosed by their matching patches. Crossed patches are labeled as 
red squares; the other patches are depicted in green. b Adaption of 
patch size in cases where cracks are running through. The crack does 
not cross the blue adapted patches (blue triangles) anymore. Some 
patches are still crossed by the crack (red rectangles)
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rate, the patches of the matching points where LSM fails 
can be adapted, such that the crack does not cross the patch 
anymore. LSM is repeated with different predefined patch 
sizes, but in several cases, LSM fails for all these patch sizes. 
As shown in Fig. 10b, LSM succeeds for the blue patches 
now, but it still fails for the red patches. In Fig. 10, possible 
overlap of the patches is not shown. Successful matching 
requires suitable texture within the patch in both coordinate 
directions, and, thus, requires a certain minimum patch size.
2.2  Triangle Mesh Creation and Analysis
The crack width analysis for small triangles is inaccurate. In 
addition, when using larger triangles, areas not affected by 
cracks can be detected more efficiently. Therefore, a coarse 
set of points is used for the triangulation. These points can 
be obtained as follows: all successful matching points from 
the dense grid are inserted in a regular grid with a defined 
grid size. Then, the nearest neighbours to the centers of the 
grid cells are used to define the coarse set of points, see 
also Fig. 11a. If the cell is empty (no successful matching 
points inside), it is not considered. After this, the coarse set 
of points (red encircled points in Fig. 11) is triangulated 
into a mesh using the Delaunay algorithm, see Fig. 11b. The 
blue points are the centers of the grid cells. Points where 
matching fails have a grey colour. The triangle edges of the 
thinned-out mesh are depicted in green.
Figure 12 shows a thinned-out triangle mesh of a regular 
coarse set of points from an experiment.
Next, for each triangle, the norm of the relative transla-
tion vector ||⃗t
rel
|| is computed using the algorithm shown in 
Appendix B.
2.3  Densification of the Mesh
Subsequently, the resolution of the mesh is increased in 
regions where cracks appear. To achieve the densifica-
tion, triangles with lengths of the relative translation vec-
tors (Appendix B) larger than a user-defined threshold 
( ||⃗t
rel
|| > 훿 ) are split into three parts, see Fig. 13. The thresh-
old ! should be in the same order of magnitude as the preci-
sion of least-squares matching [sub-pixel precision, in bad 
cases 0.1 px (Grün 2012)]. In the experiments presented in 
this approach, a threshold ! of 0.075 px is used. The trian-
gle is split as follows: the new vertex for the mesh is in the 
set of successful matching points inside the triangle (green 
points in Fig. 13) and it is also the nearest neighbour to the 
triangle center (red point in Fig. 13). A triangle will not be 
subdivided if the new triangles would have too small edge 
lengths. The minimal possible edge length is set to 5 px. 
This subdivision procedure is repeated for some iterations 
(here, five iterations).
The effect of densification is visualized in Fig. 14.
2.4  Crack Width Computation in a Dense 
Displacement Field
This section deals with the refinement of the relative transla-
tion vectors, which is the central innovation of the algorithm 
presented in this paper.
2.4.1  Model
First, the displacement vectors of the matching points are 
computed as follows:
To model the crack movement, the displacement vectors are 
partitioned into two clusters (set M
1
 and set M
2
 ). Each set 
(6)⃖⃗훥j = ⃖⃗pj − ⃖⃗pref,j.Fig. 11  a Regular grid cells with the matching points inside (black, 
matching patches are not shown). The red encircled points are the 
nearest neighbours to the center of the cells (blue points). Points 
where matching fails are depicted in grey. b Triangulation (green 
edges) of those points that are the nearest neighbours of the cell cent-
ers (blue points) and that are also matched successfully
Fig. 12  Example of a thinned-out triangle mesh of the coarse set of 
points
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belongs to one side of the crack, see Fig. 15. A method for 
clustering is described in the following subsection.
The mathematical description can be done as follows: The 
points of set M
1
 are transformed using a rigid transformation 
with the parameters t⃗ and  due to some movement in the 
planar space as a consequence of the application of a force to 
the specimen. For the second set ( M
2
 ), a relative translation 
vector t⃗
rel
 is added to the transformation due to the crack 
opening, see Eq. (7). The presented model is a simplifica-
tion of the model used for extended finite-element method 
(Moes et al. 1999). For each triangle, there is a separate set 
of parameters:
where ⃖⃗pj includes the coordinates of the subsequent epoch, 
⃖⃗pref,j includes the coordinates of the reference epoch, t⃗ is 
the translation vector,  is the rotation matrix, and t⃗
rel
 is the 
relative translation vector.
The rotation matrix  is parameterized with two param-
eters (c and s, see Eq. 8). They are linear in the observation 
equations, but necessitate a constraint:
where c is cos  , first rotation parameter, s is sin  , second 
rotation parameter, and  is the rotation angle.
The first step for the computation is the cluster analysis to 
know which point belongs to which set. The next subsection 
concentrates on this.
2.4.2  Clustering
For the classification, the parameters from Appendix B (  , 
t⃗ , t⃗
rel
 ) derived from the three vertices of the triangle can be 
used. According to Eq. (7), it is tested for each point inside 
the triangle if the upper part or the lower part of the equation 
leads to a smaller deviation 
i
.
Equation 9 shows how to decide whether the point with 
index k is assigned to the set M
1
 or to the set M
2
:
Figure 16 shows an example from experimental data. One 
triangle is shown, and the red and blue points belong to the 
two sets of the clustering result. The crack running through 
the triangle is visible and separates the two sets.
2.4.3  Alternative Method for Clustering
There are also alternatives to partition sets. Several methods 
are known from machine learning. In our case, the unsuper-
vised k-means algorithm (Lloyd 1982) with k = 2 can be 
used. The input data for k-means are the displacement vec-
tors of the matching points. Due to the relative translation 
(7)⃖⃗pj =
{
t⃗ +  ⋅ ⃖⃗pref,j ∀j ∈ M1






subject to c2 + s2 = 1,
(9)
휖1 = || ⃖⃗pj − t⃗ −  ⋅ ⃖⃗pref,j||
휖2 = || ⃖⃗pj − t⃗ −  ⋅ ⃖⃗pref,j − t⃗rel||
If 휖1 < 휖2, then k ∈ M1, otherwise k ∈ M2.
Fig. 13  Subdivision of a triangle crossed by a crack. Points being 
inside the triangle are shown in green, for the grey points, matching 
fails, because the crack crosses their patches (patches are not shown 
here), the center point of the triangle is depicted in red, and the black 
points are outside the triangle. The nearest neighbour of the green 
points to the red center is added to the mesh
Fig. 14  Triangle mesh after densification in critical regions
Fig. 15  Sets of displacements belonging to two crack sides
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 , the displacement vectors should differ from the 
first set. Initial centroids for the clusters can be obtained 
with k-means++ (Arthur and Vassilvitskii 2007). Figure 17a 
depicts the displacement vectors between the epochs if there 
is only a translation and a relative shift. Figure 17b shows 
the two clusters of their coordinates. The scattering is only 
caused by random errors in the matching process.
If there are global rotations, the displacement vectors will 
show according systematic effects. Figure 18a, b depict an 
example. The scattering of the vector clusters that is visible 
is only caused by the global rotation, not by random errors 
from matching. This could lead to wrong classifications if 
the relative translations are smaller than the systematic scat-
tering. In most of our experiments, global rotations were 
very small such that the effect can be ignored in the cluster-
ing with k-means.
If there are significant rotations, the k-means method can 
fail. In that case, the first presented algorithm should be pre-
ferred for clustering.
2.4.4  Least-Squares Adjustment
The dense displacement field offers the possibility to con-
sider more than the three triangle vertices for computing 
the relative translation vector. Therefore, the model is over-
determined and the parameters can be calculated in a least-
squares fit. The observation equations are derived from 
Eq. 7:
where ⃖⃗vj is the residual vector of point j.
The number of points n is equal to the cardinality (#) of 




 and is also the sum of the indi-
vidual cardinalities of the sets.
The coordinates of the subsequent epoch are considered as 
observations. The translation vector t⃗ , the rotation matrix  
of the rigid body transformation and the relative translation 
vector t⃗
rel
 are unknowns. Next, the observation equations 
have to be linearized. Only rotation parameters are linearized 






 are the initial values of c and s, dc and ds 
are the corrections to c and s.
If there are small global rotations, the initial value of c
0
 
can be set to 1 and s
0
 can be set to 0. The linearized observa-
tion equations can be expressed as:
where l⃗j is the reduced observation for ⃖⃗pj , 0 is the initial 
rotation matrix,  is the matrix with corrections to .
The parameters are collected in the vector of unknowns :
and it can be decomposed in the vector of initial parameters 

0
 and the vector of corrections to the unknowns .
The initial parameter vector 
0
 is
(10)⃖⃗pj + ⃖⃗vj =
{
t⃗ +  ⋅ ⃖⃗pref,j ∀j ∈ M1
t⃗ +  ⋅ ⃖⃗pref,j + t⃗rel ∀j ∈ M2







+ 2 ⋅ c
0
⋅ dc + 2 ⋅ s
0
⋅ ds = 1
(13)
l⃗j + ⃖⃗vj =
{
t⃗ +  ⋅ ⃖⃗pref,j ∀j ∈ M1
t⃗ +  ⋅ ⃖⃗pref,j + t⃗rel ∀j ∈ M2
with













tx ty c s trel,x trel,y
)T
(15) = 0 + .
Fig. 16  Experimental example 
of the clustering method
(a) (b)
Fig. 17  a Displacement vectors due to global translation and relative 
translation from reference to subsequent epoch. b k-means clustering 
of the displacement vector coordinates
(a) (b)
Fig. 18  a Displacement vectors due to global translation, global rota-
tion and relative translation from reference to subsequent epoch. b 
Variations of the displacement vectors of M
1
 (magenta) and M
2
 (cyan) 
due to a global rotation
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The vector of corrections to the unknowns  is
In matrix notation, the linearized observation equations can 
be written as:
where  is the reduced observation vector,  is the residual 
vector,  is the Jacobian matrix,  is the condition matrix, 












tx ty dc ds trel,x trel,y
)T
.
(18) +  =  ⋅  subject to  ⋅  = 
Due to the constraint, the Gauss–Markov model is extended 
with the method of the Lagrange multipliers .
The solution of this system can be obtained with the 
extended normal equations:
where  = 
1
2
⋅  , vector of Lagrangian multipliers.
where n
2
 is the number of points in set M
2
.
The upper part of the normal matrix T ⋅  can be computed 
directly (see Eq. 25) such that it is not necessary to com-
pute the Jacobian matrix  and the observation vector  in 
order to be more efficient. The right hand side vector T ⋅  
is expressed in Eq. 26.
The parameter vector  is obtained by solving the 
extended normal equations (Eq. 24). The translation param-
eters t⃗ and t⃗
rel
 can be found directly in the  vector. The 
rotation parameters c and s have to be corrected:
The process of the computing of the normal equations with 
the new -matrix should be repeated until the absolute cor-
rections to the unknowns dc and ds fall below a threshold. 
Considering the relative translation vector t⃗
rel
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The Jacobian matrix  is
where
n1is the number of points in set M1.
The reduced observation vector  is
The condition matrix  is
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decomposed in a part perpendicular to the crack and another 
part parallel to the crack. The crack width r is computed by 
the scalar projection of the relative translation vector t⃗
rel
 
onto the crack normal ⃖⃗n , see Appendix B (crack width com-
putation in triangles), Appendix C (crack normal determina-
tion), Fig. 32b and Eq. 28.
The algorithm for the computation of the absolute value of 
the relative translation vector ||⃗t
rel
|| can also be applied on 
triangles on 3D surfaces. The 3D coordinates of the vertices 
of the triangle can be transformed to a local 2D system in the 
reference and in the subsequent epoch. Then, the 2D algo-
rithm can be applied. Global translation and rotation have to 
be discarded due to the transformation to 2D.
3  Experimental Results
In this section, some results of a quasi-static tension test of 
a SHCC specimen are shown. The loading force is increased 
stepwise that leads to increasing multiple cracking. The 
resolution of the observing camera is 5184 × 2912  px. 
The width of the probe is 4 cm and the length between the 
clamps is approximately 10 cm. The following parameters 
are used for the geometric analysis:
• The size of the grid cells for the definition of the coarse 
subset of points is set to 150 px.
• The number of iterations for the densification of the mesh 
is set to 5.
• A triangle is subdivided if ||⃗t
rel
|| > 훿 = 0.075 px and if 
the side lengths of the new triangles are greater than or 
equal to 5 px.




|| > 휖 = 0.15 px, the triangle is considered as crack 
candidate (Appendices B and C).
The crack widths r (or rather ||⃗t
rel
|| for triangles with 
||⃗t
rel
|| ≤ 훿 ) can be visualized in a colour-coded map. The 
triangle crack widths are depicted for four epochs of an 
experiment in Fig. 19. The increasing multiple cracking is 
shown and this behaviour is typical for SHCC. It ensures the 
ductility of the material.
Furthermore, it is possible to create 3D visualizations 
where triangles are transformed to prisms whose heights 
correspond to the crack widths in addition to the colour 
code, see Fig. 20.
As already described in Sect. 1.4, principal strains depend 
on triangle size, whereas the crack width values should not 
(28)r =





Fig. 19  Colour-coded visualization of the crack widths of different 
epochs: a epoch 10, b epoch 30, c epoch 50, d epoch 80
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change. In Fig. 21, the influence of different triangle sizes 
on the principal strains and on the crack widths is shown. In 
the right images, the edge lengths of the triangles are divided 
in half, and as expected, the strains appear much greater in 
the right image. Considering the crack widths, only small 
differences caused by discretization can be seen.
As already mentioned, the presented results in this sec-
tion show a typical behaviour of a tension test with a SHCC 
specimen. The comparison to other measuring methods is 
very difficult: Strain gauges cannot be fixed to the probe, 
because they would influence the development of the mul-
tiple cracking. Two inductive displacement transducers are 
used to measure the entire extension between the measuring 
area between the clamps, but they only give single values.
4  Detailed Test of the Algorithm on the Basis 
of Synthetic Image Data
The photogrammetric crack pattern analysis procedure as 
described above delivers results with rather high internal 
precision figures and rather high spatial resolution. As a con-
sequence, it is almost impossible to provide independent 
reference measurements which could serve for an external 
accuracy test. Therefore, we decided to use a synthetic data 
set with synthetic images containing defined deformations 
as a basis to test the developed algorithms.
Herein, precision, accuracy, and reliability are analyzed. 
Accuracy describes the deviations between the measurements 
and the true values including systematic errors, whereas pre-
cision shows how measurements differ from each other due to 
random errors. In this paper, reliability describes the robust-
ness of the algorithm, and therefore, the ratio of outliers is 
used for the evaluation. The given shifts are compared to the 
measured vectors in two ways: the first one is the analysis of 
the 2D relative translation vectors and the second one is the 
1D analysis of the computed crack widths. The following 
parameters are used for the geometric analysis:
• The size of the grid cells for the definition of the coarse 
subset of points is set to 75 px.
• The number of iterations for the densification of the mesh 
is set to 5.
• A triangle is subdivided if ||⃗t
rel
|| > 훿 = 0.075 px and if 
the side lengths of the new triangles are greater than or 
equal to 5 px.




|| > 휖 = 0.15 px, the triangle is considered as crack 
candidate (Appendices B and C).
4.1  Generation of the Images
To get a reference image (undeformed state), a random pattern 
is generated onto a grey (almost white) background. The reso-
lution of the image is set to 300 × 2000 px. Because of sharp 
edges, the image is blurred with a Gaussian smoothing filter, 
see Fig. 22a. For the deformed state, a rotation with an angle 







 ) and a 
translation of ⃗ t =
(
3 px; −1 px
)T
 was simulated for the whole 
image. For the right part of the image, an additional relative 
Fig. 20  Colour-coded 3D visualization of the crack widths. The 
heights of the prisms as well as their colours correspond to the crack 
widths
Fig. 21  Upper part: visualization of principal strains in triangle 
meshes using different triangle sizes. Lower part: crack widths
Fig. 22  a Random pattern, b only relative shift in x, c relative shift in 
y, and d relative shift in x and y 
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 is applied. The left and the right parts are trans-
formed in different ways. The grey values of the deformed 
images are computed according to the indirect method using 
bicubic interpolation, while the grey values of the crack are 
set to zero. Equation (29) shows the transformation formula 
applied to the right and the left side of the image:
where xref, yref are the coordinates in the reference, xref, yref 
are the coordinates in the reference image, and x, y are the 
coordinates in the deformed image.
In addition, a zero mean Gaussian noise with a standard 
deviation of 
Gauss
= 5 is added to each pixel for each image. 
14 × 3 deformed images were generated with different rela-
tive translation vectors. Fourteen different shifts v are simu-
lated (0.2 px; 0.3 px; 0.4 px; 0.5 px; 0.6 px; 0.7 px; 0.8 px; 














Figure 22b–d shows three examples of the three different 
cases of relative translation vectors.
4.2  Measurements
For all generated images, the procedure of Sect. 2 is applied. 
For each triangle, the relative translation vector and the 
crack width are computed and the data are analyzed below. 
The test is done with the three-point algorithm (labeled with 
3p, Appendix B) where only the three vertices of the tri-
angle are used and it is done with the least-squares adjust-
ment algorithm (labeled with ls, Sect. 2.4) including also 
the matching points not belonging to the mesh inside the 
triangle. Figure 23 shows the result of the algorithm for the 
crack width computation of one of the cases. The deformed 
triangles are detected correctly.
4.3  Statistics of the Relative Translation Vectors
First, the relative translation vectors are considered. The 
relative shifts are measured in the coordinate system of the 
deformed state. To compare the given values used in the 
(29)
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− sin 휗 cos 휗
)
,
image generation step (Sect. 4.1), these reference vectors 
have to be transformed:
where ⃖⃗휇 is the expected relative translation vector in the 
deformed state, ⃖⃗휇
ref
 is the expected relative translation vector 
in the undeformed state.
The vectors of the measurements are composed of x and 
y coordinates:
where i is the index of the crack triangle. The mean of the n 
relative translation vectors for all crack triangles is:
where
n is the number of crack triangles/observations.








 is the vari-
ance of the y values of t⃗
rel
 , and s
xy




(30)⃖⃗휇 =  ⋅ ⃖⃗휇ref =
(
cos휗 sin휗






























































(xi − xm) ⋅ (yi − ym),
Fig. 23  a Colour-coded visualization of crack widths, b extracted 
crack triangles
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To find multivariate outliers, the Mahalanobis distance 
can be used if the data is normally distributed. The squared 
Mahalanobis distance MD2 is distributed according to the 

2 distribution:
where b is the dimension (here b = 2).
According to the 3- rule in the one-dimensional case, 
the confidence level  = 1 −  is set to 99.73% . A data vec-
tor is considered as outlier if the following condition for the 
squared Mahalanobis distance is fulfilled:
where  is the significance level.
The outlier test is done in an iterative process. The mean 
vector and the empirical covariance matrix are computed 
in each iteration and only the data vector with the high-
est Mahalanobis distance is rejected if Eq. (35) is fulfilled. 
The process is repeated until the maximum of the squared 
Mahalanobis distances is below the critical value from the 

2 distribution.
To evaluate the precision, an eigenvalue decomposition 
of the empirical covariance  is conducted:






 are the square roots of the eigenvalues and can be 
used as a quantity for the precision measurement.
Figure 24 shows the scatter plots for the smallest shift 
distance of v = 0.2 px computed with the three-point algo-
rithm. Table 1 depicts the relative translation vectors in the 
reference coordinate system and the corresponding vectors 
in the deformed state. On the left side of Fig. 24, some outli-
ers are visible. In the center plots, the outliers are removed 
and the confidence ellipses with a confidence level of 95 % 
(red dashed ellipses) and 99.73 % (red dotted ellipses) are 
plotted. On the right side, the histograms of the crack widths 
and the kernel density estimation (magenta dashed line) are 
depicted. There, the red dotted vertical lines mark the refer-
ence values.
Figure  25 depicts the plots for the simulated shift 
v = 0.2 px computed with the least-squares algorithm. In 
Figs. 26 and  27, there are the plots for the simulated shift 
of v = 0.6 px.
To evaluate the accuracy, the empirical covariance matrix 

∗ is computed using the given expected vector ⃖⃗휇 used for 
the image generation:
(34)MD

































 is the 
variance of the y values of t⃗
rel
 , and s∗
xy
 is the covariance of 














































(xi − x) ⋅ (yi − y),
Fig. 24  Simulated shift of v = 0.2  px with different relative transla-
tion directions (from top to bottom); left: scatter plot of relative trans-
lation vectors with the three-point algorithm for all triangles along the 
crack; center: scatter plot without outliers; blue: reference vector; red: 
mean vector and confidence ellipses with 95  % and 99.73  %; right: 
histogram of the corresponding crack widths, the expected value is 
shown as red vertical dotted line, and the kernel density estimate 
(Gaussian kernel) is depicted as magenta dashed line
Table 1  Expected relative 




in the deformed state  with 
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The principal standard deviations can be obtained by 
an eigenvalue decomposition of the empirical covariance 
matrix ∗:







 can be used as a quantity for the accuracy meas-
urement. In addition, the accuracy can also be estimated by 
the following three quantities:
The distance from the mean to the reference vector is:
The mean distance to reference vector is:
The maximum distance to reference vector is:
To conclude the results, the precision and accuracy meas-



































the precision and accuracy are very similar. The maximum 
principal standard deviations are about 0.06 px. The maxi-
mum distance between the mean and the expected value is 
max(d
−m) = 0.026 px in case of a relative shift v = 0.2 px 
along the crack ( ⃗trel =
(
0.01 px; 0.20 px
)T
 ). This devia-
tion can also be seen in Fig. 24 and in Fig. 25. It is much 
greater than the distance between the red point and the blue 
point in Figs. 26 and  27 with v = 0.6 px. Considering all the 
other experiments, the distances between the mean and the 
expected value d
−m
 are below 0.015 px. The mean distance 
to the expected value is about d

≈ 0.05 px in all experi-
ments. The maximum distances to the expected values d̂휇 
are in a range of 0.1–0.2 px.
The reliability is evaluated with the help of the outlier 
ratio. The Gaussian noise added to the images leads to noise 
in the displacements. Sometimes, the wrong base edge is 
determined by Eq. 51 in Appendix B due to noise effects. 
In such cases, outliers appear. Figure 29 depicts the out-
lier ratios of all the experiments. The mean outlier ratio 
is approximately 2%. The highest outlier ratio appears in 
the experiment with t⃗rel =
(
0.05 px; 1.50 px
)T
 . Again, the 
experiment with t⃗rel =
(
0.01 px; 0.20 px
)T
 shows a special 
behaviour, too. It has one of the highest outlier ratios and it 
has a high number of crack triangles that were not detected 
Fig. 25  Simulated shift of v = 0.2  px with different relative transla-
tion directions (from top to bottom); left: scatter plot of relative trans-
lation vectors with the least-squares algorithm for all triangles along 
the crack; center: scatter plot without outliers; blue: reference vector; 
red: mean vector and confidence ellipses with 95  % and 99.73  %; 
right: histogram of the corresponding crack widths; the expected 
value is shown as red vertical dotted line; the kernel density estimate 
(Gaussian kernel) is depicted as magenta dashed line
Fig. 26  Simulated shift of v = 0.6  px with different relative transla-
tion directions (from top to bottom); left: scatter plot of relative trans-
lation vectors with the three-point algorithm for all triangles along the 
crack; center: scatter plot without outliers; blue: reference vector; red: 
mean vector and confidence ellipses with 95  % and 99.73  %; right: 
histogram of the corresponding crack widths; the expected value is 
shown as red vertical dotted line; the kernel density estimate (Gauss-
ian kernel) is depicted as magenta dashed line
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(false negatives). In this case, the small relative shift is 
almost perpendicular to one triangle edge crossed by the 
crack, such that its length rarely changes (smaller than the 
precision of LSM). Because of that, there are two edges that 
have almost constant side lengths. In such cases, it is difficult 
for the algorithm to decide which edge is the baseline for the 
crack width computation. If the wrong side is chosen, the 
computed relative translation vector is an outlier.
In conclusion, the precision and accuracy of the rela-
tive translation vector components is below 0.06 px. Under 
suboptimal conditions, the accuracy may reach values up to 
0.2 px. The ratio of outliers as a measure of reliability is on 
average 2%, but the maximum value is about 7%.
4.4  Statistics of the Crack Widths
After computing the crack width by projecting the relative 
translation vector onto the crack normal (Eq. 28), these val-
ues can also be analyzed statistically. Because of the projec-
tion, the crack normal ⃖⃗n is a further quantity that influences 
the scattering. It is to be expected that the accuracy of the 
crack normal ⃖⃗n is not that high due to discretization errors 
(line fit with the center points of the crack triangle and its 
neighbours, see Appendix C), such that the accuracy of the 
crack widths should be worse than the accuracy of the rela-
tive translation vectors.
Fig. 27  Simulated shift of v = 0.6  px with different relative transla-
tion directions (from top to bottom); left: scatter plot of relative trans-
lation vectors with the least-squares algorithm for all triangles along 
the crack; center: scatter plot without outliers; blue: reference vector; 
red: mean vector and confidence ellipses with 95  % and 99.73  %; 
right: histogram of the corresponding crack widths; the expected 
value is shown as red vertical dotted line; the kernel density estimate 
(Gaussian kernel) is depicted as magenta dashed line
Fig. 28  Precision and accuracy of the relative translation vectors 
for all reference crack widths for the three-point (3p) and the least-
squares algorithm (ls). Left: precision using principle standard devia-
tions from the empirical covariance matrix; center: accuracy using 
principle standard deviations from the covariance matrix with the 
given reference shift as average; right: other quantities for accuracy 
measurement, distance from the mean to the reference relative shift, 
mean distance from the single to the reference relative translation 
vector, and maximum distance to the reference relative shift vector
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The expected crack widths 
r
 are the x components of the 
relative translation vector t⃗rel,ref used for image generation:





 is the crack width of the ith crack triangle; n is the 
number of crack triangles.
The standard deviation of the crack widths s
r
 is used as a 
quantity for precision:
The standard deviation s∗
r
 with the reference crack width 

r














































Figure 30 shows the precision and accuracy of the crack 
widths of all experiments in two charts. The difference 
between the three-point and the least-squares algorithm is 
very small. Considering the experiments with the relative 







 , the preci-
sion and the accuracy values are similar and on a constant 




 , the precision and 





) is an exception, because the 





 ). The expected 
value 
r,y
 is zero, because there are only movements along 
the crack, whereas the mean is greater than zero, because all 
computed crack widths are positive (absolute values), see 
also the histograms in the second rows of Figs. 24, 25, 26, 
and 27. The crack widths are not normally distributed. For 
the shifts in y as well as in x and y, the precision and accu-
racy values are higher in case of higher shifts v. This behav-
iour is expected due to the fluctuation in the crack normal 
estimation. Higher relative shifts should lead to higher 
deviations.
In summary, the precision and accuracy of the crack 
widths is better than 0.10 px for crack widths below 2 px. 
The accuracy and the precision depends on the crack width 
itself. Crack widths up to 5 px can lead to accuracy values 
up to 0.25 px.
4.5  Further Remarks
In real monocular experiments, there are further systematic 
errors. Some of the points are already listed in Sect. 1.3. In 
addition to these points, in case of measurements with induc-
tive displacement transducers as comparing method, clamps 
can cause occlusions.
However, the error analysis in this section only considers 
the computation of displacements as well as the geometric 
analysis and is separated from the other effects mentioned 
in Sect. 1.3 and at the begin of this subsection, although the 
results may be too optimistic.
Fig. 29  Reliability: outlier ratio  in percent for all experiments 
[three-point algorithm (3p) and the least-squares algorithm (ls)]
Fig. 30  Accuracy and precision 
of crack widths
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5  Conclusion and Outlook
This paper presents a strategy to detect cracks and com-
pute their widths in multiple crack structures. The method 
is based on the deformation analysis of triangle meshes. The 
reliability, the precision, and the accuracy are checked using 
different simulated images with known deformations. Crack 
widths can be determined with an accuracy of better than 
0.1 px in most cases, with lesser accuracy up to 0.25 px 
under suboptimal conditions. Further work should concen-
trate on model extensions using angles obtained by least-
squares matching. Another extension could be the rotation of 
the upper part of the triangle. In addition, the accuracy can 
be determined with other reference measurements. A further 
interesting issue would be the application of the algorithm 
on triangle meshes of 3D surfaces.
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Appendix A: Computation of Principal 
Strains of Triangles
This section gives a short overview of the calculation of 
principal strains in triangle meshes according to the work 
of Liebold and Maas (2016). The principal strains of trian-
gles are computed using the coordinates of its vertices in 
the reference and in the subsequent epoch. First, the param-
eters of an affine transformation between the coordinates 
are calculated:
where x, y are the coordinates of the subsequent epoch; 
xref, yref are the coordinates of the reference epoch; aij are 
the affine parameters.
The deformation gradient  is composed of four of the 
affine parameters. It is a product of a symmetric matrix  








a11 + a12 ⋅ xref + a13 ⋅ yref
a21 + a22 ⋅ xref + a23 ⋅ yref
)
,
To compute the polar decomposition, the left Cauchy–Green 
deformation tensor 2 is calculated:
After this, an eigenvalue decomposition of the left Cauchy-
Green deformation tensor is applied:
where  is the eigenvector matrix (orthogonal matrix),  
is the eigenvalue matrix (diagonal matrix), and 
i
 is the ith 
eigenvalue, diagonal element of .
The greater eigenvalue 
2
 is used to compute the principal 
strain s using the square root (Eq. 50). The principal strain s 
is a dimensionless quantity.
In case of cracks running through a triangle, there will be an 
extension and the triangle will thus have a larger principle 
strain s. The direction of the strain is given by the corre-
sponding eigenvector (column of ).
Appendix B: Crack Width Computation 
in Triangles
In this appendix, a short overview of the algorithm according 
to the approach of Liebold and Maas (2018) is given. Between 
the reference and the subsequent epoch, a rigid movement for 
the three vertices of the triangle is assumed, and in case of 
a crack running through the triangle, an additional relative 
translation is added to one of the vertices. Figure 31 shows an 












=  ⋅ .
(48)2 =  ⋅  =  ⋅ T =  ⋅ T.
(49)
2















Fig. 31  Movement of a crack triangle
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First, the rigid transformation concerning all vertices has 
to be separated from the relative translation concerning only 
one vertex. For that purpose, the minimal absolute difference 
of the edge lengths between the reference and the subsequent 
epoch is determined and the corresponding edge is consid-
ered as constant base edge. The indices of the vertices cor-










The remaining index of the triangle belongs to the upper 
point. The coordinates of the two vertices of the base edges 
in the reference and subsequent epoch are used to compute 
the parameters of the rigid body transformation ( ⃗t and ):
where t⃗ the translation vector;  is the rotation matrix.
The formula is extended with the relative translation vec-
tor t⃗
rel
 for the upper vertex ⃖⃗pup:
Then, the upper vertex of the reference epoch is transformed 
in the subsequent epoch using the parameters t⃗ and  . 
According to Eq. (53), the relative translation is computed 
by the difference of the upper point in the subsequent epoch 
and transformed reference point:
The relative shift t⃗
rel
 is composed of a component perpen-
dicular to the crack and another part parallel to the crack t⃗|| , 
see Fig. 32a, b.
(51)




훥di,j = |||| ⃖⃗pj − ⃖⃗pi|| − || ⃖⃗pref,j − ⃖⃗pref,i||||.
(52)
⃖⃗pb1 = t⃗ +  ⋅ ⃖⃗pref ,b1
⃖⃗pb2 = t⃗ +  ⋅ ⃖⃗pref ,b2,
(53)⃖⃗pup = t⃗ +  ⋅ ⃖⃗pref,up + t⃗rel.
(54)t⃗rel = ⃖⃗pup − t⃗ −  ⋅ ⃖⃗pref,up.
The crack width r is the absolute value of the part of the 
relative translation vector t⃗
rel
 that is perpendicular to the 
crack course. It is computed by the scalar projection of the 
relative translation vector t⃗
rel
 onto the crack normal ⃖⃗n , see 
Eq. 55 and Fig. 32b:
The determination of the crack normal ⃖⃗n is described in 
Appendix C. If there is no information about the normal 
direction ⃖⃗n , the translation along the crack t⃗|| can be ignored; 
the crack width is approximately:
The perpendicular part and the parallel part to the crack can-
not cancel each other out. Because of that, the absolute value 
of the relative translation vector ||⃗t
rel
|| can be used as an 
upper bound for the crack width r because 0 ≤ || cos || ≤ 1 . 
The crack width r is an absolute quantity and also has a unit. 
In the image space, it is measured in pixels.
Appendix C: Crack Normal Computation
The crack normal describes the direction that is perpendicu-
lar to the crack course. As a first assumption, the princi-
pal strain direction can be used as crack normal. In case of 
mechanical shear forces, the relative movement between the 
(55)r = ||⃗trel|| ⋅ || cos 훽|| =







Fig. 32  a Transformed reference and subsequent triangle according 
to Liebold and Maas (2018); b components of the relative translation 
vector
Fig. 33  Mechanical shear forces; red: extended triangles; blue: trian-
gles with ||
rel
|| ≤  ; direction of the relative translation vector 
rel
 is 
not parallel to the crack normal ! anymore. This figure is according to 
Liebold and Maas (2018)
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left side and right side of the crack is composed of a perpen-
dicular part and a parallel part, see Fig. 32b. The presented 
algorithm is based on the approach of Liebold and Maas 
(2018).
In case of shear effects, the crack normal can be deter-
mined as follows:
• First of all, the approximate crack width is computed 
with Eq. (56) for each triangle. If the absolute value of 
the relative shift is greater than a threshold ( ||⃗t
rel
|| > 휖 ), 
the triangle is considered as a critical candidate.
• Then, for each critical candidate, all critical triangles of 
the second-order neighbourhood (neighbours and neigh-
bours of neighbours) are determined. Triangles are con-
sidered as neighbours if they have at least one common 
vertex.
• After this, a line fit of the center points of the critical 
triangles is computed.
• The perpendicular on this line is an approximation for the 
crack normal ⃖⃗n (Fig. 33).
In Fig. 34, the line fit is visualized.
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ABSTRACT:
This publication concentrates on the photogrammetric crack width measurement of crack patterns of concrete probes under impact
loading in high-speed stereo image sequences. The presented algorithm works for non-planar specimens with deformations that only
appear tangential to the surface and the method is based on triangle mesh analysis. Experiments were conducted with cylindrical
specimens with an impact load affecting parallel to the main axis of the cylinder.
1. INTRODUCTION
To reduce damage from impact loading due to natural catastro-
phes, buildings and walls can be strengthened with material-
bonded composites. These composites are analyzed in dynamic
tests where photogrammetric deformation measurement tech-
niques are used. High-speed stereo systems offer the possibility
to analyze impact tests due to their high temporal resolution.
For civil engineers, the detection of cracks and the measure-
ment of the according widths are an interesting issue. In recent
years, several publications were contributed in the field of pho-
togrammetric crack width determination. (Dare et al., 2002)
applied edge detection techniques such as the Fly-Fisher algo-
rithm and the Route-Finder algorithm to detect cracks in single
images of crack patterns and also measured crack widths by
the analysis of profiles perpendicular to the crack courses. In






crack edge displacement along the crack course
vertical crack edge displacement

 (1)
where ~tc = crack opening vector
This vector bases on the theoretical modes of fracture refering
to (Irwin, 1958). (Lange, Benning, 2006) measured artificial
targets on concrete specimens with a multi-ocular camera sys-
tem and computed crack widths with a method given by (Görtz,
2004) using averages of displacements in 4-point-elements, also
including the direction of the cracks. However, global rotations
between the epochs were neglected. (Barazzetti, Scaioni, 2009)
presented a 2D image sequence analysis procedure to deter-
mine crack deformations using artificial targets and an orien-
tation frame. (Maas, Hampel, 2006) and (Hampel, Maas, 2009)
used digital image correlation techniques to compute a dense
displacement field and to analyze crack openings in horizon-
tal and vertical profiles. (Liebold, Maas, 2018) show how to
compute crack widths of concrete probes in monocular image
sequences using triangle mesh analysis.
Monocular image sequences can only be used for planar sur-
faces and if the deformations only appear in this plane. The
approach presented in this publication gives an extension to
the work of (Liebold, Maas, 2018). It will be shown how to
detect deformations on non-planar surfaces in triangle meshes
between two epochs. Herein, the triangles are transformed into
2D space using the parametrization of a known surface and are
analyzed with the 2D algorithm of (Liebold, Maas, 2018). A
stereo system is used to measure 3D surface points for each
epoch of the sequence. With the mesh analysis of 3D surface
points, it is possible to work with non-planar surfaces, for ex-
ample, from cylindrical specimen. Another advantage of stereo
systems is the robustness against relative movements between
the object and the camera system. A prerequisite for the algo-
rithm presented here are deformations that are only tangential to
the surface (only opening and in-plane shear). Our experiments
are designed such that this condition is fulfilled. It is assumed
that there is no out-of-plane shear, what means that the z com-
ponent in Eq. 1 is zero.
The next chapter deals with the description of the experimental
setup. In the following part, the method for the crack width
determination is presented. After this, the application in the
experiment is shown. At the end, a conclusion and an outlook
is given.
2. EXPERIMENTAL SETUP
Cylindrical concrete specimens are tested in a gravity-driven
split-Hopkinson tension bar to investigate performance of the
material at high strain rates (Heravi et al., 2019), see Fig. 1.
The height of the specimen is approximately 4 cm.
During the experiment, an image sequence is recorded with a
high-speed stereo camera system consisting of two FASTCAM
SA-X2 cameras (Fig. 2). The frame rate is set to 100,000 frames
per second at an image resolution of 128 × 504 px such that
1 px in image space corresponds to 0.1 mm in object space.
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Figure 1. Gravity-driven split-Hopkinson tension bar and
cylindrical specimen.
Figure 2. High-speed stereo camera system.
3. CRACK WIDTH MEASUREMENT IN 3D
DISPLACEMENT FIELDS
3.1 Preparation and acquisition of the data
First, the inner and the relative orientation of the stereo camera
system is determined in a system calibration. Furthermore,
the surface of the specimen must have a suitable texture for
the matching process. In case of concrete, the surface to be
measured may have to be prepared with an artificial pattern.
During the experiment, an image sequence is recorded. The
first image pair is acquired under zero load without any defor-
mation. The first step of the analysis is the matching of a grid
of points between the stereo image pair and between the epochs
(current epoch to the reference epoch under zero load). For each
epoch, the 3D coordinates are computed by intersection of the
corresponding points in the stereo image pair, see Fig. 3.
For each epoch, all 3D points that could be matched success-
fully in the current time step are triangulated into a mesh using
Delaunay triangulation as it is done in (Koschitzki et al., 2011),
(Liebold, Maas, 2016) and (Liebold, Maas, 2018), see Fig. 4.
3.2 Workflow of the algorithm
Fig. 5 shows the steps of the presented algorithm for the crack
width computation in a flow chart. The single steps of the al-
gorithm are explained in the following sections. The workflow
begins after computing the 3D displacements and the triangula-
tion for each epoch.
Figure 3. Matching in the stereo image pair and between epochs.
Figure 4. Triangle mesh of the 3D points.
Figure 5. Flow chart of the algorithm: ~trel is the relative
translation vector. δ is a threshold. ~ncrack is the crack normal.
3.3 Transformation to 2D
First, the edge vectors between the triangle vertices in the
reference (undeformed) and the deformed state are calculated,
see Eq. 2. The triangle indices are 1, 2 and 3.
~s12ref = ~p2ref − ~p1ref
~s13ref = ~p3ref − ~p1ref
~s23ref = ~p3ref − ~p2ref
(2)
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where ~sijref = vector from vertex i to j (reference state)
and
~s12 = ~p2 − ~p1
~s13 = ~p3 − ~p1
~s23 = ~p3 − ~p2
(3)
where ~sij = vector from vertex i to j (deformed state)
The following two terms are computed for the transformation
in 2D space for the reference state:
dx13,ref = ||~s13,ref || · cos (∠~s12,ref , ~s13,ref )
=




||~s13,ref ||2 − dx213,ref
(4)














For the deformed state, the two terms are:
dx13 = ||~s13|| · cos (∠~s12, ~s13) =




















3.4 Computation of the relative translation vector
In order to compute the relative translation vector in the 2D
space, the algorithm from (Liebold, Maas, 2018) is applied
using the point triples from Eq. 5 and Eq. 7. Fig. 6 shows the
movement of the triangle in 2D. In the deformed state, the upper
point has an additional relative translation.
The edge with the minimal distance change is considered as the
constant base line edge:
b1, b2 = imin, jmin = argmini,j ||||~sij || − ||~sij,ref |||| (8)
where b1 = index of the first base line vertex
b2 = index of the second base line vertex
Figure 6. Movement of a triangle crossed by a crack.
For the base line vertices, a Helmert transformation (rigid trans-
formation with fixed scale) is applied:
~qb1 = ~t2D + R2D · ~qb1,ref
~qb2 = ~t2D + R2D · ~qb2,ref
(9)
where ~t2D = translation vector
R2D = rotation matrix
The Helmert parameters ~t2D , R2D can be computed with the
coordinates of base line vertices in the reference and the de-
formed state.
For the upper point, the formula is extended:
~qup = ~t2D + R2D · ~qup,ref + ~trel,2D (10)
where ~trel,2D = relative translation vector
Figure 7. Deformed and transformed reference triangle. r: crack
width. qj,ref,t: transformed reference points with index j.
The relative translation vector can be computed by reorganizing
Eq. 10:
~trel,2D = ~qup − ~t2D − R2D · ~qup,ref (11)
The norm of the relative translation vector ||~trel,2D|| is used to
detect deformed triangles including cracks.
If ||~trel,2D|| > δ: the triangle is considered as crack candidate
where δ is a threshold depending on the quality of the displace-
ment field. The threshold should be in the order of magnitude
of the precision of the 3D object coordinates.
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3.5 Computation of the crack normal
For each deformed triangle (crack candidate), the deformed tri-
angles of the second order neighborhood (neighbors and neigh-
bors of neighbors) are determined. Neighbor triangles have at
least one common vertex with the crack candidate. Then, a line
fit through the center points of these triangles is computed in
order to determine the line direction ~l, see Fig. 8.
Figure 8. Determination of direction of the crack edge ~l. The
triangle with the strong red color is the triangle which ~l is
computed for. The center points of the triangle and the deformed
neighbor triangles are shown as black points, the deformed
neighbor triangles have a less strong red color. The blue
triangles are undeformed. The fitted line direction vector ~l is
depicted in black.
The normal of the triangle is also needed for the computation
of the crack normal in addition to the line direction:
~ntriangle = ~s12 × ~s13 (12)
The crack normal is calculated using the cross product of the
normal vector of the triangle and the line direction vector, see





Figure 9. The crack normal is perpendicular to the line direction
and the normal of the triangle.
After this, the crack normal is transformed into 2D space.
Therefore, the crack normal can be expressed as a linear com-
bination of the edges in the deformed state:
~ncrack = v1 · ~s12 + v2 · ~s13 (14)










The system is overdetermined such that the reduced form of the












where U0 = reduced matrix of the left singular vectors
S0 = reduced matrix of the singular values
V = matrix of the right singular vectors





= V · S−10 · U
T
0 · ~ncrack (17)
The reconstruction in the 2D system leads to the transformed
2D crack normal:
~ncrack,2D = v1 · (~q2 − ~q1) + v2 · (~q3 − ~q1) (18)
3.6 Computation of the crack width and the horizontal
displacement
The crack width r is calculated by the projection of the relative
translation vector (Eq. 11) onto the normal in 2D as shown in
(Liebold, Maas, 2018):
r = ||~trel,2D|| · ||cosβ|| =
~n Tcrack,2D · ~trel,2D
||~ncrack,2D||
(19)
Furthermore, it is possible to compute the shift along the crack
(in-plane displacement/shear). The absolute value is:
||t|||| =
√
||~trel,2D||2 − r2 (20)














rel,2D · ~t||,2D,temp > 0
−~t||,2D,temp else
(22)
To get the direction in the 3D space, ~t||,2D has to be trans-
formed. First, the system of Eq. 23 has to be solved for ṽ1
and ṽ2. Then, the vector is reconstructed in 3D space and nor-
malized (Eq. 24).
~t||,2D = ṽ1 · (~q2 − ~q1) + ṽ2 · (~q3 − ~q1)
=
(









ṽ1 · ~s12 + ṽ2 · ~s13
||ṽ1 · ~s12 + ṽ2 · ~s13||
(24)
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4. APPLICATION OF THE CRACK WIDTH
DETERMINATION IN THE EXPERIMENT
4.1 Computation of the 3D displacements
The system calibration and the computation of the 3D displace-
ments are done with the commercial software ARAMIS devel-
oped by GOM GmbH. The 3D coordinates and displacements
serve as input for the application of the crack detection and
crack width computation.
4.2 Crack detection and crack width analysis
The algorithm from section 3 is applied on the data. δ is set to
0.02 mm (corresponds to 0.2 px in image space) and defines the
threshold for crack candidates.
Fig. 10 shows color-coded maps of the norms of the relative
translations of the triangles for the first time steps where defor-
mations could be detected. Therefore, the color-code is very
sensitive. The widths are changing in the sequence. After
0.19 ms, the first cracks appear in the visualization. On the far
left, there is an area where it is not sure if there is a crack. Later,
this possible crack closes as other cracks open. The largest
crack at time step of 0.20 ms closes in the following time steps
too, whereas the neighbor cracks become larger.
Figure 10. Crack detection. Visualization of ||~trel,2D|| for each
triangle for some selected time steps at the begin of the crack
opening.
Triangles with ||~trel,2D|| > δ can be merged to a region if there
are neighbors that also fulfill this condition using region grow-
ing, see Fig. 11.
Fig. 12 and Fig. 13 show color-coded visualizations of the
norms of the relative translation vectors ||~trel,2D|| for two later
epochs with 2 cracks. In addition, the histograms of the crack
widths of the two crack areas are depicted. In these histograms,
some statistical values are given: the mean of the crack widths
r, the median rmedian, the maximum crack width rmax, the
Figure 11. Color-labeled regions of triangles with ||~trel,2D|| > δ
at 0.22 ms.
standard deviation of the crack widths σr and the standard de-
viation σr,MAD computed using the median absolute deviation
(MAD) which is more robust against outliers.




















where σr,mad = standard deviation computed with MAD
~r = vector with the measured crack widths
qp = quantile of order p for N (0, 1)
N (0, 1) = standard normal distribution
Figure 12. Color-coded visualization of ||~trel,2D|| for epoch 25
at 0.24 ms. For the two cracks, histograms of the crack widths
are depicted. In addition, the original image of one camera is
shown.
In the histograms, some outliers appear due to uncertainties in
the normal vector computation at the borders of the mesh. An-
other reason for outliers are incorrect matching results that are
influenced by cracks crossing matching patches. Therefore, in
the neighborhood of crack triangles, there are some triangles
that are also detected as crack candidates (||~trel,2D|| > δ) but
have smaller values of ||~trel,2D||.
The diagram in Fig. 14 shows 4 curves: the sum of the mean
crack widths of the crack areas (
∑
rmean), the sum of medi-
ans (
∑
rmedian) and the sum of the maxima (
∑
rmax). In
addition, the total deformation of the sample that is calcu-
lated with the wave analysis in the split-Hopkinson tension
bar is depicted (
∑
rwaveanalysis) to compare the crack widths
with another measurement method. The values of mean and
median are strongly depending on the threshold δ which is
set to 0.02 mm in this experiment because δ defines which
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Figure 13. Color-coded visualization of ||~trel,2D|| for epoch 29
at 0.28 ms. For the two cracks, histograms of the crack widths
are depicted. In addition, the original image of one camera is
shown.
triangles are considered as crack candidates. Crack widths







rmax). Because of that, the val-
ues tends to be smaller than the real value and smaller than
∑
rwaveanalysis, too. In this experiment, there are no fur-
ther external measurements to compare the results of the single
crack width computation because it is very difficult to obtain
single crack widths with other measurement techniques in high
speed tension tests.
Figure 14. Diagram of the sum of crack widths.
Fig. 15 shows the mean standard deviations σr of the crack
widths of each epoch where cracks are detected. Due to outliers,
the mean standard deviation computed with the MAD σr,MAD
is also plotted. σr increases with higher crack widths because
the outliers are small (close to δ) and greater values are more
influenced by these outliers. In contrast, σr,MAD is more or
less stable over the time. σr,MAD is below 0.015 mm (corre-
sponds to 0.15 px in image space) whereas σr reaches values up
to 0.075 mm. Due to the outliers, σr,MAD should be preferred
as a measure of precision.
Figure 15. Means of the standard deviations of the crack width
areas for each epoch.
5. CONCLUSION AND OUTLOOK
This publication presents a strategy for detection of cracks on
concrete specimens with non-planar surfaces in tension tests,
and the computation of the according widths. A prerequisite is
that deformations only appear tangential to the surface. The
accuracy of the crack widths depends on the quality of the
displacement field and is in the same order of magnitude. In
our experiments, accuracies of approximately 0.01 mm were
reached. The next step can be the development of an algorithm
that can determine crack opening vectors for cracks with signif-
icant z-components. Further improvements should also allow to
analyze arbitrary 3D surfaces.
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A B S T R A C T
This publication presents a procedure for the determination of all three components of crack opening vectors
from stereoscopic image sequences of a specimen under load in civil engineering material testing. The method is
based on analyzing stereoscopic image sequences of a concrete specimen with a surface texture, which is suitable
for applying image matching techniques. Spatio-temporal correspondences are established by applying sub-pixel
accuracy area based image matching techniques to a grid of surface points. Data acquisition starts at zero load.
The load is stepwise or continuously increased during the experiment. The surface points are matched between
the stereo images and tracked through each camera image sequence. As an intermediate result, we obtain a set of
3D object surface points for each epoch by spatial intersection. These 3D object points are triangulated into a
mesh. Then, the mesh triangles are tested for deformations by transforming the triangles into 2D space and
computing the norm of the 2D relative translation vector. Connected components of deformed triangles are
determined and crack normals are computed. In the next step, the 3D relative translation vector can be derived
for each deformed triangle. Defining local crack opening coordinate systems for the deformed triangles, the three
components of the crack opening vectors can be computed. The method has been tested and validated in
practical experiments. The technique is capable of quantitatively analyzing cracks with a width of less than one
pixel in image space.
1. Introduction
In civil engineering material testing, the detection of deformations
especially cracks and their widths are very important issues for the civil
engineers. Fig. 1 shows 2 example images of a material test with a
cylindric specimen under tension load where Fig. 1a depicts the re-
ference image under zero load and Fig. 1b shows a later epoch with 2
cracks.
Classical methods as inductive displacement transducers or strain
gauges offer only point-wise measurements whereas photogrammetric
methods are able to observe contactless an extensive area with high
accuracy. Several photogrammetric crack measurement techniques
have been investigated in recent years. If single images should be
analyzed, edge detection methods can be used to determine crack
widths. The application of the Fly-Fisher algorithm and Routefinder
algorithm can be performed to find crack courses and their widths can
be computed by the analysis of perpendicular profiles (Dare et al.,
2002). Other techniques base on the analysis of image sequences that
allow the comparison of a deformed state to an undeformed state.
Benning et al. (2004) used a trinocular camera system to record image
sequences during load tests with concrete specimens. First, displace-
ments of a grid of artificial targets on the surface of the specimens were
determined. Then, crack widths were computed using a method given
by Görtz (2004) that calculates the crack widths in 4-point elements
where rotations between the epochs were not considered. Lange and
Benning (2006) proposed to use a Helmert transformation before
computing the crack widths. Lange and Benning (2006) also described
the modes of fracture according to Irwin (1958) and defined the crack
opening vector tc as follows:
=t
crack width
crack edge displacement along crack course
vertical crack edge displacement
c
(1)
Maas and Hampel (2006) and Hampel and Maas (2009) used a stereo
camera system to compute dense displacement fields. Crack widths
were derived from the analysis of profiles through the displacement
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field. Barazzetti and Scaioni (2009) computed crack widths in mono-
cular image sequences with artificial targets and an orientation frame.
Liebold and Maas (2018) also analyzed monocular image sequences of
concrete specimens with planar surfaces. The displacements of a
random pattern with suitable texture were determined using least-
squares matching. The matching points were triangulated into a mesh.
2D crack opening vectors were obtained by a triangle analysis where
rotations between the epochs were considered. Liebold et al. (2019)
analyzed deformations of cylindric specimens using a stereo camera
system and adapted the algorithm of Liebold and Maas (2018) to obtain
crack widths on the non-planar surface with triangulated 3D object
points. However, the algorithm only works for tangential deformations
(no vertical displacements). Fig. 2 shows a color-coded visualization of
the deformation quantity trel D,2 (Fig. 2a) as well as the connected
components of deformed triangles (Fig. 2b) computed with the algo-
rithm of Liebold et al. (2019) for the cylindric specimen with tangential
deformations from Fig. 1.
This publication proposes an extended algorithm that is able to
compute crack opening vectors with significant vertical components
and continues the work of Koschitzki et al. (2011), Liebold and Maas
(2016, 2018) and Liebold et al. (2019).
The next section presents the algorithm for the determination of the
3D crack opening vectors. After this, an application in a torsion ex-
periment is shown. The following section deals with a validation
measurement to prove the algorithm and at the end a conclusion is
given.
2. 3D crack opening vector
2.1. Image analysis and computation of displacements
First, the inner and relative orientation of the stereo system is de-
termined in a system calibration. Then, a stereo image sequence is re-
corded of a specimen that is deformed in a load test. The first image pair
should be recorded from an undeformed state under zero load. The left
image of the first epoch is the master image where a grid of points is
defined. The corresponding points in the right image and in the stereo
images of each of the following epochs are computed with the sub-pixel
accurate least-squares matching method (Ackermann, 1984) such that
spatio-temporal correspondences are established. The 3D coordinates of
the corresponding points of the stereo pairs are calculated by inter-
section for each time step. For the proof of consistency between the
stereo image pair, the intersection deviation is checked by applying a
threshold. Fig. 3 illustrates the image pairs of two time steps and also
the intersection.
2.2. Detection of deformed triangles
The 3D coordinates that are obtained in the previous step are tri-
angulated into a mesh as it is also shown in Fig. 3. The triangles are now
tested for deformations of their inner geometry. To detect extended
triangles for brittle materials, the norm of the relative translation vector
in 2D space is computed, as it is done by Liebold et al. (2019). An
optimized short overview is given in the following: The first step is the
calculation of the edge vectors sref ij, and sij between the triangle ver-





i j( , ) {(1, 2), (1, 3), (2, 3)}




It is assumed that one of the triangle edges is stress-free and should
have a constant length between the reference and the deformed state
because the material is strain-relieved next to the crack opening.
Therefore, the edge with the minimal distance change is considered as
the constant base line edge with the vertex indices b1 and b2:
= =b b i j argmin s s, , || ||min min
i j




The remaining index is labeled with up. The vertex coordinates of
the deformed state are transformed into the 2D space such that the first
Fig. 1. (a) Image under zero load of cylindric specimen; (b) image of a later
epoch with 2 cracks. The length of the textured area on the specimen is ap-
proximately 4 cm.
Fig. 2. (a) Color-coded visualization of trel D,2 ; (b) 2 connected components of
deformed triangles. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Fig. 3. Matching in the stereo image pair and between epochs as well as tri-
angulation into a mesh. In this example, the specimen is a cylinder with a non-
planar surface.
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For the reference state, the vertex coordinates are also transformed
to 2D (qref i t, , ) such that the center points of the base edges coincide to
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Fig. 4 shows the transformed triangles of the reference and the
deformed state with coinciding base lines.
The 2D relative translation vector is computed by the difference of
the coordinates of the upper vertex:
=t q qrel D up ref up t,2 , , (6)
The norm of the relative translation vector trel D,2 is a quantity for
the detection of deformed triangles including cracks and is proposed for
brittle material. Crack candidates are triangles where >trel D,2 is
fulfilled. Fig. 5 illustrates an example of deformed triangles (red). The
undeformed triangles have a blue color.
The threshold depends on the quality of the displacement field and
should be in the order of magnitude of the precision of the 3D object
coordinates. As a rule of thumb, the object distance that corresponds to
0.1 px in image space is proposed.
There are also some exceptions, for example in case of crack tips or
crack crossings such that the assumption of one stress-free edge is not
valid. However, the algorithm should also work for these special cases.
2.3. 3D relative translation vector
The 3D relative translation vector trel is computed as an important
interim result for each deformed triangle similar to the 2D case. This
allows to measure vertical displacements in contrast to the work of
Liebold et al. (2019). Then in a later step, the 3D crack opening vector
tc can be derived from trel for each deformed triangle. Fig. 6a shows a
block with a triangle and its vertices on the surface. A crack is fore-
shadowed. In Fig. 6b, the block is broken and the right part is shifted
such that the triangle is split into two parts. The 3D relative translation
vector trel is drawn.
2.3.1. Model
Due to the crack opening, the points near the crack can be split into
two parts (set M1 and set M2), see Fig. 7. For both sides of the crack, the
model includes a 3D translation t and a 3D rotation R (rigid trans-
formation). The relative movement of the right part is modeled with a
3D relative translation vector trel that is added for the points of set M2,
Fig. 4. Transformed reference as well as deformed triangle. r is the crack width
(perpendicular distance). According to Liebold et al. (2019) and Liebold and
Maas (2018).
Fig. 5. Deformed triangles where >trel D,2 .
Fig. 6. (a) block in the undeformed state with a triangle on the surface. The
crack is indicated; (b) broken block with 3D shift of the right part. The triangle
is split into two parts. trel is shown for the right vertex. xc, yc, zc: components of
the crack opening vector.
Fig. 7. Broken block with 2 sets of vertices on each crack side. x y z, ,c c c: com-
ponents of the crack opening vector.
F. Liebold, et al.
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subject to + + + =a b c d 12 2 2 2 .
2.3.2. Clustering
Before the computation of the relative translation vector and other
further steps can be done, it is necessary to know which point belongs to
which set. In contrast to the 2D method, it is not enough to use only the
vertices of the deformed triangle (Fig. 6). Due to the 3D rigid trans-
formation, more than 2 points are needed to calculate its parameters.
There are different ways for the classification. One possible method is
called ’base triangle method’ in this publication. First, the triangle edge
with minimal distance change between the reference and the deformed
epoch is determined. It is already done in the step of detection of the
deformed triangles, see Eq. (3). The vertices of the undeformed
neighbor triangle with the same edge belong to the set =M b b b{ , , }1 1 2 3 .
The left over vertex of the deformed triangle belongs to set =M up{ }2 ,
see Fig. 8. This method contains minimal object information.
The second proposed classification method uses more points in the
neighborhood. The neighbor triangles of the deformed triangle, for that
trel should be computed, are obtained. Then, connected components of
the undeformed neighbor triangles are determined, see Fig. 9. If the
deformed triangle is not near the crack tip and is not a node of a union
of 2 or more cracks, 2 sets of connected components should be found.
The corresponding vertices of the 2 sets of neighbor triangles (green
and yellow in Fig. 9) belong to the sets of points M1 (magenta) and M2
(cyan).
As already mentioned, there are some exceptions, for instance crack
crossings or boundary triangles. For such cases, classification can fail
and trel cannot be computed.
2.3.3. Computation using least-squares adjustment
Both presented clustering methods lead to an overdetermination.
Because of that, the least-squares method is used to compute the un-
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The coordinates of the deformed epoch are considered as observations
and t R, as well as trel are unknowns. Furthermore, there is a con-
straint for the quaternions:
+ + + =a b c d 12 2 2 2 (10)
The next step is the linearization of the observation equations. Only
the quaternions are non-linear in the equations such that Taylor’s the-
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R0 is computed using the initial values of the quaternions
(a b c d, , ,0 0 0 0). The linearized constraint equation is:








0 0 0 0 (12)
The vector of unknowns can be expressed as follows:
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0 0 0 0 0
(14)
The linearized observation equations can be written in matrix no-
tation:

















The Jacobian matrix is expressed in Eq. (16). The upper submatrix
contains the terms for the set M1, the lower matrix the terms for the set
M2. n is the number of the points used for the computation and is also
the cardinality of the union of set M1 and set M2. =n M#1 1 is the car-
dinality of the set M1.
Fig. 8. Deformed triangle shown in red and the corresponding undeformed
neighbor triangle of the base edge depicted in green. = +p t pR·ref j t ref j, , , . (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 9. Deformed triangle, for which trel should be computed, is shown in strong
red. The green triangles are neighbor triangles whose vertices belong to M1. The
yellow triangles are neighbor triangles whose vertices belong to M2. (For in-
terpretation of the references to colour in this figure legend, the reader is re-
ferred to the web version of this article.)
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The condition matrix B and the vector of inconsistencies w are ex-
pressed in Eq. (18).
=
=
a b c d
a b c d
B
w
2·(0 0 0 0 0 0)
(1 )










To minimize the residuals in Eq. (15), the Gauss–Markov model is
extended with the method of the Lagrange multipliers k:
= +v v k B x w· 2· · ·d minT T
xd (19)
To solve this, the extended normal equations are used (Eq. (20)). The
parameters of t and trel can be found directly in xd .
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(20)
It is also possible to weight the observations, especially if the second
classification method is used. The weight could depend on the distance
to the center point p
m
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2.3.4. Orientation of the relative translation vector
Connected components of deformed triangles may have trel with
different orientations which means that they have different signs. The
direction depends on the side of the crack on which the vertices of the
set M1 are. In Fig. 10, the case of trel vectors with opposite directions is
illustrated. For the leftest crack candidate, the base triangle (with the
vertices of set M1) is on left side of the crack and for the adjacent crack
candidate, the base triangle is on the other side. This leads to relative
translation vectors with opposite directions and so on.
To orient the vectors in a consistent way, an adapted method of
Hoppe et al. (1992) is applied. First, a graph is built. The graph contains
the triangle center points to the corresponding trel vectors of one con-
nected component of deformed triangles as nodes. The edges of the
graph are either edges between neighboring triangles or the edges of a
Riemannian graph. For each edge, a cost cij is defined depending on the











rel i rel j
, ,
, , (22)
The orientation of the trel vectors is propagated along the minimum
spanning tree connecting the neighboring nodes. trel j, is replaced with
trel j, if <t t· 0rel j rel i, , where trel i, is an oriented neighbor.
2.3.5. Alternative detection of deformed triangles
Section 2.2 already shows a way to determine deformed triangles
analyzing the inner geometry of the triangle using trel D,2 . If only
(small) vertical displacements appear, the algorithm will possibly not
detect the corresponding triangles as deformed (false negatives). An-
other quantity for the detection is the direct use of trel computed with
the ‘base triangle method’ for each triangle. However, there also appear
errors if the base triangle is deformed such that there are false positives.
The combination of both strategies is a possible way to exclude false
positives and false negatives. The following algorithm is suggested:
• trel is computed using the ’base triangle method’ for each triangle
and possibly deformed triangles are detected where >trel 1 ( 1:
threshold). trel D,2 is also calculated.
• For each deformed triangle, the deformed 2nd order neighboring
triangles are determined and the median x of trel including the
candidate itself is computed. In addition, the median absolute de-
viation MAD is used to calculate the robust standard deviation
= MAD1.48· .
• For each deformed triangle, if >t x 3·rel and if
<trel D,2 2, the triangle is filtered out from the potentially de-
formed triangles ( 2: second threshold with 2 1).
2.4. Transformation to the crack opening vector
The vector trel is defined in the coordinate system of the deformed
state. The crack opening vector tc can be obtained by a rotation of trel.
The rotation matrix Rc is composed of the crack normal direction ncrack
(x direction), the direction vector along the crack course t (y direction)
and the vertical direction of the crack edge displacement t (z direc-
tion), see Eq. (23). x y,c c and zc are the components of the crack opening
vector. xc is the crack width, yc is the in-plane shear component and zc is
the out-of-plane shear component (vertical component).














The origin of the crack opening coordinate system is not known. As
an approximation, the origin is shifted to the center of the deformed
triangle. Fig. 11a illustrates the coordinate system of the crack opening
and Fig. 11b shows the decomposition of trel into the components of tc
in the crack opening coordinate system.
In the next subsections, some methods will be given to obtain
n t,crack and t .
2.4.1. Crack course direction
The first intermediate step is the estimation of direction of the crack
course according to Liebold and Maas (2018) and Liebold et al. (2019).
Fig. 10. The direction of the trel vectors of five neighboring deformed triangles
is shown. The trel vectors have opposite directions that depend on the side of the
crack on which the base triangle (and also the set M1) is.
F. Liebold, et al.
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Fig. 12 shows the principle of the estimation. For each deformed tri-
angle, the deformed triangles of the 2nd order neighborhood (neighbors
and neighbors of neighbors) are determined. Then, a line fit through the
center points is performed. The direction of line is labeled with l .
An alternative similar way to estimate the crack course l is a line fit
through the center points of the edges to neighboring deformed trian-
gles instead of the center points of the triangles itself, see Fig. 13.
At the boundaries of the mesh, l is not reliable because there are
less deformed neighbors. These triangles should be considered care-
fully. Border triangles can be determined easily using a half-edge data
structure for the triangle mesh. If a deformed triangle has a halfedge
where no opposite partner halfedge exists, the triangle is at the
boundary of the mesh. Crack crossings can also have a bad influence on
the determination of l such that they also should be considered care-
fully. Crossings of deformed triangles can be detected by the analysis of
the neighborhood. If there are more than 2 connected components of
undeformed neighboring triangles, the triangle can be considered as a
crossing. Fig. 14 illustrates a case of a crack crossing where the high-
lighted blue triangles with the yellow, green and magenta borders are
three connected components of undeformed neighbors. The red trian-
gles are the deformed triangles crossed by cracks (black lines).
2.4.2. Crack normal determination
The vertical direction of the crack opening coordinate system is
perpendicular to the plane of the points of set M1, in which the crack
normal ncrack lays. For the ’base triangle method’, the vertical direction
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For the alternative classification method, a plane fit of the vertices
of the set M1 is performed to get t as the normal of this plane.
l and t are used to determine the crack normal ncrack , see Eq. (25).
As shown in Fig. 15, l t, and t are in the same plane and ncrack is
perpendicular to this plane. Another application of the cross product
leads to the last column vector of the rotation matrix Rc, that defines









= ×t t ncrack (26)
Using Eq. (23), the relative translation vector trel is transformed to
the crack opening vector tc .
3. Application in an experiment
The algorithm (using the ‘base triangle method’) is tested in a tor-
sion test that is conducted on a bone-shaped composite specimen with a
planar surface (Curosu et al., 2017). The experiment is observed with a
stereo camera system. The system calibration of the stereo system and
Fig. 11. (a) crack opening coordinate system. The triangle, for that tc is com-
puted, is depicted in strong red. ncrack is the x direction of the crack opening, t
is the z direction (vertical), t is perpendicular to t and ncrack . l points in the
crack course direction; (b) trel decomposed in the components of tc . (For in-
terpretation of the references to colour in this figure legend, the reader is re-
ferred to the web version of this article.)
Fig. 12. Crack course direction l obtained by a line fit through the center
points of neighboring deformed triangles.
Fig. 13. Crack course direction l obtained by a line fit through the center
points of the edges of the neighboring deformed triangles.
Fig. 14. Crack crossing triangle (strong red) with 3 connected components of
undeformed neighbor triangles (highlighted blue triangles with yellow, green
and magenta boundary). The other red triangles are deformed whereas the blue
triangles are undeformed. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Fig. 15. Determination of the crack normal ncrack . The triangle, for that tc is
computed, is depicted in red. The base triangle is colored green.
= +p t pR·j ref t j ref, , , . (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
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the determination of 3D displacements are performed with the com-
mercial software VIC-3D from the company Correlated Solutions, Inc
(version 8, https://correlatedsolutions.com). The measuring area is
×12 cm 4 cm that corresponds to ×1200 400 px in image space. The
grid size of the matching points is set to 7 px. Systematic errors due to
relative rotations caused by the torsion of the specimen are ignored. For
the detection of deformed triangles, the algorithm of Section 2.2 is used
where is set to 0.025 mm.
Fig. 16a depicts a color-coded visualization of the trel D,2 values. A
large vertical displacement is visible for the crack with the red triangles.
Fig. 16b shows the trel vectors exaggerated with a scale factor of five for
the deformed triangles whereas Fig. 16c depicts the components of tc
vectors (x: red, y: green, z: blue, scale factor: 5). The trel vectors as well
as the z components of the tc vectors show clearly that a torsion is
applied on the specimen. Some wrong components are visible at the
border of the mesh and at nodes of crack crossings as a consequence of
errors in the crack course determination as it is already described in
Section 2.4.1.
4. Validation measurement
To validate the algorithm, an experimental setup with two plates
(each with ×10 cm 8 cm) connected with a microscope stage is de-
signed, see Fig. 17.
One of these two plates is connected to a part of the microscope
stage that can only be shifted in the vertical direction (z direction). This
shift is measured with an inductive displacement transducer (LVDT,
Fig. 18a) with a maximum permissible error of + L0. 4 µ m 0. 8· µm (L
in mm). The other plate is fixed with a part of the microscope stage that
can be shifted in both horizontal directions (x and y) using two mi-
crometer screw gauges with a resolution of 0.01 mm (Fig. 18b). The
maximum permissible error is not known but a typical value is 4 µm for
micrometer screw gauges of a range of 25 mm.
The tops of both plates are signalized with a random pattern and the
relative movements are observed by a stereo camera system consisting
of 2 cameras of the type AVT Manta G-125 with CCD sensors that have a
resolution of ×1292 964 px and a pixel pitch of 3.75 µm. Thus, 1 px in
image space corresponds to approximately 0.1 mm in object space. The
accuracy of the micrometer screw gauges and the LVDT is thus in the
same order of magnitude as the expected accuracy of the measurements
from the stereo camera.
× ×4 4 8 different relative positions of the plates (in x, y, z) are
performed. ×4 4 measurements in the x-y-plane at 8 levels of heights.
The specified order of the measurements in the x-y-plane is shown in
Fig. 19. The first measurement is defined as reference (undeformed)
epoch such that × ×4 4 8 1 relative shifts (also called epochs) could
be analyzed.
The x and y shifts are measured with the 2 micrometer screw gauges
and the z shifts are measured using the LVDT. These values are con-
sidered as expected values. The system calibration of the stereo cameras
and the computation of 3D displacements (Section 2.1) is done with the
commercial software GOM ARAMIS, a commercial software of the
company GOM GmbH (version 2016 hotfix 8, website: www.gom.com/
). The grid size of the matching points is set to 20 px.
The deformed triangles of the gap between the plates are de-
termined and the crack opening vectors are computed using the algo-
rithm of Section 2 (using the ‘base triangle method’). More than 100
crack triangles are detected that should have the same relative trans-
lation vectors (Section 2.3) and also the same crack opening vectors
Fig. 16. (a) color-coded visualization of trel D,2 for each triangle. (b) visuali-
zation of trel (magenta, scale factor 5) for the deformed triangles; (c) compo-
nents of tc (xc: red, yc: green, zc: blue, scale factor 5).
Fig. 17. Experimental setup.
Fig. 18. (a) inductive displacement transducer (LVDT) for the measurement of
the vertical shift; (b) micrometer screw gauge.
Fig. 19. Specified order for the measurements in the x-y-plane (one height
level).
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(Section 2.4, ‘base triangle method’) for each epoch. Fig. 20 shows a
color-coded visualization of the deformations ( trel D,2 ) and the 3D trel
vectors (for the deformed triangles, magenta arrows) of one of the
× ×4 4 8 1 measurements that are done.
The relative translation vector trel is an important interim result
such that the behavior of this vector is analyzed first. Fig. 21 depicts the
scattering of the trel vectors for each crack triangle (cluster) and for all
epochs (positions) with different random colors. Variations of the
measurements between the positions are rarely visible.
To quantify the scattering, some statistical values are determined.
The mean vectors ( trel m, , Eq. (27)) of the clusters and the covariance
matrices are computed using Eq. 28 (Appendix A). Outliers are rejected
using the Mahalanobis distance (Eq. (29)). Fig. 22 shows the confidence
ellipsoids of all positions where similar sizes are visible.
Due to the transformation from trel to tc (Eq. (23)), tc shows another
behavior. Fig. 23 depicts the scattering of the tc vectors for all posi-
tions. For the estimation of the crack course l , the first method of
Section 2.4.1 is applied.
The statistic values are computed for the tc vectors, too (see
Appendix A, tc m, is the mean, µ tc is the expected vector). Outliers are
also removed and the confidence ellipsoids are calculated. Fig. 24
shows these ellipsoids (confidence level 95%) of the tc vectors for all
epochs (positions). The sizes differ and depend on the height and also
on the distance to the origin of the coordinate system. The largest
variances of the ellipsoids are in x direction for heights larger than
1.25 mm. Below this, the major axes point in z direction. In addition to
Fig. 20. Color-coded visualization of the mesh of an example relative shift
between the plates. The magenta arrows show the measured trel vectors with a
scale factor of 5. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)
Fig. 21. Scattering of trel for each of the × ×4 4 8 1 relative shifts of the
plates. Each position has a random color.
Fig. 22. Confidence ellipsoids of the trel vectors (confidence level 95%) for each
of the × ×4 4 8 1 relative shifts of the plates.
Fig. 23. Scattering of tc for each of the × ×4 4 8 1 relative shifts of the
plates.
Fig. 24. Confidence ellipsoids of the tc vectors for the × ×4 4 8 1 relative
shifts of the plates and the error vectors (blue, scale factor 10). (For inter-
pretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)
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the ellipsoids, the differences to the expected values (from the micro-
meter screw gauges and the LVDT) are depicted as blue arrows with
scale factor 10. Some systematic errors are still visible because there is a
preferred direction of the error arrows that mainly points in x direction.
The absolute deviations are analyzed in Fig. 26.





derived from the covariance matrices





epochs where the different background colors correspond to the 8 levels
of heights z. The maximum principal standard deviations s
max t, rel
of the
relative translation vectors trel are on a constant level between
0.014 mm ( 0.1 px in image space) and 0.02 mm ( 0.2 px), whereas the
values for s
max t, c
depend on the height with values up to 0.037 mm
( 0.4 px) for the largest z components but also depend on the length of
tc itself. This behavior is also visible in Fig. 22 and Fig. 24. The relation
to the height and the length of tc itself is caused by the transformation
step from trel to tc (Eq. (23), Section 2.4) and thus to the fluctuation of
the crack course direction l .
For the evaluation of the accuracy, two differences to the expected
values are computed: t µrel m t, c and µ tt c m,c . The corre-
sponding graphs are plotted in Fig. 26. For the trel vectors, only the
lengths can be compared to the expected values such that
t µrel m t, c is computed and visualized. Looking at Fig. 26, the
deviation depends on the height. For small heights (<0.25 mm), the
deviations are below 0.004 mm ( 0.04 px). The maximum deviation is
about 0.017 mm ( 0.2 px) for =z 1.86 mm. Reasons could be scaling
and alignment errors. Considering the crack opening vectors tc , the
components can be compared directly to the expected values. In Fig. 26,
the distance between the mean and the expected vector µ tt c m,c is
plotted. It shows a similar behavior as t µrel m t, c due to the error
propagation but the deviations are larger with values up to 0.027 mm
( 0.3 px).
As mentioned in Section 2.4.1, there is an alternative for the esti-
mation of the crack course l . Fig. 27 depicts the maximum principle
deviations of tc and distance of the mean of tc to the expected vector
µ t
t c m,c
for application of second method of Section 2.4.1. The
behavior is similar to the first method for the crack course estimation
( l ).
In conclusion, the trel vectors are more precise than the tc vectors
and the algorithm works fine but the small systematic errors leave room
for further investigations.
5. Conclusion and outlook
This publication presents an algorithm to compute crack opening
vectors for deformed triangles in a triangle mesh based on a displace-
ment field. The developed method is applied on a specimen in a torsion
test where vertical displacements appear and are detected. The algo-
rithm is validated in an experiment with two plates having known
opening vectors. The precision of trel and tc is evaluated with principal
standard deviations where trel is more precise with maximum principle
standard deviations up to 0.02 mm. In contrast to trel, the maximum
principal standard deviations for tc depend on the vertical component
of tc and are in the range of 0.013 mm and 0.037 mm. The maximum
values appear for a vertical displacement of mm1.9 . Considering the
accuracy, deviations to the comparison measurement up to 0.028 mm
for a vertical displacement of mm1.9 are measured. For smaller vertical
displacements, the distances to the expected values are below 0.02 mm.
Future work could concentrate on the improvement of the de-
termination of the crack opening coordinate system in order to be more
precisely. In addition, the model can be extended with a relative rota-
tion.
Declaration of competing Interest
None.
Fig. 25. Precision shown with the largest principal standard deviations of trel
and tc . The indices of the positions correspond to the 8 levels of heights ( z)
visualized with different background colors. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of
this article.)
Fig. 26. Accuracy is evaluated with t µrel m tc, and µ ttc c m, . The in-
dices of the positions correspond to the 8 levels of heights ( z) visualized with
different background colors. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
Fig. 27. Precision of tc shown with the largest principal standard deviations
and accuracy evaluated with µ ttc c m, for second method of the crack course
estimation. The indices of the positions correspond to the 8 levels of heights
( z) visualized with different background colors. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web
version of this article.)
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Appendix A. Appendix
A.1. A statistical analysis of 3D measurements
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Multivariate outliers are detected using the Mahalanobis distance (Eq. (29)) that is distributed according to the 2 distribution. The confidence
level 1 is set to 0.9973 according to the 3- rule in the 1D case.
=MD x x x x x( ) ( ) · ·( )~i i m
T
i m b
2 1 2 (29)
where b = dimension (here b = 3)
xi is considered as an outlier if >MD x( )i b
2
,1
2 where is the significance level. The outlier rejection is done iteratively. In each iteration, the
maximal MD x( )i2 is computed and if it is greater than the threshold ( b,1
2 ), the observation is rejected. Otherwise, the process stops. Then, the next
iteration begins with recomputing the mean and the covariance matrix.
The covariance matrix can be analyzed using the eigenvalue decomposition (Eq. (30)). The principal standard deviations s s s, ,1 2 3 are computed
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
             










































              


    
              







    








                
   












                    

















                  
        














             
 











           
   














               
                
            





                 








                
              








              
   
            
                


            












       


          
        

            











              

              
 








              
                      
          










    
             
               














               













      
 
       


             
    












     
      
 













           








                   

  
                  
















               












              













                

                      




                 
                


                

              




                  

              


            
               

                        














            

          


           











           


    
              

                    
            

       










         






              
    

                    


            
                

            
               























              
               









                
  

                     












                  
             


        
            

 






                  

                 








                  

                     





              






                    
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