The brain's default network (DN) deactivates when participants focus externally to perform a task, and activates for internally referenced mental states such as mind wandering and autobiographical memory. Processing in the DN is thought to represent the highest levels of information integration, and changes to their responses are implicated in many psychological disorders. Recent findings indicate that signals in the DN carry visual memory information, but the functional role of DN deactivations in particular remains unclear. Here we show that BOLD signal decreases in the DN are tuned to the spatial location of visual stimuli. The visual selectivity of these deactivations was similar to that of concurrent activations in the frontal and parietal regions of the multiple demand network. Furthermore, visually selective deactivations allowed us to decode the location of a visual stimulus from DN nodes, demonstrating that the DN contains functional representations of the visual field. Our results indicate that responses in the DN are pinioned to responses in the visual system, providing a candidate organization for the mnemonic functionality of the DN. Our results suggest that the DN may utilize sensory reference frames for higher-level cognition such as autobiographical memory and social thought.
Introduction
The Default Network encompasses around 40% of the human neocortical surface, and activates when a diverse set of highlevel cognitive acts take place (Raichle, 2015) . Among these are autobiographical memory, navigation, future planning, and social reasoning (Mars et al., 2012; Gerlach, Spreng, Madore, & Schacter, 2014; Spreng, Mar, & Kim, 2009; Fox, Foster, Kucyi, Daitch, & Parvizi, 2018) . In accordance with this crucial role of DN function in high-level cognition, alterations in DN responses are implicated in a host of clinical disorders (Padmanabhan, Lynch, Schaer, & Menon, 2017; Pomarol-Clotet et al., 2008; Hafkemeijer, van der Grond, & Rombouts, 2012) . Recent research shows that signals in the DN reflect neural mechanisms implementing visuomnemonic function (Sestieri, Shulman, & Corbetta, 2010; Lee, Chun, & Kuhl, 2016; Guerin, Robbins, Gilmore, & Schacter, 2012) , but the computational structure implemented by the DN is unknown. We investigated this computational structure by focusing on the well-documented deactivations that occur in the DN when participants focus on sensory information to perform a task (Raichle, 2015) . We performed a visual mapping fMRI experiment at ultra-high field (7 Tesla) in which a bar-shaped stimulus systematically traversed the visual field in different directions. There was no significant difference between accuracy, reaction time and gaze variability as a function of the bar stimulus locations. c-d. BOLD signal time-course from a single V1 voxel. This response is best explained by a spatially selective model (green line, implemented as spatially localized Gaussian kernel with a positive amplitude) than by a simple task on/off model (red line). e-f. BOLD signal time-course of a single angular gyrus voxel. Contrary to V1 responses, BOLD signals decreased when a stimulus was presented within the voxels pRF. This response is best explained by a spatially selective model (a Gaussian kernel with a negative amplitude, green line), rather than by the task on-off model.
Results
Participants performed a two-alternative forced-choice color discrimination task on the stimulus (Figure 1a ) titrated to be equally demanding throughout the visual field (Figure 1b ). Across participants, there was no difference in task performance (F(2,10) = 1.347, p = .304, η 2 = .198) or reaction time (F(2,10) = 0.121, p = .887, η 2 = .003) for different locations of the visual stimulus. In addition, we verified that the bar stimulus did not induce eye movements, as the variability in gaze direction did not depend on the direction of the visual stimulus (F(1,10) = 0.222, p = .657, η 2 = .018), for all bar stimulus eccentricities. These results show that task difficulty and attentional load did not change as a function of stimulus location and rule out the possibility of confounding task-related signals with spatially selective signals. Turning to the recorded BOLD responses, Figure 1c shows the timecourse of visual stimulation and the resulting BOLD fluctuations from a single cortical location in primary visual cortex. As expected in this brain region, the structured visual input caused BOLD increases only when the stimulus was present within a circumscribed region of the visual field (see Figure  1d) , mathematically modeled as a population receptive field (pRF) (Dumoulin & Wandell, 2008; Dumoulin & Knapen, 2018) . This spatially selective model shows an excellent approximation to the BOLD signal time-courses (across-runs average cross-validated (CV) R 2 =0.82), compared to a model that has no visual field selectivity and only encodes stimulus/task presence (CV R 2 =0.10). We then applied identical analyses to BOLD signals arising in the DN, from the same recordings. Figure 1e shows an example signal timecourse from the lateral parietal angular gyrus and illustrates the strong BOLD signal decreases observed whenever a stimulus was presented. Our spatially non-selective model fit the deactivations of this cortical location during stimulus presence (CV R 2 =0.15), confirming that it is not only anatomically but also functionally part of the DN. However, the strongest deactivations are not captured by this spatially nonselective model. We therefore fit a spatially selective model that implements a negative population receptive field (Figure 1f) . This model captures the specific temporal structure of deactivations, showing much better cross-validated prediction performance than the spatially non-selective model (CV R 2 =0.63). These results indicate that DN negative BOLD responses encode visual location, which can be computationally formalised as a spatial pRF of negative amplitude. This pattern of results was typical for recordings from the DN, and we selected only voxels where the spatially selective model outperformed the non-selective model for further analysis. Figure 2 shows inflated and flattened cortical surface depictions of the predictive power of our spatially selective model, colored based on whether they result from activations (orange colormap) or deactivations (blue colormap). The spatial distribution of activations across the cortical surface confirms earlier findings of visual selectivity in parietal and frontal cortex (Swisher, Halko, Merabet, McMains, & Somers, 2007; Mackey, Winawer, & Curtis, 2017) . The spatial distribution of deactivations on the other hand corresponds well with the locations of DN nodes in parietal and frontal brain regions as found in resting-state experiments which used large populations of participants (Glasser, Coalson, Robinson, & Hacker, 2015; Yeo et al., 2011) . Across participants, there was some variability in the exact locations of the clusters of negative pRFs. These individual-level specificities of deactivations are reminiscent of recent findings showing fine-grained connectivity between DN nodes (Braga & Buckner, 2017) . Having shown that cortical locations in the DN represent visual field locations, we then asked if the pattern of deactivations within separate DN nodes encodes the location of a stimulus in the visual field (Figure 3) . Specifically, we used pRF parameter estimates from a given cortical region as an explicit encoding model. We then used a recently developed Bayesian decoding algorithm (van Bergen, Ma, Pratte, & Jehee, 2015) to calculate the most probable stimulus pattern given the structure of BOLD responses across voxels in a test dataset, separately for every TR (Figure 3a) . Performing this analysis results in movies of inferred stimulus representations for the entire experiment (Figure 3b-c) . We quantified the fidelity of a brain regions representation of visual field location of a stimulus by means of the correlation between the actual stimulus location and the inferred stimulus location. Figure 3d shows that stimulus position can be decoded from known parietal and frontal retinotopic areas (two-tailed t-test on median across CV folds, sPCS: t(5)=5.48, p=0.003, iPCS: t(5)=4.13, p=0.009, SUP PAR: t(5)=6.86, p=0.001), reflecting their visuospatial organization. The same analysis, performed on DN nodes, found significant correlations between actual and decoded stimulus position (ANG: t(5)=4.80, p=0.005, MED PAR: t(5)=3.264, p=0.022, SUP MED FR: t(5)=4.13, p=0.009, Figure 3e ). In sum, we find significant decoding performance for DN nodes with a fidelity similar to that of known retinotopic regions in higher-level visual cortex (Figure 3f ).
Discussion
These results indicate that DN areas encode relatively detailed visual location information by means of their deactivations. The DN is thought to constitute one extreme of a gradient leading from primary sensory and motor regions to transmodal association cortex (Buckner & Krienen, 2013; Margulies et al., 2016) . What would be the use of the brain representing visual location in these high-level regions that integrate across sensory modalities? We offer two potential and non-exclusive computational roles for this neural signature. First, the signal increases of these DN regions in memory (Sestieri, Shulman, & Corbetta, 2017) and social semantic information processing (Huth, de Heer, Griffiths, Theunissen, & Gallant, 2016) indicate that the DN activates for computations that emphasize internally instead of externally oriented information processing. The balance between the multiple demand and default networks could serve to tune processing either outwards or inwards, i.e. towards incident sensory information or, conversely, towards memory-based and/or egoreferenced processing. Our results suggest that sensory space, and visual space in particular, could serve as a shared reference frame for this interaction between networks. Second, there is abundant evidence from sensory processing that the interplay between activations and deactivations can serve to decorrelate neural responses to input patterns (Barlow, 1961) and increase processing efficiency by means of predictive coding (Srinivasan, Laughlin, & Dubs, 1982) . Especially in the matching of multiple input patterns there is inherent computational benefit to representing what is not there, as opposed to solely representing what is there (Goncalves & Welchman, 2017) . The DN is ideally suited to perform this type of matching operation on the level of transmodal association (Margulies et al., 2016) and memory (Sestieri et al., 2017) . Our results suggest that the spatial arrangement of Figure 3 : Decoding of visual location. Using a forward model, we decoded the location of our visual stimulus in a crossvalidated fashion. a. pRF fits from a training set were combined with voxel time-series from an independent test set. b. We computed the most likely spatial stimulation based on the pattern of voxel responses on every time point, example from visual area V2. c. These images were then rotated relative to the bars direction, averaged first across stimulus directions, and then across the direction perpendicular to the stimulus. The center of mass of the resulting spatial distribution for each timepoint was taken as the decoded bar position (after shifting by the haemodynamic delay of the BOLD response). d. Known high-level retinotopic maps in parietal and frontal cortex show a strong correlation between actual and decoded stimulus position. e. DN regions allow decoding of visual stimulus location based on their BOLD signal decreases. f. Decoding results across regions and participants. Error bars represent the standard error of the mean across participants and CV folds.
sensory inputs may be inherited by the DN to frugally support higher-level cognition.
