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Abstract
We use hydrodynamics techniques to study the large deviations properties of the McKean–
Vlasov model with singular interactions introduced by C3epa and L3epingle (Probab. Theory Re-
lated Fields 107 (1997) 429). In a general framework, we prove upper bounds and exponential
tightness, and study the action functional. The study of lower bounds is much harder and requires
a uniqueness result for a class of nonlinear evolution equations. In the case of interacting Orn-
stein–Uhlenbeck particles, we prove a general uniqueness statement by extending techniques of
Cabannal-Duvillard and Guionnet (Ann. Probab. 29 (2001) 1205). Using this result we deduce
some lower bounds for interacting particles with constant di$usion coe>cient and general drift
terms.
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1. Introduction
In their paper, C3epa and L3epingle (1997) introduced a system of di$using particles
on the real line that interact through mean Beld electrostatic repulsion. The particles
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are governed by the following system of stochastic di$erential equations:
dX it = (X
i
t ) dB
i
t + b(X
i
t ) dt +
2
N
∑
j =i
dt
X it − X jt
; i = 1; : : : ; N
under the condition
X 1t 6 · · ·6XNt ; 06 t ¡∞; X i0 = xi0; i = 1; : : : ; N; (1)
where x106 · · ·6 xN0 are given real numbers and ∈R+. The interaction is due to the
logarithmic (singular) potential given by
 (x) =− 
N
∑
i¡j
log(xi − xj)
on the domain {x1 ¡ · · ·¡xN} and  (x) = +∞ elsewhere. The authors prove, by
using the results on multivalued stochastic di$erential equations of C3epa (1998), strong
existence and uniqueness of a continuous solution X of (1), for arbitrary Lipschitz
coe>cients  and b, and N ∈N\{0; 1}.
System (1) is an example of a McKean–Vlasov model with singular interactions, and
generalizes the spectral measure process of some matrix-valued di$usions, as well as
models of non-colliding Brownian motions. See for instance Chan (1993), on Ornstein–
Ulhenbeck matrix-valued processes in connection with the Wigner law, Rogers and
Shi (1993), and the more recent work of Cabannal-Duvillard and Guionnet (2001) on
Hermitian Brownian motion and other matrix processes. The mentioned models corre-
spond to (1) when b is linear a>ne and  = 1=
√
N is constant (this dependence on
N avoids collisions between particles and the explosion of the drift; it is no longer
necessary in C3epa and L3epingle, 1997, where collisions may occur). One further ex-
ample is Dyson’s model for the eigenvalues of unitary random matrices, consisting of
interacting Brownian particles on the circle (see C3epa and L3epingle, 2001, for this and
further examples and references).
We denote by P(R) the space of probability measures on R (endowed with the
usual weak topology). The present work concerns the large deviations properties of
the empirical process N of system (1), that is, the process
Nt =
1
N
N∑
i=1
X it ; 06 t6T; (2)
deBned on the space C([0; T ];P(R)) for all T ¿ 0.
The main di>culty in dealing with model (1) is the non-continuity of the mean
Beld term as a function of the empirical measure Nt : it is equal to the principal value
integral of Nt with respect to 1=x. This prevents one from adopting a direct trajectorial
approach, or an argument in the line of Dawson and GOartner (1987) by comparing the
system with independent particles.
We will thus use here hydrodynamics techniques (see Kipnis, et al., 1989). These
turn out to be useful in constructing the action functional and obtaining upper bounds
on compact sets. On the other hand, one can get exponential tightness by following
classical arguments of Dawson and GOartner (1987), and this yields upper bounds for
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all closed sets. This is a standard procedure, and we will need only to assume the
weak convergence of the initial conditions N0 to a probability measure m in P(R),
together with some uniform control of moments.
The proof of lower bounds is a much harder issue, and is closely related to a
non-trivial analytical problem. To be more precise, let us recall that C3epa and L3epingle
(1997) proved (for a particular choice of N0 ) that the empirical process (1) has weak
accumulation points  as N → ∞, which are solutions in C([0; T ];P(R)) of the
following integro-di$erential equation:
〈t ; f〉= 〈m;f〉+
∫ t
0
〈s; 122f′′ + bf′〉 ds
+ 
∫ t
0
∫∫
f′(x)− f′(y)
x − y s(dx)s(dy) ds; (3)
for suitable test functions f. The solutions of (3) are indeed minimizers of the action
functional we shall construct, and we will see that every point  in its domain satisBes
a similar equation, with an additional drift term h(s; x) having “Bnite energy” with
respect to . When h is bounded and regular, the hydrodynamics techniques tell us
how to get a local lower bound around , if  is the unique solution of the equation
associated with h.
The uniqueness problem that arises has turned out to be hard to treat in this model,
and not much is known in this generality. (A uniqueness result has been obtained by
Fontbona, 2003, but when  is known to have a density.)
C3epa and L3epingle (1997) proved uniqueness for (3) in the case of  constant and
b a>ne but their method does not allow them to consider a non-homogeneous drift
h(s; x). Our main result is the uniqueness statement for Eq. (3) for this choice of
coe>cients  and b, plus a drift h belonging to a general class of bounded regular
functions. We will prove this by adapting an argument due to Cabannal-Duvillard and
Guionnet (2001) for a nonlinear equation with the same nonlinearity and the same h’s,
but valid only when =b=0. This extension is not straightforward. As a consequence
we also get a simpler proof of the uniqueness result of C3epa and L3epingle (1997).
We will then obtain some local lower bounds for the case of a constant di$usion
term and general drifts. These include Ornstein–Uhlenbeck interacting particles, and
particles with drifts which are bounded and have bounded derivatives. We face addi-
tional technical di>culties here, since in order to fully exploit our uniqueness result,
we need to deal with a Girsanov transform involving a non-bounded drift term.
Let us establish some notation:
• C1;2 is the set of real functions on [0; T ]×R with continuous derivatives up to the
Brst order in t ∈ [0; T ], and up to the second order in x∈R. C1;2b is the subspace of
C1;2 of bounded functions with bounded derivatives of the same order, and C1;20 the
subspace of functions with compact support. By f′(t); f′′(t) we denote the spatial
derivatives of f(t; ·).
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• P(R) is the set of probability measures on R, endowed with the weak topology.
We denote by MT the set C([0; T ];P(R)) endowed with the topology of uniform
convergence. For ∈MT and t ∈ [0; T ] we denote by t marginal of  at time t.
• For m∈P(R) and a measurable function : R→ R we write 〈m;〉 := ∫ (x)m(dx).
• P is the standard Wiener measure on C([0; T ];RN ).
• The quadratic covariation of a pair (Y; Z) of continuous real semi-martingales will
be denoted by 〈〈Y; Z〉〉, and we write 〈〈Y 〉〉 := 〈〈Y; Y 〉〉.
2. Preliminaries and main statements
We will assume the following hypothesis throughout this work:
H0:  and b are locally Lipschitz continuous functions and there exists 0¡C ¡∞
such that
|b(x)|+ |(x)|6C(1 + |x|); for all x∈R:
Let us recall the main result on system (1) obtained by C3epa and L3epingle (1997):
Theorem 2.1. For every N ∈N \ {0; 1}; ¿ 0; −∞¡x106 x206 · · ·6 xN0 ¡∞ and
 : R → R; b : R → R satisfying H0, there is a unique X = (X 1; X 2; : : : ; X N )
which is a strong solution of the stochastic di?erential system (1). Further, for
all 0¡T ¡∞ and i=2; : : : ; N one has E ∫ T0 ∑j¡i ds=(X is −X js )¡∞, so X is a con-
tinuous semi-martingale. Finally, the set {t ∈ [0; T ]: ∃16 i¡ j6N s:t: X it = X jt } of
times at which collisions occur has P-a.s zero Lebesgue measure.
We are interested here in the empirical measure process associated with X , that is,
the MT -valued random variable deBned for each N ∈N\{0; 1} by (2).
Let us denote by PN (R) the set of probability measures on R having the form
(1=N )
∑N
i=1 yi , with (y
1; y2; : : : ; yN )∈RN . Every mN ∈PN (R) determines a unique
solution X of (1) with an initial condition X0 = (x
1;N
0 ; x
2;N
0 ; : : : ; x
N;N
0 ) such that x
1;N
0 6
x2;N0 6 · · ·6 xN;N0 , and
mN =
1
N
N∑
i=1
xi; N0 :
We will denote by PmN the law induced by 
N in MT when N0 = mN ,
PmN := P ◦ (N )−1:
Let now m∈P(R) be an arbitrary probability measure. We assume in the sequel
H1: mN is a sequence weakly converging to m in P(R), and N0 = mN for all N ∈N.
Next, we state our main results. In Sections 3 and 4, we shall prove
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Theorem 2.2. Suppose that H0 and H1 hold. There exists a positive, proper lower-
semi-continuous function Jm on MT , which is minimized in every solution ∈MT of
(3), and such that
lim sup
N
1
N
logPmN {N ∈K}6− inf∈KJm() (4)
for every compact set K of MT . If furthermore the probability measures mN have
Bnite logarithmic moments uniformly in N, then the sequence (PmN ) is exponentially
tight, the action functional is good and (4) holds for every closed set of MT .
Let us introduce the following class of regular “magnetic Belds”, introduced by
Cabannal-Duvillard and Guionnet (2001):
MF∞ :=
{
H∈C1;2b ∩ C([0; T ]; L2(R)) s:t ∃C; c∈R+; sup
t∈[0;T ]
|Hˆ (t; $)|6Ce−c|$|
}
;
where Hˆ is the Fourier transform (in the space variable) of H . In Section 6 we will
prove
Proposition 2.1. Let ; %; &∈R, and h= H ′, with H ∈MF∞.
(i) Assume that m has a Bnite logarithmic moment. Then, there exists ∈MT such
that
〈t; f(t; ·)〉= 〈m;f(0; ·)〉
+
∫ t
0
〈
s;
@
@s
f(s; ·) + 12 2f′′(s; ·) + (%x + &)f′(s; ·)
〉
ds
+
∫ t
0
〈s; h(s; ·)f′(s; ·)〉 ds
+ 
∫ t
0
∫∫
f′(s; x)− f′(s; y)
x − y s(dx)s(dy) ds (5)
for all f∈C1;20 .
(ii) If further m has a Bnite Brst-order moment, or if m is arbitrary and %= 0, the
solution of (5) is unique.
Let us consider the condition
H′0:  = 0; S% are real numbers, b1: R → R is a bounded function with bounded
continuous derivative, and for all x∈R
(x) =  and b(x) = S%x + b1(x):
Thanks to Proposition 2.1, in Section 7 we will Bnally prove
Theorem 2.3. Assume that 〈m; x2〉¡∞, and that H1 holds, with in addition the con-
vergence of the second-order moments. Further suppose that H′0 is true. Then, for all
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open sets ( we have
lim inf
N
1
N
logPmN {N ∈(}¿− inf∈(∩)Jm(); (6)
where ) is the set of all ∈MT that satisfy the Eq. (5) for some pair (%; &)∈R2
and some H ∈MF∞.
3. Upper bounds and exponential tightness
We begin by associating with N a class of real processes. For each function f in
C1;2, by Theorem 2.1 and Itoˆ’s formula, we have
〈Nt ; f(t; ·)〉= 〈N0 ; f(0; ·)〉+
1
N
∫ t
0
N∑
i=1
(X is )f
′(s; X is ) dB
i
s
+
∫ t
0
〈
Ns ;
(
@
@s
+L
)
f(s; ·)
〉
ds
+
2
N 2
N∑
i=1
∫ t
0
∑
j =i
f′(s; X is )
X is − X js
ds; (7)
where we use the notation L = 12 
2′′ + b′ for every ∈C2. Then, in the same
way as C3epa and L3epingle (1997), using the symmetry of the interactions one deduces
that N satisBes the equation
〈Nt ; f(t; ·)〉= 〈N0 ; f(0; ·)〉+
1
N
∫ t
0
N∑
i=1
(X is )f
′(s; X is ) dB
i
s
+
∫ t
0
〈
Ns ;
(
@
@s
+L
)
f(s; ·)
〉
ds
+
∫ t
0
∫∫
f′(s; x)− f′(s; y)
x − y 
N
s (dx)
N
s (dy) ds
− 
N
∫ t
0
〈Ns ; f′′(s; ·)〉 ds: (8)
We build now the action functional. Let f be a function in C1;20 . For ∈MT we set
Jf() := 〈T ; f(T; ·)〉 − 〈0; f(0; ·)〉 −
∫ T
0
〈
s;
(
@
@s
+L
)
f(s; ·)
〉
ds
−
∫ T
0
∫∫
f′(s; x)− f′(s; y)
x − y s(dx)s(dy) ds
−1
2
∫ T
0
〈s; {f′(s; ·)}2〉 ds: (9)
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It is easily checked that Jf is a bounded and continuous function. We deBne then on
MT
Jm() :=


sup
f∈C1;20
Jf() if0 = m;
+∞ otherwise:
(10)
Remark 3.1. Since it is the supremum of continuous functions, the functional Jm is
lower semi-continuous on the set {∈MT : (0)=m} with the induced topology. This
set is closed, so Jm is also l.s.c. on MT .
Note that if =0, then Jm is the action functional of independent particles (see Dawson
and GOartner, 1987).
The following lemma is an extension of the upper bounds statement of Bryc’s inverse
of Varadhan’s Lemma. The proof can be easily adapted from the arguments for the
upper bounds in Theorem 4.5.3 in Dembo and Zeitouni (1993).
Lemma 3.1. Let (N )N∈N be a family of probability measures on a regular topological
space X and F ∈Cb(X) (the set of continuous bounded functions on X). DeBne
S+(F) = lim sup
N
1
N
log
∫
X
eNF(x)N (dx):
Then, for every compact set K ⊆ X it holds that
lim sup
N
1
N
log (N (K))6− inf
x∈K
sup
F∈Cb(X)
{F(x)− S+(F)}:
From this, we deduce the upper bounds for compact sets:
Lemma 3.2. Assume H0 and H1. Then,
lim sup
N
1
N
logPmN {N ∈K}6− inf∈KJm() (11)
for every compact set K of MT .
Proof. For each ¿ 0 deBne K := {∈K: d(0; m)6 }, with d denoting the
Prokhorov metric in P(R). Write also Jf;m() := Jf() + 〈(0) − m;f(0; ·)〉 for
f∈C1;20 . By taking X=MT in Lemma 3.1, and restricting the supremum to continuous
bounded functions F() =Jf;m(), it follows (with the same notation) that
lim sup
N
1
N
logPmN {N ∈K}6− inf∈K supf∈C1;20
{Jf;m()− S+(Jf;m)}: (12)
On the other hand, the deBnition of Jf together with (8) imply that
NJf;m(N )=MNT −
1
2
〈〈MN 〉〉T − 
∫ T
0
〈Ns ; f′′(s; ·)〉 ds+N 〈mN −m;f(0; ·)〉;
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where MN =
∑N
i=1
∫ ·
0 (X
i
s )f
′(s; X is ) dB
i
s is a martingale with bounded quadratic vari-
ation 〈〈MN 〉〉 on [0; T ]. Then
CeM
N
T − 12 〈〈M
N 〉〉T+N〈mN−m;f(0;·)〉6 eNJ
f;m(N )6C′eM
N
T − 12 〈〈M
N 〉〉T+N〈mN−m;f(0;·)〉 (13)
for some positive constants C; C′. From (13) and H1 we deduce that S+(Jf;m) = 0.
Since PmN {N ∈K}6PmN {N ∈K}+PmN {d(N0 ; m)¿}, we obtain from (12) that
lim sup
N
1
N
logPmN {N ∈K}6− inf∈K supf∈C1;20
Jf;m() (14)
for all ¿ 0. Thus, (11) is immediate if K = ∅ for some . Otherwise, by lower
semi-continuity the inBmum on the r.h.s. of (14) is attained for each ¿ 0 at least
at one point  of the compact set K. For similar reasons,{}¿0 has accumulation
points S in K when  → 0, satisfying S0 = m. By taking a converging subsequence,
we conclude that
lim sup
N
1
N
logPmN {N ∈K}
6− sup
f∈C1;20
Jf;m( S) =−Jm( S)6− inf
∈K
Jm():
We now show that the sequence (PmN ) is exponentially tight, that is, for every L¿ 0,
there is a compact set KL of MT such that
lim sup
N
1
N
logPmN (
N ∈KcL)6− L: (15)
This part is standard and we adapt it from Dawson and GOartner (1987), Section 5, to
which we refer for details.
We will need an additional assumption, namely the existence of a “Lyapounov func-
tion” for the system of particles (1):
H′1: There exists 0¡C0 ¡∞ and a strictly positive function - of class C2(R) such
that x-′(x) and x2-′′(x) are bounded, -(x) → +∞ when |x| → ∞, and
supN 〈mN ;-〉¡C0.
This holds, for instance, if supN 〈mN ;max{log|x|; 0}〉¡∞.
Proposition 3.1.
(i) Suppose that H′1 holds. Then, the sequence of laws (PmN ) is exponentially tight.
(ii) Assume H0 and H′1. Then, the upper bound (11) holds for every closed set
of MT .
Proof. Part (ii) is obtained in a standard way from (i) and Lemma 3.2 (see Dembo
and Zeitouni, 1993; Lemma 1.2.18). Part (i) will follow easily from Lemmas 3.3, 3.4
and 3.5 below.
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Lemma 3.3. Let (r)r∈N be a dense sequence in C20 , the space of C
2-functions on R
having compact support and endowed with the uniform topology. A subset A ⊆MT
is relatively compact if and only if there exist a compact set K of P(R) and a family
(Kr)r∈N of compact sets of C([0; T ];R) such that
A ⊆ {∈MT : t ∈K; ∀t ∈ [0; T ]} ∩
⋂
r∈N
{∈MT : 〈·; r〉 ∈Kr}:
(See e.g. GOartner, 1988, for a proof.)
Lemma 3.4. For every ∈C20 and every 0¿ 0 there exists a compact set K0 in
C([0; T ];R) such that
sup
N
1
N
logPmN (〈N· ; 〉 ∈ K0)6−0:
Proof. For any m′ ∈P(R) we denote
F(m′) = 〈m′;L〉+ 
∫∫
′(x)− ′(y)
x − y m
′(dx)m′(dy) (16)
which deBnes a bounded continuous function on P(R). From (8) and (16) we have
〈Nt ; 〉 − 〈N0 ; 〉=MNt +
∫ t
0
{
F(Ns )−

N
〈Ns ; ′′〉
}
ds;
where MN is a martingale with bounded quadratic variation 〈〈MN 〉〉 on [0; T ]. By H0
we can Bnd 0¡1¡∞ such that for all t ∈ [0; T ] and N ∈N,
1
2
〈Nt ; {′}2〉+
∣∣∣∣F(Nt ) + 12 〈Nt ; {′}2〉 − N 〈Ns ; ′′〉
∣∣∣∣¡1
and deduce as Dawson and GOartner (1987) that 〈Nt ; 〉− 〈N0 ; 〉6MNt + (1+ 2)1t−
(N2=2) 〈〈MN 〉〉t for all 2¿ 0. By the same arguments as therein, we see that for
3∈ (0; T=2] and &¿ 413,
PmN
(
sup
s¡r; r−s¡3
|〈Nr ; 〉 − 〈Ns ; 〉|¿&
)
6
2T
3
exp
{
−N (&− 413)
2
3213
}
: (17)
Furthermore, if 3n and &n are positive sequences converging to 0, the set
K :=
{
x∈C([0; T ];R): |x(0)|6 sup
y
|(y)|; and ∀ n∈N;
sup
06u¡v6T;v−u¡3n
|x(u)− x(v)|6 &n }
is compact by the Arzela–Ascoli theorem. For any given 0¿ 0, we can choose 3n =
3n(0)∈ (0; T=2] and &n = &n(0)¿ 413n such that∑
n
2T
3n
exp
{
−N (&n − 413n)
2
3213n
}
6 exp(−N0) (18)
for all N ∈N. Then, the compact set K0 := K satisBes the required upper bound.
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Lemma 3.5. Assume H′1. For every L¿ 0 there exists a compact set KL of P(R)
such that
lim sup
N
log
1
N
PmN ({Nt ∈KL ∀t ∈ [0; T ]}c)6−L:
Proof. From H0 and H1, the mapping F- as in (16) is well deBned and bounded on
MT . Thus, there is 2¿ 0 such that for all s∈ [0; T ] and N ∈N
F-(Ns ) +
1
2 〈Ns ; {-′}2〉 −

N
〈Ns ; -′′〉6 2〈Ns ; -〉: (19)
Applying Itoˆ’s formula to e2t〈Ns ; -〉, we deduce from (19) that
e−2t〈Nt ; -〉 − 〈mN ;-〉6 M˜Nt −
N
2
〈〈M˜N 〉〉t ; (20)
where M˜Nt is a martingale with 〈〈M˜N 〉〉 = (1=N )
∫ ·
0 e
−22s〈Ns ; {-′}2〉 ds. Now, it is
easily seen that for each R¿ 0, the set
KR := {m′ ∈P(R): 〈m′; -〉6R} (21)
is compact. Then, given L¿ 0, we deBne R(L) := e2T (L + 2C0 + 〈m;-〉) with C0 as
in H′1, and from (20) we deduce that
PmN ({N (t)∈KR(L); ∀t ∈ [0; T ]}c)
6PmN
(
sup
t∈[0;T ]
e−2t〈Nt ; -〉¿L+ 2C0 + 〈m;-〉
)
6PmN
(
sup
t∈[0;T ]
exp
{
NM˜Nt −
N 2
2
〈〈M˜N 〉〉t
}
¿ exp{N (L+ 2C0 + 〈m− mN ;-〉)}
)
:
Using Doob’s inequality, we conclude that KL := KR(L) satisBes the required upper
bound.
4. Study of the action functional
The following is a useful non-variational characterization of the ’s in the domain
of Jm:
Proposition 4.1. Let ∈MT satisfy Jm()¡∞. Then,
(i) there exists a measurable function h on [0; T ]× R such that
Jm() =
1
2
∫ T
0
〈s; {h(s; ·)}2〉 ds: (22)
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(ii)  is a solution of the integro-di?erential equation:
〈t; f(t; ·)〉 − 〈0; f(0; ·)〉=
∫ t
0
〈
s;
(
L+
@
@s
)
f(s; ·)
〉
ds
+
∫ t
0
∫∫
f′(s; x)− f′(s; y)
x − y s(dx)s(dy) ds
+
∫ t
0
〈s; 2h(s; ·)f′(s; ·)〉 ds (23)
for all f∈C1;20 and t ∈ [0; T ].
Proof. We follow the argument of Dawson and GOartner (1987, Lemma 4.8), with
a slightly di$erent deBnition of the Hilbert space involved, in order to avoid the
non-degeneracy assumption on  required there (as done by Cattiaux and L3eonard,
1995). For each  in the domain of Jm and every t ∈ [0; T ], we deBne a linear oper-
ator lt on functions of class C
1;2
0 with compact support on [0; t]× R by
lt(f) = 〈t; f(t; ·)〉 − 〈0; f(0; ·)〉 −
∫ t
0
〈
u;
(
@
@u
+L
)
f(u; ·)
〉
du
−
∫ t
0
∫∫
f′(u; x)− f′(u; y)
x − y u(dx)u(dy) du (24)
and we set
J
f
t () = lt(f)−
1
2
∫ t
0
〈u; {f′(u; ·)}2〉 du (25)
(so that Jf =JfT ). It is easily seen that supf∈C1; 20 J
f
t ()6Jm()¡∞, and since for
any c¿ 0 and f∈C1;20 , clt(f)− (c2=2)
∫ t
0 〈u; {f′(u; ·)}2〉 du6Jm(), we obtain
|lt(f)|26 2Jm()
∫ t
0
〈u; {f′(u; ·)}2〉 du (26)
by maximizing over c. Consider now for each t ∈ [0; T ] the Hilbert space of classes of
functions
L2(0; t; ) :=
{
h : [0; t]× R→ R such that
∫ t
0
〈u; {h(u; ·)}2〉 du¡∞
}
;
with the inner product
∫ t
0 〈u; 2h1(u; ·)h2(u; ·)〉 du. Denote further by H−1(0; t; ) the
closure in L2(0; t; ) of the set D := {f′ : [0; t]×R→ R such thatf∈C1;20 }. It follows
from (26) that the linear operator l˜t(f′) := lt(f) is well deBned and continuous
on D for the norm of L2(0; t; ). Consequently, it admits a continuous extension to
H−1(0; t; ), and we deduce by Riesz’s theorem that there is a unique ht ∈H−1(0; t; )
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such that
lt(f) =
∫ t
0
〈u; 2f′(u; ·)ht (u; ·)〉 du for all f∈C1;20 : (27)
Let us write now h = hT and denote respectively by ‖ · ‖ and [·; ·] the norm and the
inner product in L2(0; T ; ). Taking t = T in (24), (25) and (27), we deduce that
Jm() = sup
f∈C1;20
[f′; h] − 12 ‖f′‖2 = 12‖h‖2 − inf
f∈C1;20
‖h − f′‖2 = 12‖h‖2; (28)
which proves (22).
Finally, for each t ∈ [0; T ] one can check that h coincides with ht ; (2s)⊗ ds a.e.
on [0; t]×R (since the mappings lt and lT are equal on functions f∈C1;20 with support
contained in ]0; t[× R). Eq. (23) follows from this, (27) and (24).
Remark 4.1. It is clear from the previous result and the uniqueness of h in L2(0; T ; )
that Jm() = 0 for every solution ∈MT of Eq. (3).
We will now prove that Jm is a good action functional.
Proposition 4.2. For all 0∈R+, the set Jm[0] := {∈MT : Jm()6 0} is compact.
Proof. Since the functional Jm is l.s.c. (Remark 3.1), we just have to check that
Jm[0] is relatively compact. This will follow from Lemma 3.3 if we can Bnd, for each
∈C20 (R), a compact set K of C([0; T ];R) such that
〈·; 〉 ∈K; for all ∈Jm[0] (29)
and if, furthermore, there exists a compact set K of P(R) such that
t ∈K; for all t ∈ [0; T ] and ∈Jm[0]: (30)
By (23), for each ∈C20 (R) there is a constant C ¿ 0 such that
|〈t ; 〉 − 〈s; 〉|6C|t − s|+
∫ s∨t
s∧t
〈u; 2|h(u)′|〉 du; t; s∈ [0; T ]
for all ∈Jm[0]. The Cauchy–Schwartz inequality in L2(0; T ; ) and (22) yield
|〈t ; 〉 − 〈s; 〉|6C(|t − s|+ (20|t − s|)1=2):
In a similar way, we see that |〈t ; 〉|6C(T )(1+(20)1=2) for all t ∈ [0; T ] and ∈Jm[0].
Thus, (29) follows by the Arzela–Ascoli Theorem.
Note now that the ’s in the domain of Jm satisfy Eq. (23) with any f∈C1;2b such
that xf′(s; x) and x2f′′(s; x) are bounded. Indeed, for such f there are C1;20 functions fn
that converge, together with their derivatives, to f as n →∞, and further, with xf′n(s; x)
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and x2f′′n (s; x) being bounded uniformly on n. Since also f
′
n → f′ in L2(0; T ; ), one
can then pass to the limit in n in Eq. (23) written for fn.
Next, consider for every k ∈N a function -k of class C2(R) such that
• -k(x) = -(x); |x|6 k;
• |-′k(x)|6 |-′(x)|; |-′′k (x)|6 |-′′(x)|; |x|¿ k: (31)
The functions |x-′k(x)| and |x2-′′k (x)| are bounded uniformly in k, and from (23) we
have
〈t ; -k〉6C(T ) + C
∫ t
0
〈s; |h(s)|〉 ds; t ∈ [0; T ]:
Therefore, 〈t ; -〉6C(T )(1 + (20)1=2); ∀t ∈ [0; T ]; ∈Jm[0], and (30) follows from
(21).
5. An analytical condition implying local lower bounds
The next proposition summarizes a standard hydrodynamics argument providing local
lower bounds. We will omit the details of its proof, referring to the proof of Theorem
2.3 in Section 7 which is similar and covers some additional technical di>culties.
Proposition 5.1. Assume H0;H1 and H′1. Let  belong to the domain of Jm, let h

be the function in Eq. (23), and suppose that h = f′ for some f ∈C1;2b such that
xf′(s; x) and x
2f′′ (s; x) are bounded. Assume moreover that  is the unique solution
of Eq. (23), the function h and the initial condition (0) = m being Bxed. Then,
lim inf
N
1
N
logPmN {N ∈(}¿−Jm()
for all open set ( such that ∈(.
Proof. By suitably approximating f (cf. the proof of Proposition 4.2) and using (28),
we see that
Jm() =Jf():
For each N ∈N the martingale LNt =
∫ t
0
∑N
i=1 (X
i
s )h
(s; X is ) dB
i
s has bounded quadratic
variation 〈〈LN 〉〉 on [0; T ], and so by Girsanov’s theorem,
P˜|FT := exp
{
LN − 12 〈〈LN 〉〉
} · P|FT
is a probability measure on C([0; T ];RN ) equivalent to P. In the same way as for
(PmN ), we can show that the laws (P˜mN ) induced by P˜ on MT are exponentially tight.
The limiting points can be characterized as solutions of Eq. (23). This follows from
the fact that for each f∈C1;20 , the P˜-martingales M˜N;f := MN;f − 〈〈LN ;MN;f〉〉, with
MN;f =(1=N )
∫ ·
0
∑N
i=1 f
′(s; X is )(X
i
s ) dB
i
s, converge to 0 in L
2(P˜), uniformly on [0; T ]
as N → ∞. Thus, the uniqueness assumption implies the convergence, under (P˜mN ),
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of N to . Now, for each open set ( of MT containing , we have, for all j¿ 0
small enough,
PmN {N ∈(}¿ E˜mN (1N∈B(;j) exp{−LNT + 12 〈〈LN 〉〉T});
where B(; j) is the ball of radius j in MT centered on . We deduce from formula
(8) and the deBnition of LN that
PmN {N ∈(}¿C exp
{
−N sup
∈B(;j)
Jf()
}
P˜mN {N ∈B(; j)}:
The assertion follows from the convergence previously obtained, by taking liminf when
N goes to ∞, then letting j go to 0, and using the continuity of Jf .
The question of uniqueness of the solution of (23) turns out to be a hard problem
from the analytical point of view and, unfortunately, we could not obtain the required
result for general ; b and h. We will next study a particular case.
6. Proof of the uniqueness result
In this section we prove the uniqueness statement of Proposition 2.1(ii). Our argu-
ment is an extension of the analogous result of Cabanal-Duvillard and Guionnet for
the limiting equations of the spectral measure process of Hermitian Brownian motion
(Lemma 2.33 in Cabannal-Duvillard and Guionnet, 2001), which corresponds to the
case  = b = 0. We need a couple of technical lemmas. We will use the notation fˆ
for the Fourier transform of a function f; fˆ($) =
∫
ei$x f(x) dx.
Lemma 6.1. Let  be a bounded continuous function on R and ; %; &∈R. For all
T ¿ 0, the forward Cauchy problem
@v
@t
=
2
2
@2v
@x2
+ (%x + &)
@v
@x
;
v(0) = ;
(32)
has a unique bounded continuous solution v on [0; T ]×R, with continuous derivatives
on (0; T ]× R. This solution v is given by
v(t; x) =
1√
2;
√
(e2%t − 1)=2%
×
∫
R
(y) exp
{
− (xe
%t − y + (&=%)(e%t − 1))2
2(e2%t − 1)=%
}
dy (33)
(with obvious modiBcations if %= 0).
Proof. If  belongs to L2∩L∞, the function v deBned in (33) is the unique solution of
(32) such that v; @v=@t; @2v=@x2; @v=@x and x@v=@x are in L2(R; dx). Indeed, taking the
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Fourier transform in (32) leads us to solve @vˆ=@t+%$@vˆ=@$+((2=2)$2 + i&$+%)vˆ=0,
with vˆ(0) = ˆ. By the well-known method of characteristics, we obtain
vˆ(t; $) = ˆ($e−%t) exp
{
−
2$2
2%
(1− e−2%t)− i &$
%
(1− e%t)− %t
}
and the Fourier inversion formula gives (33). Finally, by an approximation argument,
taking the derivative under the integral sign, we conclude existence and formula (33)
for an arbitrary bounded continuous initial condition  (the details are left to the
reader). Uniqueness comes for instance from the Feynman–Kac representation for the
solution of the Cauchy problem (32) (see Karatzas and Shreve, 1991).
Lemma 6.2. Let ∈MT be a solution of (5), and assume that 〈m; |x|〉¡∞.
(a) We have
sup
t∈[0;T ]
〈t; |x|〉¡∞: (34)
(b) We deduce that  satisBes (5) with any bounded C1;2-function f(t; x) on [0; T ]×
R, such that |f(t; x)|; |f′(t; x)| and |f′′(t; x)| are bounded, and such that∣∣∣∣@f@t (t; x)
∣∣∣∣6C|x|; for all x∈R
with C a constant independent of t.
Proof. (a) Consider a strictly positive and increasing C2-function < on ]0;+∞[, such
that
• <(x) = |x| if 0¡ |x|6 1 and
• <(x) = 3=2 if 26 |x|
and a C2-function <∗ on R, given for 1=26 |x| by
<∗(x) = |x|:
Note the existence of a positive real constant )C, such that
x<′(x)6 )C<(x) for all x∈ ]0;+∞[:
Now, for each n∈N\{0}, we deBne a C2-function on R as follows:
<n(x) :=
{
<∗(x) if 06 |x|6 1;
n<(|x=n|) if 16 |x|6 n:
<n is bounded and has bounded derivatives. Furthermore, we have
• <n(x) ↑ <∗(x) as n →∞;
• |x<′n(x)|6 )Cn<(x=n) = )C<n(x); for all x∈R; n∈N\{0}; and
• |<′′n (x)|6C; for all x∈R; n∈N\{0};
(35)
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where C is independent of n. As in the proof of Proposition 4.2 (using now the fact that
 is bounded), one can suitably approximate each <n by C2-functions with compact
support, to see that  satisBes Eq. (5) with each <n. It follows then from (35) and
the assumption on m, that for all t ∈ [0; T ] and n∈N\{0},
〈t;<n〉6C(T ) + C
∫ t
0
〈s;<n〉 ds:
By Gronwall’s lemma,
〈t;<n〉6C′(T )
and we conclude the Brst part by letting n →∞.
(b) Consider now C2-functions  n with compact support and such that
• 06  n(x)6 1;  n(x) = 1 on [−n; n];
• | ′(x)x|; | ′′n (x)|6C;
where C is a constant independent of n∈N. The functions fn(t; x) :=  n(x)f(t; x) are
in C1;20 , and their space derivatives are bounded uniformly in n. Using the uniform Brst
moment bound given in (a), we can pass to the limit in n in (5) written for fn and
conclude.
Proof of Proposition 2.1. (ii): For every Bxed pair (t; $)∈R+ × R, we consider a
function u deBned for 06 s6 t by u(s; x) := v(t − s; x), where v is the solution of
(32) with initial condition (x) = ei$x. A quick computation shows that for 06 s¡ t,
u(s; x) = ei$xe
%(t−s)
gˆt−s($e%(t−s)); (36)
where gs is the probability density
gs(x) :=
1√
2;
√
(1− e−2%s)=2% exp
{
− (x − (&=%)(1− e
−%s))2
2(1− e−2%s)=%
}
:
Hence, on [0; t] × R; u has continuous bounded space derivatives, and a continuous
time derivative that grows linearly in x uniformly in s, or that is further bounded on
[0; t]× R if %= 0.
In the case % = 0, it is clear by a density argument that every solution  of (5)
(with arbitrary initial condition m) satisBes the equation on the interval [0; t] with
f = u. Thanks to Lemma 6.2, this is also true in case % = 0 under the Brst moment
assumption on m.
Therefore, with ˆt($)=
∫
ei$xt(dx) denoting the Fourier transform of t , we deduce
that
ˆt($) = mˆ($e%t)gˆt($e%t)
−$2
∫ t
0
e2%(t−s)gˆt−s($e%(t−s))
∫ 1
0
ˆs(0$e%(t−s))ˆs((1− 0)$e%(t−s)) d0 ds
−i$
∫ t
0
e%(t−s)gˆt−s($e%(t−s))
∫
ˆs($e%(t−s) − >)(2;iHˆ (s; >)>) d> ds: (37)
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We use here the fact that h(s; x) =
∫
e−i>x(−2;i>Hˆ (s; >)) d> for all x∈R, according
to the tail of Hˆ and the inversion theorem. Note here the existence of Bnite positive
constants SC and ? such that
|2;$Hˆ (s; $)|6 SCe−2?|$| for all s∈ [0; T ]: (38)
We are now in position to adapt the arguments of Cabannal-Duvillard and Guionnet
(2001) to our setting. We will treat Brst the case %6 0. Assume that  is a second
solution of (5), and set ?t ($) := e−?|$||ˆt($)− ˆt($)|. If we take the di$erence between
(37) and the analogous equation for , and then multiply the obtained equation by e−?|$|,
we deduce that
?t ($)6 2$2
∫ t
0
e2%(t−s)
∫ 1
0
e−?|$||ˆs(0$e%(t−s))− ˆs(0$e%(t−s))| d0 ds
+|$|
∫ t
0
e%(t−s)
∫
e−?|$||ˆs($e%(t−s) − >)− ˆs($e%(t−s) − >)|
×|2;Hˆ (s; >)>| d> ds
and since e−?|$|6 e−?|$|e
%(t−s)
, it follows from (38) that
?t ($)6 2$2
∫ t
0
e2%(t−s)
∫ 1
0
?s(0$e%(t−s))e−?(1−0)|$|e
%(t−s)
d0 ds
+ SC|$|
∫ t
0
e%(t−s)
∫
?s($e%(t−s) − >)e?|$e
%(t−s)−>|−?|$|−2?|>| d> ds: (39)
On the other hand,
∫ 1
0 e
−?0|$|e%(t−s) d06 1=?|$|e%(t−s) and for each R∈R+,∫
?s($e%(t−s) − >)e?|$e
%(t−s)−>|−?|$|−2?|>| d>
6
(
sup
|w|6R
?s (w) + 2e−?R
)∫
e?|$e
%(t−s)−>|−?|$|−2?|>| d>
6
(
sup
|w|6R
?s (w) + 2e−?R
)
2
?
;
since |$e%(t−s) − >|6 |$|+ |>|. The two previous estimates and (39) yield
sup
|$|6R
?t ($)6
2R
?
(+ SC)
∫ t
0
sup
|w|6R
?s (w) ds+
4Cˆ
?
Re−?R
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or all 06 t6 1, and we conclude by Gronwall’s lemma that
sup
|$|6R
?t (w)6
4Cˆ
?
Re−?Re(2R=?)(+ SC)t : (40)
Thus, there exists A small enough such that if t ¡ A, we get
sup
$∈R
?t ($) = 0
by letting R → ∞ in (40). Consequently, t = t for all such t. We can repeat this
argument (starting at 34A, and so on), and conclude that t = t for all t ¿ 0 .
Let us now prove the result in the case %¿ 0. We consider this time the quantity
?t ($) := e
−?|$||ˆt($e−%t) − ˆt($e−%t)|. Taking $e−%t instead of $ in (37) gives the
relation
ˆt($e−%t) = mˆ($)gˆt($)
−$2
∫ t
0
e−2%sgˆt−s($e−%s)
∫ 1
0
ˆs(0$e−%s)ˆs((1− 0)$e−%s) d0 ds
−i$
∫ t
0
e−%s gˆt−s($e−%s)
∫
ˆs($e−%s − >)(2;iHˆ (s; >)>) d> ds:
We deduce that
?t ($)6 2$
2
∫ t
0
∫ 1
0
?s(0$)e
−?(1−0)|$| d0 ds
+ SC|$|
∫ t
0
∫
?s($− >e%s)e?|$−>e
%s|−?|$|−2?|>| d> ds: (41)
Now, we have
∫ 1
0 e
−?0|$| d06 1=?|$|, and for each R∈R+,∫
?s($− >e%s)e?|$−>e
%s|−?|$|−2?|>| d>
6
(
sup
|w|6R
?s(w) + 2e
−?R
)∫
e−?|>|(2−e
%s) d>:
If s6 2 := log(3=2)=%, the integral on the right-hand side is Bnite and bounded by 4=?.
By similar steps as those used before, we see that there is A′¿ 0 such that
sup
$∈R
?t ($) = 0 (42)
for all t ¡ A′ ∧ 2. We conclude in the same way as for negative %.
7. Some lower bounds
From the previous uniqueness result, we will deduce some lower bounds for system
(1) with coe>cients  and b given by H′0. That is, when 
N is the empirical process
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of the system
X it = x
i;N
0 + B
i
t +
∫ t
0
S%(X is + b1(X
i
s )) ds+
2
N
∫ t
0
∑
j =i
ds
X is − X js
;
i = 1; : : : ; N (43)
with N0 = mN ;  = 0; S% in R and b1 of class C1b .
Let us recall the convergence result proved in Theorem 5.1 of C3epa and L3epingle
(1997):
Theorem 7.1. Let H′0 hold with a constant function b1(x) = S&∈R and mN = m= x0
for all N. Then, N converges in law to the unique solution ∈MT of (3), for all f
in C2b such that xf
′(x) is bounded.
The proof of the lower bounds for (43) relies Brstly on an extension of this result:
Lemma 7.1.
(i) For each (%; &)∈R2 and h = H ′ with H ∈MF∞, and for all real numbers
x1;N0 6 x
2;N
0 6 · · ·6 xN;N0 , the system
Y it = x
i;N
0 + B
i
t +
∫ t
0
(%Y is + &) ds
+
∫ t
0
h(s; Y is ) ds+
2
N
∫ t
0
∑
j =i
ds
Y is − Y js
; (44)
i=1; : : : ; N , has a unique strong solution under the condition Y 1t 6Y
2
t 6 · · ·6YNt
for all t¿ 0.
(ii) Under H1 and H′1, the laws of the empirical processes of system (44) are uni-
formly tight, and the limiting points are solutions of (5).
(iii) We deduce the proof of Proposition 2.1(i).
Proof. We notice Brst that Theorem 2.1 also applies to non-homogeneous coe>cients
S and Sb which, uniformly in t, are Lipschitz continuous and with linear growth in
x. Indeed, the results on multivalued stochastic di$erential equations in (C3epa, 1998)
cover also the non-homogeneous case, and the proof of Theorem 3.1 in (C3epa and
L3epingle, 1997) is still valid for such coe>cients without any change. Thus, (i) holds.
On the other hand, the proof of Proposition 3.1 can be easily adapted to the coe>cients
of (44). Finally, as in (C3epa and L3epingle, 1997), it is easy to characterize the limits
as solutions of (5). This proves (ii). To obtain (iii), note simply that any m∈P(R),
with a Bnite logarithmic moment, is the weak limit of probability measures mN with
logarithmic moments uniformly bounded in N .
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For every (%; &)∈R2 and h= H ′ with H ∈MF∞, we will respectively denote by
P%;&;hmN and E
%;&;h
mN
the law of N on MT induced by system (44), and the associated expectation.
An immediate consequence of Lemma 7.1 and of the results of the previous section
is
Proposition 7.1. Assume that 〈m; |x|〉¡∞ and that H1 and H′1 hold. Then, under the
laws P%;&;hmN , the empirical processes of systems (44) converge when N → ∞ to the
unique solution  of (5).
Note that Theorem 2.3 does not immediately follow from Proposition 5.1 (although
the argument will be similar). Indeed, we want to obtain lower bounds for the process
N given by (43), around ’s for which the associated equation (23) has form (5).
This means that we must consider the drift term 2h(s; x)=h(s; x)−b1(x)+(%− S%)x+&
in the change of measure argument. Since this function has linear growth, we cannot
use Novikov’s criterion here to ensure that the density exp {LN − 12 〈〈LN 〉〉}, deBned in
terms of h as in Proposition 5.1, is still a martingale. To overcome this problem, we
are led to make an additional assumption:
H′′1 : 〈m; x2〉¡∞ and 〈mN ; x2〉 → 〈m; x2〉 as N →∞.
A key consequence of H′′1 is the following improvement of Proposition 7.1:
Lemma 7.2. Assume that H1 and H′′1 hold.
(a) We have
sup
N∈N
E%;&;hmN
(
sup
t∈[0;T ]
〈Nt ; x2〉
)
¡∞ (45)
and then, the limit  of the sequence N (under P%;&;hmN ) satisBes
sup
t∈[0;T ]
〈t; x2〉¡∞: (46)
(b) As N →∞, we have
(i) E%;&;hmN
(
sup
t∈[0;T ]
|〈Nt − t; x〉|2
)
→ 0; and
(ii) E%;&;hmN
(
sup
t∈[0;T ]
|〈Nt − t; x2〉|2
)
→ 0: (47)
Proof. (a) Take Bxed N and p in N and deBne Tp=inf{0¡s6T : |Ys|¿p} (where
Y is the solution of (44) for this N ). We have from (8)
〈Nt ∧ Tp; x2〉= 〈mN ; x2〉+
2
N
N∑
i=1
∫ t∧Tp
0
Y is dB
i
s
J. Fontbona / Stochastic Processes and their Applications 112 (2004) 119–144 139
+
∫ t∧Tp
0
〈Ns ; 2x(%x + &+ h(s; x))〉 ds
+
(
2
(
1− 1
N
)
+ 2
)
t ∧ Tp
for all t ∈ [0; T ]. Therefore, for every r ∈ [0; T ]
sup
06t6r
〈Nt∧Tp ; x2〉6C(T ) + C
∫ r
0
sup
06u6s
〈Nu∧Tp ; x2〉 ds
+
2
N
N∑
i=1
sup
06t6r
∫ t∧Tp
0
Y is dB
i
s (48)
and by Doob’s inequality
E%;&;hmN
(
2
N
N∑
i=1
sup
06t6r
∫ t∧Tp
0
Y is dB
i
s
)
6
C
N
N∑
i=1
E%;&;hmN
[(∫ r
0
(Y is∧Tp)
2 ds
)1=2]
6C(T )+C
∫ r
0
E%;&;hmN
(
sup
06u6s
〈Nu∧Tp ; x2〉
)
ds:
By Gronwall’s lemma and (48) we deduce that E%;&;hmN
(
supt∈[0;T ]〈Nt∧Tp ; x2〉
)
6 Cˆ for a
certain constant Cˆ independent of p and N . Letting p → ∞ and applying Fatou’s
lemma we obtain
E%;&;hmN
(
supt∈[0;T ] 〈Nt ; x2〉
)
6 Cˆ
and letting N →∞ gives that 〈t; x2 ∧ R〉6 Cˆ for each R¿ 0. This yields (a).
(b) Note that  satisBes Eq. (5) for f(t; x)=x and f(t; x)=x2. Indeed, if we choose
functions  n in C20 as in Lemma 6.2, (b), then (5) holds for each fn := f n, and thus
for f(x) = x and f(x) = x2 by letting n →∞ and using (46). Therefore, by (8),
〈Nt − t; x〉= 〈mN − m; x〉+

N
N∑
i=1
Bit +
∫ t
0
〈Ns − s; %x + h(s; x)〉 ds:
Thanks to (45), (46) and Gronwall’s lemma, we obtain that
E%;&;hmN
(
sup
t∈[0;T ]
〈Nt − t; x〉2
)
6C(T )
[
1
N
+ 〈mN − m; x〉2 + sup
t∈[0;T ]
E%;&;hmN (〈Nt − t; h(t; x)〉2)
]
: (49)
As the mapping x → h(t; x) is bounded and Lipschitz continuous uniformly in t, we
deduce the convergence (b)(i) from (46) and Proposition 7.1.
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We go now to the convergence (b)(ii). Consider the stopping times Tp deBned in
(a). We have
〈Nt∧Tpt∧Tp ; x2〉= 〈mN − m; x2〉+
2
N
∫ t∧Tp
0
N∑
i=1
Y is dB
i
s
+
∫ t∧Tp
0
〈Ns − s; 2%x2 + 2&x〉 ds
+
∫ t∧Tp
0
〈Ns − s; 2h(s; x)x〉 ds:
By the Burkholder–Davis–Gundy inequality, estimates (46), (49), and Gronwall’s
lemma, we get:
E%;&;hmN
(
sup
t∈[0;T ]
〈Nt∧Tp − t∧Tp ; x2〉2
)
6C(T )
[
1
N
+ 〈mN − m; x〉2 + 〈mN − m; x2〉2
+ sup
t∈[0;T ]
E%;&;hmN (〈Nt − t; h(t; x)〉2) + sup
t∈[0;T ]
E%;&;hmN (〈Nt − t; h(t; x)x〉2)
]
: (50)
Under P%;&;hmN , the laws (on P(R)) of the random measures (Nt ) are tight, uniformly
in t ∈ [0; T ] and N ∈N. Then, the same is true for the family of intensity measures
(on R)
f → E%;&;hmN 〈Nt ; f〉; t ∈ [0; T ]; N ∈N:
Consequently, for any j¿ 0, there exist R¿ 0 and a continuous function  R :R →
[0; 1] with compact support, such that  R ≡ 1 on [−R; R] and
sup
N∈N
sup
t∈[0;T ]
E%;&;hmN (〈Nt ; |h(t; x)x|(1−  R)〉2)6Cj2
(we use here the Cauchy–Schwartz inequality and estimate (45)). In a similar way,
sup
t∈[0;T ]
〈Nt ; |h(t; x)x|(1−  R)〉26Cj2:
On the other hand, supt∈[0;T ]E
%;&;h
mN (〈Nt − t; h(t; x)x R(x)〉2) goes to 0 as N →∞. By
Fatou’s lemma we can let p → ∞ in (50), and then we deduce with H′′1 and the
previous convergence that
lim sup
N→∞
E%;&;hmN
(
sup
t∈[0;T ]
〈Nt − t; x2〉2
)
6Cj2:
Since j¿ 0 is arbitrary, this concludes the proof.
Recall that the functions Jf and Jm (deBned in (9) and (10), respectively) refer to
coe>cients given by H′0, that is  constant and b(x) = S%x + b1(x). We proceed to the
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Proof of Theorem 2.3. Let ( be an open set of MT . Assume that the solution  of
Eq. (5) with a given triplet (%; &; h) satisBes ∈(. First we will check that  is in
the domain of Jm. Let us take
k(s; x) := −2[h(s; x)− b1(x) + (%− S%)x + &]
and recall that ‖ · ‖ and [·; ·] denote respectively the norm and the inner product in
L2(0; T ; ). By Proposition 7.1 and estimate (46) we have ‖k‖ ¡∞, and from the
deBnition of  we get
Jf() = [k; f′] − 12 ‖f′‖2 = 12 ‖k‖2 − 12 ‖k − f′‖2 (51)
for all f∈C1;20 .
Now, let us deBne b0(x) :=
∫ x
0 b1(y) dy. For each n∈N, consider functions  n as
in Lemma 6.2(b). Then
fn(s; x) :=  n(x)
(
H (s; x)− b0(x) + (%− S%)x
2
2
+ &x
)
is in C1;20 and 
−2f′n → k in L2(0; T ; ) when n →∞ thanks to (46). Thus, k is in
H−1(0; T ; ). We conclude with help of (51) and the deBnition of Jm that
Jm() = 12 ‖k‖2 ¡∞
and that k = h is the function deBned in Proposition 4.1.
Next, let us deBne the subspace
M2T :=
{
∈MT : sup
t∈[0;T ]
〈t ; x2〉¡∞
}
and for all j¿ 0 the sets
B2(; j) := B(; j) ∩
{
∈M2T : sup
t∈[0;T ]
|〈t − t; x2〉|; sup
t∈[0;T ]
|〈t − t; x〉|¡ j
}
:
If f is the C1;2-function
f(s; x) := H (s; x)− b0(x) + (%− S%) x
2
2
+ &x;
then the mapping Jf (deBned as in (9)) is Bnite on M2T . Furthermore, we have
∈M2T by (46), and Jfn()→ Jf(). From this and (51), we deduce that
Jm() =Jf():
For each N ∈N, consider now the solution X of (43) and let LN be the process
LNt := 
∫ t
0
N∑
i=1
h(s; X is ) dB
i
s = 
−1
∫ t
0
N∑
i=1
f′(s; X
i
s ) dB
i
s
(which is a martingale thanks to (45)). Observe that there is a constant CˆN depending
on ; N; T , on the functions H and b1, and on ; S% and %, such that
〈〈LN 〉〉T 6 CˆN (1 + j); P-a:s: on {N ∈B2(; j)}:
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Now, set
Aj := inf{s¿ 0: 〈〈LN 〉〉s ¿ CˆN (1 + j)}¡∞
and consider the stopped martingale
LN;j := (LN )Aj :
Then, the process DN;j=exp {LN;j− 12 〈〈LN;j〉〉} is a martingale by the Novikov criterion,
and P˜|FT = DN;jT · P|FT is a probability measure on C([0; T ];RN ) which is equivalent
to P. Take a Bxed j0 ¿ 0 such that B2(; j0) ⊆ (, and let j be in ]0; j0]. We have
P
S%; S&;0
mN {N ∈(}¿ P{N ∈B2(; j); Aj ¿T}
= E˜(1{N∈B2(;j);Aj¿T}(D
N;Aj
T )
−1) (52)
for all N ∈N, and on the event {Aj ¿T},
(DN;jT )
−1 = exp{−LNT + 12 〈〈LN 〉〉T}
= exp
{
−NJf(N ) + 
∫ T
0
〈N (s); f′′ (s; ·)〉 ds
}
:
Thus,
P
S%; S&;0
mN {N ∈(}¿CP˜{N ∈B2(; j); Aj ¿T}exp
{
−N sup
∈B2(;j)
Jf()
}
: (53)
Now, from Proposition 7.1 and Lemma 7.2(b), for each j¿ 0 we have
P%;&;hmN {N ∈B2(; j)} → 1 (54)
as N →∞. On the other hand, it is not hard to check that
sup
∈B2(;j)
Jf()→ Jf() (55)
as j → 0, using the fact that b1 is bounded and has bounded derivatives. (For the
convergence 〈T ; b0(x)〉 → 〈T ; b0(x)〉 and 〈0; b0(x)〉 → 〈0; b0(x)〉 for ∈B2(; j),
we use the uniform bounds on the second moments of  and the fact that b0 has linear
growth.) Hence, the result follows from (53)–(55) if we prove that
P˜{N ∈B2(; j); Aj ¿T}= P%;&;hmN {N ∈B2(; j)}: (56)
We will do this by a coupling argument. Let B˜ denote the P˜ Brownian motion
B˜= B− 〈〈B; LN ; j〉〉:
By Lemma 7.1(i), there exists a (strong) solution Y of system (44) on the Wiener
space (P˜; B˜). We claim that
Y Aj = X Aj ; P˜-a:s: (57)
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Indeed, from the deBnitions of X and B˜, we have
X it = x
i;N
0 + B˜
i
t +
∫ t∧Aj
0
(%X is + h(s; X
i
s ) + &) ds
+
∫ t
t∧Aj
S%(X is + b1(X
i
s )) ds+
2
N
∫ t
0
∑
j =i
ds
X is − X js
for all t ∈ [0; T ] and i=1; : : : ; N . By Itoˆ’s formula and the uniform Lipschitz continuity
of h,
|Xt∧Aj − Yt∧Aj |2
6C
∫ t∧Aj
0
|Xs − Ys|2 ds+ 4N
∫ t∧Aj
0
N∑
i=1
∑
j =i
(X is − Y is )
×
(
1
X is − X js
− 1
Y is − Y js
)
ds:
Using the fact that for all x1 ¡ · · ·¡xN and y1 ¡ · · ·¡yN ,
N∑
i=1
∑
j =i
(xi−yi )
(
1
xi − xj −
1
yi − yj
)
=
N∑
i=1
∑
j¡i
((xi − xj)− (yi − yj))
(
1
xi − xj −
1
yi − yj
)
6 0;
we deduce by using Gronwall’s lemma that E˜(|Yt∧Aj − Xt∧Aj |2) = 0. Assertion (57)
follows by continuity.
Let us now denote by N;Y the empirical process associated with Y , and deBne
GN := 
∫ ·
0
N∑
i=1
h(s; Y is ) dB˜
i
s
and
>j := inf{s¿ 0: 〈〈GN 〉〉s ¿ CˆN (1 + j)}:
Clearly 〈〈GN 〉〉T 6 CˆN (1 + j); P˜-a:s: on {N;Y ∈B2(; j)} and, since N = N;Y on
[0; T ]; P˜-a.s. on the event {Aj ¿T}, we get (56) by showing that
Aj = >j; P˜ − a:s: (58)
From (57),
∫ Aj
0
∑N
i=1 (h
)2(u; Y iu) du=
∫ Aj
0
∑N
i=1 (h
)2(u; X iu) du=
2CˆN (1+j), and then
Aj¿ >j. But if Aj ¿>j, we obtain that
∫ >j
0
∑N
i=1 (h
)2(u; X iu) du = 
2CˆN (1 + j) (by
using (57) and the deBnition of >j), which is a contradiction. Thus, (58) holds, and
the proof is complete.
In their article, Guionnet and Zeitouni (2002) have improved the lower bounds ob-
tained by Cabannal-Duvillard and Guionnet (2001) for the Hermitian Brownian motion,
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with help of some elements from random matrix theory. The previous theorem could
be improved in a similar way, but some alternative arguments need to be developed.
This is current work in progress.
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