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Abstract
Contemporary theories suggest that the brain operates in a metastable
regime of dynamics in which the tendencies for local areas to integrate
and segregate is simultaneously realised. Current theoretical and empirical
observations suggest that this behaviour occurs spontaneously through the
interaction of local dynamics with underling anatomical connectivity. The
metastable regime likely confers important behavioural qualities through
the ﬂexible coupling and uncoupling of distributed cortical regions into
context-dependent neurocognitive networks. Thus, one of the principle
goals of neuroscience, to understand how structure and dynamics inter-
act to generate cognition, may be realised by leveraging the metastable
regime of dynamics to link across the interrelated domains of structure,
function, and cognition. Accordingly, the proposed approach, grounded in
dynamical systems theory, neuroimaging, and theoretical computer mod-
elling, aims to explore how: (1) complex metastable neural dynamics are
modulated by cognitive state; (2) structural connectivity confers cognitive
ﬂexibility on a ﬁxed network topology through metastable neural dynamics;
(3) structural disconnection impacts metastable neural dynamics and how
this relates to cognitive performance.
The thesis presents ﬁndings from three studies. The ﬁrst uses the theo-
retical framework of metastable coordination dynamics to explore how cog-
nition arises from the dynamic assembly of local areas into neurocognitive
networks. Previous work has suggested that the probability of transitioning
between network states is maximised when subjects are not explicitly en-
gaged in a task. Contrary to expectations, metastability between networks
was higher during task engagement than during periods of ‘cognitive rest’.
Task-based reasoning was characterised by dynamic stability in sensory re-
gions and dynamic ﬂexibility in regions devoted to cognitive control. Crit-
ically, this dynamic ﬂexibility appeared to confer superior problem solving
ability in tests of ﬂuid intelligence.
The second study leverages an example of incipient neurodegeneration,
mild cognitive impairment (MCI), to test the essential proposition that
iii
cognitive deﬁcits are linked to structural disconnection in the brain’s large-
scale network architecture. Accordingly, this study examines the structural
connectivity between thalamus and key regions of the cortex implicated
in ‘cognitive rest’: the default mode network (DMN). Abnormal struc-
tural connectivity and altered patterns of causation were identiﬁed in this
‘thalamo-DMN’ loop and, crucially, these deﬁcits were linked to memory
recall. Taken together, these ﬁndings provide new insight into the causal
pathways underlying DMN dysfunction in MCI and Alzheimer’s disease
(AD) and provides preliminary evidence that AD represents a failure of
circulating information consistent with its status as a ‘disconnection syn-
drome’.
The third and ﬁnal study uses a joint theoretical and empirical approach
to examine how dynamics and cognitive ability are shaped by the macro-
scopic connectivity of the brain. Accordingly, this study investigates the
asymptotic decline of neural metastability in an example of structural dis-
connection, AD, and its prodrome, MCI. Whole-brain computer modelling
mechanistically linked reduced metastability to anatomical disconnection.
Moreover, metastability was linked to features of the brain’s structural
topology. Crucially, empirical estimates of metastability were linked to
global cognitive performance. Taken together, these ﬁndings suggest a crit-
ical linkage between metastability, cognition, and network topology in the
damaged or diseased brain.
Overall, these three studies provide insight into the dynamic principles
by which cognitive architecture is organised and suggest that the metastable
regime of dynamics oﬀers considerable potential as a theoretical and concep-
tual framework for linking structure, function, and cognition in the human
brain.
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1 Preliminaries
1.1 Introduction
The classical view of systems neuroscience is that individual regions of the
brain are specialised for particular functions. This is supported by a wealth
of empirical lesion and neuroimaging studies linking localised neural activ-
ity with speciﬁc behavioural and cognitive events. Recently, there has been
a transition from the classical viewpoint. Rather than trying to carve up
the brain into a taxonomy of mental functions, an alternative approach is
to ask how a given anatomical substrate can support a number of diﬀer-
ent cognitive functions (Poldrack, 2012; Poldrack and Farah, 2015). New
techniques have revealed intrinsic connectivity networks (ICNs; Fig. 1.1)
that reﬂect underlying patterns of anatomical connectivity. The activity
of these networks is contingent on intrinsic ﬂuctuations and current be-
havioural context, and is dynamically reconﬁgured over time (Sadaghiani
and Kleinschmidt, 2013). Thus, any investigation of brain networks must
consider not only the structural anatomy which constrains and supports
functional interactions (van den Heuvel et al., 2009) but also the dynamic
changes in functional interactions (Cohen, 2018). An outstanding chal-
lenge, therefore, is to incorporate these neural dynamics into a coherent
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framework that combines insights from structure, function, and cognition.
Figure 1.1: Intrinsic connectivity networks represent a fundamental or-
ganisational principle of functional brain architecture. The term ‘intrinsic
connectivity networks’ expands upon the notion of ‘resting state networks’
to include the set of large-scale functionally connected brain regions that
emerge in resting state or task-based data (Laird et al., 2011) . Shown are
nine intrinsic connectivity networks of the brain commonly identiﬁed in
fMRI data when subjects are at ‘cognitive rest’. Viewed up through the
patients body, hence left and right are reversed. (Smith et al., 2009) .
Today, the most common methods for observing neural activity include
electroencephalography (EEG), magnetoencephalography (MEG), positron
emission tomography (PET), and functional magnetic resonance imaging
(fMRI). These approaches are augmented by animal studies in which single
unit recordings monitor the electro-physiological response of individual neu-
rons. Each type is sensitive to and hence concerned with diﬀerent levels of
functional organisation. Given the proliferation of techniques for observing
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brain activity, it is perhaps unsurprising that methods of observing brain
connectivity are as equally varied (Horwitz, 2003; Lee et al., 2003; Jirsa and
McIntosh, 2007). Brain connectivity falls into three main categories: struc-
tural, functional and eﬀective connectivity. Structural connectivity refers
to the physical substrate by which cortical regions are connected (Hagmann
et al., 2010; Behrens and Sporns, 2012; Cammoun et al., 2012; Craddock
et al., 2013; Sporns, 2013c). On a shorter timescale (seconds to minutes)
their physical pattern can be thought of as the physical ‘wiring diagram’ of
the brain. On a longer timescale (days to weeks) the physical linkages may
be thought of as more plastic and reﬂect the accumulation of experience
acquired through learning and development. Functional connectivity refers
to the statistical dependence between the time series of two regions and
is typically estimated through correlation (Friston, 1994, 2011) . It refers
to the ‘dynamic interactions’ that take place between network elements
on the anatomical substrate. In contrast to structural connectivity, func-
tional connectivity dynamically evolves over a variety of temporal scales
(from the millisecond to the minute and beyond), and is modulated via
external task exigencies, incoming sensory stimuli, and internal state (e.g.
arousal/fatigue)(Hutchison, Womelsdorf, Allen, Bandettini, Calhoun, Cor-
betta, Della Penna, Duyn, Glover, Gonzalez-Castillo, Handwerker, Keil-
holz, Kiviniemi, Leopold, de Pasquale, Sporns, Walter and Chang, 2013;
Gonzalez-Castillo and Bandettini, 2017; Cohen, 2018) . Unlike eﬀective
connectivity, functional connectivity makes no explicit reference to causal-
ity amongst neural components whereas eﬀective connectivity explicitly
describes the causal relationships between pairwise regions (Stephan and
Friston, 2007, 2010; Valdes-Sosa et al., 2011; Friston et al., 2012) . Like
functional connectivity these can be modulated on a rapid timescale. A
parsimonious approach to mapping eﬀective connectivity is to leverage the
knowledge that cause must precede eﬀect. In this way, directed (or proba-
bilistic causal) interactions can be extracted from time series data without
recourse to complex dynamics or any assumptions regarding an underly-
ing structural model (Friston, 2003; Friston et al., 2017). One of the most
widely adopted methods – Granger causality (GC) – estimates the amount
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of information gained about the future state of a variable by including past
states of another (Granger, 1969). GC has been widely applied to neurosci-
entiﬁc data including fMRI time series (Goebel et al., 2003; Roebroeck et al.,
2005; Bressler et al., 2008). Another approach, dynamic causal modelling
(DCM), seeks to clarify directed connectivity between regions by identify-
ing the most likely model to have produced the empirically observed data
(Friston, 2003).
On their own, none of these methods is suﬃcient to explain how net-
works of neural elements coordinate their activity over space and time.
Some proponents may claim that once the wiring between elements has
been fully determined, say at the microscopic level, the inner workings of
the brain will become self-evident. Such views may be overly optimistic,
as knowledge of wiring alone cannot account for the brain’s spontaneous
patterns of endogenous activity or temporally patterned task-dependent
responses. Nor can it explain how a multiplicity of functional states arise
from static connectivity. Thus, this thesis examines how complex spatio-
temporal brain activity emerges from the interplay between wiring and lo-
cal dynamics (Rubinov et al., 2009). The present thesis addresses a core
goal of neuroscience, to understand how structural anatomy shapes and
constrains spontaneous patterns of dynamic functional connectivity in the
brain (Damoiseaux and Greicius, 2009).
The emergence of time-varying functional networks from static anatom-
ical connectivity demands a formal computational approach to neural infor-
mation processing that resolves the dialectic between structure and function
(Park and Friston, 2013) . Dynamical systems theory may provide a con-
ceptual bridge to unite these interrelated levels of description (Breakspear,
2017). Theoretical and empirical data suggest that ﬂexible cognition and
behaviour are enabled by neural activity operating in a metastable regime
of dynamics in which individual regions express their intrinsic dynamics but
also coordinate globally (Kelso, 1995; Kelso and Tognoli, 2007; Tognoli and
Kelso, 2014b).
Metastability is closely related to the concept of ‘chaotic itinerancy’
(Kaneko and Tsuda, 2003) or the itinerant/roaming trajectory of a high di-
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mensional system through a series of ordered states. Here, low-dimensional
motion in dynamically unstable ‘attractor ruins’ gives way to high-dimensional
chaotic transitions. Chaotic dynamics is observed in physical systems that
operate far from equilibrium, are globally coupled, and/or engage in tur-
bulent ﬂow. Examples of chaotic systems include chaotic ﬂuids and atmo-
spheric dynamics, electrochemical oscillators and lasers. Chaotic behaviour
has also been observed in EEG brain recordings (Freeman, 1987) and arti-
ﬁcial neural networks (Sompolinsky et al., 1988).
The concept of metastability is important, as it furnishes a dynam-
ical explanation for understanding how large-scale regions of cortex co-
ordinate their activity in space and time to support cognition (Bressler,
1995; Bressler and Kelso, 2001, 2016; Bressler and Tognoli, 2006; Bressler
and Mcintosh, 2007; Bressler and Menon, 2010). These large-scale coordi-
native dynamics are likely shaped by underlying anatomy (Hellyer et al.,
2014, 2015; Váša et al., 2015; Deco et al., 2017), however, it is unclear how
metastable neural dynamics relate to cognition, or how they are constrained
by the brain’s structural topology — issues that the present thesis directly
addresses. Furthermore, although dynamical descriptions attribute consid-
erable importance to the brain’s structural connectivity (Shanahan, 2010,
2012; Wildie and Shanahan, 2012), it is unclear how metastable neural
dynamics is aﬀected by pathological disease processes resulting in struc-
tural disconnection (Seeley et al., 2009). Accordingly, this thesis explores
these dynamical accounts using tools from neuroimaging and computational
modelling. Critical linkages between structure, function, and cognition
are examined in the healthy human brain and, in an example of struc-
tural disconnection, namely, Alzheimer’s disease (AD) and its prodromal
state, mild cognitive impairment (MCI). The approach here is motivated by
the understanding that AD represents the most common and economically
burdensome forms of dementia, and one for which treatment options are
presently unavailable (Kumar et al., 2015; Masters et al., 2015; Wang et al.,
2017). Although links between structural disconnection (Villain et al., 2008;
Radanovic et al., 2013; Sachdev et al., 2013; Amlien and Fjell, 2014; Caso
et al., 2016), functional connectivity (Brier et al., 2014; Li et al., 2015; Bad-
6 Preliminaries
hwar et al., 2017), and cognition have been found in many studies of AD, to
date, these observations are predominantly correlative, and no satisfactory
mechanism is available to link these interrelated levels of description. An
important issue, therefore, is to understand how spontaneous neural activ-
ity, expressed in terms of functional network interactions, and constrained
by the structural anatomy, relates to behaviour and cognition.
A promising approach is to consider the brain as a complex dynami-
cal system and use computational modelling to provide insight (Rabinovich
et al., 2006; Deco et al., 2008; Breakspear, 2017). These computational
models provide detailed descriptions of how local activity interacts with
macroscopic patterns of structural connectivity to produce dynamic changes
in behaviour over time (Deco et al., 2008, 2009; Deco and Corbetta, 2011;
Deco and Jirsa, 2012; Deco et al., 2012; Deco, Ponce-Alvarez, Mantini, Ro-
mani, Hagmann and Corbetta, 2013; Deco and Kringelbach, 2014; Cabral
et al., 2011, 2014, 2017; Kringelbach et al., 2015; Ponce-Alvarez et al., 2015).
Models of this type have been used to understand the brain’s spontaneous
patterns of activity, and to clarify the relationship between functional and
structural connectivity (Honey and Kötter, 2007; Honey and Sporns, 2008;
Honey et al., 2009, 2010). Several models have incorporated the graph of
connectivity – the anatomical/structural connectome – deﬁned by tractog-
raphy, to specify the coupling strength between nodes that represent indi-
vidual cortical regions (Hagmann et al., 2007, 2008; Bullmore and Sporns,
2009; Hagmann et al., 2010; Sporns, 2010, 2011b; Behrens and Sporns, 2012;
Sporns, 2012, 2013a). These ’mean-ﬁeld’ models – based on the ensemble
activity of large populations of neurons – have captured features of spon-
taneous neural activity with impressive accuracy (Messé et al., 2014), and
in the ﬁeld of movement, task-speciﬁc patterns of neural activity (Kelso
et al., 2013). Increasingly, these computational techniques have been ap-
plied to neurological and psychiatric disorders to model the aﬀect of struc-
tural disconnection on resting state functional connectivity (Jirsa et al.,
2010; Cabral, Hugues, Kringelbach and Deco, 2012; Cabral, Kringelbach
and Deco, 2012; Cabral et al., 2013; Hellyer et al., 2015; Váša et al., 2015;
Demirtaş et al., 2017).
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In light of the foregoing, this thesis leverages a dynamical account of the
brain – metastable neural dynamics – to link across the three domains of
analysis: structure, function, and cognition. Metastable neural dynamics
has considerable potential for providing both a conceptual and computa-
tional framework for mechanistically linking structure to function (Hellyer
et al., 2014, 2015; Váša et al., 2015; Deco et al., 2017). The discovery of how
structural aspects of network connectivity in the brain inform and interact
with function and cognition, can be expected to further advance our under-
standing of the brain’s self-organising behaviour (Kelso, 1995). Metastable
neural dynamics has a strong intuitive association with aspects of cogni-
tion relying on ﬂexibility, exploration, and integration of information, and
may play a central role in supporting higher order cognition (Kelso, 2008;
Kringelbach et al., 2015; Deco and Kringelbach, 2016; Balaguer-Ballester
et al., 2018). The proposed approach also provides a theoretical foundation
for the development of clinically relevant biomarkers linked to cognitive
dysfunction (Kaiser, 2013; Gomez-Ramirez and Wu, 2014; Jacobs et al.,
2013; Jack et al., 2013; Acosta-Cabronero et al., 2012).
1.2 Rationale and research problem
A principal goal of neuroscience – to infer causality from a dual knowledge
of circuitry and local neural dynamics – is unrealised. Although links be-
tween structural disconnection, altered functional connectivity, and cogni-
tive impairment have been revealed in many studies of the brain including
schizophrenia (van den Heuvel et al., 2010; Fornito et al., 2012; van den
Heuvel et al., 2013; van den Heuvel and Fornito, 2014), traumatic brain
injury (Mac Donald, Dikranian, Song, Bayly, Holtzman and Brody, 2007;
Mac Donald, Dikranian, Bayly, Holtzman and Brody, 2007; Kinnunen et al.,
2010; Bonnelle et al., 2011, 2012), and AD, these accounts are primarily de-
scriptive and mechanisms to link these interrelated levels of description
are lacking. An important challenge, therefore, is to situate these correl-
ative accounts of structure, function, and cognition in a causal context.
Whole-brain computer modelling and dynamic systems theory may oﬀer a
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theoretical and conceptual framework to mechanistically link function and
structure. The central tenet is that patterns of components and their struc-
tural connections captured by the connectome place speciﬁc constraints on
complex brain dynamics, and therefore shape the operation and processes
of human cognition (Menon, 2011; Sporns, 2014; Fornito et al., 2015). The
network approach to cognition moves us closer to resolving the long standing
antagonism of localisationist and distributionalist accounts of brain function
(McIntosh, 2000). This approach is especially important for examining how
patterns of spontaneous neural activity are generated and how they relate
to underlying structural connectivity, and cognition (Honey and Kötter,
2007; Honey et al., 2009, 2010) .
Research aims
In light of these observations, the principal aim of this thesis is to use
insights from dynamical systems theory in conjunction with tools from
neuroimaging, computational modelling, and network theory to examine
the impact of (1) task-induced changes in cognitive state and (2) struc-
tural disconnection on a complex measure of metastable neural dynamics
in which the complementary tendencies toward integration and segregation
in the brain are simultaneously realised (Kelso, 1995, 2012; Kelso and Tog-
noli, 2007; Tognoli and Kelso, 2009, 2014a,b) . Thus, this thesis aims to
explore:
• the modulation of complex metastable neural dynamics under diﬀer-
ent conditions of task.
• how structural connectivity confers cognitive ﬂexibility on a ﬁxed
network topology through metastable neural dynamics.
• how structural disconnection impacts metastable neural dynamics
and how this relates to cognitive performance.
The concept and phenomena of metastability is important as it provides
a dynamical explanation of how large-scale networks coordinate their ac-
tivity in space and time to support cognition (Kelso, 1992; Bressler, 1995,
2002; Bressler and Kelso, 2001, 2016; Bressler and Tognoli, 2006; Bressler
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and Mcintosh, 2007; Bressler and Menon, 2010) . Accordingly, this the-
sis uses structural and functional MRI data recordings of healthy controls
(HCs), and patients with AD and its prodromal state, MCI, to investigate
the relationship between structural disconnection, metastable neural dy-
namics, and cognition in the human brain. The proposed approach aims to
provide new insights into the nature of structure and function both in the
normal and the damaged or diseased brain.
Research objectives
To achieve the aims outlined above the core objectives of the thesis are:
• To test the proposition that metastability is related to cognitive func-
tion by examining neural dynamics across several types of behaviour.
– To determine how the metastability of the brain’s large-scale net-
work organisation facilitates individual cognitive performance.
• To interrogate an example of incipient neurodegeneration, MCI, for
structural and functional changes linked to large-scale network or-
ganisation.
– To investigate how structural and functional changes in the brain’s
large-scale network connectivity is linked to cognitive perfor-
mance.
• To construct and validate a computational model based on the macro-
scopic structural connectivity of the brain and use it to simulate the
intrinsic neural dynamics observed when subjects are at ‘cognitive
rest’.
• To mechanistically link structural disconnection and metastable neu-
ral dynamics in MCI and AD using computational modelling in-
formed by anatomical connectivity.
– To examine how pathological network damage in the model is
constrained by the topological organisation of the connectome.
– To investigate the relationship between simulated neural metasta-
bility and the topological organisation of the anatomical connec-
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tome.
• To evaluate healthy neural dynamics for metastability and to com-
pare them to the metastability of neural dynamics obtained in sub-
jects with MCI and AD.
– To investigate how changes in empirical metastability translate
to changes in general cognition as pathophysiology unfolds.
1.3 Thesis outline
Chapter 2 provides an overview of the methods. This includes the general
principles of MRI, the non-invasive mapping of structure and function of
the human brain, and the use of graph theory to describe network topology.
Chapter 3 explores the proposal that cognition emerges from large-scale
systems of distributed and interconnected neuronal populations that oper-
ate and interact according to dynamic principles. Substantive evidence is
presented that complex dynamics self-organised on the brain’s anatomical
backbone may best be understood in the language of dynamical systems
theory. Special emphasis is placed on dynamic descriptions of the brain
in which the spontaneous transition between network conﬁgurations is ex-
pressed most accurately as a sequence of transients between metastable
states. Finally, theoretical and empirical evidence is provided that AD
represents a ‘disconnection syndrome’.
Chapter 4 introduces the theoretical framework of metastable coordi-
nation dynamics to investigate how the interactions of large-scale brain
networks support cognition. Motivated by the observation that the proba-
bility of network switching is maximised when subjects are cognitively ‘at
rest’, this chapter tests the fundamental proposition that metastable neu-
ral dynamics is higher at rest than during periods of heightened cognitive
activity.
Chapter 5 tests the essential hypothesis that structural disconnection of
large-scale network organisation is relevant to cognition by interrogating an
example of incipient neurodegeneration, MCI, for structural and functional
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disconnection between thalamus and regions of the brain associated with
elevated activity during ‘cognitive rest’, the default mode network (DMN).
Chapter 6 explores the relationship between white matter and neural
dynamics by developing and validating a theoretical computer model of the
cerebral cortex based on the large-scale pattern of macroscopic structural
connectivity between regions. This work provides a proof-of-principle that
a relatively simple network of coupled Kuramoto phase oscillators is capable
of capturing key properties of spontaneous neural dynamics when coupled
according to anatomical principles. This chapter also integrates several
strands of research, relating structural disconnection, neural dynamics, and
cognition to explore how general cognitive ability is shaped by the under-
lying anatomical connectivity in an example of neurodegenerative disease,
AD, and its precursor, MCI. Moreover, this chapter draws upon the afore-
mentioned computer model to mechanistically link structural disconnection
and metastable neural dynamics. Finally, by exploiting tools derived from
graph theory, metastable neural dynamics is shown to be related to key
features of the anatomical connectome.
2 Methodology
2.1 Introduction
This chapter outlines general principles of MRI necessary for non-invasively
mapping the structure and function of the human brain. Special emphasis
is placed on techniques relevant to the ﬁndings presented in subsequent
chapters.
2.2 Integral principles of magnetic
resonance imaging
MRI is a technique that exploits the properties of hydrogen atoms inside a
strong magnetic ﬁeld to produce images of biological tissue (Huettel, 2009;
Savoy, 2001) . MRI was discovered in 1947 simultaneously by two scientists,
Felix Bloch (Bloch et al., 1946; Bloch, 1951, 1953) and Edward Mills Pur-
cell (Purcell et al., 1946; Purcell, 1953) at the Massachusetts Institute of
Technology. Bloch and Purcell received the Nobel prize for Physics in 1952
in recognition for their work, but it would not be until 1977 that the ﬁrst
clinical images were obtained (Bullmore, 2012). The nature of MRI as an
evolving technology means its history is still being written (Blamire, 2012;
12
2.2. Integral principles of magnetic resonance imaging 13
Figure 2.1: Magnetisation of hydrogen protons in relation to a strong mag-
netic ﬁeld A) Hydrogen protons randomly align in the absence of a magnetic
ﬁeld B) Hydrogen protons align in either a parallel or anti-parallel position
along the axis of the B0 magnetic ﬁeld in the bore of an MRI scanner
to produce a net vector of magnetisation in the z-axis. The net moment
generated by the ﬁeld of protons is shown in three dimensions in the top
right.
Kwong, 2012; Turner, 2012; Uurbil, 2012) . MRI diﬀers from imaging such
as plane ﬁlm radiography and computerised tomography scanning as it uses
magnetic ﬁelds and radio frequencies rather than ionising radiation. The
majority of MRI systems in clinical practice produce an extremely strong
magnetic ﬁeld approximately 50,000 times that of the earth’s magnetic ﬁeld
(0.00003 Tesla), in principle, suﬃcient to pick up a car.
Hydrogen protons spin or ‘precess’ about their axis much like minia-
ture spinning tops (Fig. 2.1). The rate of this precession is known as
the ‘Larmor frequency’. Spin induces a small magnetic charge or polar-
ity called the magnetic moment. These magnetic moments are randomly
aligned in biological tissue, hence, the net moment is very small. However,
when hydrogen protons are placed inside a strong magnetic ﬁeld (such as in
the bore of an MRI machine) these magnetic moments spontaneously align
along the principle direction of the primary magnetic ﬁeld (called the B0
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Figure 2.2: Radio frequency excitation and relaxation of hydrogen protons.
A) Each hydrogen proton precesses around the net magnetisation vector of
the B0 ﬁeld at a rate known as the Larmor frequency (green). B) Appli-
cation of radio frequency energy causes the net magnetic moment to ‘ﬂip’
90 degrees into the x-y plane and the angle of precession of each individual
moment to become aligned. C) Hydrogen protons subsequently release ra-
dio frequency energy as the net magnetic moment becomes realigned with
the principle axis of the B0 ﬁeld and protons return to precessing out of
phase.
ﬁeld). Protons favour a thermodynamically stable conﬁguration, hence, a
greater proportion of the hydrogen protons align in the low energy state
(parallel to the primary magnetic ﬁeld), than align in the high energy state
(antiparallel to the primary magnetic ﬁeld). 1
Hydrogen protons within a magnetic ﬁeld continue to precess about
their axis but change their conformation when bombarded with radio fre-
quency (RF) energy. If the energy is at the Lamour frequency, the proton’s
rotational pole is ﬂipped into the high energy state in a process known as
‘excitation’ (Fig. 2.2). If suﬃcient numbers of protons are excited the net
magnetisation ﬂips 90 degrees into the x-y plane, perpendicular to the axis
1 Although this discussion is not presented in textbooks and papers, in reality, the
wave function does not mandate that protons protons exist exclusively in either the ‘spin
up’ or ‘spin down’ state but in a linear combination of the two.
2.2. Integral principles of magnetic resonance imaging 15
Figure 2.3: T1 and T2 relaxation rates for diﬀerent tissue classes. T1 and
T2 relaxation rates are dependent on the size and motion of the molecule on
which the hydrogen nucleus resides. Additional factors cause T2 relaxation
to proceed at a faster rate than T1 relaxation.
of the primary magnetic ﬁeld. At the same time, a second phenomenon
occurs whereby excited protons align their angle of precession and rotate in
phase. Following the RF pulse, excited protons return to the thermodynam-
ically stable low energy state in a process known as ‘relaxation’. During this
time protons release RF energy as a result of two independent processes:
the return of the net magnetic moment to the principle longitudinal z axis
(T1 relaxation) and the de-phasing of proton spins in the transverse x-y
plane (T2 relaxation).
T1 and T2 refer to the time constants for the regrowth of longitudinal
magnetisation and the de-phasing of transverse magnetisation respectively.
T1 and T2 relaxation rates are therefore inverses of each other when plotted
over time (Fig. 2.3). T2 relaxation always precedes at a faster rate than
T1 relaxation. In general, T1 and T2 relaxation curves are determined
by the size and motion of the molecule on which the hydrogen proton re-
sides. In most organs T1 values are 5-10x longer than T2 values, pure
liquids (water/CSF) have very long T1 and T2 values, and dense solids
(proteins/tendons) have very short T2 values. In practice, inhomogene-
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ity in the primary magnetic ﬁeld causes protons undergoing T2 relaxation
to de-phase faster still. This rapid relaxation imposes constraints on ap-
plying gradients and acquiring a signal. As a consequence, more sophisti-
cated sequences of excitation such as ‘spin echo’ and ‘gradient echo’ have
have been developed (Norris, 2012) . The combination of T2 relaxation and
ﬁeld inhomogeneity is termed T2*. T2* eﬀects are particularly sensitive
to the presence of oxygenated and de-oxygenated haemoglobin making it
favourable for studying brain activity (where oxygen consumption due to
increased metabolic demand is a factor). T2* sensitive images therefore
form the basis of fMRI. Gradient coils located in the bore of the scanner
alter the precession frequencies between slices enabling slice selection and
localisation along the x, y, and z axes (and is the source of the loud noises
often audible within the scanner).
Many fMRI studies acquire data from the entire brain using 30 or more
diﬀerent slices with an MRI technique known as multi-shot echo planar
imaging (EPI). Activity in adjacent brain regions is captured at diﬀerent
time points, thus, ‘slice timing correction’ is applied to make it appear as if
the whole volume was acquired at the same time point. So-called single-shot
EPI circumvents this step and ameliorates motion artefacts by capturing
whole-brain T2* sensitive images at high speed after a single RF excitation
pulse (~3 secs).
Contrasts
Two key acquisition parameters can be manipulated to provide a suitable
contrast for distinguishing tissue types or examining pathology: repetition
time (TR), the length of time between repeats of the excitation pulse, and
echo time (TE), the length of time between between the excitation pulse
and the acquisition of signal. Diﬀerent tissue contrasts are achieved in the
acquired image by modulating TR and TE to capture diﬀerent phases of
the T1 and T2 relaxation curves . A short TE and TR results in an image
contrast unrelated to the T2 relaxation. Known as T1-weighted structural
images, these provide high contrast between grey matter, white matter, and
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CSF compartments . When TE and TR are relatively extended, T1 relax-
ation eﬀects are minimised meaning the contrast is primarily determined
by T2 relaxation. Certain MR sequences using ‘gradient echos’ are further
sensitive to T2* relaxation. These T2*-weighted images form the basis of
fMRI using the BOLD technique.
Figure 2.4: Canonical haemodynamic response. A neural event at time
zero is accompanied by a rapid increase in BOLD signal over the course
of ~5 seconds as local blood ﬂow increases to satisfy a transient increase
in metabolic demand. BOLD signal then rapidly decreases, followed by a
short undershoot as blood ﬂow returns to baseline over the course of ~20
seconds.
Blood oxygen level dependent signal
Sites of elevated neural activity are associated with heightened metabolism
of glucose and oxygen and an increase in cerebral blood ﬂow to meet the
demand. Known as the canonical haemodynamic response function (HRF),
blood ﬂow peaks around 5 seconds after the onset of local neural activity
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followed by a short undershoot (van Zijl et al., 2012) as blood ﬂow returns
to its baseline level (Fig. 2.4). T2* imaging exploits the paramagnetic prop-
erties of oxygenated and de-oxygenated haemoglobin to measure blood ﬂow
in the brain. High metabolic demand alters the proportion of oxygenated
to de-oxygenated haemoglobin in active regions of the brain. These changes
are detected as local homogeneities within the primary magnetic ﬁeld and
referred to as the BOLD signal (Ogawa, 2012) . The neural basis of fMRI
BOLD signal is a matter of continued debate (Fox, 2012).
Analysis of fMRI data
A typical neuroimaging session involves collecting a high-resolution T1-
weighted structural image of the brain and several lower resolution T2*-
weighted functional images. A number of diﬀerent pre-processing tech-
niques have been introduced to facilitate comparison of functional data
across individuals and correct for motion and imaging artefacts. These
steps typically include: (1) discarding the initial volumes of the image to
remove ‘oﬀ-scale’ magnetisation eﬀects that have yet to reach steady state;
(2) removing skull and other non-brain tissue from the T1-weighted anatom-
ical image to minimise issues with alignment; (3) tissue segmentation of the
high resolution T1-weighted image; (4) alignment of individual functional
volumes to a common template (co-registration) to minimise motion arte-
facts; (5) projecting the functional data to a common reference template
to compare across subjects(normalisation); and (6) temporal and spatial
ﬁltering of functional data to improve the signal to noise ratio.
Tissue segmentation refers to separating grey matter, white matter,
and cerebrospinal ﬂuid on the basis of their distinctive intensities in the
T1-weighted structural image (Huettel and Song, 2014). These ‘regions of
interest’ may be used to extract the mean BOLD signal from a set of vox-
els. Problems arise when single voxels contain more than one tissue type
leading to so-called ‘partial volume eﬀects’. Tissue segmentation algorithms
from diﬀerent vendors therefore take into account tissue probabilities (e.g.
SPM)(Ashburner, 2012) and the geometric structure of the brain’s grey-
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white matter interface (e.g. Freesurfer)(Fischl, 2012) .
A major challenge in neuroimaging is to correct the distortions intro-
duced between successive time frames by the movement of the subject’s head
in the bore of the scanner (Power et al., 2014, 2015) . The consequences of
movement include: (1) a given voxel may contain signal from two types of
tissue or lose signal at the edge of the volume; (2) the uniformity of the
magnetic ﬁeld which has been calibrated or ‘shimmed’ for one particular
head position may be altered; and (3) images acquired one slice at a time
may report incorrect patterns of excitation (Huettel and Song, 2014). If
not accounted for, these distortions can lead to spurious correlations and
faulty inferences regarding the nature of the brain’s functional activity and
connectivity (Power et al., 2012) .
Motion correction or ‘realignment’ of successive frames to a standard
reference image (usually the ﬁrst volume or an average volume) ensures
that the anatomical location of individual brain regions are consistent over
the duration of the entire run (Huettel and Song, 2014). A typical workﬂow
uses aﬃne or rigid-body transformations to superimpose one volume upon
the other. This process results in three rotational and three translational
time courses capturing the brain’s 3D motion within the scanner.
Although minor misalignments can be corrected and subjects with ex-
cessive movement removed from the analysis, a further source of error re-
mains (Huettel and Song, 2014). Head movement following the RF pulse
can lead to faulty assumptions regarding the spin history of localised slices
and the introduction of small but signiﬁcant levels of artefactual signal.
Methods of removing this signal are an ongoing area of research and de-
bate within the neuroimaging community (Power et al., 2014, 2015). Global
signal regression and the anticorrelations it introduces are particularly con-
troversial (Fox et al., 2009) . Any eﬀects of motion not corrected by re-
alignment are ‘regressed out’ by including the motion related parameters
estimated during the realignment procedure as ‘nuisance regressors’. More
elaborate approaches also include temporal derivatives of the motion param-
eters, squared time series, and temporal shifts in the data. The inclusion of
additional motion related nuisance regressors to account for variance must
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be balanced with the loss in degrees of freedom. It is currently unclear
when genuine neuronal activity is also starting to be removed (Huettel and
Song, 2014).
Co-registration refers to the spatial alignment of a sequence of image
volumes (Huettel and Song, 2014). It most often refers to the alignment of
functional and structural data from the same subject. Normalisation refers
to the co-registration of a subject’s anatomical image to a standard refer-
ence template to allow comparison between the brains of diﬀerent subjects
(Huettel and Song, 2014). Currently, the most common templates are pro-
posed by the Montreal Neurological Institute (MNI). The current standard
template, ICBM152, represents the average T1-weighted structural images
of 152 individuals (Grabner et al., 2006) . Typically, the subject’s aver-
age functional image is co-registered to their structural image through an
aﬃne transformation. A nonlinear transformation is then used to ‘warp’ the
anatomical image to a standard reference template. The resulting trans-
formation rule is applied to co-register the functional image from the ﬁrst
step into the standard space of the reference template (Huettel and Song,
2014).
Measurements made by MRI are often contaminated by physiological
noise (Huettel and Song, 2014). Low frequency components such as vas-
cular and metabolic ﬂuctuations are easily removed via temporal ﬁltering.
High frequency confounds related to breathing (~0.3 Hz) or heartbeat (~1.0
Hz) are less easily removed. Standard MRI under-samples these higher fre-
quencies and consistent with the Nyquist theorem aliases them into lower
frequency components. Breathing and cardiac rate occur at low frequencies,
impacting the cerebral blood ﬂow (and hence the BOLD response) through
carbon dioxide vasodilation and blood pressure, respectively. Addressing
these confounds is especially diﬃcult given that neural signal and phys-
iological noise may be coupled temporally (Huettel and Song, 2014). In
resting state, these physiological ﬂuctuations can occur in the frequencies
of interest (<0.1Hz), potentially introducing spurious correlations between
regions (Snyder and Raichle, 2012) . Physiological noise regression is the
standard approach to removing these confounds from the raw signal. As in
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the case of correction motion, time series of physiological noise are entered
into the general linear model (GLM; see below) as nuisance regressors (Po-
line and Brett, 2012) . The signal of interest can then be separated from
the nuisance regressors and recovered in the residuals. By removing the
structured, non-random parts of the residuals, physiological noise regres-
sion renders the data more normally distributed or ‘white’. This satisﬁes an
important requirement of the GLM, that the error terms be identically and
normally distributed. Ideally, physiological data related to heart beat and
respiration are acquired in parallel with the scan, however in practice, this
approach is rarely taken. Since the signal of interest should be located in the
grey matter, the most common approach to modelling physiological noise
is to extract mean time series from the white matter or ventricles and use
these as nuisance regressors in the GLM (Huettel and Song, 2014). More
recently, data-driven approaches such as independent component analysis
(ICA; see below) have been used to isolate and remove noisy components
from genuine signal of interest (Beckmann and Smith, 2004).
Temporal ﬁltering refers to improving the signal to noise ratio by at-
tenuating frequencies that are not of interest (Huettel and Song, 2014).
These include very low frequency trends (<0.01Hz) such as ‘scanner drift’
(where the mean of the data drifts up or down gradually over the course
of the session), coil interference (caused by heating of the gradient coils),
and slow vascular/metabolic oscillations (Huettel and Song, 2014). This
also includes higher frequency physiological components such as heartbeat
( ~0.3Hz) or breathing (~0.1Hz). Frequencies of interest can be isolated
by using an appropriate Fourier ﬁlter. High pass ﬁlters attenuate low fre-
quencies whereas low pass ﬁlters attenuate high frequencies. Since resting
state studies are mainly interested in low frequency components, most of
the data is bandpass ﬁltered between 0.01-0.1 Hz. Low pass ﬁltering may
impose autocorrelation (or sample dependence) on the signal thereby vi-
olating the temporal independence assumption used for statistical testing
(Huettel and Song, 2014). Thus, while the majority of studies routinely per-
form high pass ﬁltering, the use of low pass ﬁltering is more controversial
(although still prevalent).
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Standard fMRI preprocessing uses spatial smoothing to tackle anatomi-
cal variability not accounted for by normalisation and to boost the signal to
noise ratio (Huettel and Song, 2014). Studies show that most spatial noise
is Gaussian, independent from voxel to voxel, and centred around zero.
Averaging intensity across several voxels therefore tends to average noise
to zero and boost the signal of interest to a non-zero value (Desmond and
Glover, 2002) . Most functional data is spatially smoothed using a Gaussian
kernel with full-width half maximum approximately the same diameter as
activated voxels (5-8 mm).
Analysis using the general linear model
The GLM, part of a family of statistical techniques known as linear re-
gression, is the most widely used approach for analysing task-based fMRI.
Linear regression ﬁnds the ‘line of best ﬁt’ between a predicator or explana-
tory variable (on the x axis) and a scalar or dependent variable (on the y
axis). For example, plotting the level of illumination on the x axis and the
mean BOLD signal in the visual cortex on the y axis would yield a positive
linear relationship between the two variables (i.e. a positive slope). Linear
regression uses the method of least squares to calculates the line of best ﬁt
and a single number (the slope of the line) to indicate how much the de-
pendent variable should increase if the predictor variable were to increase
by one unit (all other things being held constant). The model assumes that
errors are random, independent, and conform to a Gaussian distribution of
mean zero. The line of best ﬁt is the one in which the sum of the squared
errors between the data points and the line are minimised. Linear regres-
sion produces separate equations equal to the number of data points. These
are expressed with matrix algebra as:
Y = XB + e
where Y is the measured fMRI BOLD signal from a single voxel, X are
the experimental design variables, B is the weighting factor (the slope), and
e is some random error. X, Y, and e are column vectors and B is a scalar.
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In the GLM (as opposed to standard linear regression), Y and e remain as
single column vectors but X takes on additional columns. Typically, the
experimental design variables are assigned their own column each repre-
senting a speciﬁc factors (or regressor) thought to inﬂuence the outcome
of the experiment. By convention, the ﬁrst column represents an idealised
prediction of the haemodynamic response function in voxels activated by
the task or stimulus. So-called ‘nuisance regressors’, designed to account
for known sources of variance in the raw signal are placed in subsequent
columns. These data are often experimentally determined by measuring
head motion or physiological noise during the scan. The number of ele-
ments in B (the slope or strength of the relationship) corresponds to the
number of columns in the experimental design matrix X therefore B is now
a column vector.
A voxel that is activated by the experimental design is associated with
a positive slope B as the raw fMRI signal Y correlates with the idealised
haemodynamic response in X (the task blocks). In contrast, an unrespon-
sive voxel is not associated with a positive slope B as its resting state ‘noise’
is not correlated with the task. The same logic applies to every other voxel
of the brain. A formal test of statistical signiﬁcance separates voxels which
are activated by the experiential design from voxels which are not. The ﬁrst
step involves specifying the null hypothesis that no net BOLD response is
observed in a voxel during the experimental task as compared to rest. In
reality, we hope that there is a response so we can reject the null hypothesis
and ﬁnd a statistically signiﬁcant activation (depending upon the aims of
the investigation). When we say something is ‘statistically signiﬁcant’ we
usually mean that the probability (or p value) of a Type I error (a false
positive) is below a certain threshold. The probability of getting a false
positive by random chance and rejecting the null hypothesis (when in fact
we should not) is traditionally set to less than or equal to 5% (p < 0.05).
The GLM provides a measure for B (the slope) and its standard deviation
(which depends on the sum of the mean square errors and the size of the
design matrix) from which a test statistic is calculated T = B/SD. The
statistic T follows a student’s t-distribution (similar to a standard normal
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distribution) from which p value percentiles can be determined for every
voxel. P values below the 5% threshold are interpreted as signiﬁcant ‘acti-
vations’ due to task. However, the lack of reproducibility in scientiﬁc studies
has prompted recommendations to alter the default p-value threshold for
statistical signiﬁcance from 0.05 to 0.005 for claims of new discoveries.
Data driven functional connectivity analysis
A signiﬁcant limitation of the GLM is the need to deﬁne a priori psycholog-
ical regressors to examine neural activity. Thus, the GLM is unsuitable for
analysing resting state data which lacks an explicit experimental task. Also,
since every voxel in the brain (>500,000) is considered an independent t test,
mass univariate testing presents a multiple comparison correction problem.
ICA is a data-driven computational technique designed to overcome these
limitations by decomposing a 4D data set (a set of functional volumes) into
a set of independent spatial functional connectivity maps (ICNs) together
with their associated time courses. The beneﬁt of this approach is that
no explicit knowledge of the experimental setup or time course is required
(Beckmann et al., 2005, 2009).  ICA of fMRI datasets is usually performed
by dedicated software e.g. MELODIC, which is part of the FSL software
library (Smith et al., 2004; Woolrich et al., 2009).
A major shorting coming of the ICA approach is that it separates com-
ponents blindly. It also makes no assumptions regarding BOLD signal
change or task properties, nor can standard statistical tests be used to de-
termine the signiﬁcance of particular components. An important challenge
in ICA is to match components to cognitive processes evoked by speciﬁc
experimental tasks (and their corresponding haemodynamics). Several re-
cent approaches have combined data-driven ICA with hypothesis-driven
statistics to address this issue (McKeown, 2000). Another challenge lies
in combining data from across subjects. Since the pattern of components
extracted by ICA is unique to each dataset, each subjects data will yield a
diﬀerent set of components. While it is possible for the ICA algorithm to
generate a single set of components across subjects, diﬀerences in functional
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organisation at the subject-level will not be retained. Recently, quantita-
tive approaches have been developed to improve inferences from group-level
data. Dual regression ICA is robust to inter-subject variability in the spa-
tial properties of networks and provides a quantitative assessment of how
well each voxel matches onto each network for individual subjects (Huettel
and Song, 2014).
2.3 Integral principles of diﬀusion tensor
imaging
The random (or Brownian) motion of water molecules is expressed in terms
of the diﬀusion coeﬃcient (D) (Kingsley, 2006) . In principle, a perfectly
homogeneous ﬂuid is isotropic – its diﬀusion coeﬃcient is equal in all direc-
tions. In reality, diﬀusion is constrained by the boundaries of its container,
thus, the diﬀusion coeﬃcient is not equal in every direction but anisotropic.
Diﬀusion tensor imaging (DTI) is a method for quantifying the relative pro-
portion of diﬀusion in each direction (Le Bihan et al., 2001; Le Bihan, 2011) .
When performed on an MRI image, this technique enables estimation of the
predominant direction of diﬀusion in a voxel and the major white matter
ﬁbre bundles of the brain to be reconstructed via a process known as trac-
tography (Hermundstad et al., 2013).
As well as T1 and T2 relaxation, diﬀusion weighted images are also
sensitive to the direction of water molecules along a speciﬁc vector. As in
traditional MRI, diﬀusion weighted images rely on an excitatory RF pulse
to induce hydrogen protons to precess in phase, however, this is followed
by an additional pair of strong (b ~1000) opposing magnetic gradients.
The so-called ‘b-value’ is expressed in units of time/area. Typical b-values
available on modern MRI scanners range from 0 to about 4000 s/mm². The
ﬁrst gradient induces protons to spin at diﬀerent rates depending on their
location within the gradient. Protons in the strongest part of the gradient
spin faster than protons in the weakest part of the gradient. The second
gradient, designed to cancel the eﬀect of the ﬁrst gradient, is applied in the
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opposite direction. Successful re-phasing of protons only occurs if water
molecules are static in relation to the axis of the gradient i.e. there has been
no diﬀusion (equivalent to a standard diﬀusion-free T2 weighted image). If
however, protons move during the de-phasing and re-phasing cycles, the re-
phasing ﬁeld will incorrectly re-phase protons leading to less energy being
released and signal dropout (as compared to a standard diﬀusion-free T2
weighted image).
In diﬀusion weighted imaging, the b-value refers to the strength and tim-
ing of the diﬀusion gradients. The optimal choice of b-value is not clearly
deﬁned and depends on several factors such as ﬁeld strength, number of sig-
nals averaged, anatomical features, and anticipated pathology. Standard
diﬀusion weighted imaging always begins by obtaining a baseline b-zero (b
~0) image (not to be confused with the primary magnetic ﬁeld B0) while
the diﬀusion-sensitive gradients are turned oﬀ. Thereafter, source images
sensitized to diﬀusion in diﬀerent directions are generated by applying the
high b-value gradients (b ~1000). At a minimum, three sets of source im-
ages are produced that correspond to the x, y, and z axes of the laboratory
reference frame. More modern schemes acquire source images in at least 20
or more diﬀerent directions. Source and b-zero images are not viewed sep-
arately but combined into a single image known as the ‘apparent diﬀusion
coeﬃcient’ map.
Diﬀusion is described by a matrix called the diﬀusion tensor which ex-
presses the diﬀusion rates in each combination of direction (Fig. 2.5). After
simpliﬁcation, six unique directions remain, where the diagonal elements
(Dxx, Dyy, Dzz) represent diﬀusion coeﬃcients along the three principal
axes and the oﬀ diagonal elements (Dxy, Dyz, Dxz) represent the correlated
motion between each pair of principal axes. For perfect isotropic diﬀusion,
the diagonal elements are equal and the oﬀ diagonal elements are zero. For
anisotropic diﬀusion, the diagonal elements are unequal and the oﬀ diagonal
elements are non-zero. Convention dictates that individual tensor elements
are calculated in relation to the laboratory (x, y, z) reference frame where
the z axis aligns with the primary magnetic ﬁeld and the patients body (toes
to head). The laboratory reference frame is subsequently converted into a
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Figure 2.5: The diﬀusion tensor model. Diﬀusion of water molecules is
modelled in each voxel using the diﬀusion weighted signal along each of the
principal diﬀusion gradients, ﬁtted to an ellipsoid. The ellipsoid is described
using six parameters, V1-3 (or eigenvectors), which specify the angle of
diﬀusion in each direction and λ1-3 (or eigenvalues) , which correspond to
the mean signal in each of the principal directions.
more convenient coordinate system where the principle axes align with the
anatomical structure itself. This reference frame, based on the ‘diﬀusion
ellipsoid’, is fully determined by six parameters: the three dimensions of the
ellipsoid, the eigenvalues, and the three vectors representing the orientation
of the ﬁbres, the eigenvectors. The eigenvalues express the deviation of a
particle’s position with respect a reference position over time (and are pro-
portional to mean squared displacement). By convention, eigenvalues are
labelled in descending magnitude ( λ1 > λ2 > λ3 ). The ﬁtted ellipsoid is
speciﬁed in 3D space by multiplying each eigenvector with its corresponding
eigenvalue.
The eigenvectors and eigenvalues are used to calculate metrics describing
the shape and quantity of diﬀusion within individual voxels. The average
of the three eigenvalues represents the overall magnitude of diﬀusion within
a voxel and is referred to as the mean diﬀusivity (MD). The ratio of eigen-
values may be used to quantify the direction of diﬀusion. Axial diﬀusivity
(AD), deﬁned as the largest eigenvalue, and radial diﬀusivity (RD), deﬁned
as the average of the two smaller eigenvalues, are interpreted as diﬀusivity
parallel to and perpendicular to the direction of the ﬁbre tract respectively.
Fractional anisotropy (FA) – the most widely used measure of diﬀusivity
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– ranges from zero to one and reﬂects the amount of diﬀusion asymme-
try within a voxel (Basser and Pierpaoli, 1996, 1998; Basser et al., 2000).
FA of zero corresponds to perfect isotropic diﬀusion (a spherical diﬀusion
ellipsoid characterised by equal eigenvalues) whereas FA approaching one
corresponds to a progressively elongated diﬀusion ellipsoid (characterised
by unequal eigenvalues). Accordingly, the ‘FA map’ is a greyscale image
where brighter areas reﬂect more anisotropic diﬀusion.
Tractography
Tractography refers to the process of reconstructing the brain’s anatom-
ical ﬁbre pathways by plotting the direction of the primary eigenvector
from an initial ‘seed point’ through a series of contiguous voxels until some
termination criteria is achieved. These artiﬁcial ﬁbre tracts are known as
‘streamlines’. Although several thousand microscopic axons may be con-
tained within a single voxel, they are primarily organised into coherent
ﬁbre bundles at the macroscopic scale thereby allowing their predominant
orientation to be estimated. There are two types of tractography algorithm:
deterministic and probabilistic. Deterministic algorithms estimate the most
likely ﬁbre orientation and therefore fail in voxels without a predominant
direction of diﬀusion. This situation primarily occurs in regions where ﬁ-
bres cross, kiss, or branch (Jbabdi et al., 2010) . Probabilistic tractography
overcomes this limitation by using a deterministic algorithm to generate
thousands of streamlines at slightly diﬀerent orientations. The set of all
these connections is then used to generate an overall probability distribu-
tion map for the spatial extent of the ﬁbre. Since the direction in each voxel
is not determined by the largest eigenvector but by the probability function,
the streamline will follow either of the appropriate ﬁbre directions in regions
of crossing ﬁbres (Behrens et al., 2003) . DTI and ﬁbre tracking algorithms
have proven valuable for comparing groups of subjects but their application
to clinical diagnosis of individuals is controversial (Jones and Cercignani,
2010; Jones et al., 2013) . Considerable variation in regional FA exists be-
tween subjects as a function of age, gender, location, and MRI technique
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(Jones and Cercignani, 2010; Jones et al., 2013) . Moreover, tractography
algorithms are vendor speciﬁc and diﬀer in detail (Soares et al., 2013) . Re-
sults are also strongly dependent on factors such as the size, orientation,
and position of initial seed points, and the criteria used to terminate tracks
(Schirner et al., 2015) . One of the primary goals of tractography is to gener-
ate a graph of whole brain connectivity – a so-called ‘connectome’ – where
regions are nodes and linkages are edges (Sporns, 2011c) . The purpose is
twofold: (1) to inform the coupling strength between nodes in whole-brain
computer models (Bassett et al., 2018, 2017) and (2) to enable diﬀerent
features of the network’s topology to be objectively quantiﬁed. The emerg-
ing overlap between dynamical systems theory and network science oﬀers
considerable potential as a framework for understanding the structural and
functional basis of cognition (Sporns, 2011c, 2014; Petersen and Sporns,
2015). The latter aim is dependent on tools derived from graph theory.
Graph theory
The essential proposition of graph theory is that nodes can represent par-
ticular entities and edges their interactions (Sporns, 2011c; Fornito et al.,
2016). The construction of a graph proceeds along a prescribed series of
steps (Kaiser, 2011). First, network nodes are deﬁned, typically these are
cortical regions identiﬁed through one or more neurobiological properties
such as architecture, function, connectivity, or topography. These regions
are typically derived by specifying an objective parcellation of cerebral tis-
sue into non-overlapping areas based on either structural, functional or
multi-modal data (Evans et al., 2012; de Reus and van den Heuvel, 2013).
Often, these regions are compiled into an atlas for general use (Van Essen
et al., 2017). These are often used by specialised software such as Freesurfer
(Fischl, 2012) to guide tissue segmentation (Destrieux et al., 2010) . The
next step is to estimate some measure of association between the pairwise
nodes. In principle, this includes any deﬁnition, be it structural, functional,
or eﬀective.
A graph is simply a mathematical representation of a real world net-
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Figure 2.6: Graph theoretical representation of brain network connectivity.
A) Structural connectivity is represented as a graph where each node cor-
responds to a region of the brain and the weight of each edge is deﬁned by
estimating the strength of empirical connectivity between a pair of regions
(left). An example network composed of seven nodes arranged in topo-
logical space (centre) and corresponding weighted graph or ‘connectome’
(right). B) The degree of a node is determined by counting the number
of connections made between it and all other nodes in the network. Here,
node seven (in red) has a degree of two reﬂecting its connections to nodes
one and four. C) More sophisticated graph theoretical measures are also
available. One example, the local clustering coeﬃcient, is a measure of the
degree to which nodes cluster together. It quantiﬁes how close a node’s
neighbours are to being a fully connected graph or clique.
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work, or more generally, any system where network components interact
over time. Graph theory is the mathematical study of these networks. The
principle goal of constructing a ‘connectome’ is to represent brain networks
as graphs where regions correspond to nodes and edges to interactions (Fig.
2.6)(Sporns, 2013a) . It is the basic formalism of representing brain networks
as graphs which permits a quantitative analysis of brain network connectiv-
ity to be performed. Measures of topological connectivity within the graph
can then be deﬁned using the mathematical tools of network science (Lowe
et al., 2016; Bassett and Sporns, 2017). Graph theory is one of the most
active branches of mathematics with applications in many ﬁelds. Its scope
stems from its ability to represent any network regardless of its underlying
physical instantiation as a series of nodes and edges. The most elementary
representation of a graph is referred to as the ‘adjacency’ or ‘connectiv-
ity matrix’. The connectivity matrix deﬁnes the topological relationships
between network elements by representing nodes as rows/columns and rep-
resenting edges as binary or weighted entries. Nodes can be linked directly
or indirectly through a series of intermediary edges and nodes. Ordered se-
quences of unique edges and intermediate nodes are called ‘paths’. A path
between two nodes implies that one node can be reached from the other
by traversing a series of edges. The ‘distance’ is the length of the shortest
path linking two nodes where length does not refer to spatial distance but
topological distance. An edge between two nodes indicates direct commu-
nication. Paths of various length demonstrate the many indirect routes a
signal can traverse between two nodes. Many analyses focus on the shortest
path length as these pertain to eﬀective communication. Real-world sys-
tems like the brain engage in dynamics across multiple temporal and spatial
scales where components and interactions are not well-deﬁned. With this
in mind, the choice of nodes and edges (components and interactions) must
be carefully justiﬁed as they will have an impact on the computation and
interpretation of the data. The present thesis leverages structural data
obtained from HCs and subjects with MCI and AD to capture large-scale
connectivity between cortical regions.
An important organising principle by which healthy brain networks
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are arranged is the idea of ‘small-worldness’ (Bassett and Bullmore, 2006,
2017). The topology of small-world networks is characterised by high clus-
tering within groups of nodes but sparse interconnectivity between clusters
(Watts and Strogatz, 1998) . Thus, small-worldness refers to the phenomena
whereby functional modules are connected by a small number of long range
pathways, ensuring a low overall path length between any two nodes. Small-
worldness appears to be a ubiquitous property of nervous systems across
multiple scales (Stam, 2004; Achard et al., 2006; Sporns and Honey, 2006;
Sporns, 2006; He et al., 2007; Gallos et al., 2012; Hilgetag and Goulas,
2015). Small-worldness allows clusters to maintain their individual func-
tionality yet also communicate using a minimal number of steps thereby
minimising wiring cost (Bullmore and Sporns, 2012) and supporting the
emergence of network hubs (Hagmann et al., 2007, 2008; Iturria-Medina
et al., 2007, 2008; van den Heuvel and Sporns, 2013).
The ‘rich-club’ phenomena is a related concept whereby well-connected
network hubs tend to link to one another rather than to hubs which are less
well connected. Network hubs of the cerebral cortex aggregate into a single
high performance backbone known as the rich-club network (van den Heuvel
and Sporns, 2011; Collin et al., 2014; Harriger et al., 2012; van den Heuvel
et al., 2012; Pedersen and Omidvarnia, 2016; Senden et al., 2014, 2017).
Thus, hubs of the brain do not operate independently but as a single col-
lective. This attribute of network organisation has important consequences
in neurodegenerative disorders where pathology is linked to network struc-
tural change (Daianu et al., 2013, 2015; van den Heuvel and Sporns, 2013;
Griﬀa and Van den Heuvel, 2018).
2.4 Summary and conclusion
Human functional neuroimaging as we know it today can trace its roots
back more than a century but it would not be until the late 20th century
that these tools would become widely available (Raichle, 2009) . Some, such
as PET, were limited in their spatial and temporal resolution by the decay
properties of a radioactive isotope injected into the bloodstream. Others,
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such as EEG, which measured electrophysiological recordings through the
scalp, were able to detect rapid ﬂuctuations in neural activity but were
unable to pinpoint their exact source. Thus, fMRI, which oﬀered spatial
resolution on the order of millimetres and temporal resolution on the or-
der of seconds, rapidly emerged as the dominant modality for mapping
brain activity (Rosen and Savoy, 2012) . The subsequent explosion of stud-
ies linking particular brain regions to behavioural states (Bandettini, 2012;
Bullmore, 2012) led some commentators to suggest that fMRI represented
the ‘new phrenology’ (Diener, 2010) . Thus, in recent years, there has been a
shift in the neuroimaging community, away from so-called ‘blobology’ (func-
tional specialisation/segregation), toward a more holistic approach based on
‘connectology’ (functional integration)(Hasson and Honey, 2012; Poldrack,
2012; Smith, 2012).
The development of fMRI was accompanied by innovations in describing
the brain’s structural connectivity. The diﬀusion tensor model permitted,
for the ﬁrst time, the complex ﬁbre tracts in the human brain to be compre-
hensively mapped and recorded in a graph of connectivity called the con-
nectome (Sporns, 2010, 2012, 2013a,c) . Conceptualising the brain in this
way has signiﬁcantly contributed to our understanding of how functional
brain states emerge from their underlying structural substrate. Firstly, it
has permitted the structural topology of the brain to be studied using tools
of network science and graph theory (Sporns, 2011a; Fornito et al., 2016;
Bassett and Sporns, 2017)) . Secondly, it has stimulated the development of
whole-brain computer models based on anatomically plausible connectivity
(Cabral et al., 2017) . The following section is devoted to exploring and
contextualising this literature.
3 Background
3.1 Introduction
This chapter surveys the current state-of-the-art in relation to the aims and
objectives of the thesis. The background material is divided into three main
parts:
• Firstly, the importance of the brain’s functional architecture or ICNs
are discussed in relation to behaviour and cognition. Next, the ac-
tivity of the ICNs are placed within a dynamic context by appealing
to the concept of the ‘neurocognitive network’.
• The second part presents theoretical and empirical evidence that the
brain’s derives this behaviour from its identity as complex dynam-
ical system poised near criticality. Evidence is presented that the
dynamics underlying these phenomena is most accurately described
by a series of transitions between weakly or pseudo-stable attractor
states rather than as convergence to a ﬁxed-point attractor. These
dynamics, which confer several features of beneﬁt to information pro-
cessing, are subsequently explored. The closing section uses ﬁndings
from theoretical computer modelling to examine how this sponta-
neous behaviour emerges in the brain.
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• The third part frames brain disorders as failures of circulating infor-
mation or so-called ‘disconnection syndromes’. To motivate this argu-
ment, the role of network topology in supporting synchronisation be-
tween neural assemblies is presented. This is followed by theoretical
and empirical examples of structural disconnection in which neural
synchrony is altered by lesions to the brain’s structural connectiv-
ity. Finally, evidence that AD represents a disconnection syndrome
is provided. Taken together, these ﬁndings suggests that functional
and cognitive deﬁcits associated with AD, stem, in part, from altered
network topology.
3.2 Intrinsic connectivity networks
MRI was ﬁrst introduced into clinical practice in the 1980s but it was not
until the 1990s that it saw widespread adoption. At that time, brain re-
gions activated by task were identiﬁed through a subtractive approach – the
activity of the brain prior to stimulus presentation was subtracted from the
activity of the brain in the post stimulus presentation (Ogawa et al., 1990).
For instance, ﬁnding the areas of the brain associated with reading com-
prehension would involve scanning subjects while they were presented with
a word (‘Flood’) and while they were presented with a non-word (‘Floob’).
If you were to then infer that the resulting diﬀerence in brain pattern were
those regions involved in reading comprehension you have made two key as-
sumptions: (1) that these changes do not reﬂect task diﬃculty and (2) that
these changes do not reﬂect diﬀerential recruitment of areas between tasks.
Recently, these assumptions have been challenged (Friston et al., 1996) and
alternative strategies for mapping cognitive neural architecture have been
proposed (Friston, 1994) . Today, experimental designs typically employ the
GLM to identify activated regions (Poline and Brett, 2012). This approach
attempts to explain the variation in BOLD time course using a linear combi-
nation of explanatory variables (the physiological or psychological regressors
of interest).
Deﬁning the brain purely in terms of its neural inputs and outputs
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yields a framework where cognition is a reﬂexive mode of brain function.
Any pre-existing endogenous activity not directly related to external stim-
ulation is regarded as noise that must be surmounted by meaningful ac-
tivation. Accordingly, much of neuroscience has been concerned with the
stimulus-driven or task-related paradigm in the presence of well-deﬁned
environmental stimuli and much less consideration has been given to the
brain as a spontaneously active system with rich spatio-temporal dynamics
in the absence of input (Cabral et al., 2014; Deco and Corbetta, 2011; Vogels
et al., 2005; Raichle, 2010, 2015). The recurrent neural architecture of the
brain is such that connections cannot be deﬁnitively associated with inputs
or outputs. Thus, any model of the brain that presupposes predominately
feed forward processing in a serial hierarchy is missing an important feature
of the brain’s physiology. Even in primary sensory regions most synapses
received by pyramidal neurons are from other cortical neurons, with only
a small percentage (5-20%) attributable to sensory input (Douglas et al.,
1995; Douglas and Martin, 2004). Large-scale areas of the brain further
removed from sensory input are interconnected through mono- and polysy-
naptic pathways. Re-entrant processing makes an important contribution
to the shaping of coordinated global brain activity in the service of coherent
behavioural responses and in the emergence of spontaneous neural dynam-
ics. These dynamics are more accurately described as a series of transitions
between a set of pseudo-stable attractor states rather than as convergence
to a stable ﬁxed-point attractor (Kelso, 1995).
An alternative to the task-based activation paradigm is the resting state
protocol in which BOLD time series data are acquired over a period of sev-
eral minutes when subjects are awake, with eyes open, and not explicitly
engaged in task (Binder, 2012; Biswal, 2012; Lowe, 2012) . Despite the
unconstrained nature of the approach, the brains of subjects at ‘cognitive
rest’ demonstrate characteristic spatio-temporal patterns of spontaneous
functional connectivity between regions that are highly conserved between
individuals (Fox et al., 2005; Fox and Raichle, 2007; van den Heuvel et al.,
2009) and self-consistent with the deﬁnition of a module i.e. regions com-
prising a single network are strongly linked to each other but weakly linked
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Figure 3.1: Functional connectivity between intrinsic connectivity networks
obtained dynamically reconﬁgures over time. Resting state BOLD time
series of intrinsic connectivity networks obtained in a single healthy subject
at ‘cognitive rest’ (centre). Dynamic changes in functional connectivity
estimated using a sliding window (top) compared to static or ‘grand average’
functional connectivity calculated over the entire time course (bottom).
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to regions in other networks (Raichle, 2011). These modules, alternately re-
ferred to as intrinsic connectivity or resting state networks, are dynamically
reconﬁgured over time as a function of internal ﬂuctuations and behavioural
context (Fig. 3.1). Studies of this type have shown that the neural corre-
lates of cognition are not limited to task-based activations but also occur
in the brain endogenously.
Subjects at ‘quiet rest’ show elevated metabolism in an interconnected
and anatomically deﬁned set of brain regions (Raichle et al., 2001; Gre-
icius et al., 2003; Buckner et al., 2008) known as the DMN. This so-called
‘task-negative’ network was originally thought to be deactivated during
goal-oriented processing (Fox et al., 2005), but it is now known to support
elements of experience directly related to task performance (Spreng, 2012;
Sormaz et al., 2018) and spontaneous cognition such as mind wandering
or daydreaming (Mason et al., 2007; Kucyi et al., 2017). The DMN has
been shown to be negatively correlated with other brain networks related
to attention. Several other ‘task-positive’ networks present during rest are
involved in mediating attention, cognitive control, detecting salience, mo-
tor output, and sensory processing (Damoiseaux et al., 2006; Wojtuń et al.,
2010). Patterns of resting state activity derive their utility from several fac-
tors including consistency between individuals (Damoiseaux et al., 2006) ,
test-retest reliability (Damoiseaux et al., 2006), stability over time (Shehzad
et al., 2009) and over changes in brain state (Boly et al., 2008), reliable de-
velopmental trajectory (Fair et al., 2009), heritability (Glahn et al., 2010) ,
and distinct pattern of alteration in disease (Bassett and Bullmore, 2009;
Zhang et al., 2010) . The unconstrained nature of the resting state has
proven remarkably useful in studies of healthy brain function and in sub-
ject populations such as the very young or the elderly where compliance
may be an issue.
Although the ICNs of the brain were initially discovered using seed-
based approaches (Fox et al., 2005) where the mean time course from one set
of voxels is correlated with the time course contained in every other voxel,
more recent data-driven techniques have converged on a consistent set of
around nine canonical ICNs from which spontaneous and task-evoked brain
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dynamics are constructed (De Luca et al., 2006). The leading method, inde-
pendent component analysis (ICA), decomposes resting state BOLD signal
into temporally and spatially distinct patterns of covariation (Kiviniemi
et al., 2003; Van De Ven et al., 2004; Beckmann, 2012). Although the
spatial and temporal resolution of these networks is largely contingent on
data acquisition parameters (e.g. voxel dimension, run duration, etc.) and
choice of post processing pipeline (e.g. motion control strategies, etc.), re-
cent studies mapping the functional architecture of the human brain have
largely reported consistent ﬁndings (Doucet et al., 2011; Power et al., 2011;
Yeo et al., 2011; Gordon et al., 2016). The robust nature of the brain’s
functional architecture at rest permits direct comparison of functional and
structural connectivity. Several studies provide comparisons of whole-brain
structure and function in the same cohort of healthy individuals (Hagmann
et al., 2008; Honey et al., 2009, 2010; Skudlarski et al., 2008). These studies
share a core message: structural connections, when present, are highly pre-
dictive of the strength of functional connections, however, less frequently,
strong functional connections may also exist in the absence of direct struc-
tural links through indirect polysynaptic pathways (Goñi et al., 2014; Her-
mundstad et al., 2013).
Metabolic imaging studies have shown that only a small percentage
of the brain’s energy budget is allocated to processing momentary task
demands; the vast majority is devoted to maintaining intrinsic activity
(Raichle and Mintun, 2006; Zhang and Raichle, 2010). From this per-
spective, variation in sensory responses may best be understood as the
interaction of an input with an intrinsic neural context generated by the
brain’s endogenous dynamics, modulated by attention, arousal, and experi-
ence (Fox et al., 2005). This perspective has gained considerable empirical
support from a meta-analytic study comparing a large number of brain
activation maps obtained during cognitive tasks to ICNs extracted using
standard pattern extraction techniques (Smith et al., 2009). More direct
evidence comes from comparing patterns of functional connectivity in the
brain’s large-scale functional architecture at rest and during task perfor-
mance (Cole, Bassett, Power, Braver and Petersen, 2014; Schultz and Cole,
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2016). Studies such as these demonstrate that large-scale functional net-
works deployed during task-orientated processing are spontaneously active
when subjects are at rest. The ongoing rehearsal of functional activity may
be required for maintaining the brain’s cognitive architecture and for an-
ticipating future stimuli by replaying previous experiences (Schacter et al.,
2007).
The intrinsic activity of the brain appears to account for at least some of
the behavioural variability observed in the context of a task. For example,
much of the trial-to-trial variability of BOLD response in the left and right
motor cortices, which are typically correlated at rest, is accounted for by
persistent ongoing activity (Fox et al., 2006). Moreover, these spontaneous
ﬂuctuations in BOLD response also correlate with motor output (Fox and
Raichle, 2007). Ongoing activity may bias the detection of preferred stim-
uli in regions dedicated to specialised sensory processing (Hesselmann, Kell
and Kleinschmidt, 2008; Hesselmann, Kell, Eger and Kleinschmidt, 2008).
These correlated ﬂuctuations in ongoing activity and behaviour are often
located in large-scale networks associated with higher order cognitive opera-
tions such as attentional control (Boly et al., 2007; Sadaghiani et al., 2009;
Coste et al., 2011). The emerging picture is one in which ICNs support
internal processes relevant to cognition by expressing themselves in diﬀer-
ent combinations on a relatively static set of structural connections (Fig.
3.1) (Sadaghiani and Kleinschmidt, 2013). These large-scale systems of
distributed and interconnected neuronal populations appear to operate and
interact according to dynamic principles. Bressler and Kelso (2001) pro-
posed the neurocognitive network as a resolution to the antagonism between
two opposing viewpoints: the ﬁrst, localisation, which holds that complex
cognitive functions are localised to speciﬁc regions of the brain, and the sec-
ond, globalism, which posits they are distributed and arise through global
coordination. The principle of the neurocognitive network is informed by a
modern conception of cognitive function resulting from the dynamic inter-
actions of distributed nodes in a complex network (Bressler and Tognoli,
2006; Bressler and Kelso, 2016) .
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Neurocognitive networks
Instead of trying to frame cognition as a strictly localised phenomena,
whereby serial processing occurs over precisely deﬁned connectivity, the
network approach characterises mental operations by their dynamic pat-
terns of intrinsic or evoked activity. In this view, functions do not reside in
discrete brain areas but are the product of network interactions which are
rapidly reconﬁgured to provide dynamic changes in neural context (McIn-
tosh, 1999, 2000, 2004, 2007; Bressler and Mcintosh, 2007). Thus, a given
brain region can adopt more than one functional role depending on the pat-
tern of network interactions in which it is embedded. Cognition is therefore
distributed over a set of network connections and the large-scale ICNs of
the brain are considered to be an essential substrate for supporting the
emergence of real-time cognitive function (Bressler, 1995, 2002; Bressler
and Menon, 2010; Shanahan, 2006; Mesulam, 2009).
Neurocognitive networks are deﬁned as large-scale systems of distributed
and interconnected neural populations in the central nervous system organ-
ised to perform cognitive functions (Bressler and Kelso, 2001). Cognition is
expressed in real-time by the coordinated activity of distributed cortical ar-
eas whose states of mutual coordination are adjusted dynamically over time
(Bressler and Tognoli, 2006; Bressler and Kelso, 2016). The neurocognitive
network is a critical concept for linking the activity of the brain’s large-scale
ICNs with higher-level cognition and behaviour. This approach considers
the anatomical organisation of the cerebral cortex to be of prime importance
in shaping the activity of the brain’s cognitive operations. There are many
reasons to believe that the cortical region and not the neuron is the opera-
tional eﬀector of neurocognitive function. Neurons are typically ineﬀective
at triggering responses in the areas to which they project (Braitenberg and
Schuz, 1991), whereas the joint action of local neural assemblies is suﬃ-
cient to drive a response in a target area (Bush and Sejnowski, 1994). The
circumscribed neuronal assembly is an anatomically distinct circuit com-
posed of one to two hundred neurons arranged perpendicular to the cortical
surface (Mountcastle, 1997) . Around 50-80 of these minicolumns are aggre-
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gated into higher level structures – the macrocolumns – that are organised
to support basic cognitive operations. Several macrocolumns are bound
together through short range interconnectivity into the local area corti-
cal circuit, the fundamental computational unit of neurocognitive function
(Mountcastle, 1997) . In light of these observations, coupled with the un-
derstanding that the brain’s long range ﬁbre pathways are organised at the
macroscopic scale, the neurocognitive network approach takes the large-
scale cortical region as the relevant unit of analysis. The anatomical con-
nectivity of the cerebral cortex provides the basis for an enormous space
of possible network conﬁgurations (Bressler and Tognoli, 2006) . The func-
tional expression of a given cognitive operation requires the co-activation
of a speciﬁc combination of interconnected local area networks. Members
of a subset act in concert as a neurocognitive network with each member
providing its own specialised contribution. The multifunctional character
of nodes is evidenced by their participation in diﬀerent network conﬁgu-
rations where the relative phase between regional oscillators is seen as an
important collective variable for characterising the dynamics of brain and
behaviour (Kelso, 1995). Coordination of neurocognitive networks arises
from a dynamic regime that balances counteracting tendencies toward in-
tegration and segregation (Bressler and Tognoli, 2006; Bressler and Kelso,
2001, 2016). The brain derives this behaviour from its identity as a complex
system operating in the metastable regime of its coordination (Kelso, 2012;
Kelso and Tognoli, 2007; Kelso, 2009; Tognoli and Kelso, 2014b).
3.3 The brain as a complex dynamical
system
Complexity is often deﬁned as systems in which the whole is greater than
the sum of its parts, such that, given the properties of the parts and the
principles by which they interact, it is diﬃcult or impossible to infer the col-
lective behaviour of the whole system (Laughlin and Pines, 2013). Complex
systems contain many components that take part in structured interactions
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to produce ‘emergent’ phenomena that cannot be reduced to the properties
of their components. The highly interconnected, hierarchical, and dynamic
character of complex systems poses a serious theoretical and experimental
challenges; one that is not met by the reductionist approach. The limited
success of reductionist approaches in complex biological networks speaks to
the need for a new framework based on the principles of dynamical systems
theory. A better understanding of complexity can provide insight into how
the structure and function of the brain is organised (Koch and Laurent,
1999).
Complex systems are organised such that they display structure and be-
haviour half way between order and disorder (Tononi et al., 1998). When
order and disorder coexist, complexity is high; when either is high, com-
plexity is low. If all the components of a neural system were to be un-
coupled the system would become highly disordered as all the parts would
act independently. Conversely, a highly ordered neural system instigated
by strong coupling would override any specialised functionality at the local
level through global network synchronisation. Clearly, the operation and
structure of the brain is not conﬁned to either of these extremes but instead
represents a mixture of order and disorder (Friston, 2009a). An important
feature of large-scale system dynamics therefore, is the coexistence of oppos-
ing tendencies toward functional integration and segregation (Kelso, 1995,
2012; Kelso and Tognoli, 2007; Kelso, 2009; Tognoli and Kelso, 2014b). Inte-
gration and segregation represent fundamental organising principles of the
cerebral cortex across all domains of cognition (Tononi et al., 1994; Friston,
2009b; Sporns, 2013b; Deco et al., 2015). This dichotomy arises from the
need to balance locally encapsulated regional processing with coordinated
global activity (Sporns et al., 2000).
Anatomical and functional segregation is a multiscale phenomenon that
ranges from specialised neurons to neuronal assemblies and cortical regions.
An example of segregation is found in the visual cortex where anatomically
and functionally distinct regions respond to speciﬁc features e.g. orien-
tation, spatial frequency, or colour (Van Essen et al., 1992). Segregation
implies that neural responses are statistically independent from one another
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and therefore represent specialised information. Structural connectivity also
supports functional segregation by linking together populations of neurons
with similar response properties. As cognitive functions increase in com-
plexity and sophistication, more functional integration is required to recruit
the necessary neural resources. The need to integrate specialised and dis-
tributed information recruited from multiple sources is exempliﬁed by the
‘binding together’ of object attributes into a single coherent visual image
(Zeki, 1993). It is thought that neural architectures achieve functional inte-
gration through two principles: convergence and phase synchrony. Conver-
gence of hierarchically arranged neural inputs yield increasingly specialised
brain regions capable of responding to high-level features of the environ-
ment (Quiroga et al., 2005) . At the level of large-scale neural networks,
some regions bind together multiple signals from unimodal areas to cre-
ate multimodal representations (Mesulam, 1998; Damasio, 1989) . Func-
tional integration can also be achieved through network dynamics that in-
clude phase locking or synchronisation between neuronal populations (Fries,
2005, 2009). This mechanism is dependent on reciprocal connections be-
tween local area networks to link segregated populations. The ‘binding’ of
perceptual information that occurs through stimulus-dependent neural syn-
chrony, particularly in the gamma band (~20-80 Hz), is thought to underlie
the unitary nature of consciousness (Gray and Singer, 1989) . These princi-
ples are consistent with the essential proposition of the communication by
coherence hypothesis (Fries, 2015) : synchronisation facilitates neural pro-
cessing by enabling the detection of coincident spikes in areas that receive
convergent signals. Spontaneous or evoked changes in synchronisation can
therefore implement rapid changes in functional and eﬀective connectivity
while the anatomical substrate remains ﬁxed.
Dynamics evolving on complex networks depend critically on two fac-
tors: (1) the response characteristics of individual components i.e. their lo-
cal dynamics and (2) the overall network structure. Thus, diﬀering network
topologies are associated with diﬀerent complex dynamics. Some topolo-
gies create networks of stable attractors, others global synchronisation, still
others produce dynamic transients, metastable states, and criticality. In a
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series of computational studies, Olaf Sporns used evolutionary algorithms to
analyse the link between structural topology and neural dynamics (Sporns,
2000; Sporns et al., 2000; Sporns and Tononi, 2001) . Networks were op-
timised for high entropy, integration, and complexity. However, only net-
works evolved for high complexity showed patterns of network topology
associated with small-world networks comparable to empirical brain net-
works. This included the presence of many reciprocal connections between
nodes, and a modular architecture interlinked by hubs. Increased complex-
ity was also accompanied by the emergence of short path length and high
clustering. Moreover, structural re-organisation of large-scale connectivity
(by random rewiring) has been found to reduce small-world attributes and
the correlations between functional clusters (Honey and Kötter, 2007) .
The spontaneous ﬂuctuations of the brain tend to exhibit ‘heavy-tail’
or ‘scale-free/invariant’ power-law distributions in structural or functional
parameters. Simply put, the shape of the distribution (either spatial or
temporal) does not change if you zoom in or out. Distributions of cortical
potentials are scale invariant across multiple frequencies and demonstrate
transient long range correlations (Linkenkaer-Hansen et al., 2001; Freeman,
2003; Gong et al., 2003; Stam, 2004) . Several authors have attributed
the power-law phenomena to the existence of a self-organised critical state
(Bak et al., 1987) . This theory suggests that complex dynamic behaviour
emerges spontaneously in spatially extended mediums resulting from a sys-
tem’s self-organising character. Spatially patterned complex systems tend
to exhibit scale-invariant fractal properties and scale-free distributions in
dynamic events. The regime is referred to as ‘self-organised criticality’ to
reﬂect its spontaneous development through a balance of robust interac-
tions and sensitivity to perturbations. Self-organised systems are able to
self-tune themselves to the critical state without relying on external as-
sistance. The classic example is the sand pile: add more grains and the
slope grows, once it reaches a critical value an avalanche occurs to restore
the ‘critical angle of repose’. The distribution of avalanche sizes reﬂects a
power law. In this regime, the system is said to exhibit ‘critical’ behaviour.
Critical states occur in physical systems when they evolve from an ordered
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into a disordered state and approach the ‘edge of chaos’ (Langton, 1990;
Kauﬀman, 1993) . Features shared by systems exhibiting self-organised crit-
icality include scale-free distributions of dynamic events (the avalanches),
the presence of phase transitions taking the system from an ordered to
a disordered state, and spontaneous development toward criticality with-
out the need to ﬁne-tune system parameters. The diversity of systems in
which criticality occurs raises the possibility that brain dynamics are also
self-organised (Chialvo and Bak, 1999; Bak and Chialvo, 2001) .
The ﬁrst empirical evidence for self-organised criticality in the brain
came from a study examining spontaneous patterns of neuronal activity in
slices of rat cortex (Beggs and Plenz, 2003) . These corresponded to se-
quences of spikes or ‘neuronal avalanches’ whose size distribution reﬂected
power-law scaling. Beggs and Plenz (2003) found that slice preparations op-
erated at or near a critical regime where spikes neither died out nor showed
unbounded growth. Spike patterns tended to repeat over time suggesting
that they form a stable storage medium or functional repertoire of network
states (Plenz and Thiagarajan, 2007) .
Criticality is associated with several features which are beneﬁcial to
information processing including maximal information transfer (Beggs and
Plenz, 2003) , a maximum number of metastable state (Haldeman and Beggs,
2005) , and optimal sensitivity and dynamic range in response to perturba-
tions (Kinouchi and Copelli, 2006) . Some network architectures appear to
actively promote critical dynamics. For example, an association between
avalanche dynamics and small-world network attributes has been found (Pa-
jevic and Plenz, 2009) . More recently, ICN organisation has been shown
to emerge at criticality from models incorporating the human connectome
(Haimovici et al., 2013; Ódor, 2016) . Additional evidence that brain dynam-
ics operate in a critical regime come from EEG, MEG, and fMRI recordings
of empirical resting state activity (Poil et al., 2008; Kitzbichler et al., 2009;
Fraiman et al., 2009). Phenomena such as these represent a qualitatively
diﬀerent form of computation in which system dynamics evolve from one
state to the next without becoming locked into rigid or repetitive behaviour.
These neural transients are the subject of the following section.
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Neural transients
The brain’s neuronal activity is expressed at several temporal scales, from
fast synaptic processes at the millisecond resolution to dynamics that per-
sist over seconds or minutes through the inﬂuence of synaptic plasticity.
Neuronal activity and behaviour are associated with variability from a va-
riety of sources. Some of these sources, such as the stochastic opening and
closing of ion channels in the cell membrane (Faisal et al., 2008) are con-
sidered noise - they are generated from random microscopic processes and
do not form part of a meaningful signal. However, substantial neuronal
variability is not connected to noise at the molecular and cellular level but
arises through the deterministic activity of the brain as a weakly coupled
dynamical system. This activity emerges as a behaviourally relevant neu-
ral signal that is expressed in the variability of cognitive and behavioural
states. Activity such as this is most accurately described as a sequence of
transients between metastable states rather than as convergence to a ﬁxed-
point attractor (Kelso and Tognoli, 2007; Kelso, 2012; Tognoli and Kelso,
2014b, 2009) .
Metastable dynamics unfold on a complex manifold with several regions
that slow or entrap trajectories in the system dynamics to produce quasi-
stable temporal behaviour (Fig. 3.2). Transients result from the successive
visits to the ‘ghosts’ or ‘remnants’ of former ﬁxed point attractors that are
neither fully stable nor fully unstable. The manifold can be visualised as a
landscape with several shallow indentations or ’wells’ where an object mov-
ing along the surface is temporarily ‘trapped’ before jumping out again.
The wells represent a succession of metastable states that constitute the
system’s functional repertoire. Unlike traditional ﬁxed-point attractors, no
energy or noise is required to transition to the next metastable state. Com-
puter models with these dynamics are characterised by high system entropy,
modular architectures and sparse extrinsic connectivity corresponding to
small-world architecture (Friston, 1997; Shanahan, 2010) .
A central question is how to mathematically represent and describe the
evolution of cognitive information in time. Metastability and heteroclinic
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Figure 3.2: Schematic illustration of the time evolution of a system state in
phase space (black line) through a series of metastable states (blue circles).
The system’s attractor manifold has several ‘pockets’ or ‘wells’ that entrap
the system’s trajectory for a time before the intrinsic dynamics of the system
(or a perturbation) result in a transition to the next weakly stable state
(Rabinovich et al., 2006).
channels provide a mechanism for the sequential coding of discrete cognitive
information. Rabinovich et al. (2006) proposed the stable heteroclinic chan-
nel as a mathematical model to describe robust cognitive information ﬂows
based on sequential dynamics. A metastable state is characterised as a do-
main in state space in which the system’s trajectory demonstrates relatively
large dwell times and slow evolution that is separated from other metastable
states by a fast transient regime (Rabinovich, Huerta and Laurent, 2008;
Rabinovich, Huerta, Varona and Afraimovich, 2008). These slow dynamics
may be constant states, oscillatory states, or even chaotic attractors (Tsuda,
2001). Metastable states are characterised as quasi-stationary combining
an attractive input channel with a repulsive output channel. One example
is the hyperbolic saddle, several of which may be connected via their sta-
ble and unstable manifolds to form a heteroclinic orbit (Guckenheimer and
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Holmes, 1988). If the saddles are dispersive with one-dimensional unstable
manifolds a heteroclinic orbit may become a stable heteroclinic sequence
(Afraimovich et al., 2004; Rabinovich, Huerta, Varona and Afraimovich,
2008) or heteroclinic network (Ashwin and Postlethwaite, 2013). Example
sequences include the solution of the generalised Lotka-Volterra model for
the population of species, the instability occurring at the onset of convec-
tion in a Rayleigh-Benard experiment in the presence of rotation, and the
Lorenz chaotic attractor. Recently, heteroclinic orbits between metastable
states have been observed in biological systems including the insect olfactory
bulb (Mazor and Laurent, 2005), in bird songs (Yildiz and Kiebel, 2011),
in resting state (Van De Ville et al., 2010) and cognitive (Musso et al.,
2010) electro-physiological activity measured at the scalp, in schizophrenia
(Tomescu et al., 2014), and in the transition from unconsciousness to wake-
fulness (Hudson et al., 2014). Heteroclinic orbits are hypothesised to rep-
resent a neural coding scheme known as chaotic itinerancy (Ito et al., 2007;
Bersini and Sener, 2002). Here, a closed-loop trajectory travels through
high-dimensional state space of neural activity directing the cortex through
a sequence of quasi-attractors.
Metastable and transient dynamics arise when so-called saddle points
are arranged into a chain to form a network with a dynamic manifold
(Afraimovich et al., 2004; Rabinovich, Huerta and Laurent, 2008). Trajec-
tories spontaneously transition between nearby saddle points in state space
via ‘stable heteroclinic channels’ thereby deﬁning a robust and reliable se-
quence of cognitive/neural states following a stimulus evoked response –
a possible model for sequential decision making (Hutt and beim Graben,
2017). Neural dynamics based on the transition between pseudo-stable at-
tractor states represent an alternative to more classical models of neural
computation based on ﬁxed point attractors (Rabinovich, Huerta, Varona
and Afraimovich, 2008). One example, ‘liquid state computing’ eschews
the traditional attractor network (which computes in sequences of discrete
states) and instead relies on transient state dynamics to implement real-
time computing (Maass et al., 2002). These and other models of transient
state dynamics oﬀer an account of self-sustained computations in the brain
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(Gros, 2009).
Metastability and multistability represent distinct dynamical regimes
(Kelso, 2012). Multistability is the property of having multiple stable equi-
librium points or attractors in the state space of the dynamical system
where the stability of a state depends on how quickly the system returns to
a state following a perturbation. Fluctuations in the nervous system desta-
bilise self-sustaining patterns resulting in a switch from one attractor state
to another (Braun and Mattia, 2010). Recently, biophysical modelling has
revealed multistability and scale-invariant ﬂuctuations in resting state cor-
tical activity as a result of noisy input into thalamic neurons (Freyer et al.,
2011). Crucially, analysis of resting state EEG data using surrogate data
suggests that cortical activity operates in a regime of multistability (Valdes
et al., 1999; Freyer et al., 2009). These and similar ﬁndings have yielded a
consensus that is considerably more qualiﬁed than initial reports of simple
chaos in neurophysiological data (Grassberger and Procaccia, 1983; Wolf
et al., 1985). Although terms such as multistability, metastability, itiner-
ant chaos, and criticality are often used interchangeably, these phenomenon
arise from independent mechanisms and display characteristic ensemble
statistics. Care should be taken to quantify the statistics of large-scale
brain interactions so as to distinguish these underlying mechanisms. The
development of resampling algorithms capable of generating surrogate data
of the same length and possessing the same linear properties as the original
data but with nonlinear structure removed represent an important step in
this direction (Theiler et al., 1992; Prichard and Theiler, 1994). Only those
data which diﬀer signiﬁcantly from this null distribution may be said to
exhibit nonlinear properties.
Whole-brain models are frequently used to investigate observed em-
pirical dynamics by providing candidate mechanisms. Models based on
chaotic attractors invoke a form of metastability referred to as chaotic itin-
erancy (Honey and Kötter, 2007). Here, long periods of high synchrony are
punctuated by bursts of desynchronisation. Metastability can also arise in
large-scale models with limit cycle attractors due to the frustration caused
by transmission delays (Deco et al., 2009). Another scenario is related
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to ‘ghost attractors’ in state space which permit the system to wander
through a landscape of remnant attractors (Deco and Jirsa, 2012). In the
present thesis, the Kuramoto model of coupled phase oscillators is used to
investigate the complex dynamics arising from the structural connectome
(Kuramoto, 1984). Each node is assigned its own intrinsic operational fre-
quency. The network dynamics of the system is then deﬁned by the weak
delayed coupling (or phase lag) between pairwise oscillators representing
cortical regions. The overall dynamic stability of the system is estimated
by calculating a well-deﬁned order parameter (Shanahan, 2010). The Ku-
ramoto order parameter captures the overall phase of a group of oscillators
to quantify how ‘phase-locked’ they are at a given moment in time. The
variation in this order parameter has been proposed as a measure of a
system’s metastability whilst the mean of the phase-locking across time is
equivalent to a measure of the system’s overall synchrony. Metastability is
high in a system that visits a range of diﬀerent states over time whereas
both highly ordered and highly disordered states are associated with low
metastability and high and low synchrony, respectively.
Scott Kelso developed the theoretical framework of Coordination Dy-
namics to explain the self-organising properties of brain and behaviour
(Kelso, 1995) . Coordination dynamics seeks to understand how patterns
of coordinated behaviour arise, persist, and adapt over time using the con-
cepts of synergetics (Haken, 1996) and the methods and tools of dynami-
cal systems theory. Coordination dynamics describes a system’s collective
behaviour by capturing the temporal ordering between interacting compo-
nents. It is the relative coordination between neural components that drives
spatially extended patterns of neural activity. These time varying interre-
lationships of coordinated local areas give rise to metastability in the brain
(Kelso, 1995; Bressler and Tognoli, 2006). The phenomenon of metastabil-
ity is important as it furnishes a dynamical explanation for how large-scale
networks of the brain coordinate their activity in space and time and sup-
port cognition (Bressler and Kelso, 2001, 2016). The metastable regime
of neural dynamics reconciles two competing tendencies: the tendency for
local brain regions to act independently and the tendency for local regions
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to express their synergistic behaviour and coordinate globally (Kelso and
Tognoli, 2007; Kelso, 2012; Tognoli and Kelso, 2014b, 2009) . These patterns
of coordinated activity ﬂuctuate on a rapid time scale (within hundreds of
milliseconds) (Bressler et al., 1993). Exogenous input is not required to en-
gage in this behaviour as rapid transitions between metastable states occur
spontaneously as a result of the system’s internal network dynamics. In
the functional architecture of the brain, each metastable state is equiva-
lent to a set of couplings between diﬀerent brain regions that expresses a
functional network. Metastable dynamics are such that a large repertoire
of functional networks can be visited in rapid succession without requiring
noise to transition to the next state. These rapid transitions in functional
connectivity have been observed in electrophysiological recordings of task-
oriented and spontaneous neuronal behaviour and are thought to reﬂect the
momentary ﬂow of states that contribute to the unity of mind, body, and
brain (Kelso, 1995; Kelso and Haken, 1995) . Coordination dynamics places
special emphasis on the metastable mode of brain operation and the relative
phase relationships between local areas to account for cognition (Bressler
and Kelso, 2001, 2016). It is the coordination dynamics of neurocognitive
networks that determines the conﬁguration of local areas that become dy-
namically linked in the execution of a particular cognitive operation, and
how these patterns of dynamic connectivity evolve over time (Bressler and
Tognoli, 2006) . These dynamics are likely exploited by nervous systems to
confer behavioural ﬂexibility in the face of an unpredictable environment.
This, and other advantages are discussed in the following section.
The beneﬁts of dynamic diversity
The preceding section paints a picture of neural dynamics rather diﬀer-
ent from that of classical modes of computation. Traditional computation
emphasises serial processing hierarchies, noise free transmission of signal,
limited spontaneous behaviour, reliable encoding of information, stable at-
tractor dynamics and discrete well-deﬁned states. Whilst application of
these models has been successful in narrowly deﬁned domains characterised
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by an absence of conﬂicting requirements, models employing features of real
brain dynamics including spontaneous transients, coordinated dynamics,
and criticality are underdeveloped (Cabral et al., 2017). These phenomena,
from neural avalanches to large-scale power-law distributions of synchrony
and coherence are consistent with a complex dynamic system operating
at or near criticality. Theoretical studies indicate that the critical regime
confers fundamental computational advantages such as the transmission
and storage of information. At the critical point, systems can preserve or
transmit information regarding a stimulus or perturbation over an extended
period of time whereas subcritical or supercritical dynamics exhibit a more
compressed repertoire of responses (Kinouchi and Copelli, 2006). In prin-
ciple, both of these regimes are beneﬁcial under diﬀerent circumstances.
Criticality may have arisen as a response to an environment in which ran-
domness and regularity (chaos and order) are primal constituents of reality.
This regime likely reﬂects an optimal working point for the extraction and
generation of new information (Kelso, 1994).
The itinerant motion of metastable trajectories and the linkages in state
space of quasi-stable attractors likely derive from the pattern of macroscopic
structural connectivity in the brain. Structural connections may constrain
the system’s trajectory and its response to exogenous input. It has been sug-
gested that dimensionality reduction in the system’s accessible state space
is achieved through clustered or modular architecture. Thus small-world
network attributes give rise to a landscape of attractor ruins (or saddle
points) linked by channels that permit the system to transition from one
metastable state to another via the shortest path. Hub regions may fa-
cilitate the transition from high to low dimensional states by guiding the
system’s trajectory between channels. The power-law scaling phenomena
of nervous systems is also found at the level of human behaviour. Features
such as scaling, coordination, and dimension reduction are a pervasive fea-
ture of behavioural activity such as movement, locomotion, and speech, as
well as, higher order cognitive faculties (Kello et al., 2007, 2008). Metasta-
bility is thought to reveal the origin of cognition through the organisation
of spatio-temporal patterns of brain, body, and environment (Kelso, 1995) .
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Such theories bridge the conceptual divide between a ﬁxed anatomical struc-
ture and cognitive ﬂexibility. Converging lines of inquiry suggest that the
theoretical framework of metastable coordination dynamics (and the ob-
servable phenomenon of relative coordination of local areas), ﬁnely tuned
to criticality, exhibit a subtle blend of integration and segregation from
which the complexity of brain and behaviour arise. Theoretical computer
modelling suggests that metastability is an intrinsic feature of the brain’s
dynamics when at rest. The following section explores the role of theoret-
ical computer modelling in understanding how these spontaneous patterns
of behaviour arise in the brain.
Modelling spontaneous neural dynamics
Endogenous functional activity is organised into ICNs which largely overlap
with the structure of the brain (Hagmann et al., 2008; Honey et al., 2009,
2010; Skudlarski et al., 2008) . Computational modelling is a powerful tech-
nique for clarifying the relationship between this functional architecture
and its structural foundations (Cabral et al., 2014, 2017) . Recent advances
in non-invasive neuroimaging technology have enabled the brain’s physi-
cal ‘wiring diagram’ to be captured and represented as a graph (Sporns,
2010). Incorporating this map of connectivity into whole-brain computer
models has allowed the creation of simulated neural time series which can
be processed using the same pipeline as empirical data sets, ameliorating
the confounding variables associated with measuring empirical brain activ-
ity e.g. physiological noise, movement or imaging artefacts, and issues with
co-registration. A number of studies have used computational modelling to
compare the simulated functional connectivity produced from the structural
linkages of the brain with the empirical functional connectivity recorded us-
ing fMRI (Honey and Kötter, 2007; Honey et al., 2009). The message from
these studies is clear: although the correspondence is not perfect, theoreti-
cal computer models based on anatomical connectivity capture much of the
functional connectivity observed at rest (Messé et al., 2014). Accordingly,
computational connectomics provides a tool for clarifying the structural
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and functional basis of neuropsychiatric disorders (Deco and Kringelbach,
2014).
Even though the spiking mechanism of single neurons was discovered
and described with mathematical precision over 50 years ago (Hodgkin and
Huxley, 1990), there is, as yet, no broadly accepted mathematical theory
describing the collective behaviour of neuronal populations (Breakspear,
2017). This lack of consensus is reﬂected in a zoo of ’mean-ﬁeld’ neural
models describing the ensemble activity of cell populations. Recently, a
concerted eﬀort has been made to incorporate these models into a com-
mon mathematical framework (Sanz-Leon et al., 2015). The derivation of
mean-ﬁeld models is founded on two key assumptions: (1) that at large
spatial scales the activity of individual neurons is irrelevant and (2) that
the state of neurons across the ensemble are uncorrelated. The central
limit theorem states the sum of uncorrelated random processes converges
to a Gaussian probability distribution. Given this ‘diﬀusion approxima-
tion’, the activity of a patch of neurons can be described by the mean and
variance of its ﬁring rate. The mean ﬁring rate reﬂects the response of the
population to its aﬀerent input while the variance reﬂects the dispersion
of all stochastic eﬀects. The equation which describes this linear, normally
distributed ensemble can be derived from a simple integrate and ﬁre neu-
ron model where the diﬀusion approximation holds (Omurtag et al., 2000;
Fourcaud and Brunel, 2002). This Fokker-Plank equation describes the
collective response of a neuronal population to its inputs. The ﬁring rate
essentially encodes the most likely population-level representation of the in-
put by summing all the individual responses. The Fokker-Plank equations
also captures the precision by which the ensemble response is represented
i.e. the dynamics of the population variance. When coherence is strong a
reasonable assumption is that the variance is suﬃciently close to the mean
that it can be discarded. This reduces the dimensions to one and permits
local populations of interacting excitatory and inhibitory neurons in dif-
ferent cortical layers to be modelled (Lopes da Silva et al., 1974; Jansen
and Rit, 1995). These so-called ‘neural mass models’ come in a variety of
forms. One class assumes that the coherence between neurons is suﬃciently
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strong that the dynamics of the whole assembly resembles that of a single
neuron. Neural mass models of this type often consist of a conductance-
based spiking excitatory pool connected to a passive local inhibitory pool
which can exhibit steady state, periodic, and chaotic oscillations (Larter
et al., 1999; Breakspear et al., 2003). The all-or-nothing ﬁring of individual
neurons is replaced by a sigmoid-shaped activation function that maps the
average membrane potential to mean ﬁring rate. A second class of neural
mass is derived by carefully observing the response of a neural population
to changes in its driving input (Freeman, 1979; Wilson and Cowan, 1972).
Hybrid methods combining theoretical treatments of population dynamics
with empirical synaptic and input response functions also exist (Stefanescu
and Jirsa, 2011).
Mean-ﬁeld models have been developed at a range of spatial and tem-
poral scales that include models of connectivity between groups of neu-
ronal subtypes coupled through excitatory (NMDA, AMPA) and inhibitory
(GABA) synapses and mean-ﬁeld approximations of neuronal populations
which can be simulated at reduced computational cost (Deco et al., 2008,
2009, 2011; Deco and Jirsa, 2012; Deco et al., 2012; Deco, Ponce-Alvarez,
Mantini, Romani, Hagmann and Corbetta, 2013; Deco, McIntosh, Shen,
Hutchison, Menon, Everling, Hagmann and Jirsa, 2014) . Typically, these
models explore a range of diﬀerent parameters including intrinsic noise and
transmission delay to estimate an optimal ﬁt between simulated and empiri-
cal time series. A key ﬁnding across these models, is that despite operating
at diﬀerent levels of description, they are all validated by their overlap
with resting state activity in a dynamical regime poised between order and
disorder.
Recent whole-brain models of primate cortex incorporating empirical
neuroanatomical data have made signiﬁcant progress in clarifying the na-
ture of the structure-function dyad. Honey and Kötter (2007) examined
the relationship between structural and functional connectivity in a model
of macaque cortex. Their model used neuronal tract tracing data obtained
from the CoCoMac database to reconstruct the brain’s interregional ﬁbre
pathways. Local dynamics capable of chaotic behaviour were installed at
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each node to simulate spontaneous neural activity (Breakspear et al., 2003).
Millisecond resolution neural time series were transformed into synthetic
BOLD signal using a nonlinear model of the brain’s haemodynamic response
(Friston, 2003) . Simple cross correlations of BOLD time series yielded the
functional connectivity between regions. In agreement with experimental
ﬁndings, BOLD time series showed transient periods of synchronisation
between diﬀerent brain regions. On longer time scales, structural and func-
tional data were largely in agreement. As human structural brain connectiv-
ity became available through diﬀusion MRI (Hagmann et al., 2008). T he
model was extended to include the entire human cerebral cortex (Honey
et al., 2009) . As before, the model strongly suggested a key link between
patterns of functional connectivity in the resting state and the physical
wiring between regions. Ghosh et al. (2008a,b) also examined endogenous
activity in the cerebral cortex. Structural connectivity derived from the
macaque monkey was incorporated into a neural mass model based on the
dynamic equations of FitzHugh-Nagumo (FitzHugh, 1961; Nagumo et al.,
1962). The model included conduction delays estimated from the distance
between connected node pairs. The correlation structure of the model’s
functional connectivity was found to be in agreement with empirical esti-
mates using resting state fMRI. Conduction delay and physiological noise
were necessary elements for generating the structured patterns of spatio-
temporal activity observed in the brain at rest. A subsequent model of
spontaneous neural activity by Deco et al. (2009)  adopted an approach simi-
lar to that of Honey and Kötter (2007). Deco et al. (2009) also incorporated
transmission delay and noise into a model with connectivity informed by
the macaque cortex. However, unlike Honey and Kötter (2007) local popu-
lation dynamics based on the equations of Wilson and Cowan (Wilson and
Cowan, 1972; Cowan et al., 2016) were tuned to stay below the oscillatory
threshold unless perturbed by noise. Deco et al. (2009) observed patterns
of anticorrelated activity that resembled the functional clustering reported
by Honey (2007). The emergence of anticorrelations between clusters was
contingent on an optimal level of noise suggesting the presence of ‘stochas-
tic resonance’. More recently, Cabral et al. (2011) employed a network
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of coupled Kuramoto phase oscillators to investigate resting state neural
dynamics in a large-scale simulation of the human cortex. As before, cou-
pling between nodes was informed using empirical estimates of the brain’s
structural connectivity. For a given parameter regime, the behaviour of the
network was characterised by a state of partial synchronisation in which
subsets of nodes spontaneously coalesced into distinct clusters that resem-
bled the ICNs of the brain. Taken together, these studies suggest that
although structural wiring is largely predictive of functional connectivity,
strong correlations also exist between regions lacking direct anatomical con-
nectivity. Also, whilst anatomical connectivity can be considered largely
static over the duration of the scan, functional connectivity changes dy-
namically (in the order of seconds or minutes) even when subjects are at
rest (Hutchison, Womelsdorf, Allen, Bandettini, Calhoun, Corbetta, Della
Penna, Duyn, Glover, Gonzalez-Castillo, Handwerker, Keilholz, Kiviniemi,
Leopold, de Pasquale, Sporns, Walter and Chang, 2013; Hutchison, Wom-
elsdorf, Gati, Everling and Menon, 2013; Allen et al., 2014; Handwerker
et al., 2012; Zalesky et al., 2014; Smith, 2012) . In this regard, understand-
ing the organisation of resting state architecture is not only contingent
on accurately estimating the structural anatomy of the brain, but also on
evaluating the time-varying dynamic interactions of local areas that enable
complex behaviour to arise over shorter time-scales.
The development of macroscopic whole-brain computer models provides
an optimal framework for investigating the dynamic features that permit
complex functional interactions to emerge from the structural connectome.
Changes in dynamic functional connectivity have been linked to the struc-
tural topology of the anatomical connectome as well as various aspects of
cognition and behaviour. Thus, theoretical models linking network dynam-
ics and macroscopic structural connectivity are essential tools for bridging
the conceptual gap between structure, function, and cognition in the human
brain. In this regard, computational modelling provides insight into aspects
of neuronal interactions and connectivity that engender the complexity of
brain dynamics which would otherwise be unattainable. Moreover, com-
putational modelling may be used in conjunction with tools from dynamic
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systems theory to quantitatively analyse dynamics over and above the stan-
dard measures of functional connectivity. Two measures of complex brain
dynamics are of particular interest: synchrony and metastability (Shana-
han, 2010) . Metastability resolves the antagonism between the brain’s well-
known tendency to permit regions to express their intrinsic behaviour (seg-
regation) and to coordinate as global synergies (integration). Theoretical
accounts stipulate that increases in metastability may enable more dynamic
interactions between brain regions, whereas decreases in metastability may
attend more persistent, stable states of brain activity (Hellyer et al., 2014).
In summary, models of spontaneous neural activity bolster the theory
that resting state functional architecture emerges from the interplay of lo-
cal neural dynamics and the brain’s large-scale anatomical structure. It
also suggests that this relationship is dependent upon the time frame and
spatial resolution considered. The correspondence of structure and func-
tion is especially robust in functional network acquired at low frequencies
using resting state fMRI and over a period of several minutes. In general,
models such as these demonstrate how spontaneous neural activity emerges
from an anatomical substrate that is approximately stationary over longer
time scales. Moreover, they show how the collective dynamics of a large-
scale neural system is capable of generating a rich set of spatio-temporal
patterns. These ﬁndings reinforce the idea that endogenous activity is not
a time-invariant pattern of interregional couplings but a series of sponta-
neous network transitions where functional connections are rapidly recon-
ﬁgured. Spontaneous ﬂuctuations in endogenous activity gives rise to se-
quences of network conﬁgurations that likely inform the ﬂow of cognition by
providing a repository of functional patterns. Task-dependent alterations
in synchrony have been observed in a wide variety of human and animal
experiments. Local ﬁeld potential (LFP) recordings from primates with
chronic or semi-chronic microelectrodes in the cerebral cortex have tracked
the evolution of task processing at the millisecond-scale during a visual
discrimination task (Bressler et al., 1993). Patterns of dynamic coupling
changed within hundreds of milliseconds as a function of momentary motor
and sensory processing demands. A task-dependent network of causal inter-
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actions was subsequently revealed between recording sites (Brovelli et al.,
2004). Models based on connectomic data are critical for establishing a me-
chanical linkage between the multiplicity of functional states that emerge
from the static connections of the anatomical connectome and the emergent
process of cognition. To date, modelling work has successfully captured key
aspects of spontaneous network activity at rest but has yet to address the
metastable dynamics evoked by active cognition. Whole-brain simulations
have the potential to provide novel insight into so-called ‘disconnection
syndromes’ where the underlying structural topology has been altered by
pathological processes. Accordingly, the remainder of this chapter is de-
voted to exploring theoretical and empirical ﬁndings that link structural
disconnection to altered patterns of functional connectivity, behaviour, and
cognition.
3.4 Brain network disease
Norbert Wiener’s 1948 treatise on control and communication – Cybernetics
– framed mental illness as a disorder of ‘circulating information’ (Wiener,
1948) . This inﬂuential view of mental illness traces the cause of neurologi-
cal and psychiatric disturbances to altered ﬂows or system dynamics in the
brain. Many types of brain dysfunction can be conceptualised as a network
disease (Rubinov and Bullmore, 2013; Bassett and Bullmore, 2009; Fornito
et al., 2012). Pathological processes lead to the loss of neurons and their
synapses through rapid mechanisms of action such as acute injury or stroke,
or through more gradual processes such as neurodegeneration. As in other
types of complex system, the complex network of the brain shows char-
acteristic patterns of dysfunction related to robustness and vulnerability.
Each type of disease demonstrates characteristic patterns of network failure
that can be quantitatively assessed using the tools of graph theory (Stam
and van Straaten, 2012). Eﬀects are often nonlocal travelling to apparently
unaﬀected regions in a process known as ‘action at a distance’ or diaschisis.
In general, the modularity of biological networks associated with the small-
world phenomenon serves to contain the spread of damaging and disruptive
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eﬀects of perturbations (Douw et al., 2010; He et al., 2009). Dynamically,
these perturbations may be equivalent to changing the parameters of the
coordination dynamic. The complex network approach has the potential to
contribute to a deeper understanding and more eﬀective treatment of brain
injury and disease by revealing how diﬀerent architectural features of com-
plex networks demonstrate selective vulnerability. The following section is
devoted to understanding how the spread of activity and thus the appear-
ance of synchrony and coherence are shaped by the brain’s heterogeneous,
multi-scale structural connectivity.
Synchrony in the brain
Synchronous oscillations are thought to enable higher-level cognitive opera-
tions via the ﬂexible binding of distributed neuronal populations into large-
scale neurocognitive networks. Accordingly, the role of network topology
in neuronal synchronisation has been explored in some detail. Several stud-
ies have examined the capacity of networks to become fully synchronised;
a behaviour typically associated with uniformly connected, homogeneous
or noise free oscillators. Networks with a regular lattice or modular ar-
chitecture are generally resistant to global synchronisation, however, the
addition of randomised long range connections – as in the small-world archi-
tecture – generally facilitates synchronisation (Watts and Strogatz, 1998).
Greater synchronisability of small-world networks appears to be indepen-
dent of the type of dynamics employed (Masuda and Aihara, 2004; Netoﬀ,
2004) and is attributed to reduced path length and increased eﬃciency.
Fully randomised networks are easily synchronised but at a greater wiring
cost (Buzsáki et al., 2004).
More realistic scenarios occur when networks display broader degree
distributions, they have variation or symmetry breaking in their intrinsic
parameters (such as frequency or coupling strength), or they experience
noise and operate in a weakly coupled regime. In this case, more complex
patterns of synchronisation emerge that include partial states of coherence
among subsets of network nodes that change over time (Cabral et al., 2011) .
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Zhou et al. (2006) found that heterogeneous networks with nonidentical
oscillators form a ‘dynamic core’ of synchronised high degree hubs (Gómez-
Gardeñes et al., 2007a,b) . The same phenomena have been observed be-
tween highly connected nodes in the brain’s rich club architecture (Schmidt
et al., 2015). Morgan and Soltesz (2008) showed that pathological processes
in the dentate gyrus may create well-connected hubs leading to abnormally
high levels of global synchronisation (i.e. epileptic discharges).
The synchronisation of large-scale network topologies derived from mam-
malian cerebral cortex have also been studied. Synchronisation behaviour
of the cat connectivity matrix conforms to structurally deﬁned modules and
regions of inter-modular functional linkage to the brain’s structural hubs
(Hilgetag and Kaiser, 2004; Zhou and Kurths, 2006; Zhou et al., 2007).
Computer modelling supports the idea that complex dynamics and a greater
diversity of functional motifs emerge when connectivity is small-world, hi-
erarchical, and fractal in its attributes (Sporns and Honey, 2006) . The
diversity of dynamic processes are not only shaped by network topology
but also from activity-dependent plasticity and structural alterations at
the level of dendrites and synapses. Dynamic diversity of a given network
topology is therefore likely accompanied by a concomitant alteration in the
pattern and diversity of synaptic contacts (Papadopoulos et al., 2017).
Just as the structural connections between network elements underpin
the emergence of healthy synchronisation dynamics, it is the structural
disconnection between network elements through injury, neurodegenera-
tive disease, or aberrant developmental process that results in the altered
synchrony associated with neurological disorder. Some conditions, such as
traumatic brain injury, autism, schizophrenia, Parkinson’s disease and AD,
demonstrate an association between structural disconnection and altered
neural synchrony suﬃcient to justify the title of ‘disconnection syndrome’
(Catani and Ffytche, 2005) . Empirical and theoretical lesion studies sug-
gest that the eﬀects of structural disconnection are not solely realised as
abnormal local information processing but encompass a wider spectrum of
dysfunction that includes global system dynamics. Accordingly, the fol-
lowing section reviews evidence that structural lesions result in abnormal
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functional couplings between brain regions.
Brain lesions
Brain lesions are deﬁned as perturbations of the structural substrate sup-
porting physiological behaviour. The use of lesioning to infer the functional
properties of principal brain regions has long been a mainstay of the neu-
rosciences. Broca (1861) provided one of the earliest accounts of the link
between localised brain function and speciﬁc mental faculties  noting that
patients with lesions in particular regions of cortex showed similar deﬁcits
in speech. Later, Carl Wernicke (1876) developed a rudimentary network
model of higher cognitive function to show that speech depended on the
integrity of cortico-cortical pathways as well as cortical grey matter. More
recently, Norman Geschwind formulated the theory of disconnection syn-
dromes that contributed to cognitive deﬁcits arising from damage of asso-
ciation pathways (Geschwind, 1965; Miller, 2010) . Recent innovations in
neuroimaging technology has allowed disturbances in brain network connec-
tivity to be mapped non-invasively (Catani, 2006) . Modern approaches sup-
port the idea that the severity of neurological impairment is linked to both
a lesion’s local eﬀects and on the wider pattern of damaged connectivity
(Catani and Mesulam, 2008). Discerning the mechanistic origin of cognitive
and behavioural eﬀects associated with lesioning is often non-trivial. Eﬀects
of lesions include damage to the structural connectivity, which in turn, im-
pact subsequent time varying properties of functional connectivity. Despite
the complex interplay of structure and function, lesions of speciﬁc regions
are often associated with particular cognitive and behavioural disturbances
(likely because the cognitive functions are themselves distributed) (Dama-
sio, 1989; Mesulam, 2000). Some eﬀects are the direct result of structural
deﬁcits while other eﬀects involve disrupted dynamic interactions between
additional non-lesioned areas.
Several theoretical studies have examined the eﬀects of lesions by delet-
ing nodes and edges and characterising the resulting change in function.
Achard et al. (2006) showed the targeted deletion of hubs impacts large-
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scale functional networks in the human brain. Honey and Sporns (2008)
studied the impact of lesions on the structure-function relationship by incor-
porating local dynamics in a model of macaque cortex (Breakspear et al.,
2003) . The lesioning of highly central and highly connected hub nodes,
especially connector hubs linking two modules, produced the largest nonlo-
cal eﬀects. Subsequent studies extended this model to the human cortex.
These included an analysis of endogenous resting state functional connec-
tivity (Honey et al., 2009) and an examination of the functional impact of
structural lesions on intrinsic activity (Alstott et al., 2009). Again, the cen-
trality of nodes largely predicted the functional impact. In general, these
modelling studies suggest that the functional impact of lesions can be pre-
dicted by understanding the topological embedding of nodes in the brain’s
overall network architecture. A crucial next phase in our understanding is
to employ a lesioning process informed by clinical data and to link these
simulated structural and functional changes to cognitive ability. Thus, a
core objective of the present thesis is to perform a joint computational and
empirical study of AD.
Network damage in Alzheimer’s disease
AD is the most common form of dementia accounting for around 60-70% of
dementia cases worldwide (Alzheimer’s Disease International, 2008; Burns
and Iliﬀe, 2009). Early clinical symptoms are primarily related to short-
term memory loss whereas more advanced stages are characterised by mood
swings, problems with language, disorientation, loss of motivation, deterio-
ration of self care, and behavioural issues (Goedert and Spillantini, 2006).
As the disease progresses, patients retreat from family and society, bod-
ily functions are gradually lost, and ultimately death occurs through sec-
ondary complications (Hurtado-Puerto et al., 2018). Most patients with AD
die from aspiration pneumonia; diﬃculties with motor coordination mean
that food often goes down the windpipe instead of the oesophagus causing
damage or infection in the lungs (Kalia, 2003). Typically, life expectancy
following diagnosis is three to nine years (Todd et al., 2013). Funding is low
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in proportion to its economic and social impact (Brookmeyer et al., 2007).
In developed nations AD is one of the most ﬁnancially costly diseases, yet,
for every ten pounds spent on health and social care for dementia, just eight
pence is spent on research into the condition (Landeiro et al., 2018).
AD entails progressive neuronal degeneration and synaptic death due
to the accumulation of intra-and inter-cellular neuritic plaques and neuro-
ﬁbrillary tangles (Perl, 2010; Mattson, 2004). The time course and topo-
graphic arrangement of protein shows regional speciﬁcity linked to the un-
derlying anatomical connectivity (Buckner et al., 2005, 2008). Early stages
of AD are characterised by atrophy of the medial temporal lobe, a region
of the brain linked to memory formation that includes the hippocampus
(Pennanen et al., 2004; Zhou et al., 2008; Chen, Zhang and Li, 2015; Zarei
et al., 2013). The disruption of structural and functional organisation in pa-
tients with AD has led to the condition being described as a ‘disconnection
syndrome’ (Delbeuck et al., 2003). The most consistent observation in the
brains of subjects with early AD is reduced metabolic activity in a key com-
ponent of the DMN, the posterior cingulate (Minoshima et al., 1997). Not
only is metabolism in speciﬁc regions disrupted but so too is the pattern of
functional interactions in the brain’s large-scale dynamic structure. Resting
state fMRI consistently shows abnormal patterns of functional connectivity
in regions of the DMN that include the posterior cingulate and hippocam-
pus (Greicius et al., 2004). Loss of functional connectivity in the DMN has
also been found in subjects with MCI at risk of developing AD (Sorg et al.,
2007). These ﬁndings suggest that disrupted DMN activity may provide
a reliable biomarker for tracking the course of the disease (Greicius et al.,
2004) .
Buckner et al. (2005)  revealed that several markers of neuropathology
including amyloid concentration, atrophy, and metabolism, shared similar
spatial proﬁles on the cortical surface of AD patients. Crucially, these re-
gions corresponded to core regions of the DMN. More recently, amyloid
deposition and abnormal functional connectivity were also found in the
DMN of cognitively normal older adults (Hedden et al., 2009) . This ﬁnding
suggests that some feature of DMN operation or structure is actively encour-
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aging the accumulation of plaque. Tellingly, the most vulnerable regions
including precuneus and posterior cingulate cortex, have also been identiﬁed
as the most topologically central nodes in studies of the brain’s structural
network (Hagmann et al., 2008). Buckner et al. (2009) later extended his
analysis to include functional networks recorded during resting state fMRI.
Cortical hubs correlated with amyloid deposition suggesting that highly cen-
tral and well-connected regions are more susceptible to pathology, possibly
due to their higher than baseline levels of metabolic activity. It is worth
mentioning that since cortical hubs are a stable property of the brain’s
functional architecture, found at rest and during task-orientated process-
ing, any changes to the brain’s endogenous activity should be reﬂected in
task-orientated processing.
Pathology appears to originate in medial temporal lobe memory struc-
tures before being transmitted via a prion-like process to posterior portions
of DMN. Cognitive and behavioural eﬀects associated with AD appear to
result from a targeted attack of cortical hubs located in the DMN as a
result of the deposition of neuritic plaques and the development of neu-
roﬁbrillary tangles in association with the brain’s anatomical ﬁbre path-
ways. These factors result in a pattern of network failure characterised by
reduced small-world attributes, including longer path length and reduced
clustering (Stam, Jones, Nolte, Breakspear and Scheltens, 2007).
The ﬁrst study to characterise functional brain networks using EEG
data showed disease related increases in path length in the beta band fre-
quency of AD subjects indicating a less eﬃcient network structure (Stam,
Nolte and Daﬀertshofer, 2007). Path length was negatively correlated with
mini mental state examination (MMSE) test score – a widely used test
of cognitive function that includes tests of orientation, attention, memory,
language, and visual-spatial skills – thereby demonstrating a link between
a graph theoretic measure of whole-brain functional network topology and
a clinical measure of cognitive ability. Disorganised functional brain net-
works have also been found in resting state fMRI data using wavelet analysis
(Supekar et al., 2008). In the low frequency interval 0.01-0.05Hz AD sub-
jects showed signiﬁcantly decreased global clustering in functional networks.
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Both studies show disorganisation of the brain’s small world architecture in
AD although one showed reduced path length and the other reduced cluster-
ing. More recently, MEG recordings in AD subjects have conﬁrmed the loss
of small world attributes in AD subjects compared to HCs by estimating
the phase lag index, a measure of synchrony (Stam et al., 2009) . Functional
networks in the lower alpha (8-10Hz) frequency band also showed a combi-
nation of decreased path length and clustering. Modelling suggested that
this change corresponded to the loss of high degree hubs. Decreased syn-
chronisation in high frequency bands or ‘EEG slowing’ reported in patients
with AD (Berendse et al., 2000) appears at odds with hypersynchronisation
reported in patients with MCI (López et al., 2014). Transient increases in
synchronisation may arise from compensatory homoeostatic responses or
an inhibitory deﬁcit caused by the loss of GABAergic synapses. Taken to-
gether, these ﬁndings suggest that integration and segregation, enabled by
the organisation of brain anatomy according to a small-world architecture,
is disrupted in AD, leading to a more random network structure (Stam,
Jones, Nolte, Breakspear and Scheltens, 2007).
3.5 Summary and conclusion
The brains of subjects at ‘quiet rest’ display circumscribed patterns of neu-
ral neural activity or ‘resting state networks’, that largely overlap with
task-based activations. The term ICNs expands upon this deﬁnition to re-
ﬂect their involvement in aspects of voluntary behaviour associated with
motor control, sensory processing, mediating attention, cognitive control,
and detecting salience. The regions comprising these networks are con-
stantly being reconﬁgured over time in response to internal ﬂuctuations and
current behavioural context. Cognition, therefore, appears to arise from
the interactions of large-scale networks that operate and interact accord-
ing to dynamic principles. The ﬂexibility of cognitive function is proposed
to arise from the binding of disparate cortical regions into coherent coor-
dinative structures known as neurocognitive networks. The concept of the
neurocognitive network was proposed as an antidote to the apparent antag-
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onism between local processing and global coordination of cortical regions.
The brain appears to derive this behaviour from its identity as a complex
dynamical system operating in the vicinity of a critical regime. Dynamics
such as these are most accurately captured by a series of transitions be-
tween pseudo-stable regions of phase space rather than as convergence to a
ﬁxed-point attractor. This type of dynamic diversity is associated with su-
perior information processing capabilities. Recently, whole-brain computer
models based on structural connectivity have successfully reproduced key
features of spontaneous neural activity observed in empirical data. These
studies suggest that computer models incorporating anatomical connectiv-
ity represent an optimal framework for exploring how dynamic features
such as metastability emerge from the static connections of the brain. Pre-
vious ﬁndings suggest that synchronous oscillations facilitate cognition by
binding distributed neuronal assemblies into large-scale networks and that
these oscillations are shaped and constrained by the brain’s network con-
nectivity. Accordingly, several neurological disorders exhibiting abnormal
synchronisation are linked to altered structural connectivity. In AD, the
prion-like spread of pathology appears to be constrained by the topology
of the network resulting in a targeted attack of network hubs, altered func-
tional connectivity, and degraded cognition.
The foregoing review highlights the ongoing challenge of establishing the
causal pathways linking structure, dynamics, and cognition in the human
brain. Although dynamical accounts attribute considerable importance to
the brain’s structural connectivity in shaping spontaneous neural activity,
several interesting open questions remain. For example, how are endoge-
nous metastable dynamics modulated by task performance, moreover, how
is ﬂexible cognition implemented on a set of static structural connections?
Critical insight into the contribution of the anatomical connectome in shap-
ing and constraining the neural dynamics of cognition may be gained by
examining clinical conditions in which the network topology has been al-
tered. Recent advances in neuroimaging technology have stimulated the de-
velopment of anatomically plausible whole-brain computer models. These
tools, alongside developments in dynamical systems and network theory,
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aﬀord the opportunity to address one of the principal goals of neuroscience:
to understand how structure and dynamics gives rise to cognition. The
following chapter investigates how neural dynamics are modulated by cog-
nitive state, and closing the loop, how cognitive abilities are informed by
metastable coordination.
4
Metastable neural
dynamics underlies
cognitive performance
across multiple
behavioural paradigms
4.1 Overview
This chapter invokes the principle of metastable coordination dynamics to
explore how the interactions of large-scale cortical networks support cog-
nition. To this end, it compares the coordinative interactions between the
brain’s large-scale ICNs at rest and during the performance of several tasks
in a large cohort of healthy individuals (N=890). Although metastability
between resting state networks increased during task performance, cogni-
tive ability was more closely linked to spontaneous activity. The principle
ﬁndings of this chapter are as follows: (1) task-based reasoning is char-
acterised by a network structure in which metastability reﬂects the func-
tional divisions of cortex into low metastability sensory networks and high
metastability association areas; (2) subjects whose networks transitioned
eﬃciently between rest and task-based conﬁgurations exhibited greater dy-
namic stability in primary sensory regions and greater dynamic ﬂexibility
in systems of cognitive control; (3) dynamic ﬂexibility conferred superior
problem solving in novel situations (i.e. ﬂuid intelligence) but was less rele-
vant in tasks recruiting previously acquired knowledge and experience (i.e.
crystallised intelligence). Taken together, these ﬁndings support the con-
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tention that metastable neural dynamics support cognitive ﬂexibility via
the dynamic construction of task-relevant neurocognitive networks. The
chapter is structured as follows: introduction, methods, results, discussion,
and conclusion.
4.2 Introduction
The brains of subjects at ‘cognitive rest’ display circumscribed patterns of
neural activity or resting state networks (Fox et al., 2005; Fox and Raichle,
2007) that broadly overlap with task-based activations (Smith and Nichols,
2009; Cole, Bassett, Power, Braver and Petersen, 2014) . Somehow these
large-scale networks of the brain rearrange themselves on a ﬁxed anatom-
ical structure to support internal processes relevant to cognition (Lewis
et al., 2009; Sadaghiani and Kleinschmidt, 2013; Braun et al., 2015; Spadone
et al., 2015; Cohen, 2018) . One proposal is that neuronal assemblies are
dynamically bound into coherent coordinative structures known as neu-
rocognitive networks (Bressler and Kelso, 2001, 2016) . The concept of the
neurocognitive network represents an important compromise between two
antagonistic viewpoints: the ﬁrst, localisation, which holds that complex
cognitive functions are localised to speciﬁc regions of the brain, the second,
globalism, which posits that complex functions are distributed and arise
through global coordination (McIntosh, 1999, 2000, 2004, 2007; Bressler
and Mcintosh, 2007). From the neurocognitive network perspective, the
brain’s tendencies toward integration and segregation are simultaneously
realised. Local areas are permitted to express their intrinsic functionality
yet also couple together and coordinate globally. Cognition, in this con-
text, is the real-time expression of distributed local areas whose states of
mutual coordination are adjusted dynamically over time (Bressler and Tog-
noli, 2006) . An important challenge is to understand how these local areas
become dynamically linked in the execution of particular cognitive opera-
tions, and equally, how these patterns of dynamic connectivity evolve over
time (Cabral et al., 2017; Gonzalez-Castillo and Bandettini, 2017).
The coordination of neurocognitive networks appears to arise from a
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dynamic regime that balances counteracting tendencies toward integration
and segregation (Tononi et al., 1998; Shanahan, 2010; Sporns, 2013b; Tog-
noli and Kelso, 2014b). Empirical and theoretical accounts indicate that the
brain derives this behaviour from its identity as a complex dynamical system
operating in the metastable regime of its coordination dynamics (Kelso and
Haken, 1995; Kelso, 2012; Kelso and Tognoli, 2007; Tognoli and Kelso, 2009,
2014a). The concept of metastability represents an important theoretical
solution to the requirement that local areas operate independently yet also
combine and behave synergistically (Kelso and Tognoli, 2007; Kelso, 2012;
Tognoli and Kelso, 2014a). Metastability is important too as an observ-
able phenomenon, furnishing a dynamical explanation for how large-scale
brain regions coordinate their activity in space and time to support cor-
tical function (Bressler and Kelso, 2001, 2016; Jirsa and McIntosh, 2007;
Kelso, 2008; Tognoli and Kelso, 2009). In the language of dynamical sys-
tem theory, metastability refers to a coupled or collective oscillatory activ-
ity which falls outside its equilibrium state for dwell times that depend on
distance from equilibrium. A concrete example of a metastable dynamical
system is the ‘winnerless competition’ (Rabinovich et al., 2006; Rabinovich,
Huerta, Varona and Afraimovich, 2008) , however, metastable phenomena
may emerge from a variety of underlying mechanisms (where certain con-
ditions are satisﬁed) and it is in this broader sense that we use the term
(Friston, 1997; Deco and Jirsa, 2012; Kringelbach et al., 2015; Stratton and
Wiles, 2015; Deco and Kringelbach, 2016; Balaguer-Ballester et al., 2018).
The overall dynamic stability of a system may be estimated by calculat-
ing a well-deﬁned collective variable or order parameter (Kuramoto, 1984;
Shanahan, 2010; Cabral et al., 2011; Wildie and Shanahan, 2012) . The
Kuramoto order parameter captures the average phase of a group of oscil-
lators to quantify how ‘phase-locked’ they are at a given moment in time.
Accordingly, the variation in this order parameter has been proposed as
a measure of a system’s metastability and the mean of the phase-locking
across time as a measure of the system’s overall synchrony. Metastability
is high in a system that visits a range of diﬀerent states over time whereas
both highly ordered and highly disordered states are characterised by low
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metastability, and high and low phase synchrony, respectively. The con-
cept of phase synchronisation was originally introduced in physics to study
the behaviour of weakly coupled oscillators (Rosenblum et al., 1996). The
original motivation was to compare the temporal structure of two time
series by ignoring information related to amplitude (Varela et al., 2001).
Signal processing techniques such as the Hilbert transform make it possi-
ble to separate a time series into its amplitude and phase by converting
the real signal into its complex analytic version (Boashash, 1992). How-
ever, unlike correlation-based sliding-window analysis, which mandates an
arbitrary choice of window length, the phase synchronisation approach pro-
vides time-resolved functional connectivity at the same resolution as the
input narrowband fMRI signal (Glerean et al., 2012). Moreover, unlike cor-
relation, which is a linear measure of association between variables, phase
synchronisation is a measure of statistical dependence that is sensitive to
both linear and nonlinear relationships (Pereda et al., 2005). Recently, the
phase synchronisation approach has successfully identiﬁed changes in the
time-varying properties of brain connectivity associated with several neu-
ral disorders (Hellyer et al., 2015; Córdova-Palomera et al., 2017; Demirtaş
et al., 2017; Alderson et al., 2018; Lee et al., 2018).
Theoretical accounts stipulate that metastability at rest corresponds
to an optimal exploration of the dynamical repertoire inherent in the static
structural linkages of the anatomy where the probability of network switch-
ing is maximal (Cabral et al., 2011; Ponce-Alvarez et al., 2015; Deco et al.,
2017). A critical next step in our understanding is to evaluate not only
the degree of metastability arising spontaneously from the brain’s intrinsic
network dynamics but also the degree of metastability engendered by the
attendant demands of a task (Rabinovich, Huerta, Varona and Afraimovich,
2008). Here, we invoke the theoretical framework of metastable coordina-
tion dynamics to explain how resting state networks are dynamically linked
into task-dependent neurocognitive networks. Given that patterns of brain
activity appear to be more stable during cognitive operations requiring sus-
tained attention (Chen, Zhang and Li, 2015; Elton and Gao, 2015; Hutchi-
son and Morton, 2015; Cohen, 2018), we anticipated reduced metastability
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between task-relevant neural networks as a function of task performance.
In light of the foregoing, we tested the hypothesis that coupling between
the brain’s large-scale networks is more metastable at rest than during
the execution of an explicit task. We compared the metastability of fMRI
BOLD signal in resting and task-evoked functional MRI data in a large
cohort of healthy individuals (N=566) from the Human Connectome Project
(Van Essen et al., 2013) . Changes in metastability were sought among 13
resting state networks encompassing hundreds of regions and every major
brain system (Gordon et al., 2016) . Finally, a link between the metastability
of individual network connections and task performance was sought across
several cognitive domains.
Overall, we found that–contrary to expectations–the metastability of
couplings between large-scale networks was actively enhanced by task per-
formance, principally in regions known to be devoted to cognitive control.
Moreover, the eﬃciency of the transformation between rest and task-driven
states was promoted by a network structure characterised by dynamic ﬂex-
ibility in cognitive control networks and dynamic stability in sensory re-
gions. Crucially, subjects with resting state architectures similar or ‘pre-
conﬁgured’ to a task-orientated conﬁguration demonstrated superior cog-
nitive ability. Curiously, task-induced increases in metastability did not
account for variations in cognitive performance. Rather, cognitive ability
was linked to the metastability of the brain’s intrinsic network dynam-
ics. Overall, high intrinsic metastability of cognitive control networks was
linked to novel problem solving (or ﬂuid intelligence) but was less relevant
in tasks dependent upon previous knowledge and experience (or crystallised
intelligence).
4.3 Methods
Participants
Data were obtained through the Washington University-Minnesota Consor-
tium Human Connectome Project (HCP) (Van Essen et al., 2013). Sub-
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jects were recruited from Washington University and surrounding area. The
present paper used 566 subjects from the 1200 healthy young adult release
(aged 22-35; see https://www.humanconnectome.org/data). All partici-
pants were screened for a history of neurological and psychiatric condi-
tions and use of psychotropic drugs, as well as for physical conditions or
bodily implants. Diagnosis with a mental health disorder and structural
abnormalities (as revealed by fMRI) were also exclusion criteria. All par-
ticipants supplied informed consent in accordance with the HCP research
ethics board. The subset of subjects comprising monozygotic and dizygotic
twin pairs were excluded from the present study. All subjects attained at
a minimum a high school degree.
MRI parameters
In all parts of the HCP, participants were scanned on the same equipment
using the same protocol (Smith et al., 2013). Whole-brain echoplanar scans
were acquired with a 32 channel head coil on a modiﬁed 3T Siemens Skyra
with TR = 720 ms, TE = 33.1 ms, ﬂip angle = 52º, BW = 2290 Hz/Px,
in-plane FOV = 208×180 mm, 72 slices, 2.0 mm isotropic voxels, with a
multi-band acceleration factor of 8. Rest (eyes open with ﬁxation) and task-
based fMRI data were collected over two sessions. Each session consisted
of two rest imaging sessions of approximately 15 minutes each, followed by
task-based acquisitions of varying length. The present study used only the
ﬁrst resting state run. Except for the run duration, task-based data were
acquired using the same EPI pulse sequence parameters as rest. Seven tasks
totalling one hour were acquired. Three tasks were collected in one session
and four tasks another. The seven tasks (and their run times in mins)
were as follows: emotion perception (4:32), relational reasoning (5:52), lan-
guage processing (7:54), working memory (10:02), gambling/reward learn-
ing (6:24), social cognition (theory of mind; 6:54), and motor responses
(7:08) (Barch et al., 2013). High-resolution 3D T1-weighted structural im-
ages were also acquired with the following parameters: TR = 2400 ms, TE
= 2.14 ms, TI = 1000 ms, ﬂip angle = 8º, BW = 210 Hz/Px, FOV =
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224×224, and 0.7 mm isotropic voxels.
Task protocols
Task-evoked fMRI data were downloaded to examine the changes in metastable
interactions between large-scale cortical networks during attentionally de-
manding cognition. In total there were seven in-scanner tasks designed
to engage a variety of cortical and subcortical networks related to emo-
tion perception, relational reasoning, language processing, working memory,
gambling/reward learning, social cognition (theory of mind), and motor re-
sponses. These included:
• Emotion perception: participants were presented with blocks of trials
asking them to decide which of two faces presented on the bottom
of the screen matched the face at the top of the screen, or which of
two shapes presented at the bottom of the screen matched the shape
at the top of the screen. The faces had either an angry or fearful
expression (Hariri et al., 2002).
• Relational reasoning: participants were presented with 2 pairs of
objects, with one pair at the top of the screen and the other pair at
the bottom of the screen. Subjects were ﬁrst asked to decide if the
top pair of objects diﬀered in shape or diﬀered in texture and then
to decide whether the bottom pair of objects also diﬀered along the
same dimension (Smith et al., 2007).
• Language processing: the task comprised a story and math compo-
nent. The story blocks presented participants with brief auditory
stories (5-9 sentences) adapted from Aesop’s fables, followed by a 2-
alternative forced-choice question that asked participants about the
topic of the story. The math task also presented trials auditorily
and required subjects to complete addition and subtraction problems
(Binder et al., 2011).
• 2-back working memory: task participants were presented with blocks
of trials that consisted of pictures of places, tools, faces and body
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parts (non-mutilated, non-nude). The task consisted of indicating
when the current stimulus matched the one from 2 steps earlier.
• Gambling/reward learning: participants were asked to guess the num-
ber on a mystery card in order to win or lose money. Participants
were told that potential card numbers ranged from 1-9 and that the
mystery card number was more than or less than 5 (Delgado et al.,
2000).
• Social cognition (theory of mind): participants were presented with
short video clips (20 seconds) of objects (squares, circles, triangles)
that either interacted in some way, or moved randomly on the screen.
After each video clip, participants were asked to judge whether a
mental interaction had occurred; did the shapes appear to take into
account each other’s thoughts and feelings? (Wheatley et al., 2007;
Castelli et al., 2013).
• Motor responses: participants were presented with visual cues that
asked them to either tap their left or right ﬁngers, squeeze their left
or right toes, or move their tongue (Buckner et al., 2011; Yeo et al.,
2011).
Task fMRI behavioural data
Task performance was evaluated using behavioural accuracy and reaction
time data. Only those tasks which showed normally distributed behavioural
accuracy scores were utilised for subsequent analysis. As conﬁrmed by a
Kolmogorov-Smirnov test (p<0.05) three of the seven tasks satisﬁed this
criteria including relational reasoning (M=0.76, SD=0.12), language pro-
cessing (M=0.88, SD=0.71), and working memory (M=0.83, SD=0.10). Of
the other four tasks, the gambling task accuracies were no better than
chance (participants were asked to guess if a mystery card was higher or
lower than ﬁve). The emotion (M=0.97, SD=0.03) and social (M=0.96,
SD=0.12) task accuracies were perfect or near perfect for most subjects
and hence showed a strong ceiling eﬀect. Finally, the motor task accuracy
scores were not recorded (subjects were asked to move tongue, hands, or
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feet). All seven tasks showed normally distributed reaction time data, as
conﬁrmed by a one-sample Kolmogorov-Smirnov test (p<0.05).
Cognitive measures
Cognitive performance was also evaluated using test scores obtained out-
side the scanner. These included two complementary factors of general
intelligence: ﬂuid and crystallised intelligence, the former linked to novel
problem solving and the latter to previously acquired knowledge and experi-
ence (Jensen and Cattell, 2006). Executive function/inhibitory control was
also investigated due to its strong association with tonic (Sadaghiani and
D’Esposito, 2015) and phasic (Cole et al., 2012, 2013) aspects of attention.
The HCP provides a comprehensive and well-validated battery of cogni-
tive measures based on tools and methods developed by the NIH Toolbox
for Assessment of Neurological and Behavioural Function (Gershon et al.,
2013). Relevant cognitive measures were downloaded from the Connectome
Database (https://db.humanconnectome.org)(Hodge et al., 2015). These
included ﬂuid intelligence (Penn Progressive Matrices; PMAT), crystallised
intelligence (NIH Toolbox Picture Vocabulary Test and NIH Toolbox Oral
Reading Recognition Test), and executive function/inhibitory control (NIH
Toolbox Flanker Inhibitory Control and Attention Test). All three cogni-
tive measures were consistent with a normal distribution as conﬁrmed by a
one-sample Kolmogorov-Smirnov test (p<0.05).
fMRI pre-processing
All pre-processing was conducted using custom scripts developed in MAT-
LAB 2017a (The MathWorks, Inc., Natick, Massachusetts, United States).
Motion between successive frames was estimated using framewise displace-
ment (FD) and root mean square change in BOLD signal (DVARS) (Power
et al., 2012, 2014, 2015; Burgess et al., 2016). FD was calculated from the
derivatives of the six rigid-body realignment parameters estimated during
standard volume realignment. If more than 20% of a subject’s resting state
frames exceeded FD > 0.5 mm or DVARS > 5%, they were excluded from
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further analysis. Based on this criteria, 566 out of 890 subjects were re-
tained for further analysis. We used a minimally pre-processed version of
the data that included spatial normalization to a standard template, mo-
tion correction, slice timing correction, intensity normalization, and surface
and parcel constrained smoothing of 2 mm full width at half maximum
(Glasser et al., 2013). The data corresponded to the standard ‘grayordi-
nate’ space consisting of left and right cortical surface meshes and a set of
subcortical volume parcels which have greater spatial correspondence across
subjects than volumetrically aligned data (Glasser et al., 2016). To facili-
tate comparison between rest and task-based conditions both sets of data
were identically processed. T1 weighted images aligned with the standard
functional image were segmented into 3D volume masks with Freesurfer
(Fischl et al., 2002; Fischl, Van Der Kouwe, Destrieux, Halgren, Ségonne,
Salat, Busa, Seidman, Goldstein, Kennedy, Caviness, Makris, Rosen and
Dale, 2004). Average signals were extracted from the voxels corresponding
to the ventricles and white matter anatomy. Variables of no interest were
removed from the time series by linear regression. These included six lin-
ear head motion parameters, mean ventricle and white matter signals, and
corresponding derivatives. Since each task comprised two runs (one from
each session) both runs were concatenated into a single time series. The
individual signals were demeaned and normalised by z-scoring the data.
To pre-empt the possibility that variation in synchrony (our deﬁnition of
metastability) was being driven by alternating blocks of task and ﬁxation,
task blocks were concatenated. Since artiﬁcially concatenating a series of
disjoint task blocks resulted in a discontiguous time series, the analysis was
also performed with cue and ﬁxation blocks included. Overall, retaining
cue and ﬁxation blocks did not alter the pattern of metastability between
large-scale networks (only the statistical signiﬁcance). The present analysis
pertains to the case where cue and ﬁxation blocks are removed. To ensure
that any observed diﬀerences were due to dynamics rather than bias asso-
ciated with signal length, the same number of contiguous frames from task
and rest were utilised; the resting state scan was truncated to match the
length of the task run (after cue and ﬁxation blocks were removed). To
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obtain meaningful signal phases and avoid introducing artefactual correla-
tions, the empirical BOLD signal was bandpassed ﬁltered (Glerean et al.,
2012). Since low frequency components of the fMRI signal (0–0.15 Hz)
are attributable to task-related activity whereas functional associations be-
tween high frequency components (0.2–0.4 Hz) are not (Sun et al., 2004),
a temporal bandpass ﬁlter (0.06–0.125 Hz) was applied to the data (Shine,
Bissett, Bell, Koyejo, Balsters, Gorgolewski, Moodie and Poldrack, 2016).
The frequency range 0.06–0.125 Hz is thought to be especially sensitive
to dynamic changes in task-related functional brain architecture (Bassett
et al., 2011, 2013, 2015; Glerean et al., 2012).
Brain parcellation
Mean time series were extracted from regions of interest deﬁned by the
Gordon atlas (Gordon et al., 2016). The separation of regions into func-
tionally discrete time courses is especially suitable for interrogating dynamic
ﬂuctuations in synchrony between large-scale networks. The Gordon atlas
assigns regions to one of 12 large-scale networks corresponding to abrupt
transitions in resting state functional connectivity. These include dorsal
attention, ventral attention, fronto-parietal, cingulo-opercular, salience, de-
fault mode, medial parietal, parietal-occipital, visual, motor mouth, motor
hand, and auditory networks. Regions outside these domains are labelled as
‘none’. The atlas was downloaded from the Brain Analysis Library of Spa-
tial Maps and Atlases database (https://balsa.wustl.edu) (Van Essen et al.,
2017). Whole-brain coverage consisted of 333 cortical regions (161 and 162
regions from left and right hemispheres respectively), and one subcorti-
cal volume corresponding to the thalamus. The thalamus, which exhibits
domain-general engagement across multiple cognitive functions, also plays
a critical role in integrating information across functional brain networks
(Hwang et al., 2017).
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Calculating resting state network metastability
The ﬁrst step in quantifying phase synchronisation of two or more time se-
ries is determining their instantaneous phases. The most common method
is based on the analytic signal approach (Gabor, 1947) . The advantage of
the analytic signal is that by ignoring information related to amplitude ad-
ditional properties of the time series become accessible. From a continuous
signal x(t) the analytic signal xa(t) is deﬁned as,
xa(t) = x(t) + iH [x(t)]
where H is the Hilbert transform and i =
p 1 . If Bedrosian’s theorem
(Bedrosian, 1962) is respected then the analytic signal of a time series can
be rewritten as,
xa(t) = a(t)e
iφ(t)
where a(t) is the instantaneous envelope and φ(t) the instantaneous
phase. The Bedrosian theorem makes a clear prediction – the narrower the
bandwidth of the signal of interest, the better the Hilbert transform is able
to generate an analytic signal with meaningful envelope and phase. For
this reason, bandpass ﬁltering of empirical BOLD signal is essential prior
to performing the transform. In accordance with the foregoing, the 334
narrowband mean BOLD time series were transformed into complex phase
representation via a Hilbert transform. The ﬁrst and last ten time points
were removed to minimise border eﬀects inherent to the transform (Ponce-
Alvarez et al., 2015; Córdova-Palomera et al., 2017). The ‘instantaneous’
collective behaviour of a group of phase oscillators may be described in
terms of their mean phase coherence or synchrony. A measure of phase
coherence–the Kuramoto order parameter (Strogatz, 2000; Acebrón et al.,
2005) was estimated for: (1) the set of regions comprising a single resting
state network; and (2) to evaluate interactions, the set of regions comprising
two resting state networks as:
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RRSN (t) =
1
N
NX
k=1
eiθk (t)
where k = 1; :::;N is region number and θk(t) is the instantaneous phase
of oscillator k at time t . Global metastability considers the interactions of
all resting state networks simultaneously and is therefore considered a sum-
mary measure of large-scale network ﬂexibility. Global metastability was
estimated using all 334 cortical and subcortical time series. Under complete
independence, all phases are uniformly distributed and RRSN approaches
zero. Conversely, if all phases are equally distributed, RRSN approaches one
and full synchrony. The maintenance of a particular communication chan-
nel through coherence implies a persistent phase relationship. The num-
ber or repertoire of such channels therefore corresponds to the variability
of these phase relationships. Accordingly, metastability was deﬁned as the
standard deviation of RRSN (Kringelbach et al., 2015; Deco and Kringelbach,
2016) and synchrony as the mean of RRSN . Metastability is calculated as
the standard deviation of the mean coherence between a set of phase oscil-
lators. In this case, groups of phase oscillators become transiently synchro-
nised through the weak coupling of the structural connectome. However,
frustration caused by phase lag between regions (approximately equivalent
to transmission delay) prevents full synchronisation from occurring.
Assessing changes in empirical resting state network
metastability during tasks
Given that, (1) the current formulation of metastability permits calcula-
tion between a group of regions; and (2) interconnected subnetworks con-
vey more behaviourally relevant information than functional connections
observed between pairs of regions observed in isolation, we advocate for
a method that exploits the clustering structure of connectivity alterations
between functionally related networks. For this reason, we applied the
network-based statistic (NBS) to estimates of empirical metastability ob-
tained from fMRI data at the network rather than regional level (Alderson
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et al., 2018). For each subject, we estimated an ‘interaction matrix’ re-
ﬂecting the metastable interactions of the 13 resting state networks (and
thalamus) deﬁned by the Gordon atlas. The same procedure was applied to
compute an equivalent interaction matrix based on synchrony. The NBS is
a non-parametric statistical test designed to deal with the multiple compar-
isons problem by identifying the largest connected sub-component (either
increases or decreases) in topological space while controlling the family
wise error rate (FWER). To date, several studies have used the method
to identify pairwise regional connections that are associated with either an
experimental eﬀect or between-group diﬀerence in functional connectivity
(Zalesky et al., 2010). Here, we use the NBS to identify topological clusters
of altered metastability (or synchrony) between empirical resting state net-
works under diﬀerent conditions of task relative to rest. Mass univariate
testing was performed at every connection in the graph to provide a single
test statistic that captured the evidence in favour of the null hypothesis:
that there was no statistically signiﬁcant diﬀerence in the means of rest-
ing state and task-based metastability. The test statistic was subsequently
thresholded at an arbitrary value with the set of supra-threshold connec-
tions forming a candidate set of connections for which the null hypothesis
was tested. Topological clusters were identiﬁed between the set of supra-
threshold connections for which a single connected path existed. The null
hypothesis, therefore, was accepted or rejected at the level of the entire con-
nected graph rather than at the level of an individual network connection.
The above steps were repeated in order to construct an empirical null distri-
bution of the largest connected component sizes. Finally, FWE-corrected
p-values, corresponding to the proportion of permutations for which the
largest component was of the same size or greater, were computed for each
component using permutation testing.
Classiﬁcation of task and rest data
The interaction matrices corresponding to the seven diﬀerent tasks (plus
rest) were classiﬁed using a modiﬁed convolutional neural network (CNN)
84
Metastable neural dynamics underlies cognitive performance across multiple
behavioural paradigms
Figure 4.1: Schematic overview of the modiﬁed convolutional neural net-
work architecture used to classify the eight diﬀerent network conﬁgurations
(seven tasks and one resting state); Kawahara et al., 2017). Each block
represents the input/output of a numbered ﬁlter layer. The third dimen-
sion (m) represents the result of convolving the input with m diﬀerent ﬁlters
(feature maps). First, an interaction matrix composed of the interactions of
14 networks (based on synchrony or metastability) is entered as input. This
is convolved with an edge-to-edge (1. E2E) ﬁlter which weights the edges
associated with adjacent brain networks in topological space. The output
from this layer is then convolved with an edge-to-node (2. E2N) ﬁlter which
assigns each network a weighted sum of its edges. Next, a node-to-graph
(3. N2G) layer outputs a single response based on all the weighted nodes.
Finally, the number of features is reduced to eight output classiﬁcations
through a series of fully connected (4/5/6. FC) layers.
architecture (Fig. 4.1). BrainNetCNN is the ﬁrst deep learning frame-
work designed speciﬁcally to leverage the topological relationships between
nodes in brain network data, outperforming a fully connected neural net-
work with the same number of parameters (Kawahara et al., 2017). The
architecture of BrainNetCNN is motivated by the understanding that lo-
cal neighbourhoods in connectome data are diﬀerent from those found in
traditional datasets informed by images. Patterns are not shift-invariant
(as is a face in a photograph) and the features captured by the local neigh-
bourhood (e.g. a 3×3 convolutional ﬁlter) are not necessarily interpretable
when the ordering of nodes is arbitrary. To reduce the number of param-
eters we included only a single edge-to-edge layer (Meszlényi et al., 2017).
The input to the CNN is the set of 14×14 interaction matrices that capture
the metastability/synchrony between the 13 resting state networks (plus
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the thalamus) deﬁned by the Gordon atlas. The network classiﬁes the data
into one of the seven tasks or the subject’s resting state (random classi-
ﬁcation accuracy is 12.5%). The model was evaluated using k-fold cross
validation where . This value of has been shown to yield test error rate
estimates that suﬀer neither from excessively high bias nor from very high
variance (Kuhn and Johnson, 2013). The original dataset was partitioned
randomly into training (60%), validation (20%), and testing sets (20%).
That is, 340 subjects were assigned for training the model, 113 subjects
were assigned for tuning the model’s hyperparameters, and a further 113
were withheld for validating the performance of the trained model. In the
case of metastability, each of the 566 subjects was associated with 8 in-
teraction matrices (7 task-based interaction matrices and one resting state
interaction matrix). The same was true in the case of synchrony. Per-
formance was evaluated using classiﬁcation accuracy i.e. the proportion
of correctly identiﬁed instances. The above procedure was repeated twice,
once for the interaction matrices capturing metastability and again using
the interaction matrices based on synchrony. The CNN was implemented
in Python using the Pytorch framework (Paszke et al., 2017). Rectiﬁed
linear units (RELUs) (Nair and Hinton, 2010) were used as activation func-
tions between layers and the probability of each class was calculated at the
output layer using the soft max function Bridle (1990). The network was
trained using the Adam optimiser (Kingma and Ba, 2015) with mini-batch
size of 128, a learning rate of 0.001, and momentum of 0.9. Drop-out regu-
larisation of 0.6 was applied between layers to prevent over-ﬁtting (Wager
et al., 2013; Srivastava et al., 2014). The model minimised a cost func-
tion associated with the cross-entropy loss. Hyperparameters used in the
optimisation stage included momentum and drop-out regularisation.
Deﬁning update/reconﬁguration eﬃciency
The ability to switch from a resting state network architecture into a task-
based conﬁguration was designated as update eﬃciency (Schultz and Cole,
2016). Highly similar rest and task-based network conﬁgurations are com-
86
Metastable neural dynamics underlies cognitive performance across multiple
behavioural paradigms
mensurate with high update eﬃciency, as few changes are required to tran-
sition between the two whilst highly dissimilar resting state and task-based
architectures are linked to low update eﬃciency, reﬂecting the many changes
that are required to make the switch. Update eﬃciencies were calculated for
all 566 subjects by vectorising the upper triangular half and diagonal of the
rest and task-general interaction matrices and calculating their Pearson’s
correlation coeﬃcient.
4.4 Results
Higher global metastability during task than rest
The metastability of fMRI BOLD signal was examined during the resting
state and during the execution of several cognitively demanding tasks. One-
way ANOVA identiﬁed a statistically signiﬁcant diﬀerence between groups
(F(7,4520) = 37.32, p < 0.01). Subsequent Tukey post hoc test revealed sig-
niﬁcantly higher global metastability during the seven tasks as compared to
resting state (M = 0.112, SD = 0.019). These included emotion perception
(M = 0.132, SD = 0.031), relational reasoning (M = 0.133, SD = 0.030),
language processing (M = 0.134, SD = 0.027), working memory (M =0.135,
SD = 0.027), gambling/reward learning (M = 0.136, SD = 0.029), social
cognition (M = 0.141, SD = 0.029), and motor responses (M = 0.143, SD
= 0.030).
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Figure 4.2: Empirical global metastability of fMRI BOLD signal in the
resting state (in green) and during several cognitively demanding tasks (in
grey). Bars display mean, 95% CI, and one standard deviation with in-
dividual subjects indicated. Tasks arranged in ascending order of mean
metastability. One-way ANOVA revealed signiﬁcantly higher metastability
during task execution relative to resting state (p < 0.01).
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Figure 4.3: Statistically signiﬁcant (p < 0.01; corrected) increases in BOLD
signal metastability between empirical resting state networks during task
as compared to resting state. Circular graphs show largest connected sub-
graph of increased metastability identiﬁed by the network-based statistic at
a ﬁxed threshold (16). Nodes are scaled to reﬂect the relative importance
of their interactions (the sum of their eﬀect sizes). Overall, the connectivity
of the dorsal attention (green) and fronto-parietal networks (yellow) were
the most metastable.
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Task related increases in metastability between
resting state networks
The fMRI BOLD signal of individual network connections was subsequently
examined for changes in metastability (task versus rest) using the NBS. In
total, 566 resting state interaction matrices (one per subject) were compared
to 566 task-based interaction matrices within each of the seven behavioural
domains. The null hypothesis, that there was no diﬀerence in metastability
between rest and task, could then be rejected at the level of individual
network connections.
Consistent with the role of resting state networks in mediating be-
haviour, the NBS identiﬁed statistically signiﬁcant (p < 0.01; corrected)
increases in metastability between several large-scale networks during task
engagement relative to the more unconstrained resting state. Figure 3 shows
the largest connected sub-graph of increased metastability detected by the
NBS at a ﬁxed threshold for all seven tasks where each node is scaled
to reﬂect its relative importance within the sub-graph (the sum of its ef-
fect sizes). Cortical regions associated with top-down attentional/cognitive
control (including fronto-parietal and dorsal attention networks) were the
most active across the seven tasks along with thalamo-cortical interactions
thought to support integrative roles in cognition ranging from memory and
learning to ﬂexible adaptation (Alcaraz et al., 2018; Wolﬀ and Vann, 2019).
Increases in metastability were more widespread than
equivalent increases in synchrony
Edges associated with each sub-graph (metastability and synchrony) were
summed to reveal the total number of network connections recruited by each
task (Fig. 4.4). Increases in metastability encompassed a greater number
of systems than equivalent increases in synchrony (in all but emotion and
motor tasks). In both cases, the NBS received an identical threshold.
90
Metastable neural dynamics underlies cognitive performance across multiple
behavioural paradigms
Figure 4.4: Increases in metastability (blue) were associated with a greater
number of network connections than equivalent increases in synchrony
(grey). Figure shows size of sub-graph identiﬁed by the network-based
statistic (see Fig. 4.3) rank ordered by metastability.
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Figure 4.5: Convolutional neural network performance in terms of classiﬁ-
cation accuracy where each row represents the true class and each column
represents the classiﬁcation made by the neural network. Diagonal ele-
ments report the percentage of instances correctly classiﬁed. Oﬀ-diagonal
elements report the percentage of instances that are incorrectly classiﬁed.
Inputs were classiﬁed as belonging to one of eight diﬀerent network states
(seven tasks plus one resting state condition) where each row/column cor-
responded to the interaction of one network with 13 others (in terms of
either synchrony or metastability). A, Classiﬁcation accuracy in terms of
the synchrony between networks (average accuracy = 76%; chance level
12.5%). B, Classiﬁcation accuracy in terms of the metastability between
networks (average accuracy = 46%). C, Classiﬁcation accuracy in terms of
occluded network synchrony (average accuracy = 2%). Here, classiﬁcation
accuracy was reduced by masking out (setting to zero) a small subset of
network interactions (see Fig. 4.6).
Each task is characterised by a small number of
task-evoked changes in synchrony i.e. there is a
task-speciﬁc network architecture
We sought to dissociate the highly correlated quantities of metastability and
synchrony (see supplementary information) using a deep learning frame-
work. Accordingly, task and rest network states captured by the 14×14 in-
teraction matrices (of metastability and synchrony) were provided as input
to a CNN for classiﬁcation. The network correctly identiﬁed the 7 diﬀerent
tasks (plus rest) based on synchrony with high accuracy (with an average
of 76%; compared to a chance level of 12.5%; Fig. 4.5A) but performed
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Figure 4.6: Each network state (one rest and seven tasks) is deﬁned by a
small number of task-evoked changes in synchrony between resting state
networks. Here, network connectivity important for correct classiﬁcation in
more than 90% of individuals (as determined by guided backpropagation) is
masked out (black). Such ‘occluded’ inputs are associated with exception-
ally poor classiﬁcation accuracy (Fig. 4.5C). The width of each column/row
has been scaled to reﬂect the relative number of regions in each network.
less well when trained on metastability (with an average of only 46%; Fig.
4.5B). The high sensitivity (true positive rate) and speciﬁcity (true negative
rate) exhibited by the classiﬁer when trained on synchronous interactions
between networks, suggested that each behavioural domain was charac-
terised by a small number of task-speciﬁc network changes. We tested this
hypothesis by identifying a small number of inputs (interactions between
networks) important for correct classiﬁcation in each task (Fig. 4.6) and
masking them out. Based upon these ‘occluded’ inputs, the pre-trained
classiﬁer was no longer capable of discriminating between network conﬁgu-
rations (the seven tasks and one rest state; Fig. 4.5C).
In detail, guided backpropagation was used to identify inputs (the in-
teractions between networks) important for correctly classifying each task.
Guided backpropagation provides a set of gradients relating input to out-
put. High gradients at the input level have a large eﬀect on the output and
are therefore important for classiﬁcation. Recall, that each row/column of
the 14×14 input represented the interaction of a single network with 14
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others. Thus, guided backpropagation produced a 14×14 matrix of gradi-
ents. The eight diﬀerent network conﬁgurations (task plus rest interaction
matrices) associated with each subject translated into a total of 4,528 gra-
dient matrices. A consensus across all subjects for a particular task was
obtained by setting each subject’s top 10% of gradients (the most positive
gradients) to one and the remaining entries to zero, summing the matrices,
and dividing by the total number of subjects. Entries important for correct
classiﬁcation in more than 90% of individuals were set to zero in the in-
put (the interaction matrix). The performance of the pre-trained classiﬁer
was then re-evaluated based on the occluded input data. In a separate ex-
periment, retraining on the occluded inputs also produced extremely poor
classiﬁcation accuracy (not shown).
Diﬀerent behaviours recruit a similar set of
metastable connections
So far, we have demonstrated that increases in metastability can be distin-
guished from increases in synchrony in two ways: (1) their overall network
size–that is, increases in metastability encompass a wider network of cog-
nitive systems than those based on synchrony and (2) their discriminatory
utility–tasks can be identiﬁed with high accuracy based on a small subset
of network changes in synchrony (but much less so in terms of metastabil-
ity). Taking these ﬁndings as a whole, we hypothesised that commonalities
between tasks may be centred around a metastable core of task-general
network interactions.
To quantify the degree to which the seven task-based conﬁgurations
shared features in common, we used a dimension-reduction tool – prin-
cipal component analysis (PCA) – to reduce a larger set of variables (the
seven task-based interaction matrices) to a smaller set (a single task-general
network architecture). Accordingly, the seven task-based interaction ma-
trices based on metastability were entered into a PCA to yield a single
task-general architecture for each subject. On average, the ﬁrst principal
component accounted for 78% of the variance between the seven tasks.
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The loadings (the ingredients making up the ﬁrst principal component
recipe) were positive and were distributed equally between the seven tasks
suggesting that each task-based conﬁguration contributed equally to the
task-general structure. These included emotion perception=0.37, relational
reasoning=0.37, language processing=0.36, working memory=0.36, gam-
bling/reward learning=0.36, social cognition=0.37, and motor responses=0.38.
This result likely speaks to the high similarity between task-based conﬁg-
urations engaged by diﬀerent behaviours (see supplementary information).
An exemplar task-general architecture was subsequently derived through
simple averaging of subjects.
Task general architecture is composed of high and low
metastability subnetworks
We explicated this structure by performing another PCA analysis on the
interaction matrices obtained by subtracting task from rest. In doing so,
the task general architecture was decomposed into both high (Fig. 4.7; top)
and low (Fig. 4.7; middle) metastability subnetworks. High metastability
(Fig. 4.7; red) was found in networks associated with cognitive control.
These included dorsal attention (selective attention in external visuospatial
domains) and fronto-parietal networks (adaptive task control). Tertiary
contributions from the thalamus were also apparent (category learning).
In contrast, low metastability (Fig. 4.7; blue) was linked to unimodal (or
modality speciﬁc) sensory processing architecture including motor, audi-
tory, and visual networks. From one perspective, this result is quite sur-
prising. One would expect motor cortex to shift from rest to task due to
motor demands on task however primary sensory regions – including motor
cortex – appear to prioritise dynamic stability.
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Figure 4.7: Principal component analysis reveals diﬀerent behaviours are
characterised by a similar set of metastable connections: a task-general
network structure. Task-based reasoning recruited high metastability in
regions associated with cognitive control (top; red) and low metastability
in regions associated with sensory processing (blue; middle). On average
the 1st principal component accounted for 78% of the variance with load-
ings distributed equally between the seven tasks. Regions associated with
cognitive control including those in dorsal attention network (DA; selective
attention in visuospatial domains), fronto-parietal network (FP; adaptive
task control), and thalamus (category learning) constituted a high metasta-
bility subnetwork (top; red). Conversely, unimodal sensory networks (in-
cluding MH, MM; motor, AUD; auditory, and VIS; visual) comprised a
low metastability subnetwork (middle; blue). Regions are colour coded by
the sum of their ingoing/outgoing connectivity. Nodes are colour coded ac-
cording to the Gordon atlas (bottom). Node diameter is proportional to the
sum of ingoing/outgoing connectivity. Recurrent connections correspond to
activity within a network.
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High metastability of cognitive control systems at
rest is predictive of task performance
The metastable interactions between large-scale networks during task en-
gagement were then examined for behavioural relevance. Behavioural ac-
curacy scores for each subject were entered into a linear regression analysis
as the dependent variable with one of 196 (14×14) task-based network
connections (estimated in terms of metastability) as predictors. Overall,
metastable interactions between networks during task did not explain the
variance in cognitive ability. Evidence for the counter case–that cognitive
ability was informed by the brain’s spontaneous network dynamics–was
then sought. Accordingly, resting state metastability was entered as an ad-
ditional independent factor into the linear regression analysis. Across the
three in-scanner tasks, several network connections demonstrated a signiﬁ-
cant positive association between metastability and cognitive performance
(p < 0.01; FDR corrected for multiple comparisons). The analysis was then
expanded to include three additional cognitive measures acquired outside
the scanner: ﬂuid intelligence, crystallised intelligence, and executive func-
tion. Across the three tasks, several network connections demonstrated a
signiﬁcant positive association between metastability and cognitive perfor-
mance (p < 0.01; FDR corrected for multiple comparisons). Finally, the
addition of reaction time data across the six tasks did not increase the
percentage of explained variance in cognitive performance.
Interactions between networks are presented as a circular graph where
each edge represents a signiﬁcant positive correlation between network metasta-
bility and cognition (Fig. 4.8). In the main, the metastability of large-scale
networks related to cognitive control was strongly related to performance.
These included dorsal attention, cingulo-opercular and fronto-parietal net-
works, and to a lesser extent the salience and ventral attention networks. In
general, the metastability of networks related to primary sensory processing
(including motor, auditory, and visual networks) was less relevant to task
performance. These results are broadly consistent with the task-general
network architecture previously discussed.
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Figure 4.8: Resting state metastability of cognitive control networks is pre-
dictive of task performance. Each edge represents a statistically signiﬁcant
positive correlation between the intrinsic metastability of a connection and
cognition (p < 0.01; FDR corrected). Measures of high order cognition were
estimated out of scanner (top); measures of behavioural accuracy were con-
ducted in-scanner (bottom). Edges are shaded to reﬂect standardised eﬀect
sizes (Pearson’s r or correlation coeﬃcients). Nodal diameter is scaled to
reﬂect the sum of their ingoing/outgoing connectivity. Overall, metastabil-
ity of connections associated with fronto-parietal (adaptive task control),
cingulo-opercular (sustained tonic attention), and dorsal attention networks
(attending to visuospatial stimuli) were most relevant to task performance.
Note the very diﬀerent network proﬁles induced by tests of ﬂuid versus
crystallised intelligence.
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Concerning speciﬁc tasks, the metastability of connections associated
with cognitive control networks was strongly related to ﬂuid intelligence.
These included dorsal attention, cingulo-opercular, and fronto-parietal net-
works. In contrast, the metastability of these networks was less important
in the prosecution of crystallised intelligence, which can be observed as a
more circumscribed network of signiﬁcant positive correlations. Finally,
cingulo-opercular network metastability was strongly associated with exec-
utive function/inhibitory control. Compared to the other in-scanner tasks
(relational reasoning and language processing) the working memory task
displayed a strong association between metastability and performance in
the thalamus and default mode network. In addition, language processing
was distinguished from relational reasoning and working memory by virtue
of the association between metastability and cognition in the connectiv-
ity of the ventral attention network. Overall, all six behavioural domains,
including relational reasoning, language processing, working memory, ﬂuid
intelligence, crystallised intelligence, and executive function/inhibitory con-
trol, demonstrated signiﬁcant positive correlations between cognitive per-
formance and metastability of task-positive control networks in the resting
state. Principally, these included the dorsal attention, cingulo-opercular,
and fronto-parietal networks.
High metastability within (and between) cognitive
control systems at rest promotes eﬃcient switching
into task
We next examined the link between cognitive performance and the eﬃciency
of the transformation between rest and task-based neural architectures. One
hypothesis is that subjects perform better when their intrinsic resting state
architecture is already similar to the task-general conﬁguration i.e. their
resting state is ‘pre-conﬁgured’ for a variety of diﬀerent tasks (Cole, Bassett,
Power, Braver and Petersen, 2014; Schultz and Cole, 2016). Accordingly,
subjects with highly correlated resting and task-general interaction matrices
were assigned high update eﬃciency whilst subjects with highly dissimilar
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Figure 4.9: The eﬃciency of the transformation between resting and task-
based network architecture is conditioned on high metastability in the cou-
plings of cognitive control networks and low metastability in the couplings
of sensory networks. A, Slope (coeﬃcients) of the regression line (nega-
tive or positive) relating metastability of network connectivity to update
eﬃciency. B, Statistically signiﬁcant correlations between metastability of
network connectivity and update eﬃciency (p < 0.01; FDR corrected). C,
Statistically signiﬁcant correlations between metastability and update eﬃ-
ciency in low (blue; left) and high (red; right) metastability subnetworks
(p < 0.01; FDR corrected) where low metastability is associated with uni-
modal sensory networks (auditory, motor, and visual) and high metastabil-
ity is related to cognitive control (dorsal attention, fronto-parietal, cingulo-
opercular, and default-mode networks). Some networks such as the salience,
medial parietal, parieto-occipital, and thalamus were sites of convergence
for both high and low metastability connections (yellow; centre). Nodal
diameter has bee scaled to reﬂect the sum of their ingoing/outgoing edges.
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resting and task-general interaction matrices were assigned low update ef-
ﬁciency. Even though it is self-evident that for high update eﬃciency to
be achieved a subject’s resting and task-general architectures must be in
agreement, that is, high metastability connections at rest must also be high
during task and vice versa, not all of these relationships will necessarily hold
statistically at the chosen signiﬁcance level (p < 0.01; FDR). For this rea-
son, we correlated the metastability of individual connections with update
eﬃciency for all subjects and obtained the slope of the regression equation
(Fig. 4.9.A) and its signiﬁcance (Fig. 4.9.B).
A signiﬁcant positive relationship between update eﬃciency and metasta-
bility was found in the fronto-parietal, dorsal attention, cingulo-opercular,
and default mode networks (Fig. 4.9.C; right; red), and a signiﬁcant neg-
ative relationship in the motor, auditory, and visual networks (Fig. 4.9.C;
left; blue); (p < 0.01; FDR corrected for multiple comparisons). As ex-
pected, these results correspond to the structure of the task-general ar-
chitecture (Fig. 4.7). Overall, high update eﬃciency was associated with
dynamic ﬂexibility in the connectivity of networks implicated in cognitive
control and dynamic stability in primary sensory regions. Some networks
such as the salience, ventral attention, medial parietal, parieto-occipital,
and thalamus were sites of convergence for both high and low metastability
connections (Fig. 4.9.C; centre; yellow nodes). Some caution is neces-
sary when interpreting these results: even though it is tempting to claim
that dorsal attention and fronto-parietal control networks are responsible
for transitioning eﬃciently between rest and task-based conﬁgurations, the
present ﬁndings are correlative rather than causative.
Subjects with similar resting and task-general
architectures demonstrate superior performance
We next asked if cognitive ability was informed by the eﬃciency of the
transformation between rest and task-based conﬁgurations (Cole, Bassett,
Power, Braver and Petersen, 2014; Schultz and Cole, 2016). To this end, be-
havioural accuracies and update eﬃciencies from the three in-scanner tasks
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were entered into linear regression analyses. Statistically signiﬁcant (p <
0.05; FDR corrected for multiple comparisons) relationships were identiﬁed
suggesting that cognitive ability, is, to some extent, contingent on rest-
ing state architecture being ‘pre-conﬁgured’ to a task-general arrangement.
These included: relational reasoning (F(1,564) = 5.0 p < 0.026, r = 0.21),
language processing (F(1,564) = 5.3, p < 0.021, r = 0.24), and working
memory (F(1,564) = 4.9, p < 0.027, r = 0.20).
4.5 Discussion
The present paper set out to answer a relatively simple question: is metastable
neural dynamics higher at rest or during the performance of an explicit
task? We sought to answer this question by comparing the metastability
of the brain’s large-scale networks when subjects were in an unconstrained
resting state and when subjects were actively engaged in several cognitively
demanding exercises. Current theory suggests that spontaneous neural dy-
namics represent a repository of functional states from which more stable
global brain states emerge. Metastability between networks should there-
fore be maximal when subjects are at ‘cognitive rest’ and diminished during
times of heightened cognitive load. Surprisingly, our ﬁndings support an al-
ternative possibility: metastability (or dynamic ﬂexibility) between neural
networks is actively enhanced by the attendant demands of a task (Fig. 4.2).
Cognitive engagement was characterised by two types of network architec-
ture: (1) a task-general network structure based on widespread changes
in metastability and (2) a task-speciﬁc network structure based on a small
number of task-evoked changes in synchrony. Task-general architecture was
principally characterised by high metastability in cognitive control networks
and low metastability in sensory regions. Crucially, subjects with resting
state architectures similar or ‘pre-conﬁgured’ to a task-general conﬁguration
displayed superior cognitive performance. Furthermore, although resting
state networks were dynamically linked into context-dependent neurocog-
nitive states by task engagement, cognitive performance was more closely
linked to the intrinsic activity of large-scale networks. High metastability
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in the intrinsic connectivity of cognitive control networks was associated
with novel problem solving (or ﬂuid intelligence) but was less important in
tasks contingent on previous experience (or crystallised intelligence). Taken
together, our ﬁndings suggest a key linkage between the intrinsic metasta-
bility of the brain’s large-scale network connectivity and cognition.
The present study used one measure of connectivity–metastability–to
assess the dynamic stability within and between large-scale networks of the
brain. Increased stability of dynamic functional connectivity appears to
be a general property of cognitive engagement across multiple behavioural
paradigms irrespective of the type of dynamic functional connectivity method
employed (Cohen, 2018). Consistent with the properties of a critical system,
dynamic functional connectivity is especially stable during tasks requiring
sustained attention (Haimovici et al., 2013; Meisel et al., 2013). Sub-critical
dynamics and increased global synchrony (or increased average synchrony
in our case) may be associated with a reduced ability to respond to dif-
ferent system inputs during task (Fagerholm et al., 2015). Such stability
appears to be arise from increased integration across cognitive control net-
works and between cognitive control and other task-relevant networks (El-
ton and Gao, 2015; Hutchison and Morton, 2015; Chen, Xu, Zhou, Wang,
Yang, Wang, Dong, Yang, Zang, Zuo and Weng, 2015). On the surface, in-
creased stability between networks during task engagement appears at odds
with the present ﬁnding of increased metastability. How can something be
both ﬂexible and stable at the same time? Fortunately, the paradox is re-
solved when we recognise that metastability and synchrony are correlated
attributes of brain function (see supplementary information). Thus, even
though metastability (or the variation in synchrony) is increasing, so too
is the average synchrony (which can be viewed as a measure of stability in
this context). It should be emphasised that purely synchronous episodes of
spatio-temporal coordination between networks is not reﬂective of typical
neurocognitive processing and in extreme cases may reﬂect chronic dys-
function e.g. epilepsy. Our measure of synchrony reﬂects this reality by
reporting the average synchrony (or mean phase coherence) over a period
of time corresponding to a series of concatenated task blocks. Using this
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approach, we show that task blocks are characterised by on average higher
levels of synchrony and higher levels of metastability at the same time. That
is, synchrony (the mean phase coherence over time) and metastability (the
variation in the mean phase coherence over time) increase together– a be-
haviour observed in cortical slice cultures excited pharmacologically (Yang
et al., 2012). In light of this, synchrony and metastability should be consid-
ered as related rather than contrary methods of viewing brain activity. Two
possibilities exist: (1) that metastability is the price paid for higher on av-
erage synchrony i.e. it is a form of noise or (2) metastability is an adaptive
process reﬂecting the ongoing engagement and disengagement of neural sys-
tems relevant to cognitive and aﬀective states. Our ﬁnding, that cognitive
performance is linked to the intrinsic metastability of large-scale networks
connectivity, strongly supports a functional view of metastability. Our re-
sults are consistent with theoretical and empirical ﬁndings suggesting that
intrinsic neural architecture is organised to support a range of functional
states which can be a posteriori selected via exogenous input (Cabral et al.,
2014; Hansen et al., 2014; Kringelbach et al., 2015; Ponce-Alvarez et al.,
2015; Deco and Kringelbach, 2016; Deco et al., 2017). One may argue that
metastability is being driven by the variation in synchrony obtained by
artiﬁcially concatenating a series of disjoint task blocks. However, in prin-
ciple, metastability within a single task block should also be enhanced on
the provision that synchrony also increases. Presently, the temporal limits
imposed by fMRI and the relatively short task runs preclude a direct test
of this hypothesis.
Task engagement was principally characterised by enhanced metasta-
bility in the connectivity of cognitive control networks (Fig. 4.3). These
included dorsal attention, fronto-parietal, cingulo-opercular, default-mode,
and ventral attention networks. The present ﬁnding is consistent with the
notion that task-positive networks are areas of the brain that respond with
activation increases to attention-demanding environments. The organisa-
tional state of the system may facilitate or inhibit the processing of incoming
external stimuli by enacting a series of task-relevant synergies over the du-
ration of the task (Kelso, 2009). Each of the networks presented similar but
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not identical patterns of engagement across the seven tasks. Two of the four,
the dorsal attention and fronto-parietal networks, demonstrated consistent
activity across all seven of the in-scanner tasks and were associated with the
greatest increases in metastability. This raises the question of why dorsal
fronto-parietal regions are involved in such a puzzling variety of tasks? One
proposal is that cognitive computations relying on dorsal fronto-parietal
areas are concerned with a single core function, namely ‘oﬄine motor plan-
ning’ or ‘action emulation’ (Ptak et al., 2017). Such ﬁndings are consistent
with the observation that hubs of the fronto-parietal network alter their
pattern of functional connectivity with nodes of other networks based on
goal directed cognition in a highly adaptive domain-general manner (Cole
et al., 2013; Cole, Repovš and Anticevic, 2014). Another possibility, is
that increased metastability between dorsal fronto-parietal regions and task-
relevant networks reﬂects the rhythmic perceptual sampling of the ‘spotlight
of attention’ aliased into the low frequency components of the slow haemo-
dynamic response (Fiebelkorn et al., 2018; Helfrich et al., 2018) . Changes
in metastability were not limited to interactions between cortical networks;
they also involved subcortical, speciﬁcally, thalamo-cortical components.
Thalamic input is known to wire the contextual associations upon which
complex decisions depend into weakly connected cortical circuits (Halassa
and Kastner, 2017; Schmitt et al., 2017). Greater metastability between
thalamus and dorsal fronto-parietal areas during task may signal context-
dependent modulation through cortico-thalamo-cortical feedback.
The seven in-scanner tasks showed remarkably similar patterns of in-
creased metastability between large-scale networks (Fig. 4.3). Such ﬁnd-
ings resonate with prior studies showing similar patterns of static func-
tional connectivity between diﬀerent tasks (Cole, Bassett, Power, Braver
and Petersen, 2014; Schultz and Cole, 2016). Similarities between func-
tional network conﬁgurations evoked under diﬀerent behavioural paradigms
constitute what has been referred to as a ‘task-general architecture’ (Cole,
Bassett, Power, Braver and Petersen, 2014; Schultz and Cole, 2016). Our
ﬁndings suggest that diﬀerent behaviours recruit a similar set of network
connections through metastable coupling. We base this claim on three
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observations: (1) increases in metastability were more widespread than in-
creases in synchrony (Fig. 4.4); (2) increases in synchrony were highly
speciﬁc to each task, whereas increases in metastability were more task-
general (Fig. 4.5; Fig. 4.6); and (3) most of the variance (78%) between
tasks was accounted for by a single principal component (Fig. 4.7). Our
task-general conﬁguration was organised into distinct regions of both high
and low metastability (Fig. 4.7). Networks related to cognitive control
exhibited dynamic ﬂexibility whereas primary sensory networks displayed
dynamic stability. These ﬁndings map onto our present understanding of
cortical organisation and function. Primary sensory areas are responsible
for processing a single modality whereas higher order association areas must
integrate information into more complex representations e.g. language, ex-
ecutive function, attention, and memory. Thus, each step up the hierarchy
entails integrating information from a greater diversity of sources, and this,
in turn, is reﬂected in a region’s dynamic ﬂexibility. From another perspec-
tive, widespread increases in metastability are quite surprising. They ap-
pear to indicate that most of the brain is involved during task which appears
to contradict ﬁndings from cognitive fMRI studies showing only limited ac-
tivation. One possibility is that some of these changes in metastability are
linked to suppression of a given network during task performance.
Even during periods of apparent ‘rest’ a subject’s network connectivity
continued to display strong integrative and segregative tendencies linked to
cognitive performance. Remarkably, a subject’s ability to answer questions
correctly, both in and out of the scanner, related to their intrinsic neural
dynamics (Fig. 4.8). Curiously, task-based changes in metastability were
not related to cognitive performance, rather, subjects whose dynamics ex-
plored a greater range of network conﬁgurations at rest demonstrated the
highest cognitive test scores and behavioural accuracy. Unlike crystallised
intelligence, which relied on previously acquired skills and experience, the
ﬂexibility of network states aﬀorded by metastable neural dynamics was es-
pecially advantageous in domains requiring ﬂuid intelligence. Network or-
ganisation and dynamic ﬂexibility may be related properties of the system.
For instance, the ﬂexible network transitions aﬀorded by metastable neural
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dynamics may be necessary to engage the ‘diﬃcult-to-reach’ networks states
associated with novel problem solving (or ﬂuid intelligence) but be less im-
portant for accessing the ‘easy-to-reach’ network conﬁgurations associated
with local knowledge and experience (or crystallised intelligence) (Barbey,
2018). The link between metastable neural dynamics and ﬂuid intelligence
was especially pronounced in systems involved in cognitive control. Our
results resonate with prior observations linking cognitive control capacity
to ﬂuid intelligence (Conway et al., 2002; Cole and Schneider, 2007; Cole
et al., 2012).
So why is metastability at rest predictive of behavioural and cognitive
performance as opposed to metastability during the task itself? The idea
that functional couplings between regions at rest contain information rel-
evant to cognition, perception, and behaviour is supported by substantial
empirical evidence (Sadaghiani et al., 2010; Sadaghiani and Kleinschmidt,
2013) . Static resting state functional connectivity has been linked to a
number of general cognitive abilities that include, amongst others, IQ, ex-
ecutive function, episodic memory and reading comprehension (for review,
see Vaidya and Gordon, 2013). Thus, rather than simply reﬂecting invari-
ant structural anatomy, historical co-activation patterns, or internal dy-
namics of local areas, intrinsic activity predicts subsequent perceptual pro-
cessing (Hesselmann, Kell and Kleinschmidt, 2008; van Dijk et al., 2008;
Busch et al., 2009; Mathewson et al., 2009; Sadaghiani et al., 2009; Lou
et al., 2014; Van Den Berg et al., 2016). Our ﬁndings support the idea
that metastability–the ability to transition between network conﬁgurations–
appears to be a ﬁxed property of a subject’s neural architecture. Subjects
exhibiting high metastability at rest also demonstrated high metastability
during the execution of a task (see supplementary information). Individual
diﬀerences in metastable neural dynamics likely stem from a combination
of innate and experiential inﬂuences on the anatomical connectivity be-
tween regions; a view consistent with prior observations linking reduced
metastability to altered network topology (Hellyer et al., 2015; Váša et al.,
2015; Córdova-Palomera et al., 2017; Alderson et al., 2018). Cognitive per-
formance was also linked to the eﬃciency of the transformation between
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rest and task-based neural architectures. Speciﬁcally, subjects whose rest-
ing state was similar to the task-general architecture garnered the highest
cognitive scores. From this standpoint, successful cognition is predicated
on an adequate a priori dynamic conﬁguration before the onset of task-
relevant stimuli–as opposed to simple ad hoc adjustments after the fact
(Bolt et al., 2018) . Given that the resting state reﬂects previous experi-
ence and the anticipation of likely future events, a resting state network
architecture pre-conﬁgured to task is more in line with future cognitive re-
quirements (Bar, 2011). For this reason, resting state activity may reﬂect
the brain’s predictive engagement with the environment (Sadaghiani et al.,
2010; Sadaghiani and Kleinschmidt, 2013; Clark, 2016). In the main, update
eﬃciency, or the ability to switch from a rest- to a task-based conﬁguration
mapped onto our task-general architecture (Fig. 4.9). Accordingly, high
update eﬃciency was associated with dynamic ﬂexibility in dorsal atten-
tion and fronto-parietal control networks and dynamic stability in primary
sensory networks. Such ﬁndings conform to our intuitive expectation that
cortical networks require varying amounts of dynamic ﬂexibility to fulﬁl
their function. Presumably, sensory networks function even when subjects
are cognitively at rest, hence, metastability increases less in these regions
during times of heightened cognitive demand. Interestingly, several regions
demonstrated high and low metastability components. These included the
salience network of which the insula–a known site of multi-modal inte-
gration of sensory, motor, emotional, and cognitive information–is a part
(?) . Update eﬃciency based on a stationary measure of correlation between
pairwise regions has been considered in previous research (Schultz and Cole,
2016). Our work diﬀers from this approach in that we consider the update
eﬃciency within the context of a dynamic measure of network connectiv-
ity in which both integrative and segregative tendencies coexist (Kelso and
Haken, 1995; Kelso, 2012; Tognoli and Kelso, 2014a).
Potential limitations of the ﬁndings presented here should be noted.
Firstly, it is worth emphasising that the division of neural activity into in-
trinsic and task-evoked activity may be an artiﬁcial distinction and not an
actual division respected by neural properties (Bolt et al., 2018). Moreover,
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the ﬁnding of increased metastability during task relative to rest may, to
some extent, be dependent on factors related to experimental design in-
cluding: (1) the time frame considered and (2) the temporal resolution of
the imaging modality used. A major limitation of this approach is that
the instantaneous synchrony of BOLD signal between regions is low fre-
quency. Since metastability corresponds to the variation in instantaneous
synchronisation, metastability can only be measured over extended scan-
ning runs. Increased metastability was identiﬁed in a series of concatenated
task blocks. A more desirable experimental setup would compensate for
fMRI’s lack of temporal precision by measuring metastability over an ex-
tended period within a single task block. Doing so would ameliorate the
potential confound of introducing variations in synchrony (our deﬁnition of
metastability) by including rest, cue, and ﬁxation blocks. In the present
paper, we mitigated this risk by estimating metastability with non-task
block data removed. Due to restrictions on the length of the runs, metasta-
bility was estimated using the active and control components of the task,
hence, participants were not exclusively performing the ‘cognitive task’ but
the ‘control task’ designed to compensate for non-speciﬁc eﬀects (e.g. the
zero back condition in the working memory task). However, in most cases
there was either no control condition (e.g. the motor task) or subjects still
performed a meaningful exercise in the control task condition (e.g. the lan-
guage task which comprised a story and math component). The current
measure of metastability captures the overall variation in synchrony over
time (a measure of the networks capacity for integration and segregation) or
alternately, the overall dynamic stability of the system. In order to capture
the explicit dwell time in each conﬁguration an alternate approach, such as
Hidden Markov Modelling, may be more appropriate (Vidaurre et al., 2017,
2018).
The results were robust in that metastability was not driven by bias asso-
ciated with using time series of diﬀerent lengths (we used the same number
of data points for rest and task), nor by alternating periods of rest and task
within a single run (we removed cue and ﬁxation blocks). Despite attention
to such factors, it remains of critical importance to establish the validity of
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observed synchronisation dynamics in light of recent ﬁndings questioning
the link between time varying functional connectivity and task-relevant neu-
ral information (Hindriks et al., 2016; Laumann et al., 2017; Liégeois et al.,
2017). Rapid changes in synchronisation may not be directly tied to exter-
nal task demands, but rather to internally driven factors that include atten-
tion, motivation, arousal, fatigue, goals, or levels of consciousness (Kucyi
et al., 2017; Kucyi, 2017). For example, network integration during rest
is linked with greater pupil diameter, a proxy for arousal, as well as bet-
ter task performance (Shine, Bissett, Bell, Koyejo, Balsters, Gorgolewski,
Moodie and Poldrack, 2016). Changes in pupil diameter are thought to
coincide with the activity of neuromodulators including noradrenaline and
acetylcholine (Larsen and Waters, 2018). Similarly, across repeated resting
state scans of the same individual, higher levels of fatigue are related to
more stable estimates of dynamic functional connectivity, whereas higher
levels of attention are related to more variable measures of dynamic func-
tional connectivity (Shine, Koyejo and Poldrack, 2016). Rapid dynamics
likely include both meaningful neural information and physiological signals
that relate to diﬀerences in rate or volume of blood ﬂow, respiration, and
heart rate. Untangling the relationship between rapid dynamics, internal
mentation, cognitive performance, aﬀective states, physiological noise, and
general cognition will become increasingly important as we seek to under-
stand the neural basis of human behaviour.
4.6 Conclusion
In this study, the theoretical framework of metastable coordination dynam-
ics was used to explore how large-scale self-organising network interactions
give rise to cognition. The dual nature of this coordination – a simultaneous
integration and segregation over space and time – occurs in the absence of
input, suggesting the brain is not primarily reﬂexive or stimulus driven but
spontaneously metastable. A second type of order, imposed externally in re-
sponse to environmental and stimulus contingencies, is associated with task
engagement. During task execution, dynamic brain states enact variability-
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reducing synergies whereby the brain experiences a phase transition to a
more globally ordered cooperative state. Notably, this type of metastable
transition was consistently higher than during equivalent periods of rest.
Our analysis also revealed a critical linkage between key factors of general
intelligence and dynamics, namely, high metastability in regions devoted to
cognitive control during tests of ﬂuid intelligence, and low metastability in
the same regions during tests of crystallised intelligence.
The current study highlights the link between dynamic principles of
network coordination and cognitive performance. The forthcoming chap-
ter tests the essential proposition that coordination between local areas,
as indexed by probabilistic eﬀective connectivity, is disrupted by struc-
tural disconnection in an example of incipient neurodegeneration, MCI.
This condition is characterised by memory performance signiﬁcantly worse
than healthy age matched controls but not serious enough to qualify for
dementia. The following chapter seeks a structural basis for this dysfunc-
tion in the ﬁbre pathways linking the thalamus – a critical structure for
conscious awareness – to regions of the cortex associated with pathological
activity in AD, the DMN.
5
Disrupted thalamus
white matter anatomy
and posterior default
mode network eﬀective
connectivity in amnestic
mild cognitive
impairment
5.1 Overview
AD and its prodromal state amnestic mild cognitive impairment (aMCI)
are characterised by widespread abnormalities in inter-areal white matter
ﬁbre pathways and parallel disruption of DMN resting state functional and
eﬀective connectivity. In healthy subjects, DMN and task positive net-
work interaction are modulated by the thalamus suggesting that abnormal
task-based DMN deactivation in aMCI may be a consequence of impaired
thalamo-cortical white matter circuitry. Thus, this study uses a multimodal
approach to assess white matter integrity between thalamus and DMN com-
ponents and associated eﬀective connectivity in HCs relative to aMCI pa-
tients. Twenty-six HC and 20 older adults with aMCI underwent struc-
tural, functional and diﬀusion MRI scanning using the high angular resolu-
tion diﬀusion-weighted acquisition protocol. The DMN of each subject was
identiﬁed using ICA and resting state eﬀective connectivity was calculated
between thalamus and DMN nodes. White matter integrity changes be-
tween thalamus and DMN were investigated with constrained spherical de-
convolution (CSD) tractography. Signiﬁcant structural deﬁcits in thalamic
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white matter projection ﬁbres to posterior DMN components posterior cin-
gulate cortex (PCC) and lateral inferior parietal lobe (IPL) were identiﬁed
together with signiﬁcantly reduced eﬀective connectivity from left thala-
mus to left IPL. Crucially, impaired thalamo-cortical white matter circuitry
correlated with memory performance. Disrupted thalamo-cortical struc-
ture was accompanied by signiﬁcant reductions in IPL and PCC cortico-
cortical eﬀective connectivity. No structural deﬁcits were found between
DMN nodes. Taken together, these ﬁndings suggest that abnormal pos-
terior DMN activity may be driven by changes in thalamic white matter
connectivity; a view supported by the close anatomical and functional as-
sociation of thalamic nuclei eﬀected by AD pathology and the posterior
DMN nodes. Dysfunctional posterior DMN activity in aMCI is consistent
with disrupted cortico-thalamo-cortical processing and thalamic-based dis-
semination of hippocampal disease agents to cortical hubs. Overall, these
ﬁndings support a critical linkage between structural disconnection of the
brain’s intrinsic functional architecture and cognitive performance.1
5.2 Introduction
AD is a chronic neurodegenerative disorder aﬀecting approximately 6% of
people over the age of 65 and accounting for 60 to 70% of dementia cases
(Burns and Iliﬀe, 2009). Typically, the AD-prodromal stage presents as
mild cognitive impairment (MCI) (Stephan and Roebroeck, 2012) clinically
deﬁned as cognitive diﬃculties beyond those expected based on age and
education, but insuﬃcient to interfere with daily activities (Petersen et al.,
1999). MCI can present with a variety of symptoms but is termed amnes-
tic MCI (aMCI) in cases where memory loss is the predominant symptom.
In AD, the ﬁrst neuroﬁbrillary tangles appear in the parahippocampal re-
gions (stage I) followed later, and accompanied by cognitive symptoms, in
the hippocampus formation (stage III) Braak and Braak (1991c,a, 1995).
Understandably, this knowledge has reinforced focus on the hippocampus
1(Alderson et al., 2017)
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in the context of memory loss in AD but much less well-known and less
well-understood are the appearance of tangles and plaques in the thalamic
nuclei in parallel with those in the hippocampus. Their appearance is of-
ten characterised as an event downstream of the hippocampus pathology
transmitted by the projections of the mammillary bodies, but this view is
challenged by metabolic studies indicating that the earliest consistent de-
clines occur not in hippocampus but in posterior cingulate cortex (PCC)
(Minoshima et al., 1994, 1997) where amyloid deposition is highest (Buckner
et al., 2005; Mintun et al., 2006). The thalamus, with its dense network of
reciprocal interconnections with both hippocampus and PCC, is therefore
implicated by association (Vann et al., 2009; Aggleton et al., 2010).
Such a view is supported by detection of thalamic atrophy in pre-
symptomatic familial AD on average 5.6 years prior to expected symptom
onset (Ryan et al., 2013) together with increased amyloid burden (Knight
et al., 2011) and substantial evidence suggesting that thalamic atrophy is
present in MCI prior to AD (Chételat et al., 2005; Shiino et al., 2006;
de Jong et al., 2008; Ferrarini et al., 2008; Cherubini et al., 2010; Roh
et al., 2011; Pedro et al., 2012). Structural irregularities have a suﬃcient
impact on thalamo-cortical circuits to allow healthy subjects to be diﬀeren-
tiated from those with MCI through impaired functional integrity (Cantero
et al., 2009). Conversely, carriers of the apolipoprotein ￿2 allele i.e. those
showing a genetic predisposition against developing AD, demonstrate sig-
niﬁcantly enhanced functional (Patel et al., 2013) and structural (Chiang
et al., 2012) integrity of the thalamus. Analysis of low frequency BOLD
signal oscillations have revealed several resting state networks. Of these,
the default mode network (DMN)(Raichle et al., 2001; Greicius et al., 2003;
Damoiseaux et al., 2006) has consistently been identiﬁed as dysfunctional
in both MCI and AD in the context of amyloid burden (Hedden et al.,
2009; Drzezga et al., 2011; Sheline et al., 2011) and genetic risk (Roses,
1996; Sheline et al., 2010; Chhatwal et al., 2013). The DMN comprises
medial prefrontal cortex (mPFC), middle temporal gyrus (MTG), lateral
inferior parietal lobes (IPL), PCC, and hippocampus regions. These nodes
have been identiﬁed as important hubs within the cortex (Buckner et al.,
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2009) whose persistent background activity and dense, long range intercon-
nectivity may facilitate the early deposition and prion-like transmission of
amyloid plaques (Wermke et al., 2008; Raj et al., 2012) DMN topography
is therefore recapitulated in the pattern of atrophy, hypometabolism and
amyloid deposition within the cortex (Buckner et al., 2005, 2008).
Thalamus appears to play a role modulating distributed cortical net-
works (Di and Biswal, 2014b). It is therefore of note, that direct struc-
tural connections between the thalamus and DMN (or thalamo-DMN path-
way) components have been described in vivo using diﬀusion tensor imaging
(DTI) (Fernández-Espejo et al., 2012) and that these are sites of atrophy
(Zarei et al., 2010). Crucially, lesions to the thalamus are known to cause
DMN dysfunction (Jones et al., 2011). One suggestion is that abnormal
task-induced deactivation of DMN response patterns in aMCI are a conse-
quence of impaired thalamo-cortical signalling (Pihlajamäki and Sperling,
2009).
The thalamus sends widespread connections to its ipsilateral cortical
hemisphere which are returned via cortico-thalamic feedback connections.
Together these form a thalamo-cortico-thalamic feedback loop (Sherman
and Guillery, 2006; Sherman, 2007; Zhang et al., 2008, 2010). Such an
arrangement is critical for generating the ubiquitous oscillations of the cor-
tex recorded by EEG and fMRI but its contribution (and other subcortical
components) to regulating the DMN in health and disease is largely un-
explored. On this basis, this study investigates the impact of impaired
thalamo-cortical microscopic white matter anatomy on interactions in the
DMN in aMCI patients. CSD-based probabilistic ﬁbre tractography of the
thalamo-DMN white matter pathways in a cohort of older adults with aMCI
and healthy age-matched controls. The eﬀective connectivity of the rest-
ing state thalamo-DMN interactions were also examined using a spatio-
temporal formulation of GC. In contrast to simple statistical correlation
(i.e. functional connectivity), eﬀective connectivity is more ambitious and
attempts to quantify the probabilistic causal inﬂuence one region exerts over
another. Given that thalamo-cortical neural signals appear to coordinate
distributed networks (Di and Biswal, 2014b), such an approach provides
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greater scope for clarifying the interactions between thalamus and cortex
during the transition between health and disease. It was predicted that
abnormal DMN causal activity would be linked to structural deﬁcits in the
thalamo-DMN pathway.
5.3 Methods
Participants
Twenty six HC participants and 20 older participants with aMCI took part
in the study. The HCs were community-dwelling older adults recruited
from the greater Dublin area (Ireland) via newspaper advertisements. They
underwent a health screening questionnaire and a neuropsychological as-
sessment, the Consortium to Establish a Registry for Alzheimer’s Disease
(CERAD)(Morris et al., 1989), in order to rule out possible cognitive impair-
ment before inclusion in the study. The CERAD battery has been shown
to be sensitive to the presence of age related cognitive decline (Welsh et al.,
1991, 1992). All of the older participants included in the study scored no
more than 1.5 SD below the standardized mean scores for subjects of a sim-
ilar age and education level on any of the sub-tests. The aMCI participants
were recruited from memory clinics in St. James Hospital and St. Patrick’s
Hospital in Dublin, Ireland, and were diagnosed by a clinician according
to the Peterson criteria (Petersen et al., 1999) – i.e., abnormal memory
scores for age and education level with no dementia. Hippocampal atrophy
was not a factor in the diagnosis. Four were single amnestic aMCI, and 16
were multi-domain aMCI (Petersen, 2004). Neuropsychological measures
were administered or supervised by an experienced neuropsychologist and
included the mini-mental state examination (MMSE) (Folstein et al., 1975)
and Cambridge cognitive examination (Huppert et al., 1995).
All of the participants were right-handed with no history of head trauma,
neurological disease, stroke, transient ischemic attack, heart attack, or psy-
chiatric illness. They completed the Geriatric Depression Scale (GSD)
(Yesavage et al., 1983), the Eysenck Personality Questionnaire Revised Edi-
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HC(n=26) aMCI (n=20) p* (df=44)
Gender 15M,11F 10M,10F 1
Age 69.30 ± 6.35 69.05 ± 7.55 0.90
Ethnicity White (Irish) White (Irish) -
Education 13.38 ± 3.73 14.32 ± 3.02 0.38
MMSE 28.65 ± 0.85 27.05 ± 2.17 0.0013
GDS 0.77 ± 1.07 2.58 ± 2.27 0.0008
EPQ E 8.04 ± 2.47 5.53 ± 3.37 0.0061
EPQ N 2.69 ± 2.43 3.78 ± 3.39 0.21
CR 16.65 ± 3.62 16.58 ± 4.97 0.95
Table 5.1: MMSE, mini-mental state exam; GDS, geriatric depression
scale; EPQ E, Eysenck personality questionnaire extraversion scale; EPQ N,
Eysenck personality questionnaire neuroticism scale; CR, cognitive reserve
scale. Standard deviations are indicated. Results of independent samples
t-tests, except for gender which was compared with a Fischer’s exact test.
Statistically signiﬁcant diﬀerences are indicated in bold.
tion Short Scale (EPQ-R) (Eysenck and Eysenck, 1994), and a Cognitive
Reserve Questionnaire (Rami et al., 2011) before the MRI scan (table 5.1).
The groups did not diﬀer in terms of age, gender, education level, or levels of
cognitive reserve as assessed by the self-report Cognitive Reserve Question-
naire. The aMCI group had lower MMSE scores, higher GDS scores, and
scored lower on the EPQ measure of extraversion than the HC group. The
study had full ethical approval from the St. James Hospital and the Ade-
laide and Meath Hospital, incorporating the National Children’s Hospital
Research Ethics Committee and St Patrick’s University Hospital Research
Ethics Committee. All participants gave written informed consent before
taking part in the study.
5.4 MRI data acquisition
Whole-brain high angular resolution diﬀusion imaging (HARDI) data were
acquired on a 3.0 Tesla Philips Intera MR system (Best, The Netherlands)
equipped with an eight channel head coil. A parallel sensitivity encoding
(SENSE) approach (Pruessmann et al., 1999) with a reduction factor of two
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was used during the DWI acquisition. Single-shot spin echo-planar imag-
ing was used to acquire the DWI data with the following parameters: TE
79ms, TR 20,000ms, ﬁeld of view (FOV) 248mm, matrix 112×112, isotropic
voxel of 2.3mm×2.3mm×2.3mm, and 65 slices with 2.3mm thickness with
no gap between the slices. Diﬀusion gradients were applied in 61 isotrop-
ically distributed orientations with b=3000s/mm2, and four images with
b=0s/mm2 were also acquired. A high-resolution 3D T1-weighted anatom-
ical image was acquired for each participant with the following parame-
ters: TE=3.9ms, TR=8.5ms, FOV=230mm, slice thickness=0.9mm, voxel
size=0.9mm×0.9mm×0.9mm. Resting-state fMRI data were also acquired
during the scanning session. The scan lasted for 7 minutes during which
time the participants were asked to keep their eyes open and ﬁxate on a
cross hairs in the centre of a screen behind the MR scanner, visible via a
mirror. The BOLD signal changes were measured using a T2*-weighted
echo-planar imaging sequence with TE=30ms and TR=2000ms. Each vol-
ume of data covered the entire brain with 39 slices, and the slices were
acquired in interleaved sequence from inferior to superior direction. Two
hundred ten volumes of data were acquired, with voxel dimensions of 3.5mm
× 3.5mm × 3.85mm and a 0.35mm gap between the slices.
Face-name encoding and recognition task protocol
Relationships between the participants structural/eﬀective connectivity mea-
sures and memory were subsequently examined using data obtained from
a face–name recognition task following the resting-state scan. The partici-
pants viewed a series of 27 emotional faces (Erwin et al., 1992) with a name
presented underneath each one. This task was an implicit memory task,
in that the participants later completed a surprise memory tasks to test
their retention of both the faces and the face–name pairs, however, at the
time of encoding, they were not explicitly asked to remember the face–name
pairs. Rather, the participants were instructed to judge whether the names
matched or suited the faces. It was explained that this was a subjective
decision, with no right or wrong answer. The participants responded yes
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or no by pressing a button on a MR-compatible response pad held in their
right or left hand, respectively, using the index ﬁnger of either hand. Each
face–name combination was presented for 4 sec and was shown twice during
the run. The faces were positive, negative, or neutral in valence and there
were equal numbers of valence types as well as gender. The presentation of
the face–name pairs was grouped according to the emotional valence of the
faces. In each instance, a group of either two, three, or four faces of one
valence type was presented randomly using an event-related paradigm, sub-
sequently, there was a delay during which a white cross hair was presented
(control condition). The duration of the white cross was varied according
to the duration of the face stimulus. For instance, if a single face was pre-
sented for 4 sec the subsequent white cross was also shown for 4 sec and
then the next block of faces began. The stimuli were delivered using Pre-
sentation v.16.1 (Neurobehavioral Systems, Albany, CA). Approximately
15 min following the encoding phase, the participants performed a short
computer-based recognition task. The emotional faces were presented one
at a time on a black background with three names underneath. One of the
names was the correct name; one name was a name that had been paired
with a diﬀerent face (distractor; incorrect name), while the third name was
a new name (foil; incorrect name). The participants responded by pressing
a button on the left, middle, or right side of a keyboard to correspond with
the relative position of the name on the screen. The stimuli were presented
for 5 sec and followed by an inter-trial interval of 5 sec. This longer trial
length was to facilitate performance of this task as it was quite challenging.
Before the task began, the participants completed a short practice run of
ﬁve trials.
5.5 Resting state pre-processing
FMRI data processing was carried out using FEAT (FMRI Expert Analysis
Tool) Version 6.00, part of FMRIB’s Software Library (FSL; www.fmrib.ox.ac.uk/fsl).
Registration to high resolution structural and/or standard space images
was carried out using FNIRT (Andersson et al., 2007). The following
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pre-statistics processing was applied; motion correction using MCFLIRT
(Jenkinson et al., 2002), slice-timing correction using Fourier-space time-
series phase-shifting, non-brain removal using BET (Smith, 2002), spatial
smoothing using a Gaussian kernel of FWHM 3.0mm, grand-mean inten-
sity normalisation of the entire 4D dataset by a single multiplicative factor,
highpass temporal ﬁltering (Gaussian-weighted least-squares straight line
ﬁtting, with sigma=50.0s).
5.6 Resting state eﬀective connectivity
GC is a standard statistical tool for detecting the directional inﬂuence one
system component exerts over another. The concept, originally introduced
by Wiener (1956), and later incorporated into a data analysis framework
by Granger (1969) is described as follows. If historical information from
time series X signiﬁcantly improves prediction accuracy of the future of
time series Y in a multivariate autoregressive model (MVAR), GC is iden-
tiﬁed. This may be viewed of as a measure of model prediction error where
GC quantiﬁes the reduction in prediction error when past values of X are
included in the explanatory variables of Y (Schelter et al., 2006).
Critically, the ability of GC to deal with indirect interactions depends
on being able to measure all relevant variables in a system. Often, this
is not possible, and both environmental (exogenous) inputs and unmea-
sured latent variables can confound accurate causal inﬂuences. Since only
a fraction of the possible cortical and subcortical areas are considered la-
tent variables are bound to exist. Hence controlling for exogenous inputs
and latent variables is a critical issue when applying Granger causality to
experimental data. In such cases where exogenous inputs are quantiﬁable
partial GC may oﬀer a more robust approach. However, it should also be
noted that when the exogenous input is absent or small, both conditional
and partial Granger causality can correctly infer the underlying causal re-
lationships (Guo et al., 2008). Partial GC is not used in the present study,
as the common exogenous input to thalamus and DMN regions is unclear.
By ﬁtting a time invariant MVAR model to the experimental time series
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the classic GC formulation ignores crucial time-varying properties of the sys-
tem. Such an approach makes the tacit assumption that the longer the time
series, the more reliable the GC estimates. While this may be correct in
static circuit representations (Smith et al., 2011), under time-varying con-
ditions this principle is no longer valid. A more robust method is to divide
the time series into equal windows and consider them separately. Here, an
optimal trade-oﬀ between the length of the time windows and the accuracy
of the estimated coeﬃcients for each window must be determined. Time
windows that are too short prevent the accurate estimation of parameters,
while time windows that are too long increase the probability of incorrect
inferences of GC. Given a ﬁxed number of change-points, the model can be
ﬁt into each time window and the variance of the residual errors estimated.
The Granger prediction metric corresponds to the relative size of the errors
from a univariate model in which current values of X are predicted from X,
and a bivariate model in which current values of X are predicted both from
past values of X and from past values of Y. If the model is a good ﬁt to the
data then the errors will be small and will have relatively little variability.
Conversely, if the model is a poor ﬁt to the data, the errors will be large
and demonstrate high variability. Thus, the variance of the errors from the
bivariate model is compared with the variance of the errors from the uni-
variate model to provide an estimate of Granger causality. Accordingly, the
current paper utilises a novel spatio-temporal GC formulation to quantify
the eﬀective connectivity changes between region of interest (Luo et al.,
2013; Youssofzadeh et al., 2016). In this framework, ﬁnding the optimal
time window length reduces to the solution of a constrained optimisation
problem,
minl0(GCerr (l0(m)) +
1
GCavд(l0(m))
where we seek to simultaneously minimise model prediction error GCerr
(i.e. the weighted average of the variances of the residuals in each time win-
dow) and maximise detected causality information GCavд (i.e. the average
GC over all time windows). This is performed for time windows of diﬀerent
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length l0(m) = t1; :::;tm. The time window producing the lowest Bayesian
information criterion is considered optimal. By considering optimal time
windows, the spatio-temporal framework allows a more reliable and pre-
cise estimate of GC in experimental datasets with time varying properties.
This approach has been shown to yield more accurate estimates of GC on
resting state fMRI data than traditional GC metrics. In this case, the last
208 time points for each region under consideration were extracted from
the functional image volume and divided into four windows with the ﬁrst
two time points removed to avoid start up transients. In terms of spatial
resolution, GC is calculated between all pairs of voxels from the two regions
of interest under consideration. The mean GC among all pairs of voxels was
then used as the ﬁnal estimate.
CSD white matter tractography using MRtrix3
A method for controlling free water contamination of tissue and the resul-
tant partial volume eﬀects is especially important around the fornix where
atrophy and CSF is prevalent. The free water elimination technique (Paster-
nak et al., 2009) has been successfully applied in previous tractography
studies of ageing and aMCI (Metzler-Baddeley et al., 2012; Fletcher et al.,
2014; Kehoe et al., 2015) however at higher b-values the Gaussian assump-
tion underlying the bi-tensor model is no longer valid and a more simple
heuristic is indicated. Accordingly, the standard free water elimination ap-
proach to identify and mask voxels with high free water content but ﬁt the
conventional DTI model to each voxel. The dwipreproc preprocessing script
was to perform eddy current-induced distortion and motion correction using
the FSL tool eddy (Andersson and Sotiropoulos, 2016). The standard MR-
trix3 processing script dwibiascorrect was used to eliminate low frequency
intensity inhomogeneities across the DWI series. The script uses bias ﬁeld
correction algorithms available in the FSL software package (Zhang et al.,
2001).
Probabilistic white matter tractography was performed on the DWIs
using the MRtrix3 software package (http://www.mrtrix.org/). Crossing
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Figure 5.1: Regions of interest moving from inferior (top left) to superior
(bottom right) deﬁning thalamo-DMN white matter tractography masks.
DMN components mPFC, MTG, IPL, and PCC were deﬁned using prob-
abilistic template (Wang, Kong, Chu, Tam, Lam, Wang, Northoﬀ, Mok,
Wang and Shi, 2014), while thalamus and hippocampus were deﬁned using
the Harvard-Oxford subcortical structural atlas.
ﬁbres were resolved using the constrained spherical deconvolution algo-
rithm (Tournier et al., 2004, 2012). MRtrix3 pre-processing included com-
puting the diﬀusion tensors images (or diﬀusion ellipsoids) for each voxel
from which the FA, DA, RD and MD images were subsequently generated.
Whole-brain tractography was performed using every voxel as a seed point.
The principle diﬀusion orientation at each point was estimated by the CSD
tractography algorithm, which propagated in 0.1 mm steps along this direc-
tion. At each new location the ﬁbre orientation(s) was estimated before the
tracking moved a further 0.1 mm along the direction that subtended the
smallest angle to the current trajectory. A trajectory was followed through
the data until the scaled height of the ﬁbre orientation density function
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peak dropped below the default threshold, or the direction of the pathway
changed through an angle of more than 90°.
Anatomical masks were used to divide the results into circumscribed
regions. The DMN was deﬁned by probabilistic template (Wang, Kong,
Chu, Tam, Lam, Wang, Northoﬀ, Mok, Wang and Shi, 2014) and the hip-
pocampus and thalamus using the Harvard-Oxford subcortical structural
atlas (Fig. 5.1). Streamlines beginning in one mask and terminating in
another were considered in a pairwise fashion for all region of interest. In
addition, the FSL tool FAST (FMRIB’s Automated Segmentation Tool)
was used to derive a white matter brain mask to constrain tractography.
Any tracks tracts exiting the white matter were considered spurious and
discarded. Tracts were prevented from propagating between hemispheres
by a stop region placed down the midline corresponding to the corpus callo-
sum. Statistically signiﬁcant diﬀerences in the mean FA, DA, RD and MD
of tracks in HC versus aMCI were tested by way of a two tailed two sample
t-test at p < 0.05 corrected for multiple comparisons.
Independent component analysis
The DMN was identiﬁed for each subject using ICA. Analysis was carried
out using Probabilistic ICA (Beckmann and Smith, 2004) as implemented
in MELODIC (Multivariate Exploratory Linear Decomposition into Inde-
pendent Components) Version 3.14, part of FSL. The following data pre-
processing was applied to the input data: masking of non-brain voxels,
voxel-wise de-meaning of the data, normalisation of the voxel-wise variance.
Pre-processed data were whitened and projected into a 62-dimensional sub-
space using probabilistic Principal Component Analysis where the num-
ber of dimensions was estimated using the Laplace approximation to the
Bayesian evidence of the model order (Minka, 2001; Beckmann and Smith,
2004). The whitened observations were decomposed into sets of vectors
which describe signal variation across the temporal domain (time-courses)
and across the spatial domain (maps) by optimising for non-Gaussian spa-
tial source distributions using a ﬁxed-point iteration technique (Hyvärinen,
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1999). Estimated component maps were divided by the standard deviation
of the residual noise and thresholded by ﬁtting a mixture model to the his-
togram of intensity values (Beckmann and Smith, 2004). The number of
components was automatically estimated. The component corresponding to
the DMN was selected by cross correlating all the components with a prob-
abilistic DMN template (Wang, Dai, Gong, Zhou and He, 2014). The fMRI
BOLD signal was extracted from DMN components mPFC, MTG, IPL,
and PCC, combined with those extracted from hippocampus and thalamus
masks, and analysed using the spatio-temporal GC method to determine
the eﬀective connectivity. A standard two tailed t-test was used to deter-
mine signiﬁcant diﬀerences between the HC and aMCI patients at p < 0.05
corrected for multiple comparisons.
5.7 Results
Comparison of resting state thalamo-DMN eﬀective
connectivity in HC versus aMCI subjects
The spatio-temporal GC eﬀective connectivity analysis revealed signiﬁcant
diﬀerences in a circumscribed set of regions at the Bonferroni corrected
threshold of p < 0.0014. In aMCI, several incoming connections to PCC
and left IPL showed reduced casual connectivity. An especially pronounced
decrease in causal interaction to left IPL from other DMN components, hip-
pocampus, and thalamus was observed (Fig. 5.2A). Reduced connectivity
to left IPL included incoming connections from left thalamus [t(44) = 3.77,
p < 0.001], left [t(44) = 4.3, p < 0.0001] and right [t(44) = 3.80, p <
0.001] MTG and from right IPL [t(44) = 3.83 p < 0.001]. These changes
correspond to a highly signiﬁcant [t(44) = 5.10, p < 0.00001] decrease in
average FA in the white matter between left thalamus and left IPL (Fig.
5.2B). Also in aMCI, signiﬁcant reductions in connectivity to PCC from
left MTG [t(44) = 3.93, p < 0.001] were found, together with signiﬁcant
reductions in connectivity to right IPL from PCC [t(44) = 3.73, p < 0.001]
(Fig. 5.2A).
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Figure 5.2: A, Signiﬁcantly reduced incoming eﬀective connectivity to left
IPL from thalamus and posterior DMN nodes. B, Signiﬁcantly reduced FA
in thalamo-IPL tracts where the magnitude of reduction corresponded to
the degree of eﬀective connectivity disruption in A. C, Signiﬁcantly reduced
DA in the left Papez circuit including hippocampo-thalamus, thalamo-PCC,
and PCC-hippocampal tracts. D, As in C, signiﬁcantly reduced MD in the
left Papez circuit. E, Signiﬁcantly reduced RD in left hippocampo-PCC
tracts.
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Figure 5.3: Example thalamo-DMN white matter tracts from a single rep-
resentative healthy subject.
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Comparison of thalamo-DMN structural integrity in
HC versus aMCI subjects
In aMCI, CSD white matter tractography identiﬁed statistically signiﬁcant
increases at the Bonferroni corrected threshold in average DA, RD, and MD
in the white matter ﬁbre pathways connecting thalamus to hippocampus,
PCC, and IPL (Fig. 5.3). Signiﬁcant decreases in average FA were also
detected in the white matter between thalamus and IPL. These included:
• Signiﬁcant decreases in FA (Fig. 5.2B) between right thalamus and
right IPL [t(44) = 3.81, p < 0.001] and between left thalamus and
left IPL [t(44) = 5.24, p < 0.00001].
• Signiﬁcant increases in DA (Fig. 5.2C) between right thalamus and
right hippocampus [t(44) = -4.68, p < 0.0001], right hippocampus
and PCC [t(44) = -4.02, p < 0.001], left thalamus and left hippocam-
pus [t(44) = -5.33, p < 0.00001], left thalamus and PCC [t(44) =
-3.91, p < 0.001], left hippocampus and left IPL [t(44) = -4.13 p <
0.001], and left hippocampus and PCC [t(44) = -3.91, p < 0.001].
• These changes were recapitulated in the MD metric (Fig. 5.2D) with
signiﬁcant increases between right hippocampus and PCC [t(44) =
-3.69, p < 0.001], left thalamus and left hippocampus [t(44) = -4.34,
p < 0.0001], left thalamus and PCC [t(44) < -3.63, p = 0.001] and
left hippocampus and PCC [t(44) = -4.17, p < 0.001].
• Finally, a signiﬁcant increase in RD (Fig. 5.2E) between left hip-
pocampus and PCC [t(44) = -3.66, p < 0.001] was also found.
Empirical measures of eﬀective and structural
connectivity predict memory performance
To investigate whether empirical measures of eﬀective and structural con-
nectivity relate to memory, the diﬀusivity and GC metrics were separately
regressed against the results from a face-name encoding and recognition
task using gender, age, and motion parameter estimates as covariates of no
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Figure 5.4: A, Signiﬁcant association between structural integrity of
thalamo-cortical white matter pathways and memory performance in aMCI
subjects. B, Signiﬁcant association between inferior parietal lobe eﬀective
connectivity and memory performance in HCs.
interest.
The aMCI cohort displayed a signiﬁcant negative correlation between
the integrity of the left thalamo-cortical white matter connectivity and
memory in three DMN regions (Fig. 5.4A) including IPL [t(24) = -2.43, p
< 0.05], hippocampus [t(24) = -2.31, p < 0.05], and PCC [t(24) = -2.21, p
< 0.05]. The healthy subjects displayed no such relationship. Conversely,
the healthy cohort demonstrated a signiﬁcant negative correlation between
the eﬀective connectivity of IPL and memory and three other DMN regions
(Fig. 5.4B) including left MTG [t(24) = -2.47, p < 0.05], right IPL [t(24) =
-2.54, p < 0.05], and PCC [t(24) = -2.21, p < 0.05]. The same relationship
was absent in the aMCI cohort. All results survived multiple-comparison
correction with FDR (q < 0.1).
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5.8 Discussion
The appearance of atrophy, tangles, and plaques in thalamus is often char-
acterised as a secondary process resulting from atrophy in the hippocampus
and the prion-like transmission of pathology along the white matter topog-
raphy (Raj et al., 2012) . But such a view is inconsistent with evidence
suggesting that the earliest metabolic changes occur not in hippocampus
but in posterior DMN node PCC. Thus, structural deﬁcits in thalamus
may be driving early PCC hypometabolism and initiating the cascade of
DMN functional anomalies typically associated with early AD. Accordingly,
a multimodal approach was used to assess the impact of thalamo-cortico-
thalamic feedback loop integrity on DMN functionality in aMCI.
Signiﬁcant structural abnormalities were found in the thalamo-PCC and
thalamo-IPL white matter ﬁbre pathways in the aMCI cohort (Fig. 5.2B,
C, D, E). A pronounced reduction in left thalamo-IPL eﬀective connectivity
(Fig. 5.2A) corresponded with signiﬁcant thalamo-IPL structural impair-
ment (Fig. 5.2B). Critically, the integrity of thalamic white matter and
memory was correlated in the aMCI cohort but not in the HCs (Fig. 5.4A).
In general, the gradient of structural impairment followed a hippocampo-
thalamo-PCC axis consistent with a prion-like dissemination of pathology
(Raj et al., 2012) along the major white matter ﬁbre pathways of the Papez
circuit (Papez, 1937). No structural abnormalities were identiﬁed between
cortical DMN components MPFC, MTG, IPL, and PCC, however signiﬁ-
cant disruption to incoming IPL eﬀective connectivity was observed, and
this distinguished aMCI from HC memory performance (Fig. 5.4B) with GC
accounting for, on average, 19.1% of the memory performance in HC at the
p < 0.05 signiﬁcance threshold (FDR corrected for multiple-comparisons).
Overall, our ﬁndings are broadly suggestive. One interpretation is that
disrupted eﬀective connectivity in posterior DMN nodes PCC and IPL is, to
some extent, inspired by incipient thalamo-cortical deaﬀerentation. If true,
this ﬁnding may help explain abnormal task-induced DMN response pat-
terns typically found in aMCI and AD subjects (Pihlajamäki and Sperling,
2009).
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Impaired hippocampo-thalamo-PCC white matter
anatomy and abnormal PCC eﬀective connectivity
The current paper identiﬁed signiﬁcant structural impairment between ﬁ-
bre pathways connecting hippocampus and thalamus (Fig. 5.2C, D), tha-
lamus and PCC (Fig. 5.2C, D), and PCC and hippocampus (Fig. 5.2C, D,
E). Measures of left thalamo-cortical structural integrity (including tracts
to hippocampus and PCC) correlated with memory performance in the
aMCI cohort but not in the HCs (Fig. 5.4A). Impaired structural relations
within the hippocampo-thalamo-PCC complex are likely mediated by their
close anatomical association. Together these structures comprise a limbic-
diencephalic memory network (Nestor et al., 2003) connected through the
circuit of Papez (Papez, 1937). This structure runs from hippocampus
through fornix to anterior thalamus via mammillary bodies and onto PCC
before returning to hippocampus to complete the circuit. Interestingly,
the current study identiﬁed a decreasing gradient of structural impair-
ment between hippocampus, thalamus, and PCC, suggesting that struc-
tural deaﬀerentation of PCC through impaired hippocampus and thalamus
ﬁbre pathways, likely stems from pathology and atrophy originating in the
hippocampal complex. Such a view is consistent with postmortem stud-
ies indicating that thalamic nuclei connected to hippocampus are a site of
primary degeneration in AD (Xuereb et al., 1991).
Previous work has highlighted a staged disconnection process occurring
both along the cingulum bundle between hippocampus and PCC (i.e. the
direct route) and within the memory circuit of Papez encompassing tha-
lamic intermediaries (i.e. the indirect route) (Villain et al., 2008). Such
ﬁndings are consistent with early PCC hypometabolism (Matsuda, 2001;
Valla et al., 2001; Mosconi et al., 2008; Zhu et al., 2013; Mutlu et al., 2016)
where it frequently presents before clinical diagnosis (Minoshima et al.,
1997; Johnson et al., 1998) as part of a constellation of metabolic eﬀects
focused around medial temporal lobe and thalamus, when memory loss is
still a relatively isolated feature (Nestor et al., 2003). Interestingly, PCC
hypometabolism appears to correlate with remote hippocampus atrophy
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early in MCI but transition to both remote and local eﬀects over the course
of progression to AD (Teipel and Grothe, 2016).
The current study identiﬁed a signiﬁcant correlation between the struc-
tural integrity of hippocampo-thalamus and thalamo-PCC ﬁbre pathways
(i.e. the indirect route) and memory in the aMCI cohort which was absent
in the HCs (Fig. 5.4A). A similar pattern was identiﬁed in the hippocampo-
PCC ﬁbre pathway (i.e. the direct route) however this did not survive cor-
rection for multiple comparisons. Dysfunction of structures along the hip-
pocampal output pathways to PCC have been linked to episodic memory
impairment (Yakushev et al., 2011). The PCC’s hub status (Hagmann et al.,
2008) may predispose to amyloid deposition, atrophy, and hypometabolism
(Buckner et al., 2005, 2009) where remote often diﬀuse damage accumulates
as altered PCC connectivity through a form of diaschisis (Meguro et al.,
1999; Leech and Sharp, 2014). One suggestion is that direct thalamo-PCC
(Fig. 5.2C, D) and distal thalamo-IPL (Fig. 5.2B) white matter struc-
tural deﬁcits operate in tandem to initiate a cascade of aberrant eﬀective
connectivity in PCC (Fig. 5.2A). Taken together, these ﬁndings are consis-
tent with a progressive disconnection of PCC from downstream cortical and
subcortical sources with diﬀerential eﬀects operating on the direct versus
indirect hippocampo-PCC pathways.
Impaired thalamo-IPL white matter anatomy and
abnormal IPL eﬀective connectivity
The current paper identiﬁed signiﬁcant impairments in thalamic white mat-
ter circuitry serving bilateral IPL where the magnitude of diﬀusivity change
(Fig. 5.2B) correlated with the intensity and extent of eﬀective connectivity
disruption in each hemisphere (Fig 5.2A). Marked structural deﬁcits were
observed in left thalamo-IPL white matter connectivity together with sig-
niﬁcantly reduced eﬀective connectivity from left thalamus. In the aMCI
cohort, measures of reduced thalamo-IPL structural integrity correlated
with memory performance (Fig. 5.4A). Left thalamo-IPL structural abnor-
malities were accompanied by widespread decreases in eﬀective connectiv-
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ity from other DMN regions. Similarly, in right hemisphere, thalamo-IPL
structural deﬁcits coocurred with disrupted incoming and outgoing IPL ef-
fective connectivity. Crucially, the relationship between IPL eﬀective con-
nectivity and memory was disrupted in the aMCI subjects but not in the
HCs (Fig. 5.4B). Several converging ﬁndings implicate the pulvinar nucleus
of the thalamus in this dysfunction. The pulvinar nuclei appear to play
a role in cortico-cortical communication where they receive driving input
from IPL and relay signals back to cortex via ascending thalamo-cortical
projections (Saalmann et al., 2012) . Since direct cortico-cortical projec-
tions far outnumber projections to pulvinar nucleus from cortex, the pulv-
inar is unlikely to be the primary route for the transfer of cortico-cortical
sensory signals, rather, it may act to coordinate interactions between dis-
tributed cortical networks as a function of attention ((Basso et al., 2005).
Interestingly, entorhinal cortex connects directly to pulvinar nucleus via
a non-fornical temporopulvinar tract (Saunders et al., 2005; Zarei et al.,
2013) which may provide a conduit for the prion-like transsynaptic spread
of disease agents originating in hippocampus (Raj et al., 2012) . Consis-
tent with this hypothesis, the present study identiﬁed signiﬁcant structural
impairment between thalamus and hippocampus (Fig. 4.2C, D). Taken to-
gether, these ﬁndings are consistent with the idea that disrupted posterior
DMN node eﬀective connectivity is, to some extent, mediated by impaired
thalamo-cortical white matter circuitry.
Methodological considerations
Some limitations should be noted. The major weakness of the paper is
that each thalamic nucleus has speciﬁc cortical connections and functions,
yet the present analysis uses a holo-thalamic approach. It would be more
informative to determine whether sub-nuclei show diﬀerential causal inter-
actions between speciﬁc regions of thalamus and crucial DMN nodes and
likewise, whether these connections show varying degrees of structural im-
pairment. Such an approach would reveal the speciﬁcity of AD pathology
for individual thalamic nuclei. Analysing the entire thalamus may dilute
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these results. Our ﬁndings should therefore be considered as preliminary
evidence warranting further investigation. It should also be noted that the
indirect relationship between fMRI BOLD signal and the underlying neu-
ral mechanism is especially problematic when applying GC and should be
noted as a weakness in the present study. Firstly, the study’s sampling
rate (repetition time or TR) of two seconds is considerably slower than the
millisecond temporal resolution of the neuronal activity we seek to qualify.
Secondly, the temporal precedence assumptions of GC can be violated by re-
gional diﬀerences in the latency of the hemodynamic response (Handwerker
et al., 2004; Friston, 2011). Since neurovascular coupling can be altered in
complex ways by disease, the likelihood of such an event is magniﬁed in the
aMCI patient cohort (Handwerker et al., 2012) . One typical scenario, is
that region X causally inﬂuences Y at the neuronal level but has a longer
time-to-peak in its HRF due to pathology of the neurovasculature. Thus,
GC analysis of BOLD signal may incorrectly suggest that Y is causally im-
plicated in causing X. Simulations show that GC performs well when the
HRF delay between regions is short (Deshpande et al., 2010; Schippers et al.,
2011) however suﬃciently fast sampling, on par with the neuronal delays
themselves, is required to ensure GC is fully invariant to HRF latency (Seth
et al., 2013). Other simulations suggest that the relationship between GC
at the neuronal level and GC at the fMRI level is reasonably preserved over
a range of sampling rates and convolution parameters (Wen et al., 2013) .
Whatever the case, sub-second temporal resolutions have been made avail-
able (Feinberg et al., 2010; Feinberg and Yacoub, 2012) and are standard as
part of the Human Connectome Project (Van Essen et al., 2013). The most
recent advances enable a temporal resolution as fast as 50 ms (Boyacioglu
and Barth, 2013).
Critically, GC makes no claims regarding the underlying physical mech-
anisms responsible for the observed diﬀerences in causal relationships be-
tween regions. In contrast, the DCM approach (Di and Biswal, 2014a)
explicitly speciﬁes dynamic eﬀective relationships at the neuronal level, al-
lowing the most likely structural model for generating the observed data
to be identiﬁed. Applying DCM in future studies will help clarify thalamic
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involvement in posterior DMN dysfunction. The choice of CSD-based trac-
tography reﬂects the growing recognition that assumptions underlying the
DTI model may not always be met in practice (Wheeler-Kingshott and Cer-
cignani, 2009; Jones and Cercignani, 2010; Jones, 2010). The DTI model
can only capture a unitary ﬁbre direction within a single voxel despite ob-
servations that ninety percent of the brain is composed of multiple crossing
ﬁbres (Jeurissen et al., 2013). For this reason CSD attempts to map sev-
eral ﬁbre directions per voxel by taking advantage of the high number of
diﬀusion encoding directions and large b-values acquired using the HARDI
acquisition protocol (Tournier et al., 2007, 2008; Mielke et al., 2012; Far-
quharson et al., 2013). Using large b-values has an additional advantage. By
allowing a suﬃciently long diﬀusion path to be measured water molecules
are more likely to collide with their container. This may be relevant in
patients with neurodegenerative disorders who have increased permeability
of membranes, greater extracellular space due to axonal atrophy, demyeli-
nation and glial pathology (Acosta-Cabronero and Nestor, 2014). To date,
only a handful of tractography studies have utilised HARDI data and large
b-values (de Schotten et al., 2011; Meng et al., 2013; Yeatman et al., 2014;
Xie et al., 2015) and only one speciﬁcally in clinical aMCI and AD (Kehoe
et al., 2015). The absence of indirect biomarkers of AD pathology (CSF
biomarkers and/or amyloid PET imaging) should also be acknowledged as
a weakness in the present paper.
5.9 Conclusion
The dynamic nature of thalamo-cortical dialogue suggests that abnormal-
ities in DMN operation may best be understood from the perspective of
thalamic dysfunction. The present study employed diﬀusion imaging and
eﬀective connectivity to clarify the relationship between the physical in-
tegrity of thalamic white matter projections and the activity of the DMN.
Signiﬁcant changes in the diﬀusivity metrics of thalamic white matter pro-
jection tracts to hippocampus, PCC and IPL (Fig. 5.2B, C, D) were identi-
ﬁed. Eﬀective connectivity changes corresponding to the same regions were
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also observed (Fig. 5.2A). Interestingly, no structural deﬁcits were found
between DMN nodes suggesting that early changes in DMN activity could
be a result of impaired thalamo-cortical structural integrity. Such a conclu-
sion is supported by previous resting state MEG (Garcés et al., 2014), EEG
(Schreckenberger et al., 2004; Garcés et al., 2013; Moretti, 2015), and fMRI
(Greicius et al., 2004; Sorg et al., 2007; Damoiseaux et al., 2012) studies
citing disruption in posterior thalamo-cortical alpha sources. Signiﬁcant
evidence suggests that thalamo-cortical circuitry underlies the generation
and modulation of alpha and theta rhythms and that average power is at-
tenuated in these frequency bands for MCI and AD subjects (Jeong, 2004;
Koenig et al., 2005; Jelles et al., 2008; Park et al., 2008). Several recent
modelling studies have proposed a candidate mechanism citing impairment
to thalamic reticular ﬁbres in MCI and AD as the source of the dysfunction
(Bhattacharya et al., 2011, 2013; Li et al., 2011; Abuhassan et al., 2012,
2014) . A corollary of this discussion is the extent to which cortical activity
is dependent on cortico-cortical verses thalamo-cortical connections. It has
been suggested that thalamic nuclei have a role in coordinating distributed
cortical regions through cortico-thalamo-cortical pathways. Abnormalities
originating in thalamic to PCC and IPL white matter may therefore be
suﬃcient to engender posterior DMN dysfunction without appealing to
comparable deﬁcits in cortico-cortical tracts between DMN nodes. Such
a view is consistent with the anatomy and timeline of pathogenesis with
thalamic nuclei demonstrating pathology at an earlier stage of the disease
than the cortex. Cortical atrophy may therefore be in response to thalamic
white matter disruption with commensurate causal abnormalities occurring
in response to changes in thalamo-cortical signalling rather than being in-
stigated by structural changes within the cortex. Importantly, the present
study is unable to conﬁrm this hypothesis. Other scenarios, in which cor-
tical pathology is causing a degeneration of thalamo-cortical tracts is also
possible or likewise, a parallel disruption in both thalamus and cortex.
Overall, these results provide a compelling and previously unexplored
physical basis for posterior DMN dysfunction and abnormal fMRI task-
induced deactivation response patterns in aMCI and AD patients and un-
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derscore the need to consider neurodegenerative changes within a wider
system context involving both cortical and subcortical thalamic compo-
nents. The present work complements a growing body of evidence that
suggests eﬀective connectivity is disrupted in neurodegenerative disorders
such as aMCI and AD and that these changes are underpinned by struc-
tural deﬁcits. For these reasons, joint eﬀective and structural studies will
play an increasingly important role in the future as we seek to understand
how pathological changes in structural connectivity are reﬂected in altered
network eﬀective connectivity.
The previous two chapters have demonstrated: (1) the importance of
meta- stable neural dynamics in general cognition and (2) the link between
structural disconnection and impaired cognitive ability. The next chapter
productively builds upon these observations to explore how metastable dy-
namics emerges from the static connections of the structural connectome
and how metastable dynamics is informed by the brain’s structural topol-
ogy. An important next step in our understanding is to mechanistically
link metastability to the structural integrity of the anatomical connectome.
To this end, the following chapter builds and validates theoretical computer
models based on the brain’s macroscopic pattern of structural connectivity.
6
Metastable neural
dynamics in Alzheimer’s
disease are disrupted by
lesions to the structural
connectome
6.1 Overview
Current theory suggests that brain regions interact to reconcile the com-
peting demands of integration and segregation by leveraging metastable
dynamics. An emerging consensus recognises the importance of metastabil-
ity in healthy neural dynamics where the transition between network states
over time is dependent upon the structural connectivity between brain re-
gions. In AD – the most common form of dementia – these couplings are
progressively weakened, metastability of neural dynamics are reduced and
cognitive ability is impaired. Accordingly, this chapter uses a joint em-
pirical and computational approach to examine how behaviourally relevant
changes in neural metastability are contingent on the structural integrity of
the anatomical connectome. Crucially, the empirical metastability of fMRI
BOLD signal was found to be predictive of cognitive performance across
the three cohorts: HC, MCI, and AD. Moreover, the eﬀects of structural
disconnection on synchrony versus metastability were dissociable. Finally,
using whole-brain computer modelling, empirical decreases in metastability
were mechanistically linked to the topological integrity of the structural
connectome. Overall, the results of the joint computational and empiri-
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cal analysis suggest an important causal relationship between metastable
neural dynamics, cognition, and the structural eﬃciency of the anatomical
connectome1.
6.2 Introduction
Duality lies at the origin of many branches of science and philosophy wherein
seemingly opposite forces interact to form a dynamic system in which the
whole is greater than the sum of its assembled parts (Kelso, 1995). Rather
than viewing apparently contrary phenomena as irreconcilable features of
the world, the ’philosophy of complementary pairs’ recognises their mutu-
ally related nature while simultaneously honouring their diﬀerences (Kelso
and Engstrom, 2006; Engstrøm and Kelso, 2008). One such ’complemen-
tary pair’ may be found in the dialogue between synchrony and asynchrony
in the brain – a reﬂection of the growing consensus that the complemen-
tary nature of integrating and segregating tendencies is an essential feature
of how brains operate (Bressler and Kelso, 2001, 2016). Accordingly, sev-
eral developmental, traumatic, and neurodegenerative conditions could be
described as an imbalance in the optimal working point of synchrony and
asynchrony (Uhlhaas and Singer, 2006; Uhlhaas, 2015). Epilepsy, for ex-
ample, could be described in terms of excess neural order – synchrony has
become a tyrant. Conversely, several neuropsychiatric conditions, in which
the structure of the brain is abnormal e.g. schizophrenia, autism, and AD
are deﬁned by an excess of neural disorder or asynchrony.
Recently, these observations have been placed on ﬁrm empirical and the-
oretical ground by appealing to a dynamical regime known as metastability
(Kelso, 1995; Tognoli and Kelso, 2009, 2014b,a; Kelso, 2012), in which the
tendency for local regions to express their independence is balanced with the
requirement to integrate and coordinate information globally (Deco et al.,
2015). The advent of DTI has permitted these observations to be tested
in-silico (Deco, Ponce-Alvarez, Hagmann, Romani, Mantini and Corbetta,
1(Alderson et al., 2018)
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2014). Here, networks of oscillators interact on a backbone of inferred inter-
regional white matter known as the structural connectome (Ghosh et al.,
2008b; Deco et al., 2009; Deco, Jirsa and McIntosh, 2013; Deco, Ponce-
Alvarez, Mantini, Romani, Hagmann and Corbetta, 2013; Honey et al.,
2010; Deco and Jirsa, 2012; Cabral et al., 2014; Breakspear, 2017). In
this way, connectomic-based computer modelling permits an analysis of
the structural connectivity’s role in shaping the brain’s functional architec-
ture. The relationship between the connectome’s structural integrity and
metastable neural dynamics has previously been investigated in a model of
traumatic brain injury (Hellyer et al., 2015). In this work, Hellyer et al.
(2015) observed that decreases in neural metastability were behaviourally
relevant and linked to damage within the connectome. In other work, Váša
et al. (2015) appraised the impact of removing individual nodes on metasta-
bility in a systematic manner.
The relationship between structure and function is also altered in AD.
AD presents as a steadily worsening constellation of symptoms that mirror
the gradual accumulation of misfolded amyloid protein and neuroﬁbrillary
tangles. Accordingly, patients are situated on a continuum of phenotypes
related to cognitive status ranging from mild memory loss in MCI through
to advanced cognitive and behavioural deﬁcits in overt AD. The transition
between diagnostic categories is marked by a reliable asymptotic decline in
overall neural metastability that conforms to the pathophysiological staging
of the disease (Córdova-Palomera et al., 2017; Demirtaş et al., 2017).
In light of the foregoing, the present paper utilises a dual empirical and
computational approach to investigate the relationship between topologi-
cal properties of the structural connectome, metastable neural dynamics,
and cognitive performance in HC subjects and in patients from across the
AD spectrum. For this reason, resting state functional and structural neu-
roimaging data were obtained from the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) (Mueller et al., 2005) in three subject groups including
HC, MCI, and AD. The inclusion of resting state or task-free fMRI into
the functional imaging suite has been especially advantageous to dementia
researchers where subject compliance can be an issue – here subjects are
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simply required to lie down and stay awake. In the absence of an assigned
task, the ultra-low frequency (< 0.1HZ) BOLD signal demonstrates sev-
eral distinct patterns of covariance across the cortex known as resting state
networks (Damoiseaux et al., 2006). Several neurodegenerative disorders
including AD (Buckner et al., 2008) show dissociable patterns of abnormal
structure and function in these networks consistent with a disconnection
syndrome (Seeley et al., 2009). Converging lines of evidence from experi-
mental neuropathology (Braak and Braak, 1991b), neuroimaging (Greicius
et al., 2004; Buckner et al., 2005), and transgenic animal studies (Palop
and Mucke, 2010) support the contention that AD, in part, represents a
disconnection syndrome. Indeed, recent empirical ﬁndings emphasise the
importance of early inter-areal white matter connectivity in AD pathogen-
esis (O’Dwyer et al., 2011a,b) and challenge the conventional view that AD
solely represents a disease of the grey matter (Sachdev et al., 2013). Con-
temporary observations suggest that: (1) white matter abnormalities occur
while grey matter is still relatively preserved (Brun and Englund, 1986; de la
Monte, 1989; Heise et al., 2010; Zhuang et al., 2012); (2) that demyelination
and axonal abnormalities occur before the formation of amyloid plaque and
neuroﬁbrillary tangles (Desai et al., 2009, 2010); and (3) that impaired ax-
onal transport not only precedes the downstream production of grey matter
amyloid but actively participates in its formation (Wirths et al., 2006, 2007;
Smith et al., 2007).
The study is structured as follows. Firstly, the global neural metastabil-
ity of fMRI BOLD signal is estimated in resting state networks across the
three subject populations (HC/MCI/AD). Secondly, the impact of macro-
scopic structural disconnection on large-scale neural metastability is evalu-
ated using whole-brain computer modelling. Thirdly, the relationship be-
tween local network topology in the healthy connectome and the distribu-
tion of damage between nodes of the computer model is explored. Fourthly,
this study examines how damage to the large-scale structural topology of the
connectome relates to the metastability of the simulated neural dynamic.
Fifthly, diﬀerences in synchrony and metastability of fMRI BOLD signal
in patients and controls are investigated using the network based statistic
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(NBS). Finally, it is ascertained if the empirical estimates of brain-wide
neural metastability are linked to cognitive ability.
By virtue of these steps, it was found that: (1) macroscopic damage
to the structural connectome elicited comparable reductions in simulated
metastability to that observed in the empirical data; (2) damage to the com-
puter model’s connectivity was centred around highly connected nodes; (3)
reductions in simulated neural metastability were the product of abnormal
network topology; (4) widespread decreases in metastability between em-
pirical resting state networks in AD subjects contrasted sharply with more
focal decreases in synchrony; and (5) reductions in large-scale metastability
of fMRI BOLD signal correlated with cognitive test scores across the AD
spectrum. Overall, the results of our joint computational modelling and em-
pirical analysis suggest a key linkage between metastable neural dynamics,
cognition and the structural integrity of the human brain.
6.3 Methods
Data overview
Data were obtained from the ADNI database (http://adni.loni.usc.edu). In
the present study, baseline visit data collected from HC, MCI, and AD sub-
jects who were recruited for ADNI-2 is examined. All subjects and their
study partners completed the informed consent process, and the study pro-
tocols were reviewed and approved by the Institutional Review Board at
each ADNI data collection site. The ADNI was launched in 2003 by the
National Institute on Aging, the National Institute of Biomedical Imaging
and Bioengineering, the Food and Drug Administration, private pharma-
ceutical companies and non-proﬁt organizations as a public-private partner-
ship. The primary goal of ADNI has been to test whether neuroimaging,
ﬂuid and genetic biomarkers, and cognitive assessments can be combined
to measure the progression of MCI and early AD. Additional information
is available at www.adni-info.org.
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Subjects
All ADNI participants underwent a ’screening’ visit, during which they com-
pleted the Mini-Mental State Examination (MMSE) (Folstein et al., 1975),
Clinical Dementia Rating (CDR) (Hughes et al., 1982) scale, and the Wech-
sler Memory Scale-Revised (WMS-R) (Wechsler, 1987) Logical Memory II
test. Three cohorts composed of 36 HC, 33 MCI, and 34 AD were included
in the fMRI study and 30 in each group were included in the DTI study.
Since ADNI currently does not collect multi-modal DTI/fMRI imaging data
for the same subjects, the DTI and fMRI cohorts comprised diﬀerent indi-
viduals. For this reason, this study is unable to directly compare structural
and functional data at the subject-level and instead compares participants
at the group-level. This is justifed by appealing to the stereotypical spatio-
temporal staging of neuropathology (Braak and Braak, 1991b; Braak et al.,
1999) and biomarkers (Jack et al., 2013) across individuals. The detailed
criteria used to deﬁne the three groups (HC/MCI/AD) are provided as in-
formation in the appendices (see section 8.2) along with full participant
demographics (also see sections 8.3 and 8.4).
MRI data acquisition
Standard protocols were used to acquire functional, structural, and diﬀu-
sion tensor image data. Whole-brain structural and functional data were
acquired on a 3.0 Tesla Philips Intera MR system (Philips, Best, Nether-
lands) equipped with an eight channel head coil and sensitivity encoding
(SENSE) with a reduction factor of one. A high-resolution anatomical T1-
weighted sagittal 3D MP-RAGE image was acquired with the following
parameters: 1 x 1 mm2 in-plane resolution, 1.2 mm slice thickness, TR
= 6.8 ms, TE = 3.2 ms, ﬂip angle = 9º, 256 x 240 mm FOV, and 256 x
240 matrix. Resting-state fMRI data were also acquired. Subjects were
instructed to keep their eyes open during the scan and ﬁxate on a cross
hair in the centre of a screen located behind the MR scanner, visible via a
mirror. Each volume of data covered the entire brain with 48 slices, and
the slices were acquired in interleaved sequence from inferior to superior di-
6.3. Methods 143
rection. One hundred and forty volumes were acquired. The BOLD signal
changes were measured using a T2*-weighted echo-planar imaging sequence
with the following parameters: 3.3 x 3.3 mm2 in-plane resolution, 3.3 mm
slice thickness, TR = 3000 ms, TE = 30 ms, ﬂip angle = 80º, 212 x 198.75
mm2 FOV, and 64 x 59 matrix.
Likewise, whole-brain structural and diﬀusion tensor data were acquired
on a 3.0 Tesla General Electric Signa HDxt MR system (General Electric
Medical Systems, Milwaukee, WI, USA) equipped with an 8HRBRAIN head
coil. A high-resolution anatomical T1-weighted sagittal 3D IR-SPGR image
was acquired with the following parameters: 1 x 1 mm2 in-plane resolution,
1.2 mm slice thickness, TR = 7 ms, TE = 2.85 ms, ﬂip angle = 11º, 256 x 240
mm FOV, and 256 x 240 matrix. Single-shot spin echo-planar imaging was
used to acquire the diﬀusion weighted image data with following parameters:
2.7 x 2.7 mm2 in-plane resolution and 2.7 mm slice thickness, TR = 13000
ms, TE = 68.4 ms, ﬂip angle = 90º, 350 mm FOV, and 129 x 129 matrix.
Diﬀusion gradients were applied in 41 isotropically distributed orientations
with b = 1000 s/mm2, and ﬁve images with b = 0 s/mm2.
Overview of MRI data analysis
The processing steps approximated the procedures outlined in the auto-
mated personalised processing pipeline (Schirner et al., 2015) and comprised
(1) pre-processing of anatomical T1-weighted images, cortical reconstruc-
tion, tessellation and parcellation into 148 3D volume masks; (2) transfor-
mation of anatomical masks to fMRI space; (3) processing of fMRI data
and extraction of mean BOLD signal from each 3D volume mask for cal-
culating pairwise phase relations; (4) transformation of anatomical masks
to diﬀusion space; (5) processing of diﬀusion weighted data and tractogra-
phy between pairwise 3D volume masks to derive structural connectivity
and mean FA matrices. FA corresponds to the primary direction of water
molecule diﬀusion within a tract. An overview of the steps are provided in
Figure 6.1.
The above workﬂow was employed to: (1) estimate the average struc-
144
Metastable neural dynamics in Alzheimer’s disease are disrupted by lesions to
the structural connectome
Figure 6.1: Overview of experimental design. Resting state fMRI BOLD
signal was used to calculate empirical metastability across three groups
including HC, MCI, and AD (top). 1.A, Each subject’s T1-weighted struc-
tural image was parcellated into 148 regions from which average BOLD
signal was extracted. Time series were then converted into complex phase
plane representation using the Hilbert transform. 1.B, Estimates of resting
state network metastability were then calculated. DTI data across the same
three groups were used to inform the coupling strength between nodes in a
simple oscillator model (bottom). 2.A, A subject’s T1-weighted image was
parcellated into 148 distinct regions which were subsequently used to con-
strain tractography. 2.B, Individual connectivity matrices were created for
each clinical subject by lesioning the average control connectivity in tracts
that signiﬁcantly deviated from healthy control values. 2.C, Subject-level
whole-brain computer models were constructed with coupling informed by
the anatomical data. 2.D, Simulated phase output was subsequently used
to estimate resting state network metastability.
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tural connectivity of controls based on DTI track ﬁbre density i.e. the
healthy template and (2) estimate individual FA matrices for each MCI
and AD subject. Subject-level connectomes were derived by lesioning the
healthy template using each clinical subject’s FA matrix (see: Generat-
ing subject-level structural connectivity). The resulting matrices then in-
formed coupling strength between nodes in a simple oscillator model (see:
Constructing the cortical network model).
Anatomical MRI data analysis
The Freesurfer image analysis suite (http://surfer.nmr.mgh.harvard.edu)
performed cortical reconstruction and volumetric segmentation based on the
high resolution T1 weighted images. Brieﬂy, these steps included motion
correction (Reuter et al., 2010); intensity normalisation (Sled et al., 1998),
skull stripping; removal of non-brain tissue, brain mask generation, cortical
reconstruction, white matter and sub-cortical segmentation (Fischl et al.,
2002; Fischl, Van Der Kouwe, Destrieux, Halgren, Ségonne, Salat, Busa,
Seidman, Goldstein, Kennedy, Caviness, Makris, Rosen and Dale, 2004),
cortical tessellation Fischl et al. (2001); Ségonne et al. (2007) generating
grey-white matter interface surface-triangulations, and probabilistic atlas
based cortical parcellation (Fischl, Salat, Van Der Kouwe, Makris, Ségonne,
Quinn and Dale, 2004; Desikan et al., 2006) using the 2009 Destrieux atlas
producing a cortical parcellation with 148 independent sulcal and gyral
regions.
Empirical DTI data analysis and tractography
Pre-processing of the diﬀusion MRI data included eddy current and mo-
tion correction with re-orientation of b-vectors. The b-zero image was lin-
early registered to the subject’s anatomical T1-weighted image; the result-
ing transformation rule was stored for later use (see: Empirical fMRI data
analysis).
Tractography was constrained by seed, target and stop masks. Masks
were transformed from individual anatomical to individual diﬀusion space.
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The grey-white matter interface surface triangulation was dilated into a
3D volume, labelled to match the adjacent cortical parcellation and split
into 148 separate masks for use as seed and target regions. Tracks exiting
the union of grey-white matter interface and cortical white matter were
regarded as spurious and terminated. Registrations were performed us-
ing the FSL (FMRIB’s Software Library, www.fmrib.ox.ac.uk/fsl) software
package tool FLIRT (Jenkinson and Smith, 2001; Jenkinson et al., 2002;
Greve and Fischl, 2009) and FNIRTs (Andersson et al., 2007).
Probabilistic white matter tractography was performed on the diﬀusion
weighted images using the MRtrix3 software package (http://www.mrtrix.org).
Crossing ﬁbres were resolved using the CSD algorithm (Tournier et al.,
2004, 2012). MRtrix3 pre-processing included computing the diﬀusion ten-
sor images (or diﬀusion ellipsoids) for each voxel from which FA images
were subsequently generated. To exclude noise, these were masked by the
binary white matter parcellation created previously. Tracks were initiated
from randomly distributed seed points within each voxel of the seed mask.
Tracks successfully propagating from seed i to target mask j deﬁned a con-
nectivity matrix C(i; j) of size C148x148).
To mitigate bias associated with using seed and target masks of diﬀerent
sizes, tractography was performed in both directions; from seed to target
maskC(i; j) and from target to seed maskC(j;i) with each set of tracks being
consolidated into a single entry. The seed mask voxel and corresponding
target mask voxel were identiﬁed and recorded for each track. To address
the uncertainty surrounding the relationship between the number of tracks
generated for a given pathway and the synaptic strength of that pathway,
only distinct connections between seed and target voxels contributed to-
ward overall track count. Track counts were subsequently converted into
track density by dividing total track count between region i and j region by
total seed and target mask volume and normalising between zero and one.
Finally, the mean FA of each ﬁbre bundle was recorded in matrix FA(i; j)
of size FA148x148.
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Empirical fMRI data analysis
Excessive peaks in the resting state fMRI time series were ﬁrst removed us-
ing AFNI’s (https://afni.nimh.nih.gov/afni) 3dDespike script. Functional
connectivity matrices for each subject were then extracted using the FSL
software package. Registration to high resolution structural and standard
space images was performed using FLIRT and FNIRT respectively. FMRI
data processing was carried out using FEAT (FMRI Expert Analysis Tool)
Version 6.00. The following pre-statistics processing was applied: mo-
tion correction using MCFLIRT, slice-timing correction using Fourier-space
time-series phase-shifting, non-brain removal using BET, spatial smoothing
using a Gaussian kernel of FWHM 3.0mm, and grand-mean intensity nor-
malisation of the entire 4D dataset by a single multiplicative factor. The
ﬁrst ﬁve image volumes were deleted to exclude possible T1-related sat-
uration eﬀects. The Freesurfer cortical parcellation was transformed to
functional space by inverting the functional to T1 structural image trans-
formation rule acquired earlier as part of the diﬀusion MRI preprocess-
ing pipeline. To account for non-neural sources of physiological noise and
head movement, the signals from white matter, cerebrospinal ﬂuid and the
six motion parameter time courses estimated by MCFLIRT were regressed
out of the functional time series. The empirical BOLD signals were band-
passed ﬁltered in the functionally relevant 0.04–0.07Hz narrowband range to
avoid including artefactual correlations and obtain meaningful signal phases
(Glerean et al., 2012). Finally, the mean BOLD signal was extracted from
each region in the T1-derived cortical parcellation. An overview of the steps
are provided in Figure 6.1.
Deﬁning resting state networks from functional
imaging data
ICA was used to separate the cortical resting state BOLD signals of the
controls into independent components using FSL MELODIC. The optimal
decomposition yielded ﬁfteen components each representing a putative rest-
ing state network. The correlation of these components with the canonical
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Figure 6.2: Nine canonical resting state networks reconstructed in MNI
152 space according to the 148 region’s of the Destrieux atlas with a 3mm
isotropic Gaussian blur. The resting state fMRI data of 36 control subjects
was decomposed into ﬁfteen independent components nine of which resem-
bled canonical resting state networks (Smith and Nichols, 2009) . These
nine were subsequently projected into the same space as the Destrieux at-
las. Regions exhibiting a mean z-score > 2.3 (p < 0.01) were entered into
that network.
networks identiﬁed by Smith and Nichols (2009) yielded nine behaviourally
relevant resting state networks. These included regions associated with me-
dial visual, occipital pole, dorsal attention, default mode, motor, auditory,
salience, and fronto-parietal areas.
The nine independent components were subsequently projected onto the
148 regions of interest from the Destrieux atlas (Hellyer et al., 2014). A
region was classiﬁed as belonging to a particular resting state network if
its mean z-score was greater than 2.3 (p < 0.01). In detail, the z-scores
contained within a given region’s voxels were summed and divided by the
6.3. Methods 149
total number of voxels in that region. If the mean z-score exceeded 2.3
(p < 0.01) that region was included in the resting state network. Figure
6.2 shows the nine canonical resting state networks reconstructed in MNI
152 space according to the 148 regions of the Destrieux atlas with a 3mm
isotropic Gaussian blur.
Calculating resting state network metastability
Mean BOLD signals were subsequently transformed into complex phase
representation via Hilbert transform. The ﬁrst and last ten time points
were removed to minimise border eﬀects (Ponce-Alvarez et al., 2015). Os-
cillator phases were similarly extracted from the cortical network model.
The Kuramoto order parameter (a measure of instantaneous synchronisa-
tion) (Strogatz, 2000; Acebrón et al., 2005) was estimated for (1), the set
of regions comprising single resting state network and (2), when evaluating
their interactions, the set of regions comprising two resting state networks,
as:
RRSN (t) =
1
N
NX
k=1
eiθk (t)
where k = 1; :::;N is region number and θk(t) is the instantaneous phase
of oscillator k at time t . Under complete independence, all phases are
uniformly distributed and RRSN approaches zero. Conversely, if all phases
are equally distributed, RRSN approaches one and full synchrony. Global
metastability was calculated using all 148 cortical regions. The mainte-
nance of a particular communication channel through coherence implies a
persistent phase relationship. The number or repertoire of such channels
therefore corresponds to the variability of these phase relationships (i.e.
the metastability) measured as the standard deviation of RRSN (Kringel-
bach et al., 2015; Deco and Kringelbach, 2016).
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Assessing connectivity changes between empirical
resting state networks
Given that (1), the current formulation of metastability only permits calcu-
lation between a set of regions, and (2), that inter-connected subnetworks
convey more behaviourally relevant information than single pairs of func-
tional connectivity observed in isolation (Smith and Nichols, 2009), this
study argues that an approach which exploits the clustering structure of
connectivity alterations between functionally related networks may oﬀer
the optimal outcome in assessing connectivity changes between empirical
resting state networks. Accordingly, the NBS is applied to measures of
synchrony and metastability estimated from empirical fMRI data at the
network rather than regional level.
The NBS is a non-parametric statistical test designed to deal with the
multiple comparisons problem on a graph by identifying the largest con-
nected sub-component (either increases or decreases) in topological space
while controlling the family wise error rate (FWER). To date, several stud-
ies have used the method to identify pairwise regional connections that are
associated with either an experimental eﬀect or between-group diﬀerence
in functional connectivity (Zalesky et al., 2010).
The present paper adopts a related but slightly diﬀerent approach.
Rather than applying the NBS to a matrix of pairwise regional correlations,
the NBS is applied to measures of synchrony and metastability evaluated
at the resting state network level. Accordingly, pairwise interactions be-
tween all nine resting state networks were evaluated using the approach
described above. In the case of synchrony, the NBS is applied to 36 9x9
symmetric matrices derived from healthy controls and 34 9x9 symmetric
matrices derived from subjects with AD. Of the matrices, each row/column
represented an interaction between a resting state network and eight others.
The same procedure is performed in the case of metastability. The mean
synchrony and metastability of each group’s interaction matrix is reported
in the appendices (Figs. 8.2 and 8.3).
First mass univariate testing is used to test the hypothesis of interest
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at every connection in the graph. Each connection is provided with a sin-
gle test statistic capturing the evidence in favour of the null hypothesis,
that is, there is no signiﬁcant diﬀerence in the means of the two diagnostic
groups (HC vs. MCI, HC vs. AD). Second, the test statistic is thresholded
at an arbitrary value. The set of connections exceeding this threshold are
admitted into a set of supra-threshold connections representing potential
candidates for which the null hypothesis can be rejected. The third step is
to identify topological clusters among the supra-threshold connections for
which a connected path can be found between any two nodes. It is impor-
tant to note that clustering is not in physical space, rather the NBS clusters
in topological space where a cluster corresponds to a connected graph com-
ponent. The null hypothesis is therefore rejected or conﬁrmed at the level
of the whole structure rather than at the level of individual connections.
The ﬁnal step is to compute a FWER-corrected p-value for each compo-
nent using permutation testing. For each permutation, the above three
steps are repeated to construct an empirical null distribution of the largest
connected component size. The FWER-corrected p-value for a component
of a given size is estimated as the proportion of permutations for which the
largest component was of the same size or greater. The size of a compo-
nent can be measured in two ways: (1) as the total number of connections
or extent of that component or (2) as the sum of the test statistic values
across all connections, namely, the intensity of that component. Extent is
appropriate for detecting relatively weak eﬀects that extend to encompass
many connections while intensity is more suitable for detecting strong, focal
eﬀects conﬁned to a limited number of connections. The minimal thresh-
old revealing the largest disconnected sub-component in the network was
selected.
Generating subject-level structural connectivity
The derivation of structural connectivity relied on changes in FA which are
more closely linked to axonal degeneration and demyelination (Aung et al.,
2013; Teipel et al., 2014) than track count, which lacks a clear biological in-
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Figure 6.3: Estimation of subject-level structural disconnection in diagnos-
tic groups (MCI/AD). A. Subject-level connectivity matrices were derived
by lesioning the average control network or ’healthy template’ in locations
where tracts demonstrated unusually low FA. The FA value for a single tract
was extracted from all 30 controls to form a normal distribution with char-
acteristic mean and standard deviation (blue). The same procedure in the
patient cohort yielded a second normal distribution with a mean oﬀset from
the ﬁrst (orange). Patients with tracts displaying FA values less than -1.96
standard deviations from the mean of the controls (p < 0.05; uncorrected)
were considered damaged and lesioned from the average structural network
of the controls, the strength of these connections being weakened by 50%.
Repeating the procedure for all tracts yielded 30 subject-level connectivity
matrices per diagnostic group (MCI/AD). B, Group-level structural connec-
tivity matrices (MCI/AD) were derived for diﬀerent values of the network
based statistic threshold. Nodes forming part of signiﬁcantly disconnected
FA sub-components were considered damaged and lesioned from the aver-
age control network or ’healthy template’, the strength of these connections
being weakened by 50
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terpretation. Figure 6.3.A shows the procedure for generating subject-level
connectivity matrices. Tracts demonstrating signiﬁcantly lower FA than
controls (p < 0.05; uncorrected) were lesioned from the healthy template
i.e. the average structural connectivity of controls. This corresponded to a
5% probability that a control subject would exhibit an FA value this low.
Since total denervation was unlikely, the strength of coupling was weakened
by 50% with values ranging from 25-75% producing comparable results.
In detail, FA values FA(i; j) of tracks running between pairwise regions i
and j were concatenated for all 30 controls to form a 3D matrix HC(i; j;k) of
sizeHC148x148x30. The same procedure was performed for the two patient co-
horts to form MCI(i; j;k) and AD(i; j;k) . The mean and standard deviation
of the resulting normal distribution for HC(i; j;) was then used to convert
FA values in the corresponding pairwise regions i and j of MCI(i; j;), and
AD(i; j;) into z-values.
Comparison between the normal distribution of FA values for the tract
(i; j) in the control population and the normal distribution of FA values for
the tract (i; j) in the patient population was then possible. Patients were
assigned their own copy of the healthy template prior to lesioning. Patients
whose FA value was less than -1.96 standard deviations from the mean of the
control FA distribution (corresponding to p < 0.05; uncorrected) had their
tracts lesioned from the healthy template. The process was repeated for
all tracts to produce 30 subject-level connectivity matrices in each patient
cohort (MCI/AD).
Building a consensus distribution of structural lesions
The presence or absence of a lesioned tract was recorded in a binary matrix
for each clinical subject. The summation of matrices within a diagnostic
grouping yielded a single consensus distribution of lesioned tracts for all
subjects where each index corresponded to the total number of subjects with
a lesioned tract at that location. Summing each row provided a regional
measure corresponding to the total number of lesions in the connectivity
of that region. Figure 6.4 shows this metric normalised between zero and
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Figure 6.4: Total number of lesions pertaining to each region of the De-
strieux cortical atlas in MCI (left) and AD cohorts (right), where blue
indicates zero lesions and yellow the highest number recorded (normalised
between zero and one). In both diagnostic groups, the majority of lesions
concentrated in the default mode network. Notice however the relative
diﬀerence in magnitude between the two groups.
one plotted on the inﬂated cortical surface of the Destrieux atlas where
dark blue corresponds to zero lesions and yellow to the highest number
recorded. The purpose of the consensus distribution was three-fold: (1)
to demonstrate how lesions were distributed on the cortical surface; (2)
to determine which features of nodal topology were most associated with
damage; and (3) to evaluate the distribution of lesions within the rich-club
i.e. a network of high degree nodes that are more connected to each other
than expected by chance (van den Heuvel and Sporns, 2011).
Generating group-level structural connectivity
Since networks grow or shrink in size depending on the choice of NBS
threshold (note however the FWER is always controlled regardless of the
choice of threshold) this study employs a model-based ﬁtting approach to
determine the most likely structural skeleton (and hence threshold) respon-
sible for generating the observed dynamic. In this scenario, the NBS is
used to guide the lesioning process. The resulting structure is used to in-
form coupling in the cortical network model. Firstly, the NBS identiﬁes
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the largest disconnected sub-component in the FA matrix of the diagnostic
group at a particular threshold. Secondly, the identiﬁed nodes are lesioned
from the healthy template by having the strength of their connections re-
duced by 50%. Finally, the simulated dynamic (measured as resting state
network synchrony and metastability) is correlated with empirical estimates
based on fMRI BOLD signal allowing the most probable structural skeleton
and hence most appropriate choice of threshold to be inferred. A control
was provided by lesioning the same number of random nodes from the
healthy template. Figure 6.3.B shows the procedure for generating group-
level (MCI/AD) structural connectivity information at diﬀerent values of
the NBS threshold.
Constructing the cortical network model
The network model consisted of 148 nodes each described by a single Ku-
ramoto phase oscillator (Kuramoto, 1984; Acebrón et al., 2005; Breakspear,
2017) . Here, global synchronisation dynamics emerge through the recipro-
cal interaction of pairwise nodes coupled through the underlying anatomical
structure. Despite its apparent simplicity, the Kuramoto model generates
macroscopic dynamics comparable to signiﬁcantly more complex spiking
models at a signiﬁcantly reduced computational cost (Messé et al., 2014).
The phase θ(t) of each oscillator i is governed by the equation:
dθi
dt
= ωi +
1
N
NX
j=1
Ki;j sin(θj   θi   ρ)i = 1; :::;N
where ω represents the oscillator’s natural frequency i.e. the phase
change of an uncoupled node per time step, N the total number of con-
nections made by the oscillator, Ki;j the strength of coupling between oscil-
lators i and j, and ρ a ﬁxed phase lag. In this context, phase lag is used
as a tuning parameter to match the simulated metastability to that of the
empirical BOLD data while coupling Ki;j is kept constant (see: Computa-
tional model validation and tuning). Collective synchronisation between
a set of oscillators can be achieved by increasing the coupling strength
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between the oscillating units, or by introducing a homogeneous distribu-
tion of frequencies between the oscillators. However, these strategies fail
in the case where coupling between oscillators induces phase lags (Kundu
et al., 2017). Such a scenario is common among many real-world systems
(including the brain) where components take time to respond to their neigh-
bouring oscillators. Under phase-frustration, the system indeﬁnitely avoids
synchronisation, even when frequencies are homogeneous and coupling is
relatively strong. The phase lag parameter between oscillators can there-
fore be conceptualised as form of ﬁxed time delay (Shanahan, 2010; Wildie
and Shanahan, 2012). Metastable ﬂuctuations in synchrony are only present
for a critical range of the phase lag parameter. In this regime, integrative
and segregative tendencies between oscillators are continually engaged but
never fully reconciled.
The present paper simulates the BOLD signal directly using low fre-
quency oscillators (Ponce-Alvarez et al., 2015). Such an approach should
be distinguished from previous work where simulated electro-physiological
signals (Hellyer et al., 2014, 2015; Váša et al., 2015) were transformed into
BOLD signals using Balloon-Windkessel hemodynamics (Cabral et al., 2011;
Cabral, Hugues, Kringelbach and Deco, 2012). Since the match between
simulated and empirical functional connectivity is largely insensitive to the
inclusion of hemodynamic eﬀects (Messé et al., 2014), Balloon-Windkessel
hemodynamics are not included here.
A noise term was not explicitly included in the model so as to empha-
sise the spontaneous metastable transitions between states and to preclude
the possibility that noise driven ﬂuctuations were driving the model be-
tween diﬀerent stable attractors. The low variability in the simulated data
(as compared to the empirical) reﬂects the lack of explicit noise in the
model. Heterogeneity in the simulation arises from two sources (1) a heavy
tail distribution of connections weights and (2) a distribution of intrinsic
frequencies. The intrinsic frequencies are characterised as limit cycles ran-
domly distributed in the low frequency 0.04–0.07 Hz range of empirical
BOLD signal oscillation. The oscillator’s intrinsic frequency fi and natural
frequency ωi are related through the equation fi = ωi2pi . The model was
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Figure 6.5: Model validation and tuning. A, Correlation between simu-
lated and empirical functional connectivity for increasing value of phase lag
parameter with 95% CI. B, Mean simulated global synchrony for increas-
ing value of phase lag parameter with correlation overlaid for comparison.
Correlation peaks where simulated synchronisation matches empirical syn-
chronisation. C, Mean simulated global metastability for increasing value of
phase lag parameter with correlation overlaid for comparison. Again, corre-
lation peaks where simulated metastability matches empirical metastability.
numerically simulated in MATLAB 2016a (https://uk.mathworks.com) us-
ing the Runge-Kutta (RK4) integration scheme with a time step of 10 ms
which has been shown to oﬀer a good balance between accuracy and cost of
computation. To ensure robust estimation of metastability and synchrony,
the simulation is run for 1000 sec. with oscillator phase initialised ran-
domly. The ﬁrst 200 sec. of simulation time are discarded to remove initial
transients.
Tuning and validating the cortical network model
Since empirical metastability intersected the curve of simulated metastabil-
ity at two points and was thus, mathematically speaking, not a well deﬁned
function i.e. there were multiple values of phase lag that produced the same
value of metastability, it alone was insuﬃcient to tune the model. Instead,
model validation and tuning was performed by correlating the average func-
tional connectivity of the empirical BOLD data of healthy subjects with the
average functional connectivity of the simulated cortical model over several
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runs at a given value of the phase lag parameter (Fig. 6.5.A). The value of
phase lag producing the highest correlation ( 1.1 rads) between simulated
and empirical functional connectivity corresponded to the regime where em-
pirical and simulated data agreed with each other (Fig. 6.5.B, C) (Cabral
et al., 2011; Cabral, Hugues, Kringelbach and Deco, 2012; Hellyer et al.,
2014, 2015; Váša et al., 2015). Pearson’s correlation coeﬃcients were calcu-
lated on pairwise BOLD signals to yield a functional connectivity matrix for
each control subject. The mean functional connectivity of all controls was
then calculated through simple averaging. Oscillator phase was transformed
into a smooth periodic function representing BOLD signal, and Pearson’s
correlation coeﬃcients were calculated between pairwise nodes of the model.
One-hundred runs were conducted for diﬀerent values of the phase lag pa-
rameter (0 to pi ) with the functional connectivity of each phase lag obtained
through simple averaging. Oscillator phases were randomly initialised prior
to each run and coupling between nodes informed by the average structural
connectivity of the controls.
Evaluating the healthy structural connectome’s local
topology
The local topological organisation of each of the 148 nodes of the healthy
template (i.e. the average structural network of the controls) was evalu-
ated using the main graph theoretic measures (Bullmore and Sporns, 2009;
Sporns, 2013b). This included a measure of connectivity centrality – the
eigenvector centrality. Under this framework, nodes have high eigenvec-
tor centrality if they have many neighbours, if their neighbours are highly
connected or both). In other words, a node is important if it is linked
by other important nodes. Two local measures of segregation/integration
are applied – the clustering coeﬃcient, or fraction of all possible edges
linking a node’s neighbours, and the local eﬃciency – the inverse average
shortest path length between a node’s neighbours. Finally, a measure of
modularity is applied that relied upon an a priori deﬁnition of network
modules or network components demonstrating high intra-connectivity but
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sparse inter-connectivity (see: Deﬁning resting state networks from func-
tional imaging data). These included the participation coeﬃcient, which
captures how evenly a node’s connections are distributed between modules.
Metrics were evaluated using the Brain Connectivity Toolbox (Rubinov and
Sporns, 2010). Full deﬁnitions are provided in the appendices (see section
8.1).
Evaluating the lesioned structural connectome’s
large-scale topological organisation at the
subject-level
Four large-scale analogues of the previously described local measures are
also applied, namely, the mean eigenvector centrality, the mean cluster-
ing coeﬃcient, global eﬃciency, and mean participation coeﬃcient on the
subject-level connectivity matrices. Three of these measures were discussed
previously, the fourth – global eﬃciency – is closely related to path length
and captures the trade-oﬀ between minimising network costs and maximis-
ing topological eﬃciency. For this reason, high global eﬃciency is associated
with reduced wiring and metabolic costs, and faster, less noisy information
transmission (Bullmore and Sporns, 2012). Full deﬁnitions are provided in
the appendices (see section 8.1).
6.4 Results
Empirical estimates of large-scale neural
metastability measured in fMRI BOLD signal are
signiﬁcantly reduced in AD
The metastability of the resting state fMRI BOLD signal was estimated
for each cohort (Fig. 6.6; in grey). Global metastability of healthy sub-
jects declined asymptotically over the course of disease progression. One-
way ANOVA identiﬁed a statistically signiﬁcant diﬀerence between groups
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Figure 6.6: Empirical global metastability of fMRI BOLD signal (in grey)
and simulated global metastability (in green). Simulated metastability was
calculated from a computer model with anatomically informed coupling.
Empirical metastability was estimated from fMRI BOLD signal. Bars
display mean, 95% CI, and one standard deviation for the three cohorts
(HC/MCI/AD) with individual subjects indicated. One-way ANOVA re-
vealed signiﬁcantly lower metastability of large-scale neural dynamics in AD
compared to controls for both empirical and simulated data (*p < 0.01).
(F(2,101) = 4.77, p = 0.011). Subsequent Tukey post hoc test revealed sig-
niﬁcantly lower neural metastability in AD patients compared to controls
(p = 0.0073).
Empirically deﬁned macroscopic structural
disconnection drives reduced metastability in
large-scale simulations of neural dynamics
The impact of macroscopic structural disconnection on the large-scale neu-
ral dynamic was assessed by informing coupling between nodes in a simple
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oscillator model with subject-level connectivity data. Figure 6.6 shows the
simulated metastability of each subject group (in green) compared to empir-
ical estimates of global metastability (in grey). Since the simulated results
were contingent on the choice of starting parameters (the initial oscilla-
tor phases), the average global metastability produced from each subject’s
connectivity matrix over 100 runs (signiﬁed by a grey dot) is calculated.
For each run, a diﬀerent set of initial oscillator phases was supplied. Each
group (set of 30 subjects) received the same set of randomly initialised
phases. Statistical tests were then conducted on the average values (the
grey dots).
In agreement with empirical observations, simulated global metastabil-
ity declined according to diagnostic status. One-way ANOVA determined
a statistically signiﬁcant diﬀerence between groups (F(59,88) = 7.83, p =
0.0007). Subsequent Tukey post hoc test revealed signiﬁcantly lower neural
metastability in simulations informed by the subject-level connectivity ma-
trices of AD patients as compared to controls (p = 0.00065). Importantly,
this result was robust against changes in the initial starting parameters.
Local topological measures predict damage to the
computer model’s connectivity
Existing studies typically report ﬁnding signiﬁcant diﬀerences in graph the-
oretic measures in clinical groups as compared controls (Tijms et al., 2013).
However, here the graph theoretic measure is related to the total number
of lesions in the connectivity of each node. In doing so, the degree to which
damage is correlated with speciﬁc features of the connectome’s topology
is quantiﬁed. Since strength of coupling between nodes is determined by
subject-level connectome data, it should be emphasised that these results
provide insight into how connectivity is damaged between nodes in the
computer model. Accordingly, lesion count was entered into a linear re-
gression analysis as dependent variable with one of four local graph metrics
as predictors (Fig. 6.7).
Patients demonstrated a statistically signiﬁcant relationship between the
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number of lesions a node receives and key features of its structural topology,
corrected for multiple comparisons at the Bonferroni p-level of p < 0.001.
The relationship was more pronounced in the AD cohort. For the MCI
group, these included eigenvector centrality (F(1,146) = 89.2, p = 8.17e-
17), clustering coeﬃcient (F(1,146) = 75.7, p = 6.26e-15), local eﬃciency
(F(1,146) = 93.3, p = 2.24e-17) and participation coeﬃcient (F(1,146) =
33.7, p = 3.87e-08). For AD patients, these included eigenvector centrality
(F(1,146) = 125, p = 2.58e-21), clustering coeﬃcient (F(1,146) = 124, p =
3.12e-21), local eﬃciency (F(1,146) = 106, p = 5.3e-19) and participation
coeﬃcient (F(1,146) = 35.1, p = 2.19e-08).
Figure 6.7 (A-D) shows the total number of lesions in a node’s connec-
tions plotted against the four measures of local topology. Since the results
for the MCI group were qualitatively no diﬀerent from AD, only the latter
are presented.
High-degree hubs of the rich-club are selectively
vulnerability to damage
The human connectome is organised into a densely interconnected core of
high-degree hub nodes known as the rich-club (van den Heuvel and Sporns,
2011). The relationship between a nodes rich-club membership and the
total number of lesions within its connections was investigated .
Figure 6.7.E shows all 148 nodes rank ordered by degree with each node’s
normalised lesion count indicated by colour (ranging from zero lesions, blue,
to the highest number of lesions recorded, yellow) and dashed horizontal
lines signalling the rich-club regime. Figure 6.7.F (left) shows all nodes
drawn at the centre of mass of their respective cortical parcellations, with
diameter proportional to degree and normalised lesion count indicated by
colour. For visualisation purposes, the diameter of the corpus callosum
has been scaled to correspond to k = 70. Figure 6.7.F (right) shows those
nodes and their edges with degree k > 60 that qualify for rich-club mem-
bership. As in previous work, a densely inter-connected core spanning mul-
tiple cortices and resting state networks is identiﬁed (see Fig. 8.1 located in
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Figure 6.7: Local topological features of the average healthy connectome
predict damage to nodal connectivity in the computer model (top) of AD
subjects. This included A, eigenvector centrality, B, participation coeﬃ-
cient, C, clustering coeﬃcient and D, local eﬃciency. All relationships were
signiﬁcant, corrected for multiple comparisons at the Bonferroni p-level of
p < 0.001. Nodes of the rich club regime demonstrate the highest number
of lesions (bottom). E, All 148 nodes of the Destrieux atlas rank ordered by
degree with lesion count ranging from zero lesions, in blue, to the highest
number recorded, in yellow, normalised to lie between zero and one. Dashed
horizontal lines signal the rich-club regime between degrees k = 40 and k =
70. F, All 148 nodes of the Destrieux atlas plotted at the centre of mass of
their respective cortical parcellations (left) with diameter proportional to
degree and normalised lesion count indicated by colour. Nodes (and their
edges) with degree > 60 qualifying for rich-club membership (right).
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the appendices for the normalised unweighted rich-club coeﬃcient curve).
These regions (and their respective resting state networks; see Fig. 6.2) in-
cluded parieto-occipital sulcus (medial visual), intra-parietal sulcus (dorsal
attention), precuneus and superior temporal sulcus (default mode), superior
parietal lobule (default mode adjacent), inferior segment of the circular sul-
cus of the insula (auditory), and pericallosal sulcus of the corpus callosum
(salience).
Macroscopic topological organisation predicts
simulated neural metastability
Simulated global metastability was entered into a linear regression analysis
as dependent variable with large-scale graph theoretic measures of struc-
tural connectivity as predictors. Since correlations could potentially be
driven by a small number of extreme values, outliers in the data were re-
moved prior to performing linear regression. An outlier was deﬁned as a
value that is more than three scaled median absolute deviations away from
the median. Linear regression was performed for both the MCI and AD
groups independently, as well as across all participants. Performing the re-
gression with and without outliers did not qualitatively change the result.
Figure 6.8 shows the association between macroscopic topological organ-
isation (after lesioning) and simulated global metastability. Both MCI and
AD patients demonstrated a statistically signiﬁcant relationship between
simulated global metastability and the large-scale measures of structural
topology, corrected for multiple comparisons at the Bonferroni p-level of p
< 0.0063. These included mean eigenvector centrality (F(1,43) = 18.7, p
= 0.00009), mean clustering coeﬃcient (F(1,46 = 16.2, p = 0.0002), global
eﬃciency (F(1,38) = 14.1, p = 0.0006), and mean participation coeﬃcient
(F(1,45) = 13.9, p = 0.00005).
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Figure 6.8: Relationship between macroscopic topological organisation in-
cluding A, mean eigenvector centrality, B, mean clustering coeﬃcient, C,
global eﬃciency and D, mean participation coeﬃcient after lesioning and
simulated global metastability in MCI (in red) and AD cohorts (in yellow).
A signiﬁcant positive association was found between macroscopic measures
of structural topology and simulated global metastability corrected for mul-
tiple comparisons at the Bonferroni p-level of p < 0.0063. For reference,
vertical dashed line indicates the value obtained in the group-averaged con-
trol network.
Widespread decreases in metastability between
empirical resting state networks in AD
This study sought to identify network-level alterations in synchrony and
metastability of resting state BOLD signal in the MCI and AD cohorts.
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Figure 6.9: Statistically signiﬁcant (p < 0.05; corrected) intensity-based de-
creases in focal synchrony between a circumscribed set of resting state net-
works identiﬁed using the network based statistic in fMRI data (left). Sta-
tistically signiﬁcant (p < 0.05; corrected) extent-based decreases in metasta-
bility between a widespread set of resting state networks identiﬁed using
the network based statistic in fMRI data (right). In both cases, the NBS
was applied to matrices of synchrony and metastability calculated from em-
pirical fMRI BOLD data at the resting state network level where thresholds
were set to reveal the largest disconnected sub-graphs that were statistically
signiﬁcant.
Accordingly, the NBS was applied to the 9x9 matrices of synchrony and
metastability estimated from empirical fMRI BOLD data for each subject,
where each row/column represented the interaction of a single resting state
network with eight others.
The NBS identiﬁed statistically signiﬁcant (p = 0.033; corrected) intensity-
based focal decreases in synchrony between large-scale networks in AD.
These included decreases between right fronto-parietal and sensory-motor
networks, and between right fronto-parietal and default mode network.
The NBS also identiﬁed statistically signiﬁcant (p = 0.043; corrected)
extent-based decreases in metastability that subsumed all nine resting state
networks in AD. Recall that extent is indicative of a relatively weak eﬀect
spread over many connections while intensity is associated with stronger
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eﬀects conﬁned to a small number of connections. No signiﬁcant diﬀerences
were identiﬁed in the MCI cohort for either synchrony (p = 0.29; corrected)
or metastability (p = 0.86; corrected). Figure 6.9 shows the statistically
signiﬁcant sub-graphs (p < 0.05; corrected) of decreased synchrony (left)
and metastability (right) identiﬁed by the NBS in the AD cohort. This is
in contrast with hypersychronized connectivity found in other works. The
lack of statistical power in the present study may be precluding these subtle
changes in connectivity from being detected.
Figure 6.10: Relationship between global cognitive test scores and brain-
wide metastability of fMRI BOLD signal. A signiﬁcant association between
global cognitive performance (MMSE) and empirical macroscopic neural
metastability was found across all participants (p < 0.01). In this context,
global metastability may be considered a summary measure of network
ﬂexibility.
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Empirical measures of metastability predict cognitive
performance in AD
To understand how empirical measures of neural metastability relate to cog-
nitive performance, a multiple linear regression was performed with MMSE
test score as dependent variable, global metastability as predictor, and age,
motion, and total volume of grey matter as covariates of no interest. Fig-
ure 6.10 shows MMSE test score plotted against brain-wide metastability
of empirical fMRI BOLD signal where each dot represents a single sub-
ject. A statistically signiﬁcant association (t(98) = 11.6, p = 0.0009) was
found between empirical measures of macroscopic neural metastability and
cognitive performance across all subjects.
Dissociable networks of decreased FA identiﬁed in
MCI and AD using dual NBS and model-based ﬁtting
approach
To identify the structural correlates underlying the observations of de-
creased synchrony between fronto-parietal and sensory-motor network in
the AD cohort (Fig. 6.9), a joint model-based ﬁtting and NBS procedure
was invoked. In doing so, dissociable networks of decreased FA between
diagnostic groups was identiﬁed. The AD cohort showed marked decreases
in FA within portions of frontal and posterior cortex commensurate with
fronto-parietal network. In contrast, the MCI cohort showed decreased FA
in regions situated more centrally.
Figure 6.11.A shows the mean correlation between simulated synchrony
(generated from the NBS identiﬁed structure) and mean empirical syn-
chrony (measured using fMRI BOLD signal) in MCI patients drawn in
blue with 95% CI. For comparison, the mean correlation between the simu-
lated synchrony of a random control (generated by lesioning an equivalent
number of random nodes) and mean empirical synchrony (measured using
fMRI BOLD signal) is overlaid in red with 95% CI. Cohen’s d eﬀect size
was used (indicated by black dashed line) to assess the standardised diﬀer-
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Figure 6.11: Identifying group-level structural connectivity in the MCI co-
hort. A, Mean correlation between simulated synchrony and empirical syn-
chrony drawn in blue with 95% CI. Mean correlation between simulated
synchrony of a random control and empirical synchrony is in red with 95%
CI. Cohen’s d eﬀect size is indicated by black dashed line. Correlation be-
tween simulated and empirical synchrony peaked (r = 0.88) and Cohen ef-
fect size maximised (d = 2.1) at NBS threshold 3.4. B, Same as in A but for
metastability. C, Disconnected FA sub-networks identiﬁed by the NBS in a
group of 30 patients with MCI at diﬀerent thresholds (p < 0.05; corrected).
Nodes are positioned at the centre of mass of their respective cortical parcel-
lation. At each threshold, identiﬁed nodes had their connectivity lesioned
from the average control connectivity. The resulting structure informed
coupling strength between nodes in a group-level simulation.
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Figure 6.12: Identifying group-level structural connectivity in the AD co-
hort. A, See Fig. 6.11 for description. Correlation between simulated and
empirical synchrony peaked (r = 0.9) and Cohen eﬀect size maximised (d
= 2.9) at NBS threshold 4.8. B, Same as in A but for metastability. C,
Disconnected FA sub-networks identiﬁed by the NBS in a group of 30 pa-
tients with AD at diﬀerent thresholds (p < 0.05; corrected). See Fig. 6.11
for description.
ence between the two means (blue and red) at diﬀerent values of the NBS
threshold.
The NBS threshold (3.4) at which correlation between simulated and
empirical synchrony approximately peaked (r = 0.88; blue line) and the
Cohen eﬀect size was maximised (d = 2.10) is indicated by vertical dashed
line. Two-sample t-test at the chosen threshold (3.4) revealed a statistically
signiﬁcant diﬀerence (t(998) = 21.99, p < 0.01; uncorrected) between 1) the
mean correlations of the model informed by the group-level structure versus
empirical fMRI data (blue), and 2) the mean correlations of the model
informed by a randomly lesioned structure versus empirical fMRI data (red).
Figures 8.2 and 8.3 located in the appendices show the correlation between
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simulated and empirical data at the chosen threshold.
Figure 6.11.B shows the mean correlation between simulated metastabil-
ity (generated from the NBS identiﬁed structure) and empirical metastabil-
ity (measured using fMRI BOLD signal) drawn in blue with 95% CI. Again,
random controls are highlighted in red. At the chosen NBS threshold of 3.4,
correlations between simulated and empirical metastability peaked (r = 0.8)
and the Cohen eﬀect size was moderate (d = 0.5). Two-sample t-test at this
threshold (3.4) revealed a statistically signiﬁcant diﬀerence (t(998) = 6.38,
p < 0.01; uncorrected) between (1) the mean correlations of the model
informed by the group-level structure versus empirical fMRI data (blue)
and (2) the mean correlations of the model informed by a randomly le-
sioned structure versus empirical fMRI data (red). Figure 6.11.C shows the
disconnected FA sub-graph determined by the NBS (p < 0.05; corrected)
for the MCI cohort at each threshold. The nodes identiﬁed at the chosen
threshold are shown in ﬁgure 8.4 located in the appendices.
The same procedure was applied to the AD cohort. Figure 6.12.A shows
the NBS threshold (4.8) at which correlation between simulated and empir-
ical synchrony peaked (r = 0.90) and the Cohen eﬀect size was maximised
(d = 2.9) as vertical dashed line. Two-sample t-test at this threshold (4.8)
revealed a statistically signiﬁcant diﬀerence (t(998) = 29.26, p < 0.01; un-
corrected) between (1) the mean correlations of the model informed by the
NBS identiﬁed structure versus empirical fMRI data (blue), and (2) the
mean correlations of the model informed by a randomly lesioned structure
versus empirical fMRI data (red). Figures 8.2 and 8.3 located in the ap-
pendices show the correlation between simulated and empirical data at the
chosen threshold.
Figure 6.12.B shows that at the chosen NBS threshold of 4.8, correla-
tions between simulated and empirical metastability are close to their peak
(r = 0.83; blue line) and the Cohen eﬀect size is moderate (d = 0.75).
Two-sample t-test at this threshold (4.8) revealed a statistically signiﬁcant
diﬀerence (t(998) = 9.68, p < 0.01; uncorrected) between (1) the mean
correlations of the model informed by the NBS identiﬁed structure versus
empirical fMRI data (blue) and (2) the mean correlations of the model in-
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formed by a randomly lesioned structure versus empirical fMRI data (red).
Figure 6.12.C shows the disconnected FA sub-graph determined by the NBS
(p < 0.05; corrected) for the AD cohort at each threshold. The nodes
identiﬁed at the chosen threshold are shown in ﬁgure 8.5 located in the
appendices.
6.5 Discussion
Structure, function, and cognition, can be arranged into an ontological triad
each inﬂuencing the other. Interference to one component destabilises the
triad, leading to measurable changes in the activity of the remaining two.
This paper asked two broadly interrelated questions. How do higher level
cognitive processes emerge from the interactions of dynamical networks of
anatomically based brain connectivity, and how do disruptions to the topol-
ogy of this structure impact network dynamics and ultimately cognition? To
answer these questions, the neural dynamics of MCI and AD subjects were
interrogated for changes in metastability. In AD, macroscopic damage to
the structural connectome produced reductions in simulated metastability
comparable to that observed in empirical fMRI data (Fig. 6.6). Damage
to the computer model’s connectivity was focused around nodes scoring
high in topological centrality, integration, and eﬃciency (Fig. 6.7). Re-
ductions in simulated metastability were associated with damage to the
connectome’s global topology (Fig. 6.8). Brain-wide decreases in metasta-
bility contrasted sharply with more focal decreases in synchrony between
resting state networks important for cognitive control (Fig. 6.9). Finally,
the empirical decreases showed behavioural relevance, correlating with a
subject’s global cognitive ability (Fig. 6.10). Overall, the results of our
dual computer modelling and empirical study suggest a causal relationship
between metastability of neural dynamics, cognitive performance and the
structural integrity of the human connectome.
Reduced metastability was found in the global neural dynamic of fMRI
BOLD signal in AD patients compared to healthy controls (Fig. 6.6). In a
computer model informed by subject-level connectivity data, macroscopic
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structural disconnection was associated with reduced metastability of rest-
ing state neural dynamic in AD (Fig. 6.6) that matched similar declines
in empirical data. Damage was selectively distributed according to the
topological properties of each node in the healthy connectome (Fig. 6.7.A-
D). Rich-club hubs (Fig. 6.7.E-F) and long distance, inter-modular tracts
were especially vulnerable. Reductions in simulated metastability corre-
lated with damage to the structural connectome’s large-scale topology (Fig.
6.8). Decreases in metastability were evident between most of the brain’s
resting state networks (Fig. 6.9). This is especially important in AD, as
resting state networks are known to display a high degree of behavioural
relevance (Smith and Nichols, 2009). The level of neural metastability ex-
hibited by a subject was related to the degree of behavioural impairment
measured through cognitive testing (Fig. 6.10). These results lend further
support to previous empirical observations of reduced cognitive ﬂexibility
and resting state neural metastability in conditions where network topology
has been altered (Hellyer et al., 2015; Váša et al., 2015).
Eigenvector centrality correlated positively with damaged connectivity
in the computer model (Fig. 6.7.A). Our ﬁndings are consistent with the
selective vulnerability demonstrated by topologically important hub nodes
in neurodegenerative disorders (Crossley et al., 2014). In AD, the elevated
metabolism of default mode network hubs appears to convey a greater risk
of pathology (Buckner et al., 2009) – a view consistent with transgenic an-
imal studies linking cellular activity to amyloid deposition (Cirrito et al.,
2005; Bero et al., 2011) and simulations of activity dependent degenera-
tion in hub regions (de Haan et al., 2012). Other hypotheses concerning
the nature of brain network organisation and distribution of neuropathol-
ogy have been proposed (Zhou et al., 2012). Foremost among these is the
contention that pathology spreads transsynaptically in a prion-like man-
ner between structurally and functionally related networks (Jaunmuktane
et al., 2015). In support of this view, patterns of circumscribed atrophy
are not randomly distributed with respect to the modular architecture of
the brain. Rather, they appear to be constrained within speciﬁc resting
state networks depending on the identity of the neurodegenerative disorder
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(Seeley et al., 2009). In keeping with this hypothesis, a relatively simple
anatomically constrained diﬀusion process accurately predicted spatial pat-
terns of neurodegeneration in AD (Raj et al., 2012). Our results indicate
that pathological material is disseminated through the cortex by a network
of nodes scoring high in eigenvector centrality.
Topologically integrated nodes with high clustering coeﬃcient (Fig. 6.7.B)
and local eﬃciency (Fig. 6.7.C) constituted a second locus of disruption in
the computer model. Local network features providing tight integration
between neighbouring nodes may facilitate the spread of pathological dis-
ease vectors within local communities (Raj et al., 2012). To date, disrupted
clustering coeﬃcient has been reported across imaging modalities in AD
(Tijms et al., 2013).
Damage to the computer model’s connectivity also correlated with a
node’s participation coeﬃcient (Fig. 6.7.D). Nodes scoring high in partici-
pation coeﬃcient bridge segregated communities by distributing their long
range connections evenly between modules. Our results provide a physical
basis for reports of reduced participation coeﬃcient reported in functional
connectivity networks in AD (Brier et al., 2014). Power et al. (2013) iden-
tiﬁed regions with high participation coeﬃcient as convergence zones for
diﬀerent functional subsystems. Damage to these nodes produced much
greater disruption in resting state organisation than lesions of equivalent
magnitude in more circumscribed networks Gratton et al. (2012). In an-
other study, (Warren et al., 2014) demonstrated that nodes with high par-
ticipation played a distinct role from nodes of high degree. Crucially, lesions
to nodes with high participation coeﬃcient produced impairment across a
range of cognitive domains, whereas lesions to high degree nodes displayed
more circumscribed cognitive deﬁcits. Such results are consistent with the
ﬁnding of reduced integration between network modules in our study and
the global cognitive decline associated with AD. Furthermore, our results
suggest a causal link between damage in high participation nodes, reduced
metastability of neural dynamics, and decline in global cognitive perfor-
mance.
Nodes demonstrating both high eigenvector centrality and high partici-
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pation coeﬃcient are likely part of the putative rich-club – a densely inter-
connected core of network hubs (van den Heuvel and Sporns, 2011; Peder-
sen and Omidvarnia, 2016). The rich-club phenomenon occurs when hub
nodes connect more densely among themselves than nodes of lower degree.
Pathways linking these regions constitute an expensive high-performance
backbone for global integration. Accordingly, the rich-club accounts for the
majority of shortest paths between node pairs (van den Heuvel et al., 2012).
Simulations show that targeted attack of rich-club hubs impair global eﬃ-
ciency three times more than randomly directed attacks (van den Heuvel
et al., 2012). Our results show disrupted rich-club organisation across the
AD spectrum with nodes of the rich-club regime demonstrating the great-
est number of lesions in their connectivity (Fig. 6.7.E-F). In line with this
view, reduced metastability may be a signature of disrupted rich-club or-
ganisation consistent with its role in boosting functional diversity (Senden
et al., 2014).
The drive for rich-club architecture is associated with the tendency for
hubs to connect regions over large physical distances (van den Heuvel et al.,
2012). In a similar vein, cross modality sensory information is often in-
tegrated over long distances by hubs located in heteromodal association
cortex. Damage to long distance association and commissural tracts may
therefore provide an anatomical basis for reports of attenuated long range
functional connectivity in AD (Liu et al., 2014).
Importantly, MMSE test scores correlated positively with empirical rest-
ing state global metastability in AD patients (Fig. 6.10). The MMSE mea-
sures the severity and progression of longitudinal cognitive impairment by
testing abilities related to memory, attention, and language. All three do-
mains involve the large-scale integration of information across distributed
sensory, motor, and cognitive control regions. For this reason, metastabil-
ity may represent an important dynamical mechanism underlying general
cognitive function.
Our study found decreases in global metastability (Fig. 6.6) that cor-
respond to an extended network of behaviourally relevant cognitive sub-
systems (Fig. 6.9). This is consistent with the understanding that higher
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order processes involving memory and attention (such as those putatively
captured by the MMSE) are unlikely to reside within discrete topological
modules. Instead, traditional modular architecture is likely dissolved in
favour of a highly integrated global neuronal workspace (Dehaene et al.,
1998). Measures of network integration including clustering coeﬃcient,
global eﬃciency, and participation coeﬃcient, may therefore be more closely
linked to higher order task performance than measures of segregation such
as modularity (Bassett et al., 2011). In line with this view, reduced path
length, heightened topological eﬃciency, and disrupted modular topology
has been reported in functional networks during more challenging cognitive
operations (Kitzbichler et al., 2011).
Instead of assessing topological properties of functional connectivity net-
works directly, computer modelling was used to examine the link between
a connectome’s large-scale integrative structure and its ability to generate
metastable neural dynamics. This was accomplished by using anatomically
derived subject-level connectivity data to inform coupling strength between
nodes. In the present approach, changes in metastable dynamic could be
directly linked to topological changes taking place in the structural connec-
tome. Since the subject-level connectomes were derived by lesioning the
healthy template i.e. the average structural connectivity of the controls,
the ﬁnding of reduced topological eﬃciency is perhaps unsurprising. Of
note however, is the direct causal relationship between degraded topologi-
cal structure and reduced metastability in the simulated neural dynamics.
Crucially, in the present research, simulated and empirical data are in qual-
itative agreement (Fig. 6.6).
Overall, AD was deﬁned by reduced connectivity between topologi-
cally important and well-connected nodes, fragmented local network struc-
ture, increased path length between nodes, and reduced diversity of inter-
module links. Accordingly, the structural connectomes belonging to MCI
and AD subjects demonstrated a positive association between their sim-
ulated metastable dynamics and global measures of topological central-
ity, integration, and eﬃciency (Fig. 6.8.A-D). Such patterns of large-scale
structural reorganisation may signal a shift in cost-eﬃciency trade-oﬀ in
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the direction of lowered metabolic costs at the price of reduced integrative
capacity (Bullmore and Sporns, 2012).
Interestingly, time resolved ﬂuctuations in resting state functional con-
nectivity are characterised by two diﬀerent states (Zalesky et al., 2014),
one consistent with a long distance, highly eﬃcient, integrated workspace
conﬁguration, and another, more segregated, less metabolically demand-
ing conﬁguration favouring local eﬃciency. The spontaneous switching of
these conﬁgurations likely underlies the variation in synchrony registered
here as metastability. On this basis, reduced metastability in AD may
reﬂect a change in the transition rate or dwell time of each conﬁguration
(Jones et al., 2012). One hypothesis is that AD patients spend more time in
segregated, locally eﬃcient conﬁgurations and less time in metabolically de-
manding states of global integration. Thus, the indiscriminate decrease in
brain-wide metastability observed in AD (Fig. 6.9) may signal a reduction
in the brain’s dynamic repertoire when subjects are at rest.
Diﬀuse decreases in metastability were accompanied by more circum-
scribed decreases in focal synchrony between fronto-parietal and sensory-
motor network and between fronto-parietal and default mode network (Fig.
6.9). These decreases were consistent with structural damage in a compa-
rable set of regions (Fig. 6.12.C, also Figs. 8.4, and 8.5 in the appendices).
The present results accord with recent ﬁndings of disrupted fronto-parietal
network functional connectivity in AD (Zhao et al., 2018) and a growing
consensus that frontal-parietal regions constitute a domain general control
system for orchestrating more specialised networks (Vincent et al., 2008;
Cole et al., 2013; Crossley et al., 2013). Recently, Dixon et al. (2018) re-
vealed a novel processing stream between fronto-parietal and default mode
network involved in regulating introspective behaviour. Of note are the
associations between functions ascribed to the DMN and symptoms of AD.
These include recollection of autobiographical events in the past (Andreasen
et al., 1995; Buckner and Carroll, 2007; Buckner et al., 2008); simulation of
prospective events and self-projection in the future (Schacter et al., 2007,
2008); and theory of mind and social cognition (Schilbach et al., 2008;
Spreng et al., 2009). Fronto-parietal and default mode network interac-
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tions have also been identiﬁed in autobiographical (Spreng et al., 2010) and
working memory (Piccoli et al., 2015) that overlap with the core dysfunc-
tion of AD – the ability to author and recall one’s own history (Gil et al.,
2001). In fact, DMN dysfunction is considered a hallmark of incipient AD
(Greicius et al., 2004). Tellingly, hypometabolism in default mode network
structures has been found to correlate with anosognosia score in MCI pa-
tients (Therriault et al., 2018). The fronto-parietal control system has been
proposed to play a central role in regulating mental health (Cole, Repovš
and Anticevic, 2014). It’s ﬂexible hubs may implement adaptive feedback
control to regulate symptoms as they arise. Our results indicate a possible
role for the fronto-parietal network in default mode network dysfunction in
AD.
Finally, some limitations should be noted. Since there are many ways
of deﬁning a network both functionally and structurally, and at multiple
scales, the current results may only be valid for the Destrieux atlas par-
cellation. Since the major sulci and gyri are unlikely to align well with
functional activity, future modelling work may beneﬁt from using atlas
regions deﬁned multi-modally, that is, based on more than one neurobio-
logical property (Glasser et al., 2016). In addition, the use of model-based
ﬁtting to select the structural skeleton responsible for generating the ob-
served dynamic does not consider likely degeneracies in the structural data,
i.e., the method only considers a subset of the possible structural lesions
responsible for changes in empirical metastability. Any lesions outside the
largest detected component are explicitly ignored. A signiﬁcant limitation
of the current computer model is its lack of clear predictive power. The
high-level model prediction, that changes in structural anatomy are re-
sponsible for observed decreases in empirical resting metastability in AD, is
coarse grained (and we already know that AD is associated with decreased
metastability). Future work would prioritise longitudinal analyses designed
to identify sequences of structural change leading to empirically observed
decreases in metastability between resting state networks. Such work would
permit the possibility of using the anatomically informed computer model
to make subject-level inferences regarding the conversion from MCI to AD
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based on the interrelationship of structure and function. Moreover, the use
of mean-ﬁeld models incorporating cellular properties would permit more
granular (and less abstract) hypotheses concerning the processes governing
alterations in structural connectivity to be empirically tested. A further,
crucial improvement, would address the current omission of sub-cortical
structures in the computer model, in particular the thalamus. Understand-
ing how individual thalamic nuclei contribute to regulating the metastable
interactions between networks represents a critical step for understanding
brain function in health and disease.
6.6 Conclusion
Metastability is consistent with other descriptions of the brain as a dynam-
ical system including the principle of self-organised criticality (Hesse and
Gross, 2014). The results of our empirical simulation (Figure 6.5) imply a
phase transition from a highly disordered (sub-critical) to a highly ordered
(super-critical) state. Numerical simulations show a phase transition or bi-
furcation in behaviour that corresponds to the divide between asynchrony
and synchrony when coupling between networked Kuramoto oscillators is
systematically increased. In the current contribution, the transition be-
tween no, partial, and full phase locking in the computational model is
governed by the disruption term or phase lag parameter. In ﬁnite systems
such as the connectome, phase transitions do not occur at a precise point
but are smoothed out over a parameter range (Moretti and Muñoz, 2013).
Thus, a small region between 0.5 and 1.5 rad is identiﬁed that is not tech-
nically critical, but likely retains properties of criticality. These hallmarks
of criticality lend dynamical systems their optimal information processing
and storage capabilities (Shew and Plenz, 2013). Resting state dynamics
of human brains demonstrate properties consistent with critical dynamics
(Tagliazucchi et al., 2012). In this regime, the brain is likely poised at an
equilibrium point of balanced excitation and inhibition where synchrony is
maximally variable and pathological states of low or high synchrony are
avoided (Yang et al., 2012). The consequences of highly variable synchrony
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on information processing is not well understood. Since the maintenance of
a particular communication channel through coherence relies on a persis-
tent phase relationship, the continuous variation in phase associated with
metastability is potentially commensurate with a large number of indepen-
dent communication channels (Deco and Kringelbach, 2016).
In summary, this chapter interrogated a neurodegenerative disorder,
AD, and its prodromal stage MCI, to clarify the relationship between struc-
tural network topology and metastable neural dynamics. Overall, the re-
sults indicate a causal relationship between structure, dynamics, and cogni-
tion and support the contention that structure and cognition can be bridged
through metastability (Shew and Plenz, 2013). In AD, metastability of
fMRI BOLD signal was decreased and this correlated with cognitive per-
formance. Using a theoretical computer model based on empirical connec-
tivity this chapter showed a direct link between reductions in metastability
and structural damage. These ﬁndings oﬀer a distinct perspective on the
network-level role of metastability in cognition, its relation to structure,
and its inexorable decline in neurodegenerative disease.
7 Summary andconcluding remarks
7.1 Summary
Francisco Varela put cognition on a dynamic footing when he said “[…] the
emergence of a cognitive act is a matter of coordination of many diﬀerent
regions allowing for diﬀerent capabilities […]. They must be bound together
in speciﬁc grouping appropriate to the speciﬁcs of the current situation […]
and are thus necessarily transient (Varela, 1995).” Varela (1995) advanced
the idea of a “transient coherency-generating process” through which dis-
persed neural assemblies were uniﬁed through synchronous oscillations. In
Varela’s view, transiency was essential as it generated the dynamic ﬂow
associated with the continual emergence of cognition. The self-organisation
of neural activity into transient state dynamics is crucial for simultaneously
satisfying momentary task demands and integrating these exogenous sig-
nals with the brain’s ongoing intrinsic activity. Such mechanisms may be
a crucial aspect of the unity of mind and experience arising from the inte-
grated activity of brain and body (Kelso, 1995). Accordingly, the essential
motivating hypothesis of this thesis was that ﬁndings across several levels
of description, including the important causal relationships between struc-
ture, function, and cognition in the human brain, are reconcilable within a
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single theoretical framework, by appealing to a dynamical regime known as
metastability (Kelso, 2012; Kelso and Tognoli, 2007; Kelso, 2009; Tognoli
and Kelso, 2014b). These strands, captured in the principal aims of the
thesis, were to explore:
• the modulation of complex metastable neural dynamics by cognitive
state during diﬀerent types of behaviour.
• how structural connectivity confers cognitive ﬂexibility on a ﬁxed
network topology through metastable neural dynamics.
• how structural disconnection impacts metastable neural dynamics
and how this relates to cognitive performance.
The thesis presented three studies, each concerned with the interac-
tion of structure, function, and cognition in the human brain. Chapter 4
introduced the theoretical framework of metastable coordination dynam-
ics to examine how the interactions of large-scale brain networks support
cognition. Motivated by the observation that the probability of network
switching is maximised when subjects are cognitively ‘at rest’, the research
reported in this chapter tested the essential proposition that metastable
neural dynamics are higher at rest than during a cognitively demanding
exercise. Surprisingly, the results supported an alternate possibility: that
metastable neural dynamics is actively enhanced by the performance of a
task. Task-based network structure was principally characterised by low
metastability in sensory regions and high metastability in regions devoted
to cognitive control. Also, subjects whose networks transitioned eﬃciently
between rest- and task-based conﬁgurations demonstrated greater dynamic
ﬂexibility in regions associated with cognitive control and greater dynamic
stability in regions related to sensory processing. Importantly, this dynamic
ﬂexibility appeared to confer greater problem solving abilities in tasks re-
quiring ﬂuid intelligence.
Chapter 5, leveraged an example of incipient neurodegeneration, MCI,
to test the proposition that structural disconnection of large-scale networks
was related to cognition. This chapter revealed that white matter connec-
tivity between thalamus and cortex, as deﬁned by tractography, was an
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important factor in cognitive ability. Resting state eﬀective connectivity
was used to show that patterns of causation were disrupted in a key com-
ponent of the brain’s intrinsic resting state architecture, the DMN. Chapter
4 provided proof-of-principle that large-scale ICN activity is disrupted by
structural disconnection in early AD. This work extended previous studies
showing abnormal DMN deactivation in AD and suggested that abnormal
patterns of functional connectivity are, to some extent, linked to structural
disconnection.
Chapter 6 developed and validated a theoretical computer model de-
signed to simulate the spontaneous interactions between anatomically con-
nected pairs of cortical regions in the resting brain. The model was based
on a network of coupled Kuramoto phase oscillators with connectivity in-
formed by anatomical estimates. Models of this form have previously been
used to examine whole-brain functional connectivity. Importantly, by tun-
ing a key parameter or disruption term (the phase lag) the model exhibited
qualitatively diﬀerent behaviour, from fully synchronous to fully random
oscillations. Tuning the parameter to match empirical estimates of func-
tional connectivity aﬀorded the opportunity to observe a phase transition
within the dynamics of the model, such that behaviour was poised at a
critical state half way between order and disorder. In this ‘critical regime’,
functional interactions imposed on neural dynamics by the anatomical con-
nectivity produced structured correlations in space and time, resembling
empirical resting state connectivity. Overall, this work demonstrates that
relatively simple models exhibit key features of the brain’s spontaneous
neural dynamics when informed by realistic connectivity.
Chapter 6 also brought together diﬀerent strands of research, relating
structural disconnection, neural dynamics, and cognition, to explore how
general cognitive ability was shaped by underlying anatomical connectivity.
This joint empirical and computational approach revealed behaviourally
relevant changes in spontaneous neural dynamics that were linked to the
structural integrity of the anatomical connectome. Empirical measures of
neural metastability were associated with cognitive performance across a
spectrum of neurodegeneration. In addition, declines in metastability were
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mechanistically linked to diﬀerent features of the brain’s topological con-
nectivity. Taken together, these ﬁndings suggest that metastability is an
integral component of general cognition and that metastable neural dynam-
ics is contingent on the topological integrity of the anatomical connectome.
7.2 Concluding remarks
A range of studies employing disparate methodologies for recording and
interpreting brain data has shown that AD and schizophrenia, as well as
neurodevelopmental disorders such as autism exhibit abnormal topological
organisation of structural and functional networks. Although these studies
often rely upon the analysis of whole-brain or speciﬁc ﬁbre pathways and
the functional connectivity associated with task-evoked neural processing,
an increasing number of studies is exploiting the resting state protocol to
explore the impact of disease and damage on the brain’s large-scale func-
tional couplings. The unconstrained nature of the protocol is especially
suited to subjects with dementia as they are simply required to lie down
and stay awake. The utility of this approach is that the same large-scale
networks of the brain present at rest also occur during task. This suggests
that abnormalities in the brain’s functional interactions at rest also map
onto the brain’s neural architecture and cognitive performance during task
execution. Human cognition is founded on the structural arrangement of
brain connectivity and the complex patterns of neural dynamics it engen-
ders. Thus, it is perhaps unsurprising that cognitive disorders are associated
with disorganised network conﬁgurations. Despite arising through diﬀerent
mechanisms, be it developmental, genetic, or environmental (encompassing
historical, cultural, and evolutionary factors), any process that alters the
natural pattern of brain connectivity will have its counterpart in the brain’s
cognitive architecture. Characterising these patterns of network failure will
continue to provide a useful marker of clinical dysfunction in the damaged
or diseased brain.
Complex networks like the brain are of interest precisely because of the
dynamics they exhibit. Transient dynamics such as metastability are useful
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to brain function because they simultaneously oﬀer stability and ﬂexibility.
In simple terms, if environmental perturbations are varied, systems must
have a matching repertoire of internal responses at their disposal. The
ability of a system to engage in a variety of functions across multiple lev-
els of organisational description is a measure of its complexity. Structural
connections constrain but do not completely determine functional activity.
This is especially true over short time scales of observation where functional
connectivity takes on its most dynamic characteristics. At the millisecond-
scale, functional couplings show signiﬁcant variability. This behaviour oc-
curs during task-orientated processing and when the brain is cognitively at
rest. It is important to emphasise that this phenomenon occurs in spite of
the fact that structural connectivity is approximately ﬁxed over the same
period. It should be noted, however, that changes in structure not cur-
rently detected by MRI may still be occurring at the microscale. These
observations underpin the notion of a ‘functional repertoire’ of brain states
from which cognition emerges, and bolster the idea that critical dynamics
underlie cognition.
The classic conception of ‘cognitive architecture’ is founded on the un-
derstanding that human cognition is fundamentally computational in na-
ture i.e. it arises through a series of operations performed on symbolic
representations. Key to this view, is the idea that human cognition may
be understood without considering its physical instantiation. Today, a re-
newed convergence of neurobiology and cognition is arising from the need
to understand the structural and functional basis of cognitive architecture.
To this end, the study of neurocognitive circuits in non-human primates has
mechanistically advanced our understanding of cognition. Moreover, com-
plementary studies of the human brain using non-invasive methods has re-
vealed task-speciﬁc activations of local areas. A promising area of investiga-
tion is emerging in the overlap between systems-level cognitive neuroscience
and the discipline of network science. Region of interest-based analyses are
increasingly being supplanted by techniques designed to understand how
cognitive operations emerge from the dynamics of extended cortical (and
subcortical) networks. These large-scale networks largely overlap with the
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brain’s macroscopic connectivity and emerge as coherent patterns of neural
activity when subjects are at rest. The onset of task necessarily requires
some deviation from this conﬁguration, hence, networks operate and inter-
act according to dynamic principles. Conceptualising the brain as a system
of interacting local areas is useful because: (1) it transcends the dichotomy
of local and global information processing; (2) it provides a framework for
unifying endogenously and exogenously driven neural activity; and (3) it
can be used to link spatio-temporal scales (from neurons to large-scale re-
gions).
The multi-scale character of nervous systems is an essential property of
their organisation and network architecture. Brain networks span multiple
spatial and temporal scales, from the microlevel of individuals neurons to
the macro-scale of cognitive networks and ultimately embodied organisms
operating in an environment. Each level of the hierarchy is characterised by
distinct dynamics; from local to global scales, the brain exhibits multiple
levels of integration and segregation. Multi-scale systems exist on several
levels simultaneously, hence, despite being hierarchical no individual level
takes precedence over any other. Rather, each pattern of activity at one
level of description critically depends on and informs processes unfolding
at higher and lower scales. For this reason, large-scale network behaviour
should not be viewed as a poorly resolved account of underlying microscopic
behaviour but as a window into the system-level interactions that consti-
tute cognition. Mean-ﬁeld approaches like the Kuramoto phase oscillator
leverage this observation to bridge the interactions of neuronal populations
to system dynamics underpinning cognition. Novel insights into the struc-
tural and functional antecedents of human cognition are likely to continue
as future studies exploit the marriage of network theory and theoretical
computer modelling.
In summary, this thesis has demonstrated a key functional linkage be-
tween metastable neural dynamics and cognitive performance in a set of
large-scale networks responsible for cognitive control. Moreover, the ap-
proach taken has leveraged an example of structural disconnection, namely
AD, and its prodrome MCI, to mechanistically link anatomical connectivity,
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metastability, and cognitive function. Damage to the brain’s macroscopic
structural connectivity was linked to reduced metastability in both em-
pirical and simulated data, suggesting that metastable neural dynamics is
contingent on the topological integrity of the underlying anatomical connec-
tome. These results provide a compelling link between brain structure and
function, and suggest the framework of metastable dynamics, in conjunction
with theoretical computer modelling, oﬀers an account for understanding
the brain in health and disease.
7.3 Main thesis contributions
This thesis advances our understanding of the dynamical principles under-
lying essential brain operations that support higher-level cognition. The
present work also clariﬁes how structure and dynamics interact in the
damaged or diseased brain to create sub-optimal cognitive function. Por-
tions of the work presented here have been previously published as two
peer reviewed journal articles (Alderson et al., 2017, 2018) . An additional
manuscript is currently under review at NeuroImage journal.
Chapter 2 provided a thorough review of the literature pertaining to
the nature of the structure–function dyad in the human brain, its relation
to dynamics and the use of computational modelling in conjunction with
network theory to provide insight. This contribution highlights areas of
potential future investigation beyond the current state-of-the-art.
Chapter 3 conﬁrmed the essential hypothesis that cortical regions are
functionally coupled through metastable coordination dynamics into large-
scale neurocognitive networks. This work provides evidence that metastable
coordination dynamics in regions of the brain associated with cognitive con-
trol are critical for enabling ﬂuid intelligence. Moreover, it demonstrates
that the eﬃciency of transformation between rest- and task-based architec-
tures is both underpinned by metastable neural dynamics and predictive
of cognitive ability. Taken together, these ﬁndings shed new light on the
dynamical principles underlying the brain’s resting and cognitive organi-
sation, and, critically, how they relate to task performance. Overall, the
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present ﬁndings contribute to a growing literature suggesting that dynamic
principles of self-organisation are critical attributes of brain, mind, and
behaviour.
Chapter 4 linked the structural integrity of the thalamo-cortical loop
to patterns of abnormal eﬀective connectivity in the DMN of subjects with
incipient neurodegenerative, namely, MCI. This work is consistent with
previous observations suggesting that AD is characterised by dysfunctional
activity in regions of DMN. Accordingly, this study leveraged a multi-modal
approach, utilising a sophisticated spatio-temporal GC formulation and a
cutting-edge CSD probabilistic ﬁbre tractography algorithm, to investigate
the causal and structural basis for impaired memory recall in MCI sub-
jects. These ﬁndings build on previous observations of abnormal task-
induced response deactivation patterns in the DMN of patients with AD
and contribute to the growing consensus that patterns of abnormal func-
tional connectivity are the result of network disconnection. The principal
contribution of this chapter was to provide a novel causal pathway in the
DMN dysfunction commonly identiﬁed in subjects with AD, namely, the
structural integrity of the thalamo-DMN loop. This phenomenon is consis-
tent with the known distribution and time course of pathology, beginning in
hippocampus, travelling through thalamic nuclei, and terminating in pos-
terior portions of DMN. Overall, this work reﬂects the growing consensus
that pathological material is spread via the structural linkages of the brain.
Chapter 5 exploited dynamical accounts of the brain to reconcile per-
spectives from across the three domains of structure, function, and cog-
nition. The principal contribution of this chapter was to mechanically
link structure and metastability in a clinical condition characterised by
anatomical disconnection. This work used network theory and whole-brain
computer modelling to link the asymptotic decline of metastability over
the course of AD to damaged network topology. Critically, the simulated
data matched that obtained empirically, suggesting that impaired cogni-
tive performance is linked to altered network topology. This work builds
on previous theoretical and empirical ﬁndings that link the topological in-
tegrity of the anatomical connectome to the dynamic diversity associated
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with cognition.
In summary, the major contributions are as follows. Firstly, this thesis
has demonstrated that the interactions of large-scale networks are relevant
to cognition, are metastable, and that this form of dynamic interplay is
critical for enabling cognitive control. Secondly, this thesis has implicated
a novel causal pathway – the so-called ‘thalamo-DMN’ loop – in patterns
of disrupted functional connectivity and impaired memory recall commonly
observed in the DMN of patients with MCI and AD . Thirdly, this thesis has
shown that decreased metastability and impaired cognitive function stem,
in part, from abnormal network topology. Taken together, these ﬁndings
suggest the metastable regime of dynamics oﬀers considerable potential as a
theoretical and conceptual framework for mechanistically linking structure,
function, and cognition in the human brain. The following section is devoted
to exploring areas of potential future research.
7.4 Future directions
”There are no small problems. Problems that appear small are large problems
that are not understood.”
— S. Ramon y Cajal, Advice for a Young Investigator
The contributions made within this thesis form the foundation for future
studies in a variety of research areas. In regard to theoretical modelling of
the brain, the computational approach can be extended in several ways.
Firstly, models can be further elaborated to provide more comprehensive
descriptions of the brain’s structure and function. Secondly, models can be
used to further advance our understanding of the meaning and mechanisms
underling observations of dynamic functional connectivity at rest and, cru-
cially, during the performance of a task. Finally, models can be employed
to further our understanding of the mechanisms underlying the behavioural
and cognitive deﬁcits associated with network damage.
The notion of metastability is compatible with extant measures of time-
varying or dynamic functional connectivity (Gonzalez-Castillo and Bandet-
tini, 2017). Like metastability, several properties of dynamic functional
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connectivity have been identiﬁed which systematically track alterations in
human behaviour and cognition (Cohen, 2018). At present, features of dy-
namic functional connectivity can be estimated but the mechanisms under-
lying these phenomena as well as their neuronal origin are not well under-
stood. It is critical for our understanding of neural dynamics that these ex-
planatory accounts move beyond primarily descriptive measures and begin
to probe the causal mechanisms underlying these phenomena. Accordingly,
future studies are required to reveal the neuronal substrate of dynamic func-
tional connectivity, isolate genuine neural dynamics from physiological and
other sources of noise and develop new methods to validate and improve
the accuracy of dynamic functional connectivity. A promising approach is
to use state-of-the-art computer modelling techniques to reveal the casual
pathways of dynamic connectivity. These computer models, based on bi-
ologically plausible connectivity, have conﬁrmed that alternating states of
integration and segregation are contingent on the structural connectivity of
the connectome. A further area of improvement lies in utilising methods
designed to explicitly model and test causal relationships in the brain. One
such approach, DCM, aims at revealing the underlying causal processes by
which cortical regions communicate by comparing speciﬁc instantiations of
neuronal activity and connectivity to empirical data (Friston, 2003). These
and other methods oﬀer a stronger account of causality in the brain than
the inference of ‘probabilistic causality’ obtained through simple time series
analysis. DCM should be utilised in future analyses to clarify the role of
individual thalamic nuclei in the posterior DMN dysregulation associated
with MCI.
A critical next step in our understanding of time-varying dynamics and
its relation to cognition, is to explore alterations in dynamic functional con-
nectivity that occur in response to cognitive demand (Hellyer et al., 2014).
The present generation of whole-brain computer models is unable to account
for the evolution of task-dependent changes in dynamic functional connec-
tivity on a network of static structural elements. Several modelling studies
have proposed mechanisms for directing the complex dynamics generated by
the interaction of cortical regions. These include the neural gain aﬀorded by
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ascending neuromodulatory nuclei (Shine, Aburn, Breakspear and Poldrack,
2018; Shine, van den Brink, Hernaus, Nieuwenhuis and Poldrack, 2018) 
and the tonic input arising from the brainstem to the thalamus (Stratton
and Wiles, 2015). Additional factors, such as top-down attentional control
(Hellyer et al., 2014) and reverberating activity in the thalamo-cortical loop
(Izhikevich and Edelman, 2008) have also been identiﬁed. Other potential
areas of research include modelling the transition between sleep and wake-
fulness/high attention/vigilance. It is worth emphasising that whole-brain
computer models routinely exclude the thalamo-cortical loop — a criti-
cal element of network organisation from which complex brain dynamics is
likely to arise (Izhikevich and Edelman, 2008). Moreover, depending on the
aims of the investigation, it may be appropriate to model certain aspects
of network organisations such as microscopic circuitry, tissue structure, cell
structure, synaptic kinetics, synaptic plasticity, and neuromodulatory con-
trol using compartmental spiking (or conductance-based) models. Future
work should extend the computational approach to provide more detailed
descriptions of the brain and incorporate key subcortical structures such
as the thalamus (Bhattacharya et al., 2011, 2013; Abuhassan et al., 2012,
2014) . Computational modelling may also be used to aid clinical diagno-
sis, assess the distribution and impact of pathology in the brain’s network
structure and dynamics, and provide stratiﬁed treatment and rehabilitation
strategies. In this context, the present thesis uses computational modelling
in conjunction with dynamic systems theory to understand the causal in-
teractions between pathology, neural activity, and cognition. The era of
‘big data’ makes it increasingly important to provide neuroscientists, neu-
rologists, and psychiatrists with novel interpretative structures to inform
decision making (Stephan and Mathys, 2014; Montague et al., 2012). In
the future, increasingly sophisticated computer models and machine learn-
ing techniques will be required to deliver: (1) accurate and personalised
predictions about the likely clinical impact of disease and damage in AD,
and other disorders; (2) practical biomarkers for tracking disease pathology
and of patient stratiﬁcation in treatment trials; and (3) a framework for
developing hypotheses regarding novel treatment strategies including be-
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havioural, pharmacological, and electrophysiological interventions such as
deep brain stimulation (Lyons, 2011). In this context, the development of
accurate and validated in-silico computer simulations of the brain will pro-
vide eﬃcient test beds for exploring intervention strategies and developing
cost eﬀective treatment options. One example, transcranial direct current
stimulation, has the potential of enabling rehabilitation. However, deter-
mining the frequency and site of application to achieve optimal results is a
signiﬁcant challenge. This approach becomes tractable when informed by
realistic computer simulations of the brain based on observational studies
of structure and function. Determining the optimal treatment strategies
for individuals on the basis of genetic and structural brain information
is also becoming increasingly feasible. Sophisticated brain mapping ap-
proaches have related genetic inﬂuences on brain structure to the risk of
developing AD (Peper et al., 2007; Thompson et al., 2001) . Incorporat-
ing this structural data into a computer model would allow the dynamic
network interactions underlying these genetic diﬀerences to be objectively
assessed. Subjects at genetic risk often display metabolic and structural al-
terations prior to the appearance of overt cognitive symptoms, therefore, a
joint genetic, imaging and computational modelling approach would provide
greater power for identifying at risk individuals and for testing treatment
strategies. To facilitate early detection and treatment, future investiga-
tions of brain disorders will increasingly leverage multi-modal imaging data
in conjunction with computational modelling to map structural alterations
onto network dynamics. Moreover, tools of graph theory will provide an
objective marker for predicting the course of a disease and for monitoring
network recovery following damage (Bassett and Bullmore, 2009). A fruit-
ful endeavour would be to leverage this knowledge to guide our application
of theoretical computer modelling in the future.
Finally, a burgeoning literature presents the brain as a self-organised
system operating at or near criticality (Beggs and Timme, 2012). Whilst
there is substantial evidence that critical dynamics are an important com-
ponent of brain activity, particularly in the resting state, understanding
how critical dynamics relate not only to structure but also to cognition is
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an interesting open question. For example, dependent on cognitive state,
focused attention appears to modulate signatures of criticality in the brain,
driving the brain’s activity toward sub-critical dynamics. Future studies,
incorporating multiple temporal and spatial scales are required to synthe-
sise these observations across a range of behavioural states and to pivot the
ﬁeld away from epiphenomenal observations of self-organised criticality in
the resting brain, toward understanding how network organisation informs
neural activity in higher order cognitive function.
8 Appendices
8.1 Graph theoretic measures of structural
topology
In the following, the weight of an edge between nodes i and j of graph G
with N nodes corresponds to Gij .
The degree is deﬁned as the number of edges incident to a node or vertex:
ki =
NX
j=1
bin(Gij)
where bin(Gij) is the binarised version of Gij equal to one where Gij > 0
and zero otherwise. The strength of a node is the weighted analogue of
degree, or sum of weights of a node’s edges:
si =
NX
j=1
Gij
The eigenvector centrality of a node is high when it is has many con-
nections (it is topologically important) or when it has few connections but
is directly connected to a topologically important node:
194
8.1. Graph theoretic measures of structural topology 195
ei =
1
λ
NX
j=1
Gijej
where λ signiﬁes the largest eigenvalue of Gij and e the corresponding
principal eigenvector.
The clustering coeﬃcient is a measure of local integration/segregation.
It quantiﬁes the weighted fraction of edges that exist between a node’s
direct neighbours:
clusti =
1
ki(ki   1)
X
j;kϵN
(GijGikGjk)
1/3
The global eﬃciency is deﬁned as the average of the inverse shortest
path length between all pairs of nodes within the network.
The local eﬃciency of a node is the local analogue of global eﬃciency
computed over the node’s local neighbourhood. Thus, it is the inverse
average shortest path length between a node’s neighbours. The local eﬃ-
ciency is related to the clustering coeﬃcient and is a measure of integra-
tion/segregation:
Eloci = Eдlob(дi) =
1
n(n   1)
X
j,kϵдi
1
djk
where дi is the sub-graph consisting of the total n neighbours of node i,
and djk is the shortest topological distance between nodes j and k within
sub-graph дi. In weighted graphs, the shortest distance is calculated us-
ing topological lengths acquired by inversely mapping connectivity weights.
Thus, stronger weights 1/Gijcorrespond to shorter distances and vice versa.
The weighted participation coeﬃcient of a node captures the diversity
of inter-module links. The participation coeﬃcient will tend toward one
for a node that shares its connections evenly between all modules and zero
otherwise:
pi = 1  
X
mϵM
si(m)
si
2
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where M is the set of modules and Si(m) is the strength of connections
between node i and all nodes in module M.
8.2 Subject data
Enrolled subjects were 55 to 90 (inclusive) years old with a minimum 6th-
grade level of education; had a study partner able to provide an independent
evaluation of functioning; could speak either English or Spanish; had ade-
quate visual and auditory acuity to allow neuropsychological testing; were
willing and able to undergo all test procedures, including neuroimaging; and
agreed to longitudinal follow-up investigations. All subjects were without
signiﬁcant neurologic disease, major depression, history of schizophrenia or
bipolar disorder, recent history of alcohol or substance abuse, pacemakers or
other objects deemed unsafe for MRI. Those prescribed speciﬁc psychoac-
tive medications were also excluded. Diagnostic groups were deﬁned as
follows. Cognitively Normal Subjects: MMSE scores between 24-30 (inclu-
sive), a CDR of 0, non-depressed, non-MCI, and non-demented, education
adjusted scores on delayed recall of one paragraph from WMS-R ( ￿9 for 16
or more years of education, ￿5 for 8-15 years of education, ￿3 for 0-7 years
of education). MCI Subjects: MMSE scores between 24-30 (inclusive), a
subjective memory concern reported by subject, informant, or clinician,
objective memory loss measured by education adjusted scores on delayed
recall of one paragraph from WMS-R (￿16 years: 9-11; 8-15 years: 5-9; 0-7
years: 3-6), a CDR of 0.5, absence of signiﬁcant levels of impairment in
other cognitive domains, essentially preserved activities of daily living, and
an absence of dementia. AD Subjects: MMSE scores between 20-26 (in-
clusive), a CDR of 0.5 or 1.0, and meets National Institute of Neurological
and Communicative Disorders and Stroke and the Alzheimer’s Disease and
Related Disorders Association criteria for probable AD.
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8.3 Demographics of fMRI subjects
HC(n=36) aMCI (n=33) AD (n=34)
Gender 17M,19F 10M,13F 16M,18F
Age 74.46 ± 5.51 73.61 ± 5.60 73.79 ± 6.14
MMSE 29.17 ± 1.52 26.86 ± 2.58 19.32 ± 4.37
GDS 0.72 ± 1.11 2.39 ± 2.79 2.06 ± 1.43
CDR 0.04 ± 0.14 0.5 ± 0.18 0.94 ± 0.27
FAQ 0.14 ± 0.68 4.48 ± 4.65 16.59 ± 5.91
NPI 0.58 ± 1.25 3.63 ± 3.81 5.29 ± 3.59
Table 8.1: Standard deviations are indicated. MMSE, Mini-Mental State
Exam; GDS, Geriatric Depression Scale; CDR, Clinical Dementia Rating
Scale; FAQ, Functional Assessment Questionnaire; NPI, Neuropsychiatric
Inventory.
8.4 Demographics of DTI subjects
HC(n=30) aMCI (n=30) AD (n=30)
Gender 15M,15F 17M,13F 18M,12F
Age 73.69 ± 6.88 75.07 ± 7.14 77.13 ± 7.74
MMSE 28.95 ± 1.15 27.81 ± 1.69 22.31 ± 3.69
GDS 0.91 ± 1.12 1.68 ± 1.59 1.79 ± 1.68
CDR 0.03 ± 0.11 0.36 ± 0.27 0.93 ± 0.29
FAQ 0.43 ± 1.44 2.27 ± 3.32 16.66 ± 5.01
NPI 0.47 ± 1.37 3.11 ± 3.08 4.21 ± 4.16
Table 8.2: Standard deviations are indicated. MMSE, Mini-Mental State
Exam; GDS, Geriatric Depression Scale; CDR, Clinical Dementia Rating
Scale; FAQ, Functional Assessment Questionnaire; NPI, Neuropsychiatric
Inventory.
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8.5 High-degree hubs of the rich-club are
selectively vulnerability to damage
Figure 8.1: Normalised unweighted rich-club coeﬃcient curve φnorm(k) (in
red) for the healthy group-averaged structural brain network over degrees k.
Characteristic rich-club organisation with φnorm(k) > 1 is present between
k = 40 and k = 70.
8.6 Fitting simulated synchronisation
dynamics to empirical data
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Figure 8.2: Empirical (top) and simulated (middle) synchrony between rest-
ing state networks at the chosen NBS threshold. Empirical data was es-
timated from fMRI BOLD signal and represents the mean for all subjects
within a group. Simulated data are from a computer model with coupling
between nodes informed at the group-level. The oscillators were provided
with a random initial phase prior to each run of the model. The over-
all mean of several runs is reported. All subject groups showed a strong
correlation between empirical and simulated synchrony (bottom).
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Figure 8.3: Empirical (top) and simulated (middle) metastability between
resting state networks at the chosen NBS threshold. Empirical data was
estimated from fMRI BOLD signal and represents the mean for all subjects
within a group. Simulated data are from a computer model with coupling
between nodes informed at the group-level. The oscillators were provided
with a random initial phase prior to each run of the model. The overall mean
of several runs is reported. All subject groups showed a strong correlation
between empirical and simulated metastability (bottom).
8.7 Nodes identiﬁed by joint NBS and
modelling approach
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Figure 8.4: The disconnected FA sub-network (axial plane) identiﬁed by the
NBS (p = 0.001; corrected) and model-ﬁtting procedure in the MCI cohort
corresponding to the t-statistic threshold of 3.4. Nodes of the Destrieux
atlas drawn at the centre of mass of their respective cortical parcellation
with diameter proportional to degree.
Figure 8.5: The disconnected FA sub-network (axial plane) identiﬁed by the
NBS (p = 0.0001; corrected) and model-ﬁtting procedure in the AD cohort
corresponding to the t-statistic threshold of 4.8. Nodes of the Destrieux
atlas drawn at the centre of mass of their respective cortical parcellation
with diameter proportional to degree.
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