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Abstract
Recent progress by a number of different groups and authors is reviewed
on the stability properties of direct-spring pressure relief valves connected to
pressure vessels with or without piping systems. Various different notions
of stability and mechanisms for instability are revealed both in the case of
gas and liquid service. It is stressed that it is not the valve itself that is
stable or unstable, rather the harmful vibrations arise through interactions
between the valve and its surroundings — the inlet piping, the reservoir,
and any outlet piping. A distinction is drawn between underlying instability
mechanisms and how these may be triggered during transient operations.
The purpose of the work is to provide a coherent simplified account that will
be of practical use for proposing new operational guidelines and mitigation
strategies. Among these various mechanisms, oscillatory instability due to
the interaction with a quarter-wave acoustic mode in the inlet piping is
argued to be the most important to mitigate.
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1. Introduction
Pressure relief valves (PRV) are the last line of defence for process plants
in terms of over-pressure protection. If process supervision, either automatic
supervisory control and data acquisition (SCADA) systems or human oper-
ators fail to cope with an unforeseen event, these valves are trusted to vent
excess pressure and prevent an accident — typically the rupture of a pres-
sure vessel. Several major disasters during the last thirty years have been
attributed, at least in part, to improper system design or maintenance of
such valves and their inlet/outlet systems. Details of many such accidents
are available in reports from the US Chemical Safety Board CSB (2016).
To be concrete, we shall focus only on the standard topology of direct
spring operated pressure relief valves (DSOPRV) commonly used in the oil
and gas industry. We should stress though that parallels of the mechanisms
of instability we describe through interaction between fluid flow and spring-
mass systems occur in other industrial devices and sectors. Documented cases
occur for example in nuclear engineering Galbally et al. (2015), steam power
Yonezawa et al. (2012); Bolin and Engeda (2015), automotive fuel transmis-
sion Dazhuan et al. (2015) and hydraulic power transmission Mehrzad et al.
(2015). Similar instabilities can also be present in other valve topologies e.g.
Sverbilov et al. (2013); Yao et al. (2014), Venturi valves Zhang and Engeda
(2003) and hydraulic dampers with blow-down Eyres et al. (2005a,b).
The primary aim of the current paper then is to provide a state-of-the-art
overview on PRV instability in terms of modelling, classification of instabil-
ity mechanisms, and how one might use this information to design specific
mitigation strategies. A key goal is to demystify and simplify the literature
in the light of recent studies that have proposed varying methods for analysis
and prevention of instability. Thus we aim to enable simple design, operation
and testing standards to be developed and and adopted. We focus on DSO-
PRVs that are connected to a pressure vessel with or without an inlet piping.
Although not our primary focus, we also consider the presence of built-up
backpressure but do not address any dynamics that might be associated with
further downstream piping.
1.1. Current state of industry guidelines
Being aware of the primary importance of choosing and installing PRVs,
industrial boards such as the American Petroleum Institute (API), the Inter-
national Office of Standards (ISO), the American Institute of Chemical En-
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gineers (AIChE) and the American Society of Mechanical Engineers (ASME)
have issued guidelines on how to properly size and install these devices. Un-
der steady-state conditions, the sizing, selection and installation of these
valves is now well understood, see e.g. API-520 (2014). An experimental
testing procedure, as detailed for example in ASME-PTC25 (2014), is also
available to back this up.
The key difficulty in attempting to improve PRV safety though is that the
performance of pressure relief systems is seriously limited by dynamic effects.
Notably, it is well established that an open valve connected to downstream
piping can be subject to different kinds of instabilities, variously known as
chatter, flutter and rapid cycling. These instabilities typically cause the
valve body to oscillate and periodically close, often at high frequency and
with considerable force. Such oscillations in themselves are not necessar-
ily a problem, but they can cause significant mechanical vibrations, and
large upstream pressure waves (especially in liquids owing to the well-known
water-hammer effect) that can cause system damage. For example, Smith
and Burgess (2013) document at least four examples where chattering of re-
lief valves was known to be a causal or contributory factor to plant damage.
Furthermore, oscillations can severely restrict the valve’s ability to vent at
the required flow rate to relieve the over-pressure. Finally, the rapid oscilla-
tions typically cause wear and chafing in the valve itself that can increase its
effective spring constant, thus compromising future pressure-relief events.
To date, guidelines have generally been insufficient in providing engineers
with the necessary tools for a priori validation of the pressure-relief system
design against instability. Up until about 2010, validating criteria were dom-
inated by the 3 percent rule (see e.g. Smith et al. (2011)). This rule stipulates
a restriction on the the length of inlet line connecting the vessel to the valve
by requiring that the frictional pressure drop from the tank to the valve
should not exceed 3% percent of the set pressure, which, as we shall see in
Sec. 4.1, might prevent one form of instability, which is typically not the
most violent.
Starting in about 2010, the insufficiency of the 3% rule began to be recog-
nised in a number of contemporaneous studies several presented at API meet-
ings, many funded under the PERF programme, written up in later journal
papers (e.g. Ho˝s and Champneys (2012); Ho˝s et al. (2014c); Izuchi (2010);
Smith et al. (2011); Darby (2012); Aldeeb et al. (2014)) As a result, the lat-
est revision of Section 7 of API-520 (2014) differentiates between PRV three
different types of instability:
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Cycling is defined as a low frequency (from a few fractions of a Hz to a few
Hz) oscillation of the valve in which the pressure is quickly relieved upon
opening the valve, causing it to close although pressure is continuing
to build in the vessel, leading to a re-opening, and so on.
Flutter in contrast, is a typically higher-frequency oscillation, of the valve
moving parts while it is open, without the valve making contact with
its seat or upper stopper.
Chatter is a noisy, high-frequency (at the order of the valve’s spring/mass
system), high-energy oscillation of the valve including persistent impact
between the valve and the seat.
More importantly, this distinction can be extended and further categorized by
exactly which parts are oscillating, whether the valve motion is in synchrony
or not with pressure waves in the valve’s inlet pipe, and the precise triggering
mechanism for the instability. Spelling out this further categorization is the
main aim of this paper. To this list we shall add a fourth kind of instability:
Jump which is a sudden unexpected jump (up or down) in a valve’s lift,
causing a sudden change in discharge flow-rate.
Note that a valve jump need not strictly imply an instability, because valves
are typically designed to pop open to a finite lift at their set pressure, and
may also be deliberately designed to have jumps upon closing or at mid-lift.
Despite this recent progress, PRV test standards seem to be a few steps
behind. For example ASME-PTC25 (2014) briefly suggests only that ’if the
valve chatters, flutters, or does not reseat (as designed) satisfactorily, such
action shall be recorded’. Similarly, the European ISO-4216 (2014) mentions
the word chatter only once; The objective of the tests is to determine [. . .]
the following characteristics of the valves [. . .]: absence of chatter, flutter,
sticking and/or harmful vibration’. Both of these standards appear to suggest
that valve oscillation is an indication of a design or manufacturing flaw in the
valve itself. Although poor design can indeed degrade valve performance (for
example, through inappropriate body bowl shape), as we hope this survey
paper will show, instability often occurs in a correctly designed valve if used
under the wrong operating conditions.
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Name Description Section Guideline eq.
1. Inlet pressure loss Cycling due to frictional
and geometric losses within
fluid flow in inlet piping.
Causes low-frequency and
low-amplitude chatter motion.
4.1 (8)
2. Oversizing/under-
damping
Cycling or low-amplitude
chatter due to insufficient
damping and/or the valve
venting at small portion of its
capacity.
4.2 (9), (10)
3. Valve jumps Static jump in valve lift due
to negative effective valve stiff-
ness.
4.3 (11)
4. Helmholtz insta-
bility
Flutter or chatter due to
interaction between valve dy-
namics and the Helmholtz res-
onator formed by the tank plus
the inlet piping.
4.4 (13) or (14)
5. Quarter-wave in-
stability
Flutter or chatter due to neg-
ative damping of the fundamen-
tal “organ pipe” acoustic mode
in an overly long inlet pipe
4.5 (15)
Table 1: Summary of the main types of instability and their description together with
(third column) the subsection of Sec. 4 where the instability is described in more detail,
and the equation number (fourth column) the necessary inequality guideline for avoiding
the instability in question.
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Figure 1: Schematic description of each type of instability listed in Table 1.
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Name Section Associated in-
stability
Pressure surge on valve opening 5.1 all
Valve jump on openning and/or closing 5.2 3.& 5. (or 4.)
Mid-lift valve jump 5.3 3. & 5. (or 4.)
Flutter to chatter transition 5.4 5. (or 4.), 2.
or 1.
Build-up of backpressure 5.5 5.
Complex pipeline geometry 5.6 all
Vortex shedding 5.7 all
Table 2: Summary of possible instability triggering mechanisms for the instability in-
cluding reference to section number where more detail, and, in the final column, the
corresponding row of Table 1 of the associated instability.
1.2. Overview of main findings
The purpose of this paper is to summarise what is known about the origins
of the various kinds of instability in DSOPRVs, how to differentiate between
them and to propose criteria under which they can be avoided. The main
types of instabilities are summarised in Table 1. A pictorial representation
of each instability mechanism is given in Fig. 1.
We should stress throughout that one should not think of the valve as
being either stable or unstable. Rather each form of instability is due to
an interaction between the valve, the fluid being released and the vessel or
piping system to which it is connected.
We should also stress the difference between a fundamental instability,
and the transient event that might trigger the instability. Table 2 briefly
lists possible triggering mechanisms.
A more complete scientific summary of our findings and a set of industry
recommendations are delayed to the Conclusion of the paper.
1.3. Outline
The rest of the paper is organized as follows. In Section 2 we give an
overview of the recent literature on valve instability, highlighting the state
of the art both experimentally and in modelling and simulation. In order to
discuss the origins of the different forms of instability, it is necessary to intro-
duce standardized, simplified equations of motion for a valve interacting with
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its environment. This forms the subject of Section 3. Then, Section 4 cat-
egorizes the different types of instability, explains their origins and suggests
first principle guidelines that can prevent them. Section 5 goes on to further
describe issues that can exacerbate instability, including transient triggered
on opening or closing, dynamic jumps in valve lift, and the effect of backpres-
sure. Finally, Section 6 concludes the work, gives summary recommendations
and suggests avenues for future investigations.
2. Literature survey
Valve instability and chatter have long been known in the engineering sci-
ence community, at least since the pioneering work of McCloy and McGuigan
(1964), Funk (1964), Kasai (1968) and Green and Woods (1973). Literature
reviews of scientific work up the about the year 2000 was carried out by
Darby (2012) and until about 2010 by Ho˝s et al. (2014c). Rather than re-
peat those surveys, we give here only an overview of recent developments,
from the last 10 years or so.
2.1. Experimental evidence
One family of experimental-focussed papers include studies of in-situ mea-
surements emerging from industrial case studies. A recent pertinent example
is that of Galbally et al. (2015), who study the vibratory response of safety
valves in the main lines within a boiling water reactor. Crucially, they find
motion that represents a coupling between the acoustic modes of the pipe
and the valve. Yonezawa et al. (2012) document instability occurring in a
steam control valve with a flexible support, although in that case the flow
direction is opposite to the usual PRV applications. Nevertheless, the au-
thors’ experiments confirm that the cause of instability is effectively negative
damping of the valve head from the flow fluctuation in the pipe. In related
work, Bolin and Engeda (2015) study instabilities of a Venturi-type control
valve in a steam turbine.
A second family of studies are ones in which a specific test rig is designed
solely for PRV instability measurements. In Aldeeb et al. (2014) the authors
tested eighteen DSOPRVs from several manufacturers with inlet pipe lengths
of 0, 2, 4, and 6 ft, and no discharge piping. Whether the valve was found to
develop instability was reported, along with the opening time and the effect
of the pressure rise rate. The pressure rise rate, had essentially no effect on
the valve response. The valve opening time was found to vary between 20
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and 50 ms at 50 psig and between 7 and 24 ms at 250 psig for 1E2, 2J3 and
3L4 valves. These numbers correspond to those reported by Singh (1983)
who found valve opening times between 6 and 14 ms. More interestingly,
it was also found that each of the 18 PRV’s in the test program eventually
became unstable. Even if a valve survived when attached to the 4ft inlet
piping, none of them were found to be stable for the 6 ft inlet piping.
Another series of measurements were performed by the present authors
in the test facility of Pentair between 2012 and 2015, which are well doc-
umented in Ho˝s et al. (2014b, 2015) for both liquid and gas valves. These
tests showed a similar tendency: longer inlet pipes cause more severe oscilla-
tions. Moreover, it experiments suggest that the critical pipe length (beyond
which chatter occurs) depends on the valve flow rate similar to a square-root
function meaning that for small openings, the valve will always be unstable.
Whether the instability actually appears was found to depend on the speed
with which the flow rate is increased (during opening) or decreased (during
closure). These tests also suggest the root cause of instability upon opening
(rarely encountered) and closing (more often encountered), that was reported
in Aldeeb et al. (2014).
We also mention the liquid measurements reported in Bazso´ and Ho˝s
(2013). There they also reveal an unstable range at low flow rates, which we
shall refer to as oversized valve instability in what follows. This study also
confirmed the presence of acoustic coupling between the inlet piping and the
valve.
The effect of built-up backpressure was investigated experimentally by
Chabane et al. (2009), backed-up by a computational study. They report the
occurrence of chatter if backpressure is larger than 25-30% of the set pressure
at which the valve opens. We also present new measurements of this effect
in Sec. 5.5 below.
2.2. Modelling
In terms of modeling and providing design equations, Frommann and
Friedel (1998) investigated two theories concerning vibrations in pneumatic
systems: the “3% inlet pressure loss criterion” set by the API RP 520 and
the so-called “pressure surge criterion”, both of which define a critical pipe
length above which oscillations will occur. With the help of experiments
and numerical modelling they found that the 3% criterion is ‘sufficient for
a proper design’, while the other is insufficient. It would appear that this
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article was one of the main driving forces toward the wide reference to and
adoption of the so-called three percent rule.
More recently Tamura et al. (2012a) used a lattice Boltzmann method
to track the dynamics of a PRV. Interestingly, in the light of what follows,
they found an instability associated with an acoustic resonance between the
valve and the first quarter-wave associated with the piping. In fact, Misra
et al. (2002) analysed an air-actuated control valve both numerically and
with in-situ measurements and found also the same quarter-wave instability.
Another documented example of the quarter-wave instability is given in Al-
lison and Brun (2015), were the authors studied a PRV both experimentally
and with numerical simulation. They also found that instability was most
likely to occur with small opennings of the valve and that the instability
could potentially be removed by closing the PRV quickly enough.
Darby (2012) and Darby and Aldeeb (2014) presents an experimentally
validated simulation model that is shown to capture the dynamics of a PRV
with inlet piping. The method, apart from the details of the coupling with
the fluid mechanics, essentially follow the same physics as presented in Sec. 3
below. Note that this method, like many others relies on the calculation
of various “valve parameters” that are hard to quantify in practice. These
parameters include a fluid damping coefficient ζ and the jet deflection angle
θavg. Nevertheless, there is a nice match between the measured and simulated
valve lifts.
We also mention here the evolution of the mathematical models developed
by Ho˝s and his co-workers. In Licsko´ et al. (2009), they built a simple system
of three ordinary differential equations describing the valve motion and the
pressure vessel for hydraulic systems, without inlet piping. After nondimen-
sionalization they conducted both linear and non-linear stability analysis.
The novelty of this work was the extensive use of the toolbox of nonlinear
dynamics for conducting qualitative and quantitative stability analysis, be-
yond mere simulation, to explore the qualitatively different (stable/unstable)
regimes of the parameter space. In a subsequent series of papers (Ho˝s and
Champneys (2012); Bazso´ and Ho˝s (2013); Ho˝s et al. (2014b,a); Bazso´ et al.
(2014); Ho˝s et al. (2015)), the authors further developed the models for gas
or liquid service valves using 1D gas dynamics to represent transient motion
in an inlet pipe. This also led, via the collocation method to a reduced order
model. They reported a large number of experiments matching with model
predictions. These papers also include clear evidence of instabilities associ-
ated with the first acoustic mode (a quarter-wave) of the pipeline system (see
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Sec. 4.5) for details.
Similar results were previously found in the study by Izuchi at the Chiy-
oda Corporation in Japan, see e.g. Izuchi (2010). He constructed a model for
the valve coupled to a finite-difference representation of the pipe dynamics.
A good agreement is found with experimental results and a quadratic trend
is found between the valve lift and minimum pipe length for quarter-wave
instability (cf. (15) below).
2.3. Computational fluid dynamics
One significant consequence of Moore’s law in the last decade or so has
been the advances in and computational efficiency of computational fluid
dynamics (CFD) such that it is now feasible to provide detailed simulations
of fluid-structure interaction occurring inside a PRV. It is now possible to
compute valve motion together with spatio-temporally highly resolved un-
steady flow features including jets, shocks and transients effects formed dur-
ing chatter. Nevertheless, it should be stressed that although CFD is the
most advanced tool of describing fluid flow, it is designed to perform studies
with stand-alone scenarios (valve geometry, excitation history, etc.) rather
than quick parametric or qualitative studies. In a sense CFD is like a virtual
experiment, and in our view does not circumvent the need for simpler low-
order models to perform parameter studies, analytical approximation and
qualitative interpretation.
Several recent articles in which the authors were able to reproduce various
forms of valve instability using CFD include the works by Song et al. (2014);
Srikanth and Bhasker (2009); Beune et al. (2012); Yonezawa et al. (2012);
Bazso´ and Ho˝s (2012); Wu et al. (2015). CFD even allows the accurate
predictions of two-phase situations, as in Dempster and Elmayyah (2013) or
the analysis of other types of valves, see Qian et al. (2014). We also note
that CFD can be useful to elucidate complex flow physics in the presence of
reactive flows or combustion. There is also commercial software available for
specific computation of opening and closing times of valves and their relation
to instability e.g. Melham (2014a,b), see Sec. 5.1 for the principle behind this
idea.
Another, less computationally expensive use of CFD, is to use it to cal-
culate the elusive valve parameters (such as fluid damping coefficients, loss
factors and jet angles), for static values of the valve lift. These can then
be fed into the lower-order mathematical models. This approach has been
13
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Figure 2: Left: typical PRV installation. Right: system sketch for mathematical mod-
elling.
shown to effective to reproduce instabilities, see e.g. Moussou et al. (2010)
or Erdo˝di and Ho˝s (2015).
3. Mathematical modelling of the basic physics
In trying to understand the stability mechanisms of a PRV it is necessary
to understand the basic physics of the device, what causes it to open and
close, what causes instability and what transient effects can trigger instabil-
ity. In order to present this in a scientific way, it is useful to introduce some
basic equations of motion which also allow us to build predictive models. We
study the standard PRV system depicted in Figure 2. Ignoring the complex-
ities of the precise flow fields, there is basic agreement in the literature about
the underlying equations of motion. We shall therefore review this material
here, introducing some notation that will be of use in the rest of the paper.
Readers who are less interested in the details of the models, may choose to
skip to the next section.
The basic configuration studied throughout this work is depicted in Fig. 2;
on the left-hand side a typical installation is shown while the sketch on the
right defines the notation used in this paper. The mass flow entering the
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reservoir (from some process) is m˙r,in, where the (stagnation, or static) pres-
sure is pr. The flow rate leaving the reservoir towards the upstream pipe is
m˙r,out. The reservoir volume is Vr and the sonic velocity is denoted by a, both
of which are assumed to be constant. The reservoir and the valve is connected
with an upstream piping, in which p(ξ, t) and v(ξ, t) describes the velocity
and pressure distribution, respectively, with t being the time and ξ being
the axial coordinate along the pipe, such that ξ = 0 is the reservoir-end and
ξ = Lp is the valve-end of the pipe. Note that due to the inlet pressure drop,
we have pr 6= pe = p(0, t) (here ‘e’ stands for ‘entering’) in the general case.
The diameter, cross-section, length and Darcy friction factor of the pipe are
Dp, Ap, Lp and λ, respectively. The flow rate through the valve is denoted
by m˙v and, under steady-state assumptions, we have m˙r,in = m˙r,out = m˙v.
3.1. Valve mass flow rate
Steady-state flow through an orifice is well-understood for each of liquids
(Melham (2014a); Misra et al. (2002), gases (Zucker and Biblarz (2002);
Singh (1983); Darby (2012)) and multiphase flow (Leung (2004)).
In the case of valves in liquid service, the mass flow rate through the valve
mout can be written as
m˙v,liquid = CdAft(xv) c1
√
(pv − pb), (1)
where c1 =
√
2ρ. Cd is the discharge coefficient, which depends on the geom-
etry of the outlet, A,ft is the flow-through area of the valve, ρ is liquid density,
pv is the downstream pressure beneath the valve and pb is the backpressure.
There are several possible (more or less equivalent) definitions of flow-through
area (different choices result in different Cd-values). The definition we shall
use in the present study is based on the bore diameter Dbore (the narrowest
section of the PRV upstream segment) and the valve lift xv(t) which is a
dynamic quantity; i.e. Aft = Dborepixv. Finally, note that if pˆv = pv − pb
denotes the gauge pressure above backpressure, we have
m˙v,liquid = CdAft(xv) c1
√
pˆv, (2)
In the case of gas service, assuming choked flow, we have (see Zucrow
and Hoffman (1976); Melham (2014a) for details)
m˙out,gas = CdAft(xv)c1
√
pv with c1 =
√
ρvγ
(
2
γ + 1
) γ+1
γ−1
, (3)
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where γ = cp/cV is the ratio of specific heat capacities at constant pressure
and volume. This is formally equivalent to (1) but now pv is the absolute
pressure at the upstream side so that the backpressure doesn’t enter into the
square root term.
In the case of multiphase flow, similar expressions can be derived that
give the outflow as proportional to the valve lift times the square root of
an appropriate pressure, see e.g. Leung (2004). In general though, it should
be noted that the encapsulation of the exiting flow features into a single
discharge coefficient Cd for a given fluid and geometry is an engineering
simplification. In practice, as can be confirmed with CFD Misra et al. (2002);
Bazso´ and Ho˝s (2012); Erdo˝di and Ho˝s (2015), the ‘coefficient’ can be shown
to a (typically quite weak) function of the valve opening, Cd(xv), which
is relatively straightforward to determine experimentally. We should stress
though that variation of Cd with xv is not believed to be the primary cause
behind any form of valve instability.
3.2. Reservoir dynamics
Pressure relief valves are by their nature connected to some kind of pres-
sure vessel or tank, which we refer to generically as a reservoir of pressure. In
order to derive the dynamics for the reservoir, we shall assume for simplicity
that the pressure is rising via an inlet mass flow rate m˙r,in that causes the
pressure in the vessel to rise. The imbalance between this inflow and the
outflow from the reservoir results in a change in the reservoir pressure, given
by
p˙r =
a2
Vr
(m˙r,in − m˙r,out) . (4)
Here Vr is the reservoir volume and a is the sonic velocity within the fluid,
we have assumed for simplicity a constant reservoir temperature (which is
a reasonable assumption over the time-scale of any valve instability). Note
that in the absence of pipeline dynamics, the reservoir outflow m˙r,out is equal
to the flow m˙v at the valve. However, there may be pressure losses due to
either or both of pipe inlet pressure drop and frictional pressure losses inside
the pipe.
Correct estimation of the sonic velocity is important in order to gain
quantitatively correct instability prediction. For gases, we have a2 = γRpr,
where R stands for the specific gas constant. In the case of liquids though,
any quantitative prediction of valve instability requires precise estimation
of the sonic velocity, which should be carried out with care, see Wiley and
16
Streeter (1978); Ho˝s et al. (2016). In theory the sonic velocity a2 = E/ρ, with
E being the bulk modulus of the liquid and ρ being density. The estimation
of E requires careful consideration of the elasticity of the exit pipe of the
reservoir, through its wall thickness, material properties and nature of its
support mechanism. The fractional gas content of the liquid also significantly
affects ρ and hence the observed value of a. In practice, it is recommended
to estimate the sonic velocity through direct experimental measurements.
3.3. Valve dynamics
The rigid-body motion of the moving parts of the valve (including its
body, shaft, spring, and, for balanced valves, bellows) can be regarded as a
single degree-of-freedom mechanical oscillator, with equation of motion
mx¨v + kx˙v + s (xv − x0) = Ffluid + Fgravitational. (5)
Here, m stands for the mass of the moving parts for which it is common to
include one third of the spring mass. This is reasoned by assuming linear
velocity distribution along the spring, so that its kinetic energy is equivalent
to that of a single rigid body with mass mspring/3. The third term on the
right-hand of (5) includes the spring stiffness s and the valve lift xv relative
to its precompression x0.
The mechanical viscous damping coefficient k is usually designed to be
as small as possible, because the various codes of practice stipulate that
the valve should ‘open unimpeded’ when the pressure exceeds the valve’s
set value. However we should stress that valve motion can in practice be
significantly damped due to fluid-structure interaction which is captured in
the Ffluid term. The simplest explanation of equivalent mechanical damping
would arise for example if the valve oscillates such as to transfer a portion
of its kinetic energy to the generation of waves in the fluid. Note that such
fluid effects can also, under certain circumstances, provide the equivalent of
negative damping, which provides the most common underlying mechanism
for valve instability (see Section 4). The key to understanding where such
negative damping can arise from is to realise that if waves in the inlet piping
are out of phase with the valve, then they can effective transfer energy back
to the valve rather than visa versa.
These mechanical dynamics are balanced by gravitational and fluid forces.
For a vertically mounted valve, the gravitational forces are equal to the weight
17
of the the moving parts, Fgravitational = mg. For most valves, these gravita-
tional forces are very much smaller than the fluid or spring forces and can
be ignored in any analysis.
Most of the difficulty in characterising the motion of PRV valves is to find
a simple way to capture the fluid forces. As described in Singh (1983); Urata
(1969); Song et al. (2013); Darby (2012); Bazso´ and Ho˝s (2012) or Allison
and Brun (2015), the forces acting on the valve body can be characterized
into three forms: force due to pressure distribution, force due to shear stress
and impulse forces. In most cases, the shear stress can be neglected because
of the small geometry associated with the pipe and hence the relative low
Reynolds numbers involved. This leads to two terms
Ffluid = Fpressure difference + Fimpulse.
Note that both of these terms depend closely on the valve’s geometry and
the flow field of the open valve. For example, in the case of a liquid service
disk valve without a huddling chamber (so that the valve disk has the same
area exposed to the fluid when open or closed) one can write
Ffluid = Ap (pv − pb) + m˙v|vin|+ m˙v|vout| cos θ, (6)
where Ap is the cross-sectional area of the valve’s inlet pipe, pv,b are the
upstream pressure and backpressure, respectively and vin,out are the averaged
inlet and outlet flow velocity vectors. The angle θ is the jet angle, as used
in Darby (2012); Singh (1983) between the outlet flow and the valve inlet
pipe. The case θ = 0 represents a fully reactive jet, 0 < θ < pi/2 is typical
for disc valves and θ > pi/2 is typical for poppet valves. Note in general that
θ depends on the valve lift and the mass flow rate and is difficult to measure
in practice, or even to obtain via CFD computations.
Here we propose an alternative approach for capturing the fluid forces.
To motivate this, let us start from (6) and use (1) to express m˙v in terms
of the valve lift xv and the pressure difference
√
pv − pb. Note that the two
final terms of (6) are quadratic in velocity. Hence, making use of (1) we can
write
Ffluid = Ap(pv − pb)
(
1 + C2dc
2
1
Aft
Ap
(
1 +
Ap
Aft
cos θ
))
:= Ap(pv − pb)A˜eff(xv),
(7)
where Aft depends on xv but Ap is constant. A similar equation can be
derived for compressible fluids (gases). The above equation reflects to the
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Figure 3: Upper panel: dynamic measurements of valve pressure and valve lift, and a fit to
a single curve of effective area against lift. Lower panel: terms of effective spring constant,
see Section 4.3 for details.
natural way of thinking of the fluid force as a pressure difference times an
effective area Aeff Allison and Brun (2015); Moussou et al. (2010); Chabane
et al. (2009); Ho˝s et al. (2014c).
Using (7) we can think of A˜eff(x), the dimensionless effective-area-versus-
lift curve, as an effective way to encapsulate a particular valve’s operational
characteristics. As it is demonstrated in e.g. Bazso´ and Ho˝s (2015), different
valve geometries result in different effective area curves. Moreover, this curve
us straightforward to obtain by CFD or, in the case of stable valve opening-
closing scenario, via measurements. By definition, A˜eff(0) = 1 when the
valve is closed. Moreover, the blowdown of the valve (the difference between
the opening and closing pressure) can be encapsulated in a small jump in
this curve as x→ 0, which will also cause the valve to undergo a jump upon
opening. Note that the effective-area concept is an approximation of the true
physics but, unlike jet angles (see Darby (2012)), is particularly amenable to
experimental measurement as shown in e.g. Figure 3.
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3.4. Pipeline dynamics
The above equations with m˙r,out = m˙v and pr = pv would be sufficient to
describe a valve connected directly to its reservoir. However, in practice up-
stream piping from the reservoir to the valve plays a central role in observed
dynamical behaviour of pressure relief systems. This means that m˙r,out 6= m˙v
and pr 6= pv and one needs to solve for fluid mechanical effects with the pip-
ing system. Physical phenomena that need to be captured within the piping
include
1. pressure drop due to friction inside the pipe,
2. pressure drops due to the isentropic (ideal) acceleration of the fluid
when exiting the reservoir and entering the pipe,
3. acoustic standing waves within the pipe fluid,
4. inertia of the fluid,
5. compressibility and temperature change (for gas and multiphase flow),
6. nonlinear, convective effects (if the pipe Mach number becomes a sig-
nificant faction of unity),
7. shocks (for sufficiently large-amplitude waves in compressible flows)
and
8. three-dimensional effects such as turbulent flow, vortex shedding or
combustion.
Of course all these features can readily be captured using modern CFD
techniques. However, CFD is only capable of simulating one particular un-
steady pressure relief event at a time, and it is not well suited to make
dynamic predictions nor to understand parameter trends. The key to under-
standing possible instability mechanisms and making quantitative predictions
of instability trends is to use reduced-order modelling to capture just enough
of the flow physics to accurately capture the phenomenon in question.
Apart from the final item in the above list, pipe flows are well approxi-
mated using one-dimensional unsteady fluid mechanics. Here one typically
poses the equations of motion, the continuity equation and, if significant
temperature variation is expected to occur, the energy equations. These rep-
resent a coupled system of partial differential equations (PDEs) that must
be solved numerically e.g. with the help of the method of characteristics for
liquids (see e.g. Wiley and Streeter (1978)) or the Lax-Wendroff technique
(see Lax and Wendroff (1960); Press et al. (2007)) for gases. Mathematical
models implementing these approaches are typically capable of predicting
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full opening-closing cycles within engineering accuracy, however, special care
must be devoted to properly implement the coupling to the reservoir and
valve equations at the boundaries, taking care of possible shocks and inlet
losses (see e.g. Ho˝s et al. (2014b); Ho˝s et al. (2016)).
3.5. Reduced-order modelling
In many cases, the pipeline dynamics can be captured through further
reduction. An interesting approach is used in Misra et al. (2002); Burgess
(2015), where the authors use a so-called impedance technique (IT) for cap-
turing the pipeline dynamics. The technique is typically used for computing
the hydraulic eigenfrequencies of pipeline system. It assumes small-amplitude
periodic oscillations along the pipe and it is possible to connect the upstream
and downstream pressure and velocity fluctuations via linear algebraic equa-
tions (transfer matrices). Although it is not clear how this technique can be
generalized to predict valve instabilities, its capability of handling complex
pipeline systems in a simple way is more than tempting.
In the case of a single straight inlet pipe, in Bazso´ et al. (2015); Ho˝s et al.
(2014a) the present authors develop a reduced-order model that projects
the full 1D fluid equations onto a finite number of standing wave modes in
the pipe. Using a collocation method, one ends up with a pair of ordinary
differential equations (ODEs) for the pressure and velocity amplitude of each
mode. The first mode is the quarter-wave which as we highlighted in sec. 2,
has been shown by many authors to be associated with valve instability. The
advantage of this approach is not only that the PDEs are condensed into
ODEs that can be solved with significantly less effort, but that the equations
when coupled with the valve and valve and reservoir dynamics, allow for a
full linear and nonlinear stability analysis.
The price of the simplification of the quarter-wave model is that it is a
valid reduction of the full fluid dynamics only close to the onset of flutter,
and it is not suitable for predicting fully transient behaviour. It is also not
clear at present how to generalize this technique for complex geometries that
involve many pipes with different diameters and complicated topology. In
principle though it would be interesting to see how to combine this method
of model reduction with the IT method.
Having said this, this quarter-wave model has allowed the analytic deriva-
tion of equation (15) below, which can be shown to provide a good match to
both experiments and to full simulations, see Ho˝s et al. (2015) for details.
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In the rest of this paper, we will use the following models to capture the
dynamics at instability. Each model has increased complexity and contains
just enough information to capture the instability at hand. In each case we
have checked that the instability is also present in higher-fidelity models and
indeed in full scale CFD.
1. Gas/Liquid dynamics model (GDM/LDM): These models capture all
the important features of 1D unsteady pipe flow: fluid inertia, com-
pressibility, wave effects, friction, inlet pressure drop and convective
terms. The governing equations and the numerical solution technique
is available in Ho˝s et al. (2015); Ho˝s et al. (2016). This model is
used mostly for quantitative validation purposes rather than qualitative
analysis.
2. Quarter-wave model (QWM): This model assumes quarter standing
waves in the pipeline, hence captures the acoustic coupling between
the pipe and the valve. This instability type is described in Section
4.5. The governing equations and the model derivation is available in
Ho˝s et al. (2015); Ho˝s et al. (2016).
3. Helmholtz mode (HeM): this model considers the piping between the
reservoir and tank but assumes plug-like (constant density) flow in the
pipes, hence includes the inertia and pipe friction of the fluid in the
pipe but does not captures its compressibility or the waves. The model
is given in Appendix C.2 and the corresponding Helmholtz instability
is explained in Section 4.4.
4. Close-coupled valve model (CCVM): this model consists of a reservoir
and a valve, the (upstream) piping is absent. The model captures the
underdamped/oversized valve instability (Section 4.2) and the static
instability (Section 4.3). The model is detailed in Appendix C.1.
The computations in the results in the following sections are all illustrated
for a particular valve and geometry, whose parameters are given in Table
3, which represents a standard 2J3 valve with liquid trim. However, as
the models we present are fully parametrized, the resulting formulae are
general and can be used for any similar valve. For the sake of simplicity and
generality, the various instability prediction formulae will be mostly given
in terms of the dimensionless parameters listed in Table 4 whose precise
definition is given in an Appendix.
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Quantity Symbol SI Imp.
Capacity m˙cap 60.9 kg/s 30.45 lbm/s
Pipe length L 0.91 m 3 feet
Pipe diameter (nom. inner) D 52.5 mm 2.0 inch
Effective pressure diameter Deff 56.2 mm 2.2 inch
Seat diameter Dseat 40.7 mm 1.6 inch
Reservoir volume V 10.6 m3 375 ft3
Total effective moving mass m 1.44 kg 3.18 lbm
Spring constant sv 101.6 kN/m 580 lbf/inch
Critical damping coeff. kcrit 764 Ns/m 4.37 lbf s/m
Set pressure pset 8.3 bar 120 psig
Spring pre-compression xp 9.3 mm 0.368 inch
Maximum lift xmax 11.9 mm 0.472 inch
Coefficient of discharge Cd 0.93 0.93
Sonic velocity a 890 m/s 2920 feet/s
Ambient pressure p0 1 bar 14.7 psi
Density of water ρ 1000 kg/m3 62.4 lbm/ft3
Friction factor (Darcy) λ 0.02 0.02
Table 3: Default parameter values (2J3 valve).
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Quantity Symbol Definition Value
Driving mass flow-rate q m˙in
m˙cap
0-1
Pipe length parameter γ (B.4) 0.273
Mass flow rate ratio µ (B.3) 0.0121
Spring pre-compression δ (B.1) 7.28
Reservoir-size parameter β (B.2) 0.171
Valve damping κˆ (B.1) 0
Velocity-to-mass flow rate par. σ (B.3) 2.93
Velocity-to-sonic velocity par. α (B.4) 8.92
Friction factor φ (B.4) 0.000719
Reference pressure pref pb 1 bar
Reference displacement xref Appb/s 1.28 mm
Reference pipe length Lref a/ωv 3.35 m
Table 4: Reproduced from Ho˝s et al. (2016) Key dimensionless parameters for DSOPRV
attached to a straight inlet pipe in the case of liquids, their definition in terms of dimen-
sional quantities and typical values for commercial 2J3 valves.
4. Primary instability types
In this section we explain in more detail the primary instability mecha-
nisms present in DSOPRVs that were listed in Table 1 and shown schemat-
ically in Fig. 1. We also provide a simple design equations for ensuring the
instability in question is not present. The detailed derivations of these con-
ditions were either given in earlier work, to which we provide a reference, or
are given in the Appendix to this paper.
4.1. Chatter due to pipe pressure drop (3% instability)
It is widely accepted that the pressure drop due to inlet pressure decrease
and pipe friction can result in valve chatter. The fundamental mechanism is
explained as follows (see Fig. 1 panel 1). Before the valve opens, the pressure
at the two ends of the pipe (pe ≈ pr reservoir-end and pv valve-end) are equal,
up to the instant at which the valve opens. After the valve opens and flow in
the pipe builds up, the valve-end pressure will be lower due to inlet pressure
drop and friction pressure drop, i.e. pr > pe > pv and if it falls beneath
the blowdown pressure, the valve will shut. At this point, as the flow rate
vanishes, the reservoir pressure builds up again in the pipe and the whole
process restarts.
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Following the empirical work of Frommann and Friedel (1998), let pset be
the value of pr at which the valve is set to open. Then the 3% requirement
stipulated by API-520 (2014) is that at the point of opening, taking all
pressure loss into account, we require
(pv − pr)|valveopen < 0.03pset. (8)
Note that it is possible to capture the rapid cycling associated with the
3% using any mathematical model that at least includes pipe frictional losses.
Fig. 4 shows how the effect can be captured in the Helmholtz model with
added pipe friction and a non-trivial effective area curve. Here the valve
opened in a stable manner and a pressure level developed in the reservoir
that was capable of keeping the valve pressure above the set pressure, despite
the presence of frictional pressure loss. We had to add a non-zero effective
area curve, resulting in large and sudden valve openings in order to obtain
the result shown in Figure 4.
This result indicates that upstream pressure loss exceeding the blowdown
pressure, is not sufficient in itself to cause unwanted oscillations, it only might
do so depending on the precise valve geometry.
4.2. Underdamped and oversized valves
An oversized valve – i.e. a valve venting only a portion of its capacity
– will self-oscillate if connected to a reservoir, even without inlet piping. It
must not be forgotten that for most of the reactive PRVs, i.e. the when jet
deflection angle is larger than 90 degrees, the fluid momentum force adds
to the pressure force and, for small openings, this extra momentum force is
not sufficient to keep the valve open. Hence, for low flow rates the valve will
indulge into an opening/closing cycle resulting in low-frequency cycling be-
haviour. There are many reports of valves being unstable at small openings,
e.g. Allison and Brun (2015); Ho˝s and Champneys (2012); Bazso´ and Ho˝s
(2013).
We shall now employ our simplest model, i.e. the CCV model, whose
governing equations can be found in Sec. Appendix C.1, with the assumption
of A˜eff ≡ 1. Standard linear stability analysis shows that the damping needed
to obtain stable valve motion is
κˆ > κˆcrit =
q
y21,eβµ
2σ2
−∆ +
√
∆2 +
(
1 +
y21,eβ
2µ4σ4
4q2
)2 (9)
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Figure 4: Demonstration of rapid cycling due frictional pressure drop, using the Helmholtz
model with parameter values in Table 4 except that δ = 11.6, µ = 0.121, ϕ = 0 and γ = 0.1
and a cubic non-trivial effective area curve was used. The dashed line shows what happens
when no frictional loss is included
where
∆ = 1 +
y41,eβ
2µ4σ4
4q2
and y1,e is the valve equilibrium for a given flow rate q. For small flow
rates, upon making use of the approximate formula (C.2) for y1,e, (9) can be
rewritten as
κˆ > κˆ|small q = β
(√
δµσ + q
1
2δ
(
1− β2δµ2σ2))+ (O)(q2). (10)
Note that the κˆ in this equation needn’t necessarily be viscous mechanical
damping of the valve spring, but is mostly likely to be dominated by the
effective fluid damping within Ffluid (6).
Equation (10) reveals that for large reservoirs (i.e. for small β) then the
amount of damping required for stability is small, although this required
damping increases slightly with flow rate q if β2δµ2σ2 < 1. If however the β
is large (for a small reservoir) then a larger amount of damping is required
to avoid instability. Moreover, if β2δµ2σ2 > 1 this this required damping is
maximised for small flow rates q (i.e. for small valve lifts). Typically such
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Figure 5: Underdamped instability: linear stability (left) and time histories (right) of the
CCV system. Parameter values are the same as in Table 4, but δ = 7.28 and β = 1.71 (a
ten times smaller reservoir).
damping levels are not present, and this leads to an instability for small
valve openings. The reservoir being too small is an indication of the choice
of valve being too large for the task at hand, hence this is known as an
oversized valved. Note that valve sizing is a key part of any installation
process of any relief valve in practice.
Figure 5 depicts the stability diagram (panel (a)) and some time histories
(panel (b) and (c)). In panel (a), the solid line gives the accurate stability
boundary (9) while the dashed line is the approximate criteria (10). On the
right-hand side, the solid red line depicts the time histories at the unstable
κ = 1.5 values (red asterisk in panel (a)) while the blue dashed and black
dash-line graphs are the simulation results at the parameter values denoted
by the blue circles and black triangles in panel (a). Note that in the case of
the time histories (b) and (c), the time was rescaled by the eigenfrequency
of the valve (i.e. one valve oscillation lasts for unit time) and the period of
the appearing oscillation is unity in this scale meaning the frequency of the
oscillation coincides with the valve eigenfrequency.
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4.3. Static instability — ‘valve jumps’
The simplest instability type, whose occurrence requires neither inlet pip-
ing, nor pressure vessel dynamics is the static instability of the valve, which,
instead of causing oscillations, will result in valve jumps. To describe such
an instability, we assume no inlet piping, neglect the inlet pressure drop,
hence pv = pr. We also consider large vessels with constant pressure. Under
these assumptions, the valve motion is described by (5) with constant valve
(reservoir) pressure pv and also constant backpressure pb.
Now we think of the pressure drop through the valve ∆p = pb − pr as a
control parameter. For different values of ∆p, the valve equilibrium xe will
also be different and solves s (xe − x0) = Aeff(xe)∆p. Next, we expand the
effective area curve into Taylor series around xe giving
Aeff(x)|x=xe = Aeff(xe) +
dAeff
dx
∣∣∣∣
x=xe
(x− xe) + h.o.t.
Upon introducing a new variable y = x − xe that measures the deviation
from the equilibrium position, the equation of motion (5) becomes
my¨ + ky + (s− A′eff(xe)∆p) y = 0.
Hence we see that the slope of the effective area curve modifies the spring
stiffness and the ’effective stifness’ has to be positive, i.e.
seff = s− A′eff(xe)∆p > 0 (11)
in order to have a statically stable equilibrium. If the pressure difference
is large or the effective area curve is too steep, the effective spring stiffness
becomes negative, which typically happens at small openings and results in
’valve jumps’, i.e. sudden change in the valve lift during opening or closing.
We shall emphasise that this kind of instability does not cause chatter or
flutter per se.
This result is consistent with the findings reported in Moussou et al.
(2010), where, based on a similar model, the authors conclude that the sta-
bility condition is that the slope of the spring force must be larger than
the slope of the fluid force. Moreover, experimental evidence of these valve
jumps is also reported. Bazso´ and Ho˝s (2012) also reports on the importance
of the effective area curve shape and provides examples of such curves for
different closing body geometries. Finally, we refer to Ho˝s et al. (2014) for
both analytical considerations and experimental results.
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Figure 6: Demonstration of static instability, i.e. valve jumps with the help of the CCV
system C.1. Upper panel: valve lift in the case of constant effective area (dashed line) and
with realistic effective area curve, see Figure 3. Lower panel: prescribed reservoir inlet
flow rate time history vs. time. Parameter values: δ = 11.64, µ = 0.01212.
4.4. Helmholtz instability
It is well-known that pipes connected to a vessel form a mass-spring-
like oscillatory system, whose eigenfrequency is given by (see e.g. Chanaud
(1994) for details)
ωH = a
√
Ap
VrLp
, (12)
where a is the sonic velocity, Vr is the vessel volume, Ap and Lp are the
pipe cross section and length, respectively. It seems natural to assume that
the valve and the Helmholtz resonator (pipe and reservoir) might come into
resonance. Indeed, in Ho˝s et al. (2016) it was shown that there is a form of
instability, when the pressure fluctuation in the vessel is compensated by the
quarter-wave in such a way that although the pressure in the pipe oscillates,
the fluid moves in a plug-like way such that the pressure is approximately
constant at the valve-end of the pipe. After performing the necessary com-
putations, we found in Ho˝s et al. (2016) that the critical dimensionless pipe
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length γ for instability and frequency of motion are given by
γ < γc ≈ piβµ
2
√
2α
, ω2v =
pi
2
√
2
ω2H . (13)
In Appendix C.2 below, we present a simpler calculation that captures
the instability accurately without complicating the model with wave effects
or liquid/gas compressibility. This system models the pipe via the unsteady
Bernoulli equation, which is coupled to the reservoir and valve equation.
Standard linear stability analysis reveals an instability with frequency ω =
ωH that occurs provided
γ < β
µ
α
or, equivalently, Lp >
a2Apipe
Vr
1
ω2v
. (14)
Another way of viewing this is that for stable valve opening, the valve eigen-
frequency ωv must be above the Helmholtz frequency.
Note the difference between (both the frequencies and critical γ’s) for two
formulae (13) and (14) is a factor of only
√
pi/2/
√
2 ≈ 1.054. We speculate
that this discrepancy is due to the former criterion being derived from the
quarter-wave model, which approximates the flow by an assumed velocity
distribution inside the pipe rather than plug-like flow.
It should also be noted that for industry sized vessels and inlet pipes
the Helmholtz frequency is typically much less than a few Hertz while the
order of magnitude of the valve eigenfrequency is 10-100 Hz, hence, this
kind of instability is not expected to be an issue in practice. Nevertheless,
Smith et al. (2011) mention Helmholtz resonators and cavity resonance as a
potential source of frequency matching leading to instability.
4.5. Quarter-wave instability
The presence of inlet piping gives rise to the formation of acoustic stand-
ing waves, which can couple with the valve dynamics and result in flutter and
chatter. Typically, one encounters the first, quarter-wave, harmonic of the
pipe — that is a standing wave of wavelength of four times the pipe length.
Examples of such vibrations can be found in Allison and Brun (2015), where
the authors found that the quarter-wave frequency to dominate valve os-
cillation. Similarly, in Misra et al. (2002) the quarter-wave eigenfrequency
of the downstream piping was found to match with the observed vibration
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frequency. In Tamura et al. (2012a) a standing quarter-wave was found nu-
merically in the stub pipe of several relief valves during the oscillations. We
also point to our previous work Ho˝s et al. (2014); Ho˝s et al. (2015); Ho˝s et al.
(2016)) where, besides mathematical modelling, a large amount of experi-
mental evidence was provided for the presence of quarter-wave instabilities
in both liquid and gas service.
As described in Ho˝s et al. (2015), the main mechanism behind this kind
of instability is the coupling between the valve motion and the first acoustic
eigenmode of the inlet piping. Rather than looking for triggering mechanisms
per se, the analysis considers inherent instability by assuming that a valve is
at an intermediate lift equilibrium position (xe) under steady-state operating
conditions, and asks whether such an equilibrium is stable. In other words,
if any small perturbation is introduced to the system, will it decay so that
the valve returns to equilibrium, or will it grow into large amplitude motion.
In the case of the quarter-wave instability, any such large-amplitude motion
be in the form of a coupled oscillation between the valve and the acoustic
mode, predominately at the acoustic mode frequency.
The details of the calculation of the quarter-wave instability criteria are
given in Ho˝s et al. (2015). Roughly speaking, the analysis shows that the
valve acts as a damper on the pipeline acoustic dynamics and the phase
shift between the valve and the pipeline motion determines whether this
damping is positive or negative. It is then possible to derive an approximate
analytical expression for the flow rate at which this negative damping first
arises. Specifically, we find that the flow rate
q > 2
(1 + δ)3/2
ω21 − 1
µσ, with ω1 =
pi
2γ
. (15)
The formula (15) For a given dimensionless pipe length γ, this formula
formula provides a critical flow rate beyond which the valve will be stable or,
to put it differently, for a flow rate q there exists a critical pipe length, beyond
which the valve is unstable. We found the above formula to be particularly
accurate in the case of liquid service valves Ho˝s et al. (2016). If the valve
is in gas service, the above formula can be still used provided that the gas
properties (notably density and sonic velocity) are evaluated at set pressure.
In both the liquid and gas cases, the formula was found to capture the critical
pipe length with reasonable accuracy, see the experimental and simulation
results reported in Ho˝s et al. (2015); Ho˝s et al. (2016). These results and
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notably, the mechanism behind it is also consistent with the findings of Izuchi
(2010). Moussou et al. (2010) also explains the emergence of instability
— based on experimental and analytical computations — using the idea of
principle of negative damping.
It should be emphasized that the formula (15) must be handled with
great care as it results from a simplified analysis that neglects effects that
may be important in a particular implementation, such as inlet pressure drop
and pipe friction, non-trivial effective-area-versus-lift relationships, variation
in effective inlet pipe diameter at the valve inlet, backpressure, high Mach-
number or Reynolds-number effects, etc. Nevertheless the principles leading
to the formula (15) can readily be adapted to deal with these additional
effects.
Another thing to note is that while the formula 15 appears to capture
the mechanism of instability onst, it does not necessarily describe the post-
instability dynamics. In particular, it can be hard experimentally to observe
unstable oscillations that are dominated by the quarter-wave frequency itself
is hard to find experimentally. According to the experience of the authors
and the experiments published in Ho˝s et al. (2014); Ho˝s et al. (2015); Ho˝s
et al. (2016), once the oscillation is born, it grows quickly and goes from
flutter to chatter. In fact, we showed in theory in Ho˝s et al. (2016) that for
the case of liquids, just beyond the threshold for instability, the dynamics will
jump immediately into chatter. This is because limit cycle motion associated
with finite amplitude flutter in this case is unstable (a so-called sub-critical
bifurcation). In contrast, for gas-service valves, a steady flutter limit-cycle
motion may be observed, but its amplitude is shown to grow quickly with
increased flow rate, such that impacting chattering motion ensues. Such
chattering involves violent impact of the valve with its seat, which results in
higher often broad-band frequency content.
Figure 7 shows experimental results for a 2J3 valve in liquid service. We
have plotted two different analytical criteria that have been used to predict
instability thresholds. The solid line depicts the analytical estimate of the
quarter-wave model (QWM), specifically equation (15). The dashed line
represents the 3% rule (8). Notice how the 3% rule has exactly the wrong
trend. Many unstable points (for low flow rates in particular) are beneath
this curve. In contrast, the quarter-wave instability prediction provides a
good explanation of the trends in the experimental data.
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Figure 7: 2J3 test results, reproduced from Ho˝s et al. (2016) with permission. Different
symbols represent the measurement points: (red, colour online) triangles show test runs
that were fully unstable, (blue) asterisks are unstable on closing, (green) circles are fully
stable. Two theoretical predictions are presented for completeness, the (red) dashed line
shows the critical pipe length corresponding to the 3% rule, and the (black) solid line is the
analytical prediction for the quarter-wave instability. In both cases, the stability criterion
is that the measurements should lie beneath these curves. Note that with the 2.5 m pipe
length, it was impossible to reach the capacity flow rate due to the heavy oscillations.
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5. Transient events and triggering mechanisms
One of the most important things when understanding the propensity of
a PRV system to develop instability is to distinguish between the inherent
reasons why the system is unstable for a certain valve lift, and what may
be the transient triggering mechanism for the instability. In the previous
section we reviewed the inherent instability mechanisms. In contrast, this
section seeks to review and explain the transient mechanisms that can trigger
or exacerbate an instability.
5.1. Pressure surge on valve opening
Dating back to Singh (1982) and the later works of Cremers et al. (2001),
Melham (2012) and Darby (2012), the so-called pressure surge criteria is
often used to predict whether the opening of the valve will trigger chatter
upon valve opening opening. This criterion, which is commonly included
as part of design guidelines, focuses on the transient dynamics during valve
opening in a simplified, quasi-steady manner. Essentially, it is postulated
that according to Cremers et al. (2001) - the ’valve is expected to operate in a
stable manner, resp., not to chatter if twice the transmission line time tw of
the expansion wave in the inlet pipe, generated by the abrupt valve opening,
is shorter than the total opening time topen of the valve’.
There are several variants of the actual design equation, we shall use the
notation in Melham (2012). To compute the pressure decay at the valve due
to the fluid hammer effect ∆pwave, we make use of the Joukowsky theory (see
e.g. Wylie and Streeter (1993) for details), i.e. assuming linear change in
the pressure, velocity change ∆v in time interval topen causes a pressure drop
given by
∆pwave
∆pJouk
=
tw
topen
with tw =
2L
a
and ∆pJouk = ρa∆v = a
m˙
Ap
(16)
provided that topen > tw. However, if the valve opening is hydraulically quick
(i.e. topen < tw), we have ∆pwave = ∆pJouk. Another source of pressure decay
is due to the fact the the fluid accelerates (∆pinertia) and hence, the a portion
of the stagnation pressure beneath the earlier closed valve is lost:
∆pinertia =
ρ
2
(∆v)2 = τ 2
m˙2
2ρA2p
width τ = min
(
tw
topen
, 1
)
(17)
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The third effect decreasing the pressure beneath the seat is again pipe fric-
tion, which we shall simply denote by ∆pfric and should be straightforward to
compute. Finally, at the end of the opening process, the estimated pressure
beneath the valve disc is
pv|t=topen := pv,min = pset −∆pwave −∆pinertia −∆pfric. (18)
The design process process proposed by Melham (2012) is to ensuring that
this minimum valve pressure pv,min is above some user-defined safety level,
typically the reseat pressure (or, possibly, the initial closure pressure, see
Singh (1983)).
Although the pressure surge criteria is tempting due to its simplicity, it
should be noted that its derivation would appear to be somewhat ad hoc
and, to the best of our knowledge, there is no systematic computational or
experimental study that shows its validity as a predictor of an instability
threshold. One particular simplification, given the typically complex geome-
try of PRVs, is that the inertial term in (17) is a gross approximation to the
true large-amplitude transient fluid dynamics involved. Also, given this large
transient, the assumption that frictional loss can be computed by means of
steady-state assumptions probably overestimates the actual value (neverthe-
less, it is a conservative estimate on the ‘safe side’). Also, if the reflected wave
reaches the valve again during the opening process, the Joukowsky estimate
(16) gives limited accuracy. At least in the case of liquid-service valves such
reflected waves can lead to significant instantaneous jumps in pressure at the
valve due to the well-known water hammer phenomenon. For example, in
Ho˝s et al. (2016), such pressure peaks were found to be several times that
of the set pressure. It is interesting to note that Frommann and Friedel
(1998) were unable to measure the reflection of the first expansion wave as
a compression wave due to the area contraction in front of the vessel nozzle.
The same authors state — based on their experiments — that the pressure
surge criterion ‘may be insufficient’ to describe the process during opening,
especially when using an inlet pipe that has a wider diameter than that of
the valve.
Another weakness of the formula (17) is that it requires information on the
valve opening time topen, which is not readily available for commercial valves.
Also, topen is not really a valve parameter as such, but is an approximation
of a dynamically measurable quantity that also depends on fluid properties
and flow conditions. Nevertheless, one can make broad order-of-magnitude
35
estimations, and both Melham (2012) and Singh (1983) provide formulae or
data for specific valves.
5.2. Valve jump on opening and/or closing
In many experiments, authors report that the valve is unstable during
opening or closing, but stable for the full-lift regime. It also often experienced
that closing is less stable than opening. Figure 7 together with the valve jump
instability explains these phenomena. During a full opening and closing cycle,
one moves vertically in the Figure, along a constant pipe length value: we
start off at q = 0 (closed valve), move to the right up to q = 100% and then,
during closing, we move to the left back to q = 0. For example, take a pipe
length of 2 meters. This means that up to approx. 30% of the flow rate, the
valve will be unstable but then stabilizes for larger flow rates. This already
explains why a valve is unstable only at small openings.
One can also readily explain why closing instabilities are more common
than opening ones. Valve opening is a ‘fast’ transient, which, due to the static
instability, occurs over a short time window that does not allow oscillations
to develop. However, valve closing is a slower process – see Figure 6 – which
allows slow passage into the q-range for which the system is unstable to
quarter-wave oscillations. In other words, during opening, the left-to-right
sweep in the stability map of Figure 7 is a fast motion and the valve ‘jumps
over’ the unstable region of low flow rates. The backward (closure) right-to-
left motion is slow, which allows the formation of the quarter-wave instability
at low openings.
5.3. Mid-lift instability - flutter
Mid-lift instability can be experienced because of a combination of valve
jump instability and the quarterwave. Upon either increase or decrease of
flow rate (equivalently, the reservoir pressure), an otherwise stable valve, can
reach a lift-value at which it jumps to an unstable point that is unstable to the
quarter-wave oscillations. This can lead to flutter, which may rapidly tran-
sition into chatter. Note that such transitions can exhibit hysteresis. That
is, once oscillations have set in, reversal of the change in flow conditions
that lead to the instability would not be sufficient to quench the undesired
motion. It is also possible that due to the larger spring pre-precompression
and set pressure, there exists no stable equilibrium in the entire lift range,
resulting in a continuous, low-frequency oscillation. Figure 8 depicts a sim-
ulation similar to Figure 6 with increased set pressure (δ = 13.1). Note that
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Figure 8: Mid-lift flutter due to effective area curve with high set pressure: same as Figure
6 but with δ = 13.1, obtained with the CCV system C.1. Upper panel: valve lift in the
case of constant effective area (dashed line) and with realistic effective area curve, see
Figure 3. Lower panel: prescribed reservoir inlet flow rate time history vs. time.
(11) predicts this trend clearly: the higher the set pressure (here, ∆p), the
smaller the effective spring stiffness becomes.
5.4. Flutter-to-chatter transition – grazing
The distinction between flutter and chatter can represent the difference
between undesirable but safe and truly damaging oscillation. Typically, a
quarter-wave instability causes flutter which, especially for higher set pres-
sures and for liquids, rapidly leads into chatter. As shown theoretically in
Ho˝s and Champneys (2012); Bazso´ et al. (2014) the transition point between
flutter and chatter can be understood in terms of where a flutter cycle first
grazes with the valve seat. Those references show that grazing can be respon-
sible for the onset of either chaotic or multi-frequency dynamics. Typically
there is much more energy dissipated in such impacting motion.
5.5. Build-up of backpressure
Several studies report on instability appearing with increased backpres-
sure. Chabane et al. (2009) studied the effect of built up backpressure both
experimentally and with the aid of CFD. They report on the occurrence of
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chatter if backpressure is larger than 25-30% of backpressure. Singh (1983)
also finds a ‘slight instability’ due to backpressure, which is formed during
valve closure. Smith et al. (2011) and the references therein confirm that
increased backpressure increases the likelihood of chatter. With the help of
numerical simulation Chabane et al. (2009) arrives at the conclusion that
backpressure degrades the resistance of PRVs against chatter.
We report here on a series of new experimental results that were per-
formed in the Pentair test facility with a standard 2J3 valve both in liquid
and gas service. The experimental details were the same as those reported in
Ho˝s et al. (2014b); Ho˝s et al. (2016) with inlet piping varied between 0 and
48 inches. In addition an outlet pipe was fitted to the valve, whose length
was varied between 0 and 230 inches. The main effect of the outlet piping
was to add backpressure.
The results can be summarised as follows. First and foremost, a valve-
inlet-pipe system that was unstable without outlet piping was never found
to be stabilized by the addition of outlet piping. This is hardly surprising
given the strong indication in the literature that additional backpressure has
a destabilizing influence. For a system that could sometimes be unstable,
depending on the mass flow rate, little difference was seen upon increasing
outlet pipe length. There was however a mild effect that pipes with increased
outline pipe length would become unstable for slightly lower flow rates. We
also tested the same valve with bellows but did not experience any striking
difference. The main outcome of these experiments was the conclusion that
although increased backpressure mildly degrades the stability properties, the
main parameter that determines the flow rate at which instability will occur
is the inlet pipe length.
5.6. Complex pipeline geometry and multi device installation
Most of the theoretical and numerical studies referenced, assume the inlet
piping to be a simple straight pipe with constant diameter, which is rarely
the case in real-life systems. The inlet (and the outlet) piping often includes
elbows, junctions, etc. and it is not clear how these elements influence the
onset of flutter and chatter. Moreover, to the best of the authors’ knowledge,
there is no systematic agreement as to whether transient valve oscillations
are amplified or suppressed by these additional geometric complexities. On
one hand, these elements add damping and loss to the system, which might
help to break-up acoustic modes that might otherwise lead to a quarter-wave
instability. On the other hand, they also introduce additional frictional losses
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which may induce cycling behaviour. Furthermore, acoustic waves may be
reflected, for example by an elbow, thus both changing the effective length
of the first acoustic mode, and exacerbating potential water-hammer effects
and the excitation of higher harmonics quicker. Nevertheless, it is at present
not clear how to handle such issues at a fundamental, modelling or design
level other than to replace the complex pipe geometry with an effective wave-
length of the lowest-order acoustic mode and a damping or loss coefficient.
Based on experiments, Frommann and Friedel (1998) states that apart
from a slight difference in the lift time history there is no noticeable difference
if two bends were added to the inlet piping. In the case of complex pipe
geometries, e.g. multiple side-branches, it is also possible to make predictions
on the effect of geometrical parameters, see Tonon et al. (2011). For example
Dequand et al. (2003) studies the acoustic response of a 90-degree sharp
However, it is not clear at the moment how to merge such acoustic models
with the valve and reservoir equations.
Although multi-device installation is often encountered in practice – to
allow the stable venting of both small and large flow rates – it is rarely
addressed in the literature. Among the few papers addressing this problem
is Tamura et al. (2012b), where the PRVs are mounted onto stub pipes in a
parallel way. The authors of this study address the flow-acoustic resonance
at the T-junction of the main pipeline and the PRV stub line and find the
unsteady vortices at the stub pipes generate acoustic resonance.
5.7. Vortex shedding
High-speed flow impinging on solid surfaces (e.g. the valve disc) or reach-
ing open cavities like T-junctions Paa´l et al. (2006) or wedge-like obstacles
Paa´l and Vaik (2007) might result in periodic vortex shedding, with well-
defined frequencies that might excite the whole system. Note that such ‘mi-
croscopic’ flow properties are unlikely to result in instabilities per se. Since
dynamic instability in terms of the quarter-wave coupling (or the Helmholz-
like instability) do not rely on precise resonance, it would seem unlikely that
particular vortex-shedding frequencies are likely to contribute to an instabil-
ity mechanism.
Nevertheless, vortices may indeed be shed in the post-instability dynam-
ics, and (in the case of gasses) there may be shock-waves too. That is,
although these fluid-borne excitations may indeed be present in the dynam-
ics, they are typically not the primary cause of valve chatter or flutter. It
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is possible though that the transient shedding of vortices, for example dur-
ing valve opening or closing, could provide an input of energy that would
push an otherwise stable valve into a condition that would lead to instabil-
ity. Indeed, Tamura et al. (2012b) studies the acoustic interaction between
unsteady vortices and the pipeline system in detail.
5.8. Instability interactions
Although we have artificially separated the different instability mecha-
nisms, in a real-life system they probably co-exist. For example, pressure
and velocity oscillations during flutter might reach such large amplitudes
that the valve pressure reaches blowdown pressure and rapid cycling will
also occur. As shown by the measurement in Figure 7 in Ho˝s et al. (2014),
the chatter born during valve closing might not be simply killed by reaching
the blowdown pressure but may survive to much lower vessel pressures. In
the aforementioned measurement, the set pressure was 150 psi, the blowdown
was just 5%, and yet the oscillation remained present until the vessel pressure
fell beneath 90 psi. Another possibility we have seen is that valve jumps can
cause transitions into or out of parameter regimes that are unstable to the
quarter-wave instability.
In Bazso´ et al. (2014), a two-parameter stability plot was produced for
a simplified theoretical model. Here it is obvious that there are numerous
parameter regions whose dynamics could only be understood by consider-
ing the interplay between grazing bifurcation, quarter-wave and Helmholtz
instabilities.
6. Summary and Recommendations
6.1. Summary
The primary purpose of this paper has been to summarise and organise
current understanding of the state of the art on direct spring-loaded pressure
relief valve instabilities. The key messages can be summarised as follows:
1. Fundamentally speaking, it is not accurate to refer to a particular valve
as being stable or unstable. Rather, it is the system — comprising
the valve, the reservoir and the upstream (and, possibly, downstream)
piping that may or may not develop an instability. Moreover whether
or not an instability occurs depends on properties of the fluid and the
operating conditions.
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2. When trying to tease out whether a particular pressure release system
is liable to become unstable, it is important to distinguish between
fundamental, intrinsic instabilities and the triggering mechanisms that
may be the precursor to the instability onset. It is our contention that
any guidelines or standards should focus on preventing the conditions
for fundamental instabilities – listed in Table 1 – to occur rather than
concerning themselves with triggering mechanisms.
3. To this end, we have identified in Table 1 five different types of funda-
mental instability and produced simple design formulae for preventing
them from occurring. We have tried through references and, in some
cases through fresh analysis, to be completely transparent on the ori-
gins of these formulae and how the assumptions that lie behind them
can be checked by others.
4. Of all these mechanisms, we argue that the quarter-wave instability is
by far the most common and the most dangerous. This can be argued
as flows. Oversized or underdamped valve instabilities essentially only
occur due to a failure of the design process to identify the correct valve
for the job at hand. The 3% rule is aimed at preventing cycling, rather
than the more dangerous and prevalent flutter or chatter. Static valve
jumps are a natural part of a valve’s design and do not represent a dy-
namic instability in themselves. Finally, Helmoltz-mode oscillations are
not likely to occur other than in installations with very small reservoirs
and very short inlet pipes.
5. As for triggering mechanisms, we have analysed the so-called pressure
surge criterion (18) which supposedly can predict the onset of chatter.
This design criterion appears to be based on a simplified calculation of
the pressure required for a valve to reseat once upon opening, rather
than a stability analysis per se. Although this condition seems at best
problematic in terms of a predictive tool for instability, we do note
that it does contain the correct trend that the probability of instability
increases with pipe length.
6. The dimensionless formula (15) for determining valves that are stable
against quarter-wave instabilities shows promise. However, we should
like to point out that it is more important to understand the theory
that leads to this formula and the associate assumptions that underlie
it. The key seems to be to avoid the negative damping provided by the
valve of the quarter-wave acoustic mode.
7. In general we should like to advocate the approach adopted in this pa-
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per. Mathematical modelling combined with careful experimental vali-
dation is a powerful tool for understanding the underlying physics. One
needs a ’minimalist’ mathematical model including only those physical
effects that cause the instability. In contrast CFD is a great tool for
studying particular dynamic scenarios, but it is not useful for paramet-
ric studies or qualitative understanding.
6.2. Recommendations
Rather than a series of detailed recommendations, which would not be
appropriate for this scientific study, we shall propose here a number of ap-
proaches and investigations that we believe warrant further consideration.
6.2.1. Guidelines, standards and operating practice
In general, the authors encourage further discussion at industrial standard
committee meetings globally with the goal of developing more appropriate
guidelines to prevent instabilities in piping systems connected to relief valves.
Such guidelines need parallel, independent and shared testing, both experi-
mentally and via computer simulations. In particular, the existence evidence
would point to the importance of having a criterion for preventing quarter-
wave instabilities. In that direction we should like to point to not only to
the simple formula (15) but also to the theory that underlies it.
6.2.2. Experimental validation
Understanding the instability types and the physical mechanisms is only
the first step towards handling them and developing sizing and prevention
rules. Any criterion or formula must be carefully validated by experiments.
When designing such experiments, special care must be given to the repeata-
bility of the tests. Our experience show that if the valve goes unstable and
oscillates heavily, it will be very soon be badly damaged, notably galling
appears on the shaft. Such galling, if not recognized, spoils further experi-
ments (with the same valve) as it adds additional friction to the system which
typically leads to spurious additional stability. Indeed, in the experiments
reported in our earlier work, the shaft and the bushing of the test valves were
carefully designed for repeatability.
6.2.3. The role of CFD
The speed, accuracy and range of applicability of computational fluid
dynamics is rapidly developing. Unsteady fully three-dimensional transient
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analysis with millions of grid points, incorporating complex turbulence mod-
els, which would have been a dream merely 10 years ago, are now feasible
even on a standard desktop PC. Nevertheless, we do not recommend the
use of CFD to develop fundamental design principles, advocating instead
the approach of reduced-order modelling to capture the underlying physical
mechanism concerned. Rather, CFD that has been carefully implemented
and benchmarked against detailed experiments and low-fidelity studies can
be used as a replacement for an extensive experimental campaign. Deform-
ing grid, fluid-structure interaction, large-eddy simulation and multicom-
ponent/multiphase technologies are nowadays available in commercial and
open-source CFD codes ‘out of the box’. These features can be useful in
gaining further insight into transient and small-scale effects, as one is able
to look in detail at flow features that would not be experimental observable.
In addition, CFD can be used to calculate important properties such as dis-
charge coefficients, loss factors and effective areas (or jet angles) that become
coefficients of the simpler models or formulae. Finally, CFD will always be
required as a validation tool for stand-alone cases with specialised fluids or
geometries.
6.2.4. Gases vs. liquids and multiphase flow
Quite rightly, design standards and codes of practice differentiate clearly
between compressible fluids (gases) and incompressible fluids (liquids). Inter-
estingly, we have found that at a fundamental level there are few differences
in terms of the instability mechanisms for PRV valve systems. Essentially,
a gas service valve can be analysed with the same toolbox as a liquid one
if the material properties are correctly evaluated at set pressure and correct
exit-flow condition are taken into account. However, it is fair to say that the
emphasis might be on different issues, for example water hammer effects are
far more severe in liquids than in gases. These differences can be significant
for both transient events, post-instability analysis and where more refined
flow resolution is required.
Consideration of multiphase or multicomponent flow (e.g. water+steam
or crude oil+gas+water) goes beyond the scope of the present study. While
many of the fundamental mechanisms are likely to be similar, the additional
complexities associated with fluid mixing are such that any general theory is
likely to be quantitatively inaccurate. Hence, at present at least, we recom-
mend single-case scenario analysis for such installations.
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6.2.5. Validity of the 3 percent rule
The three percent rule (8) is designed to avoid instability due to inlet
pressure drop, but it is absolutely unsuitable to predict any other instability
type (quarter-wave, Helmholtz, etc.). As an example, any (reasonable) pipe
diameter change plays only a marginal role in the quarter-wave instability as
it does not affect the the wavelength of the quarter wave. Yet, the allowable
pipe length according to the 3 percent rule changes heavily with the pipe
diameter (for constant flow rate) – see Figure 7. Nevertheless, the 3% rule
limits the inlet piping length, so its application might result in pipe lengths
that are short enough to avoid quarter-wave coupling, but such cases are
merely coincidence. Indeed, Frommann and Friedel (1998) finds, albeit based
on a limited number of experiments, that the 3% rule is sufficient to avoid
severe valve oscillations in case of an inlet line diameter equal to the safety
valve inlet, but also adds for most of the cases it is not sufficient.
6.2.6. Validity of the pressure surge criterion
The pressure surge criterion (18) is based on a hybrid analysis that mixes
steady force balance with highly dynamic effects (water hammer). Moreover,
it concentrates on the first few milliseconds of valve opening. However, very
often chatter occurs during closing or mid-lift, which clearly could not be
explained using this approach. Moreover, the authors of the current paper
feel that this sizing rule has not yet been rigorously validated either experi-
mentally or in CFD. Note that, like the 3% rule, the pressure surge criterion
suggests stability is improved for shorter inlet pipes. Therefore, it can be
the case that a superficial application of this criterion could coincidentally
suggest that it predicts stability. Therefore, we emphasize that a satisfactory
validation should not simply report on whether the valve is stable or unstable
during a test, but also gave actual pressure time histories at several locations
along the pipe in order to check whether the reflected pressure waves are
significant, and/or causal of the instability. One of the few such experiments
was reported in Frommann and Friedel (1998), where the author finds that
the pressure surge criterion ’may be insufficient’ to describe the process dur-
ing opening, especially when using an intermediate inlet pipe with a wider
diameter than that of the valve.
6.2.7. Complex pipeline geometries
Our present study considers only simple, straight, constant-diameter in-
let piping without any side branches or junctions. It is important to take
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further steps towards handling complex, real-life pipe layouts. One possible
solution – besides expanding the LDM or the GDM, which is straightforward
but results in slower computation – is to adjust the hydraulic impedance
technique (see Wiley and Streeter (1978)). Such approach should also take
into account the periodic excitations present in the system, e.g. due to recip-
rocating pumps. It is tempting to speculate, that in order to prevent quarter-
wave-like instabilities one simply needs to calculate the effective length of the
fundamental acoustic mode of the actually geometry. Nevertheless, there is
a need for further investigation.
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Appendix A. Dimensionless parameters and equations
We define reference frequency, dimensionless time, dimensionless displace-
ment and pressure as
ωv =
√
s
m
, τ = ωvt, xref =
Aeff(0)pb
s
=
Appb
s
and p˜ =
p
pb
, (A.1)
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that is, the time will be rescaled with the help of the valve eigenfrequency
(i.e., the period of the valve free oscillation is 2pi) and use the backpressure
to rescale the pressure, i.e. the dimensionless backpressure is 1.
Appendix B. Dimensionless parameters
Using the above non-dimensionalisation, dimensionless spring precom-
pression and damping can be defined by
δ =
x0
xref
and κˆ =
k√
sm
(B.1)
Using these new parameters turns the equation of motion of the valve into
(B.8) and that of the reservoir pressure dynamics into (B.11). The mass flow
rates and rescaled by the capacity of the valve m˙cap, which means that the
flow rate parameter q = m˙/m˙cap ranges between 0 and 1 (or 0 – 100%). The
reservoir size parameter appearing in (B.11) is
β =
a2 m˙cap
Vrωvpb
(B.2)
and is inversely proportional to the reservoir size, i.e. small β value implies
large reservoir. Two additional parameters also appear, namely
µ =
Apρωvxref
m˙cap
and σ =
CdAft(xref)c1
√
pb
Apρωvxref
:=
m˙ref
Apρωvxref
. (B.3)
Performing similar transformation on the pipeline equations (see Appendix
B.4 for details) gives the following parameters:
ϕ = λ
xref
Dp
, α =
ρApa
mω
and γ =
Lω
a
. (B.4)
Here ϕ is the friction parameter, γ is the dimensionless pipe length and αγ
is the ration of the mass of liquid (or gas) in the pipe and the valve mass.
The eigenfrequency of the pipe is
fpipe =
a
2L
=
ω
2γ
=
pif
γ
→ fpipe
fvalve
=
pi
γ
, (B.5)
where fpipe is the pipe eigenfrequency, fvalve is the valve eigenfrequency, i.e.
for γ = pi the pipe and valve eigenfrequency match. Moreover, as explained in
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details in Appendix C.2, we have resonance between the Helmholtz resonator
formed by the pipe and reservoir and the valve provided that
1 =
βµ
αγ
= a2
√
Ap
LpVr
1
ω2v
=
ω2H
ω2v
. (B.6)
Appendix B.1. Valve equation of motion
The equation of motion of the valve is
mx¨v + kx˙v + s (xv − x0) = Aeff (x) (pv − pb) (B.7)
We introduce y1 = x/xref , τ = ωvt =
√
s/mt and xref = Aeff (0)pb/s =
Appb/s. The pressures will be rescaled with the backpressure, i.e. p˜ =
(p − pb)/pb. The resulting new parameters will be (a) the dimensionless
viscous damping is κ = k/m/ω, (b) the dimensionless spring precompression
δ = x0/xref and the rescaled effective area curve A˜eff = Aeff (x)/Aeff (0).
With these quantities, (B.7) becomes
y′′1 + κˆy
′
1 + (y1 − δ) = A˜eff (y1)p˜v (B.8)
for liquids. When dealing with gases we define p˜ = p/pb resulting in
y′′1 + κˆy
′
1 + (y1 − δ) = A˜eff (y1) (p˜v − 1) . (B.9)
Appendix B.2. Reservoir pressure dynamics
The general mass balance of the reservoir is
p˙r =
a2
Vr
(m˙r,in − m˙r,out) (B.10)
where pr is the reservoir pressure, a is sonic velocity in the reservoir and Vr
is the volume. m˙r,in and m˙r,out are the entering and leaving mass flow rates.
Employing the previously defined dimensionless variables turns (B.10) into
p˜′r = β (qin − qout) , (B.11)
where
β =
m˙ref
Vrωvpb
1
a2
and qin/out =
m˙in/out
m˙cap
. (B.12)
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The mass flow rate scale m˙cap can be arbitrarily chosen, we shall use
the valve capacity as a reference value. In the case of liquids, the sonic
velocity is a2 = E/ρ (E being the bulk modulus of the liquid) and hence β is
straightforward to compute. However, in the case of gases, the sonic velocity
is a2 = γRTr (with γ = cp/cV being the ratio of heat capacities and R stands
for the specific gas constant) and hence, if the reservoir temperature changes
(e.g. due to the pressure change), β also changes. However, experiments
show that constant reservoir temperature is an acceptable approximation.
Appendix B.3. Valve mass flow rate
In the case of valves in liquid service – see (1) – the flow through the
valve is
m˙v,liquid = CdAft(xv)c1
√
pv − pb, (B.13)
whose dimensionless form is
q˙v,liquid =
m˙v,liquid
m˙cap
=
1
m˙cap
CdAft(xv)c1
√
(pv − pb) =
=
1
m˙cap
Cd
Aft(xv)c1
Aft(xref )
Aft(xref )
√
pb
(
pv − pb
pb
)
=
CdAft(xref )c1
√
pb
m˙cap
A˜out(y1)
√
p˜v
=
Apρωvxref
m˙cap
CdρAft(xref )c1
√
pb
Apρωvxref
A˜out(y1)
√
p˜v
:= µσA˜out(y1)
√
p˜v (B.14)
If the outlet area is Aft = Dppixv, we have simply A˜ft = y1, which we
shall use in what follows. The advantage of the above form is that the second
term σy1
√
p˜v represents the dimensionless fluid velocity in the pipe, at the
valve-end. As explained in (3), for gas service we have formally the same
equation but the constant is different, as for gases we have
c1 =
√
ρvγ
(
2
γ + 1
) γ+1
γ−1
, (B.15)
where ρv is the average gas density at the valve.
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Appendix B.4. Inertial pipe model
For incompressible liquids, the Bernoulli equation – augmented with the
unsteady inertial term – reads
p1 − p2 = λ L
Dp
ρ
2
v |v|+ ρLdv
dt
(B.16)
which, after employing the above dimensionless parameters, turns into
p˜1 − p˜2 = ϕαγ
µ2
q |q|+ αγ
µ
q′ (B.17)
in which
ϕ = λ
xref
D
, α =
ρApa
mω
, γ =
Lω
a
and µ =
Apρωxref
m˙n
. (B.18)
Here p1 and p2 are the (static) pressures at the beginning and end of the
pipe, λ is the friction factor, L and D are the pipe length and diameter and
v(t) is the mean velocity in the pipe. Note that this model assumes plug-like
flow, i.e. it takes into account the inertia of the liquid but does not model
neither its compressibility, nor the wave effects.
Furthermore, ϕ is the friction parameter, α is the ratio of the inertial
forces of the liquid and the valve, γ is the dimensionless pipe length and µ is
the ratio of the reference mass flow rate (vref = ωxref ) and the nominal one.
Moreover, it is worth mentioning that
αγ =
ρApL
m
=
mass of liquid in the pipe
mass of the valve
. (B.19)
On the other hand, the eigenfrequency of the pipe is
fpipe =
a
2L
=
ω
2γ
=
pif
γ
→ fpipe
fvalve
=
pi
γ
, (B.20)
where fpipe is the pipe eigenfrequency, fvalve is the valve eigenfrequency, i.e.
for γ = pi the pipe and valve eigenfrequency match.
Appendix C. Stability of linear models
Appendix C.1. Close-coupled valve (CCV model)
In this model, we neglect the upstream piping, hence the valve pressure
is approximately the tank pressure p˜e = p˜v = p˜r. Let y3 denote the relative
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pressure above backpressure (y3 = p˜v− 1), then, in the case of liquid service,
the governing equations (B.8) and (B.11) are reduced to
y′1 = y2
y′2 = −κy2 − (y1 + δ) + A˜eff (y1)y3
y′3 = β (q − µσy1
√
y3)
(C.1)
Provided that Aeff (y1) ≡ 1 (i.e. the effective area curve is constant), the
equilibrium of the above system satisfies y1,e + δ = y3,e and q = µσy1,e
√
y3,e,
which can be either solved numerically or, upon expanding the solution into
Taylor series, we obtain the explicit approximating formula
y1,e ≈ q˜√
δ
− q˜
2
2δ2
+O(q3) with q˜ = q
µσ
. (C.2)
Standard linear stability analysis reveals that this equilibrium is on the
threshold of stability if
κcrit =
δ
βq
−β2q2
4δ2
− 1±
√(
β2q2
4δ2
+ 1
)2
+
2β2µqσ√
δ
 (C.3)
The above formula can be expanded as a Taylor series for small flow rates,
resulting in a simpler form, i.e.
κcrit|small q ≈ β
√
δµσ − q
2
β3µ2σ2. (C.4)
The frequency of the appearing oscillation is
ω2 = 1−
β2µqσ
(
β2µqσ − 2√δ
)
4δ
, (C.5)
which, for large reservoirs (small β values) is close to the valve eigenfrequency
(which is 1 in terms of the dimensionless parameters).
Appendix C.2. Helmholtz model
In this case, we allow the presence of inlet piping, but we do not take
into account the wave effects of its capacity, i.e. we employ the inertial pipe
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model discussed in Appendix B.4. We have
y′1 = y2
y′2 = −κy2 − (y1 + δ) + p˜v
y′3 = β (q − y4)
y′4 =
µ
αγ
(y3 − p˜v)− ϕ
µ
y4|y4| with p˜v =
(
y4
µσy1
)2
. (C.6)
Note that basically we have coupled a Helmholtz resonator (reservoir + pipe)
to the valve model. Indeed, we have
y′′3 = −βy′4 = −β
µ
αγ
y3 + . . . , (C.7)
which is a linear oscillator with eigenfrequency βµ
αγ
= a2
√
Ap
LpVr
1
ω2v
=
ω2H
ω2v
, where
ωH is the Helmholtz-frequency.
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