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L’étude de l’architecture et de la connectivité structurelle du cerveau est possible
grâce à l’imagerie par résonance magnétique de diffusion (IRMd). Ce type d’image, si-
milaire à un champ vectoriel tridimensionnel, combiné à un algorithme nommé « trac-
tographie », permet d’inférer la distribution des fibres de matière blanche et ainsi de
reconstruire la structure locale du tissu. Or, cette méthode demeure limitée par une
basse résolution et un faible rapport signal sur bruit. Afin de contourner ces limi-
tations, des modèles géométriques construits à partir d’aprioris anatomiques sont
utilisés.
Cette thèse montre que des règles et des contraintes basées sur la modélisation
corticale peuvent être intégrées à la tractographie par le biais d’équations de géométrie
différentielle. En effet, la structure axonale sous-jacente à la matière grise peut être
approximée avec l’utilisation de la surface et d’un flot de courbure moyenne. Pondéré
par l’information de densité, ce flot permet d’obtenir une meilleure représentation des
projections des fibres de matière blanche sous le cortex.
D’ailleurs, le fait d’incorporer la surface corticale, obtenue d’une image anato-
mique haute résolution, à l’IRMd permet d’augmenter la précision de la tractographie.
Puisque l’acquisition d’une image anatomique (pondération T1) est toujours faite lors
d’une IRMd, la combinaison des deux est une façon simple et peu coûteuse d’amélio-
rer cette technique de reconstruction. Par ailleurs, discrétiser les surfaces corticales
à l’aide de maillages, plutôt qu’avec des masques voxeliques, permet non seulement
d’augmenter la précision de l’interface, mais d’intégrer facilement de nouveaux aprio-
ris et de mieux choisir la répartition des positions initiales.
v
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L’ajout d’aprioris et de modèles géométriques permet de mieux modéliser près du
cortex et ainsi connecter jusqu’aux surfaces corticales. Cette connexion rend possible
la projection de mesures de la matière blanche le long du cortex, un domaine égale-
ment utilisé pour plusieurs analyses anatomiques (ex. épaisseur corticale), magnéto-
/électro-encéphalographie (MEG/EEG) et IRM fonctionnelle (IRMf). L’intégration
de ces surfaces corticales à la tractographie a un impact important pour les recherches
multimodales sur la connectivité cérébrale.
Cette combinaison de la tractographie et des surfaces corticales permet notamment
de joindre différentes mesures de la matière blanche avec celles de la matière grise.
La méthode proposée a d’abord été validée avec l’aide de données hautes résolutions
test-retest et, par la suite, appliquée à une base de données pédiatriques dans l’objectif
de mieux comprendre le développement humain.
De plus, cette reconstruction de la connectivité de la matière blanche nous permet
d’estimer et de comparer l’architecture du cerveau. Ces mesures de connectivité sont
employées pour classifier les personnes atteintes de la maladie d’Alzheimer. Ce projet
consiste à mieux discerner la maladie d’Alzheimer à partir des cartes de connectivité
structurelle estimée à partir de la tractographie. Cette approche permet également
d’inférer quelles sont les régions les plus importantes lors de la prédiction. Les ré-
gions obtenues se retrouvent également dans plusieurs études portant sur la maladie
d’Alzheimer.
L’estimation des trajectoires de la structure de la matière blanche peut être amé-
liorée avec l’aide de filtrage adapté à l’espace de diffusion. D’ailleurs, l’ajout d’une
régularisation dans le domaine spatial et angulaire diminue le bruit de l’image de
diffusion sans toutefois atténuer les contours présents. L’utilisation d’une mesure de
distance adaptée à un champ d’orientation augmente la cohérence locale, facilitant
ainsi la reconstruction de la connectivité cérébrale.
Mots-clés: Imagerie par résonance magnétique, imagerie par résonance magnétique
de diffusion, tractographie, connectivité cérébrale.
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AD Maladie d’Alzheimer (Alzheimer’s disease)
ADNI Alzheimer’s Disease Neuroimaging Initiative
ACT Anatomically-Constrained Tractography
ADC Coefficient apparent de diffusion (Apparent diffusion coefficient)
AF Faisceau arqué (Arcuate fasciculus)
BST Bundle-Specific Tractography
CC Corps calleux (Corpus callosum)
CNN Réseau de neurones artificiels à convolution (Convolutional neural network)
CSD Déconvolution sphérique contrainte (Constrained spherical deconvolution)
CSC Continuous Map Criterion
CST Faisceau corticospinal (Corticospinal tract)
CSF Liquide cérébrospinal (Cerebrospinal fluid)
DCI Imagerie de diffusion par compartiment(Diffusion compartment imaging )
DKI Imagerie par kurtosis de diffusion (Diffusion kurtosis imaging)
DTI Imagerie par tenseur de diffusion (Diffusion tensor imaging)




FA Anisotropie fractionnelle (Fractional anisotropy)
fODF Fonction de distribution d’orientations des fibres
(Fiber orientation distribution function)
GM Substance grise (Gray matter)
HARDI Imagerie de diffusion à haute résolution angulaire
(High Angular Resolution Diffusion Imaging)
HCP Human Connectome Project
IRM Imagerie par résonance magnétique
IRMd Imagerie par résonance magnétique de diffusion
IRMf Imagerie par résonance magnétique fonctionnelle
MEG Magnétoencéphalographie
MACT Mesh Anatomically-Constrained Tractography
MCI Déficit cognitif léger (Mild cognitive impairment)
MD Diffusivité moyenne (Mean diffusivity)
NC Groupe contrôle (normal control group)
ODF Fonction de distribution des orientations (Orientation distribution function)
PFT Particle Filtering Tractography
PING Pediatric Imaging, Neurocognition, and Genetics
PVE Effet de volume partielle (Partial volume effect)
ROI Régions d’intérêt (Regions of interest)
RGB Rouge, vert et bleu (Red, green and blue)
SE Groupe spécial euclidien (Special euclidean group)
SET Surface-Enhanced Tractography
SNR Ratio signal sur bruit (Signal to noise ratio)
SC Noyaux sous-corticaux (Subcortical structures)
SF Fonction sphériques (Spherical function)
SH Harmoniques sphériques (Spherical harmonics)
TOD Distribution des orientations d’un tractogramme (Tract orientation density)
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L’imagerie par résonance magnétique (IRM) est une technique non invasive d’ima-
gerie médicale qui permet d’estimer l’architecture neuronale du cerveau. Cet outil
d’analyse est fondamental pour le domaine des neurosciences qui tente continuelle-
ment de développer de nouveaux modèles pour mieux détecter et étudier les troubles
du développement, les maladies neurodégénératives, les troubles mentaux, les commo-
tions, les tumeurs, ainsi que plusieurs autres pathologies du cerveau humain [Catani,
2006; Ciccarelli et al., 2008]. La tractographie combinée à l’IRM de diffusion (IRMd)
rend possible l’extraction de l’information structurelle sur les fibres nerveuses [For-
nito et al., 2013; Hagmann et al., 2007; Wakana et al., 2007]. Ces avancées nous
permettent d’estimer, d’analyser et de visualiser l’organisation des tissus cérébraux
dans l’intention d’identifier la présence d’anomalies.
L’étude de la cartographie structurelle et fonctionnelle des interconnexions neuro-
nales du cerveau est nommée la connectomique. Cette analyse de faisceaux de fibres
de la matière blanche, reliant différentes régions de la matière grise, permet de mieux
comprendre l’interaction fonctionnelle du système nerveux central. La carte de connec-
tivité cérébrale, souvent représentée par une matrice symétrique, est estimée à partir
des points terminaux de la tractographie [Jbabdi et al., 2015; Sotiropoulos et Zalesky,
2017; Yo et al., 2009]. Plusieurs projets substantiels, tel que le « Human Connectome
Project » financé par le National Institutes of Health, ont justement pour but de car-





Certaines limitations de l’IRMd et de la tractographie peuvent mener à des me-
sures et conclusions biaisées [Descoteaux et al., 2009; Jbabdi et Johansen-Berg, 2011;
Jones, 2008; Jones et Cercignani, 2010; Jones et al., 2013; Tournier et al., 2011; Yo
et al., 2009]. Principalement causés par l’effet de volume partiel et la basse résolution
spatiale de l’IRMd, les algorithmes de tractographie ont de la difficulté à reconstruire
la structure des fibres sous-jacentes au cortex [Reveley et al., 2015; Schilling et al.,
2017; Van Essen et al., 2013a]. Ces imperfections, donnant lieu à plusieurs biais de la
tractographie, ont une conséquence directe sur les métriques de connectivité puisque
les faisceaux de fibres faciles à reconstruire sont surreprésentés, alors que les faisceaux
difficiles sont sous-représentés voir même inexistants.
Objectif de recherche
À cet égard, cette recherche vise à combiner des aprioris géométriques aux surfaces
corticales qui sont extraites d’une image anatomique pour faciliter l’analyse conjointe
entre la matière blanche et la matière grise [St-Onge et al., 2018; Teillac et al., 2017;
Yeh et al., 2017]. L’approche proposée facilitera l’estimation de certains biais de la
tractographie le long de la surface corticale [St-Onge et Descoteaux, 2018; St-Onge
et al., 2018].
Dans le cadre de cette thèse, les principaux objectifs sont :
1. d’étudier les biais de la tractographie près du cortex,
2. d’analyser leurs répercussions sur les cartes de connectivité,
3. de présenter de nouvelles approches et améliorations dans le but de corriger ces
biais de points terminaux,
4. d’appliquer les méthodes développées à l’étude du connectome afin de mieux




Au travers des sections de cette thèse, différents sujets de recherche seront abordés :
l’imagerie de diffusion, la tractographie, jusqu’à l’étude du connectome. Le premier
chapitre est une mise en contexte de l’état des connaissances et des limitations de ces
concepts. Le second chapitre présente différentes approches d’intégration de surfaces
corticales à la tractographie afin d’améliorer la reconstruction près du cortex et de
parfaire l’estimation de matrices de connectivité structurelle. Le troisième chapitre
décrit une amélioration pour surmonter certaines de ces imperfections : l’ajout de la
surface corticale et d’un flot géométrique à la tractographie. Le quatrième chapitre
présente une comparaison de différentes approches qui intègrent la surface corticale
pour l’étude des biais corticaux et de la variabilité du connectome. Le cinquième
chapitre décrit une application de l’apprentissage automatique qui a pour objectif
de caractériser la maladie d’Alzheimer à partir de la connectivité structurelle. Le
dernier chapitre expose diverses applications pour filtrer et améliorer les orientations
reconstruites d’une image de diffusion. Finalement, une conclusion rappelle les points






1.1 IRM de diffusion
L’imagerie par résonance magnétique est un outil remarquable qui permet l’inves-
tigation de la structure et de la géométrie des tissus cérébraux. Grâce à des séquences
IRM spécialisées, il est possible de mesurer le signal de diffusion issu du déplacement
des molécules d’eau. Ce type de méthode, regroupé sous le nom IRM de diffusion
(IRMd), permet d’obtenir un contraste pour chacune des directions de diffusion.
Dans l’espace d’acquisition de la diffusion, nommé « q-space », il est possible de
quantifier l’effet de la diffusion à différentes positions, défini par des vecteurs (« b-
vectors ») pondérés en magnitude (« b-values »). La perte de signal, en fonction du
temps, est causée par le déplacement des molécules excitées dans le plan tangent à la
direction courante. Cette différence entre le signal initial sans diffusion (image b0) et
les différentes directions donne le moyen de quantifier l’anisotropie locale d’un tissu
[Jones, 2010].
Cette quantification du signal de diffusion, estimée par la variation d’intensité,
cause une importante diminution du rapport signal sur bruit, « signal-to-noise ratio »
(SNR), ainsi que plusieurs artéfacts. Cela entraîne une baisse de résolution significa-
tive comparée aux acquisitions anatomiques standards par IRM, ce qui amplifie l’effet
de volume partiel (PVE). Dans le but d’améliorer la précision des acquisitions, plu-
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Figure 1.1 – IRM de diffusion avec une image b0 et 3 directions à une « b-value »
1000. Ces volumes de diffusion sont représentés par 3 positions sur une sphère discrète
et d’un point centre (b0) dans le « q-space ».
sieurs algorithmes de traitement d’images ont été créés spécifiquement pour l’IRMd.
Ceux-ci regroupent les algorithmes de débruitage [St-Jean et al., 2014], les cartes de
déformations causées par la susceptibilité magnétique [Andersson et al., 2003] ainsi
que la correction du Eddy current [Reese et al., 2003]. Ces imperfections ont des im-
pacts importants sur les méthodes de reconstruction telles que les modèles locaux et
la tractographie.
1.1.1 Modèles locaux
Afin de caractériser certaines informations de la microstructure, les modèles lo-
caux se basent sur l’anisotropie locale et la variation du signal de diffusion (dans le
« q-space »). Cette modélisation voxelique est souvent considérée comme un outil
nécessaire à la tractographie, car elle permet d’estimer l’orientation des fibres de la
matière blanche.
Tenseur de diffusion Le tenseur de diffusion est un modèle gaussien tridi-
mensionnel qui permet d’estimer l’orientation principale de la structure. Souvent
représenté par une matrice symétrique, ce modèle nécessite seulement l’acquisition
de six directions de diffusion. Même si cette représentation est simpliste, puisqu’elle
ne modélise pas les croisements, elle permet de rapidement estimer de façon gros-
sière le signal de diffusion. Plusieurs mesures de diffusion découlent de ce modèle :
l’anisotropie fractionnaire (FA), la diffusivité moyenne (MD), radiale et axiale.
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Ce modèle a longtemps été utilisé puisqu’il est bien connu dans le domaine mathé-
matique. La représentation du tenseur est souvent utilisée pour modéliser la métrique
de distance locale dans un espace géométrique.
Fonction de distribution des orientations La fonction de distribution des
orientations (ODF) est une représentation probabiliste des directions de diffusion sur
une sphère. Celle-ci permet d’estimer la répartition du signal IRMd à l’aide de fonc-
tion sphérique (SF) à chaque voxel. Cette représentation, beaucoup plus flexible que
celle du tenseur, supporte la reconstruction de configurations complexes telle que
les croisements. Ces fonctions sphériques sont souvent représentées dans le domaine
fréquentiel par des coefficients d’harmonique sphérique (SH). Pour déterminer la di-
rection de la structure du tissu de fibres nerveuses, et non pas celle de la diffusion
de l’eau, une spécialisation de l’ODF a été créée, nommée la « fiber » ODF (fODF)
[Descoteaux et al., 2009; Tournier et al., 2004]. Cet aiguisage (« sharpening ») ap-
plique une déconvolution sphérique contrainte (CSD) avec la distribution d’une seule
population de fibres [Tournier et al., 2007]. La fODF permet de mieux détecter les
croisements puisqu’elle est plus pointue que l’ODF (figure 1.2).
De multiples améliorations pour la fODF ont été présentées pour mieux estimer
l’orientation locale des différents tissus. Ceux-ci ont souvent l’objectif de réduire le
bruit et/ou d’augmenter la précision angulaire. Certains rehaussements (« enhance-
ment ») de l’espace de diffusion seront présentés dans le chapitre 6.
Autres modèles Plusieurs autres modèles locaux sont utilisés pour mieux es-
timer les propriétés de la microstructure [Winston, 2012]. Ces estimations locales ont
pour but d’analyser la variation dans les différentes structures des tissus cérébraux,
similaires à des biomarqueurs. Cette information serait un outil majeur pour détec-
ter certaines maladies et infections qui affectent le cerveau. Certains sont basés sur
l’expansion du DTI, tel que le DTI généralisé (GDTI) [Liu et al., 2010] ou par le
kurtosis de diffusion (DKI) [Jensen et al., 2005]. D’autres modèles estiment le propa-
gateur de diffusion, la fonction de densité de probabilité : MAPMRI [Özarslan et al.,
2013b], SHORE [Özarslan et al., 2013a], DSI [Wedeen et al., 2005] et DPI [Desco-
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teaux et al., 2011]. De plus, il y a de nombreux modèles compartimentaux (DCI)
basés sur des formes géométriques (sphère, cylindre, tenseur ...) comme le multi-
tenseurs [Tuch et al., 2002], DIAMOND [Scherrer et al., 2016], CHARMED [Assaf
et al., 2004], NODDI [Zhang et al., 2012] et autres [Ferizi et al., 2014]. Cependant,
ces méthodes de reconstruction locale sont fortement limitées non seulement par la
résolution spatiale de l’IRMd, mais également par le nombre d’acquisitions dans l’es-
pace de diffusion. De plus, la plupart des modèles qui caractérisent la microstructure
ont besoin d’une bonne résolution angulaire sur plusieurs « b-values ». Cette haute
résolution du « q-space », coûteuse en temps d’acquisition, est nécessaire pour mieux
estimer la variation du signal de diffusion dans chacune des directions. Puisque cette
reconstruction est faite localement à chaque voxel, elle est susceptible à différents
artéfacts de diffusion. C’est pourquoi l’estimation des paramètres du modèle est très
sensible à l’acquisition et peut varier d’une séquence IRMd à une autre.
Structure Directions DTI ODF fODF
Figure 1.2 – Reconstruction du tenseur de diffusion (DTI) des fonctions de distribution
des orientations, sans (ODF) ou avec (fODF) déconvolution sphérique, pour trois
configurations de fibres (simple, croisement à 90 et 45 degrés).
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Cela dit, l’ODF et la fODF sont particulièrement précis pour estimer la distribution
directionnelle à chacune des positions (voxels), et ce, avec un petit nombre de para-
mètres à estimer ce qui les rend moins sensibles au bruit. Cette précision angulaire est
cruciale pour les algorithmes de tractographie qui visent à parfaire la reconstruction
de la structure de la matière blanche.
1.2 Tractographie
La tractographie est l’algorithme de reconstruction de l’architecture des fibres de
la matière blanche. En suivant l’orientation locale, estimée par l’IRMd et les modèles
locaux, il est possible de reconstruire plusieurs chemins à l’intérieur de la structure
complexe du cerveau. Ces chemins, construits à partir d’une série de points liés par
des segments de droites forment une ligne polygonale, appelée « streamline ». À
l’échelle du cerveau, l’ensemble de ces « streamlines », nommé tractogramme, permet
de caractériser la connectivité cérébrale dite structurelle.
Cet algorithme de reconstruction est similaire à l’estimation de trajectoires dans
un champ de vecteurs. Plusieurs approches mathématiques existent pour estimer ces
lignes de courants : locale (déterministe et probabiliste) ou globale (graphes ou géo-
désique). Parmis ceux-ci, les algorithmes à itération locale présentent l’avantage de
pouvoir être adaptés localement pour suivre un modèle géométrique donné, ils seront
donc privilégiés dans le cadre de cette recherche Jeurissen et al. [2019]. Ce type d’ap-
proche est également plus commun pour l’estimation de la connectivité structurelle.
1.2.1 Cartes anatomiques
Puisque les algorithmes de tractographie ont pour objectif de reconstruire la ma-
tière blanche, ceux-ci ont besoin d’images ou de cartes anatomiques qui leur indiquent
l’emplacement des différents tissus, c’est pourquoi l’utilisation de masques est néces-
saire. Ces cartes doivent être dans le même espace et domaine que l’image de diffusion,
permettant de retracer la position anatomique de chacun des points de la « stream-
line » et de guider l’algorithme (figure 1.3). Il est donc possible avec ces cartes de
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savoir si la trajectoire courante est valide, à l’intérieur de la matière blanche [Girard
et Descoteaux, 2012; Smith et al., 2012a].
Certains algorithmes récents comme le Particle Filtering Tractography (PFT) [Gi-
rard et al., 2014] et le Anatomically-Constrained Tractography (ACT) [Smith et al.,
2012a] tirent avantage des cartes de segmentation probabiliste des différents tissus afin
de filtrer les « streamlines ». Ce filtrage basé sur les cartes anatomiques, nommé Conti-
nuous Map Criterion (CMC), permet d’évaluer la probabilité de chaque chemin gé-
néré. Les trajectoires seront conservées par l’algorithme seulement si elles connectent
deux endroits distincts de la matière grise.
WM GM CSF SC
Figure 1.3 – Cartes de segmentation probabiliste des différents tissus : la matière
blanche (WM), la matière grise (GM), le liquide cérébrospinal (CSF) et les noyaux
sous-corticaux (SC).
1.2.2 Initialisation & terminaison
Point de départ Puisque l’IRMd est symétrique pour les directions antipo-
dales, deux trajectoires diamétralement opposées sont lancées pour chaque point ini-
tial (« seed ») dans l’axe de diffusion principal. Ces deux trajets seront par la suite
groupés pour former une seule « streamline ». Les « streamlines » sont généralement
initialisées à l’intérieur d’une région anatomique choisie. Ce choix peut être séparé
en trois familles d’initialisations : à l’intérieur de la matière blanche, au cortex (dans
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la matière grise ou l’interface WM/GM), ou dans une région d’intérêt. Ces régions
sont souvent définies à partir des cartes anatomiques, néanmoins plusieurs mesures
de diffusion sont également employées. Par exemple, la FA pour commencer dans
les régions hautement structurées afin de reconstruire les faisceaux principaux de la
matière blanche.
Notamment, il est plus facile d’interconnecter deux régions du cortex, quand les
« streamlines » sont initialisées dans la GM ou à l’interface WM/GM, puisque le
point de départ s’y trouve déjà. Cet avantage est employé par les deux algorithmes
présentés antérieurement, PFT & ACT.
Point d’arrivé Le lieu de terminaison est également défini par une région ana-
tomique, normalement la matière grise. Toutefois, il est possible qu’une trajectoire
soit promptement arrêtée et rejetée si elle passe par une région invalide. Autrement,
la « streamline » peut également être arrêtée s’il n’y a plus de direction plausible
ou si elle devient trop longue (voir figure 1.4). Ce type de terminaison est souvent
définie par des paramètres de l’algorithme de tractographie tel que la courbure lo-
cale maximale et la longueur maximale. Cette « streamline » pourra être supprimée
ultérieurement par l’algorithme si elle ne rejoint pas un endroit de terminaison valide.
Alternatives Récemment, plusieurs approches commencent et terminent les
trajectoires à partir de la surface corticale. Avec ces méthodes, l’interface WM/GM
est encore utilisée, par contre, celle-ci est définie par un maillage géométrique plutôt
qu’une image voxelique. Ces méthodes sont présentées avec plus de détails dans le
prochain chapitre 2.
1.2.3 Iterations et directions
Les algorithmes de tractographie locale par pas (« step ») ont pour objectif de
suivre l’orientation de la structure à chacune des itérations. Cette orientation est ba-
sée sur la direction locale estimée à partir des modèles locaux. Il existe de multiples
façons de choisir la direction empruntée par une « streamline ». Ces dernières sont
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généralement divisées en deux grandes familles : les approches déterministes ou pro-
babilistes. Une simplification de cet algorithme est présentée dans la figure 1.4. Quelle
que soit l’approche, la direction choisie dépend principalement de deux paramètres :
l’angle (ou courbure) maximal et la taille du pas. La direction suit la trajectoire de
l’itération précédente avec un angle maximal. D’un point de vue anatomique, puisque
la courbure locale des neurones varie selon le faisceau à reconstruire, cet angle va-
rie entre 30 et 60 degrés en fonction de l’objectif de la reconstruction. La grandeur
du pas, quant à lui, est un paramètre généralement choisi en fonction de la taille des
voxels de l’image, entre 0.1mm et 0.5mm [Basser et al., 2000; Descoteaux et al., 2008;
Girard et al., 2014; Smith et al., 2012a; Tournier et al., 2012].
Deterministe Les méthodes déterministes suivent la direction la plus probable
à chaque itération, normalement l’orientation où le modèle de diffusion (DTI, fODF)
a la plus grande diffusivité.
Probabiliste Au contraire, les méthodes probabilistes choisissent au hasard la
prochaine direction, suivant la distribution des orientations possibles. Cela permet de
mieux explorer l’ensemble du domaine au coût d’une plus grande variabilité locale.
Figure 1.4 – Tractographie itérative locale : « streamline » (vecteurs noirs) initialisée
à un point de départ (cercle vert) suivant la direction du modèle local (fODF). Du
côté droit, la trajectoire s’est arrêtée (vecteur rouge) puisqu’il n’y a pas de direc-
tion plausible dans un angle maximal. Du côté gauche, l’algorithme doit choisir la
prochaine trajectoire (vecteurs bleus). Une approche déterministe choisirait la plus
probable, alors que celle probabiliste pigerait dans la distribution du modèle local.
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Alternatives Afin de mieux suivre les orientations locales, il existe d’autres
méthodes d’estimation de trajectoire d’ordre supérieur (i.e. Runge-Kutta), ou utilisant
un pas de grandeur variable. De plus, [Daducci et al., 2016; Girard et al., 2017;
Schiavi et al., 2020] ont proposé récemment d’incorporer des mesures de diffusion
afin de séparer les trajectoires plausibles basées sur de l’informations provenant de la
microstructure, par exemple le taux de myéline ou le diamètre des axones.
1.2.4 Interconnexions
Deux régions de la matière grise reliées par un chemin sont considérées inter-
connectées. Cette connectivité est donc mesurée à partir de l’emplacement des deux
points extrémaux de chaque « streamline » finissant dans la GM. Pour les algorithmes
initialisés dans la matière blanche, il s’agit des deux points terminaux, à chaque ex-
trémité. Pour les méthodes d’initialisations dans la matière grise, ou à l’interface
WM-GM, il s’agit plutôt de la position de départ et de fin. Par la suite, une carte
anatomique des différentes régions cérébrales (atlas) est utilisée pour regrouper les
positions d’une même région (voir figure 1.5). Finalement, les différents chemins du
tractogramme peuvent être séparés par interconnexion, pour chaque paire de régions
[Yeh et al., 2020].
Lors de l’étude de la connectivité, seulement les points extrémaux des « stream-
lines » sont classifiés par les régions corticales. Pour cette raison, il faut donc s’assurer
que ceux-ci terminent dans les régions de la matière grise. Cela n’est pas toujours le
cas, en raison de l’imprécision de l’IRMd dans la matière blanche superficielle (près
du cortex). Pour forcer les « streamlines » à avoir des extrémités valides, Girard
et al. [2014]; St-Onge et al. [2018]; Teillac et al. [2017]; Yeh et al. [2017] ont proposé
de les initialiser à partir du cortex ou de la surface de la matière blanche. Même si
l’initialisation de l’interface et le filtrage particulaire augmentent le taux de réussite
de la tractographie, ces méthodes n’améliorent pas la précision de la reconstruction
des « streamlines » près du cortex [Schilling et al., 2017]. Toutefois, une étude faite
par Girard et al. [2020] montre que certaines méthodes sont plus performantes que
d’autres dans l’estimation de la connectivité anatomique entre deux régions données.
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Figure 1.5 – Connectivité structurelle à partir d’un atlas et de la tractographie.
1.2.5 Validation
Même s’il existe plusieurs méthodes pour valider les résultats de la tractographie,
chacune comporte son lot de limitations. Les fantômes numériques sont les plus pra-
tiques, puisque la vérité terrain est parfaitement connue [Caruyer et al., 2014; Côté
et al., 2013; Neher et al., 2014]. Ces fantômes sont souvent utilisés pour comparer
les différents algorithmes dans des configurations ambiguës (croisement, embranche-
ment ...). Les fantômes physiques sont beaucoup plus complexes à construire sans
avantage significatif pour la tractographie. Ceux-ci sont donc plus utilisés pour la
reconstruction de modèles locaux puisque le signal de diffusion mesuré est réel. Ces
deux méthodes sont souvent critiquées puisque leur complexité structurelle est encore
très loin de l’architecture cérébrale.
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Les études histologiques post mortem représentent une autre forme de validation
qui utilise la dissection ou le traçage axonal sur des cerveaux humains ou de primates.
Ces deux méthodes ont l’avantage de permettre l’observation directe de la structure
axonale d’un petit nombre de faisceaux ou d’un site d’injection. En contre-partie,
elles sont extrêmement complexes et requièrent beaucoup de préparatifs et de pré-
cision, c’est pourquoi malgré leur précision, les fantômes sont plus majoritairement
utilisés. Dans les dernières années, plusieurs études de dissection des faisceaux de la
matière blanche comparent leurs résultats à une dissection virtuelle par tractographie
[De Benedictis et al., 2016; Hau et al., 2017; Maffei et al., 2018; Sarubbo et al., 2019].
D’autres ont pour objectif de quantifier la connectivité structurelle à l’aide de bio-
marqueurs [Schmahmann et al., 2007; Yeterian et al., 2012]. Parmi celles-ci, certaines
recherches comparent la précision de différents algorithmes de tractographie [Girard
et al., 2020; Schilling et al., 2017].
1.2.6 Limitations
Étant donné que la tractographie est basée sur l’orientation locale des modèles,
elle est limitée par certaines imperfections de l’image de diffusion dénotées précé-
demment. De multiples améliorations ont été proposées pour augmenter la précision
et diminuer l’effet de volume partiel causé par la faible résolution voxelique [Coupé
et al., 2013; Girard et Descoteaux, 2012]. Malgré ces ajustements, la tractographie
comporte toujours plusieurs biais, dont le biais de gyri (« gyral bias »). Illustré dans
la figure 1.6, ce biais de répartition des points d’extrémités des « streamlines » est
fort probablement causé par la basse résolution de l’IRMd et l’effet de volume partiel
près de la matière grise qui y est associé [Reveley et al., 2015; Schilling et al., 2017;
Van Essen et al., 2013a].
La complexité de l’architecture cérébrale en plus des ambiguïtés locales rendent la
reconstruction et sa validation difficiles. L’ajout d’aprioris et de modèles anatomiques
est nécessaire pour améliorer ces algorithmes. Ces méthodes doivent également balan-
cer la sensibilité et la spécificité, le compromis entre maximiser le taux de vrai positif
et de minimiser le taux de faux positif [Girard et al., 2020; Maier-Hein et al., 2017].
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Figure 1.6 – Visualisation de la distribution fortement non-uniforme des points ter-
minaux de la tractographie, fortement biaisé le long des gyri (« gyral bias »). Image
tirée de Reveley et al. [2015].
1.3 Connectomique
Comme nous l’avons vu, le tractogramme qui résulte de la tractographie permet
d’évaluer les interconnexions entre les différentes régions cérébrales. Ces intercon-
nexions de la matière blanche (faisceaux de fibres) forment une carte structurelle que
l’on appelle un connectome. La connectomique est l’étude de ce connectome. Son ob-
jectif est de mieux appréhender la connectivité cérébrale au sein du système nerveux
grâce à une meilleure compréhension des interactions entre ces régions. L’analyse de
la connectivité cérébrale repose sur des mesures d’interconnexions entre les différentes
régions corticales. Par exemple, avec la théorie des graphes et d’autres approches sta-
tistiques, il est possible de mesurer la similarité ou la distance entre plusieurs groupes
et sujets. Les différentes approches employées pour effectuer ces analyses peuvent être
classées en deux grandes familles : les études structurelles ou celles fonctionnelles.
Connectivité structurelle Comme discuté précédemment, l’architecture de la
matière blanche peut être estimée in vivo avec l’aide de l’IRMd et de la tractographie.
Cette reconstruction permet d’obtenir plusieurs mesures de connectivité interreliant
18
1.3. Connectomique
les nombreuses régions de la matière grise. Ces mesures peuvent être obtenues directe-
ment de la tractographie et des trajectoires ; par exemple, le nombre de « streamlines »
entre chaque région (« streamlines count »). Sinon elles peuvent être obtenues indi-
rectement à partir des modèles locaux le long des « streamlines » (FA moyenne, la
MD maximale, etc ...). [Schiavi et al., 2020; Schilling et al., 2017; Yeh et al., 2020].
Connectivité fonctionelle Pour la connectivité fonctionnelle, l’emphase est
placée dans l’étude de fonctions pour chaque région ainsi que l’interaction entre
ces régions. L’électroencéphalographie (EEG), la magnétoencéphalographie (MEG)
et l’IRM fonctionnelle (IRM) mesurent, de façon indirecte, l’activation neuronale
dans la matière grise [Hutchison et al., 2013]. Ces méthodes peuvent donc estimer
des cartes d’activations ou de corrélation, et reconstruire un graphe ou une matrice
d’interaction fonctionnelle.
1.3.1 Représentation
Ces mesures de connectivité sont souvent représentées sous forme de graphe non
orienté. Les sommets de ce graphe (également appelés points ou noeuds) représentent
généralement les différentes régions corticales. Les arêtes du graphe sont les intercon-
nexions indiquant une interaction entre deux régions. Les sommets peuvent contenir
l’information sur la région avec un vecteur de mesures (position 3D, aire corticale,
signal observé, etc.) alors que les arêtes contiennent les détails de l’interaction (cor-
rélation, « streamlines count », propriétés de diffusion le long des chemins ...). Ces
graphes deviennent orientés lorsqu’ils sont utilisés avec des mesures directionnelles
(non symétriques) d’une région à l’autre.
L’étude de la structure et de la topologie d’un graphe est un domaine de recherche
à part entière. Plusieurs analyses de la connectivité cérébrale utilisent ce type d’ap-
proche pour quantifier l’interconnexion entre les différentes régions corticales [He et
Evans, 2010; Kocevar et al., 2016; Yeh et al., 2020]. Différentes propriétés (excentri-
cité, centralité, distance moyenne ...) de ces graphes sont utilisées pour l’analyse de la
connectivité structurelle et fonctionnelle. Ces propriétés réduisent la dimensionnalité
du problème, permettant de plus facilement comparer et classifier les graphes.
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Pour une mesure d’interconnectivité choisie (e.g. « streamlines count ») les poids
des arêtes peuvent être représentés par une matrice, similaire à la construction d’une
matrice d’adjacence. Cette matrice, constituée d’un nombre de lignes et colonnes
égales au nombre de sommets, regroupe les valeurs d’interconnexions entre l’ensemble
des paires de régions. Ces représentations sont illustrées dans la Figure 1.7.
Le prochain chapitre survole l’intégration des surfaces corticales à la tractogra-
phie qui a pour objectif d’améliorer la reconstruction et analyse de la connectivité
cérébrale.
graphe non orienté matrice de connectivité
Figure 1.7 – Connectivité structurelle (« streamlines count ») représentée par un
graphe circulaire non orienté et une matrice en échelle logarithmique.
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Intégration des surfaces corticales
Plusieurs améliorations ont récemment été proposées pour les méthodes de trac-
tographie présentement limitées par plusieurs imperfections de l’IRMd, telles que le
faible rapport signal sur bruit (SNR) et l’effet de volume partiel (PVE) [Calamante,
2019; Côté et al., 2013; Roine et al., 2014]. La plupart de ces limitations impactent
directement la qualité de la reconstruction de la matière blanche par tractographie.
Pour contourner ces artéfacts, fortement reliés à la discrétisation voxelique, Cottaar
et al. [2015] & St-Onge et al. [2015] furent les premiers à suggérer l’utilisation de
surfaces corticales pour améliorer la tractographie. Grâce aux modèles géométriques
basés sur la courbure du cortex, ces méthodes peuvent intégrer un maillage de la
surface corticale pour augmenter la précision du masque de tractographie, réduire le
PVE ainsi que certains biais corticaux.
Par la suite, les surfaces corticales ont été intégrées dans plusieurs algorithmes de
tractographie, c’est le cas notamment du Mesh-ACT (MACT) [Yeh et al., 2017], du
Surface-Enhanced Tractography (SET) [St-Onge et al., 2018], ainsi que d’une méthode
globale avec contrainte près du cortex [Teillac et al., 2017]. Ces surfaces sont également
utilisées pour améliorer l’orientation des modèles locaux près du cortex [Cottaar et al.,
2016], ou pour mieux estimer la diffusion dans les différentes couches de la matière
grise [Avram et al., 2020].
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2.1 Modélisation près du cortex
Parmi les méthodes présentées précédemment, les recherches de Cottaar et al.
[2020]; St-Onge et al. [2018] se démarquent par l’intégration d’un flot mathématique
afin de mieux reconstruire l’orientation des fibres de la matière blanche sous-jacente
au cortex, sans l’utilisation de l’IRMd. Ce flot est basé sur la géométrie du cortex
et s’affranchit de l’IRMd. D’autre part, cette modélisation améliore les directions
locales estimées et aide la tractographie dans les endroits où le signal de diffusion
est fortement corrompu par le PVE. Puisque cette modélisation est indépendante à
l’IRMd, elle permet une reconstruction valide sous le cortex même si la résolution
spatiale de l’image est très basse. Ce type d’approche est un premier pas pour réduire
les biais corticaux causés par une mauvaise projection des trajectoires près du cortex.
2.2 Surface & tractographie (SET)
L’initialisation de la tractographie à partir de surfaces corticales avec un flot géo-
métrique fut d’abord proposée durant mes recherches à la maîtrise [St-Onge, 2016]
et puis validée durant mon doctorat. La méthode découlant de cette recherche, le
Surface-Enhanced Tractography (SET), est détaillée dans le premier article (cha-
pitre 3). L’analyse approfondie des points terminaux (ex. biais de gyri, couverture
du cortex), avec les différentes méthodes d’intégration des surfaces corticales, est dé-
crite dans le second article (chapitre 4).
L’objectif de SET est d’améliorer la tractographie en intégrant les surfaces corti-
cales. Cette section présente les différents concepts et avantages de ce type d’approche.
2.2.1 Maillage
Tout d’abord, l’ajout de ces surfaces permet d’avoir une meilleure précision de
l’interface entre les différents tissus. En effet, ces surfaces sont reconstruites à par-
tir des contrastes d’une image en pondération T1. Cette dernière est acquise à une
plus haute résolution que l’image de diffusion et constitue un référentiel anatomique.
Par conséquent, non seulement la segmentation résultante est plus précise, mais ces
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surfaces sont aussi représentées par un maillage qui n’est pas restreint à la discrétisa-
tion de l’image contrairement aux masques standards (binaires ou probabilistes). La
figure 2.1 illustre justement cette différence dans une vue transversale pour un gyrus
donné.
2.2.2 Mesures corticales
Deux des outils de reconstruction, FreeSurfer [Dale et al., 1999] et CIVET [Kim
et al., 2005], sont également capables d’estimer plusieurs informations corticales, no-
tamment l’épaisseur, l’aire ou le volume. L’avantage des surfaces est qu’il devient
alors facile d’intégrer ces informations afin de mieux répartir les « streamlines ». Par
la suite, ces mesures corticales peuvent être ajoutées dans la pondération et l’analyse
de la structure cérébrale.
2.2.3 Flot géométrique
Illustré dans la figure 2.1, le « surface flow » est une modélisation géométrique de la
structure de la matière blanche près du cortex. Ce flot mathématique, découlant d’un
flot de courbure moyenne, permet de projeter les trajectoires de la matière blanche












Figure 2.1 – Discrétisation voxelique (gauche) et par maillage (droite) de surfaces
corticales. Le « surface flow » est une modélisation géométrique visant à mieux re-
construire la trajectoire des fibres près du cortex.
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Figure 2.2 – Différentes méthodes d’initialisation à partir : A) d’un masque voxelique
de la GM, B) d’un maillage de l’interface WM-GM et C) du « surface flow ».
2.2.4 Initialisation et terminaison
Comme présenté dans la figure 2.2, il est possible d’initialiser la tractographie
à partir d’une surface (B) ou d’un flot géométrique (C). L’avantage de ces deux
stratégies est que l’orientation opposée à la normale de la surface permet de diriger la
« streamline » dans la direction de la matière blanche, ce qui n’est pas possible avec
un masque voxelique, qui doit initialiser de chaque côté (voir figure 2.2-A). En plus
de cette direction, le « surface flow » donne une trajectoire initiale qui pourrait être
intégrée avec des méthodes d’ordre supérieur (extrapolation) afin de mieux prédire
les prochaines orientations.
Initialisation adaptative Le maillage géométrique étant une surface dont le
domaine est continu (une variété 2D dans un espace 3D), il est par conséquent fa-
cile d’utiliser des cartes corticales pour répartir les points initiaux. Illusté dans la
figure 2.3, cette répartition initiale peut être adaptée à partir de connaissances ou
d’aprioris anatomiques de la distribution des axones dans la matière grise (épaisseur,
aire locale, volume locale). Cette fonction de distribution peut également être adap-
tée localement pour chaque région corticale basée sur des analyses histologiques, par
exemple les mesures de répartition pour chacune des aires de Brodmann [Brodmann,
1909]. En outre, l’initialisation étant faite à partir du maillage (FreeSurfer, CIVET ),
les informations corticales (épaisseur, aire, courbure, etc.), ou toutes autres mesures
projetées sur le cortex (IRMf, EEG, MEG) peuvent alors être exploitées pour guider
la tractographie. Par conséquent, cela permettrait de considérer le volume local ou
l’activité corticale dans la distribution des positions de départ.
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Uniforme Aire locale Points d’initialisations
Figure 2.3 – Cartes de répartitions et points d’initialisations (« seeds »), distribués
de façon uniforme sur la surface du cortex, avec et sans normalisation de l’aire locale.
Initialisation dynamique La distribution des points initiaux peut ensuite être
adaptée de façon dynamique afin d’obtenir une reconstruction plus uniforme. En ef-
fet, cette carte d’initialisation adaptative peut être modifiée de façon itérative, après
un certain nombre de chemins reconstruits (voir figure 2.4). L’inconvénient de la
tractographie locale est qu’il n’est pas possible de choisir le point terminal d’une
« streamline », par contre, il est possible de choisir son point initial dépendamment
des « streamlines » déjà obtenues. Cette initialisation dynamique est donc une fa-
çon simple et efficace de s’assurer d’une plus grande couverture du cortex. Avec une
heuristique plus avancée, il est également possible d’améliorer la distribution de ces
points extrémaux, réduisant ainsi le « gyral bias ». Même si le signal de diffusion
est symétrique et que, de ce fait, l’ordre des points d’une ligne polygonale peut être
inversé, la tractographie reste sensible aux conditions initiales. C’est pourquoi lorsque
le « gyral bias » est trop important, il est possible que l’approche dynamique entraîne
une distribution des points initiaux principalement dans les sulci et, par conséquent,
les points finaux se retrouvent systématiquement dans les gyri. Bien que cette ap-
proche entraine une couverture plus complète du cortex, en contre-partie, elle aurait
un effet considérable sur les trajectoires à travers l’IRMd. Dans cet ordre d’idées, il
est donc crucial de bien évaluer les avantages et les inconvénients de cet initialisation
adaptatif à l’aide d’une base de données du type « test-retest ».
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Figure 2.4 – Algorithme d’initialisation dynamique avec une illustration de la distri-
bution : A) des points initiaux, B) des points terminaux, C) d’une adaptation des
points initiaux et D) points terminaux résultant après l’adaptation.
Initialisation des régions sous-corticales Ces deux initialisations décrites
précédemment peuvent être généralisées à d’autres surfaces représentant des régions
d’intérêt (ROI). Généralement obtenu à partir d’un atlas voxelique, les noyaux gris
ou autres ROI peuvent être facilement transformés en maillage avec un algorithme
de Marching Cube [Lorensen et Cline, 1987]. Il suffit ensuite de donner une carte
de matière blanche afin d’initialiser les « streamlines » dans une région valide (voir
figure 2.5). Cette approche est similaire à une initialisation dans la matière blanche
(« WM/FA seeding »), cependant, l’approche proposée initialise directement à l’in-
terface de la région d’intérêt et non pas à l’intérieur de celle-ci.
Anisotropie fractionnaire Masque d’initialisation Densité
Figure 2.5 – Initialisation de régions sous-corticales à partir de la FA ou d’un masque
de WM et densité des « streamlines » terminant le long de ces régions.
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Figure 2.6 – Différentes méthodes de terminaison dans la GM pour des « streamline »
données en a) : b) un masque voxelique, c) un masque dilaté, d) une projection au
vertex le plus près, e) une intersection avec le maillage de l’interface WM-GM ou f)
avec le « surface flow ». Les points terminaux valides sont dénotés par un losange.
Terminaison Lors de la reconstruction par tractographie, ces surfaces peuvent
être utilisées pour terminer les « streamlines » lorsque celles-ci entrent en collision
avec l’interface WM-GM (figure 2.6). Ces points d’intersection fournissent l’emplace-
ment terminal précis sur le cortex pour chacune des « streamlines » terminant sur
le cortex. Puisque ces trajectoires atteignent la matière grise seulement si elles tra-
versent l’interface WM-GM, les « streamlines » qui n’ont pas d’intersection sont tout
simplement éliminées.
2.2.5 Points extrémaux
L’analyse des points extrémaux des trajectoires permet non seulement de connaître
l’interconnexion des régions, mais également de quantifier la distribution de ces points
sur le cortex. Cette approche est souvent utilisée pour vérifier les biais des points
extrémaux (« endpoints biases ») de la tractographie : la couverture de la matière
grise (« coverage bias »), le nombre de points terminant dans un gyrus versus un
sulcus (« gyral bias ») et la variance entre les différentes régions corticales.
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2.2.6 Connectomique
L’intégration de surface n’est pas seulement bénéfique à la tractographie, elle
permet également de projeter les résultats le long du cortex. Les surfaces corticales
sont également utilisées pour diverses mesures de la matière grise, particulièrement
des cartes anatomiques de différentes régions de la matière grise (atlas). FreeSurfer et
CIVET procurent une parcellisation sur le maillage, pour laquelle chaque vertex est
associé à une région corticale [Destrieux et al., 2010; Klein et Tourville, 2012]. Cette
connectivité structurelle est illustrée à la figure 2.7.
Figure 2.7 – Connectivité structurelle à partir d’un atlas cortical et de SET. Visuali-
sation des points extrémaux d’un tractogramme finissant sur l’atlas surfacique et de
la connectivité structurelle.
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Discrète Continue Fonctionelle
Figure 2.8 – Illustration de Cole et al. [2020] sur la connectivité discrète et continue
estimée avec l’aide d’une approche surfacique et de SET.
En général, le cortex est également le domaine utilisé pour l’analyse de la connec-
tivité fonctionnelle (IRMf, EEG, MEG) [Hagmann et al., 2008]. Le fait d’avoir la
connectivité structurelle et fonctionelle sur un même domaine facilite grandement
l’analyse jointe du connectome directement sur le maillage cortical. C’est là un avan-
tage de SET qui par une initialisation et une terminaison le long d’un maillage permet
d’effectuer ce type d’analyse d’une façon continue sur le cortex (figure 2.8), s’affran-
chissant d’un regroupement ou d’une parcellisation [Cole et al., 2020].
2.2.7 Implémentation et application
Les fonctions mathématiques ainsi que le flot géométrique (« surface flow ») ont
été implémentés dans la librairie TriMeshPy. L’intégration des surfaces corticales fut
ajoutée aux outils du laboratoire (Scilpy) afin d’initialiser la tractographie à partir
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d’un maillage cortical ou d’un flot géométrique. L’ensemble du procédé de traitement
pour le Surface-Enhanced Tractography (SET) a été automatisé avec Nextflow, incor-
porant le traitement d’IRMd effectué par le Tractoflow [Theaud et al., 2020]. Cette
chaîne de traitement est adaptée aux surfaces et cartes corticales générées par Free-
Surfer et CIVET . Le procédé résultant, l’intégration des surfaces à la tractographie,
est accessible à l’ensemble de la communauté scientifique.
Cette implémentation fut employée pour le traitement des données de diffusion de
la base de données Pediatric Imaging Neurocognition and Genetics (PING). Le dia-
gramme du traitement de ces données est présenté à la figure 2.9. Celui-ci explique
en détail les différentes étapes de la reconstruction de la matière blanche avec une
méthode état de l’art ainsi qu’avec l’approche proposée, le Surface-Enhanced Trac-
tography. Ce traitement est similaire à celui proposé par le « Human Connectome
Project » (HCP) tout en étant adapté pour cette base de données. Cette harmoni-
sation des données de diffusion a pour but de faciliter et d’augmenter l’accessibilité
aux données et l’analyse de la connectivité de données pédiatriques [Al-Sharif et al.,
2020].
Pour résumer, l’objectif de ces méthodes présentées est d’augmenter la fiabilité des
analyses sur l’architecture cérébrale. Les analyses concernant l’intégration des surfaces
sont détaillées dans les prochains chapitres (articles) pour s’assurer que ces ajouts
soient bénéfiques pour la connectomique. Cette validation est faite en mesurant : le
pourcentage de couverture corticale des points terminaux, le ratio de terminaison
gyrus/sulcus et la reproductibilité des interconnexions. Cette reproductibilité sera
calculée et validée avec des données « test-retest », de la même manière que pour le
Surface-Enhanced Tractography [St-Onge et al., 2018].
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Figure 2.9 – Architecture du traitement pour la base de donnée PING. La surface
corticale, les noyaux gris sous-corticaux et le tronc cérébral généré avec CIVET ont
été ajoutés pour analyser la connectivité structurelle avec SET [Al-Sharif et al., 2020].
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Tractographie & surfaces corticales
Résumé
Cet article présente une nouvelle méthode, le Surface-Enhanced Tractography
(SET), qui intègre les surfaces corticales et un flot géométrique afin d’améliorer
l’algorithme de tractographie près du cortex. Nous avons vu précédemment que l’effet
de volume partiel, la basse résolution et le faible SNR de l’IRMd réduisent la précision
de la tractographie près des gyri. Ces limitations causent plusieurs biais de connexion:
un biais de longueur (« length bias ») et un biais de répartition des extrémités (« gyral
bias ») des fibres reconstruites. Dans cet article, il est proposé d’utiliser l’interface
WM-GM sous forme de maillage plutôt qu’un masque voxelique afin d’obtenir une
distribution plus uniforme des points finaux. D’une part, définir l’interface avec un
maillage permet d’être plus précis que d’utiliser une discrétisation par voxel. D’autre
part, initialiser les faisceaux de la tractographie par un flot géométrique, le « mass-
stiffness flow », permet de mieux modéliser la structure courbée (« fanning ») des
fibres dans les gyri. De plus, plusieurs algorithmes de tractographie basés sur la
reconstruction locale des fODF de l’IRMd (déterministe, probabiliste et PFT) sont
comparés avec ou sans ce flot. L’intégration de ce flot géométrique entraîne une ré-
duction du nombre de connexions invalides, le un biais de longueur et de répartition.
Enfin, le flot géométrique résultant (« surface flow »), avec l’utilisation de surfaces
corticales, améliore la reproductibilité des matrices de connectivité.
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Contributions de la publication
Les contributions principales de cet article sont :
• Le « surface masking and seeding », une méthode d’initialisation et de masquage
plus précise qui intègre différents aprioris corticaux.
• Le « surface flow », une modélisation géométrique et continue des fibres de la
matière blanche superficielle. À proximité du cortex, cette méthode est plus
précise que l’IRMd combinée à la tractographie.
• Une comparaison quantitative et qualitative confirmant le « length bias » ainsi
que le « gyral bias » de plusieurs algorithmes de tractographie basés sur le signal
de diffusion.
• Les analyses et résultats confirment également le gain de performance du Parti-
cle Filtering Tractography (PFT) comparé à l’algorithme de tractographie stan-
dard.
Contributions des auteurs
• Conception de la méthode et écriture du manuscrit (Etienne St-Onge).
• Supervision du projet et révision de l’article (Maxime Descoteaux).
• Correction et relecture du manuscrit (tous les auteurs).
• Adaptation de l’algorithme de tractographie pour l’initialiser à une position et
direction donnée (Gabriel Girard).
• Calcul de la direction moyenne et de la fraction du volume (Alessandro Da-
ducci).
Commentaire
Cet article a été accepté au journal NeuroImage de Elsevier en décembre 2017, a
reçu le prix de publication du Centre d’excellence en neurosciences de l’Université de
Sherbrooke. L’idée initiale de cette méthode a été soumise et acceptée à la conférence
International Society for Magnetic Resonance in Medicine 2015 (ISMRM’15).
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Abstract
In this work, we exploit the T1 weighted image in conjunction with cortical surface
boundary to improve the precision of tractography under the cortex. We show that
utilizing the cortical interface and a surface flow, to model the superficial white matter
streamlines, enhance and improve tractography trajectory near the cortex. Our novel
surface-enhanced tractography reduces the gyral bias, the length bias and the amount
of false positive streamlines produced by tractography. This method improves the
reproducibility and the cortical surface coverage of tractograms which are crucial for
connectomics studies. The usage of cortical surfaces, extracted from the standardly
acquired 1mm isotropic T1, is a straightforward and effective way to improve existing
tractography processing pipelines and structural connectivity studies.
Highlights
1. Novel differential geometry modeling of the white matter fibers under the cortex.
2. Novel surface seeding and stopping strategies using the high-resolution T1 im-
age.
3. Surface-enhanced tractography (SET) algorithm that reduces the gyral and
length bias.
4. SET improves the reproducibility of tractograms and connectivity matrices.
Keywords
Diffusion MRI, Discrete Differential Geometry, White Matter, Connectome, Gyri-
fication, Tractography, Gyral Bias
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3.1 Introduction
Diffusion MRI (dMRI) is a non-invasive technique that allows the reconstruction
of the white matter (WM) structure. Axonal pathways can be reconstructed in-vivo
by following the local orientation of the water diffusion with a process called trac-
tography. This in-vivo reconstruction of the white matter can be used for structural
connectivity studies [Fornito et al., 2013; Hagmann et al., 2007; Wakana et al., 2007].
Structural connectivity mapping (connectomics) can be estimated through streamline
endpoints produced by tractography [Jbabdi et al., 2015; Yo et al., 2009].
However, limitations in dMRI and tractography can lead to biased measurements
and conclusions [Descoteaux et al., 2009; Jbabdi et Johansen-Berg, 2011; Jones, 2008;
Jones et Cercignani, 2010; Jones et al., 2013; Tournier et al., 2011; Yo et al., 2009].
Compared to standard anatomical MRI image, dMRI has an intrinsically low signal-
to-noise ratio and low spatial resolution [Tournier et al., 2011]. Partial volume effect
(PVE), caused by the poor spatial resolution (typically 2mm isotropic), and angular
discretization reduces the precision of streamlines tractography. Another problem
is that most streamlines stop in the middle of the white matter without reaching
the gray matter (GM) regions (seeding and masking problems) [Girard et al., 2014;
Jbabdi et Johansen-Berg, 2011; Smith et al., 2012b]. Moreover, the low resolution of
dMRI can also lead to the gyral bias of tractography [Reveley et al., 2015; Van Essen
et al., 2013a], as shown in Figure 3.1, where current iterative tractography algorithms
are unable to capture the fanning structure in the gyral blade.
The goal of this work is to confront dMRI limitations in the superficial WM and
improve tractography methods to overcome the poor resolution, the partial volume
effect and the gyral bias. We therefore propose a surface-enhanced tractography tech-
nique, a surface-based differential geometry approach, to model the main orientation
of the WM structure under the cortex, without the need of any diffusion informa-
tion. We also present a surface seeding and stopping strategy, utilizing the cortex
normal and curvature to improve and enhance current tractography algorithms. To-




Figure 3.1 – a.I-II) Superficial white matter fibers projection inside a gyrus. a.III-IV)
Fibers fanning structure from dMRI tractography. b) Post-mortem staining. (image
#16.8 and #16.12 from Van Essen et al. [2013a]). c) Shows a standard tractography
result, figure from St-Onge et al. [2015]. The second row shows the development of a
ferret brain: d) the cortical expansion and gyrification and e) the evolution of radial
lines during gyrification (images from Smart et McSherry [1986a,b]). Our propose
surface flow is unfolding the cortex, essentially inverting this illustration.
3.2 Background
We now present some of the existing literature on cortical folding models along
with the underlying axonal structure. The proposed surface-enhanced method is
derived from these gyrification and fiber models.
Cortex Model Recent cortical folding models from Bayly et al. [2014]; Tallinen
et al. [2016]; Xu et al. [2010] and paper ball from Mota et Herculano-Houzel [2015];
Striedter et Srinivasan [2015] give geometrical insights about the underlying WM
architecture derived from the cortex surface area, thickness and curvature. Geomet-
rical and curvature information from cortical surfaces were also used by Tallinen et al.
[2016]; Waehnert et al. [2014] to accurately model the organization of the GM lay-
ers. According to the recent Nature Physics publications from Tallinen et al. [2016]:
« At present, the most likely hypothesis is also the simplest one: tangential expansion
of the cortical layer relative to sublayers generates compressive stress, leading to the
mechanical folding of the cortex ».
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White Matter Structure Under the Cortex Caused by the cortex folding and
tangential expansion, axons near the GM tend to be orthogonal to the surface and
bend along the gyri wall, illustrated in Figure 3.1. This is supported by high-resolution
(HR) acquisitions from recent 7T MRI and 3T MRI with the Connectome gradients
[McNab et al., 2013; Sotiropoulos et al., 2013], post-mortem HR acquisition [Klein-
nijenhuis et al., 2013; Leuze et al., 2014] and histology [Budde et Annese, 2013;
Van Essen et al., 2013a].
Consequently, the cortex underlying structure, the superficial white matter, could
be modeled based on the tangential growth repercussion [Bayly et al., 2014; Tallinen
et al., 2016; Xu et al., 2010].Based on previous quantification of fiber orientation
[Budde et Annese, 2013; Van Essen et al., 2013a] the proposed model take into account
the following properties: 1) fibers travel parallel to the walls of the gyrus, 2) they
end orthogonal (radial) to the WM-GM interface, 3) they terminate across the whole
interface without holes and 4) fiber trajectories should be smooth. Inspired from
Waehnert et al. [2014], a curvature based geometrical flow from cortical surfaces is
employed to reconstruct fiber pathways. Hence, as presented in the next section, it
seems natural to propose a surface-enhanced method to capture these four properties
and aim at improving tractography.
3.3 Methods
In this work, we propose to apply a geometric flow to the WM-GM boundary sur-
face to model the predominant fiber pathway and improve the tractography near the
cortex. As specified in the next section, each point of the mesh will flow inwardly, or-
thogonal to the cortical surface, creating a less convoluted surface. Consequently, this
surface flow will be used to initialize and terminate a traditional streamlines tractog-
raphy algorithm using the dMRI information from the fiber orientation distribution




Surface flow is a novel approach to model the superficial white matter structure,
i.e. streamlines under the cortex. This model is based on the cortical surface geom-
etry (vertices, normals, areas and curvatures) extracted from the T1 to increase the
resolution and precision of dMRI tractography under the cortex. A modified mean-
curvature flow method, based on the orthogonality and surface maximization priors
from McNab et al. [2013]; Waehnert et al. [2014] is used to reconstruct the fanning
structure of the superficial white matter streamlines [Budde et Annese, 2013; Van Es-
sen et al., 2013a]. Similar methods are used to estimate GM layers position and
thickness, but they do not provide WM fibers structure and orientation information
[Jones et al., 2000].
Mean-Curvature Flow The mean-curvature and mean-curvature flow are stan-
dard in differential geometry [Deckelnick et al., 2005; Lu et al., 2002]. For a 2D
manifold (S), the mean-curvature (κH = 12(κ1 + κ2)) is the local variation of the
surface unit length normal (n), where the orthogonal basis curvatures are κ1 and
κ2. The depth of the flow depends on two parameters: diffusivity weight (λ) and
diffusion time (t). Intuitively, the flow is unfolding the cortex, essentially inverting
the process shown in Figure 3.1-d,e. The mean-curvature flow moves normally to the
surface, along the radius of its curvature: ∂
∂t
S = −λ ·κH ·n. Consequently, the Cotan
operator, linked to the Laplacian (L = κH · n), from Desbrun et al. [1999]; Pinkall
et Polthier [1993] is the most accurate discrete Laplace operator [Meyer et al., 2003;
Wardetzky et al., 2007].
The discrete Laplacian over a vertex (vi) can be measured as a weighted (Wij)




Wij(vi − vj) ,
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where the Cotan operator is a matrix (L) weighted with the two opposing triangles




2(cot(αij) + cot(αji)) if j ∈ Ni
0 otherwise
L =
 Wij if i 6= j−∑kWik if i = j .
a)
b)
Figure 3.2 – a) Evolution of the WM-GM interface with the positive constrained
mass-stiffness flow at time t = 0, 50, 100 with step size λ∂t = 0.1). The surface is
colored by mean-curvature sign, from negative in blue (fundus of sulci), zero in black,
to positive in red (crown of gyri), as shown on the colorbar. b) surface flow lines of
the positive constrained mass-stiffness flow, over the surface t = 50. Each streamline
represents a vertex displacement in the normal direction over time, from the initial to
the final surface. These lines are colored by their orientation (x-red, y-green, z-blue),
the same as a directionally-encoded color (DEC) or a colored fractional anisotropy
(RGB) map [Calamante et al., 2012; Pajevic et al., 1999].
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Mass-Stiffness Flow The mean-curvature flow is known to have singularities be-
cause it supposes a surface without thickness or density. The mass-stiffness flow
[Kazhdan et al., 2012], constructed with an area mass/density weight, is a modifica-
tion to the mean-curvature flow to avoid the formation of singularities. This is more
suitable to model the predominant structure orientation, knowing that white matter
fibers are compressed against one another but they do not merge or collide into zero




12(|τij|+ |τji|) if j ∈ Ni
0 otherwise
D =
 Aij if i 6= j−∑k Aik if i = j
(D − λL)v+ = Dv ,
where the weights |τij| and |τji| are the areas of the two opposing triangles of the edge
connecting the vertices vi and vj, λ is a diagonal matrix representing the displacement
weight of each vertex.
Because the flow is employed to model the orientation of the superficial white
matter structure and not to model the development of the brain surface, the flow
is constrained to move only inwardly. The local displacement weight is set to zero
when the mean-curvature is negative (if κH(vi) < 0 =⇒ λii := 0). This positive
mass-stiffness flow is a complete continuous mapping from the initial surface toward
a smaller and smoother version of it, as illustrated in Figure 3.2.
For the proposed method, the inner (less-convoluted) surface generated from the
positive mass-stiffness flow serves as initial seeds position and direction for tractog-
raphy. This surface is also used to restrain the tracking algorithm; when a streamline
intersects with it, the flow is used to back-project it to the outer surface (the WM-GM
interface). The surface flow trajectory is inherently orthogonal to the initial surface
and subsequently tends towards the medial axis, along the mean-curvature skeleton,
which is parallel to the nearest mesh boundary [Kazhdan et al., 2012; Tagliasacchi
et al., 2012].
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Seeding and Stopping Criterion
The surface of the WM-GM boundary was used to initiate the positive mass-
stiffness flow. Represented with a mesh, this surface can be obtained from a classic
T1 processing pipeline such as FreeSurfer [Dale et al., 1999], CIVET [Kim et al.,
2005] or BrainVisa [Auzias et al., 2013] (see section 3.3 for details). This geometrical
representation of a surface is not restricted to the image grid compared to a voxel-
based mask and does not have the threshold ambiguity of partial volume fraction
(PVF) maps, as shown in Figure 3.3. As illustrated in this Figure, unlike binary
masks and PVF maps, surfaces with mesh representation are not restricted to the
voxel grid. As such, they are appropriate for the sub-voxel geometry of tractography
algorithms. Similar surface seeding methods, from cortical meshes, have been recently
proposed by St-Onge et al. [2015]; Teillac et al. [2017]; Yeh et al. [2017].
Region of interest (ROI) surfaces can also be used to intersect streamlines. Gray




Figure 3.3 – The GM surface (in blue) and WM-GM interface (in green) displayed:
a) over the T1 and GM binary mask (in red), b) over a GM PVF map from FSL fast.
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proof of concept, gray nuclei (thalamus, caudate, putamen, pallidum, hippocampus)
and brainstem were integrated into the ROI meshes with a marching cube algorithm
[Lorensen et Cline, 1987] extracted from the Destrieux atlas [Destrieux et al., 2009],
as shown in Figure 3.4.
Hence, we use a surface seeding and stopping criteria from the surface flow output
in combination with meshes from the WM-GM boundary, gray nuclei and brainstem.
This seeding and stopping strategy imposes anatomical constraints, along the white
matter surface, for streamlines to start and stop at the gray nuclei and exiting the
brainstem, as defined by the high-resolution T1 weighted image. Any streamline





Figure 3.4 – Surfaces and region of interest (ROI): WM (in green), GM (in blue),
gray nuclei (in yellow) and the brainstem (in cyan). WM and GM are the same as
Figure 3.3, 80% transparent in 3D view.
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Surface-Enhanced Tractography
Finally, a surface-enhanced tractography (SET) algorithm is obtained by combin-
ing the surface flow with surface the seeding and masking strategy to any dMRI
tractography algorithm. As previously noted, our combined approach uses the posi-
tive mass-stiffness flow trajectory as streamlines initialization and termination (back-
projection) for the chosen tractography algorithm.
The proposed method is not a new dMRI tractography algorithm per se, but
can be seen as an enhancement to most tracking algorithm. Hence, we apply and
compare our surface-enhanced tractography using the state-of-the-art fODF [Tournier
et al., 2007], deterministic (det) and probabilistic (prob) algorithms with and without
particle filtering tractography (PFT) [Girard et al., 2014]. PFT is a recent method
that also uses the WM-GM interface to seed and mask the tractography but the
interface is image-based and computed with PVF maps (WM, GM, CSF) from FSL
fast [Zhang et al., 2001], similar to anatomically-constrained tractography (ACT)
from Smith et al. [2012a].The deterministic and probabilistic local tractography (LT),
without particle filtering, are an in-house implementation of the MRtrix fODF-based
algorithms [Tournier et al., 2012].
Datasets and Processing
Subject #100307 from the Human Connectome Project (HCP) dataset [Van Es-
sen et al., 2013b] was used for HR dMRI comparison and validation of the surface
flow and surface-enhanced tractography. This dMRI acquisition has 1.25mm isotropic
resolution, with 3 b-values and a total of 270 gradient directions and 18 b=0 images
[Sotiropoulos et al., 2013]. A down-sampled version (2mm isotropic) was used to sim-
ulate standard dMRI resolution (factor ~4 coarser spatial resolution). The surface
flow was computed on the surfaces included in the HCP dataset (WM-GM interface).
Verifications were made to ensure there were no imperfection on the mesh (flipped
triangle, zero-area triangle or other obvious imperfection). We smoothed the surface
with an implicit umbrella operator [Desbrun et al., 1999] (2 iterations with λ∂t = 5).
We computed the positive mass-stiffness flow, t = 100 with time_step = λ∂t = 0.1,
for a total of 1000 iterations with semi-implicit steps.
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A test-retest dataset was used to compare the variability and repeatability of the
different tractography methods, using the mean and standard deviation (SD). This re-
producibility database is composed of 33 acquisitions, from 11 healthy participants at
3 timepoints, with a maximum of one month interval between each of them. Detailed
in Girard et al. [2014] (section 2.5.1. Healthy Brain Dataset), test-retest acquisitions
come from a 1.5T Siemens Magnetom system, contain 64 directions at b=1000s/mm2
and a single b=0 image at 2mm isotropic. An anatomical T1-weighted 1mm3 im-
age was also acquired. For every acquisition of the test-retest dataset, the surface
meshes and parcellations were generated with FreeSurfer [Dale et al., 1999]. The
surface flow was computed with the same total amount of time (t = 100) but with
time_step = λ∂t = 1. Since T1 extracted meshes and dMRI streamlines are not as
precise as those from the HCP dataset, using smaller steps would have no observable
benefit while increasing computation time.
For both, the HCP and test-retest datasets, fODF via MRtrix [Tournier et al., 2012]
and maps (binary and PVF) via FSL fast [Zhang et al., 2001] were generated (Fig-
ure 3.3). The brainstem and the gray nuclei surfaces were obtained from FreeSurfer
subcortical segmentation [Fischl et al., 2002] (Figure 3.4). Four different tractography
methods, with deterministic and probabilistic approach, were compared:
1. Surface seeding and masking with local tractography (LT),
2. Surface seeding and masking with particle filtering tractography (PFT),
3. Surface flow with surface seeding and masking with LT (SET+LT),
4. Surface flow with surface seeding and masking with PFT (SET+PFT).
Based on the result from Girard et al. [2014], the different parameters used for
the tractography were θdetmax = 45◦, θprobmax = 20◦, step_size = 0.2mm. For the PFT, in
addition to the previous parameters, θPFT = 40◦, nb_particles = 15, back_tracking= 2
and front_tracking= 1 were used. Moreover, all generated streamlines were kept,
ensuring a fair comparison to the other methods and enforcing one streamline per
seed point, without any filtering.
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Evaluation and Experiments
The surface seeding, stopping and flow were qualitatively and quantitatively eval-
uated to examine: i) the impact on superficial white matter streamline reconstruction,
ii) the goodness-of-fit of the surface-enhanced tractography under the cortex and iii)
the overall impact of SET on invalid streamlines, reproducibility of tractograms and
connectivity matrices. Five different evaluation strategies were employed:
1. Visual inspection: Dipy (Diffusion Imaging in Python) [Garyfallidis et al., 2014]
and MI-Brain was used to visualize cortical meshes, surface flow and tractography
[Rheault et al., 2017a].
2. Agreement with underlying structure: To this aim, the angular error of each trac-
togram was computed inside the superficial WM of the HCP original HR resolu-
tion (1.25mm isotropic) versus a down-sampled version at 2mm isotropic (factor
~4 coarser). Angular error maps were generated by comparing each streamline ori-
entation to the underlying multiple diffusion directions computed from the fODF
of the HR acquisition. At each voxel, we computed the angular error between a














The fanning of streamlines and qualitative consistency aspect were also evaluated
with the known brain anatomy (Figure 3.1).
3. Endpoints coverage and gyral bias: To estimate potential biases, surface measure-
ments, alongside tractogram endpoints, were employed to compare tractography
algorithms. The gyral bias was estimated with the mean-curvature on the WM-
GM interface at those endpoints. Surface coverage was measured for both the
initial number of triangles adjacent to a seeded vertex and the resulting number
of triangles adjacent to a streamline endpoint. Coverage percentage was obtained
from the initial/resulting ratio, where triangles are weighted by their respective
area.
4. Length distribution: Streamline length was computed with the sum of the Eu-
clidean distances of each line segment, including the flow length, if it was used.
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The length of valid streamlines, their distribution and percentage of streamlines
smaller then 10mm were analyzed.
5. Invalid streamlines: In this work, streamlines that does not reach the gray matter
or any ROI area (streamlines stopping inside WM or ventricles) were called invalid.
For each method, a percentage of invalid streamlines was reported.
6. Reproducibility: Connectivity matrices represent the distribution of streamline
endpoints connecting cortical regions, labelled with the Destrieux et al. [2009]








[Pele et Werman, 2010; Snecdecor et Cochran, 1991], was used to compare connec-
tivity matrices (A, B) distributions [Girard et al., 2015]. The intra-inter subjects
ratio is also used to compare the intra-inter relative distance and variability.
3.4 Results
Human Connectome Project (HCP) Data
Surface Flow From Figure 3.2, the surface flow evolution and the points mov-
ing along the inward normal direction and mean-curvature can be observed. Surface
flow can be seen as a smoothing weighted by positive curvature (stiffness) and area
(mass) (Figure 3.2-a). From each vertex composing the mesh we can reconstruct a
line going towards the inside of the gyri, in the surface normal direction, bending
with the curvature and area compression (Figure 3.2-b). For SET, the inner surface
generated from the positive mass-stiffness flow serves as initial seed for dMRI trac-
tography. Also, when a streamline intersect with this surface, the flow back-projects
it to the outer surface (the WM-GM interface). In Figure 3.5-a, the standard dMRI
tractography, superimposed on the T1, does not show the fanning structure inside
gyri. In Figure 3.5-b, the surface flow fanning and curving along the surface’s normal
direction is observed. In Figure 3.5-c, the dMRI tractography is initialized and end-
points are back-projected with the surface flow. In this Figure (3.5-c), the gyral bias
49
Chapter 3. Tractographie & surfaces corticales
(Figure 3.1) of tractography algorithms is noticeably reduced by our novel surface
flow approach. In 3.6, a comparison of the four tractography algorithms can be seen
(LT, PFT, SET+LT, SET+PFT). Figure 3.12 present the HCP subject’ results and
Figure 3.11 present a full brain tractography comparison of the test-retest dataset.
Figure 3.6 present a zoomed version of Figure 3.5 over the diffusion directions from
the HR dMRI acquisition.
Agreement with Underlying Structure Figure 3.7 and Table 3.1 show angular
error (Eq. 3.1) in the superficial WM from the dMRI tractography and surface flow
reconstructions. This experiment shows that directions generated by the surface flow
are less precise than PFT with a HR dMRI acquisition (gold standard at 1.25mm),
but more precise than typical dMRI tractography (2mm). In Figure 3.6 and 3.7, an
increased error near the gyrus wall can be observed. This increase is more noticeable
for the surface flow when comparing the orientation to the main diffusion direction.
This error, reduced when using the nearest peak, could be caused by the dMRI partial
volume effect in this highly curved region. We observe, from the nearest peak com-
parison and error map (Figures 3.6,3.7), that the surface flow is considerably aligned
with the structure in some regions. On average, the surface-enhanced tractography
a) b) c)
Figure 3.5 – Visualization of the HCP subject tractography, seeded from the same
initial vertices colored by their local orientation (left-right - red, anterior-posterior -
green, inferior-superior - blue): a) probabilistic LT, b) surface flow used as streamline
initial and terminal trajectory for c) surface-enhanced tractography (SET+LT prob).




angular error is comparable to an advanced dMRI tractography algorithm at standard
resolution (Table 3.1).
In addition, to qualitatively evaluate the fanning, streamlines’ dispersion was es-
timated using the local volume fraction of intra-cellular space (Figure 3.15). In this
case, streamlines’ density constructed with our proposed method appears smoother
and progressively decreasing towards the GM, in agreement with histological analysis
(Figure 3.1).
Test-Retest Database
Invalid Streamlines Table 3.2 shows that SET and PFT decreases the number
of invalid streamlines. The combined probabilistic algorithm (SET+PFT) gives the
best results, i.e. the least number of streamlines prematurely stopping in the white
matter, before the cortex, subcortical areas and exiting the brainstem.
Length Distribution Figure 3.8 and Table 3.2 present how dMRI tractography
generates a very high number of short streamlines when no length constraints are
used in the actual tracking algorithm. Even if the probabilistic and PFT algorithms
decrease this number of short streamlines, more than half of generated streamlines
are smaller than 10mm, the standard minimum threshold for tractography algorithm
[Girard et al., 2014; Tournier et al., 2012]. The surface flow produces a more uni-
form length distribution and increase the percentage of small streamlines. Hence,
Peak used dMRI res. LT det LT prob PFT det PFT prob surface flow
main peak 1.25mm 39.57◦ 38.72◦ 29.91◦ 33.18◦ 37.37◦
main peak 2mm 47.29◦ 43.38◦ 39.18◦ 38.83◦ 37.37◦
nearest peak 1.25mm 35.78◦ 37.54◦ 28.68◦ 32.80◦ 34.58◦
nearest peak 2mm 40.60◦ 41.43◦ 34.29◦ 37.26◦ 34.58◦
Table 3.1 – Estimated angular error (Eq. 3.1) averaged in superficial white-matter.
Comparison of tractography methods over the HCP acquisition (1.25mm) and down-
sampled (2mm) version. The error is computed with the principal diffusion direction
(main peak) and minimal error peak (nearest peak) of the reconstructed HR fODF.
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surface-enhanced tractography generates streamlines with higher lengths on average,
comparable to a recent histology study [Caminiti et al., 2013]. Figure 3.11 shows
qualitative view of all the different tractography algorithms with and without surface-
enhancement.
a) b)
Figure 3.6 – Visualization of the reconstruction (Figure 3.5) over HR fodf peaks: a)
standard probabilistic tractography and b) surface flow.
i) ii) iii)
Figure 3.7 – Estimated angular error from the main diffusion orientation (first row)
and to the nearest fODF peak (second row), in the superficial white-matter: i) prob-
abilistic local tractography with HR acquisition (gold standard at 1.25mm), ii) with
standard resolution (2mm), iii) positive constrained mass-stiffness flow. The color
scale is from 0◦ (in dark blue) to 90◦ (in dark red).
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Method Tracking Avg length Invalid <10mm Valid & ≥10mm
LT det 12.60, 1.17 73.45%, 3.06% 73.60%, 2.16% 6.95%, 0.44%
LT prob 17.55, 1.73 71.64%, 3.19% 63.18%, 3.04% 10.36%, 0.65%
PFT det 17.47, 1.67 69.85%, 3.19% 64.88%, 2.70% 10.52%, 0.69%
PFT prob 20.82, 1.96 68.88%, 3.33% 57.65%, 3.20% 13.10%, 0.87%
SET+LT det 38.63, 4.09 74.31%, 1.82% 11.62%, 7.43% 22.61%, 1.76%
SET+LT prob 43.03, 3.67 66.29%, 1.55% 8.07%, 6.02% 30.96%, 2.22%
SET+PFT det 44.49, 3.73 60.65%, 1.85% 7.81%, 5.88% 36.26%, 2.70%
SET+PFT prob 45.86, 3.30 56.70%, 1.80% 6.42%, 5.07% 40.52%, 2.77%
Table 3.2 – Tractography methods comparison over all the test-retest of 33 acquisi-
tions (mean, SD). Each tractography method has the same color as in Figure 3.8.
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PFT - det     
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Figure 3.8 – Histogram of streamline length for the different tractography algorithms,
over all 33 test-retest acquisitions.
Endpoints Coverage and Gyral Bias In Table 3.3 and Figure 3.9, the surface-
enhanced tractography (SET+LT, SET+PFT) increases the overall valid streamline
endpoints coverage and connectivity compared to standard tractography (LT and
PFT). The gyral bias is estimated by computing the mean-curvature of the surface at
the position where the endpoint of the streamline intersects: positive for gyral crown,
near zero for gyral wall and negative for sulcal fundus. When using SET, a significant
reduction in gyral bias (positive mean-curvature) is observed in Table 3.3 (p-value <
0.001). We also note that there is still room for improvement and that the gyral bias
is not fully resolved.
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Method Tracking Surface coverage % Positive curvature %
initial seed 100.00%, 0.00% 50.55%, 0.42%
LT det 16.90%, 1.05% 68.90%, 1.73%
LT prob 24.96%, 1.53% 67.51%, 1.75%
PFT det 22.15%, 1.38% 68.06%, 1.82%
PFT prob 28.85%, 1.83% 66.86%, 1.80%
SET+LT det 39.01%, 2.29% 63.28%, 1.05%
SET+LT prob 53.52%, 2.46% 62.25%, 0.92%
SET+PFT det 52.44%, 2.76% 63.38%, 0.98%
SET+PFT prob 61.14%, 2.63% 62.20%, 0.87%
Table 3.3 – Coverage of streamline endpoints along the WM-GM interface and per-




without SET with SET
Figure 3.9 – Coverage of streamline endpoints along the WM-GM interface, green
if at least one streamline intersects the triangle and purple otherwise. Probabilistic
algorithms comparison (test-retest S1A1).
Reproducibility Connectivity matrices chi-square distance of Eq. 3.2 from acqui-
sitions i to j (1 to 33 acquisitions, 11 subjects with 3 time points each creating these
3x3 blocks in the matrices) for each method are displayed in Figure 3.10. As each
matrix is symmetric (Figure 3.16), we have placed the det in the lower triangular part
of the matrix and the prob in the upper triangular part, for compactness. The origi-
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nal full symmetric matrices are in the appendix Figure 3.16. As we can see from the
matrices in Figure 3.10, probabilistic tractography reduces the overall distance, where
SET, PFT and the combined method (SET+PFT) reduces the intra-subject distance
(the small 3x3 block on the diagonal). The findings of Figure 3.10 were quantitatively
confirmed in Table 3.4, where we see the mean intra- and inter-subject distances (and
the standard deviation), as well as the intra-inter distance ratio for each method.
Both SET and PFT reduces the intra subject distance and increases the inter/intra
subject ratio. In conjunction with the probabilistic tracking, the combined method
(SET+PFT) has the lowest intra subject distance and highest ratio.
LT
PFT
without SET with SET
Figure 3.10 – Reproducibility of the four different tractography methods with deter-
ministic (lower triangle) and probabilistic (upper triangle), in subjects s1-11 with 3
acquisitions each. Row 1 show results for LT and row 2 for PFT. Column 1 shows
results for standard tracking and column 2 for surface-enhanced tractography (SET).
Intra-inter chi-square (χ2) distance over the test-retest dataset.
55
Chapter 3. Tractographie & surfaces corticales
Method Tracking Intra-subject χ2 Inter-subject χ2 Ratio (inter/intra)
LT det 0.169, 0.012 0.226, 0.011 1.33
LT prob 0.099, 0.007 0.157, 0.009 1.58
PFT det 0.140, 0.008 0.197, 0.010 1.41
PFT prob 0.090, 0.008 0.146, 0.009 1.63
SET+LT det 0.162, 0.011 0.233, 0.013 1.43
SET+LT prob 0.076, 0.007 0.143, 0.010 1.88
SET+PFT det 0.126, 0.009 0.190, 0.011 1.51
SET+PFT prob 0.066, 0.007 0.129, 0.009 1.95
Table 3.4 – Tractography methods (seed-mask, masking, PFT, SET) connectivity
matrix reproducibility with the chi-square (χ2) histogram distance (mean, SD).
3.5 Discussion
We have proposed a novel surface-enhanced tractography strategy to overcome
the gyral bias of classical tractography algorithms. We showed that tractography
can be improved using a surface flow via the WM-GM surface mesh obtained from
a high-resolution T1, seeding from the endpoints of this flow and using the flow to
back-project streamlines to the WM-GM, subcortical and brainstem surface meshes.
Hence, dMRI tractography is improved by our surface-based approach because:
— it improves the superficial white matter modeling and fanning structure com-
pared to a 2mm isotropic dMRI tracking, the down-sampled HCP data, similar
to a standard clinical acquisition,
— it reduces the amount of invalid streamlines by 12%,
— it also reduces the number of small streamlines and increases the average length
distribution in tractograms,
— it produces a more uniform coverage from streamline endpoints over the cortical
surface and reduces the gyral bias by approximately 5%,
— it is more reproducible: it reduces the intra-subject distance by ~20% and
increases the inter/intra relative distance from 1.63 to 1.95.
Similar reconstruction quality of superficial white matter streamlines have only
been published from HR dMRI acquisitions at 7T or at 3T with the Connectome
gradients of 300mT/m. In this paper, most results come from clinical 1.5T or 3T
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datasets (appendix Figure 3.12-3.11), where improving the dMRI resolution (2mm)
near the cortex, with the T1 image resolution (1mm) and surface representation, is
crucial to improve tractography and connectomics.
Surface Seeding and Stopping
Surface seeding and stopping (Figures 3.3-3.4) with meshes, utilizing sub-voxel
representation, improves the streamline endpoints coverage (Figure 3.9). Seeding
and masking from a mesh boundary is less sensitive to PVE, because meshes gener-
ated in the high-resolution T1 space are not limited to the dMRI voxel resolution.
Also, including geometrical priors, such as initializing streamline orientation in the
surface normal direction, has a positive outcome. Analogous surface seeding methods
have been recently proposed to improve dMRI anatomically-constrained tractography
(ACT) [Yeh et al., 2017] and global tractography [Teillac et al., 2017].
In this paper, we have put a single seed per vertex of the cortex mesh, but other
seeding strategies could be investigated in the future using information from local
cortical area, volume, thickness, atlas labels, functional information or any other
prior. Moreover, if an increased number of streamlines is wanted, it is straightforward
to start N random seeds per triangle of the surface mesh. To further improve the
surface seeding method, adaptive and localized seeding could be integrated, based
on histology study, once tractogram endpoints biases are more precisely estimated
[Sotiropoulos et Zalesky, 2017].
Surface Flow
In the literature, dMRI tractography tends to only touch the crown of the gyri
and does not recover the fanning structure in it (Figure 3.1) [Reveley et al., 2015;
Van Essen et al., 2013a]. With surface flow and surface seeding, the fanning recon-
struction was improved (Figures 3.5 and 3.15) and the gyral bias was reduced, as seen
in Table 3.3 and Figures 3.12-3.11. From Figures 3.7, 3.13, 3.14 and goodness-of-fit
analysis (3.15), the fanning streamlines from the surface flow are less variable and
noisy than the traditional dMRI tractography streamlines. Even if the surface flow
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is not based on the diffusion MRI signal, it can reduce the angular error underneath
the gray matter (Table 3.1).
By using surface flow to initialize tractography, the number of invalid streamlines
is reduced and the overall coverage is improved (Table 3.2). Surface flow also reduces
the length bias and increases the overall tractography length (Figure 3.8). This
increase is not only due to the surface flow length, because the distribution would
simply be shifted by a scalar. Generating a less convoluted surface helps streamlines
to reach the deep white matter, where dMRI is less corrupted by PVE and existing
tractography algorithms perform efficiently.
The surface flow also reduces the connectivity variability (intra subject χ2 distance)
and improves reproducibility, as seen in Figure 3.10 and Table 3.4. It is worth noting
that, for the connectivity analysis, the use of the Euclidean distance or inclusion of
small streamlines (<10mm) gave similar results (same trends), i.e. probabilistic PFT
and SET are more reproducible, but the relative standard deviation is higher.
Nevertheless, the mass-stiffness flow is limited to reconstruct a trajectory with a
single distribution, utilizing the cortex geometry with curvature priors. This weighted
mean-curvature flow assumes that fibers start orthogonal (radial) to the WM-GM
interface and afterwards curve inwardly along the medial axis, parallel to the nearest
boundary (gyri wall). Even though this model is decoupled from the dMRI, combining
the generated trajectory and less-convoluted surface to tractography notably improves
results.
Furthermore, there are multiple improvements to the surface flow that we foresee
in the future. With anatomical a priori along with measurements from histology,
the flow diffusivity (λ) could be adapted for each cortical region, especially in regions
where the fanning (in radial direction) is narrow or absent, such as in the cingulate
gyrus. To smooth the transition between the surface flow and dMRI tractography,
a data driven flow time (t), step size (λ∂) could be investigated. Implicit surface
approaches and more complex geometric flows could be employed to improve the
58
3.6. Conclusion
precision. Other advances to mesh flows could be done with conformal mapping,
robust fairing [Crane et al., 2013] and tetrahedral mesh [Meyer et al., 2003].
Tractography
Probabilistic tractography gave better results than deterministic methods. More-
over, the PFT algorithm from Girard et al. [2014] performed better than the local
tractography (LT) method. Using SET reduces the number of invalid streamlines
(Table 3.2) and increases the reproducibility (Table 3.4). Similarly to the SET+PFT
combined approach, the surface flow initialization and back-projection, could be
adapted to work in conjunction with anatomically-constrained tractography (ACT)
[Smith et al., 2012a; Yeh et al., 2017] from MRtrix [Tournier et al., 2012]. It is hy-
pothesized that global tracking algorithms with surface priors [Teillac et al., 2017]
would also benefit from the surface flow, but this remains part of the future work.
Surface-Enhanced Tractography summary
Therefore, our final recommendation for surface-enhanced tractography is to use
probabilistic PFT (or ACT) in combination with our surface flow and any surface
initialization strategies. The code and scripts to reproduce our results are available in
the Sherbrooke Connectivity Imaging Laboratory - Python library (Scilpy) and require
surface flow and dMRI processing libraries TriMeshPy, Dipy.
3.6 Conclusion
Surface meshes from a classical T1-weighted image can boost the resolution and
performance of dMRI tractography. Since an anatomical T1 image is generally ac-
quired with dMRI and it is often 1mm isotropic, this is a straightforward and elegant
way to improve existing tractography processing pipelines and structural connectivity
studies.
A cortical surface flow model of the superficial white matter streamlines can en-
hance and improve tractography. Surface-enhanced tractography is able to reduce the
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tractography length bias and the amount of invalid streamlines. Surface-enhanced
tractography is also able to recreate the fanning structure in gyri, improves the cor-
tex coverage and reduces the gyral bias. With this novel method, we can increase
the precision of the seeding/stopping masks and easily include cortical information
and priors into the tractography. Hence, linking tractography with other neuroimag-
ing modalities becomes more natural. It thus opens new possibilities for data fusion
with functional imaging modalities (EEG/MEG, fMRI, functional correlations), link
with structural image processing based on meshes (atlas labels, surface normal, area,
volume and thickness) and connectomics studies in general.
Acknowledgements
A Special thanks to Eleftherios Garyfallidis, François Rheault, Giorgio Innocenti,
Jasmeen Sidhu and Tim Dyrby for their help and insights. Thanks to FRQNT,
NSERC and CREATE-MIA program for research funding. Acknowledgements to
Maxime Chamberland, Kevin Whittingstall and the Sherbrooke Molecular Imaging
Center (CIMS) for the acquisitions of the test-retest dataset.
Conflict of Interest
We have no conflict of interest to declare.
60
3.6. Conclusion






Figure 3.11 – Visualization of the probabilistic tractography (test-retest S1A1), seeded
from the same surface points, over the T1 weighted image, colored by their local
orientation (x-red, y-green, z-blue): a) LT, b) PFT, c) SET+LT, d) SET+PFT.
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Figure 3.12 – Visualization of the probabilistic tractography (HCP subject), seeded
from the same surface points, over the T1 weighted image, colored by their local








Figure 3.13 – Estimated angular error, in-between the main fODF direction and
the tractogram orientation, in the superficial white-matter : a) probabilistic local
tractography (LT) with HR acquisition (1.25mm), b) with standard resolution (2mm),
c) positive constrained mass-stiffness flow. (HCP subject)
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Figure 3.14 – Estimated angular error, in-between the tractogram orientation and
the fODF peak with minimal error (nearest), in the superficial white-matter : a)
probabilistic local tractography (LT) with HR acquisition (1.25mm), b) with standard






Figure 3.15 – Maps of the volume fraction of intra-cellular space, i.e. fiber density,
as estimated in the superficial white-matter with COMMIT using the streamlines
recovered with: a) probabilistic local tractography (LT) with HR dMRI acquisition
(1.25mm), b) positive constrained mass-stiffness flow. (HCP subject)
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Full Connectivity Matrices









Figure 3.16 – Connectivity distribution matrix (log scale) for each tractography algo-
rithm averaged over all subject of the test-retest dataset. Connectome from streamline
endpoints labelled with Destrieux et al. [2009] FreeSurfer surface atlas (right hemi-
sphere: 1-75, left hemisphere: 76-150, brainstem: 151, nuclei: 152). Since these
matrices are symmetric, they are combined to create matrices of Figure 3.10, where
the det is placed in the lower triangular part of the matrix and the prob in the upper
triangular part for compactness.
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Chapter 4
Integration des surfaces corticales
à la tractographie pour l’analyse de
la Connectivité structurelle
Résumé
Dans cette recherche l’objectif est d’augmenter la couverture corticale et de réduire
les biais de la tractographie près d u cortex. Pour ce faire, deux nouvelles méthodes
d’initialisation à partir de la surface sont proposées : l’initialisation adaptative et dy-
namique. Cet article compare également différentes approches de projection de trac-
tographie à la surface du cortex. Pour chacune des approches, les points terminaux de
la tractographie le long de la surface corticale sont employés pour estimer : la densité
de terminaison, le pourcentage de la couverture du cortex et le biais de gyri (« gyral
bias »). La variabilité intra et inter sujets est également calculée pour chaque matrice
de connectivité reconstruite. Les résultats obtenus rapportent que les méthodes pro-
posées augmentent significativement le pourcentage de couverture corticale. De plus,
l’utilisation de maillage surfacique diminue la variabilité de la connectivité obtenue
par un tractogramme (« streamlines count »). Pour terminer, le Surface-Enhanced
Tractography (SET), grâce à l’initialisation adaptative ou dynamique, réduit davan-
tage cette variabilité tout en augmentant la couverture corticale.
67
Chapter 4. Integration des surfaces corticales à la tractographie
Contributions de la publication
Cet article contribue aux analyses de connectivité structurelle :
• Initialisation adaptative et dynamique de la tractographie à partir de surfaces
corticales.
• Amélioration et comparaison du pourcentage de couverture du cortex.
• Estimation de plusieurs biais de points terminaux pour différentes approches
d’intégration de la surface corticale.
• Réduction de la variabilité des matrices de connectivité structurelle.
Contributions des auteurs
• Élaboration de la méthode et rédaction du manuscrit (Etienne St-Onge).
• Correction et relecture du texte (Noor Al-Sharif, Gabriel Girard, Maxime De-
scoteaux).
• Contrôle de qualité de l’algorithme SET (Noor Al-Sharif, Gabriel Girard).
• Validation du pipeline Tractoflow (Guillaume Theaud).
Commentaire
Cet article a été soumis au journal Brain Connectivity, octobre 2020. Une anal-
yse préliminaire a été soumise et acceptée à la conférence International Society for
Magnetic Resonance in Medicine 2018 (ISMRM’18).
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Cortical surfaces integration with tractography for
structural connectivity analysis
Etienne St-Ongea, Noor Al-Sharifb,Gabriel Girardc, Guillaume Theauda,
Maxime Descoteauxa
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Abstract
In this work, we present methods that combine cortical surface meshes with trac-
tography reconstruction to improve endpoint precision and coverage. Mapping diffu-
sion MRI tractography streamlines to the cortical surface facilitates the integration
of white matter features onto gray matter, especially for connectivity analysis. This
mapping also enables the study of structural measures from tractography along the
cortex and subcortical structures. In addition to structural connectivity analysis,
novel adaptive and dynamic surface seeding methods are proposed to increase the
cortical coverage and to reduce endpoint location biases. These improvements are
made by incorporating cortical maps such as endpoint density. Our results suggest
that the use of cortical and subcortical meshes together with a proper seeding strategy
reduces the variability in structural connectivity analysis.
Impact Statement
This research presents an overview of surface mapping methods for tractography
to reduce structural connectivity variability. The proposed adaptive and dynamic
seeding utilize cortical maps to better distribute tractography interconnections, thus
increasing cortical coverage and reducing endpoint bias. This also facilitates the
analysis of white matter & diffusion MRI features along the cortex, combined with
cortical measures or functional activation.
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Highlights
1. Novel adaptive and dynamic cortical seeding methods for tractography.
2. Increased cortical coverage and reduced gyral bias from tractography endpoints.
3. Reduction of structural connectivity variability, with HCP test-retest dataset.
Keywords
Diffusion MRI, Connectome, Tractography, White Matter, Gyral Bias
4.1 Introduction
Diffusion Weighted MRI, along with tractography methods, can be used to explore
and estimate white matter (WM) architecture. This reconstruction of WM pathways
is often employed for structural connectivity studies [Fornito et al., 2013; Hagmann
et al., 2007; Wakana et al., 2007]. Pathways interconnecting two gray matter (GM)
regions, produced by tractography, are used to estimate structural connectivity map-
ping [Jbabdi et al., 2015; Yo et al., 2009].
Anatomically, WM fascicles interconnect two GM regions or emerge from the
brainstem, into the cerebellum or spinal cord. However, classical tractography meth-
ods do not restrict endpoints to finish in two anatomically plausible regions. This
limitation causes streamlines to end prematurely inside the WM or invalid regions,











Figure 4.1 – Streamlines interface seeding approaches: s1) Voxel discretization with
interface seeding, s2) mesh representation with surface seeding, s3) mesh representa-
tion with surface flow seeding. Seeding position (dot), tractography direction (dark
gray), surface normal (yellow).
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on voxel-based masks and atlas labels, which are limited by image resolution, partial
volume effects, and the staircase effect (voxelic discretization) [Calamante, 2019; Côté
et al., 2013; Roine et al., 2014]. Most of these limitations directly impact the quality
of the connectivity mapping. To mitigate these effects in connectivity analysis, GM
labels are often dilated or the GM label closest to the streamline endpoint is chosen
[Yeh et al., 2020]. However, these approaches can bias results by unfairly increas-
ing the likelihood that streamlines will be labeled within a GM area, particularly by
those closer to deep WM [Schilling et al., 2017; Van Essen et al., 2014]. Recently,
to mitigate these limitations, multiple tractography methods have been proposed to
enforce streamlines to restrict both endpoints within GM voxels or onto cortical sur-
faces [Girard et al., 2014; Smith et al., 2012a; St-Onge et al., 2018; Teillac et al., 2017;
Yeh et al., 2017].
Background
State-of-the-art tractography methods, such as Anatomically-Constrained Trac-
tography (ACT) [Smith et al., 2012a] and Particle Filtering Tractography (PFT)
[Girard et al., 2014], take advantage of probabilistic brain tissue segmentation, also
called Continuous Map Criterion (CMC), to improve streamline reconstruction near
the tissues’ interface. Afterward, these algorithms discriminate streamline recon-
struction based on tissue maps, and streamlines going through invalid regions are
discarded.
Interface seeding is often used for connectivity analysis since it requires both
endpoints of a streamline to reach GM regions (or the brainstem). This seeding
method is preferable, because white matter seeding has difficulty reaching GM at
both endpoints [Girard et al., 2014]. Also, streamline endpoints generated from WM
seeding tend to be concentrated in small regions along the cortex, an effect that
is accentuated when using deterministic tractography [St-Onge et al., 2018]. WM
seeding is suitable to reconstruct dense WM structures and bundles, but inadequate
for cortical measures along endpoints and connectivity analysis. Both ACT and PFT
can be used to initialize streamlines from a WM-GM interface seeding mask instead
of WM seeding.
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Figure 4.2 – Streamline termination approaches: r) resulting streamlines from trac-
tography, t1) voxelic interface mask (vox), t2) dilated voxelic interface mask (dil), t3)
nearest vertex (NV) on the surface, t4) surface intersection (SI), t5) intersection to
the surface flow (SFI).
Recently, these tractography algorithms were adapted to integrate cortical meshes,
e.g. Mesh-based ACT (MACT) [Yeh et al., 2017] and Surface-Enhanced Tractogra-
phy (SET) [St-Onge et al., 2018]. This incorporation of surfaces was also utilized to
improve a global tractography method [Teillac et al., 2017]. These cortical surfaces,
extracted from a T1 image with higher spatial resolution, are used to reduce voxel
discretization effects and improve tractography precision close to the GM. The inte-
gration of cortical surfaces with tractography was initially proposed by Cottaar et al.
[2015] & St-Onge et al. [2015], to better reconstruct the streamlines projection near
the cortex, especially for the fanning structure in gyri.
Figure 4.1 illustrates tractography WM-GM interface seeding approaches; from
using voxel-based interface mask to surface-based with and without surface flow.
Figure 4.2 presents termination methods to map streamlines to the cortex: GM voxel-
based mask, nearest position and surface intersection.
Motivation The focus of this work is to improve cortical coverage from tractogra-
phy endpoints with the use of cortical meshes. For this purpose, we suggest an adap-
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tive and dynamic initialization along cortical surfaces to reduce streamline endpoint
bias and endpoint variability. Resulting endpoint distributions along the cortex were
analyzed to estimate the connectivity variability. In addition, different approaches
generating connectivity matrices from tractography endpoints are compared, from
voxel-based atlas to surface-based parcellation.
4.2 Methods
Adaptive & Dynamic Surface Seeding
In this work, two novel tractography seeding strategies are proposed to improve
cortical coverage. First, the adaptive surface seeding gives more initialization flexi-
bility, allowing the user to specify the starting points distribution along the cortex
(see Figure 4.3). The local cortical maps (e.g. thickness) can be given to estimate
a specific endpoint’s connectivity, based on the GM volume distribution. Afterward,
to initialize streamlines, the list of seeding positions are randomly chosen from this
distribution on the mesh triangles. A mask of a region of interest (ROI) can also be
used to focus tractography in a specific location along the cortex.
Figure 4.3 – Adaptive seeding maps: A) uniform, B) cortical thickness, C) local
cortical volume and D) region of interest with cortical thickness weighting. E) Seeding
points randomly chosen from the uniform seeding map. For this illustration, cortical
thickness and volume were estimated with CIVET averaged over all subjects.
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Secondly, the dynamic surface seeding is an iterative version of the adaptive
method, to approach the given initial distribution. Since initial positions are given
but terminations are determined by the tractography algorithm, seeding uniformly
across the surface does not result in a uniform endpoint distribution. Dynamic seed-
ing is applied to iteratively adapt seeding points towards non-connected areas of the
cortex. Illustrated in Figure 4.4, the iterative seeding can be decomposed in four
major steps:
I Initialize seeding distribution along the cortex, i.e. uniformly along the cortex,
based on the local GM thickness/volume or specified regions of interest. Then,
start tractography streamlines from these seed points.
II Estimate tractography endpoint distribution/density along the cortical surface.
III Generate a new tractography seeding map from the difference between the desired
initial seeding distribution and the combination of all previous endpoint distribu-
tions. Launch a new tractography from this new seeding distribution map.
IV Repeat steps II and III until reached a pre-determined number of iterations is
reached for the dynamic surface seeding. The resulting tractogram is the combi-
















Figure 4.4 – A) Dynamic seeding strategy with a uniform seeding initialization. B)
Distribution of seeds or endpoints per million streamlines: I. Uniform seeding, II.
resulting endpoint distribution, from the uniform seeding, III. adapted seeding dis-
tribution to increase coverage, and IV. endpoint distribution after 4 dynamic seeding
iterations. In this example, the coverage is increased from 79% (II) to 95% (IV).
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Similar iterative approaches were previously proposed [Bauer et al., 2013; Dhol-
lander et al., 2014; Smith et al., 2015b], but only as applied to standard voxel-based
seeding. Having the flexibility to choose the seeding distribution along the cortical
surface is a substantial way to reduce specific connectivity biases.
Subcortical Structures & ROI Seeding
Subcortical structures seeding was also introduced to better explore WM struc-
tures connecting these regions. The adaptive seeding area used on subcortical meshes
is determined by a WM segmentation or Fractional Anisotropy (FA) map, compara-
ble to WM seeding along ROIs interface. Then, streamlines are initialized towards
the white matter, using the main diffusion direction. Once the tractography is com-
pleted, subcortical structure density can be estimated along interface meshes, on a
per subject basis. The proposed dynamic seeding can also be used when providing
a distribution per subcortical surface. Streamline terminations along these surfaces
are computed employing the same technique used for the cortex mapping (nearest
vertex, intersection, etc.).
4.3 Experiments
4.3.1 Datasets and Processing
Diffusion MRI The Human Connectome Project (HCP) [Van Essen et al.,
2013b] test-retest dataset was used to compare the variability of the different con-
nectivity approaches, using the mean and standard deviation (SD). From the repro-
ducibility database, detailed in Glasser et al. [2013], 88 acquisitions were used, from 44
healthy participants at 2 time points. Tractoflow [Theaud et al., 2020] was employed
to estimate diffusion maps required for the tractography, e.g. FA, probabilistic T1 tis-
sues maps, and fiber orientation distribution function (fODF). Code implementation,
parameters and details are provided in Section 4.6.
Surface reconstruction For every acquisition of the test-retest dataset, corti-
cal surfaces and parcellations were generated with CIVET [Kim et al., 2005; Lyttelton
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et al., 2007]. The surface flow was used with a total time of 100 and an implicit time
step of 1, as described in St-Onge et al. [2018]. Subcortical structures were extracted
from the CIVET voxelic template, and converted into surfaces using marching cubes
[Lorensen et Cline, 1987].
Tractography For all comparisons, streamlines were reconstructed inside the
WM using PFT [Girard et al., 2014] available from Dipy [Garyfallidis et al., 2014].
As mentioned before, PFT can be used with multiple seeding methods: WM seeding
(voxel-based), interface seeding (voxel-based, which is default), and surface seeding
with or without surface flow. For voxel-based methods, streamlines were seeded at
the WM-GM interface and stopped in GM, refer to Girard et al. [2014] for details. For
surface-based approaches, tractography streamlines were initialized and terminated
in cortical surfaces (WM-GM interface mesh). With the surface-enhanced approach
[St-Onge et al., 2018], the surface flow trajectory was used to initialize and back-
project tractography streamlines over cortical surfaces. For all methods, features
extracted from resulting tractograms were projected along the cortical mesh, based
on streamline endpoints.
4.3.2 Evaluation
To estimate potential biases, such as the gyral bias [Reveley et al., 2015; Schilling
et al., 2017; Van Essen et al., 2014], we studied tractogram endpoint distribution
along the WM-GM interface. Surface measurements, alongside tractogram connec-
tions (streamlines that end in GM), were used to compare tractography algorithms.
These measurements include the tractogram cortical coverage, the number of con-
nections at each vertex (endpoint density) and the mean-curvature on the surface at
those vertices. The mean-curvature was used to separate gyri from sulci [Dale et al.,
1999; Fischl et al., 2004], to afterward estimate the gyral bias for each approach.
Any streamline that did not reach these surfaces, stopping prematurely inside WM
without reaching GM, were considered invalid and removed from the tractogram. An
initial intra-subject average and standard deviation was computed over each trac-
togram of the same subject. Afterward, a global average and inter-subject standard
deviation was computed from the subject-wise average. Since the standard deviation
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(σ) is strongly correlated with the average value (µ), the variability is presented us-
ing the Coefficient of Variation (CoV), to measure dispersion relative to the mean
(CoV= σ/µ).
Different streamlines to surface mapping approaches were compared, employing
interface seeding (PFT) or surface seeding (SET), illustrated in Figures 4.1-4.2:
— PFT using surface intersection (SI).
— PFT using surface intersection with surface flow (SFI).
— PFT using surface nearest vertex with a maximum of 2mm distance (NV).
— SET using a uniform seeding (SET).
— SET using the proposed dynamic seeding (SET dyn.).
Test-retest variability was compared using analysis of variance (sum of squares)
from reconstructed DW-MRI connectivity matrices. This was done to assess whether
a change in variability appeared between connectivity matrix reconstruction methods.
Approaches which take the nearest label or dilate labels are common in connectiv-
ity matrix reconstruction to increase the chance that streamlines reach labels [Smith
et al., 2015a; Yeh et al., 2020; Zhang et al., 2018]. For connectivity matrix recon-
struction, three parcellation/binning methods were evaluated:
— Voxelic parcellation included by HCP.
— Voxelic parcellation included by HCP, dilated by 2mm.
— Surface parcellation, computed with CIVET. For PFT, the mapping of streamlines
endpoints to the nearest vertex (NV) of the surface, within 2mm, was employed
to map streamlines to surfaces.
4.4 Results
4.4.1 Cortical coverage
Figure 4.5 presents the progression of cortical surface coverage measured in per-
centages. It is important to note that this graph is a function of the number of
valid streamlines (with both endpoints reaching GM) generated with each approach.
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It can be observed that both methods employing surface intersections for stream-
line endpoint mapping, with surface flow (SF) and without (NF), do not reach 90%.
Compared to the 2mm nearest vertex projection (TF) reaching 92%, surface seeding
approaches are able to increase coverage significantly (p < 0.001) to 94% (SET) and
96% (SET dyn) after a million valid streamlines (Table 4.1). The percentage of seeded
streamlines resulting in a valid streamline is detailed in Table 4.2, and the coverage
as a function of the number of seeds is presented in Figure 4.9.
4.4.2 Endpoint distribution
The streamline endpoint distributions, along cortical surfaces, can be observed in
Figure 4.6, averaged over all subjects for each mapping method. The surface flow
increases cortical coverage, but endpoints along the cortex remain uneven. NV, SET
and SET dynamic further improve the uniformity of the averaged endpoint distribu-
tion. SET dynamic results in an overall lower intra-subject coefficient of variation,
averaged along the cortex. An estimation of this non-uniformity was measured with
the standard deviation of the resulting density at each position (vertex) Figure 4.10.
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Figure 4.5 – Percentage of cortical surface coverage with respect to the number of






















Figure 4.6 – Surface endpoint density per million streamlines, subjects average and
intra-subject coefficient of variation. Interface seeding tractography with: surface
intersection (SI), surface flow intersection (SFI), nearest vertex (NV). Uniform surface
seeding (SET), dynamic surface seeding (SET dyn).
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Figure 4.7 – Positive mean-curvature percentage representing the gyri / sulci bias,
with the mean-curvature histogram, for each method.
4.4.3 Surface measurements nearby endpoints
Figure 4.7 shows the percentage of endpoints in positive mean-curvature (gyri)
and the distribution of mean-curvature for each method. Even where surface flow
(SF) is able to reduce the percentage (NF) by 10%, both methods are strongly biased
to end in gyri crowns. SET with the dynamic seeding approach is able to reduce this
percentage to 58.7%. The nearest vertex mapping (TF) 2 mm is on average at 48.4%
endpoints in gyri, thus sightly over-representing sulci (equivalent to 51.6% endpoints
in sulci).
4.4.4 Variability
Figure 4.8 illustrates the connectivity average (first row) and intra-subject coef-
ficient of variation (second row), for five matrix reconstruction methods. The sum
squared ratio (intra / total) for the same approaches is presented in Figure 4.8-b).
A lower intra-subject variability, relative to the inter-subject variability, results in a
lower ratio. Surface-based connectivity significantly (p < 0.001) (NV, SET) reduces
this ratio compared to the non-dilated voxelic atlas method. However, there is no
significant improvement over the dilated voxelic version of the template (Figure 4.11).
The averaged intra-subjects variability is shown in 4.6 for endpoints along the cortex,
and in 4.13 for connectivity matrices.
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Figure 4.8 – The first two lines are connectivity matrices per million connections:
subjects average and intra-subject coefficient of variation. Quatitatives variability of
connectivity matrices: a) intra-subject coefficient of variation per region, b) intra-
subject variability ratio (sum squared residuals divided by sum squared total).
4.5 Discussion
Utilizing mesh surfaces for streamline termination not only improves endpoint pre-
cision and coverage, but also facilitates the analysis of WM features projected onto
the cortex, such as endpoint density, coverage and gyral bias. Recent methods that
start and finish along the cortex improve the surface distribution and coverage, but
might also suffer from the sensitivity/specificity trade-off [Girard et al., 2020]. Fur-
ther validation from histology will be crucial to assess the precision of reconstructed
structural density and connectivity.
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Cortical coverage & endpoint distribution
Streamline intersection (SI), with surfaces, is very restrictive for streamlines re-
sulting in low coverage and high density regions. Surface flow intersection (SFI)
moderately improves the coverage and density variation, but is far from matching
surface seeding approaches. Nearest vertex (NV) mapping gives overall good results
and a high coverage. The NV approach only requires standard maps for tractography
(PFT), so integrating surfaces can be done post-tracking only to map endpoints along
cortical surfaces, which can be advantageous. Surface seeding methods (SET, SET
dynamic) require cortical surfaces before tracking to uniformly initialize streamlines
along the cortex. SET increases the endpoint coverage and uniformity, especially
compared to other intersection approaches (SI, SFI). The dynamic seeding further
improves SET coverage and uniformity results.
Gyral bias The proposed adaptive and dynamic seeding improve the coverage and
reduce the gyral bias. However, there is still room for improvement and, even when
seeding from the whole surface uniformly (SET), streamlines finish more often in gyri
(62%) than in sulci (38%) with 3% of the cortex left without connections. SET with
dynamic seeding further reduces this bias (59%) by forcing a certain uniformity in
seeding points, but resulting streamline terminations are still biased towards gyri.
Alternatively, the nearest vertex mapping slightly favors sulci (48% gyri), since there
are more deep WM areas that pass nearby sulci banks, within the 2mm, which get a
termination assignment there. This phenomenon can be observed in Figure 4.2-t2,t3.
Nevertheless, mapping with the surface flow (SFI or SET) recovers a full trajectory
from the superficial WM to the cortex, instead of simply connecting to the nearest
GM position. This trajectory is generated using a geometric flow at the position of
the streamline intersection with the surface (Figure 4.2-t5). It is hard to determine
the anatomical validity of streamline terminations in sulci banks, especially when
produced by nearest vertex mapping of 2mm. Validation with other techniques such
as tract-tracing could be important in the future.
The exact distribution of axon termination along the cortex in the human brain is
not precisely known and varies across subjects. The fiber density is often assumed to
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be relatively proportional to the unit volume of the cortex, implying that the gyral
crown percentage would be higher than in sulci by a few percent [Donahue et al., 2016;
Van Essen et al., 2014]. Recent research on primates Schilling et al. [2017] suggests
that the gyri crown to wall ratio is around 1.13 (53%) and that histologically the fiber
density profile is not the same across all gyri.
Variability Mapping with NV is a good alternative to standard intersection ap-
proaches (SI, SFI) to reduce the variability without needing to include surfaces before
tractography. Nonetheless, surface reconstructions (e.g. Freesurfer) are widely avail-
able, easy to incorporate and often used to recover atlas segmentation or segmentation
maps used along with tractography. Integrating those cortical surfaces, prior to the
tractography, with uniform surface seeding reduces the intra-subject variance for both
endpoint density and connectivity matrices. Lastly, the proposed dynamic seeding
further reduces the intra-subject variability, which may be crucial for connectivity
analysis.
In Figure 4.6, low and high endpoint variability can be observed from intra-subject
coefficients of variation. For all methods, the insular area and sulci depth tend to
have higher variability. Moreover, connectivity variability is very high in some spe-
cific regions (Figure 4.8), such as: the anterior cingulate (medial and rostral), the
entorhinal cortex, the medial orbitofrontal cortex, the insula and the globus pallidus.
These regions have similar CoV and sum squared ratios (SSintra/SStotal) for both
hemispheres.
Future works By giving an appropriate distribution, based on prior knowledge of
anatomy or given regions of interest, the proposed adaptive & dynamic surface seeding
methods could be used to reduce specific connectivity biases. Cortical surface local
features such as area, thickness and volume, among others, could be included with
the adaptive seeding strategy to iteratively fill GM regions with no endpoints. It is
important to reduce the effect of streamline endpoint bias and validate results, with
test-retest variability, before performing connectivity analysis. The dynamic surface
seeding could be, furthermore, improved by integrating other types of priors, such
as SIFT [Smith et al., 2013] or a version of COMMIT [Daducci et al., 2015] based
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on cortical coverage and density. Microstructure-informed tractography could further
reduce biases in streamline distributions [Daducci et al., 2016; Girard et al., 2017].
4.6 Conclusion
Utilizing mesh surfaces for streamline termination improves endpoint precision
and coverage, and facilitates the analysis of WM features projected onto the cortex,
such as endpoint density, coverage and gyral bias. The proposed adaptive seeding
with a uniform initialization significantly improves tractography coverage along the
cortex. The dynamic approach further improves the cortical coverage with reduced
gyral bias from tractography endpoints. The integration of a surface-based atlas,
with a proper mapping method (NV, SET and SET dyn), can increase the test-
retest reproducibility of connectivity matrices. This can boost future structural brain
connectivity and the application of connectomics in the research.
Code Availability
The proposed surface-tractography integration and the surface-enhanced tractog-
raphy (SET) processing pipeline is available online with a documentation page. This
method requires a surface reconstruction from CIVET or alternatively FreeSurfer.
The pipeline already include a diffusion MRI processing pipeline Tractoflow-PVE to
incorporate segemntation maps from CIVET, based on Tractoflow.
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Appendix A. Full Comparison
NV SI SFI SET SET dyn.
voxel labels 5.45% 0.96% 2.63% 18.52% 18.72%
dilated labels 12.99% 4.24% 9.65% 55.95% 52.55%
surface labels 19.79% 4.28% 9.83% 57.04% 53.48%
Table 4.1 – Percentage of tractography seed resulting in a valid streamline, for each
methods, averaged over all subjects. A valid streamline is defined by a streamline
returned by the Particle Filtering Tractography (e.g. passing through WM, 10mm ≤
length ≤ 300mm, ...) and reaching GM with both endpoints.
nb streamlines SI SFI NV SET SET dyn.
250k 59.69% 69.78% 86.50% 87.50% 90.28%
500k 69.23% 77.07% 91.87% 94.19% 96.35%
1m 76.99% 82.70% 94.28% 97.14% 98.22%
2m 82.74% 86.92% 95.44% 98.36% 98.86%
Table 4.2 – Percentage of cortical surface coverage with respect to the number of
resulting streamlines reaching two GM regions (from Figure 4.5).























Figure 4.9 – Percentage of cortical surface coverage with respect to the number of
seed. Estimated from the coverage per streamlines (Figure 4.5), given the resulting
valid streamline percentage (Table 4.1) per surface labels methods.
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Figure 4.10 – Standard deviation of the density across positions on the cortex for each
approach (Figure 4.6). This is use to estimate the non-uniformity of the endpoint















































































Figure 4.11 – Connectivity matrices variability across regions: intra-class variability
and total variability ratio (sum squared intra / sum squared total). Variance analysis
per region of Figure 4.12-4.13.
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Figure 4.12 – Connectivity distribution matrix (log scale) for each tractography algo-
rithm method over all acquisitions of the HCP test-retest dataset per million stream-
lines. Connectome from streamline endpoints labelled with DK FreeSurfer CIVET
atlas (right hemisphere: 1-32, left hemisphere: 33-64, ROIs: 65-77). Interface seeding
tractography with: surface intersection (SI), surface flow intersection (SFI), nearest
vertex (NV). Uniform surface seeding (SET), dynamic surface seeding (SET dyn).
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Figure 4.13 – Intra-subject coefficient of variation per connection for each tractogra-
phy algorithm method for over all acquisition of the HCP test-retest dataset. Con-
nectome from streamline endpoints labelled with DK FreeSurfer CIVET atlas (right
hemisphere: 1-32, left hemisphere: 33-64, ROIs: 65-77). Interface seeding tractog-
raphy with: surface intersection (SI), surface flow intersection (SFI), nearest vertex
(NV). Uniform surface seeding (SET), dynamic surface seeding (SET dyn).
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Chapter 5
Mieux discerner la maladie
d’Alzheimer à partir de la
connectivité structurelle
Résumé
Cet article présente une application de l’apprentissage automatique pour la classi-
fication de matrices de connectivité structurelle. Ces matrices de connectivité struc-
turelle ont été reconstruites sur 480 sujets de la base de données Alzheimer’s Dis-
ease Neuroimaging Initiative (ADNI) par un algorithme de tractographie de pointe.
L’objectif principal de cette recherche consiste à classifier les patients âgés selon leur
groupe respectif : contrôle, déficit cognitif léger ou atteint de la maladie d’Alzheimer.
L’approche employée pour faire la classification des sujets est basée sur un réseau de
neurones artificiels à convolution (CNN) adapté aux matrices de connectivité [Kawa-
hara et al., 2017]. En effet, les filtres de convolution sont modifiés afin d’exploiter la
structure et le voisinage de ces matrices.
D’autre part, l’objectif secondaire est de mieux comprendre ce qui induit cette pré-
diction. Suite à l’entraînement du réseau, il est possible de reconstruire une carte
des connexions qui favorise la prédiction de la maladie d’Alzheimer. Cette carte
d’importance des connexions, appellée carte de saillance (« saliency map »), est re-
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construite à partir d’une propagation des poids du réseau jusqu’à l’image en entrée.
Elle permet ainsi de mieux comprendre quelles sont les régions les plus importantes
pour la prédiction. Les régions résultantes se retrouvent dans plusieurs études por-
tant sur la maladie d’Alzheimer. On y retrouve notamment l’hippocampe, le complexe
amygdalien, le gyrus parahippocampique, le cortex entorhinal et le gyrus fusiforme.
Contributions de la publication
• Classification des matrices de connectivité structurelle avec un réseau de neu-
rones artificiels à convolution.
• Score de prédiction de 91% entre les sujets contrôle et ceux atteints de la maladie
d’Alzheimer. Score de 78% pour la classification à trois groupes, en ajoutant
les sujets à déficit cognitif léger.
• Carte de saillance des régions et connexions importantes pour la prédiction.
• Analyse des régions obtenues et cohérence avec la littérature de cette maladie.
Contributions des auteurs
• Implémentation de la méthode (Achraf Essemlali).
• Validation et suivi du développement de cette méthode (Etienne St-Onge).
• Rédaction du manuscrit (Achraf Essemlali, Etienne St-Onge).
• Supervision du projet et révision du manuscrit (Pierre-Marc Jodoin, Maxime
Descoteaux).
• Calcul des matrices de connectivité structurelle (Jean Christophe Houde).
• Pondération et normalisation des matrices de connectivité (Etienne St-Onge).
• Analyse et interprétation anatomique des résultats (Jasmeen Sidhu).
Commentaire
Cet article de conférence a été accepté au Medical Imaging with Deep Learning
(MIDL), juillet 2020.
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In the following work, we use a modified version of deep BrainNet convolutional
neural network (CNN) trained on the diffusion weighted MRI (DW-MRI) tractog-
raphy connectomes of patients with Alzheimer’s Disease (AD) and Mild Cognitive
Impairment (MCI) to better understand the structural connectomics of that disease.
We show that with a relatively simple connectomic BrainNetCNN used to classify
brain images and explainable AI techniques, one can underline brain regions and
their connectivity involved in AD. Results reveal that the connected regions with
high structural differences between groups are those also reported in previous AD
literature. Our findings support that deep learning over structural connectomes is a
powerful tool to leverage the complex structure within connectomes derived from dif-
fusion MRI tractography. To our knowledge, our contribution is the first explainable
AI work applied to structural analysis of a degenerative disease.
Keywords
Structural connectome, diffusion weighted MRI, deep learning, saliency maps,
Alzheimer’s Disease
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5.1 Introduction
Early detection of neurodegenerative diseases like Alzheimer’s Disease (AD) along
with proper treatments can delay its progression [Livingston et al., 2017; Weller
et Budson, 2018]. Several approaches have been explored to better predict, detect
and understand the disease. These approaches include biological markers [Blennow
et al., 2015; Gomar et al., 2011; Gomez-Isla et Frosch, 2019; Hampel et al., 2008;
Irizarry, 2004; Kapaki et al., 2007; Mattsson et al., 2009; Patel et al., 2011; Zetter-
berg, 2008], blood-based bio-markers [Doecke et al., 2012; Henriksen et al., 2014;
Mayeux et Schupf, 2011; Thambisetty et Lovestone, 2010], neuro-psychological tests
[Jacobs et al., 1995; McKhann et al., 1984; Tierney et al., 2005; Weintraub et al.,
2012], artificial intelligence algorithms on medical images [Jo et al., 2019; Lee et al.,
2019; Li et al., 2019; Litjens et al., 2017; Liu et al., 2018, 2014; Moradi et al., 2015].
Besides, magnetic resonance imaging (MRI) has been a modality of choice for AD
diagnostics and has demonstrated its significance [Vemuri et Jack, 2010]. Most MRI-
based techniques for studying AD can be grouped under two main categories : i) MRI
anatomical images analysis and ii) structural and functional connectomes (connectiv-
ity matrices) [Contreras et al., 2015]. Standard techniques employing MRI can be
distinguished between: clinical analysis [Cummings et al., 2019; Engelborghs, 2013],
segmentation techniques [Biju et al., 2017] and machine/deep learning algorithms [Jo
et al., 2019]. In this work, we focus on deep learning classification using the structural
connectomes derived from diffusion-weighed MRI.
In structural and functional connectivity analysis, the human brain complexity is
represented as an interconnected network. This connectome is a graph whose nodes
are brain anatomical regions and edges are connectivity “strength”. Several studies
explored brain networks using functional imaging modalities [Filippi et al., 2020;
Prescott et al., 2014]. The knowledge and characterization of this connectome, and
underlying changes in brain structure and activity, is essential to study cognitive and
behavioral impairments.
Both fMRI and dMRI connectivity matrices have been used widely for studying
AD due to the rich information they held. Prescott et al. [2014] studied the dif-
ferences in the structural connectomes among patients with normal cognition (NC),
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mild cognitive impairment (MCI), and AD while discovering associations between the
structural connectome and cortical amyloid deposition. Changes in weighted struc-
tural connectome metrics were observed between NC, MCI and AD, with decreases
from the NC group to the MCI and AD groups. Filippi et al. [2020] investigated the
structural and functional brain connectomes in patients with AD and MCI. Severe
graph analysis abnormalities were distinguished for both the functional and struc-
tural connectomes in AD patients compared to NC, where all brain lobes are involved
except the basal ganglia and parietal lobes. Ye et al. [2019] observed connectome ab-
normalities between different phases of the AD. Results underlines 13 brain regions
involved in the disease.
In this paper, we intend to explore to what extent a deep convolutional neural
network trained on the connectome of a large number of ADNI subjects can help
underline the characteristics of the AD structure (adni.loni.usc.edu). In that per-
spective, we trained a modified version of the BrainNetCNN [Kawahara et al., 2017]
on the connectivity matrices of a heterogeneous set of patients to predict three groups
of subjects: normal control (NC), mild cognitive impairment (MCI) and AD. Then,
with the help of visualization techniques and a thorough node ablation analysis, we
get to visualize brain regions as well as their connectivity that are involved in the
prediction of AD.
Our work is a contribution to more explainable AI in advance medical imaging,
using deep learning to better understand the specific connectivity of AD through
connectivity ablation analysis and saliency map extraction, for understanding how
the brain connectivity differs and change based on the different brain’s alteration
with dementia.
5.2 Methods
Since structural connectomes from DW-MRI tractography contain edge weights
between pairs of regions, they can easily be represented by a 2D matrix of all connec-
tions [Jeurissen et al., 2019]. This matrix is an adjacency matrix A of size N × N ,
where N is the number of regions and Ai,j is the weight between regions i and j.
While this connectivity matrix can be pictured as a 2D image (c.f. Figure 5.1 for an
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example of a connectivity matrix), it cannot be inputted directly into a regular convo-
lution neural networks (CNN), as the local neighborhood around each element (i, j)
is not isotropic. This is due to the very nature of a connectivity matrix, where neigh-
bors of a node are distributed along horizontal lines and columns, i.e. connections to
different brain regions.
As such, we implemented a modified version of BrainNetCNN [Kawahara et al.,
2017] originally used to predict cognitive and motor activities in premature infants.
This network implements two convolution filters adapted to the context of a connec-
tivity matrix: a so-called edge-to-edge (E2E) filter and an edge-to-node (E2N) filter.
Edge-to-Edge (E2E) and Edge-to-Node (E2N) layers
By definition, each region i of a symmetric adjacency matrix A is connected to
all elements in the ith row (Ai·) and ith column (A·i). As such, it is not related to
its local neighbors like a pixel of a regular image would be. Thus, if such adjacency
matrix is to be processed by a CNN, the usual 2D convolution operation need to be
redefined. In that perspective, the E2E filter is made of two 1D convolution filters:
one spanning along the rows of A and one spanning along the columns of A. These
filters all process the connectivity matrix A and produce M feature maps as shown
in Figure 5.1. This simple, but effective operation, filters the topological locality of
brain networks, combining weights of connected edges.
After the E2E layer comes the E2N layer. The E2N filters extract features from
all the weights in each row in the preceding feature maps and convert it into a single
scalar. The E2N layers captures the second order connectivity (indirect connections)
of the brain. As shown in Figure 5.1, the E2N layer is formed of L filters and thus
returns L vectors of dimensions N × 1. We implement this operation with a 1D
convolution filter.
The proposed architecture
Our proposed network architecture is formed of an E2E layer followed by an E2N
layer and two fully-connected (FC) layers. The E2E and E2N layers are hierarchical
brain networks feature extraction functions. Note that for better convergence during
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training, a batch-norm operation was added at the end of each layer. These layers are
then followed by two FC layers and then the output layer. To obtain a binary clas-
sification (e.g. NC-AD), a sigmoid function is added to the output layer. Otherwise,
for a three-class prediction (NC-MCI-AD), a softmax function is used at the output.
HpBandSter algorithm was used to fine-tune the model’s hyperparameters includ-
ing the number of E2E and E2N filters and the activation function (RL or LeakyRL).
This algorithm relies on Falkner et al. [2018] algorithm which combines both Hyper-
Band [Li et al., 2017] and Bayesian optimization algorithm.
The final best architecture is formed of a E2E layer with 23 filters and a LeakyRL
activation function with a negative slope of 0.015976 followed by an E2N layer with
59 filters with a RL activation function. Meanwhile, the FC layers each contain 19
units, the learning rate is 0.007812 and the batch size is of 25. Subsequent good
configurations among the other possible ones are reported in the appendix.
N x N
N 








Figure 5.1 – The BrainNetCNN-like architecture of our method.
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Training
The proposed architecture was implemented using Pytorch with the use of Hp-
BandSter, to optimize all hyperparameters. In order to ensure that configurations
with best performance were retained, 10 fold cross validation was utilized. The loss
function is the well-known cross-entropy which we minimize with the Adam optimizer.
For the learning procedure, along with the 10-fold cross-validation, the dataset was
split into three sets: training (70%), validation (15%) and test (15%).
5.3 Dataset
We used the ADNI (Alzheimer’s Disease Neuroimaging Initiative) dataset [Iwat-
subo, 2011] which is a well-known a longitudinal dataset with different time acquisi-
tion for the images, baselines and after 6 months, 12 months, 24 months, 48 months,
where baseline images are MRI images acquired for the first time (day 1). Differ-
ent releases of ADNI exist. Here, ADNI2 and ADNI-Go were used with clinical-like
DW-MRI acquisitions with 41 directions, 2mm isotropic and b-value 1000 s/mm2.
In order to compute the tractography from DW-MRI, Theaud et al. [2020] pipeline
with default parameters was employed, ensuring reproducibility and fast processing.
Connectivity matrices were estimated from tractography using the “Lausanne 2008”
brain parcellation, an atlas of anatomical regions [Dale et al., 1999; Hagmann et al.,
2008], and streamline count between every pair of regions (see Figure 5.1).
After quality control sanity checks, the final dataset is formed of 480 connectiv-
ity matrices distributed as follows: 152 NC, 181 MCI and 147 AD. Meanwhile, the
baseline sample is formed of 57 NC, 95 MCI and 34 AD. The connectivity matrices
were obtained with the Freesurfer Desikan-Killiany parcellation tool [Desikan et al.,
2006]. This resulted into 83 regions : 68 cortical regions, 14 subcortical (nuclei) re-
gions and 1 brainstem region. These connectivity matrices represent an undirected
(symmetric) complete weighted graph of dimensions 83× 83. It is worth mentioning
that connectivity matrices were normalized to sum to 1, in such a way that each
element of the matrix represents a probability of a tractography connection occurring
between region i and region j in the brain. The Figure 5.1 (bottom-left) presents a
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connectivity matrix from DW-MRI tractography in between cortical regions.
Furthermore, it is known that streamline count between regions is heavily de-
pendent on the size or surface area of cortical regions [Girard et al., 2014]. Hence,
the local volume of each cortical region was added in the previously generated con-
nectivity matrices. In order to obtain the connectivity matrices with the cortical
volume, the diagonal of the initial connectivity matrices has been filled with cortical
volume of each region. This diagonal was also normalized, summing to 1, resulting
in reconstructed connectivity matrices with a total sum equal to 2. As a result, our
experiments were tested for both types of matrices, with and without cortical region
volume in the diagonal.
5.4 Experiments
As mentioned before, we hypothesize that the use of a trained CNN can help
better understand the specifics of the AD connectomics. We do this through two
experiments: 1) an ablation analysis to measure to which extent a region and/or an
edge can affect the prediction of the neural network and 2) a visualization experiment
to recover which areas of the brain drive the most of the output of the neural network.
Regions and connections ablation analysis
The main idea here is to change the connectivity between regions of the brain in
order to evaluate the impact of that change on the overall performance of the model.
For this, three approaches were implemented: a node ablation, a node randomization
and an edge ablation. The node ablation forces to zero the connections between a
region i and every other regions. The node randomization “randomizes” values of
connectivity between a region i and the other regions while keeping the same average
instead of forcing them to zero. As for edge ablation, we set to zero the connection
between regions i and j. This last approach is also tested with a combination of
edges, to a maximum of 4 connections simultaneously. The ablation analysis is done
in turn for each region and each edge.
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Saliency map extraction
The goal of the ablation analysis is to identify if a node or an edge is responsible
on its own for certain predictions of the network. In this section, we want to identify
if a group of nodes or edges is responsible for certain outputs of the neural net.
Hence, a legitimate step to understand the regions driving the model prediction is by
retroprogating the gradient from a maximally activated output neuron all the way to
the input connectivity map A. We did so after training the network to discriminate
between NC, MCI and AD. The magnitude of the gradient shall thus give us a clue
on which combination of regions and edges are most important for predicting these
classes. For interpretability and explainability of the results, advice from an expert
neuroanatomist are included in the discussion. Hence, the interpretation will depend
on the resulting features visualized over averaged inputs for each class and prior
knowledge from the AD literature.
5.5 Results
Results given in this section are from the learned model applied to the test set,
after training and validation, including a 10 fold cross-validation. The accuracy of
the one-to-one prediction are as follows: 78% for NC-MCI (45 test samples), 91% for
NC-AD (45 test samples) and 81% MCI-AD (49 test samples). Table 5.1 summarizes
the one-to-one predictions with the following metrics: prediction precision, recall,
F1-score, accuracy of training, validation and test. For both datasets: with and
without cortical volume for each region in the diagonal (Table 5.1). For the one-to-all
prediction, NC-MCI-AD (72 test samples), when incorporating cortical region volume
in the diagonal of the matrices, the score improves from 76% to 78%.
Regions and connections ablation analysis
To our surprise, shutting down nodes and edges did not decrease in any signif-
icant way the predicted scores. In addition, the node randomization decreased our
prediction accuracy to 50%, which emphasizes the importance of the structure within







precision recall F1-score valid.acc.
test
acc.
NC - MCI 86% 70% 77% 79% 78%
NC - AD no 95% 86% 90% 85% 91%
MCI - AD 78% 81% 80% 71% 81%
NC - MCI 74% 74% 74% 77% 72%
NC - AD yes 91% 91% 91% 95% 91%
MCI - AD 80% 90% 85% 75% 86%
Table 5.1 – Reported metrics for the experiments with and without regions volume.
Saliency map visualisation
As mentioned before, we retroprapagated the gradient from the maximally acti-
vated output neuron associated with AD, MCI and NC. Regions with higher values
in the AD and MCI saliency maps are: hippocampus, amygdala, parahippocampal,
entorhinal, fusiform regions.
To further illustrate the difference between the activated regions of AD, MCI and
those of NC, we subtracted the NC saliency map from the AD and the MCI. We did
so with the purpose of underlying the specifics of the AD and MCI connectomes. The
subtracted saliency maps are illustrated in Figure 5.2. This revealed that the entorhi-
nal was the most intense difference between AD and NC along with hippocampus for
MCI and NC. These regions are reported in AD research from voxel-based morphom-
etry, cortical thickness or functional connectomics [Choo et al., 2010; Hojjati et al.,
2017; Jhoo et al., 2010; Pennanen et al., 2004].
5.6 Discussion
We have shown that CNNs adapted to the structure of DW-MRI tractography
connectomes can be used to classify MCI and AD afflicted brains. Moreover, we
showed that our trained network could be used to gain insights into the structural
connections that drive the AD pathology.
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Figure 5.2 – Saliency map features visualization resulting from the difference of two
saliency maps generated with the one-to-all model: A) MCI minus NC, B) AD minus
NC. Diagonal values are presented with node color, and other values represented with
edge color. The red and green circle are around the hippocampus and entorhinal
nodes, two regions known for their implication in AD.
AD prediction
Previously reported results for MCI and AD prediction are in the order of 80%, e.g.
60%-70% from MRI morphological methods [Lisowska et al., 2019], and from 80%-
90% with functional MRI approaches [Hojjati et al., 2017]. On the other hand, Abrol
et al. [2020] proposed a deep residual neural network for predicting the progression
of AD, achieving a median accuracy of 91% for AD vs NC, 86% for both MCI vs NC
and MCI vs AD. While the method published in Li et al. [2015], consists of a deep
learning neural network to identify the progression of AD based on MRI and PET
modalities, while using advanced techniques for improving the model prediction like
dropout, stability selection, adaptive learning factor and multitask learning strategy,
and reported an accuracy of 91.4% for AD vs NC, 77.4% for MCI vs NC and 70.1%
for MCI vs AD.
Our work shows competitive prediction percentages and also emphasizes that the
key challenge in AD prediction is the prediction between MCI and AD, and between
NC and MCI. These are the hardest classification tasks, where disease prediction is




Regions and connections ablation analysis
The results of the ablation procedure support the idea that no single region
and its connections are responsible for AD prediction, but the combined effect of
several cortical regions, that are directly or indirectly connected via long-range fiber
tracks. By indirect connectivity, we mean that a 2nd order connectivity exists between
these regions. DW-MRI tractography is the only non-invasive modality that can
provide this structural connectivity brain architecture, which is essential and should
be considered in future AD studies.
Saliency map visualization
The amplitude of the retropropagated gradient underlines which regions strongly
correlate with the neural net prediction. However, this correlation could be explained
by a lower or higher structural connectivity estimated from the DW-MRI thus the
analysis of the saliency map should be interpreted with care.
Limitations and future directions
One of the current limitations of our work is the absence of anatomical priors
for the structural connectome reconstruction. As such, more insights from the dis-
ease along with anatomical constraints could improve results. Since incorporating
cortical region volumes can improve the prediction, adding more information from
relevant brain features could, furthermore, increase the model power. For example,
more information from diffusion such as fractional anisotropy (FA), mean diffusivity
(MD), as well as more information from other MRI contrasts (e.g. cortical thickness,
myelin, functional connectivity). As a result, future direction in predicting AD, and
it’s progression with MCI, is within the application of advance geometric or graph
CNN over the connectome [Bronstein et al., 2017]. Furthermore, along with contin-
uous progress and efforts in creating larger datasets, a regression problem for AD
progression prediction could be formulated, so that the disease progression can be
assessed as a continuum in time.
101
Chapter 5. La maladie d’Alzheimer et la connectivité structurelle
5.7 Conclusion
In this paper, we conducted an explainable AI experiment to better understand
the connectomic structure of the AD. From a CNN trained on the brain connectomes
of ADNI patients, we showed from an ablation procedure that no single region is
responsible for AD, but the combined effect of several cortical regions. We also
showed that the entorhinal is the most intense difference between AD and NC along
with hippocampus for MCI and NC. These regions are reported in AD research from
voxel-based morphometry, cortical thickness or functional connectomics [Choo et al.,
2010; Hojjati et al., 2017; Jhoo et al., 2010; Pennanen et al., 2004]. Our findings thus
show that deep convolution networks can be used to gain insights into the specifics
of a neurodegenerative disease such as AD. This could have important implications





















23 LRL 0.01598 59 RL 19 102 25 0.00781
52 None 39 RL 13 190 34 0.00026
91 LRL 0.06340 83 RL 8 72 40 0.00055
83 RL 56 None 24 122 27 0.00037
61 None 5 LRL 0.04434 14 78 19 0.00260
82 None 49 None 4 185 30 0.00227
3 LRL 0.03656 4 None 8 96 24 0.00822
60 LRL 0.03070 31 RL 18 68 39 0.00043
80 None 10 None 9 59 15 0.00666
Table 5.2 – Resulting bests configurations of hyperparameters from HpBandSter. The
number of E2E and E2N filters, including the activation function after those filters:
ReLu (RL), Leaky ReLu + slope (LRL) or None.
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Traitement sur l’espace de diffusion
Afin de bien reconstruire l’architecture de la matière blanche, la cohérence des
directions estimées par les modèles locaux est cruciale. Cette continuité spatiale et
angulaire des orientations estimées de l’IRMd est essentielle pour mieux reconstruire
les trajectoires avec les algorithmes de tractographie. Plusieurs techniques de traite-
ment d’images permettent d’augmenter la cohérence spatiale, l’application de filtre
ou de régularisation spatiale en sont des exemples. Ce dernier chapitre va notamment
détailler différentes méthodes de filtrage : d’un filtrage linéaire d’une image jusqu’au
filtrage directionnel d’un champ de fODF.
6.1 Image
Dans le domaine du traitement d’images, les recherhes ont pour but d’augmenter
la qualité des images ou bien l’extraction de différentes caractéristiques telles que les
contours, les textures, les coins ou les points de selle.
Linéaire Les filtres de propagation linéaire, tels que le filtre moyenneur ou le
filtre gaussien isotropique, sont des moyens simples et rapides de réduire le bruit et
toutes les variations rapides d’un signal numérique. Plus spécifiquement, les filtres
passe-bas réduisent le bruit généralement situé dans les hautes fréquences d’un signal
ou d’une image. Ces techniques linéaires sont souvent représentées dans le domaine
fréquentiel puisqu’elles sont employées pour filtrer une bande de fréquences [Linden-
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baum et al., 1994]. Bien que ces filtres linéaires aient l’avantage d’être applicables par
une simple convolution dans le domaine spatial ou par un masque fréquentiel, les filtres
passe-bas ont toutefois tendance à rendre flous les contours nets. En effet, ces derniers
atténuent les variations entre deux positions adjacentes qui se retrouvent également
dans les hautes fréquences. De plus, le gradient et le laplacien sur un domaine discret
peuvent être calculés à l’aide d’un filtre linéaire. Cette méthode des différences finies
est exploitée pour l’analyse numérique d’équations aux dérivées partielles (EDP) [Ma-
thews, 1992; S H, 2012]. Par exemple, une application itérative du laplacien discret
ou d’un filtre gaussien est équivalent à une discrétisation de l’équation de diffusion
de la chaleur.
Non-linéaire Afin de diminuer l’effet du bruit, sans pour autant rendre les
contours imprécis, de nombreuses approches non-linéaires ont été proposées : la diffu-
sion anisotropique [Perona et Malik, 1990], le filtrage bilatéral [Tomasi et Manduchi,
1998], la minimisation de la variation totale [Rudin et al., 1992] et la régularisation
de la courbure moyenne locale [El-Fallah et Ford, 1994]. Ces méthodes consistent à
pondérer le lissage pour chacun des voisins à partir d’une mesure de similarité ou de
distance locale. Pour une image en niveau de gris, cette distance entre les intensités
est souvent calculée avec la distance euclidienne (L2) ou la norme du gradient (équi-
valent à une distance L1). Ce type de filtrage augmente la cohérence locale seulement
pour les régions homogènes. En d’autre termes, plus les voisins sont différents moins
le lissage effectué entre eux sera important.
À noter qu’il est possible d’obtenir un effet similaire en augmentant la dimension-
nalité du domaine, et ce, même avec un filtre dit linéaire (ou isotropique). En effet,
si l’intensité d’une image en niveau de gris est représentée par une hauteur (dans
une nouvelle dimension), la distance euclidienne entre deux voisins devient intrinsè-
quement liée à la différence de hauteur. Néanmoins, il est généralement plus difficile
de travailler sur ce type de grille non uniforme similaire à un maillage. C’est pour-
quoi plusieurs méthodes récentes utilisent une adaptation locale de la configuration
des voisins (« stencil ») pour reproduire cette non-linéarité locale [Citti et al., 2016;




Par la suite, plusieurs de ces méthodes de traitement d’images ont été adaptées
pour être appliquées sur un maillage géométrique. Pour ce faire, plusieurs opérateurs
de dérivées discrètes ont dû être généralisés [Desbrun et al., 1999; Meyer et al., 2003;
Wardetzky et al., 2007].
Le « surface flow » présenté dans le premier article (chapitre 3) découle de ces
opérateurs généralisés sur un maillage triangulaire. Pour un maillage donné, il est
possible de calculer la matrice laplacienne à partir d’une matrice d’adjacence et d’une
mesure de distance (ou angle). Cette matrice laplacienne nous permet ensuite de
calculer interactivement un flot de courbure moyenne [Desbrun et al., 1999; Meyer
et al., 2003; Pinkall et Polthier, 1993]. En premier lieu, ce flot déplace tous les points de
la surface dans la direction de leur normale. En second lieu, la vitesse du mouvement à
chacun de ces points est proportionnelle à leur courbure moyenne locale. Par ailleurs,
ce flot de courbure moyenne génère des singularités, c’est-à-dire des endroits où la
dérivée n’est plus continue, caractérisés par une aire nulle. Pour cette raison, ce flot
de courbure moyenne fut modifié afin d’éviter la formation de singularités. Cette
variante nommée « mass-stiffness flow » impose une densité et une rigidité à chaque
arête [Kazhdan et al., 2012]. Cette pondération est calculée à partir de l’aire des
triangles adjacents. Le calcul des dérivées discrètes et l’implémentation du « surface
flow » sont détaillés dans mon mémoire [St-Onge, 2016].
6.3 Champ vectoriel
Le champ vectoriel est une représentation qui se rapproche un peu plus de l’espace
de diffusion. Ce champ de vecteurs est couramment employé pour représenter la direc-
tion et l’intensité (vitesse) d’un fluide en mouvement à différentes positions. Dans le
domaine de l’IRMd, la direction principale de diffusion à chacun des voxels peut être
vue comme un vecteur. Comparativement au modèle du tenseur, cette représentation
vectorielle est plus simple et plus facile à illustrer puisqu’elle n’inclut pas la mesure
de dispersion de la diffusion.
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Pour régulariser un champ vectoriel de façon anisotropique, il n’est pas nécessaire
d’appliquer une fonction non-linéaire sur celui-ci. Comme décrit précédemment pour
l’image, la métrique de distance (entre deux positions) peut être modifiée afin d’inclure
l’orientation dans l’équation. La figure 6.1 illustre ce filtrage anisotropique grâce à
l’augmentation de dimensionnalité. Celui-ci est adapté à une variété de dimension 2
dans un espace à 4 dimensions. Le calcul de distance et la pondération pour ce lissage
sont calculés à partir de la matrice laplacienne, comme effectué pour le maillage
triangulaire. On peut remarquer que le filtrage 2D moyenne ensemble les directions
orthogonales (coin haut gauche) et les directions opposées (près du centre), ce qui
augmente l’erreur (vecteur rouge). En revanche, pondérer la distance au voisin avec
la position et l’orientation (4D) diminue ces effets [Meyer et al., 2003].
Original Bruité
Laplacien 2D Laplacien 4D
Figure 6.1 – Filtrage d’un champ vectoriel avec une matrice laplacienne 2D et 4D.
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Tenseur initial Distance euclidienne Métrique riemannienne
Figure 6.2 – Filtrage d’un champ de tenseur avec une distance euclidienne ou une
métrique riemannienne.
6.4 Champ de tenseurs
Une approche similaire peut être employée pour débruiter un champ de tenseurs.
La figure 6.2 illustre cette régularisation spatiale sur un champ de tenseurs. Le se-
cond schéma est un filtrage linéaire qui réplique le tenseur initial pour tous ses voisins,
pondérés par la distance euclidienne. Le dernier est une version non-linéaire qui pro-
page le tenseur selon son orientation. Cette méthode varie localement la distance
de chacun des voisins selon la métrique riemannienne engendrée par le tenseur. De
ce fait, plusieurs méthodes de régularisation non-linéaire ont été proposées pour les
champs de tenseurs [Baust et al., 2016; Hamarneh et Hradsky, 2007; Tschumperle et
Deriche, 2001]. Certains de ces filtrages utilisent une mesure de similarité adaptée au
DTI alors que d’autres exploitent le calcul de la distance engendrée par une métrique
riemannienne basée sur la forme des tenseurs.
Une application d’un filtrage non-linéaire (bilatéral) sur un champ de multi-tenseurs
est détaillée dans l’annexe A. Cette approche est comparable aux régularisations
proposées par Sotiropoulos et al. [2008] et Pasternak et al. [2008], sans toutefois être
limitée par le nombre de tenseurs dans un voxel. Pour être appliqué sur un champ de
multi-tenseurs, ce filtrage bilatéral intègre une procédure de Taquet et al. [2013] afin
d’associer les tenseurs similaires. De plus, une mesure de similarité et une méthode
d’interpolation adaptées pour les tenseurs de diffusion furent employées afin de ne pas
les déformer [Collard et al., 2014]. Cette interpolation non-linéaire permet de mieux
combiner des tenseurs sans perdre leurs caractéristiques de diffusion (figure 6.3).
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Bruité Isotropique Bilatéral
Figure 6.3 – Filtrage appliqué sur un champ de multi-tenseurs bruité avec l’aide d’un
moyennage isotropique et d’un filtrage non-linéaire (bilatéral).
6.5 Champ d’orientations
Comme pour le vecteur, qui est une simplification du tenseur, le tenseur de dif-
fusion ne modélise pas la complexité d’une fonction de distribution des orientations
(ODF ou fODF). En effet, le DTI ne peut pas représenter la structure locale de croise-
ment de fibres (voir figure 1.2 dans la section sur les modèles locaux). Chaque position
(x ∈ R3) de ce champ d’orientations comporte une fonction sphérique (SF), souvent
modélisée par une ODF ou une fODF. Pour l’IRMd, cette SF représente une intensité
de diffusion à chacune des orientations de la sphère (n ∈ S2).
6.5.1 Représentation mathématique
Les approches qui en découlent sont mathématiquement beaucoup plus complexes,
puisqu’elles sortent du cadre des analyses classiques de la géométrie euclidienne et
riemannienne. Une façon de le visualiser serait de filtrer (ou propager l’énergie pour
une EDP) avec une métrique de distance différente pour chacune des orientations sur
la sphère. Par conséquent, cette métrique locale va varier en fonction de la position et
de l’orientation courante. Pour avoir une représentation continue d’un champ d’orien-
tations, il faut le plonger dans un espace de dimension supérieure. Pour un champ
d’orientations dans un domaine à trois dimensions spatiales (R3), il s’agit d’ajou-
ter un domaine angulaire/directionnel décrit par une sphère (S2). L’espace résultant
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(R3×S2) a donc 5 dimensions F (x,n)→ R+, tel que x ∈ R3,n ∈ S2. Toutefois, pour
un champ d’orientations de diffusion (ODF ou fODF) les deux domaines (R3 et S2) ne
sont pas indépendants, contrairement à la notation R3 × S2, puisque qu’une orienta-
tion de diffusion sur la sphère représente cette même direction dans l’espace spatial.
Autrement dit, une diffusion dans la direction de l’axe longitudinal (n = [0, 0, 1])
indique un déplacement le long de ce même axe dans le domaine spatial (~ez). C’est
pourquoi trouver une façon de représenter mathématiquement cette interaction est
primordial.
6.5.2 Filtrage directionnel avec SE(3)
Pour ce faire, Duits et Franken [2011] ont porposé d’utiliser l’espace des rototrans-
lations à 3 dimensions afin d’imbriquer ces deux espaces. Cet espace est aussi nommé
groupe spécial euclidien, dénoté SE(3), dans la théorie des groupes de Lie. Cette
représentation continue d’un champ d’orientations, noté R3 o S2, permet d’adap-
ter les EDP de certains filtres linéaires et non-linéaires avec la dérivée invariante
à gauche [Duits et al., 2018; Jensen et al., 2005; Portegies et Duits, 2017; Porte-
gies et al., 2015]. Afin de simplifier, dans l’espace ou la position et l’orientation se-
rait indépendante (R3 × S2) l’opérateur de Laplace serait décrit par : ∇2F (x,n) =
∇2R3F (x,n) + ∇2S2F (x,n). Alors que dans l’espace lié (R3 o S2) il est défini par :
∇2srF (x,n) = (n · ∇R3)2F (x,n) +∇2S2F (x,n). Dans cette formulation, la position x
est un vecteur à 3 coordonnées [x, y, z] et la direction n est un vecteur de direction
[nx, ny, nz] de norme unitaire (‖n‖2 = 1).
fODF initiale Propagation isotropique Propagation directionnelle
Figure 6.4 – Filtrage d’un champ de fODF avec ou sans propagation directionnelle.
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La figure 6.4 dépeint les avantages de ce filtrage directionnel. Au lieu de propager
les fODF dans toutes les directions du voisinage, ce filtrage directionnel permet de
les lisser le long de chacune des orientations. Ce rehaussement directionnel pour les
ODF ou fODF est détaillé dans l’article de [Portegies et Duits, 2017; Portegies et al.,
2015]. Avec l’ajout de pondérations non-linéaires, ce lissage est appliqué le long d’une
direction seulement si l’intensité de diffusion du voxel voisin est similaire pour cette
même direction. Les résultats d’un tel filtre directionnel non-linéaire sont illustrés
dans la figure 6.5 et présentés avec plus de détails dans l’annexe B.
fODF reconstruite (bruité) Filtrage isotropique SE(3)
Filtrage anisotropique SE(3) Filtrage de courbure SE(3)
Figure 6.5 – Filtrage d’un champ de fODF sur des données réelles (in vivo) avec un




Figure 6.6 – Adaptation asymétrique d’un filtrage directionnel appliqué sur un champ
de fODF, avec propagation avant ou inverse.
6.5.3 Filtrage asymétrique
Ce filtrage directionnel nous permet également d’appliquer un filtrage asymétrique
sur un champ d’orientations [Portegies et Duits, 2017]. Cette adaptation asymétrique
est illustrée dans la figure 6.6. Toutefois, il serait difficile de générer des fODF asymé-
triques uniquement de cette façon, puisque le signal obtenu par l’IRMd est symétrique.
En revanche, cette adaptation avec l’aide d’une base d’harmoniques sphériques com-
plète permettrait de régulariser un champ de fODF asymétriques déjà reconstruit
[Bastiani et al., 2017; Feng et He, 2020; Karayumak et al., 2018; Wu et al., 2020].
Cela serait particulièrement pratique lorsqu’il y a une forte dispersion des orientations
principales, principalement sous le cortex. Lors de l’algorithme de tractographie, la
représentation avec SE(3) pourrait être empruntée pour calculer une interpolation
directionnelle de fODF asymétrique. D’ailleurs, il est possible d’estimer une distri-
bution non-symétrique avec l’aide d’une reconstruction asymétrique combiné à un
filtrage directionnel, et ce même si le signal observé par l’IRMd est insensible à cette
asymétrie.
6.5.4 Filtrage par exemple
D’autres approches ont été suggérées pour régulariser les fODF à l’aide d’exemples
de trajectoires. Ces méthodes estiment d’abord une distribution des orientations d’un
tractogramme (TOD) à chaque voxel. D’une part, ce tractogramme peut être calculé
sur l’ensemble du cerveau et par la suite amélioré en aiguisant les fODF de façon
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itérative [Dhollander et al., 2014; Feng et He, 2020]. D’autre part, le tractogramme
donné pour calculer les TOD peut venir d’un atlas de faisceaux [Rheault et al., 2019].
Cet algorithme, nommé Bundle Specific Tractography, filtre les fODF et guide la
tractographie à reconstruire chaque faisceau donné en exemple. Pour chaque faisceau
à reconstruire, un histogramme des orientations est calculé à chacune des positions.
Cet histogramme est estimé à partir d’un exemple du faisceau obtenu d’un atlas
anatomique de la matière blanche. Cette méthode de filtrage par exemple est présentée
à la figure 6.7 pour trois faisceaux : le faisceau arqué (AF), le corps calleux (CC) et
le faisceau cortico-spinal (CST).
Référence AF-TOD CC-TOD CST-TOD
IRMd fODF AF-ODF CC-ODF CST-ODF
Figure 6.7 – Rehaussement des orientations locales (ODF) à partir de référence
(TOD), employé par le Bundle specific tractography [Rheault et al., 2017b].
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L’imagerie par résonance magnétique de diffusion permet d’estimer la connecti-
vité structurelle du cerveau et d’analyser son architecture. Plusieurs limitations de la
reconstruction par tractographie peuvent être contournées avec l’aide d’aprioris ana-
tomiques et de modèles géométriques. En effet, l’utilisation des surfaces corticales et
de la représentation par maillage permettent non seulement d’augmenter la précision
de l’IRM de diffusion et de la tractographie, mais aussi de faciliter l’intégration des
connaissances anatomiques et de mieux distribuer les points initiaux. Cette intégra-
tion basée sur la modélisation corticale réduit certains biais des points terminaux.
Essentiellement, réduire les biais des points terminaux de la tractographie est indis-
pensable pour perfectionner l’analyse du connectome.
Ainsi, le Surface-Enhanced Tractography, une combinaison d’un flot mathématique
(« surface flow ») et de surfaces corticales, augmente la précision de la reconstruction
près des gyri. Cette projection des « streamlines » le long du cortex facilite l’estimation
des connexions de la matière blanche.
Après l’analyse exhaustive des biais corticaux et de leurs effets sur la matrice de
connectivité, le « seeding » adaptatif limite l’effet de ceux-ci et par le fait même
améliore la précision de la reconstruction. De plus, l’initialisation dynamique des
« streamlines » permet de mieux recouvrir la surface du cortex de points terminaux,
ce qui est essentiel pour bien reconstruire la carte de connectivité. Cette approche,
plus versatile, permet de reconstruire certaines régions ciblées du connectome, généra-




D’une part, l’application de la méthode développée sur différentes bases de données
contribuera à une meilleure connaissance du développement et du fonctionnement cé-
rébral [Al-Sharif et al., 2020; Innocenti et al., 2019]. Ces analyses sur la connectivité
structurelle nous permettent de mieux comprendre la complexité de l’architecture
cérébrale. D’autre part, l’intégration de cartes de connectivité structurelle avec des
mesures corticales permet également d’améliorer la précision de la prédiction ou la
classification de groupes pathologiques [Essemlali et al., 2020; Zhang et al., 2018].
En effet, avec l’aide de cartes de connectivité structurelle, il est possible de discer-
ner les personnes atteintes de la maladie d’Alzheimer avec un taux de prédiction
de 91%. L’approche proposée permet également d’inférer quelles sont les régions les
plus importantes lors de cette classification. Les résultats obtenus appuient plusieurs
recherches antérieures sur la maladie d’Alzheimer.
De plus, l’utilisation d’un rehaussement adapté à l’espace de diffusion nous permet
de diminuer le bruit et d’augmenter la cohérence locale. La représentation d’un champ
d’orientation avec l’aide du groupe spécial euclidien, renforce davantage cette conti-
nuité directionnelle (spatiale et angulaire). Initialement, nous avions pour but d’em-
ployer cet espace des rototranslations afin de pondérer le flot de courbure moyenne
à partir des orientations de diffusion. Cette idée fut impossible à réaliser puisque
les outils mathématiques nécessaires à la propagation d’un maillage avec SE(3) ne
sont pas encore développés. Néanmoins, nous avons remarqué qu’il était possible de
construire une équation aux dérivées partielles pour rehausser les fODF avec l’aide
d’un filtre de courbure moyenne [Smets et al., 2020; St-Onge et al., 2019]. En plus
d’avoir la propriété d’invariance d’échelle, ce filtre non-linéaire ne requiert aucun pa-
ramètre d’ajustement. Tout compte fait, ce filtre de courbure moyenne, implémenté
avec une mesure de distance adaptée basée sur SE(3), facilite la reconstruction de la
connectivité cérébrale.
Dans l’ensemble, les améliorations proposées permettront d’augmenter la précision
des analyses du connectome. Toutefois, la validation anatomique de ces modèles reste
un enjeu important pour l’étude de la connectivité cérébrale [Girard et al., 2020;
Maier-Hein et al., 2017]. La combinaison des surfaces corticales, et autres mesures
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de la matière grise, à l’ensemble des analyses de la matière blanche par l’IRMd a
un impact important pour les recherches multimodales sur la connectivité cérébrale.
Dans le domaine des neurosciences, le développement d’outils fiables et non biaisés
est primordial pour la compréhension, la prévention, le diagnostic et le traitement de
nombreuses maladies cérébrales.
Perspectives de recherche
Modélisation mathématique Dans le domaine de la recherche en IRMd, une
meilleure estimation des propriétés de la microstructure est un des objectifs, c’est
pourquoi l’amélioration des modèles locaux reste un enjeu crucial. En effet, pour ces
modèles l’augmentation de la précision angulaire à partir d’aprioris anatomiques est
une étape critique pour la reconstruction d’une carte de connectivité [Cottaar et al.,
2020; Jeurissen et al., 2014; St-Onge et al., 2018; Wu et al., 2020]. Il est également
nécessaire pour l’avancement du domaine que ces modèles puissent être validés à
partir d’études histologiques. Pour finir, un accès à des données plus complètes sur
la croissance corticale du cerveau humain permettrait de parfaire les modélisations
géométriques de l’expansion corticale ainsi que de la structure sous-jacente des axones
[Tallinen et al., 2016; Waehnert et al., 2014].
Représentation avec SE(3) Un des avantages de la représentation de l’es-
pace de diffusion par un espace de positions et d’orientations, tel que SE(3), est une
meilleure séparation de deux trajectoires qui se croisent sans entièrement dissocier la
continuité spatiale et angulaire. De manière similaire à la reconstruction locale d’une
triangulation de Delaunay (diagramme de Voronoï), les recherches de Mirebeau [2014]
permettent de calculer les « stencil » dans cet espace hautement anisotrope. Ainsi, ces
schémas numériques permettent de résoudre le problème du plus court chemin dans
cet espace des rototranslations. Par conséquent, ce type de représentation géométrique
permettrait d’améliorer plusieurs algorithmes de régularisation ou de débruitage an-
gulaire grâce à une mesure de distance mieux adaptée à l’espace de diffusion. Avec
l’avancement de ce domaine, peut-être serait-il possible de modéliser la propagation
d’une surface ou d’une variété différentiable dans cette espace fortement anisotrope.
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Apprentissage automatique À l’heure actuelle, les méthodes par apprentis-
sage automatique («machine learning ») sont de plus en plus populaires pour classifier
des données à haute complexité. Comme discuté dans le chapitre 5, ce type d’approche
permet de distinguer différents groupes de sujets. Pour chacun d’entre eux, il est éga-
lement possible d’identifier autant les régions que les connexions critiques associées.
Plus récemment, plusieurs approches exploitant un réseau de neurones artificiels à
convolution ont été adaptées pour des graphes, des maillages ou d’autres domaines
géométriques complexes [Bekkers et al., 2018; Bronstein et al., 2017]. Ces approches
géométriques permettraient d’effectuer une prédiction à partir de mesures de connec-
tivité (ou de diffusion) directement sur le cortex, sans avoir à passer par une re-
présentation matricielle. Parallèlement, l’intégration d’une convolution géométrique
pourrait également perfectionner les algorithmes d’apprentissage profond en tracto-
graphie [Benou et Raviv, 2019; Lin et al., 2019; Poulin et al., 2017].
Collaborations & Contributions
Au cours de mon doctorat, j’ai participé à plusieurs recherches et collaborations
qui m’ont permis non seulement de progresser dans mon cheminement, mais aussi de
contribuer au développement de la science et de l’imagerie médicale.
• Une première contribution a été apportée au projet de science ouverte consistant
à analyser le développement normal du cerveau chez l’enfant, grâce à l’utilisation
d’une grande base de données d’imagerie médicale pédiatrique Pediatric Imaging,
Neurocognition, and Genetics (PING). Le traitement et l’incorporation de me-
sures de tractométrie et d’interconnectivité directement sur le maillage du cortex
constituent un apport majeur de mes travaux aux analyses corticales de Noor Al-
Sharif, candidate au doctorat. Cette amélioration permettra de faire des analyses
conjointes entre les métriques de la matière grise et celles de la matière blanche
[Al-Sharif et al., 2020].
• L’intégration de SET et du calcul des points finaux directement sur les surfaces
corticales ont permis au Pr Zhengwu la reconstruction et l’analyse d’un connec-
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tome continue. L’avancement de ces méthodes ayant comme référentiel le cortex
(« surface-based ») élimine la nécessité d’une parcellisation corticale [Cole et al.,
2020].
• Sous la supervision du professeur Remco Duits, de l’Université de technologie
d’Eindhoven (TU/e), nous avons adapté un filtre de courbure moyenne dans l’es-
pace positionnel et orientationnel en deux et trois dimensions. J’ai spécifiquement
contribué à l’implémentation tridimensionnelle et à son application sur des images
de diffusion [Smets et al., 2020]. Cette collaboration n’aurait pas été possible sans
l’aide de Pr Rachid Deriche dans la compréhension de la méthode du « Fast Mar-
ching » et des surfaces de niveau.
• Parallèlement, j’ai appliqué ma méthode SET sur une image très haute résolution
du cerveau d’un primate obtenu au laboratoire du Pr T.B. Dyrby, ce qui a permis
au Pr G.M. Innocenti et à Gabriel Girard Ph.D. d’effectuer une analyse complexe
de la structure anatomique et la comparer aux méthodes de reconstruction par
tractographie [Girard et al., 2020; Innocenti et al., 2019].
• Dans le laboratoire, j’ai travaillé conjointement avec François Rheault Ph.D.,
afin d’améliorer la tractographie spécifique à certains faisceaux anatomiques. Le
bundle-specific tractography (BST) permet de mieux reconstruire un faisceau à
l’aide d’un patron (« template ») [Rheault et al., 2017b]. Cette idée d’améliorer
la reconstruction de certains faisceaux à l’aide d’exemples s’adapte également très
bien au « machine learning », et a été réalisée par Philippe Poulin, candidat au
doctorat [Poulin et al., 2018].
• En dernier lieu, j’ai participé à l’implémentation et à l’optimisation des modélisa-
tions du chercheur Benoit Scherrer Ph.D. et Pr Simon Warfield au Boston Chil-
dren’s Hospital - Harvard Medical School. Ceci m’a permis d’apprendre beaucoup
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Cette recherche présente l’application d’un filtrage non-linéaire sur un champ de
multi-tenseurs de diffusion. Ce filtrage permet d’augmenter la cohérence locale tout en
préservant les contours nets ainsi que l’orientation des tenseurs. L’approche proposée
regroupe d’abord les tenseurs voisins dans ce champ de multi-tenseurs grâce à un
algorithme Espérance-Maximisation (EM). Une fois que les tenseurs similaires sont
regroupés, un filtrage bilatéral adapté aux tenseurs de diffusion est ensuite appliqué.
Commentaire
Cette annexe détaille l’implémentation de ce filtrage non-linéaire de multi-tenseurs
pour le chapitre 6. Ce résumé a été soumis et accepté à la conférence International
Society for Magnetic Resonance in Medicine 2017.
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Multi-tensor Filtering based on
Expectation-Maximization Framework
Etienne St-Onge, Benoit Scherrer, Maxime Taquet, Simon Warfield
Boston Children’s Hospital - Harvard Medical School, United States
Synopsis
In this abstract, we introduce a new multi-tensor regularization and denoising
technique based on Expectation-Maximization framework. To reduce filtering blur-
ring effect and preserve sharp edges, we incorporated anisotropic regularization weight
to the framework. We also utilize a tensor similarity metric, made from a quaternion
representation, to improve the regularization and preserve tensor characteristics. Fi-
nally, we evaluate and compare filtering methods using a diffusion MRI synthetic
phantom and in-vivo acquisition.
Introduction
Several tensor regularization and filtering methods have been proposed to increase
the spatial consistency of Diffusion Tensor Image (DTI) [Baust et al., 2016; Hamarneh
et Hradsky, 2007; Tschumperle et Deriche, 2001]. However, these methods are limited
to a single tensor field. Moreover, DTI is unable to represent crossing regions, known
to occur in 60% to 90% of white matter [Jeurissen et al., 2013; Vos et al., 2012].
Diffusion Compartment Imaging (DCI) models have been proposed to overcome
the single tensor representation limitation, and better characterize the brain micro-
structure (NODDI [Zhang et al., 2012], CHARMED [Assaf et Basser, 2005], DIA-
MOND [Scherrer et al., 2013]...). Among them, DCI models, such as the multi-tensor
model or DIAMOND, produce multi-tensor fields to represent each fascicle in each
voxel. Although, these approaches involve complex optimization procedures and are
highly sensitive to noise.
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Pasternak et al. [2008] proposed a regularization method that separately ensures
smoothness of fiber shape, orientation and fraction. In addition, Sotiropoulos et al.
[2008] suggested a regularization method to improve the estimation, but limited
to a bi-tensors model. Recently, Taquet et al. [2013] put forward an Expectation-
Maximization (EM) framework, based on gaussian mixture model simplification, to
multi-tensor fields.
Objective
In this work, we introduce a new multi-tensor regularization method, based on
the theoretical image filtering approach from Gabor [Lindenbaum et al., 1994] to
Perona-Malik [Perona et Malik, 1990], in which computation between each elements
are achieved using the multi-tensor computational framework developed by Taquet
et al. [2013]. In addition, we incorporate an anisotropic regularization weight to re-
duce the blurring effect and preserve sharp edges. We also combine the EM framework
with the quaternion tensor metric to preserve characteristics of each tensor in the
multi-tensor field [Collard et al., 2014]. Afterward, we compare and analyze filtering
results using a diffusion MRI (dMRI) phantom with different SNR. At last, we illus-
trate multi-tensor reconstruction, from an in-vivo DCI acquisition, with and without
filtering.
Method
To enhance image quality and extract features, Gabor suggested convolving the
image with a gaussian kernel. In a discrete domain, this formulation is equivalent
to a heat diffusion equation, where multiple applications is proportional to a single
application with an increased gaussian kernel size (σr). To avoid the blurring effect
and preserve sharp edges, Perona-Malik presented an anisotropic filtering method
based on the neighbors intensity distance and gradient orientation.
In our case, each element of the image is not a scalar but a multi-tensor model.
We propose to extend the image filtering techniques of Gabor and Perona-Malik to
multi-tensor field, by utilizing the EM framework of Taquet et al. [2013]. To improve
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the regularization and preserve tensor characteristics, we integrated the quaternion
distance metric between two tensors, from Collard et al. [2014], by considering :




















where λxj and exj is the j eigenvalue and eigenvector of tensor x, eigenvalues are sorted
in decreasing order.
To further improve the filtering and preserve sharp edges, inspired by [Cabeen et
Laidlaw, 2014; Hamarneh et Hradsky, 2007; Perona et Malik, 1990], we incorporate
an iterative anisotropic weighting to the EM algorithm, by considering the following
similarity measure between two tensors :
S(a, b) = Gσd(D(a, b)).
For the evaluation, we used a synthetic generated phantom (Figure A.1) at various
SNR(30,20,10). We also acquired a dMRI (cusp90) for the in-vivo DCI estimation.
Both multi-tensor fields were estimated using DIAMOND.
To analyze results, we filtered the noisy DCI estimation for each method, with
different parameters, on many iterations. Once the tensor field is filtered, we computed
the average error by comparing the result to the ground truth, using the tensor
minimum angle error.
Results
Figure A.2 show the error evolution, for the multi-tensor field, using an isotropic
averaging approach after repetitive application [Taquet et al., 2013, 2015]. Figure A.3
illustrate the same error but using our edge preserving method. Finally, we present
filtering results on the phantom (Figure A.4) and the in-vivo data (Figure A.5).
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Discussion
As we can see in Figure A.2-A.4, the initial method reduces noise from tensor
fields with few iterations, but afterward tends to blur edges and oversmooth causing
the error to increase significantly. This is expected from an iterative isotropic avera-
ging approach. Because of the EM algorithm, we observe that multiple iterations is
not exactly equivalent to an increased σr. Moreover, the proposed anisotropic weigh-
ting method improved the resulting multi-tensor field but requires more iterations
(Figure A.3-A.4). In Figure A.4 at SNR10, even though the initial estimation is very
noisy, both methods are able to reconstruct the crossing region. Like most anisotro-
pic filters, our algorithm results are dependent of the chosen parameters. If sigma is
not adapted to the SNR, the non-linear filtering might oversmooth or not be able to
denoise.
Conclusion
Filtering a multi-tensor field can enhance the spatial consistency of the image. Our
proposed filtering method is able to denoise the multi-tensor field and preserve sharp
edges. Still, depending on the parameters and number of iterations, filtering may
blur the multi-tensor field. In future work, it would be interesting to automatically
estimate the local SNR and select suitable parameters.
Acknowledgment
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Figure A.1 – Illustration of the synthetic phantom multi-tensor field (ground truth).
Figure A.2 – Assessment of the isotropic multi-tensor filtering error (distance between
the estimation and the ground truth) : a) SNR 30, b) SNR 20, c) SNR 10. This shows
that isotropic filtering reduces the noise after a few iterations, but oversmooth (blur)
and increases the error afterward.
Figure A.3 – Assessment of the proposed method, anisotropic multi-tensor filtering
error (distance between the estimation and the ground truth) : a) SNR 30, b) SNR
20, c) SNR 10. This shows that anisotropic filtering reduces the noise for all SNR.
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Figure A.4 – Multi-tensor denoising results on the synthetic phantom at SNR 30, 20
and 10 : a) initial estimation without regularization, b) isotropic filtering, c) aniso-
tropic filtering.
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Figure A.5 – Multi-tensor denoising of the in-vivo acquisition (coronal cross section) :
a) Initial estimation, b) isotropic filtering (n = 5, σn = 0.6), c) anisotropic filtering
(n = 5, σn = 0.6, σd = 0.6).
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Ce résumé de conférence détaille l’adaptation d’un filtre de courbure moyenne
pour un champ d’orientations. Cette méthode exploite l’action du groupe de roto-
translation, noté SE(3), afin de préserver la cohérence spatiale et angulaire des ODF
/ fODF. En comparaison avec le filtrage isotrope, la pondération de courbure permet
de mieux préserver les structures complexes du champ d’orientations.
Commentaire
Ce manuscrit décrit le filtrage directionnel de courbure moyenne avec SE(3) évoqué
dans le chapitre 6. Ce document a été soumis et accepté à la conférence International
Society for Magnetic Resonance in Medicine 2019. Les résultats de ce filtrage de
courbure moyenne avec SE(3), appliqué sur des données de diffusion, sont inclus dans
les travaux de Smets et al. [2020].
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HARDI denoising with mean-curvature
enhancement PDE on SE(3)
Etienne St-Ongea, Stephan Meestersb, Erik J Bekkersb, Maxime Descoteauxa,
Remco Duitsb
aComputer Science Department, Université de Sherbrooke, Canada
bCASA, Department of Mathematics and Computer Science
Eindhoven University of Technology
Synopsis
We present a new High Angular Resolution Diffusion-weighted Imaging (HARDI)
mean-curvature enhancement (MCE) on the homogeneous space of positions and
orientations, embedded in the rigid body motion group, noted SE(3). Its potential for
crossing-preserving enhancement of fiber orientation distribution (FOD) fields is de-
monstrated. Compared to previous partial differential equation (PDE) enhancements
on SE(3), denoising FOD fields with MCE better preserves boundaries, resulting in
a lower overall angular error.
Introduction
Anisotropic filtering was first introduced to reduce noise from images without
blurring sharp edges [El-Fallah et Ford, 1994; Perona et Malik, 1990]. These edge-
preserving smoothing PDE encourage the conductivity along contours, increasing spa-
tial consistency, while still preserving angular features (boundaries, corners, contour
curves). As an alternative to these methods, curvature based filtering was proposed
to reduce noise in images and discrete surfaces [Citti et al., 2016; Desbrun et al., 1999;
Gong et Sbalzarini, 2017].
For diffusion-weighted MRI (DW-MRI), numerous filtering methods have been
proposed to increase the local coherence of Diffusion Tensor Image (DTI) [Baust
et al., 2016; Hamarneh et Hradsky, 2007; Tschumperle et Deriche, 2001]. Since, DTI
is unable fully represent the diffusion signal in crossing regions, known to occur in
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most of the white matter [Jeurissen et al., 2013; Vos et al., 2012], advanced methods
were proposed to increase spatial continuity of multi-tensor fields [Cabeen et Laidlaw,
2014; Sotiropoulos et al., 2008; Taquet et al., 2015] or FOD fields [Canales-Rodríguez
et al., 2015; Reisert et Skibbe, 2013]. Multiple approaches for HARDI denoising have
also been compared in [Daducci et al., 2014].
Previous works exposed the advantage of PDE on SE(3) for crossing-preserving
filtering [Duits et Franken, 2011]. This representation enables the processing of spatial
and angular components together, since the underlying metric combines both, i.e. high
diffusivity in a certain orientation should persist in the spatial domain along this
orientation. Elaborations of these concepts on R3 oS2 led to contextual enhancement
(CE) and Perona-Malik enhancement (PME) for 2D or 3D orientation score images
and DW-MRI [Creusen et al., 2013; Portegies et al., 2015].
Methods
In this work, we adapted an anisotropic filtering approach for HARDI, to enhance
the alignment of elongated structures while maintaining crossing angles. This enhan-
cement follows previous research on mean-curvature (κ) enhancement on 2D images
(I(x), x ∈ R2) or manifold [Citti et al., 2016; Desbrun et al., 1999; El-Fallah et Ford,









J(x, 0) =I(x), t > 0
For HARDI, the image domain (R3) was extended with a sphere (S2), considering
that FODs generate a spatial field of spherical function (U(x,n), (x,n) ∈ R3 × S2).
Hence, the MCE equation was adapted to the Lie group SE(3) (or rather Lie group
quotient R3 o S2) with the use of Left-invariant derivative [Janssen et al., 2017;
139
Annexe B. Filtrage directionnel avec SE(3)
Portegies et Duits, 2017; Portegies et al., 2015] :
∂W (x,n, t)
∂t
















‖(n · ∇R3)W (x,n, t)‖2 + ‖∇S2W (x,n, t)‖2
W (x,n, 0) = U(x,n), t > 0
Evaluation
To evaluate various SE(3) filtering techniques, we used the ISBI-HARDI challenge
synthetic phantom at SNR10 [Neher et al., 2014] and computed the FOD field with
constrained spherical deconvolution (CSD) [Tournier et al., 2007] (Figure B.1). To
analyze results, the noisy FOD field was filtered with different parameters on 40
iterations (t = 4, dt = 0.1) : angular conductivity Dn = 0.001, 0.002, 0.004 and PME
sensitivity K = 0.1, 0.2, 0.4, 0.8. A constant rescaling of both Dx and Dn correspond
to a scaling of the diffusion time (t, dt), therefore we kept the spatial conductivity
Dx = 1 fixed.
Quantitatively, the L1 and L2 absolute error, defined as the distance to the noiseless
FOD, was computed at each timestep, for all SE(3) enhancements. A second version
of both L1 and L2 error was included to assess only the orientational error, where
at each position the FOD was normalized. Qualitatively, a standard in-vivo HARDI
acquisition (49 directions at b-value 1000) was included to visually compare results.
Results
Figure B.2 illustrates filtering results over the synthetic phantom, comparing the
proposed CME to the PME. Since there was no perceptual difference between the CE
and PME, only one of them is displayed. The L1 error progression for all methods are
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shown in Figures B.3-B.4, the L2 error followed the same trend. The resulting enhan-
ced FOD, over a standard in-vivo dataset, can be observed in Figure B.5. Only PM
results with sensitivity K = 0.2, 0.4 are presented as they showed best performance
compared to K = 0.1, 0.8.
Discussion
As illustrated in Figure B.2, all methods are able to remove spurious peaks, and
preserve crossings. Contextual enhancement and Perona-Malik methods reduce noise
from FOD field within few iterations, but afterward tend to blur edges (t > 2),
causing the error to increase (see Figures B.2-B.3). The proposed MCE is able to
further decrease the error before over-smoothing. In addition, the reduced normalized
error, combined with the smaller slope, (Figure B.4) makes the proposed filtering
very appealing when the FOD field is only used as an angular probability, e.g. for
tractography. In Figure B.5, sharper and more consistent FOD is obtained with MCE.
Conclusion
Mean-curvature enhancement, with SE(3) framework, can denoise HARDI both
spatially and angularly. The proposed method is particularly good to recover the
angular distribution of FODs. Parameters and diffusion time can be optimized to
maximize FOD denoising while preserving sharp edges. In future work, it would be
interesting to adapt the MCE for contextual interpolation/upsampling or to regularize
the CSD process.
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Figure B.1 – Illustration of the synthetic phantom multi-tensor field (ground truth).
The error is computed inside the red mask and the visualization in the blue rectangle.
Top-right) Initial noiseless FOD, bottom-right) FOD at SNR10.
Figure B.2 – HARDI enhancement results, at time t=1,2 : top) Perona-malik, bottom)
Mean-curvature. All methods are able to recover the crossing and to remove spurious
peaks.
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Figure B.3 – Assessment of the filtering error, starting from the synthetic data at
SNR10. The error computed from the L1 distance to the ground truth FOD (noiseless
phantom), with and without FOD normalization. For every angular conductivity Dn
the proposed MCE (in blue) is able to outperform other methods.
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Figure B.4 – Table of the smallest error achieved, over all time, for each enhancement.
For every distance to the ground truth (row), cells were color coded from green to
white ; from the smallest (best) to the largest (worst) minimum reached. For all
angular conductivity Dn, the proposed MCE outperform other methods.
Figure B.5 – SE(3) denoising of the in-vivo acquisition (coronal cross section) : a)
Initial raw FOD, b) PME (K = 0.4, Dn = 0.001) and c) SE(3) MCE (Dn = 0.001).
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