Without human beings' ability to choose-and in such a way give order to a universe which, in the beginning, must have presented itself as a chaotic mass of data without clear structures and regularity-evolution would have been unthinkable, even more inconceivable if one considers the fact that the adaptation to that universe must have taken place on the basis of incomplete, fragmentary information and above all starting from limited cognitive capacities and restricted time limits. In order to respond to the challenges of the environment, an individual had to first of all be quick: quick in the reaction to the attack of a predator and in the gaining of an escape route, in deciding how to pursue pray, in obtaining gains from territory that others were using at that same moment, in the selection of a partner and of a place in which to take refuge and so forth. Therefore, if it is true that evolutionary pressure urged the human mind to accumulate information by means of a significant quota of rational decisions, the vast majority of human choices have been favoured by ecological decision making strategies.
Introduction
In the last half century, a growing amount of experimental research on decision making behaviour (Hastie & Dawes, 2001) has investigated the systematic deviations from the axioms of neo-classical economic theory, which is based on the hypothesis of perfect or instrumental rationality (Bernoulli, 1738 (Bernoulli, /1954 von Neumann & Morgenstern, 1947) . Around the middle of the 1900's, while many economists were embracing Friedman's as if perfectionist thesis (1953)-according to which individuals behave as though they were able to perform the complex calculations required by the normative model-Simon opened up a gateway in psychological and economic reflection by remarking upon the implausibility of an abstract rationality which denies both the limits of the external surroundings (task environment) and the imperfect cognitive structure of human beings. A decision, according to Simon, is not the mere algorithmic processing of a set of data, but rather an adaptive process which allows one to reach a dynamic balance between an efficient, quick and economical course of action, the progressive adjustments of the solution and, finally, the configuration that reality should have following the solution of a problem. Simon's ideas would open up the way to a vast series of experimental research projects on the "deviations" of individual behaviours from the predictions of neo-classical economic theory: research that would be powerfully relaunched by Kahneman and Tversky, who would show with precision the non-causality and systematicity of such deviations. As is known, at the foundation of Simon's bounded rationality is the idea that human decisions are not governed by logico-formal procedures, but by heuristics: cognitive devices potentially the cause of distortions (biases), but extremely efficient systems used by the human mind to reduce the cognitive load and respond quickly and efficiently to problems presented by the environment (Hamilton & Gifford, 1976; Nisbett & Ross, 1980) . They are, in other words, unplanned informal reasoning strategies, which allow individuals to make sustainable choices for the computation and the processing of information, choices fitting with the complexity of the situation.
If neo-classical theory considers information to be a scarce and negotiable good, by the same standards as any other generic good or factor of production, several authors (Marschak & Radner, 1972; Hey, 1979) point out instead that information is not always scarce but above all that, in conditions of overabundance, it could go unperceived and remain unprocessed by decision makers. Overabundance, complexity, heterogeneousness and limited subjective interpretative capacities call the neoclassical analysis of information back into question (Stigler, 1961) , according to which information can be measured in terms of a cost-benefit analysis. Given that incoherency in aspirations and cognitive incompleteness-generated by the scarcity or the excess of the information to be processed-characterize the most wide-ranging contexts of individual choice, the decision maker must adapt to flexible conditions using learning operations which reduce the complexity of the calculations required in order to make a decision. In the descriptive approach to decision making individual choices are determined not only by a few complete and coherent objectives and by the properties of the external world, but also by the knowledge that decision makers have of the world, by their ability to call up such knowledge at the right moment, to formulate the consequences of their own actions, to foresee the course of events, to face uncertainties (including those deriving from the possible reactions or responses of other actors), and finally by their ability to choose between their own various competing needs (Simon, 2000) . In this sense, because of the high adaptive value of the forms of reasoning which determine it, bounded rationality cannot be considered irrational, nor can it be called upon solely to explain human error. As Selten (1998) observed, it is possible to construct theories of limited rationality in which behaviour, while not being optimal, is anything but irrational. If in an absolute rational order the alternatives are given, in a limited rational order they must be invented each time by the agent, in a process which generates many possible courses of action (Simon, 1997) . Whether dealing with a company, a biological species or an individual, adaptation to one's environment, according to Simon, always depends on a heuristic search and on forms of local optimization or satisficing (Simon, 1983) . The search for alternatives ends with the alternative that, according to the circumstances, best satisfies our objectives and needs. In this sense, an evolutionary theory of rationality must include a search theory which does not adhere to the rules of "normative arrest" (March, 1994 )-according to which the search for alternatives ends only after having reached an ideal optimizing result-but rather one that is concentrated on personal aspiration levels.
The Paradigm Shift: Heuristics and Biases Approach
Behavioural Economics, which originated in Simon's research, attempts to integrate the classical theory of rational choice with new hypotheses coming from psychology-in particular from experimental psychology (Mullainathan & Thaler, 2000) -thus shifting the attention from substantive rationality to procedural rationality. Search and satisficing (Simon, 1979) are the key terms of the limited-rationality decision making process: agents review, one after another, the decisional alternatives available and stop when such a search reaches a certain threshold of satisfaction (even if this is only an implicit one). When faced with an economic decision, an individual behaves like a chess player who has to choose his next move. Both an economist and a chess player reason according to procedures. The winning strategy is however constructed gradually and not in advance, according to a tree-shaped schema, and reformulated at each step of the game based on the adversary's countermoves. Moreover, in economics, as in the game of chess, success is often due to the fact that human beings are simply equipped with good intuition and efficient judgement (Simon, 1983) . It is no coincidence that the famous Russian chess player Kasparov (2007) maintains that in a game of chess, as in real life, it is not always possible to analytically assess every single possible action. Every move can in fact lead to an infinity of possible positions, each one of which is the result of a chain of cause and effect which must be carefully examined. In many cases, especially in situations where time is limited, emotion and instinct can cloud even the sharpest strategy and suddenly transform a chess match into a game of fortune. With the Heuristics and Biases Approach research program, developed by Kahneman and Tversky in the 1970's, the concept of heuristics, already introduced by Simon, took on experimental validity, becoming the mainstay of a realistic model of the rational agent. This program consists of experimentally subjecting decision making problems, opportunely concocted, to samples of individuals in order to verify whether or not they reason and make decisions according to rational criteria. In the eyes of Kahneman, Slovic and Tversky (1982) heuristic judgement is the only practical way to evaluate uncertain elements. Unlike formal calculation, the heuristic evaluation of probability is based in general on immediate solutions which consider only some of the factors at play: the particular characteristics of the object under evaluation, the way in which the problem is formulated, the clarity with which the situation is described and so forthfactors which influence separately or in a combined way on decision making behaviour. If the results of such studies have, on the one hand, supplied important clues as to the nature of human cognitive processes (contributing to the de-construction of the homo oeconomicus model), they have on the other hand given the concept-term "heuristics" negative connotations because of its strong connections with the term bias. Bias, in fact, is commonly defined as the difference between human judgement and a rational "norm", often considered as a logical or statistical law of probability; almost as though, once the biases within human reasoning are avoided, one could reach optimal decisions. The double process theory of Kahneman and Tversky is based on the idea that people, when expressing an opinion or a decision, use two different cognitive systems: intuitive processes (system 1) and analytical processes (system 2) (Kahneman & Frederick, 2002; Stanovich, 1999) . System 1 is primitive, fast and associative; system 2 is slow, serial and deductive. System 1 produces a rapid response which can subsequently be approved, corrected or substituted by system 2 (even though this is rather infrequent). During the message comprehension process the attributes highly accessible to system 1 (similarity, availability, affection) become heuristic attributes for the final decision. In other words, intuitive judgement comes about if one uses a very accessible attribute (processed by perception or by system 1), and if the inspection by system 2 fails. In other terms, rational behaviour can still be defined as such if, and only if, it conforms to the laws of logic and to the theory of probability.
Towards an Ecological Rationality
The recognition of these limits has fostered the conditions for a different approach to the study of decisions. At the end of the last century Naturalistic Decision Making (NDM) was born, a paradigm with the objective of studying the way in which people make decisions and perform complex cognitive functions when dealing with real world problems: namely in situations characterized by time limits, incomplete knowledge of the alternatives, emotional tension, uncertainty, poorly defined objectives, high stakes and decision makers with various levels of experience. The study of decision making does not pertain to the mere choice among the available alternatives on the basis of their Expected Utility, but to the natural procedures followed by decision makers before carrying out an action. Such procedures are composed of three basic principles: • The decisions are made based on a holistic evaluation of the potential actions, an evaluation performed on the basis of the available options as well as on the comparison between the specific characteristics of those options (Lipshitz et al. 2001 ); • The decision maker chooses to act not on the basis of the search for and the detailed processing of the alternatives, but through a process of situation recognition (the recognition-based heuristic) which is carried out by comparing the alternatives and the potential courses of action among themselves (pattern-matching) based on a few criteria of acceptability; • The decision makers do not look for an optimal solution, but adopt a satisficing choice criterion (Klein & Calderwood, 1991) . Gigerenzer (2001) has pointed out how homo heuristicus loses out, in terms of efficient behaviour, in comparison with homo oeconomicus only when the axioms and the standards of normative rationality are involved. The capacity of individuals to make adaptive decisions-modifying their own cognitive strategies in relation to the context and to the structural mutations of the decisional problem-proposes to the decision maker a framework that is sufficiently optimistic in terms of the rationality of the behaviour (Payne, Bettman, & Johnson, 1993) . This inspired Gigerenzer to propose a revision of the classical concept of heuristics. If for Kahneman and Tversky heuristics are cognitive strategies (the cause of biases which compromise the making of correct decisions with regard to normative standards) for the German psychologist heuristics are perfectly adaptive fast and frugal rules which function within the constraints of the environment (limited time, insufficient information etc.) and the cognitive-computational limits of the decision maker (Tietz, 1992) . The correspondence between the decision maker's mind and the environment is the turning point for an ecological redefinition of rationality (Todd & Gigerenzer, 2000) . Fast and frugal heuristics consist of three fundamental rules:
• The search rule: this defines the principle according to which heuristics guide the search for information and for decisional alternatives within a limited timeframe (the search is not extensive as in the theory of rational choice) and without performing calculations; • The stopping rule: this includes the principles which specify how and when the search procedure must come to an end. In line with Simon's theory of bounded rationality, given the cognitive and environmental limits of real world problems, the search is ended on the basis of satisficing processes (Richardson, 1998) and not optimizing ones; • Heuristic principles: fast and adaptive decision making procedures which, despite their frugal nature, can be very accurate compared to classical algorithmic computation. The so-called Take the Best heuristic, proposed by Gigerenzer (1997) , outlines a satisficing choice criterion, although it is mostly used for decisions between two specific objects. This procedure is represented by a grid (Figure 1 ) in which the columns indicate the alternatives and the horizontal lines indicate the criteria or cues.
The alternatives (a, b, c, d) are examined two at a time through criteria or cues organized in a decreasing order on the basis of the validity that the agent assigns to them. The basic criterion is called recognition and is subjective. The following cues (in the example: cues 1-2-3-4-5) are of an ecological nature and are related to the specific context of the choice. In the example the values assigned to the cues are: positive (+), negative (−) or uncertain (?). The procedure works in the following way. Let us suppose that an agent must choose which company, A or B, has the greatest number of employees. On the basis of the first criterion (recognition) the agent must only "recognize (+) or not recognize (−) the object". We will suppose, as in the example, that the agent recognizes both of the objects. In such a case, on the first line, recognition, we will have two + signs. At this point, because the criterion of identification does not allow the agent to distinguish between the two objects, she moves on to consider the first "ecological" cue (cue 1): "the company has/ does not have sub-units". The agent is aware of the fact that company A has sub-units and that company B does not (on the line cue 1 we will have one + and one -). In such a case the agent does not need to proceed further: company A has more employees than company B. In other words, only four values were considered (the grey shaded area in Figure 1 ) out of twelve. Suppose at this point that we have to repeat the whole procedure for the objects B and C. As in the first case, both pass the recognition test (two + signs on the first line). The agent thus moves on to the first cue (cue 1). In this case she knows that company B does not have subunits, but does not know whether company C has any or not (?). In such a case she proceeds to the second cue: for example "the company invests/ does not invest in the retraining of its personnel". The agent knows that company B satisfies this cue (+) and that company C does not (−). At this point the criterion allows for the agent to distinguish between the two objects and the process stops. Six values have been considered (the area within the dotted line) out of twelve. If, for example, for the first criterion the agent had not recognized one of the two objects (C and D) the choice would have fallen to the recognized object and the process would have ended there. It is evident that if the agent does not recognize the object she cannot act on any cue (the column under the object C is in fact made up of only?). The decision making process is therefore governed by an identification heuristic: the only condition necessary for making a choice is that one of the two available options has not been recognized. A criterion that allows for the differentiation between two objects is the best compared to other criteria.
The distance between this approach and the inferential approach in which all of the available attributes are considered in a compensatory way is evident. Here, instead, there are no mathematical calculations to be performed or averages to be calculated, because the characteristics of each option are considered in a non-compensatory way. This type of "fast and fru- gal" heuristic search is based on a stopping rule called one reason, according to which the choice of an option is based on only one cue and on information that satisfies an optimal criterion for the decision maker (Figure 2 ). In such a case one can speak of ignorance-based decision making, which generally represents the first phase of all of the one reason type decisions. The importance of this family of heuristics resides in the very type of ecological rationality implicit in their process. In line with Simon's structure, in particular with regards to the adaptive and procedural aspect with which agents choose their own courses of action, Gigerenzer proposes the metaphor of the Adaptive Toolbox (Gigerenzer, 2001 ). This is a sort of "toolbox" composed of a repertory of evolved heuristics which possess the following characteristics: • They are specialized for certain tasks; • From a computational point of view they are simple, frugal and fast; • They do not have the problem of formal coherence, but rather that of adaptive efficiency; • They resolve here and now problems related to the challenges presented by the environment (obtaining food, avoiding predators, finding a partner and a secure refuge, but also, at a higher level, exchanging goods, making a profit and so on). Every individual chooses to use, as necessary, the heuristic best adapted to the task to be completed; during the completion of the task, the heuristic may also be substituted. In order to describe the nature of the "toolbox", Gigerenzer (2001) uses the image of a mechanic and sales person of used parts in an isolated area, who possesses neither the tools, nor all of the necessary spare parts, but who when faced with a problem tries to find a solution with the tools that he has at his disposal. "These evolved capacities-explains Gigerenzer-are the metal from which the tools are made. A gut feeling is like a drill, a simple instrument whose force lies in the quality of its material" (2007, p. 63) . Such heuristics function well in natural situations, where the presence of limits in terms of time, knowledge and computational capacity make the adoption of fast and efficient strategies preferable. In reality, liberated from their traditional negative connotations, heuristic strategies have become more than just deviations from a rational "norm". They respond to an ecological and adaptive rationality which allows individuals to efficiently face situations of uncertainty, risk and missing information typical of the reality in which we live.
Decision Making Styles
Another model developed in the domain of NDM is known as the recognition-primed model. Analyzing the decisions of experts (doctors, military commanders, fire fighters, pilots and others) Klein and colleagues (1993) have shown how in critical situations these experts do not follow normative models. In such contexts the decision making process is characterized by drastic time limits and, in the case of a missed or erroneous decision, by grave consequences. If, for example, in an emergency situation the head fire fighter does not decide efficiently and in a few seconds what to do, he risks putting the lives of many people in jeopardy. Often the objectives are not clear (save the people in the building or quickly put out the fire?), the information is uncertain (the firefighter does not have a clear idea of the building's floor plan or of the material contained in the building) and the intervention procedures are not always codified (one needs to use one's imagination in order to find a way to free a wounded person from inside a vehicle after an accident). Experts of all fields make decisions by quickly referring to well-known situations and past experience. In particular, they promptly identify the objectives to be pursued, the most important cues to observe and monitor, the possible situational developments and the plans of action to be followed. In other words, the assessment of the efficiency of a selected course of action (or, better yet, of one automatically recalled by memory) does not come about through a comparison with other actions, but by directly discovering a plausible, and therefore satisfactory, solution. The decision making models based on recognition (Klein, 1998) are inspired by counter-intuitive observation. Experts make decisions without analytically assessing the pros and cons of each option: beginners or individuals without experience are in fact the ones who make decisions on an analytical-comparative basis.
However, individual differences in decision making behaviour are not only related to the decision maker's level of expertise, but also to other variables such as cognitive and motivational styles, age, sex, socio-economic status and still others. Some authors, for example, have hypothesized the existence of veritable decision making styles (Scott & Bruce, 1995) , which define styles of individual reaction within given contexts. Now, if it is true that decision making styles exist whereby individuals use some with more frequency than others, it is just as true that these styles are not rigid and unchangeable (Glaser & Weber, 2005) , but rather flexible and modifiable in response to specific situations (Driver, Brousseau, & Hunsaker, 1990) . Numerous decision making styles have been identified and described. The simplest ones follow the model of a sort of bipolarity corresponding to specific decision making styles. The deliberative-intuitive dimension (Epstein et al. 1996) is an example of this. This dimension distinguishes between individuals who usually decide in an analytical and reflective manner and others who, instead, decide in a quick and intuitive way. Other typologies of more detailed decision making styles instead describe multiple dimensions. Scott and Bruce (1995) identify five different decision making styles: • The rational style: characterized by a complete search for information, by the consideration of the possible alternatives and by the assessment of their consequences; • The intuitive style: based on the attention to global aspects more than to the systematic processing of information and, in addition, on the tendency to decide on the basis of intuition and feelings; • The dependent style: typical of people who prefer to receive suggestions before making any choice at all; • The evasive style: typical of individuals who tend to put off or avoid decisions; • The spontaneous style: characterized by the propensity to decide as fast as possible. In order to measure these decision making styles, Scott and Bruce developed the General Decision Making Style Inventory (GDMS) for defining individual decisional profiles. A different approach to distinguishing between the diverse ways of decision making was proposed by Schwartz and his group (2002) and includes, rather than the identification of a specific decision making style, the tendency of an individual to look for the best possible result (the "optimizer") or to settle for a sufficiently good alternative (the "satisficer"). The Maximization Scale (Schwartz et al., 2002 ) is a tool for distinguishing those who, always looking for the best option, tend to base their own decisions on the comparison with others, and then prove to be unsatisfied with the choice made; from those who, instead, in settling for an option which is good enough, and therefore not necessarily the best, show a fair level of satisfaction with respect to their decision. It must also be said that more than a century ago James had already outlined a profile of the decision making types.
The first may be called the reasonable type. It is that of those cases in which the arguments for and against a given course seem gradually and almost insensibly to settle themselves in the mind and to end by leaving a clear balance in favor of one alternative, which alternative we then adopt without effort or constraint [...] . A "reasonable" character is one who has a store of stable and worthy ends, and who does not decide about an action till he has calmly ascertained whether it be ministerial or detrimental to any one of these [...] . In the second type of case our feeling is to a certain extent that of letting ourselves drift with a certain indifferent acquiescence in a direction accidentally determined from without, with the conviction that, after all, we might as well stand by this course as by the other, and that things are in any event sure to turn out sufficiently right. In the third type the determination seems equally accidental, but it comes from within, and not from without [...] . There is a fourth form of decision, which often ends deliberation as suddenly as the third form does. It comes when, in consequence of some outer experience or some inexplicable inward change, we suddenly pass from the easy and careless to the sober and strenuous mood, or possibly the other way [...] . All those "changes of heart", "awakenings of conscience", etc., which make new men of so many of us, may be classed under this head [...] . In the fifth and final type of decision, the feeling that the evidence is all in, and that reason has balanced the books, may be either present or absent. But in either case we feel, in deciding, as if we ourselves by our own wilful act inclined the beam: in the former case by adding our living effort to the weight of the logical reason which, taken alone, seems powerless to make the act discharge; in the latter by a kind of creative contribution of something instead of a reason which does a reason's work (James, 1950, pp. 796-798) .
Empirical and theoretical research developed within the domain of the psychology of decision making suggests that cognitive strategies follow paths that are often different from those postulated by economic rational choice. According to the model of the adaptive decision maker developed by Payne, Bettman and Johnson (1993) , the decision making process is a highly contingent form of processing information with which individuals use adaptive decision making strategies and heuristics in response to their limited capacity for processing information as well as to the complexity of decisional tasks. A decision making strategy is a sequence of conative and cognitive mental operations (actions on the environment) used in order to transform the state of initial knowledge into final knowledge in which the decision maker considers the decisional problem to be resolved. Cognitive strategies are selected in relation to a series of factors: the way in which the information in presented, the complexity of the problem, the decision making context and the characteristics of the decision maker (Hastie & Dawes, 2001) . Such variables, regardless of the values of the alternatives, influence the selection of the strategies by modifying the cognitive effort necessary for implementing them (Bettman, 1993) .
Everyday experience shows that, when facing various situations, we make decisions in a non-stereotypical way. A fundamental characteristic of our cognitive system is in fact the extraordinary flexibility of the decision making strategies at our disposal. First of all, when "deciding how to decide", individuals consider accuracy and cognitive effort not as absolute attributes connected to a strategy, but rather as properties dependent on a specific situation. Such an assessment-established either beforehand (top-down style) or during the accomplishment of the task (bottom-up style) and the processing of the decision itself-can influence the choice of the various decision making strategies at one's disposal. The strategy chosen will be the one that allows the decision maker to make a good decision with the least possible effort. The most frequent simplification strategies (Payne, Bettman, & Johnson, 1993) are commonly classified as compensatory and non compensatory. Compensatory strategies require a quantitative judgement and are applied when the options or the attributes which describe the various decisional alternatives are commensurable on the basis of their attractiveness/utility values. In other words, an individual chooses the alternative having an attribute that compensates for the sacrifice that she is willing to make by renouncing the consideration of other appreciable attributes.
Non compensatory strategies, instead, are used for those decision making problems in which options and criteria are incommensurable and the limited attractiveness of an option in relation to a certain criterion cannot be compensated by the greater attractiveness of the same option in relation to another criterion. Individuals often have to mediate between accuracy and effort in the selection of a strategy according to the requirements of the task: in such cases a certain flexibility is necessary in the use of the strategies to be adopted. The decision making process, considered as a limited capacity cognitive activity, in fact aims at satisfying several objectives, such as for example minimizing emotional strain due to the presence of conflictual values among alternatives (Hogart, 1987) , reaching socially acceptable and justifiable decisions, and making accurate decisions which maximize advantages and minimize the cognitive effort required for acquiring and processing information . Minimizing cognitive effort is defined on the basis of the amount of time and the type of mental operation required for putting a certain decision making strategy into action. Zipf (1949) proposes the principal of minimal cognitive effort, according to which a strategy is chosen that ensures the minimum effort in the reaching of a specific desired result. The strategies that involve more accurate choices are often those that entail more effort and this indicates how the choice of strategies is the result of a compromise between the desire to make the most correct decision and the desire to use the smallest amount of effort (Johnson & Payne, 1985) . Conclusions
In the next few years, and with the ever more accurate contribution of the cognitive neurosciences, we could have further elements to reflect upon in this difficult field. However, we can certainly already affirm that without high performance decision making devices like those studied in the paradigm of Naturalistic Decision Making the building of civilization, and perhaps even the evolution of the species, would have been impossible. Perhaps it is not paradoxical to think that decision making devices developed starting from the cognitive limitations of human beings, revealing themselves to be flexible when faced with unexpected situations and, above all, ecological in the use of the environment's resources. In this sense, if it is true that the human mind has accumulated information and knowledge by means of a significant quantity of rational decisions, the vast majority of these decisions have been supported by a natural logic whose rules have proved themselves to be advantageous in an evolutionary sense.
