We consider integrals of tau functions of Zakharov-Shabat systems whose higher times are related to the eigenvalues of products of random matrices. Apart of random matrices there is the set of n pairs of given matrices which play the role of parameters. In terms of these matrices we introduce the notions of words, dressed words and dual words, these notions are related to the graphs and dual graphs drawn on a Riemann surface Σ. The integrals of tau functions over independent ensembles of random matrices can be computed in form of series over partitions of products of the Schur polynomials with a multiplier which depends on the Euler characteristic of the Riemann surface. This form allows to compare the integrals of tau functions with correlation functions of certain quantum models. We present a tau function whose integral is equal to the correlation function of the Wilson loops of the two-dimensional Yang-Mills model on Σ. Article is dedicated to the 80th anniversary of Vladimir E. Zakharov
Introduction
The results of the work are presented in Section 2. We show that integrals of tau functions are also integrable in the sense of [46] and may be related to quantum models as 2-dimensional Yang-Mills theory on orientable [62] , [85] , [110] and non-orientable [110] surfaces. This work appears as a result of the cross study of three topics: integrable hierarchies [111] , [80] , [63] , [101] , [23] , [39] , [109] , [104] , [105] , [41] , [84] , [94] , [95] , matrix models [43] , [31] , [71] , [46] , [112] , [90] , [37] products of random matrices [4] , [5] , [6] , [16] and Hurwitz numbers in case of orientable surfaces [25] , [32] , [81] , [82] , [66] - [70] , [9] , [35] , [18] and also of nonorientable ones [11] - [15] , [17] , [77] , [78] .
The necessary preliminary data are presented in this section below.
Preliminaries
Zakharov-Shabat systems. Let us remind that Zakharov-Shabat 2 + 1 integrable systems are constructed with the help of 'L−A pairs' (or, better to say, Zakharov-Shabat (ZS) pairs) which are differential operators with matrix valued coefficients. Zakharov-Shabat operators can be obtained with the help of the dressing procedure of vacuum differential operators [111] , [80] . It is suitable to choose the following set of vacuum ZS operators where e i (i = 1, . . . , d) is d × d matrices with all entries vanish except the entry i, i which is equal to 1. In this case, the sets of of p i = (p (i) 1 , p (i) 2 , p (i) 3 , . . . ), i = 1, . . . , d are called higher times of the (multicomponent) KP hierarchy (the word "multicomponent" is related to the label i). The Kadomtsev-Petviashvili (KP) equation 12u p1p3 − u p1p1p1p1 − 12u p2,p2 − 3(u 2 ) p1p1 = 0 is obtained with the help of the choice of the pair with m = 2, m = 3 and d = 1. In the setting of applications to the study of the wave on the water surface, p 1 and p 2 plays the role of space x and y variables in the horizontal plane while p 3 plays the role of the time. All other parameters p m , m > 3 play the role of the group times of the hidden symmetries which provide the integrability of the KP equation. This hierarchy of compatible symmetry flows is called KP hierarchy. The hierarchy of the compatible flows with respect to the parameters (the higher times) p (i) m , i = 1, . . . , d, m > 0 is called the multicomponent KP hierarchy. The role of sets of higher times in the theory of integrable systems is very important.
To write down the analogue of the Kadomtsev-Petviashvili equation in case d > 1 one should choose any three independent variables among six ones p i m , i = 1, 2, m = 1, 2, 3 and in general is rather specious. However, among this set one can pick up the subset of the KP equations numbered by i:
where u
In case d = 2, there are two ways to get equations in a relatively compact form. The first way to present two-component KP hierarchy as the hierarchy of the two-dimensional Toda lattice (TL) hierarchy (see [109] for details). The second way impose certain symmetry condition on the matrix coefficients. The example which is related to our paper is the reduction [42] which may be called orthogonal reduction where instead of two sets of independent variables p (i) , i = 1, 2 we get the single one denoted by p as in the one-component case, and in this case one gets the following system
p1 u p2 = 0 At first this system of equations were obtained by Hirota method in [38] . The Zakharov-Shabat representation Later it was also recognized (J. van de Leur) as an example of the so-called DKP hierarchy, namely, the KP equation based on the root system D [39] , [41] .
Tau functions of Kyoto school. A fruitful approach to a significant number of tasks related to applications of the theory of solitons in mathematics and modern mathematical physics is the use of the so-called tau function of the multicomponent KP hierarchy introduced and developed by Sato school in Kyoto [101] , [39] . It was noticed in the celebrated works by Zakharov and by Zakharov and Shabat that soliton solutions of integrable models can be expressed in form of the logarithmic derivative of certain determinants. This determinant is an example of the tau function. For N -soliton solution this is the determinant of a finite (basically N × N ) matrix, while in general case it is the determinant of an infinite size matrix.
The appearance of determinants invites to present it as a Slater type determinant which describes fermionic systems. Indeed [39] , tau functions can be presented as certain correlation functions for free fermion system.
In terms of tau function the solution of the system (1) can be written as
In d = 2 case with the orthogonal reduction u, v,v of (2) are also expressed in terms of the DKP tau function, in particular, u = 2 log τ 2KP p1p1 = 4 log τ DKP p1p1 .
Tau function as series in the Schur functions. In [101] it was shown that tau functions can be presented in form of series in the Schur polynomials (also known as the Schur functions), see [60] . Actually, this is the form to write down the tau function in form of the Taylor series in higher times, where instead of monomials one uses the basis of the Schur polynomials. Explicit expressions related to the Schur functions see in the next paragraph. These polynomials are labeled by multiindices, written as partitions λ, λ = (λ 1 , . . . , λ l ), where λ 1 ≥ · · · ≥ λ l ≥ 0 are nonnegative integers called parts of the partition. The Schur polynomials form the basis in the space of polynomials in many variables. Tau functions which we will need are of two types. The first type is the tau functions of the d-component KP [101] , [39] . It may be defined with the help of a given (in general, of an infinite size, however in this case not far enough from the identity infinite matrix) matrix A, which consists of d (in general, infinite size) blocks, each block is indexed by (i, j), i, j = 1, . . . , d. The matrix A plays the role of the initial data for the equations of the d-component KP (see the detailed analisis of d = 1 case in [109] . [104] and the study of the related fermionic correlators in [106] - [107] ). The tau function can be written as follows:
where the notations are as follows. Each Schur function s λ i is a polynomial of the set of higher times indexed by i, p i . Each prefactor A λ 1 ,...,λ d (n 1 , . . . , n d ) is the determinant of the submatrix of A, where the choice of the submatrix is defined by partions λ 1 , . . . , λ d and the set of integers n 1 , . . . , n d which plays the role of discrete higher times additional to the sets p 1 , . . . , p d . For the sake of simplicity, we will restrict ourselves with the case where n 1 = · · · = n d = 0 and omit the dependence on these numbers. In this case the entries of each i, j block of A we denote
where a, b > 0. it is natural to use the Frobenius coordinates of the partitions λ i = (α i |β i ), see [60] , namely sets of arm coordinated
The second type of tau functions generalizes tau functions of system (2) and is related to the orthogonal reduction of 2d-component KP hierarchy (see [57] for d = 1 case). The square root of 2d-component tau function is called tau function of the d-component BKP hierarchy introduced in [41] .
d-component BKP tau function may be defined by (in general, infinite size) skew-symmetric matrix B which consists of (in general, infinite size) blocks (i, j), i, j = ±1, . . . , ±d. It may be written as
where B λ 1 ,...,λ d is the pfaffian of the submatrix of B, the entries of this submatrix are defined with the help of the whole set of partitions λ i i = 1, . . . , d. However, in this case we restrict ourselves by the case d = 1 and rather simple BKP tau function we call BKP hypergeometric tau function [94] , see below.
Remark 1. The series over partition should be considered as formal ones. However, typically (say, if A is close enough to the identity matrix, or in other words A belongs to a properly defined ∈ GL∞ group) there are open domains of convergency in the space of higher times p i , i = 1, . . . , 2d. Notice that
x m j for ℓ(λ) > k in case "+" factor and for λ 
Schur functions.
In what follows N is a fixed number. In what follows we need polynomials in many variables p = (p 1 , p 2 , . . . ) called Schur functions labelled with partitions [60] . To define these polynomials let us consider
and introduce the so-called elementary Schur functions s (n) , labelled by (n), that is by partitions with a single part λ 1 = n as follows:
In particular, s (0) (p) = 1, s (1) (p) = p 1 , s (2) (p) = 1 2 (p 2 1 + p 2 ). Schur function s λ labelled by a given partition λ = (λ 1 , . . . , λ N ) is defined in terms of the elementary ones by
where i, j = 1, . . . , N , N is any number exceeding the length ℓ(λ) (we recall that the length ℓ(λ) is the number of the non-vanishing parts of λ = (λ 1 , . . . , λ k ≥ 0), k = ℓ(λ). Let us denote the Young diagram obtained from the Young diagram λ by reflection with respect to the main diagonal λ t . Then there is the following property which can be obtained from the definition
or, the same in the Frobenius coordinated for partitions:
and |λ| = |α| + |β| + κ, where κ is the number of nodes in the main diagonal of the Young diagram of λ.
(We recall that the Frobenius coordinated are the lengths of arms and legs of the hooks whoose corners are the nodes of the main diagonal of the Young diagram of λ, see [60] ). We shall write the Schur function also as the function of matrix argument which we write as a capital letter say X having in mind that s λ (X) := s λ (p(X)) (
(see (9)) where we use the convention
If x 1 , . . . , x N are the eigenvalues of the N × N matrix X ∈ GL N (C), then s λ (X) is the symmetric homogenious polynomial in eigenvalues and can be written as
In this formula i, j = 1, . . . , N . It is implied that the length of λ does not exceed N , otherwise the Schur function vanishes. It can be derived from (6) where we substitue p = p(X).
The formula known as Cauchy-Littlewood relation [60] is very useful
In casep = p(X) this relation takes the form
where the sum ranges over all partitions whose length (the number of non-vanishing parts) does not exceed N , and N p := (N p 1 , N p 2 , N p 3 , . . . ).
Another equality which is just the Taylor expansion of the exponential is of use:
where m i is the number of times the number i occurs in the partition ∆. The sum (13) ranges over all partitions ∆ = (∆ 1 , ∆ 2 , . . . , ∆ k ), ∆ k > 0, k = 0, 1, 2, . . . . As usual, ℓ(∆) denotes the length of the partition ∆, i.e. the number of the non-vanishing parts of ∆.
Characteristic map relation. There exists the wonderful relation between the characters of the linear and of the symmetric groups:
or, the same,
where dim S λ is the dimension of the irreducible representation of the symmetric group S d labeled by λ, and X ∈ GL N (C), see for instance [60] . This relation does depend on N and is still correct if we replace the set p(X) by any set of variables p = (p 1 , p 2 , . . . ). Here
where |λ| is the weight of the partition λ (i.e. the number of nodes of the Young diagram of λ), χ λ (∆) is the character of the irreducible representation of the symmetric group S d labeled by λ evaluated of the element of the symmetric group S d of the cycle class ∆ (i.e. this element can be presented as a product of nonintersecting cycles whose lengths are ∆ 1 ,
Content product. For a given number x and a given Young diagram λ the content product is defined as the product (x) λ :=
The number j − i, which is the distance of the node with coordinates (i, j) to the main diagonal of the Young diagram λ is called the content of the node. For one-row λ, the content product is the Pochhammer symbol (a) λ1 . For a given function of one variable r, we define the generalized content product (the generalized Pochhammer symbol) as
The content product plays an important role in the representation theory of the symmetric groups. It was used in [84] to define certain family of tau functions which we called hypergeometric tau functions.
Content products in terms of the Schur functions evaluated at special points. The example of the generalized content product may be constructed purely in terms of the Schur functions: if we choose (20) One can degenerate (19) to the rational function and obtain
Above we used the following special notations:
Actually, any reasonable content product can be interpolated by expressions (21) .
Let us also write down the known formula [60] 
and where d = |λ| := N i=1 λ i is the weight of λ, and h i = λ i − i + N, i = 1, . . . , N are called the shifted parts of the partition λ, we imply N ≥ ℓ(λ). Let us write down useful relations which follow from (15) and (22):
where
and
Complex Ginibre ensembles, ensembles of unitary matrices and mixed ensembles
Let us consider integrals over N × N complex matrix Z where the measure is defined as
where the integration range is C N 2 and where c N is the normalization constant defined via dµ(Z) = 1, thus we treat this measure as the probability measure. In studies of Quantum Chaos and in studies for Information Transmission Problems, the set of complex matricies with such measure is called the complex Ginibre enesemble, see the list of references in [4] , [5] , [6] .
Definition. The expectation of a function f which depends on entries of the N × N complex matrices Z and its Hermitian conjugate Z † is defined by
Notations. For any given matrix X and a partition ∆ = (∆ 1 , ∆ 2 , . . . , ∆ ℓ ) we introduce the following notations p(X) = trX, tr(X 2 ), tr(X 3 ), . . .
Each trX m =: p * m (X) is the so-called power sum [60] (or, the same, Newton sum) of the eigenvalues of the N × N matrix X.
In particular, we get p(I N ) = (N, N, . . . ) and, therefore,
where I N is N × N identity matrix and ℓ(∆) is the length of ∆ (the length of a partition is the number of it's non-vanishing parts).
Independent Ginibre ensembles. On this subject there is an extensive literature, for instance see [4-6, 102, 103] . We will consider integrals over N × N complex matrices Z 1 , . . . , Z n where the measure is defined as
where the integration range is C N 2 × · · · × C N 2 and where c n N is the normalization constant defined via dΩ(Z 1 , . . . , Z n ) = 1.
The set of n N × N complex matrices and the measure (34) is called n independent complex Ginibre ensembles.
The expectation of a quantity f which depends on entries of the matrices Z 1 , . . . , Z n is defined by
The subscript n reminds that the expectation is estimated in the product of n independent Ginibre ensembles, and the second subscript, N , -that the Gauss measure is not chosen as e −trZZ † , but in the form e −N trZZ † .
Spectral correlation functions. We recall that for a given matrix X and a partition ∆ = (∆ 1 , ∆ 2 , . . . , ∆ ℓ ) we introduced (see 32) the following notation p * ∆ (X) = tr X ∆1 tr X ∆2 · · · tr X ∆ ℓ where each tr X ∆i is the Newton sum N a=1 x ∆i a of the eigenvalues x a , a = 1, . . . , N of the matrix X. We are interested in the spectral correlation functions E GL ⊗n N (p ∆ 1 (X 1 ) · · · p ∆ m (X m )) where X i , i = 1, . . . , m is a set of matrices and ∆ i = (∆ i 1 , ∆ i 2 , . . . ), i = 1, . . . , m is a set of given partitions. Let us introduce the notations p = (p 1 , p 2 , . . . ). The notations are as follows: p ∆ = p ∆1 p ∆2 · · · , and z ∆ = ∞ i=1 i mi m i ! where m i is the number of parts i which occur in the partition ∆. For instance, for the partition ∆ = (5, 5, 2, 1, 1) we get
Remark 4. Let us note that the generation function of the spectral invariants may be choosen as
Indeed, with the help of (13) the Taylor series in parameters p (i) k yields the mentioned spectral correlation functions.
In what further the matrices X i will be the dressed words defined in the previous section.
Unitary matrices.
In what follows we will consider also ensembles of n unitary matrices which are the set of U i ∈ U N and of Haar measures d * U i . The expectation of a function of entries of matrices U i , i = 1, . . . , n are defined as
Mixed ensembles. We also consider mixed ensembles which consist of n 1 unitary matrices U 1 , . . . , U n1 , with the Haar measures d * U 1 , . . . , d * U n1 and n 2 complex matrices Z 1 , . . . , Z n2 with the Gauss measure dµ(Z 1 ), . . . , dµ(Z n2 ). In the mixed ensemble the expectaion of a function of the entries of n = n 1 + n 2 matrices U 1 , . . . , U n1 , Z 1 , . . . , Z n2 is defined as
where the normalization is chosen to be E Next, we consider the oriented compact surface Σ without boundaries with a given embedded graph with f faces, n edges and v vertices. We assume that the complement to the graph on Σ is the union of the disks, therefore the Euler characteristic of Σ is e = f − n + v.
Let us decorate the graph as follows. First, we number each edge, and place A i and B i from both sides of the edge number i in any fixed way. Second, we number all faces by c = 1, . . . , f. Let us go around the boundary of the face number c in the clockwise direction and assign to each boundary edge, say e i , either the symbol A i in case the edge is directed positively, or B i in case the edge is directed negatively. We get the formal product of symbols written from the left to the right according to the clockwise round trip. This product defined up to the cyclic permutations of the characters in it we call the word W c . Thus, each symbol of the collection {A i , B i , i = 1, . . . , n} is assigned to an edge and to each word is assigned to a face.
Notice that each symbol of the alphabet of pairs enter once and only once in the set of words. Such graph we call decorated and is denoted (Γ, W 1 , . . . , W f ). The given full set of words W = (W 1 , . . . , W f ) gives rise to the set of dual words W * = (W * 1 , . . . , W * v ) as follows: Let us enumerate the vertices i = 1, . . . , v. Let us go in the counterclockwise direction around a given vertex and (from the left to the right) write down symbols which we meet aprior each outcoming edge. This product defined up to cyclic permutations of the characters in the product we call dual word W * i assigned to the vertex number i.
We recall that the graph Γ * dual to Γ has v faces, n edges and f vertices, where each face of Γ * contains a single vertex of Γ and each face of Γ contains a single vertex of Γ * . Each edge of Γ, say e i , crosses a single edge of Γ * , denoted as e * i . We assign the orientation to each e * i in a way that e i cross it form the left to the right. The rule to assign the word to the dual graph is the same, however, now we write the words from the right to the left. The collection of the words of the dual graph obtained in such a way coincides with W * 1 , . . . , W * v presented above. We have one-to-one correspondence
The decorated graph dual to (Γ, W 1 , . . . , W f ) is denoted (Γ * , W * 1 , . . . , W * v ). One can start from the alphabet of pairs A i , B i , i = 1, . . . , n and the set of products W 1 , . . . , W f where each letter is used only once. Then one can consider the set of f polygons: the word W c , c = 1, . . . , f gives rise the polygon number c whose edges are labeled in clockwise direction by symbols of the word read from the left. Then, by gluing each pair of edges labeled by a pair A i , B i , i = 1, . . . , n we obtain the decorated embedded graph (Γ, W 1 , . . . , W f ) and also (Γ * , W * 1 , . . . , W * v ). We call sets of words isomorphic if one can be obtained from another by transpositions of dual pairs a i ↔ b i , by a re-enumaration of edges and by re-enumaration of faces.
Chord diagrams and decorated chord networks. In the previous paragraphs, words were introduced with the help of a decorated graph drawn on a Riemann surface Σ.
In this paragraph, we "forget" about the surface and the embedded graphs and treat a word simply as a product of characters where each product is defined up to cyclic permutations. As before, we consider the alphabet of pairs, which consists of n pairs of dual characters a i , b i , i ∈ I, and require that each character enter only once in the word set w = (W 1 , . . . , W f ). We call the set of words connected if there is no a subset of words which contains only characters from a subalphabet of pairs.
A set of words can be drawn on the list of paper in a natural way as a set of f oriented polygons with the total number of edges equal to 2n , where symbols are assigned to edges of the polygons: each word is obtained by going clockwise around the related to the word polygon and multiplying from left to right of all the characters along the way. We draw lines which we call chords whose endpoints are placed on the edges with dual symbols.
For further purposes, it is convinient to draw not single chords dual chords: two directed arrows that together with arrows A i and B i form (topologically) a 4-poligon as follows. Let the arrow A i start at the point 1 and end at the point 2, and the arrow B i start at point 3 and end at the point 4, then the chord A * i starts at the point 1 and ends at the point 4 and the chord B * i starts at the point 3 and ends at the point 2. Notice that arrows-characters and arrows-chords are directed oppositely on the polygon 1234: both characters are directed positevely and both chords are directed negatively.
Let us call this set decorated set of polygons.
We recall that a chord diagram is an oriented circle S 1 with a certain the number of pairs of points connected by lines called chords. A network of chord diagrams is a set of oriented loops and a set of lines, also called chords, each chord connecting a pair of points belonging to any circle. We call a chord internal if its endpoints belong to the same circle, and otherwise we call it external.
Decorated sets of polygons (networks) we call isomorphic if they correspond to the isomorphic sets of words.
Below we consider only connected networks. Thus, we also ask the set of words to be connected (which means that there is no the subset of words constructed with the subalphabet of pairs).
Consider a network with f loops and n chords. One can naturaly dentify such network with the set of f polygons with n pairs of edges, where edges polygons are segments of loops which contains endpoints of the chords.
Let us numerate chords and decorate the network assigning matrices a i and b i to the segments of loops containing the endpoints of the i-th chord. Then, up to Z n 2 action A i ↔ b i , i = 1, . . . , n we have the one-to-one correspondence between the set of words w = (W 1 , . . . , W f ) and the decorated network or, the same, to the decorated set of polygons.
The well-known fact (see, for instance [56] ) is that any set of oriented polygons with the total number of (the oriented) edges equal to 2n gives rise to an embedded graph drawn on a Riemann surface. It is obtained by the identification of the pair of oriented edges in such a way that the origin of one oriented edge coincides with the end point of the other. Theses identified oppositely oriented edges of polygons turn to be edges of the embedded graph.
A connected set of words gives rise to the connected decorated graph drawn on the connected Riemann surface and, therefore to the dual set of words:
Operations m i and H(i) with words and networks. Consider the decorated network as the symmetric tensor product of W 1 ⊗ · · · ⊗ W f . Select any pair A i , B i , i ∈ I. This pair is either in different words, say W a = A i X i and
Introduce the involutive map m i which acts on the tensor products of words: it acts identically on all words except these (this) that contain(s) symbols A i and B i as follows:
in the first case, and as
in the second case. One should pay attention to the coordination of the order of factors on the left and right sides of the maps (38) and (39) and remember that thanks to the fact that words are defined up to the cyclic permuations of the characters, the left hand side of (38) can be also written as
, and the left hand side of (39) can be written as
We see that m 2 i is the identity map. One can check that m i (m j (W )) = m j (m i (W )) , i, j = 1, . . . n. We recall that having the set of words W and polygons we construct the Riemann surface with the decorated graph in a unique way, and then we have the geometric construction for the dual set of words W * , see (37) . It was the geometric construction of dual words.
The algebraic construction is given by
As for the decorated network of chord diagrams, each operation m i , i ∈ I means the following. We represent the chord and a pair of directed edges, on which it rests, in the form of the letter H, where the middle line denotes the chord, and the directionality of the edges is depicted as 1 2 ↓ − ↑ 3 4 . Operation m i means the transposition of the endpoints 2 and 3: now new directed edges connect not points 12 and 43, but points 13 and 42 (notice that points 1 and 4 are origins of the directed edges in both cases). And these new edges are connected by the new chord (the middle line of the letter H lying on its side). One may call it H-rotation, or, H(i)-rotation having in mind that the chord and the edges are numbered by i.
The proof of the Proposition 1 is based on the realization of the fact that composition of H(1),. . . ,H(n) describes the way from the decorated graph Γ to the dual decorated graph Γ * . It is clear because each vertex of the ribbon graph is the face of the graph formed by punctured arrows, while the faces of the ribbon graph Γ are the vertices of the dual graph.
The surface Σ h,m . Let us remove h pairs of faces of the decorated embedded graph Γ and glue each pair by a handle.
Next, we remove m faces of Γ and glue Möbius strips to the boundary of these faces. The surface of the Euler characteristic e − 2h − m obtained from Σ by the manipulation described above we denote Σ h,m . The complement to the graph Γ drawn of this surface is a union of f − 2h − m discs, h cylinders and m Möbius strips.
We will denote the words on the boundary of cylinders as W + i , W − i , i = 1, . . . , h, where i is the number of the handle. The words on the boundary of Möbius we will denote W ′ i , i = 1, . . . , m. Thus, in our new notations the set of all words of the decorated Γ consists of W + i , W − i , i = 1, . . . , h, W ′ i , i = 1, . . . , m and the set W 1 , . . . , W f−2h−m which coresponds to the faces which we do not remove.
Dressing and dressed words. Consider any function f of matrices A i , B i , i = 1, . . . , n. One can split the index set I = {i = 1, . . . , n} into two groups: I = I 1 ∪ I 2 . One defines dressed function which we denote L I1 U L I2 Z (f ), c = 1, . . . , f by the following replacment:
Integrals of products of Schur functions
Proposition 2. Consider a set of partitions λ 1 = λ, λ 2 , . . . , λ f and the set of words W = (W 1 , . . . , W f ).
Suppose the set 1, . . . , n is splitted into two sets I 1 and I 2 , |I i | = n i , i = 1, 2. We get
Proof. We notice that according to (58) and (59) the integration over Z i may be described as the action of m i in (38) and (39) respectively, and the integration over all matrices is described by Proposition 1.
Tau functions and their diagonal parts
For our purposes of evaluation of integrals of tau functions (3),(4) it is suitable to consider evencomponent KP hierarchy -one can freeze the dependence on, say, p 2d and get (2d − 1)-component tau function. Let us also re-define the higher times with even numbers as follows p 2i → −p 2i (Actually, it is natural redefinition in case we start not from the 2d-component KP, but from d-component Toda lattice). We have in mind the usage of (7) . After the replacement and using the Frobenius coordinated for partitions we get (3) as τ A (p 1 , . . . , p 2d ) = 1+ (42)
where A (α 1 |β 1 ),...,(α d |β d ) is given by (4)
Now let us consider the projection of the series over set of 2d partitions on its diagonal part, i.e. on the subsum where all partition are equal:
λ = (α|β) and A(λ) is symmetric separetely in the set of α i and the set of β i . Indeed, after the projection we get α 2i−1 = β 2i = α and α 2i = β 2i−1 = β in formula (43) . It means that if we permute α i and α j we sumalteneousely permtue the same number of pairs of rows and columns and the determinant (43) will be the same. The same is true for the parmutations of parts of β. Let us consider examples. Consider tau function
where A is some matrix. We get A(λ) = det A αi,αj i,j det A βi,βj
Tau functions as integrands
Let use the following convention similar to (8) : If a given set of higher times, say, p i is specified as Newton sums of the eigenvalues if certain matrix, say X i , then instead of the variable p i = p i (X i ) we write capital X i . By dim GL λ = s λ (I N ) and dim S λ = χ λ (1 d ) we denote dimensions of irreducible representations λ of linear and symmetric groups resectively.
Orientable case.
Proposition 3. Consider tau function (4) where higher times are given by
Then
where A(λ) is given by (45) , it is a symmetric function of α 1 , . . . , α κ and of β 1 , . . . , β κ , where λ = (α|β)
Consider the integrals of the tau function given by (47)
where the sum ranges over all partitions λ = (α|β) whose length does no exceed N . In case t m = δ 2,m and n 2 = 0 this expression coinsides with formula (2.79) in [110] for the correlation function of f + v Wilson loops on the orientable surface of genus f + v − n.
Proposition 4. Let e = D + v − n = 2 and each p j except two ones from the set p 2i , p 2i−1 (W i ) can be presented in form (22) . Then the sum (51) is two-component KP tau function of hypergeometric type [84] .
Non-orientable case. Consider the simplest nontrivial tau functon of the one component BKP which is
Then, we get
where A(λ) is the same as in Proposition 3.
Discrete β-ensembles
Sums in the right hand sides of (50) and (54) may be treated as discrete ensembles which generalize known ensembles which can be related to e series in the Schur functions [51] and [93] .
β-ensemble. The matrix models labelled with networks may written as discrete β-ensembles if we fix parameters p (c) with the help (22) that means that we study expectation value of products of powers of determinants (and one of this power should be a natural number. This topic will be developed in a more detailed version, now, let me explain the idea. One need to use relations s λ (N p(d, a) 
where h i = λ i −i+N are shifted parts of λ and the notation (−d) λ was defined in (17) . Let N d 1 = N L > 0 is integer. Notice that (−N L) λ vanishes for λ 1 > N L. For N d i that are not natural numbers, we use
Then, choosing any e within 0 ≤ e ≤ f − 1, we get
where Σ ′ means that all h i , i = 1, . . . , N are different (therefore the Vandermond product does not vanish), and where
..... We intentionaly separate the case N d 1 = N L to avoid possible divergence in the summation, with L be a natural number the right hand side (56) it is a finite sum with the summation range 0 ≤ h i ≤ N L + N, i = 1, . . . , N .
One could write down the equation for the equilibrium Young diagram related to the discrete 2D Coulomb gas on the semiline (in case β = 1, 2, see [28] for many details) or, 2D 'gravitational' gas on the semiline in case β < 0.
Coupled, or, Kontsevich-type ensembles. It may be available to fix p (2) in different way as p (2) = p (2) (Y ) where Y ij = δ i,j exp y i , i = 1, . . . , N (see (9) for the notation). The matrix Y plays the role of an additional source matrix similar to the role of external matrix in the coupled matrix model. (One can still take any of N d i to be an natural number in case the sum is divergent). Instead of (56) we get
wherec N = c N i<j (e N yi − e N yj ), compare to the similar replacement in [51] and [93] .
In case A and B are Hermitian matrices, the first relation (58) is well-known and written down in textbooks, see for instance Example 5 in Section VII, 5 of [60] . (The only difference with the wellknown formula is the factor N −d which results from the fact that we replace the Gauss weight e −trZZ † (see [60] ) in the definition of the measure dµ by e −N trZZ † , see (29) . Then, the factor N −d is obtained by the rescaling of the Schur function s λ which is the homogenious polynomial of the weight d = |λ|). However, thanks to the fact that we can present Schur functions in form (15) where each p ∆ = p ∆ (X) is a polynomial in the entries of matrix X. Then, the both sides of (58) are analitic functions in the entries of the matrices and, therefore, (58) is true for A, B ∈ GL N (C).
Lemma 2. For any N × N complex matrices A and B the following equality is correct:
where d = |λ|.
The expectation of s λ (U AU † B) and of s λ (U A)s ν (U † B).
Proposition 6. For any N × N complex matrices A and B the following two equalities are correct:
where the summation in the right hand side ranges over all partitions ∆ a , ∆ b of the weight d = |∆| and where 
where the summation in the right hand side ranges over all partitions ∆ of the weight d = |∆ a | = |∆ b | and where H CP 1 (∆, ∆ a , ∆ b ) is the same three-point Hurwitz number with the base CP 1 .
A.2 The sketch of proofs
We use C N 2 s λ (AZBZ + )e −N tr ZZ + N i,j=1 
These relations are used for step-by-step integration (Gaussian in the case of complex matrices). As we can see, these relations perform the procedure of cutting and joining loops in a network of chord diagrams, and also create edges of embedded graph (each edge is a coupled pair of conjugate random matrices). Namely, the equation (65) performs the splitting of the loop AZBZ † into two loops, A and B, for complex Ginibre ensembles (the resulting equation performs the union of two loops A and B for complex Ginibre ensembles. Every time we apply some of the relations (65)-(66), we get the factor (the "propagator" of the edge of the embedded graph), which is which φ 2 = 1/2, and φ|0 = |0 / √ 2 [41] . Then the hypergeometric BKP tau function introduced in [94] may be written as 
where J m = i∈Z ψ i ψ † i+m , m > 0, U λ (n) = i U hi+n , r(i) = e 
In (74) the summation runs over all partitions whose lengths do not exceed N .
Remark 5. Note that, without the additional Fermi mode φ, the summation range in (74) does include partitions with odd partition lengths. One can avoid this restriction by introducing a pair of DKP tau functions, which seems unnatural.
Apart from (74), the same series without the restriction ℓ(λ) ≤ N gives the BKP tau function. However, it is related to the single value n = 0. The n-dependence destroys the simple form of this tau function [94] .
