Abstract. Achieving real-time response to complex, ambiguous, highbandwidth data is impractical with conventional programming. Only the narrow class of compressible input-output maps can be specified with feasibly sized programs. Efficient physical realizations are embarrassed by the need to implement the rigidly specified instructions requisite for programmable systems. The conventional paradigm of erecting stern constraints and potential barriers that narrowly prescribe structure and precisely control system state needs to be complemented with a new approach that relinquishes detailed control and reckons with autonomous building blocks. Brittle prescriptive control will need to be replaced with resilient self-organisation to approach the robustness and efficency afforded by natural systems. Self-organising processes ranging from self-assembly to growth and development will play a central role in mimicking the high integration density of nature's information processing architectures in artificial devices. Structure-function self-consistency will be key to the spontaneous generation of functional architectures that can harness novel molecular and nano materials in an effective way for increased computational power.
Abstract. Achieving real-time response to complex, ambiguous, highbandwidth data is impractical with conventional programming. Only the narrow class of compressible input-output maps can be specified with feasibly sized programs. Efficient physical realizations are embarrassed by the need to implement the rigidly specified instructions requisite for programmable systems. The conventional paradigm of erecting stern constraints and potential barriers that narrowly prescribe structure and precisely control system state needs to be complemented with a new approach that relinquishes detailed control and reckons with autonomous building blocks. Brittle prescriptive control will need to be replaced with resilient self-organisation to approach the robustness and efficency afforded by natural systems. Self-organising processes ranging from self-assembly to growth and development will play a central role in mimicking the high integration density of nature's information processing architectures in artificial devices. Structure-function self-consistency will be key to the spontaneous generation of functional architectures that can harness novel molecular and nano materials in an effective way for increased computational power. Communicating a desired input-output map to a machine. The input-output map can in principle be thought of as a potentially very large lookup table that associates an output response with every input that can be discerned by the machine (A). For n bit input patterns I and a m bit output (O) response the, number of possible maps is 2 m2 n . To implement an arbitrary one of these maps on a quasi-universal machine, the mapping f has to be specified by the program p with respect of machine architecture a (B). Selecting an arbitrary map from the set of possible maps may require a specification of length: log 2 2 m2 n = m2 n . Even for moderate pattern recognition problems (e.g., classifying low resolution images) the program length required for most mappings is impractical [6] .
that limits realizable computing devices: the length of the program required to communicate a desired behaviour to the device [5] . The length of this program is limited by the state space of the device and the capacity of the programmers. Both limits can be exhausted rather quickly (cf. figure 1) . As a consequence conventional computing architectures are in practice restricted to the implementation of highly compressible input-output maps [7] . The set of compressible maps is a small subset of the potential input-output functions-most behaviours cannot be programmed. Whether the incompressible and thus inaccessible mappings are useful is an open question. In the light of the ability of organisms to cope with complex ambiguous pattern recognition problems it appears likely that input-output mappings of limited compressibility can be valuable in practice.
The picture painted so far is too optimistic. It assumes that the machine architecture is not degenerate, i.e., no two different programmes implement the same input-output map. In practice, however, the mapping of input into output is achieved by decomposing the transformation into a series of sequential elementary information processing operations. Information processing is essentially selective dissipation of information and each operation entails a, possibly delayed, loss of information [8, 9] . Now if the transformation of input signal patterns is decomposed into a large number of operations, all information pertaining to the input may be dissipated in the processing sequence. And so it may happen that the output response will be independent of the input and thus constant [10, 11] . This further reduces the number of input-output maps accessible through programs.
For a machine to be programmable, additional restrictions come into play. Programming is here equated with an engineering approach in which mental conception precedes physical creation (cf. [12] ). It necessitates the possibility for the programmer to anticipate the actions of the available elementary operations. Only if the function of the elementary operations can be foreseen by the programmer a desired input-output map can be implemented by incrementally composing a program. Accordingly, the machine's architecture has to adhere to a fixed, finite user manual to facilitate programming. To achieve this, numerous potential interactions among the components of the machine need to be suppressed [13] . Programmability is achieved by using relatively large networks of components with fixed behaviour. This however does not allow for the efficiency afforded by networks of context sensitive components [14] .
As outlined above, conventional programming is not always the most suitable form of implementing an input-output map. Some maps cannot be compressed into programs of practical length, and the need for programmability precludes hardware designs that elicit functionality from a minimum of material.
2 Learning, Adaptation, Self-organisation Programmability is not a prerequisite for the realization of information processing systems as is exemplified by the enviable computing capabilities of cells and organisms. Artificial neural networks provide a technological example of nonprogrammed information processing [15] . They trade an effective loss of programmability for parallel operation. Freeing the computing architecture from the need for predictable function of elementary components opens up new design degrees of freedom. Firstly, the fan-in for an elementary component could be increased by orders of magnitude. It may be interesting to note that neurons in the cortex of the mouse have on average 8000 input lines [16] . Secondly, there is no need for all components to operate according to identical specifications. This opens a path to broadening the material basis of computation by allowing for computational substrates the structure of which cannot be controlled in detail. And likewise, thirdly, the operation of the elementary components can be depended on their context in the architecture, thus greatly increasing the number of interactions among the components that can be recruited for signal fusion.
Utilising these degrees of freedom will abrogate present training algorithms for artificial neural networks. At the same time however, the increased dimensionality enhances the evolvability of such networks. The evolutionary paradigm of using the performance of an existing system as an estimate for the expected performance of an arbitrarily modified version of the system can cope with the complexity and inhomogeneity of architectures based on context sensitive components. In fact it is particularly effective in this domain [17] .
Techniques for producing biomaterials and manufacturing nano-materials are rapidly developing. In the very near future we will see materials with unprecedented characteristics arriving at an increasing rate. But there is nothing to indicate that we are on a path to harnessing these new materials for increased computational power. Drilling the materials to act as logic gates is unlikely to be fruitful. Present computing concepts enforce formalisms that are arbitrary from the perspective of the physics underlying their implementation.
Nature's gadgets process information in starkly different ways than conventionally programmed machines do [18] . They exploit the physics of the materials directly and arrive at problem solutions driven by free energy minimisation while current computer systems are coerced by high potential barriers to follow a narrowly prescribed, contrived course of computation. The practical implementation of an input-output map can adhere in varying degrees to different paradigms as illustrated in figure 2 . Selecting functional structures from a pool of randomly created structures is particularly suitable for nano-materials where detailed control is not feasible or not economical. If the process of structure formation is repeatable then the selection from random variation can be iterated for evolutionary progress. In general, however, evolving highly complex input-output maps from scratch may be impractical. It is here where the concept of informed matter [19] , i.e., molecules deliberately designed to carry information that enables them to interact individually, autonomously with other molecules, comes into play. Combining the abstract concepts of artifical chemistry [20] with the physics of supramolecular chemistry [21, 22] conceivably will enable the orchestration of self-organisation to arrive in practical time scales at physics driven architectures. A likely early application niche for the principles outlined in the previous section is the area of autonomous micro robotic devices. With the quest for robots at a scale of a cubic millimetre and below molecular controllers become increasingly attractive [23, 24] , and initial steps towards implementation are underway [25] . Coherent perception-action under real-time constraints with severely limited computational resources does not allow for the inefficiency of a virtual machine that abstracts physics away. For satisfactory performance the robot's control needs to adapt directly to the reality of its own body [26] . In fact the body structure can be an integral part of the computational infrastructure [27, 28] . About 18 million organic compounds are known today-a negligible number if compared to the space of possible organic molecules, estimated to 10 63 substances [29] . Nature offers a glimpse at what is available in this space of possibilities with organised, adaptive, living, thinking matter. Following Lehn's trail-blazing call to "ultimately acquire the ability to create new forms of complex matter" [19] will require information processing paradigms tailored to the microphysics of the underlying computational substrate.
