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The use of fixed (FE) and random effects (RE) in two-level hierarchical linear
regression is discussed in the context of education research. We compare the
robustness of FE models with the modelling flexibility and potential efficiency of
those from RE models. We argue that the two should be seen as complementary
approaches. We then compare both modelling approaches in our empirical
examples. Results suggest a negative effect of special educational needs (SEN)
status on educational attainment, with selection into SEN status largely driven by
pupil level rather than school-level factors.
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1. Introduction
Hierarchical regression models allow for data structures where individual study units
are nested within higher level units, such as pupils within schools and persons within
households. These structures often lead to clustering when, for example, the achieve-
ments of pupils in the same school are clustered due to the influence of unmeasured
school characteristics like ethos and teacher quality. A key choice to be made when
fitting hierarchical models is whether to treat the higher level terms as fixed or
random. In multidisciplinary research areas such as education, the discipline of the
researcher often influences the nature of the research question being addressed, which
in turn determines the choice of modelling approach. Economists often focus on estimat-
ing the ‘causal’ effects of predictor variables on outcomes, for which they are more
likely to use fixed-effects (FE) models to remove sources of higher level selection.
In other quantitative disciplines, the primary aim is to explain and estimate the contri-
bution of higher level units to the variation in individuals’ outcomes, such as in the
extensive school effectiveness literature, for which RE models are regularly used.
Much is known about the relative strengths of the FE and RE approaches, and the
issue has already received considerable attention in the literatures from econometrics
(e.g. Wooldridge 2002; Cameron and Trivedi 2005) and statistics (e.g. Snijders and
Bosker 2011; Gelman and Hill 2007). However, not all applied social researchers are
familiar with this work, and there remains some confusion over which approach to
use. The purpose of this article is to review this work in a non-technical manner for
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the general reader and to promote an analysis strategy in which these approaches are
viewed as complementary rather than competing. By doing so, we make a contribution
to multidisciplinary understanding at a time of increasing interest in the use of observa-
tional studies to assess current policy and influence future policy direction.
For illustration, we use two topical empirical examples from the education field on
the impact of special educational needs (SEN) interventions on pupils’ educational
attainment. These examples are apposite given that education research is a multidisci-
plinary field in which controversies have arisen about the use of FE and RE (multilevel)
models, but we hope it is clear how our analysis is relevant to all policy-relevant social
science research. The remainder of this article is set out as follows. In Section 2, we
review the key features of FE and RE models and in Section 3, we discuss the
impact of selection on model choice. In Section 4, we present the results of two illustra-
tive examples on the impact of SEN interventions on pupil achievement. Finally, in
Section 5 we make some concluding remarks. Note that we focus here on the problems
caused by selection, and so sidestep the related problem of covariate measurement
error; the interested reader is referred elsewhere for further details about this important
issue (e.g. Woodhouse et al. 1996; Ebbes, Bockenholt, and Wedel 2004).
2. Hierarchical models
Individuals are often part of a hierarchical structure in which they are members of
higher level units. If individuals are grouped in higher level units, such as schools,
this can lead to statistical clustering if belonging to the school in this case has an inde-
pendent influence on individuals’ outcomes. For example, the achievements of pupils
in the same school are likely to be clustered due to the influence of unmeasured school
characteristics, such as school ethos, which influence their academic progress after they
join the school.
Without loss of generality, we refer to the higher level units as ‘schools’ throughout
the following discussion. A two-level hierarchical model of individual pupils within
schools sets individuals at level 1 and schools at level 2. Letting yij be the outcome
of individual i in school j (i = 1, . . . , nj; j = 1, . . . , J ), the hierarchical regression
model can be written as
yij = b0 + x1ijb1 + · · · + xpijbp + uj + eij = b0 + x ′ijb+ uj + eij, (1)
where b0 is the intercept term, xij is a vector representing the p individual-level covari-
ates/regressors and b is the corresponding vector of regression coefficients, or ‘slopes’,
for each of these covariates. As we will see, the intercept term is not strictly necessary
for FE models, but we keep it in place for now. We start by viewing Equation (1) purely
as a model of the association between the outcome and the covariates, and so follow the
convention used in the statistical literature on multilevel modelling by referring to eij as
the individual-level residual (e.g. Goldstein 2010). The population average of the indi-
vidual-level residuals eij is zero.
The definition of the school-level term uj depends on whether we treat it as a ‘fixed’
or a ‘random’ effect, but before we consider the two approaches in detail, we start by
considering some modelling assumptions common to both. Specifically, these assump-
tions concern the individual-level residual. The simplest assumption is that the individ-
ual-level residuals are homoskedastic, that is, the subpopulations defined by xij from
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which the individuals’ residuals are drawn all have the same variance so that
var(eij|xij) = var eij
( ) = s2e . We make this assumption to simplify what follows, but
it is not essential and is easily relaxed to allow heteroskedastic individual-level
residuals where the residual variance can depend on the covariates (e.g. Wooldridge
2002, Ch. 10; Goldstein 2010, Ch. 3).
The next assumption is that the individual-level residuals are normally distributed.
For homoskedastic residuals, this assumption is often expressed as
eij  i.i.d. N (0, s2e), that is, the residuals are all drawn independently from the
same normally distributed population. However, despite often being thought of as
essential, normality is not required for estimates of the regression coefficients of
linear models like Equation (1) to be unbiased and consistent for b; in fact, even
the standard errors of these estimates will be approximately correct when based on
large samples (of both individuals and schools) if the individual-level residuals are
non-normal.1
The essential assumption for policy-relevant inference is that the individual-level
residuals are independent of xij. In the economics literature, this is known as the ‘exo-
geneity’ or ‘orthogonality’ assumption, but we refer to it as the regression assumption
to indicate its importance for both FE and RE regression modelling. The regression
assumption is crucial for ensuring that the regression coefficients are not merely
measures of association, but have a policy-relevant, or causal, interpretation. Crucially,
the regression assumption cannot be guaranteed to hold when analysing data from
observational studies. We expand on what is meant by ‘causal’ and ‘policy-relevant’
in Section 3 and return to this crucial issue again further on.
2.1 RE models
RE models are also known asmultilevel ormixed-effects models. In the multilevel mod-
elling literature, the school-level terms uj are referred to as school-level residuals and
are treated as school-level equivalents of the individual-level residuals so that
uj  i.i.d. N (0, s2u). It is often assumed by researchers that the school-level residuals
are homoskedastic and normally distributed but, as with individual-level residuals,
the normality assumption is not crucial if the main concern is estimating b. The RE
version of model (1) is also known as a ‘random intercepts’ model because
b0j = b0 + uj is interpreted as the school-specific intercept for school j and
b0j  i.i.d. N b0, s2u
( )
is random. Under a random intercepts model, the total residual
variance can be partitioned into two components: the between-school variance s2u and
the within-school (between-individual) variance s2e .
RE models are popular in many research disciplines and particularly in education.
A prime motivation for researchers using RE models is that the clustering of individuals
within schools is treated as a feature of scientific interest in its own right, which leads to
three important advantages: (1) relationships between the characteristics of the school-
level unit and the individual-level outcome of interest can be examined by including
school-level covariates; (2) shrunken estimates of the school-level residuals can be
straightforwardly obtained using standard software; and (3) RE models can be extended
to also include ‘random coefficients’ that allow the effects of predictor variables to vary
between higher level units. In general, a major advantage of the RE model is of course
its ability to identify the effects of higher level variables on the outcome of interest;
in the context of education, this is something that is of particular importance when
considering the role of school characteristics.
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Shrinkage estimators have long been established as the best class of estimator for
predictions (e.g. Efron and Morris 1973). The shrunken estimate of a school residual is
uˆ j,RE = sˆ
2
u
sˆ2u + sˆ2e /nj
( )
yj − bˆ0,RE − x ′j bˆRE
( )
, (2)
where yj and xj are school means of yij and xij, respectively, nj is the number of
individuals in school j and bˆ0,RE, bˆRE , sˆ
2
u and sˆ
2
e are estimates of the intercept,
slopes, school-level variance and individual-level variance, respectively, based on
the RE model. In many studies, the school-level residuals are of substantive inter-
est, and so it is crucially important that researchers can interpret these estimates
with confidence. Shrinkage estimators do this by down-weighting ‘rogue’ estimates
of school residuals based on only a few pupils within a school, which may be par-
ticularly large or small due to sampling variation (e.g. Aitkin and Longford 1986;
Goldstein 1997).
Random coefficients, or random slopes, models are an extension of Equation (1) to
allow the effects of individual-level covariates to vary across schools. For example, a
random coefficients model for covariate x1ij involves specifying an additional
random effect u1j such that the coefficient of x1ij is b1j = b1 + u1j. The j subscript
on b1j indicates that the effect of covariate x1ij varies between schools. These models
are widely used in social research (e.g. Nuttall et al. 1989; Sammons, Nuttal, and Cut-
tance 1993), and in our illustrative examples we use random coefficients to model
between-school heterogeneity in the effect of special education needs interventions
on pupil achievement (see Section 4).
Unfortunately, the flexibility of RE models comes at a cost, which is that we must
assume that uj is uncorrelated with any of the covariates xij in our model.
2 In the econ-
omics literature, this is referred to as the RE assumption. If the RE assumption fails,
then RE models cannot be used for policy-relevant causal inference. Using models
of pupil achievement as an example, this assumption implies that unobserved charac-
teristics of the school uj that influence achievement, such as school ethos, are uncorre-
lated with the individual-level and school-level characteristics included in the model
(e.g. whether a pupil is classified as having SEN). We discuss the RE assumption
again in Section 3.
2.2 FE models
There are two equivalent FE approaches to fitting hierarchical model (1). One involves
including the schools as covariates and the other ‘differences out’ the school-level
terms; we focus on the first of these approaches. One way of specifying a FE model
is as
yij = x ′ijb+
∑J
k=1
dikuk + eij = x ′ijb+ uj + eij. (3)
It can be seen that the intercept b0 has been dropped from the model (or set to zero)
and J dummy variables for school membership have been included along with the usual
covariates xij. The dummy variable dik equals 1 if individual i is in school k and equals 0
otherwise; hence, dij = 1 in the equation above because individual i is in school j. By
P. Clarke et al.262
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specifying the model in this way, the coefficients of the dummy variables uj correspond
to school-specific intercepts, which replace the overall intercept b0 and are the fixed-
effect equivalents of the RE model’s random intercepts b0j. There are, however,
other ways to parameterise FE models. For example, we could also choose one
school to be the reference school, and specify a regression model in which b0 is
included along with J − 1 dummy variables for every school bar the reference. But
model (3) is the easiest to interpret and so we use it for the purposes of our discussion.
The FE models require no parametric distributional assumptions about uj, but unlike
RE models cannot be used to estimate the effects of school-level covariates. The school
residuals can be estimated by uˆ j,FE = yj − x ′j bˆFE, where bˆFE is obtained from fitting
(3). In contrast to the shrunken residuals from RE models, these estimates may be unre-
liable when the school size is small or the within-school variance is large relative to the
between-school variance. Small sample sizes are an issue because we may obtain very
large positive or negative values of uˆ j,FE simply by chance, which makes uˆ j,FE an inac-
curate estimate of the true uj and makes it difficult to compare estimates of school
residuals based on different numbers of pupils. Where analyses are based on population
administrative data, these limitations may be inconsequential, but in analyses using data
on small numbers of individuals, these estimates can be poor because sampling varia-
bility will lead to some estimates being extremely small or extremely large relative to
the true effect (e.g. Goldstein 1997).
2.3 The Hausman test
A full technical discussion of the relationship between the RE and FE estimators can be
found in Wooldridge (2002, Sec. 10.7). Of note is that the two estimators are approxi-
mately the same in the following scenarios: (a) if the between-school variation is small
(in which case both estimators behave like a simple OLS regression model without
school residuals/effects); (b) if the number of individuals within the school is large;
(c) if the between-school variation is large relative to the within-school variation,
which may be likely with a high degree of sorting into schools; or (d), trivially, if
the RE assumption holds.
Outside of these scenarios, concern about the RE assumption failing often leads
researchers to try to formally test whether it holds. In the economics literature, this is
conventionally done using the Hausman test (e.g. Wooldridge 2002, Sec. 10.7.3).
The null hypothesis of the Hausman test is that both the FE and RE estimators
are targeting the same value of b. For a particular covariate k, the Hausman test
statistic is
hk = bˆ
FE
k − bˆ REkNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMeNameMe
var(bˆ FEk )− var(bˆREk )
√ , (4)
which is approximately normally distributed (with a mean of zero and variance of one)
in large samples, provided that the model’s variance structure has been correctly speci-
fied as either homoskedastic or heteroskedastic. Rejecting the null hypothesis is often
used to indicate failure of the RE assumption, but there are caveats to bear in mind
about this interpretation, of which we highlight two. The first is common to all signifi-
cance tests when applied to large samples, namely, a small difference between the FE
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and RE estimates can lead to rejection of the null hypothesis even when the difference
between the estimates is substantively insignificant. Second, if the regression assumption
fails then the test is biased because bothmodels aremis-specified and the asymptotic dis-
tribution of Equation (4) is incorrect (e.g. Wooldridge 2002, Sec. 10.7.3; simulation
results available on request from the authors). Both of these points indicate that, while
the Hausman test has a role to play in comparing the estimates obtained from FE and
RE models, it does not necessarily provide the definitive answer about which should
be preferred. The reader is referred to a more extensive discussion of issues arising
with the Hausman test by Fielding (2004) and Snijders and Berkhof (2008).
3. Policy-relevant inference and selection
We now clarify what is meant by ‘policy-relevant’ causal inference. Given the aims of
this article, we do not attempt to provide a formal treatment of the use of hierarchical
models for causal inference, for which we refer the reader elsewhere (e.g. Hong and
Raudenbush 2006). Instead, we focus on providing an informal treatment to give
some insight into the main issues.
Causal inference concerns causal parameters such as average treatment effects. An
average treatment effect is defined as the average difference (over all individuals)
between the outcomes of the individual in two different scenarios: one with and one
without the treatment with everything else held fixed (that is, the only difference
between scenarios is the treatment). It is a powerful indicator of what would happen
if a policy based on this treatment is implemented more widely in the target population.
The ‘treatment’ is SEN status in our example below. Using data from a perfectly con-
ducted randomised controlled experiment in which SEN is assigned at random, the
average treatment effect can be estimated simply by the difference in outcomes
between those given the treatment and those untreated, because random allocation of
SEN is done irrespectively of each individual’s characteristics and school. In observa-
tional studies, however, where individuals choose their schools non-randomly, and
schools may vary in the way that treatments are allocated (and possibly in the effective-
ness or type of treatment used), adjustments for selection must be made.
Consider a simple hierarchical model of individual pupils nested within schools in
which the treatment of interest is the only covariate:
yij = b0 + Treatijt+ uj + eij, (5)
where Treatij is a binary indicator of the ‘treatment’ received by individual i in school j
and our target parameter t is the average effect of the intervention treatment. (Recall
that the FE equivalent of Equation (5) as described in model (3) includes dummy vari-
ables for each school in the model and constrains b0 = 0.) If we fitted this model (RE or
FE) to data from a randomised experiment then the coefficient of Treatij equals the
average treatment effect. However, if the data come from an observational study,
then we must adjust for non-random selection.
First, we must account for individual-level characteristics that are a) associated
(positively or negatively) with pupils being given the treatment and b) associated
with the outcome. Unless this is done then the regression assumption introduced in
Section 2 will fail, and the coefficient of Treatij will be a biased estimate of the
average treatment effect, regardless of whether FE or RE models are used. These
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variables must be included in the model through individual-level covariates so that
Equation (5) becomes
yij = b0 + Treatijt+ x′ijb1 + uj + eij, (6)
where xij represents the covariates included in the model and b1 is the regression coef-
ficients of these covariates. It should be noted that adjustments for non-random treat-
ment selection can be made using regression models, but these depend on the prior
knowledge of the researcher about which drivers of selection are most strongly corre-
lated with the outcome. The extent to which selection can be accounted for also depends
on the richness of the available data: an investigator may know from previous work that
having a sibling at a particular school is a strong driver of school selection and related to
attainment; but if no information about siblings is available in the data-set then this
factor cannot be adjusted for. Moreover, it is important to recognise that adjustments
using regression models may be driven by implicit but unverifiable modelling assump-
tions (e.g. Blundell, Dearden, and Sianesi 2005; Gelman and Hill 2007, chaps. 10–11).
Second, we must account for school-level factors that are correlated with SEN assign-
ment status and individual outcomes. In theory, the (weighted) sum of all the school-level
factors omitted from Equation (6) add up to uj so that we can write the school effect as
uj = w′jd+ z ′jl, (7)
where wj represents all of the omitted school-level variables correlated with Treatij,
zj represents all of the omitted school-level variables uncorrelated with the covariates
and d and l are unknown parameters.3 It is because of the correlated school-level
factorswj that theRE assumption can fail. For example, take two pupilswith the same indi-
vidual-level characteristics in two schools, A and B, where school A is much less likely to
provide for and be selected by children with SEN because it has a strict academic ethos. In
this case, the comparison of treated and untreated pupils by the RE model confounds the
effect of SEN with the effect of academic ethos.
The FE approach is often chosen by default to avoid this problem because the RE
assumption is presumed to be unrealistic. However, we argue that this decision is often
made too hastily and ignores that school-level covariates can be included in RE models.
While the RE assumption will never hold exactly, by including the school-level wj
hypothesised to contribute the most to uj in Equation (7), we can seek to ameliorate
the impact of its failure. To do this, we must have some knowledge of the school-
level factors associated with treatment selection and a data-set containing variables
that measure these factors. The RE estimates can then be compared to those obtained
using the equivalent FE model to assess whether school-level selection has been satis-
factorily controlled for. After adjustment, the school residuals can be straightforwardly
interpreted as the effect of the uncorrelated school-level variables zj.
An alternative approach from the RE literature is to include school-level means of
the covariates. We can write this model as
yij = a0 + Treatijt+ x′ijb1 + PTreatja1 + x′ja2 + u∗j + eij, (8)
where PTreatj is the proportion treated in school j (that is, the school-level mean
of Treatij), xj is the school-level mean of xij, u∗j = uj is a new random effect, a is a
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new intercept term and a1 and a2 are the ‘contextual effects’ of Treatij and covariate(s)
xij, respectively (e.g. Skrondal and Rabe-Hesketh 2004; Snijders and Berkhof 2008).
Even if the RE assumption fails for Equation (6), the estimate of t based on Equation
(8) will equal the average treatment effect.
The simplicity and robustness of this approach make it appealing, but there are some
limitations if the RE and the contextual effects are also of interest. The first limitation is
that, generally, the u∗j cannot be usefully interpreted. The omitted wj are not simply
aggregates of the individuals’ characteristics within the school, but genuinely school-
level characteristics like ethos; model (8) then corrects for bias provided that the
slope of a (hypothetical) linear regression of the omitted wj on the school-level
means is non-zero – whether or not the true relationship between these variables is
linear. However, if the true relationship is non-linear then u∗j cannot be interpreted
straightforwardly as the effect of the uncorrelated school-level variable(s) zj, because
the effect of zj will be confounded with non-linear effects of the school-level
means.4 The second limitation is that estimates of the contextual effects will be
biased if the school-level means are not the true/census means but estimated based
on the sample data (e.g. Grilli and Rampichini 2011). The equivalence of FE and RE
for models including all the school means was first noted by Mundlak (1978); this
close connection is confirmed by the fact that testing equality of the contextual
effects with zero is equivalent to the Hausman test (e.g. Snijders and Berkhof 2008).
It is important to point out here that the robustness of FE is not unlimited. Crucially,
if treatment selection is most strongly associated with individual-level factors rather
than school-level ones, and these are not adequately controlled for in the model, then
the advantages of the FE approach are lost: both the RE and FE models will give
biased results because the regression assumption fails. The importance of individual-
level selection in educational research is illustrated by Burgess et al. (2011), who
study the factors affecting the school choices made by parents in England. The domi-
nant factors affecting their decisions were found to be: (a) proximity to school; (b) a
sibling attends the same school; (c) family members or friends attend the same
school; (d) school reputation; and (e) childcare facilities offered. Only (d) and (e)
can be usefully viewed as operating at the school level; the others all depend on the
parents and residential location and so vary between families/pupils rather than
schools. Any (direct or indirect) association between these factors and the outcomes
and treatment will lead to bias.
In summary, the key message is that school-level selection does not necessarily pre-
clude the use of RE models to estimate treatment effects, provided that the school-level
variables wj are included in the model. A second message is that individual-level selec-
tion (which is influenced by pupil, family and neighbourhood characteristics) is the
most important source of bias and both FE and RE models are sensitive to failure of
the regression assumption. With regard to school-level selection, it is unnecessary,
and probably impossible, to include all the necessary school-level variables, but an
achievable objective is to include as many dominant variables as possible, namely,
those most strongly associated with both treatment status and the outcome. Clearly,
this is more difficult to justify if the selection mechanism is poorly understood and/
or the data-set being analysed is limited in terms of its school-level variables. Thus,
the general policy we advocate is to use FE and RE to complement each other: the
difference between the estimates based on a school-level covariate-adjusted RE
model and an FE model can be compared using the Hausman test (recalling its
caveats) and by assessing whether the two estimates lead to substantively different
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policy conclusions. If the difference is statistically and substantively significant then the
treatment-effect estimates based on FE (or RE with school-level means) should be pre-
ferred. These issues are explored in the following illustrative examples.
4. Application: analysis of pupil progress in primary school
We now introduce two illustrative and related examples to demonstrate the practical
implications of using different modelling approaches in a specific context. Our illus-
trations are drawn from an analysis of the relationship between pupil progress in
primary school (between ages 7 and 11) and SEN status. One of the examples is
based on only administrative data, while in the other we make use of rich survey data.
4.1 Choice of treatment
Understanding the impact of SEN status on pupil progress is not only a useful exemplar
of many of the issues we want to discuss, but also of crucial policy importance given the
large numbers of pupils affected and the resources allocated to SEN interventions.5 We
would like to measure the impact of receiving a specific SEN treatment on pupil per-
formance. We conceptualise the data as coming from a (quasi) experiment in which
pupils enter schools and are then identified as having SEN (and hence selected into a
particular SEN ‘treatment’) by their parents and teachers. In practice, however, children
with very similar needs are not uniformly assigned to the treatment groups across
schools and even those who are identified as having SEN receive a range of different
interventions that vary across schools and children’s needs. To constrain this heterogen-
eity, we focus on children who are identified as having non-statemented (or less severe)
SEN and exclude those with statemented (or more severe) SEN from our analysis.6
Even in this relatively homogenous group, however, there is considerable treatment
heterogeneity. Furthermore, it is not possible to identify the type of intervention
received by each pupil using the available data. We only know whether a pupil is ident-
ified as having non-statemented SEN or not. Our aim therefore is to estimate the effect
of being labelled as having non-statemented SEN, rather than the effect of a particular
SEN intervention, on pupils’ academic progress.
Our null hypothesis is that a child who has been identified as having SENwill receive
additional academic or other support to meet these needs. Hence, compared to otherwise
similar children who have not been identified as having SEN, the children with SEN
should have higher levels of achievement or, more specifically, make greater academic
progress as measured by the gain in their test scores. An alternative hypothesis, however,
is that identifying children as having SEN may have a negative impact. First, it may
reduce their confidence and lower their expectations along with those of their parents
and teachers. Second, there is evidence that childrenwith SENspend less time interacting
with teachers and far more time with teaching assistants (TAs), who are on average less
well qualified than teachers. Indeed, research has indicated that pupils supported by TAs
make less progress on average than their similarly able peers (Blatchford et al. 2011;
Webster and Blatchford 2013). This issue certainly applies to children with statements
of SEN who are allocated TA time and may also apply to those children with significant
needs who do not have statements but who tend to be supported by TAs. Consequently,
there are a number of possible reasons as to why a child identified as having SEN may
perform worse (or make slower progress) than an otherwise identical child who has
not been formally identified as having SEN.
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A hierarchical analysis of the effects of SEN on pupil progress is appropriate
because much of the variation in the incidence of SEN is at the school level due to vari-
ation in school and local authority policies (Lamb 2010; Ofsted 2010). We might, a
priori, be concerned that pupils with SEN are more likely to attend schools that have
particular unobserved characteristics, such as a supportive ethos, and that such charac-
teristics may be correlated with pupil achievement. If inadequately captured by the
inclusion of observable school characteristics in a RE model, then this would lead to
a failure of the RE assumption.
4.2 Data sources
For our first example, we use data from the Avon Longitudinal Study of Parents and
Children (ALSPAC).7 The purpose of this example is to illustrate issues about
choice of model when the data are very rich, though sample sizes are limited.
ALSPAC is a longitudinal survey focusing on the children of around 14,000 pregnant
women who were resident in the Avon area of England and whose expected date of
delivery fell between 1 April 1991 and 31 December 1992. The ALSPAC cohort
members have been surveyed frequently from the time of pregnancy onwards. Infor-
mation has been collected on a wide range of family background characteristics, and
a variety of physical, psychometric and psychological tests (such as IQ and the
Strengths and Difficulties Questionnaire)8 have also been administered. The study
further includes information from the teachers and head teachers of ALSPAC cohort
children during primary school. Importantly for our purposes, the cohort members
have been linked to their administrative data records from the National Pupil Database
(see below for further details), which contains test-score information at ages 7 and 11,
and limited personal characteristics that include our covariate of interest (SEN status).
Table 1 contains full details of the covariates used in this analysis. Our sample com-
prises 5417 pupils for whom both the age 7 and age 11 test scores and SEN status
are observed. We use standardised average test scores at each age.
Our second example relies solely on data from the National Pupil Database. The
National Pupil Database is an administrative data-set containing national achievement
test scores and a limited set of personal characteristics for all children attending state
schools in England. This example has been selected to illustrate the issues arising
when using ‘sparse’ data (in the sense of containing limited information about each indi-
vidual), albeitwith a very large sample size in this case.Weuse the same cohorts of pupils
as those in theALSPACsample, namely, thosewho sat theirKeyStage 2 tests at age 11 in
2001–2002, 2002–2003 and 2003–2004.We limit the sample to those who do not have
statements of SEN, as in the example above, and those for whom we observe both Key
Stage 1 (age 7) and Key Stage 2 test scores. This yields a sample size of over 1.6 million
children. The covariates used in this analysis are the same as those outlined in the top
panel of Table 1 for the ALSPAC sample.
Table 2 contains descriptive statistics and a comparison between theALSPAC sample
used in our first example and the administrative data on all children in the relevant cohorts
attending state schools in England, which is used in our second example.
4.3 Analysis strategy
The objective of our analysis is to illustrate the methodological points raised in
Section 3. We consider a range of increasingly complex RE and FE models of academic
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Table 1. Explanatory variables by type of data source.
Administrativea
Eligible for free school meals (FSM) Ethnicity (white vs.
non-white)
National achievement test
scores at ages 7 and 11
SEN status English as an additional
language
Month of birth, gender
Typical longitudinal surveyb
Child circumstances around birth
Birth weight Mother’s age at birth Mother’s marital status
Multiple birth indicator Number of older
siblings
Ever breastfed
Parental characteristics
Mother’s and father’s occupational
class
Mother’s and father’s
level of education
Family circumstances during childhood
No. of younger siblings (at 81 months)
Mean household income (at 33 and 47
months)
Ever in financial difficulties (during
pregnancy or at 8, 21 or 33 months)
Ever lived in council or housing
association rented accommodation
Lived in owner-occupied housing
since birth
Child cognitive and behavioural measures
Child has internal locus of control at
age 8
Self-perception of
reading ability at
age 9
Child likes school at age 8
Child has external locus of control at
age 8
Self-perception of
maths ability at age 9
Truant age 7 (teacher rep)
Rich cohort study datac
Mother’s and partner’s parenting
scores at 6, 18, 24 and 38 months
Depression score at age 10
Mother/partner reads to child IQ at age 8 (WISC scale)
SDQ score at age 6 (reported by
mother) and age 7 (reported by
teacher)
School characteristicsd
School size Percentage eligible for
FSM
School type
Average class size Percentage non-white Percentage EAL
Duration head teacher in post
aWe use administrative data from the National Pupil Database (see http://nationalpupildatabase.wikispaces.
com/ for more details on this data-set.).
bThese (or similar) measures are available in other longitudinal surveys in the UK, such as the Longitudinal
Study of Young People in England (see http://www.esds.ac.uk/longitudinal/access/lsype/L5545.asp for
more details on this data-set.), although our measures are taken from ALSPAC.
cWe use variables from ALSPAC.
dSchool-level data are mainly available from administrative sources (National Pupil Database [NPD]) with
information on the duration that a head teacher has been in post taken from ALSPAC.
Note: SDQ, strengths and difficulties questionnaire; WISC, Weschler Intelligence Scale for Children; EAL,
English as an additional language.
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progress between ages 7 and 11 initially using the rich ALSPAC data and then using the
sparse administrative data.
We start by considering the ALSPAC data. As we control for more and more pupil-
level factors, we demonstrate how the effect of SEN status varies as we account for
differences in intake between the schools and, it is hoped, for the effects of how the
pupils select their schools. Note that, in this case, ‘pupil-level’ selection involves
decisions by parents about the schools they wish to send their children to, based on
the family’s circumstances and the child’s specific needs.
The simplest model, M1, includes only age 7 test score and our treatment indicator,
SEN status; model M2 includes further variables from a typically sparse administrative
data source, such as gender, ethnicity and eligibility for free school meals; model M3
additionally includes measures from a typical longitudinal survey, such as richer
measures of parents’ socio-economic status and family composition; and finally, rich
data from ALSPAC – such as IQ and measures of mother’s and father’s parenting
skills – are included in M4. If we find differences between the RE and FE estimates,
then it would suggest that unmeasured but important school-level influences on pro-
gress are correlated with SEN status, and the RE assumption that uj is uncorrelated
with SEN would be called into question.
To investigate the impact of school-level selection on the analysis and the validity of
the RE assumption, we further include school-level variables in REmodelM5. If the esti-
mates of the impact of SENstatus onpupil progress under theFEmodelM4andREmodel
M5 are substantially different, then this indicates failure of the RE assumption.Moreover,
as a secondary question, we use random coefficients models to examine whether there is
heterogeneity in the effect of SEN status on progress between ages 7 and 11.
Table 2. Descriptive statistics for explanatory variables, comparing the analysis sample with
the population of English pupils.
ALSPAC analysis
sample
NPD analysis
sample
Administrative data
Achieved expected level in English at age 11 80.7% 79.0%
Achieved expected level in Maths at age 11 78.6% 76.1%
Achieved expected level in Science at age 11 91.3% 89.4%
Eligible for FSM 10.3% 16.4%
Non-statemented SEN 16.9% 20.2%
White British ethnic origin 95.6% 83.7%
Typical longitudinal survey data
Mother has at least O-level qualifications 67.2%
Mother has a degree 8.6%
Partner has at least O-level qualifications 63.4%
Partner has a degree 12.7%
Child has ever lived in a single parent family 9.3%
Child has ever lived in social housing 20.0%
Child was breastfed 70.0%
Rich cohort study data
Mother frequently reads to child 62.6%
Partner frequently reads to child 28.2%
School characteristics
Attends a community school 66.3% 70.0%
Average school size 294 pupils 220 pupils
Observations 5417 1,635,573
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We then contrast the rich model above with a simply specified model using only the
available administrative data. Specifically we estimate model M1, including only age 7
test score and SEN status, and then model M2, which includes the limited set of cov-
ariates set out in the top panel of Table 1.
4.4 Effects of SEN status on progress
On average, 16.9% of pupils in our ALSPAC sample are recorded as having non-sta-
temented SEN, but there is variation across schools, with a quarter of schools having
fewer than 15% of pupils labelled as having SEN and a further quarter with more
than 24% of pupils labelled as having SEN. Table 3 gives a large negative effect of
non-statemented SEN status on progress, regardless of whether school-level terms
are treated as fixed or random. Pupils labelled as having non-statemented SEN score
around 0.3 standard deviations lower in the age 11 tests than pupils with similar
levels of prior achievement who are not labelled (M1). When using these ALSPAC
data, the effect of SEN remains substantial even after controlling for an array of
child and family measures (M2–M4).
In terms of the choice between RE and FE models, the two sets of estimates are very
similar, with a relative difference of no more than 2.2% that falls to 0.6% with the
inclusion of school-level variables in M5. This suggests that the variation in SEN
across schools is driven by factors not associated with academic progress once pupil-
level factors have been controlled for. For each model, the Hausman test fails to
reject the null hypothesis that the fixed and random effect estimates are estimating
the same parameter, with the p-value increasing as more variables are added to the
model. We can therefore conclude that the RE assumption holds in this case, possibly
because the rich survey data have allowed us to adjust for selection.
The similarity of the FE and RE estimates together with the Hausman test results
suggest that we can adopt the RE approach in this case. We can thus consider extending
the simple random intercept models we have been using up until this point. In
Table 3. Estimated effects of SEN status on progress between ages 7 and 11 for various FE and
RE specifications using ALSPAC data.
Model
FE RE
%
diff.b
Hausman
p-valuecbˆFE (se) bˆRE (se) rˆRE
a
M1. KS1 average
point score only
20.335 (0.025) 20.330 (0.025) 0.157 1.5 0.113
M2: M1 +
administrative data
20.347 (0.025) 20.342 (0.025) 0.154 1.4 0.213
M3. M2 + typical
survey data
20.355 (0.025) 20.351 (0.024) 0.137 1.7 0.384
M4: M3 + rich cohort
data
20.321 (0.024) 20.316 (0.024) 0.139 2.2 0.358
M5: M4 + school-
level data
20.321 (0.024) 20.320 (0.024) 0.117 0.6 0.794
Number of pupils 5417
Number of schools 200
arˆRE is the intra-school correlation estimated from the RE model as sˆ
2
u /(sˆ
2
u + sˆ2e ).
bThe relative difference between the FE and RE estimates is calculated as 100× (bˆRE − bˆFE)/bˆFE.
cp-value for Hausman test statistic for SEN effect as given by Equation (4).
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particular, we can consider a random coefficients model for SEN status in order to
investigate heterogeneity in the effect of SEN status across schools. Table 4 gives esti-
mates of the variance components from M5 and its extension to allow a random coeffi-
cient for SEN. There is strong evidence that the effect of SEN varies across schools (LR
statistic ¼ 140, 2 df, p , 0.0001). Denoting the school-level random intercept by u0j
and the random coefficient of SEN by u1j, with variances s2u0 and s
2
u1 and covariance
su01, it can be shown that the between-school variance is
var u0j + u1jSENij
( ) = s2u0 + 2su01SENij + s2u1SEN2ij, (9)
which, because SENij is binary, simplifies to s2u0 for non-SEN pupils and
s2u0 + 2su01 + s2u1 for SEN pupils. Substituting the estimates of the school-level var-
iance components from Table 4, we obtain a between-school variance of 0.029 for
non-SEN and 0.212 for SEN pupils, which implies that the school effects are substan-
tially larger for SEN than for non-SEN pupils. The heterogeneity indicates that there are
substantial differences between schools in the types of SEN policies used, the effective-
ness with which these interventions are implemented and/or the policies by which
pupils are selected into the SEN treatment; moreover, if the regression assumption
has failed then the sources of heterogeneity will also include between-school differ-
ences in pupil intake.
The similarity of the estimated effect of SEN between models M4 and M5 suggests
that the dominant effects of selection appear to be working at the pupil level. However,
although we can be fairly sure about the RE assumption, it remains to be established
whether the negative effect of SEN is a policy-relevant estimate. For this interpretation
to hold, we must assume that the regression assumption holds and that all the individ-
ual-level variables strongly associated with selection have been included in the model.
Of course, this is a bold assumption but one that cannot be tested using the available
data. To be more certain of our results, we might use a quasi-experimental approach
based on instrumental variables or regression discontinuity designs (e.g. Shadish,
Cook, and Campbell 2002), but it is not possible to use either approach for this analysis.
We can, however, compare our results with those obtained using propensity scores,
though we are mindful that propensity score matching also relies on the assumption
that selection is on the basis of observable characteristics. On the other hand, propensity
scores do not rely on any regression model for the outcome and can be used to directly
compare treated and untreated pupils who are virtually the same (in terms of their
Table 4. Estimated variance components for models with (i) random intercepts only (M5 of
Table 3) and (ii) random coefficient for SEN status.
Random intercept
Random coefficient
for SEN
Est (se) Est (se)
School level
Intercept variance (s2u0) 0.037 (0.005) 0.029 (0.005)
SEN effect variance (s2u1) 2 2 0.149 (0.028)
Intercept-SEN covariance (su01) 2 2 0.017 (0.009)
Pupil level
s2e 0.282 (0.006) 0.266 (0.005)
-log-likelihood 4388 4318
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observed characteristics) except for their SEN status. Crawford and Vignoles (2010)
used a propensity score matching approach that attaches the greatest weight to
matches between SEN pupils and non-SEN pupils who, while not labelled SEN by
the school system, are judged to have special education needs by their teachers.
Their more detailed analysis supports the conclusions drawn from this paper,
namely, pupils labelled as having SEN make significantly less progress than otherwise
observationally identical pupils without such labels.
We now turn to the second example based on the National Pupil Database in which
we use administrative data only. The proportion of pupils labelled as having SEN is
slightly larger for the whole cohort than it was for the ALSPAC sample: 20.2% com-
pared to 16.9%. There is also slightly more variation across schools, with a quarter of
schools in the whole NPD having fewer than 13% of pupils labelled as having SEN and
a further quarter having more than 26%; the equivalent figures for the ALSPAC sample
were 15% and 24%, respectively.
Table 5 contains the results for both model M1, which controls only for SEN status
and Key Stage 1 test scores at age 7, and model M2, which additionally controls for a
limited set of background characteristics such as eligibility for free school meals. We
can see that the Hausman test rejects at the 1% level of significance the null hypothesis
that the FE and RE models are estimating the same parameters. Compared to the first
example, the available data are much sparser (in the sense of having only limited infor-
mation available on each pupil) and so it is more likely that the model is unable to fully
account for the selection of pupils into schools. Hence, it would appear unlikely that the
RE assumption holds. Substantively, however, it is clear that the estimated relationship
between SEN status and Key Stage 2 scores is qualitatively similar regardless of
whether we use fixed or random school effects. In this case, the rejection of the
Hausman test is largely driven by the large sample sizes and the precision of the model.
It is interesting to note, however, that the coefficient on SEN status is about one-
third larger for the full NPD cohort than was the case for the ALSPAC sample:
pupils labelled as having SEN in the full NPD cohort score around 45% of a standard
deviation less than otherwise similar pupils without a SEN label, while they scored
around 35% of a standard deviation lower in the ALSPAC sample. This may indicate
that schools in the Avon area of England are more successful at ‘treating’ SEN pupils
and hence that these pupils make relatively more progress than SEN pupils in other
areas of England. Alternatively, the differences might arise from differential sample
selection. Certainly sample characteristics vary across the two sets of data in terms
of the age range of students, ethnicity and other factors.
Table 5. Estimated effects of SEN status on progress between ages 7 and 11 for various FE
and RE specifications using NPD data.
Model
FE RE
% diff.b
Hausman
p-valuecbˆFE (se) bˆRE (se) rˆRE
a
M1. KS1 average point score
only
20.456 (0.001) 20.457 (0.001) 0.138 0.2% 0.000
M2: M1 + administrative data 20.465 (0.001) 20.466 (0.001) 0.121 0.2% 0.000
Number of pupils 1,635,573
Number of schools 16,875
arˆRE is the intra-school correlation estimated from the RE model as sˆ
2
u /(sˆ
2
u + sˆ2e ).
bThe relative difference between the FE and RE estimates is calculated as 100× (bˆRE − bˆFE)/bˆFE.
cp-value for Hausman test statistic for SEN effect as given by Equation (4).
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Crucially, for some other variables in the model, there is a more substantive differ-
ence between the coefficients from the RE and FE models. For example, Table 6 gives
the relationship between eligibility for free school meals and pupil achievement (based
on the same models given in Table 5). For completeness, M1 in this table is a model
including only the FSM variable and the Key Stage 1 test scores and M2 is exactly
the same model as M2 given in Table 5. Note that the FSM variable is included in
the model as an indicator of socio-economic disadvantage, based on the large literature
suggesting a strong relationship between socio-economic disadvantage and lower pupil
achievement. In both M1 and M2, the magnitude of the coefficient on FSM eligibility is
appreciably smaller with the preferred FE model. Specifically, the magnitude of the
coefficient on the FSM variable is 4.5% smaller when using the more appropriate FE
model (M2), suggesting a somewhat weaker relationship between socio-economic dis-
advantage and pupil achievement than might be implied by a RE model. This is con-
sistent with selection into schools on the basis of unobservable characteristics
correlated with both FSM and pupil achievement. This example illustrates that
choice of model can be important from a substantive perspective.
5. Discussion
The substantive findings from this paper suggest that children who are identified as
having SEN (but who do not have a ‘statement’) achieve around 35–45% of a standard
deviation less in Key Stage 2 tests than otherwise similar pupils who do not have a SEN
label. We were unable to find positive evidence that being identified as having SEN is
associated with doing better at school academically (see Crawford and Vignoles 2010
for further investigation of this issue).
The primary aim of this paper, however, has been to highlight the key issues that
should be considered when deciding whether to treat the school-level terms in a hier-
archical regression as FE or RE. We hope to have clarified for social and education
researchers less familiar with these issues why economists tend to prefer FE models.
Similarly, we hope to have clarified that FE models are not a panacea: adjustment
for school-level variables can mitigate against the failure of RE assumption and FE
are not robust to failure of the regression (or exogeneity) assumption. Further, RE
models have the advantage of greater efficiency, which may be important particularly
in cases where some schools have small numbers of pupils and estimates of the
Table 6. Estimated effects of FSM eligibility on progress between ages 7 and 11 for various FE
and RE specifications using NPD data.
Model
FE RE
% diff.b
Hausman
p-valuecbˆFE (se) bˆRE (se) rˆRE
a
M1. KS1 average
point score only
20.158 (0.001) 20.163 (0.001) 0.123 3.2% 0.000
M2: M1 +
administrative data
20.134 (0.001) 20.140 (0.001) 0.121 4.5% 0.000
Number of pupils 1,635,573
Number of schools 16,875
arˆRE is the intra-school correlation estimated from the RE model as sˆ
2
u /(sˆ
2
u + sˆ2e ).
bThe relative difference between the FE and RE estimates is calculated as 100× (bˆRE − bˆFE)/bˆFE.
cp-value for Hausman test statistic for SEN effect as given by Equation (4).
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regression coefficients and school-level residuals may be imprecise. RE models also
enable researchers to identify the effects of higher level characteristics, something
which is clearly appealing for education researchers. While these methodological
points are certainly not new, we hope that this paper encourages researchers from all
disciplines not to be constrained by dogma in their choice of methods.
Two issues have been of concern throughout.
(1) The presence of correlation between unobserved individual characteristics (that
are correlated with the outcome) and the treatment indicator; both FE and RE
models assume that this correlation is zero, which we have referred to as the
regression assumption.
(2) The presence of correlation between unobserved higher level characteristics
(that are correlated with the outcome) and the treatment indicator; RE
models (but not FE models) assume that this correlation is zero, which we
have referred to as the RE assumption.
Both points are related to the non-random selection of individuals into higher level
units. It is paramount that researchers account for both types of selection in their
models. The choice between FE and RE models hinges on the second of these con-
cerns. The FE approach will be preferable in scenarios where selection is insuffi-
ciently understood or the data have a limited range of variables with which
selection can be adjusted: its robustness to the RE assumption is attractive and edu-
cational researchers should consider using a FE model in such scenarios, even if
only to assess the robustness of estimates from an equivalent RE model. Indeed in
our second example, using sparser administrative data, the Hausman rejected the
RE assumption, and while this did not make a substantive difference to the coefficient
on our SEN variable, it did make a substantive difference to the coefficients on other
variables such as eligibility for FSM. However, when the available data on higher
level units are rich, RE models can be built that adjust for higher level selection
and the estimates checked against FE models for robustness to failure of the RE
assumption; if robustness is indicated, then the estimates from RE models can be
reliably reported and additional analyses of shrunken estimates of school residuals
and random coefficients can be performed.
We also believe that it is important to take a pragmatic view of what can reasonably
be achieved by analysing data from observational studies, whichever approach is used.
Strictly, causal inferences require randomised interventions or, failing that, quasi-
randomised experimental designs such as those based on instrumental variables and
regression discontinuity. However, a realistic aim of analyses based on observational
studies is inference that is policy-relevant; that is, estimates that do not lead to mislead-
ing policy recommendations. Even this limited aim requires the availability of rich data,
preferably aided by background knowledge of the selection process.
We therefore conclude that since an assumption of selection on the basis of obser-
vables is often problematic, it is essential that to obtain policy-relevant estimates,
researchers check the robustness of their results by comparing FE and RE models.
Given the ease with which such models can be estimated there really is no excuse
for researchers to continue to use one approach without checking whether their esti-
mates are affected by their choice of model. Even if researchers do check RE estimates
against FE estimates, no conclusion is infallible because other assumptions may be vio-
lated, but it is crucial, we would argue, that the assumptions under which policy
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recommendations are made should be highlighted and subjected to critical scrutiny. It is
also particularly important that these assumptions should form the basis for a common
‘language’ for criticism in areas of multidisciplinary research like education.
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Notes
1. Iterative or feasible generalised least squares estimators of random effects models are nor-
mally distributed in large samples, whether or not the residuals/errors are normally distrib-
uted. However, note that most maximum likelihood and Markov chain Monte Carlo
estimators do assume residual normality, but linearity means that non-normality affects
only estimator efficiency rather than bias.
2. Technically, this assumption is that the population average of the uj given the covariates is
zero, but it almost always corresponds to assuming that the correlation between the covari-
ates and the school-level residuals is zero.
3. Strictly speaking, wj and zj are both mean-centred variables to ensure the population average
of uj is zero.
4. In the scalar case, the school-mean model (8) requires only that wj = g0 + g1xj + vj
with g1 = 0, where vj is a residual independent of xij. However, if, for example, the true
relationship is wj = g0 + g1xj + g2x2j +vj, then u∗j = {g0 − g0 + g1 − g1
( )
xj + g2x2j +vj}
d+ zjl, which confounds the effect of non-linearity and residual vj with the desired zjl.
5. The relationship between SEN status and pupil progress is considered in more detail in
Crawford and Vignoles (2010).
6. SEN status can change over time and this variation has been used by other authors (e.g.
Hanushek, Kain, and Rivkin 2002; Meschi and Vignoles 2010) to identify the effect of
SEN status on educational attainment using individual FE models. In our example, SEN
status is measured at age 10, but the estimates vary little if we use SEN status measured
at age 7 instead.
7. See http://www.bristol.ac.uk/alspac/sci-com/ for more details on the ALSPAC data
resource.
8. See http://www.sdqinfo.com/b1.html for more details.
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