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Abstract In this paper a new framework for transforming arbitrary matrices to com-
pressed representations is presented. The framework provides a generic way of trans-
forming a matrix via unitary similarity transformations to, e.g., Hessenberg, Hessen-
berg-like form and combinations of both. The new algorithms are deduced, based on
the QR-factorization of the original matrix. Relying on manipulations with rotations,
all the algorithms consist of eliminating the correct set of rotations, resulting in a
matrix obeying the desired structural constraints.
Based on this new reduction procedure we investigate further correspondences
such as irreducibility, uniqueness of the reduction procedure and the link with (ratio-
nal) Krylov methods.
The unitary similarity transform to Hessenberg-like form as presented here, dif-
fers significantly from the one presented in earlier work. Not only does it use less
rotations to obtain the desired structure, also the convergence to rational Ritz-values
is not observed in the conventional approach.
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21 Introduction
Eigenvalue computations are mostly composed of two parts. First a unitary similarity
transformation to Hessenberg or tridiagonal form [11, 14] is executed. This prepro-
cessing transformation is crucial for the development of efficient and competitiveQR-
algorithms [19, 29, 30]. In some cases, however, the Hessenberg structure is not the
most recommended structure and its inverse, the Hessenberg-like matrix can result in
faster computations [26] due to a significantly changed convergence behavior.
The first constructive similarity transformations to alternative matrices, admitting
low-cost storage, such as semiseparable (plus diagonal) and Hessenberg-like were
proposed in [3, 23, 28]. Though interesting convergence results were observed [27],
the methods were not competitive due to a nonneglectable extra computational cost
w.r.t. the Hessenberg and tridiagonal reduction algorithms.
Detailed studies of the outcome of these reduction algorithms reveal close con-
nections with orthogonal rational functions [6, 21, 22] and relations with rational
Krylov sequences [2, 3, 13, 18]. Whereas standard Krylov methods typically have a
Ritz-value convergence towards the extreme eigenvalues, rational Krylov techniques
are able to shift convergence to other, more interesting points in the plane, by se-
lecting well-chosen poles. This flexibility in altering the convergence behavior is
impactful in several applications [20]. The links between Hessenberg-like matrices
and rational Krylov spaces enable the development of fast structure exploiting algo-
rithms for retrieving rational Ritz-values. Unfortunately, the first constructive algo-
rithms [3,23,28] for retrieving Hessenberg-like (plus diagonal) matrices are not opti-
mal in terms of the number of similarity transformations, losing thereby the valuable
link with rational Krylov. Even though theoretical results supporting the existence of
such algorithms are available, no constructive methods are provided up to now.
The algorithms proposed in this article are relying on the QR-factorization of
the involved matrices. Even though using the QR-factorization for Hessenberg matri-
ces seems redundant, for many classes of structured rank matrices it provides means
for a compact representation. Structured rank matrices are generally dense, and stor-
ing the low rank relations can be done effectively for many matrices by storing the
QR-factorization [8, 25]. An important example is the companion matrix, which is
a structured rank Hessenberg matrix. Storing it by a specific QR-decomposition en-
ables the development of fast QR-algorithms, gaining one order in computation time
for the global eigenvalue computations [5, 24].
In this paper, we will first present a new similarity transformation to Hessenberg-
like form. Comparing this new approach with the classical methods from [3, 23, 28]
we note that this method is much faster (comparable in time to the reduction to
Hessenberg form) and moreover it provides the missing link with rational Krylov.
The use of the QR-factorization for deducing the similarity transformation has sev-
eral extra advantages. First, when considering both the reduction to Hessenberg and
Hessenberg-like form from the QR-viewpoint, many similarities become apparent
providing a unified framework for both matrix types. Second, starting from the reduc-
tion to Hessenberg form, the reduction to generalized Hessenberg form (having more
subdiagonals) is trivial; adapting the classical reduction to Hessenberg-like form for
retrieving a generalized Hessenberg-like is far from trivial and computationally ex-
3uberant expensive. The unifying framework, however, enables us to derive such re-
ductions in a straightforward manner. Finally, utilizing the QR-factorization enables
us to derive new reduction algorithms. Though this is more of a theoretical interest it
plainly illustrates the new insights obtained by working with the QR-factorization.
The article is organized as follows. Section 2 discusses preliminary results, essen-
tial for understanding the article. In Section 3 the unitary similarity transformations
to the different structures are presented. In Section 4 it is shown that the reduction
process to Hessenberg form or to Hessenberg-like form can be captured in a unifying
framework. Section 5 contains the description of the reduction to mixed structures,
that is the sum of a generalized Hessenberg and a generalized Hessenberg-like ma-
trix. In Section 6 uniqueness of the reductions is studied. The relation with rational
Ritz-values is investigated in Section 7 where it is shown that the reduction to Hes-
senberg-like form inherits the convergence to the rational Ritz-values rather than the
standard convergence. This is illustrated by a numerical experiment where the (ra-
tional) Ritz-values are plotted with respect to the order of the submatrix already in
Hessenberg(-like) form, revealing that for the reduction to Hessenberg-like form the
eigenvalues of this submatrix show a rational Ritz-value convergence behavior.
2 Preliminary results
This section discusses definitions of the involved matrices; graphical schemes nec-
essary for simplifying the understanding of the algorithms; manipulations between
rotations and examples underpinning these statements. With A(i : j, ` : k) we refer to
the submatrix of A having columns ` to k and rows i to j.
2.1 Definitions
A {p}-Hessenberg matrix is a generalization of a standard Hessenberg matrix having
all entries below the p-th subdiagonal zero.
Definition 1 The matrixH =(hi j)i j ∈Cn×n is a {p}-Hessenberg matrix, p≥ 0, when
hi j = 0 for all i> j+ p. Hence, below the p-th subdiagonal, the matrix is zero.
For symmetric matrices, one obtains a band matrix with bandwidth 2p+ 1. The in-
verses of {p}-Hessenberg matrices are named {p}-Hessenberg-like matrices [25] and
are of structured rank form.
Definition 2 The matrix Z is called a {p}-Hessenberg-like matrix, p ≥ 0, when
rank(Z(i : n,1 : min{i+ p−1,n})) ≤ p for all valid i. This means that all subma-
trices taken out of the part below the p-th-superdiagonal have rank at most p.
These matrices are also often referred to as {p}-lower semiseparable. Note that Def-
initions 1 and 2 coincide for p= 0 resulting in an upper triangular matrix.
In this paper we will consider also unitary transformations to matrices having a
mixed structure, which can, e.g., be expressed as the sum of a {p}-Hessenberg and
a {q}-Hessenberg-like matrix. We will refer to {p}-Hessenberg or {p}-Hessenberg-
like matrices also as generalized Hessenberg or generalized Hessenberg-like matri-
ces, respectively.
42.2 Graphical representations
The forthcoming algorithms are explained by graphical schemes representing the in-
teractions between different rotations and the matrix itself. The algorithms are de-
scribed by operating on the QR-factorization of the original matrix; this enables a
consistent description of the diverse reduction schemes. We introduce the graphical
representation by constructing the QR-factorization of a small matrix A ∈ C5×5. The
elements of the matrix A= (ai j) are denoted by×. To construct the QR-factorization,
first a51 is annihilated by a rotation GH51. As a result we get G
H
51A having element
(5,1) zero. Graphically this is depicted as follows:
GH51A =
Ê × × × × ×
Ë × × × × ×
Ì × × × × ×
Í  × × × × ×
Î × × × × ×
1
=

× × × × ×
× × × × ×
× × × × ×
× × × × ×
0 × × × ×
 .
The bracket with arrows depicts the rotation GH51 acting on row 4 and row 5. The hori-
zontal axis presents a sort of timeline, depicting which rotation needs to be performed
first and so forth. The vertical axis numbers the rows. Undetermined elements in the
matrices are marked by the symbol ×.
One continues the procedure by successively eliminating the elements a41, a31
and finally a21. This results inGH21G
H
31G
H
41G
H
51A=Q
H
1 A, having the entire first column
except the first element zero. TakeQH1 =G
H
21G
H
31G
H
41G
H
51 as the unitary transformation
creating zeros throughout the entire first column. Schematically we get the following:
Ê  × × × × ×
Ë  × × × × ×
Ì  × × × × ×
Í  × × × × ×
Î × × × × ×
4 3 2 1
=

× × × × ×
0 × × × ×
0 × × × ×
0 × × × ×
0 × × × ×
 .
Consecutively eliminating the elements in the second column below the subdiagonal
gives GH32G
H
42G
H
52Q
H
1 A= Q
H
2 Q
H
1 A:
Ê  × × × × ×
Ë   × × × × ×
Ì   × × × × ×
Í   × × × × ×
Î × × × × ×
7 6 5 4 3 2 1
=

× × × × ×
0 × × × ×
0 0 × × ×
0 0 × × ×
0 0 × × ×
 .
Continuing this procedure leads to QH4 Q
H
3 Q
H
2 Q
H
1 A= Q
HA= R:
Ê  × × × × ×
Ë   × × × × ×
Ì    × × × × ×
Í     × × × × ×
Î × × × × ×
10 9 8 7 6 5 4 3 2 1
=

× × × × ×
0 × × × ×
0 0 × × ×
0 0 0 × ×
0 0 0 0 ×
 . (1)
5The outcome is the QR-factorization A= QR, schematically of the following form:
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í     × ×
Î ×
7 6 5 4 3 2 1
. (2)
Comparing the representation of the unitary matrix QH in Equation (1) and Q in
Equation (2), we see that they are represented in a condensed form in (2). The brack-
ets clearly denote on which rows the rotations act, hence some of the rotations com-
mute and their order of performance can be changed. In (2), e.g., two rotations can be
executed simultaneously in the third step, one acting on rows 2 and 3 and the other
on rows 4 and 5. These schemes contain significant information, since they visibly
indicate the order of the transformations and the rows they act on. To compute the
QR-factorization of an arbitrary matrix A, n(n−1)/2 rotations are required.
Remark 3 In this manuscript we work with rotations, i.e., the determinant equals 1.
In fact all results presented here also hold for 2× 2 unitary matrices. See [4] for
information on rotations (Givens transformations) and how to compute them reliably.
Let us consider the representations of some typical examples such as a Hessen-
berg, a Hessenberg-like matrix and combinations.
Example 4 (A Hessenberg matrix) Suppose H to be of Hessenberg form with n= 5.
The QR-factorization (constructed with rotations) H = QR is schematically repre-
sented as follows:
Ê  × × × × ×
Ë  × × × ×
Ì  × × ×
Í  × ×
Î ×
4 3 2 1
. (3)
The matrix Q consists of a descending sequence of four rotations. Performing these
transformations on the right upper triangular matrix R will fill up the subdiagonal
elements and create a Hessenberg matrix.
Example 5 (A Hessenberg-like matrix) Suppose Z to be of Hessenberg-like form.
Because of the low rank structure of this matrix, computing the QR-factorization
only involves n−1 rotations forming an ascending sequence. Schematically Z = QR
(for n= 5) is depicted as follows:
Ê  × × × × ×
Ë  × × × ×
Ì  × × ×
Í  × ×
Î ×
4 3 2 1
. (4)
Executing the rotations on the upper triangular matrix fills it up with a low rank part.
All matrices taken out of the lower triangular part are of rank at most one.
6Example 6 (A {2}-Hessenberg-like matrix) Assume n= 5 and p= 2. Schematically
Z = QR is of the following form
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í   × ×
Î ×
6 5 4 3 2 1
,
where Q consists of two ascending sequences of rotations. Performing the rotations
on the upper triangular matrix fills it up with a low rank part, such that all matrices
taken out of the part including the superdiagonal have rank at most 2.
Example 7 (Sum of a Hessenberg and Hessenberg-like) Let A be the sum of Hessen-
berg and an Hessenberg-like matrix. This means that all the submatrices taken out of
the part below the subdiagonal have rank at most one. For a 6×6 matrix we have the
following situation
A=

× × × × × ×
× × × × × ×
 × × × × ×
  × × × ×
   × × ×
    × ×
 ,
where the entries denoted by  represent the rank-one part. Because of the low rank
structure, computing the factorization requires only 3(n−2) rotations:
Ê  × × × × × ×
Ë   × × × × ×
Ì    × × × ×
Í    × × ×
Î    × ×
Ï ×
9 8 7 6 5 4 3 2 1
. (5)
Example 8 (Generic summation) In the general case, where A is the sum of a {p}-
Hessenberg matrix and a {q}-Hessenberg-like matrix, we need q(2(n− p)−q−1)/2
rotations to remove the rank-q part. Once we have annihilated the rank-q part, q new
diagonals have been formed and we need ∑p+qi=1 (n− i)− 1 = (p+ q)(2n− (p+ q)−
1)/2−1 more rotations to obtain an upper triangular matrix R.
2.3 Manipulating rotations
The forthcoming algorithms depend heavily on manipulating rotations. These opera-
tions are already described and proved elsewhere (see e.g. [25,26]). For completeness,
however, they are reconsidered without proofs.
Lemma 9 Let G1 and G2 be two rotations, then G1G2 = G3 is again a rotation. We
will call this the “fusion” of rotations in the remainder of the text.
7Graphically we depict this as follows:
Ê ↪→ 
Ë
2 1
resulting in
Ê 
Ë
1
.
When considering rotations of higher dimensions (say n), we mean that a 2× 2
rotation is embedded in the identity matrix of order n. The next lemma states that we
can change the order of the rotations.
Lemma 10 (Shift-through operation) Let 3× 3 rotations Gˇ1, Gˇ2 and Gˇ3 be given,
such that the rotations Gˇ1 and Gˇ3 act on the first two rows of a matrix, and Gˇ2 acts
on the second and third row (when applied on the left to a matrix). Then there exist
three rotations Gˆ1, Gˆ2 and Gˆ3 such that
Gˇ1Gˇ2Gˇ3 = Gˆ1Gˆ2Gˆ3,
with Gˆ1 and Gˆ3 acting on the second and third row and Gˆ2 acting on the first two
rows.
This result is well-known. The proof is based on the different ways to factor a
3×3 unitary matrix [25]. Schematically we get:
Ê y 
Ë 
Ì
3 2 1
resulting in
Ê 
Ë  
Ì
3 2 1
.
The other direction (from the right to the left scheme is depicted by y). We
remark that the fusion of rotations is a special instance of the shift-through operation.
A final important operation is the shift-through operation of length `.
Lemma 11 (Shift-through operation of length `) Suppose we have the following
matrix product GWX, in which G denotes a rotation acting on row 1 and 2. The
matrices W and X are both unitary matrices consisting of a descending sequence of
` rotations. This means that both W and X consist of ` successive rotations. The ith
rotation GWi of W acts on row i+1 and i+2. The ith rotation G
X
i of X acts on row i
and i+1. The matrix product GWX can then be rewritten as
GWX = Wˆ XˆGˆ,
where Gˆ is now a rotation acting on row `+1 and `+2. The unitary matrices Wˆ and
Xˆ are again descending sequences of ` rotations.
Schematically we obtain that the following two schemes represent the same action
of rotations. Hence this represents the same unitary transformation, but factored dif-
ferently as a sequence of rotations. The sequence W ranges from position 5 to 2,
the sequence X ranges from position 4 to 1 and G can be found in position 6. A
8shift-through operation of a specified length is depicted by adding a super or sub-
script indicating the number of successive shift-through operations that need to be
performed.
Ê y
4

Ë




Ì




Í




Î



Ï

6 5 4 3 2 1
−→
Ê 
Ë 


Ì




Í




Î




Ï
 
6 5 4 3 2 1
(6)
On the right we see the resulting scheme in which the new sequence Wˆ ranges from 6
to 3, Xˆ ranges from 5 to 2 and Gˆ is located in the first position. To indicate where the
marked rotation is going to and to specify the desired number of single shift-through
to complete the task, we use the symbolsy` ,
x
` ,
x
` and y
`
.
Example 12 (Factorization of a unitary matrix) An interesting result of the shift-
through lemma is the factorization of a unitary n×nmatrix. The shift-through lemma
illustrates already a sort of ∨ and ∧-pattern for factoring a 3×3 unitary matrix.
An arbitrary unitary matrixU can be factored in sequences of rotations as the left
matrix in Scheme (7), in fact one just computes the QR-factorization and R becomes
the identity matrix1. Applying successive shift-through operations can change the
∧-form on the left in a ∨-form on the right.
Ê 
Ë  
Ì   
Í    
Î
7 6 5 4 3 2 1
←→
Ê    
Ë   
Ì  
Í 
Î
7 6 5 4 3 2 1
(7)
This example states in a certain sense that the QR-factorization of an arbitrary matrix
can also be computed alternatively, more details can be found in [25].
3 The unitary similarity transforms
The algorithms deduced in this section work on the QR-factorization of the given
matrix A and unitarily transform this QR-factorization to the desired representation.
3.1 Unitary similarity transformation to Hessenberg form
The unitary similarity transformation of an arbitrary matrix to Hessenberg form is
well-known [14, 29]. Let us alternatively interpret this reduction starting from the
QR-factorization of the initial matrix. The description here appears to be different
from the standard reduction technique, one can prove, however, (see Section 6) that
both approaches are identical.
1 The matrix R equals the identity except possibly the trailing element rnn = detU . The appearance of
this unimodular factor does, however, not pose any difficulty.
9Assume a dense matrix is given having a QR-factorization of the form (2) (rota-
tions are allowed to equal the identity, this does not pose any problems). Assume that
A has dimensions 5× 5, the reader can infer how to deal with the general case. We
have A = QR = Q1Q2Q3Q4R, where QH1 annihilates elements in the first column of
A, QH2 in the second column and so on. Each matrix Qi is a combination of rotations
Q1 = G51G41G31G21, where GH51 annihilates element a51 and so forth.
In the end we would like to obtain a factorization as in Scheme (3). To achieve
this goal all rotations in the QR-factorization, except G21,G32,G43,G54 need to be
removed. Let us start by removing one rotation at a time by the designated unitary
similarity transformations. The rotation G51 is expunged by a similarity transforma-
tion determined by G51 itself. We get A(51) = GH51AG51 = G41G31G21Q2Q3Q4RG51.
Schematically we get the following transition, in the right scheme R is transformed
into RG51 having a bulge in position (5,4).
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í     × ×
Î ×
7 6 5 4 3 2 1
GH51AG51−−−−−−→
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í    × ×
Î ⊗ ×
6 5 4 3 2 1
To obtain the QR-factorization of a Hessenberg matrix we need to remove the
bulge in the R-factor in position (5,4). A rotation G˜ is constructed such that R(51) =
G˜(RG51) is upper triangular again A(51) = G41G31G21Q2Q3Q4G˜HG˜RG51 =
G41G31G21Q2Q3Q4G˜HR(51). We can remove G˜H by a fusion with the lower right
rotation of Q4. We remark that in the previous scheme, the left scheme represented
A and the right scheme represented A(51). The schemes below represent twice A(51),
with a slightly changed representation. On the left G˜H is marked with a × symbol
since it is undesired. Even though it is not visibly depicted in the scheme on the right,
the transformation in position 1 has changed because of the fusion.
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í   ↪→ × × ×
Î ×
6 5 4 3 2 1 0
Fusion−−−−−−→
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í    × ×
Î ×
6 5 4 3 2 1
Since the fusion altered a rotation in the unitary factor Q4 we have the following
factorization for A(51) = G41G31G21Q2Q3Q
(51)
4 R
(51). The next unitary similarity is
determined by G41 and removes this rotation from the factorization. Performing it
onto A(51), will create a new bulge in the matrix R(51). The matrix A(41) =G41A(51)GH41
is depicted in the left of Scheme (8). On the right we see that another rotation G˜ is
10
used for annihilating the bulge.
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í    ⊗ × ×
Î ×
5 4 3 2 1
Bulge removal−−−−−−−−−→
Ê  × × × × ×
Ë   × × × ×
Ì   y× × × ×
Í    × ×
Î ×
5 4 3 2 1 0
(8)
Unfortunately, a fusion cannot be applied this time, first a shift-through operation is
needed. After the shift-through operation we get the left of Scheme (9) in which a new
fusion is depicted and the rotation disturbing the nice structure is again marked with
×. After a fusion we obtain the right figure, which represents the QR-factorization of
the matrix A(41) = G31G21Q2Q
(41)
3 Q
(41)
4 R
(41).
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í  ↪→ ×  × ×
Î ×
5 4 3 2 1 0
Fusion−−−−−−→
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í    × ×
Î ×
5 4 3 2 1
(9)
Removal of G31 is carried out by a similarity transformation A(31) = GH31A
(41)G31 =
G21Q2Q
(41)
3 Q
(41)
4 R
(41)G31. The matrix A(31) has a bulge its R factor (position (3,2)).
Ê  × × × × ×
Ë  × × × ×
Ì   ⊗ × × ×
Í    × ×
Î ×
5 4 3 2 1
Bulge removal−−−−−−−−−−−→
Ê  × × × × ×
Ë  y
2
× × × × ×
Ì   × × ×
Í    × ×
Î ×
5 4 3 2 1
The shift-through operation of length 2 is depicted. To finish a fusion is performed.
Ê  × × × × ×
Ë  × × × ×
Ì   × × ×
Í ↪→ ×   × ×
Î ×
5 4 3 2 1
Fusion−−−−−−→
Ê  × × × × ×
Ë  × × × ×
Ì   × × ×
Í    × ×
Î ×
5 4 3 2 1
We have now a factorization of the form A(31) = G21Q
(31)
2 Q
(31)
3 Q
(31)
4 R
(31). We will
not remove the transformation G21, since it is a part of the QR-factorization of the
Hessenberg matrix.
Next one removes all but one rotation from the unitary matrix Q(31)2 . On the left
of Scheme (10) these rotations are marked with a ×. Similar techniques as the ones
11
discussed before can be used to retrieve the right scheme, where the final rotation
designated for removal is marked by a ×.
Ê  × × × × ×
Ë  × × × ×
Ì ×  × × ×
Í ×   × ×
Î ×
5 4 3 2 1
Similarity−−−−−−−−→
Ê  × × × × ×
Ë  × × × ×
Ì  × × ×
Í ×  × ×
Î ×
5 4 3 2 1
(10)
After removing this final rotation in position 3, a Hessenberg matrix is obtained.
3.2 Unitary similarity transformation to Hessenberg-like form
The reduction to Hessenberg-like form proceeds similar to the reduction to Hessen-
berg form.Whereas in the reduction to Hessenberg form rotations were removed from
the left side of the Q-factor, now they will be removed from the right side. In the end,
all rotations except G51,G41,G31 and G21 are removed. The startup phase slightly
differs as the rotations designated for removal have to be brought to the right of the
R-factor. Let A=Q1Q2Q3G54R, first we applyG54 to R as can be seen in Scheme (11)
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í    × ×
Î ⊗ ×
6 5 4 3 2 1
. (11)
The matrix G54R has a bulge in position (5,4). The rotation G˜54 determines the simi-
larity transformation and is designed such that (G54R)G˜54 = R(54) is upper triangular
again. Hence, we get A(54) = G˜H54AG˜54 = G˜
H
54Q1Q2Q3R
(54) = Q(54)1 Q2Q3R
(54). The
rotation G˜H54 is removed by a fusion G˜
H
54Q1 =Q
(54)
1 as depicted in the left scheme and
executed in the right scheme.
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í ×↪→    × ×
Î ×
7 6 5 4 3 2 1
Fusion−−−−−−→
Ê  × × × × ×
Ë   × × × ×
Ì    × × ×
Í    × ×
Î ×
6 5 4 3 2 1
The global flow of the method should be clear now. In the next step one removes
G43 from A(54) = Q
(54)
1 Q2G53G43R
(54). This task is accomplished by a similarity
transformation on A(54) with rotation G˜43 determined such that (G43R(54))G˜43 =R(43)
is upper triangular. On the left of Scheme (12) the matrix A(43) = G˜H43A
(54)G˜43 is
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shown, with a shift-through operation depicted. The shift-through operation is fol-
lowed by a fusion, absorbing the redundant rotation, to obtain the right scheme.
Ê  × × × × ×
Ë   × × × ×
Ì × y   × × ×
Í    × ×
Î ×
6 5 4 3 2 1
Shift-through−−−−−−−−−−−→
& Fusion
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í    × ×
Î ×
5 4 3 2 1
(12)
After removing the marked rotations from the next scheme, the QR-factorization of a
Hessenberg-like matrix is obtained.
Ê  × × × × ×
Ë  × × × × ×
Ì  × × × ×
Í  × × × ×
Î ×
5 4 3 2 1
Remark 13 Reducing a matrix to Hessenberg form by the classical procedure uses
(n−1)(n−2)/2 similarity transformations, each determined by a single rotation. The
original reduction to Hessenberg-like form as proposed in [23] uses twice as many
similarity transformations (each transformation determined by a single rotation).
This novel technique is, however, capable of achieving the Hessenberg-like form
by only (n−1)(n−2)/2 unitary similarity transformations. This significantly differ-
ent approach is therefore computationally advantageous w.r.t. the classical way.
3.3 Unitary similarity transformation to generalized Hessenberg form
The new algorithm is not only computationally cheaper (see Remark 13) but also
easily extends to reductions to {p}-Hessenberg-like form as opposed to the classical
approach [23]. Let us first study the reduction to {p}-Hessenberg form.
TheQ-factor in theQR-factorization of a standard Hessenberg matrix consists of a
single sequence of descending rotations. In case of a {p}-Hessenberg matrix, we will
have p descending sequences of rotations. For example, on the right of Scheme (13),
the structure of the QR-factorization of a {2}-Hessenberg matrix is visualized.
The same procedure as for the reduction to Hessenberg form is followed. The only
difference is the removal of less rotations. In the QR-factorization (13) the rotations
marked with × should be removed to obtain a {2}-Hessenberg matrix.
Ê  × × × × ×
Ë   × × × ×
Ì ×   × × ×
Í × ×   × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í   × ×
Î ×
5 4 3 2 1
(13)
It is obvious that for retrieving a {p}-Hessenberg matrix, only (n− p)(n− p−
1)/2 similarity transformations with rotations need to be performed.
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3.4 Unitary similarity transformation to generalized Hessenberg-like form
For a Hessenberg-like matrix, the Q-factor in the QR-factorization consists of one
ascending sequence of rotations. In the {p}-Hessenberg-like case this will be p se-
quences of ascending rotations. Schematically, for the p = 2 case we get the right
figure of Scheme (3.4). Removal of the rotations marked in Scheme 3.4 results in a
{2}-Hessenberg-like matrix.
Ê  × × × × ×
Ë   × × × ×
Ì   × × × ×
Í   × × × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê  × × × × ×
Ë   × × × ×
Ì   × × ×
Í   × ×
Î ×
4 3 2 1
Remark 14 Obviously, reducing a matrix to {p}-Hessenberg-like form is a simplifi-
cation of the transformation to Hessenberg-like form. This is a big difference with
the technique from [23], which is unable to attain the generalized form.
4 Inner, outer and other annihilation schemes
Reconsidering the previous section, one can conclude that transforming matrices to
(generalized) Hessenberg form is a kind of outer annihilation process, removing
thereby the rotations on the exterior of the QR-factorization. Similarly the reduc-
tion to (generalized) Hessenberg-like form can be considered as an inner annihilation
process where the rotations in the interior of the QR-factorization are designated for
removal. However, whether the rotations to be removed are positioned in the interior
or the exterior depends entirely on the rotational factorization of the Q-factor. Ex-
ample 12 revealed different ways for factoring a unitary matrix. Consider now, for
example, a QR-factorization where the matrix Q is in the ∨- instead of the ∧-form.
Based on the ∨-pattern, the reduction to (generalized) Hessenberg form becomes
an inner annihilation process as illustrated in Scheme (14).
Ê  × × × × × × × ×
Ë  × × × × × ×
Ì  × × × ×
Í  × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê  × × × × ×
Ë  × × × ×
Ì  × × ×
Í  × ×
Î ×
4 3 2 1
(14)
Similarly, the reduction to (generalized) Hessenberg-like form becomes an outer
annihilation process as shown in Scheme (15).
Ê × × ×  × × × × ×
Ë × ×  × × × ×
Ì ×  × × ×
Í  × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê  × × × × ×
Ë  × × × ×
Ì  × × ×
Í  × ×
Î ×
4 3 2 1
(15)
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In [9, 10] it was investigated how to construct the QR-factorization minimizing
thereby the number of rotations for representing the Q-factor (an arbitrary Q-factor
requires n(n− 1)/2 rotations). For a dense unstructured matrix the above reduction
procedures require the removal of (n− 2)(n− 1)/2 rotations to obtain the Hessen-
berg or Hessenberg-like form. Evidently, whenever the Q-factor has strictly less than
n(n−1)/2 rotations in its factorization, this has a positive impact on the complexity
of the reduction algorithms and results in an essentially lower number of rotations to
be removed. To illustrate the unifying framework of the presented algorithms some
additional examples of particular structured rank matrices and their reduction algo-
rithms are given.
Example 15 (Quasiseparable) As an example, we will propose how to reduce a qua-
siseparable matrix to Hessenberg form. These algorithms are proposed in [12, 17].
The QR-factorization of a quasiseparable matrix is of the form (∧-pattern):
Ê  × × × × × ×
Ë   × × × × ×
Ì   × × × ×
Í   × × ×
Î   × ×
Î ×
9 8 7 6 5 4 3 2 1
.
Exploiting techniques from the previous sections it is clear how to reduce the matrix
to Hessenberg(-like) form. Removing the left(right) leg of the ∧ is done by removing
a rotation and then chasing the perturbation, just like proposed in the articles [12,17].
A feature of utilizing the QR-factorization for designing particular unitary similarity
transformations is that the various factorizations of the unitary matrix Q also leads to
other variants of the reduction procedures.
Example 16 (Quasiseparable two-way reduction) Reducing the quasiseparable ma-
trix to Hessenberg form via the ∧-pattern leads to an outer annihilation scheme. Con-
sider the following variants of the QR-factorization of the quasiseparable matrix:
Ê   × × × × × ×
Ë   × × × × ×
Ì   × × × ×
Í   × × ×
Î  × ×
Ï ×
9 8 7 6 5 4 3 2 1
and
Ê   × × × × × ×
Ë   × × × × ×
Ì  × × × ×
Í   × × ×
Î   × ×
Ï ×
5 4 3 2 1
.
The left scheme (∨-pattern) results in an inner annihilation process for obtaining a
Hessenberg matrix. The right scheme ("-pattern) is a combination of both an inner
and an outer annihilation process. It is interesting that one can start simultaneously
by removing the lower left and the upper right leg of the " resulting in a two-way
reduction to Hessenberg form. This can even be implemented in a parallel fashion.
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5 Mixed reductions
The reduction to a mixed structure, that is to the sum of a {p}-Hessenberg plus a
{q}-Hessenberg-like matrix is a bit more involved since we have to remove rotations
appearing in the middle of the sequences of rotations.
Let us describe the idea following a particular example for reducing a 6×6 ma-
trix A to the sum of a Hessenberg-like and a Hessenberg matrix as appearing in Equa-
tion (5). In Scheme (16), the rotations that need to be removed are marked.
Ê  × × × × × ×
Ë   × × × × ×
Ì    × × × ×
Í  ×   × × ×
Î  × ×   × ×
Ï
x ×
9 8 7 6 5 4 3 2 1
. (16)
We have A = QR = Q1G62G52G63Q4Q5R, where we denote by Q1 the left sequence
of ascending rotations, and by Q4 and Q5 the two right most sequences of descending
rotations. Once the three central rotations are removed by unitary similarity trans-
formations the QR-factorization of a Hessenberg plus Hessenberg-like matrix is ob-
tained. By means of a shift-through operation (the operation is shown in Scheme (16))
one can push G62 to the front of the factorization A= G˜62Q
(62)
1 G52G63Q4Q5R. Using
G˜62 for the unitary similarity transformation on A we get A(62) = G˜H62AG˜62, where
RG˜62 has a bulge in position (5,4). Recovering the upper triangular structure of R
affects the Q-factor as shown in the next scheme.
Ê 
Ë  
Ì   
Í  ×   y×
Î  ×  
Ï
9 8 7 6 5 4 3 2 1
Shift-through−−−−−−−−−−→
& Fusion
Ê 
Ë  
Ì   
Í  ×  
Î  ×  
Ï
9 8 7 6 5 4 3 2 1
We have A(62) =Q(62)1 G52G63Q
(62)
4 Q
(62)
5 R
(62). Next we remove G52 similarly as G63,
the transformation is brought to the front of the Q-factor by a shift-through operation.
Ê 
Ë  
Ì   
Í  ×  
Î 
x
×  
Ï
9 8 7 6 5 4 3 2 1
Shift-through−−−−−−−−−→
Ê 
Ë  
Ì ×   
Í   
Î  ×  
Ï
9 8 7 6 5 4 3 2 1
G˜52 denotes the leftmost rotation and can be removed by a unitary similarity trans-
formation. We get A(62) = G˜52Q
(52)
1 G63Q
(62)
4 Q
(62)
5 R
(62) and A(52) = G˜H52A
(62)G˜52 =
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Q(52)1 G63Q
(62)
4 Q
(62)
5 R
(52), with with R(52) having a bulge in position (4,3). A new ro-
tation is introduced to remove the bulge in position (4,3) altering again the Q-factor.
Ê 
Ë  
Ì    y
2
×
Í   
Î  ×  
Ï
9 8 7 6 5 4 3 2 1
Shift-through−−−−−−−−−−−−→
& Fusion
Ê 
Ë  
Ì   
Í   
Î  ×  
Ï
9 8 7 6 5 4 3 2 1
We get A(52) = Q(52)1 G
(52)
63 Q
(52)
4 Q
(52)
5 R
(52). The procedure to remove the last rotation
G(52)63 is identical to that performed to remove G61 at the beginning, and consists
of a shift-through operation to bring a rotation outside, a similarity transformation
which produces a bulge in the factor R and a new rotation to remove the bulge, which
will be incorporated in the chain Q(52)4 . At the end of this procedure we obtain the
QR-factorization as in (5).
Remark 17 The key idea for the reduction process is to remove rotations through the
fusion operation. Note that the shift-through operation allows to move up or down ro-
tations. In these schemes, where we have series of ascending or descending rotations,
in order to apply a fusion we have to bring the undesired rotation to the bottom or top
two rows. Hence, if we have a rotation that acts on rows n− i− 1,n− i, we need a
sequence of i descending rotations to move it down accordingly with Lemma 11, and
one more rotation acting on rows n−1,n to be fused with. This is the reason why this
scheme does not fit the reduction to semiseparable plus diagonal form, or in general
the reduction to generalized Hessenberg-like plus diagonal matrices.
6 Uniqueness of the reduction procedure
In this section we will see how the QR-factorization can play an important role in
proving, justifying and unifying many results related to Hessenberg and Hessenberg-
like matrices. This section includes a unifying treatment of the properness of Hessen-
berg and Hessenberg-like matrices and discusses uniqueness issues in the outcome of
the similarity transformations.
6.1 Properness of Hessenberg and Hessenberg-like matrices
The definitions of properly Hessenberg and properly Hessenberg-like matrices are
slightly different from each other. A matrix is said to be properly (or irreducible, or
unreduced) Hessenberg if all of its subdiagonal elements are nonzero [14]. A matrix
is said to be properly (or unreduced) Hessenberg-like if none of the subdiagonal ele-
ments equals zero and if none of the superdiagonal elements is includable in the lower
triangular rank structure [26]. These definitions find their origin in the QR-algorithm.
They provide easy verifiable criteria such that, e.g., an implicit QR-step can run to
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completion and will theoretically not breakdown. The underlying idea is, however,
that the Q-factor in the QR-factorization is essentially (up to unitary diagonal scal-
ing) unique. A sufficient requirement is uniqueness of the first n− 1 columns of Q,
thereby uniquely determining the trailing column ofQ. Conveying this sufficient con-
dition to a Hessenberg matrix translates to the straightforward requirement that none
of the subdiagonal elements annihilates. Adapting this to the Hessenberg-like case is
more involved putting conditions on not only the sub-, but also the superdiagonal ele-
ments. Examining, however, the QR-factorization of these matrices we get a unifying
definition of properness.
LetH be a proper Hessenberg matrix, the assumption that none of the subdiagonal
entries vanish implies that the rotations for bringing the Hessenberg matrix to upper
triangular form are essentially uniquely defined and different from the identity. As a
result, the diagonal elements of the resulting upper triangular matrix R are nonzero,
except possibly the trailing element rnn. As a result we get the following necessary
and sufficient condition of properness of a Hessenberg matrix. In Lemma 19 this
condition is conveyed to the Hessenberg-like case.
Lemma 18 A Hessenberg matrix H ∈ Cn×n, having QR-factorization H = QR, is
properly Hessenberg if and only if, the rotations appearing in the factorization of the
unitary matrix Q differ from the identity and R(1 : n−1,1 : n−1) is nonsingular.
Lemma 19 A Hessenberg-like matrix Z ∈Cn×n, having QR-factorization Z =QR, is
properly Hessenberg-like if and only if, the rotations appearing in the factorization of
the unitary matrix Q differ from the identity and R(1 : n−1,1 : n−1) is nonsingular.
It is almost trivial to verify that the conditions in Lemmas 18 and 19 coincide with
the classical definitions of properness.
6.2 Unitary similarity transformations
Generic uniqueness results on unitary similarity transformations to Hessenberg(-like)
form, not related to a specific algorithm, can be found in [2, 3, 29] and an implicit
Q-theorem for Hessenberg(-like) matrices is presented in [3, 14, 26].
In this section we will link the unitary similarity transformations to Hessenberg
and Hessenberg-like form to theQR-factorizations of particular (rational) Krylov sub-
spaces. These relations enable a simple alternative proof of uniqueness as in [29].
Denote Krylov subspaces as Kk(A,v) = span{v,Av,A2v, . . . ,Ak−1v}. The rela-
tionship between upper Hessenberg matrices and Krylov subspaces is detailed in [29].
In the same way, we can prove a similar relationship for Hessenberg-like matrices and
rational Krylov subspaces, that is Kk(A−1,v) = span{v,A−1v,A−2v, . . . ,A−(k−1)v}.
The next theorem states that a unitary matrix whose columns form a basis for a
rational Krylov subspace uniquely determine a unitary similarity transformation to
Hessenberg-like form (see also [29, Theorem 3.3.2] which is the analog of Theo-
rem 20 for Hessenberg matrices).
Theorem 20 Let A ∈ Cn×n and Z ∈ Cn×n be nonsingular matrices, V ∈ Cn×n a uni-
tary matrix, such that Z =VHAV. Denote the columns of V by v1,v2, . . . ,vn.
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a) For Z being a non-proper Hessenberg-like matrix, with k such that z(i, j) = 0, i≥
k, 1≤ j < k, we get
span{v1,v2, . . . ,v j}=K j(A−1,v1), j = 1, . . . ,k.
b) For Z being a proper Hessenberg-like, we get
span{v1,v2, . . . ,v j}=K j(A−1,v1), j = 1, . . . ,n. (17)
In this caseKn(A−1,v1) has dimension n.
c) Conversely, if (17) holds, Z is a Hessenberg-like matrix.
Proof The inverse of a Hessenberg-like matrix is of Hessenberg form [25]. In case A
is non-proper, its inverse A−1 is also non-proper, having the same zero block below
the diagonal. As a result we can apply Theorem 3.3.2 of [29] to matrix A−1.
An alternative, direct proof is obtained by using the QR-factorization as follows.
Let A = QR and Z = QˆRˆ. As Qˆ consists of a sequence of ascending rotations, QˆH is
an upper Hessenberg matrix. Take v= v1, we have
K j(A−1,v) = span{v,V (QˆRˆ)−1VHv,V (QˆRˆ)−2VHv, . . . ,V (QˆRˆ)− j+1VHv}
= span{v,V (QˆRˆ)−1e1,V (QˆRˆ)−2e1, . . . ,V (QˆRˆ)− j+1e1}
= span{v1,v2, . . . ,v j}.
If Z is a proper Hessenberg-like the equality holds for each j = 1, . . . ,n, otherwise it
holds only up to the first index k such that rˆkk = 0.
Remark 21 For a singular A the rational Krylov space is not defined, the unitary
similarity transformation, does, however still exist. Infinitesimal perturbations of Z
resolve this singularity problem. With the same notation as in Theorem 20, Z proper,
but singular, we perturb the trailing element of Z: Z˜ = Z+ εeneTn resulting in a non-
singular A˜=V Z˜VH . Applying Theorem 20 to A˜ and Z˜, we get that
span{v1, . . . ,v j}=K j(A˜−1,v1), j = 1, . . . ,n.
For Z a not proper and singular Hessenberg-like matrix, we have to perturb one or
more entries corresponding to the zeros in the R-factor of the QR-factorization of
Z. In this case the equality only holds for the first j ≤ k columns of V spanning
K j(A˜−1,v), for j = 1, . . . ,k, where k locates the first zero on the diagonal of R.
The following theorem states uniqueness of the reduction procedure.
Theorem 22 (Implicit Q-theorem) Consider a nonsingular matrix A. Let V1 and V2
be two unitary matrices sharing the same first column (up to a unimodular factor)
such that
Q1R1 = Z1 =VH1 AV1 and Q2R2 = Z2 =V
H
2 AV2,
where the Z1 and Z2 are two Hessenberg-like matrices. Let k1 (resp. k2) be the posi-
tion of the first zero on the diagonal of R1 (resp. R2), this is a measure of properness.
Then, Z1(1 : k,1 : k) and Z2(1 : k,1 : k) are essentially equal, with k =min{k1,k2}.
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Proof The matrix K j(A,v) has the vectors v,Av, . . . ,A j−1v as columns. Using stan-
dard properties of Krylov spaces we get (σ is a unimodular factor) :
V1K j(Z−11 ,e1) = K j(V1Z
−1
1 V
H
1 ,V1e1) = K j(A
−1,V1e1)
= σ K j(A−1,V2e1) = σ K j(V2Z−12 V
H
2 ,V2e1) = σV2K j(Z−12 ,e1),
for 1≤ j≤ k. The first three equalities hold for 1≤ j≤ k1, the last three hold for 1≤
j ≤ k2, by Theorem 20. The left and the right terms are QR-factorizations. Essential
uniqueness of the QR-factorization implies that the first k columns of the matrices V1
and V2 are essentially identical proving thereby the Theorem.
The approach, as presented, here is not the only possibility for proving unique-
ness. Direct calculations exploiting the intrinsic low rank structure of Hessenberg-like
matrices are also possible [26]. Also the link to standard (reverted) Krylov subspaces
can be used [2], here the authors exploit the link
span{v1, . . . ,v j}= span{An−1v, . . . ,An− jv}, j = 1, . . . ,n−1,
when considering v as the solution of the system An−1v= v1.
7 Ritz-values and the new similarity transformations
In this section, we will prove that the new similarity transformation for bringing the
matrix A to Hessenberg-like form inherits rational Krylov behavior, i.e., the eigenval-
ues in that part of the matrix already in Hessenberg-like form are rational Ritz-values.
The reduction to Hessenberg form and the classical Hessenberg-like [27] procedure,
inherit, on the contrary, the classical Ritz-value convergence behavior.
7.1 Part of the matrix in the desired structure
Let us clarify which parts of the matrices during the unitary similarity transforma-
tions proposed in this article are already of the desired structure. We will indicate, by
graphical schemes, in an interactive fashion, which rotations remain unaltered during
the remaining reduction procedure. As they will not alter anymore, these transforma-
tions make up the part of the matrix in final form. In the next schemes, the rotations
that will not be affected anymore by fusions and shift-throughs are marked with a •.
We commence with the reduction to Hessenberg form. In the first phase of the
reduction process three rotations are removed (marked with ×), this corresponds to
bringing the first column of the matrix A in Hessenberg form. We note that in the
removal process of these three rotations the top transformation will not change. This
implies that the upper left element of the matrix a11 was already in final Hessenberg
form before executing the similarity transformations, hence the •.
Ê • × × × × ×
Ë ×  × × × ×
Ì ×   × × ×
Í ×    × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê • × × × × ×
Ë • × × × ×
Ì ×  × × ×
Í ×   × ×
Î ×
5 4 3 2 1
(18)
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The result is the matrix A(31) depicted in the right of Scheme (18), another rotation is
now in final form and will not change when removing the next two rotations, marked
by×. Denote the global reduction to Hessenberg form withVHAV =H. Scheme (18)
indicates the following equalities2: for the left scheme we get that a11 = eT1 Ae1 =
eT1He1 and for the right scheme we get that A
(31)(1 : 2,1 : 2) = [e1,e2]TA(31)[e1,e2] =
[e1,e2]TVHAV [e1,e2] = [e1,e2]TH[e1,e2] are already of Hessenberg form. More pre-
cisely we get a11 = h11 and A(31)(1 : 2,1 : 2) =H(1 : 2,1 : 2). Removal of two marked
rotations in the right of Scheme (18) gives the left of Scheme (19).
Ê • × × × × ×
Ë • × × × ×
Ì • × × ×
Í ×  × ×
Î ×
5 4 3 2 1
−−→
Ê • × × × × ×
Ë • × × × ×
Ì • × × ×
Í • × ×
Î ×
5 4 3 2 1
(19)
The left of Scheme (19) (the first two columns are in Hessenberg form) is equivalent
to A(42)(1 : 3,1 : 3) = [e1,e2,e3]TA(42)[e1,e2,e3] = [e1,e2,e3]TH[e1,e2,e3] = H(1 :
3,1 : 3) and the right scheme (the first three columns are in Hessenberg form) implies
A(53)(1 : 4,1 : 4) = [e1,e2,e3,e4]TA(53)[e1,e2,e3,e4]
= [e1,e2,e3,e4]TVHAV [e1,e2,e3,e4] = H(1 : 4,1 : 4).
Since A(53) = H, we get full equality here.
For the reduction to Hessenberg-like form, we get similar results. Let us illustrate
compactly which parts of the matrix will reach final form after a number of similarity
transformations. Assume in the end VHAV = Z of Hessenberg-like form.
Ê • × × × × ×
Ë  × × × × ×
Ì   × × × ×
Í    × × ×
Î ×
7 6 5 4 3 2 1
−−→
Ê • × × × × ×
Ë • × × × ×
Ì  × × × ×
Í   × × ×
Î ×
5 4 3 2 1
(20)
When starting the reduction procedure (left of Scheme (20)) the upper left part of A is
already in final form, implying that eT1V
HAVe1 is fixed throughout the remainder of
the procedure. In the right of Scheme (20) we note that the upper left 2×2 subblock
of the matrix corresponding to [e1,e2]TVHAV [e1,e2] is of the desired Hessenberg-like
structure and will not alter anymore. In the following two schemes clearly the part
that will remain unaltered grows.
Ê • × × × × ×
Ë • × × × ×
Ì • × × ×
Í  × × ×
Î ×
5 4 3 2 1
−−→
Ê • × × × × ×
Ë • × × × ×
Ì • × × ×
Í • × ×
Î ×
5 4 3 2 1
2 We assume Ve1 = e1. Another initial similarity transformation to obtain a generic Ve1 is possible and
does not complicate matters. It coincides with a different starting vector for obtaining the Ritz-values.
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7.2 Relation with the (rational) Ritz-values
The Ritz-values of a matrix A are defined as the eigenvalues of the projected coun-
terpart VHAV , where the columns of V = [v1,v2, . . . ,vk] form an orthogonal ba-
sis for the Krylov subspace Kk(A,v1) = span{v1,Av1,A2v1, . . . ,Ak−1v1}, i.e. that
span{v1,Av1,A2v1, . . . ,Ak−1v1} = span{v1,v2,v3, . . . ,vk}. For rational Ritz-values
(without shifts) we consider the Krylov subspace Kk(A−1,v). In [1, 7, 15, 16] the
convergence of (rational) Ritz-values to eigenvalues is studied and it is proven that
under mild conditions on, e.g., the starting vector, the Ritz-values approximate those
eigenvalues well-separated from the rest of the spectrum first. In some circumstances
these are not the eigenvalues one wants to find first, as a result shift and invert tech-
niques are used resulting in rational Ritz-values.
When transforming a matrix to Hessenberg form, it is known that the part of the
matrix already in Hessenberg form has as eigenvalues the Ritz-values. We will show
now that in the reduction to Hessenberg-like form, the part of the matrix already in
Hessenberg-like form will have as eigenvalues the rational Ritz-values.
Let us first consider the unitary similarity transformation to Hessenberg form.
Assume we have a matrix with its QR-factorization A = QR. As proved in Sec-
tion 3.1 the reduction to Hessenberg form coincides with a transformation of the
QR-factorization to the form H = VHAV = QˆRˆ, where Qˆ is a unitary Hessenberg
and Rˆ is upper triangular. Assume that the unitary Hessenberg matrix is proper3
and hence the upper triangular matrix R(1 : n−1,1 : n−1) is nonsingular (see Sec-
tion 6.1). In this case we see that the part already in Hessenberg form corresponds to
[e1, . . . ,ek]TVHAV [e1, . . . ,ek] = [v1, . . . ,vk]HA[v1, . . . ,vk]. The vectors vi (1 ≤ i ≤ k)
span the Krylov space Kk(A,v1), that is Kk(A,v1) = span{v1,v2, . . . ,vk}, see, e.g.,
[29]. Consider now the reduction to Hessenberg-like form. We start with the QR-fac-
torization of the matrix A = QR. The reduction to Hessenberg-like form results in a
factorization ofVHAV = QˆRˆ, where Qˆ is now a lower unitary Hessenberg matrix, and
Rˆ is still upper triangular. Assume the unitary matrix to be irreducible and the upper
triangular matrix to be nonsingular.
We see that the matrix part [v1, . . . ,vk]HA[v1, . . . ,vk] already in final Hessenberg-
like form has the rational Ritz-values, since Kk(A−1,v1) = span{v1,v2, . . . ,vk} by
Theorem 20. As already stressed in Section 6.2, the properness of the Hessenberg-
like matrix does not necessarily imply nonsingularity of the matrix R. In case of a
singular R, however, computing A−1 is impossible and rational Krylov does not exist.
Singularity of R does, however, not pose any constraints on the unitary similarity
transformation to Hessenberg-like form. The convergence behavior resembles still
the convergence behavior of rational Krylov sequences (see Remark 21).
Example 23 In this example we will plot Ritz-value behavior for a symmetric ma-
trix having 100 eigenvalues equally spaced in the interval [1/n,1]. In Figure 1, the
horizontal axes denotes the order of the part of the matrix already in Hessenberg or
Hessenberg-like form. The vertical axes represent an interval containing the eigen-
3 Otherwise we have a reducible Hessenberg matrix and then we need a suitable vector for reconstruct-
ing the corresponding Krylov sequence.
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Fig. 1 Convergence plots of Ritz-values. The horizontal axes denotes the order of the part of the matrix
already in Hessenberg or Hessenberg-like form. The vertical axes represent an interval containing the
eigenvalues of the original matrix. The size and type of dots refers to the accuracy of the approximation.
A small dot is depicted if a Ritz-value approximates an eigenvalue in the range [10−2.5,10−5], a bigger dot
if the approximation lies within [10−5,10−7.5] and a plus sign if the approximation is better than 10−7.5.
values of the original matrix. In the figures, the size and type of dots refers to the
accuracy of the approximation (see the caption of Figure 1).
Three convergence plots of the Ritz-values are shown in Figure 1. The leftmost
figure shows the standard Ritz-value convergence behavior, the rightmost the con-
vergence related to the reduction to Hessenberg-like form and one can see that this
convergence pattern is almost identical to the pattern received when performing the
Hessenberg reduction on A−1, where convergence of the inverse of the eigenvalues is
plotted towards the eigenvalues of A.
23
It can be seen from the figures, that the convergence to small eigenvalues is faster
when reducing a matrix to Hessenberg-like form, rather than Hessenberg form, this
is a result of the rational Ritz-value behavior.
8 Conclusions and future research
In this paper a new alternative approach was discussed for constructing unitary simi-
larity transformations algorithmically unifying the reductions to Hessenberg-like and
Hessenberg form. With respect to the reduction procedure proposed in [23], there
are two main differences. First, the new procedure is computationally advantageous
and is algorithmically closer to the reduction to Hessenberg form enabling transfor-
mations to generalized Hessenberg(-like) form. Second, the new reduction procedure
inherits the rational Ritz-value convergence behavior, whereas the classical procedure
has the traditional Ritz-value convergence behavior.
It was proven in [13], that Rational Krylov with shifts has a close relation with
semiseparable plus diagonal matrices. Unfortunately the semiseparable plus diagonal
case does not fit in the novel framework provided here. Future research will focus on
this aspect and search for an alternative unitary similarity transformation to semisep-
arable plus diagonal form, inheriting the rational Krylov behavior, with shifts.
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