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Resumen
En este trabajo se presenta un me´todo nume´rico de cuarto orden, no oscilatorio, que
utiliza un esquema centrado de volu´menes finitos para resolver leyes de conservacio´n
hiperbo´licas. Para la discretizacio´n espacial se utiliza un algoritmo de reconstruccio´n
de valores puntuales en funcio´n de valores promedio, el cual conserva la monotonia de
los promedios en cada celda y garantiza que el nu´mero de puntos extremos en la solu-
cio´n no exceda del nu´mero de ma´ximos y mı´nimos que posee la condicio´n inicial. Las
integrales temporales se evalu´an mediante fo´rmulas de cuadratura gaussiana aproxi-
mando el flujo temporal mediante un esquema Runge-Kutta de orden 4 con la ayuda
de una extensio´n natural continua y una interpolacio´n de cuarto orden no oscilatoria.
Para reducir la difusio´n nume´rica en las discontinuidades de contacto se aplica un
procedimiento de compresio´n artificial basado en una correccio´n del flujo en las celdas
afectadas por el salto. El esquema descrito se ha aplicado con e´xito en la resolucio´n
de varios problemas tipo test, mostrando su cara´cter no oscilatorio, que los errores de
precisio´n son de orden 4 y el buen grado de resolucio´n en discontinuidades.
1. Introduccio´n
En este trabajo se presenta un esquema nume´rico de cuarto orden disen˜ado para re-
solver las leyes de conservacio´n hiperbo´licas de la forma:
∂u
∂t
+
∂f(u)
∂x
= 0, u(x, 0) = u0(x) (1)
donde u0(x) es una funcio´n acotada conocida.
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Supondremos que el intervalo temporal se encuentra discretizado uniformemente en
los valores tn = n · ∆t, n = 0, 1, 2, · · · , NT , y que hemos elegido una malla espacial de
puntos equidistantes xj = xj−1 + ∆x, ∀j = 1, · · · , NX, donde ∆x y ∆t son constantes
conocidas. El esquema nume´rico que se presenta en este trabajo esta´ basado en un me´todo
de volu´menes finitos, el cual integra la ecuacio´n (1) respecto a los variables espacio y
tiempo en los denominados volu´menes de control.
Dado un punto (xj , tn), los esquemas tipo upwind toman como volumen de control
el definido por:
[
xj− 1
2
, xj+ 1
2
]
× [tn, tn+1], siendo xj± 1
2
= xj ± ∆x2 . Ello crea la dificultad
de la aproximacio´n de los flujos en los puntos xj± 1
2
. Nessyahu & Tadmor [6] presentaron
los denominados esquemas centrados, capaces de evitar la resolucio´n de un problema de
Riemann en dichos puntos frontera. En los esquemas centrados, el volumenes de control
elegido alrededor de cada punto (xj , tn) es el siguiente: [xj , xj+1]×
[
tn, tn+1
]
. De esta forma
la ecuacio´n (1) se convierte en:
un+1
j+ 1
2
= un
j+ 1
2
− 1
∆x
[∫ tn+1
tn
f (u (xj+1, τ)) dτ −
∫ tn+1
tn
f (u (xj , τ)) dτ
]
(2)
habiendo definido:
un
j+ 1
2
=
1
∆x
∫ xj+1
xj
u (ϕ, tn) dϕ (3)
En el instante t = tn supondremos conocida una aproximacio´n de orden O((∆x)4) de
los siguientes promedios de la solucio´n: unj =
1
∆x
∫ xj+12
x
j− 12
u (ϕ, tn) dϕ. La seccio´n 2 de este
trabajo analiza la definicio´n de los polinomios de reconstruccio´n:
Rj(x;un) = u(x, tn) +O((∆x)4), ∀x ∈
[
xj− 1
2
, xj+ 1
2
]
(4)
usando los valores promedio uni , i ∈ {j − 2, j − 1, j, j + 1, j + 2}. Utilizando dichos poli-
nomios en la ecuacio´n (2) tomaremos esta aproximacio´n para los promedios de (3):
un
j+ 1
2
≡ 1
∆x
∫ xj+12
xj
Rj(x;un) dx+
∫ xj+1
x
j+12
Rj+1(x;un) dx
 (5)
Las integrales que aparecen en (5) se evaluara´n de forma exacta dado que, como veremos
posteriormente, Rj(x;un) y Rj+1(x;un) son polinomios de grado menor o igual que 3.
Las integrales respecto a la variable tiempo que aparecen en (2) se aproximan mediante
una fo´rmula de cuadratura gaussiana con 2 nodos de integracio´n:
1
∆x
∫ tn+1
tn
f(u(xj , τ))dτ ≡ ∆t2 ·∆x (f(u(xj , t
n + β0∆t)) + f(u(xj , tn + β1∆t))) (6)
siendo:
β0 =
(
1− 1/√3
2
)
, β1 =
(
1 + 1/
√
3
2
)
(7)
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En la fo´rmula (6) falta por aproximar los valores de u(xj , tn + βk∆t), k ∈ {0, 1}. Para
ello usaremos un me´todo Runge-Kutta de orden 4 con la ayuda de una extensio´n natural
continua. Con dicha te´cnica:
u(xj , tn + βk∆t) ≡ Rj(xj , un)−4t
4∑
i=1
bi(βk)K
(i)
j (8)
siendo:
b1(β0) =
1
6
−
√
3
108
, b2(β0) = b3(β0) =
1
6
− 8
√
3
108
, b4(β0) = −
√
3
108
b1(β1) =
18 +
√
3
108
, b2(β1) = b3(β1) =
9 + 4
√
3
54
, b4(β1) = − 1
36
√
3
(9)
El coeficiente K(i)j coincide con la derivada en el punto xj del polinomio interpolante
Pj(x; f(y(i))), el cual es el polinomio de grado menor o igual que 3 que usa los valores
puntuales f(y(i)k ), k ∈ {j − 2, j − 1, j, j + 1, j + 2}, estando e´stos definidos por:
y
(1)
j ≡ Rj(xj ;un), y(2)j = y(1)j +
4t
2
K
(1)
j , y
(3)
j = y
(1)
j +
4t
2
K
(2)
j , y
(4)
j = y
(1)
j +4tK(3)j (10)
Ma´s detalles sobre la obtencio´n de estos coeficientes pueden encontrarse en Bianco et al. [2]
o Levy et al. [4]. Al igual que ocurre con el polinomio Rj(x;un), el polinomio Pj(x; f(y(i)))
satisface ciertas condiciones de monoton´ıa para preservar el cara´cter no oscilatorio del
esquema resultante. La siguiente seccio´n esta´ dedicada a la definicio´n de ambos polinomios.
2. Polinomios de reconstruccio´n no oscilatorios.
En esta seccio´n se presenta el procedimiento que permite definir los polinomiosRj(xj ;un)
y Pj(x; f(y(i))). Ambos polinomios son de grado 3 con lo cual el esquema resultante es de
orden 4. Para definirlos imponemos las restricciones que se muestran a continuacio´n.
2.1. Reconstruccio´n de valores puntuales a partir de valores promedio.
Al igual que en Balaguer & Conde [1], inicialmente consideramos el polinomio de grado
3 que verifica estas condiciones:
qj(xj ;un) = unj , qj(xj−1;u
n) = unj−1, qj(xj+1;u
n) = unj+1, ∆x
dqj
dx
(xj ;un) = dnj (11)
dnj sera´ definido posteriormente para preservar el comportamiento no oscilatorio de la
reconstruccio´n. El polinomio qj(x;un) interpola valores promedio aunque nuestro objetivo
es conseguir una reconstruccio´n de valores puntuales que sea de O((∆x)4). Adema´s, para
preservar la estabilidad del esquema resultante consideramos el para´metro θnj definido en
Liu & Tadmor [5]. De esta forma definimos:
Rj(x;un) = θnj
(
qj(x;un)− 124 (∆x)
2 d
2qj(x;un)
dx2
)
+ (1− θnj )unj (12)
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Con ello, el polinomio resultante adopta esta forma:
Rj(x;un) = unj + θ
n
j
(
− 1
24
(
unj−1 − 2unj + unj+1
)
+
(
unj−1 − unj+1 + 10dnj
8
)(
x− xj
∆x
)
(13)
+
(
unj−1 − 2unj + unj+1
2
)(
x− xj
∆x
)2
+
(−unj−1 + unj+1 − 2dnj
2
)(
x− xj
∆x
)3)
El polinomio Rj(x;un) presentara´ un comportamiento no oscilatorio siempre que tenga la
misma forma y el mismo grado de monoton´ıa que la secuencia de promedios {unj−1, unj , unj+1}.
Considerando la siguiente notacio´n:
Snj = Sign(UC
n
j ), UC
n
j = u
n
j+1 − unj−1, URnj = unj+1 − unj , UC2nj = unj+2 − unj−2
dsnj ≡
2
3
UCnj −
1
12
UC2nj , ds1
n
j =
UCnj
10
, ds2nj =
1
2
(
UCnj − 4 · URnj
)
, (14)
ds3nj =
1
2
(
4 · URnj − 3 · UCnj
)
, ds4nj =
1
6
(
5 · UCnj − 4 · URnj
)
, ds5nj =
1
6
(
4 · URnj + UCnj
)
en Balaguer & Conde [1] se demuestra que dichas condiciones se verifican con la siguiente
definicio´n de dnj :
Caso (A): Promedios mono´tonos, es decir, se cumple que
unj−1 ≤ unj ≤ unj+1, o unj−1 ≥ unj ≥ unj+1
En este caso definimos dnj del siguiente modo:
(A1) Si Snj = 0 entonces d
n
j = 0.
(A2) Si Snj 6= 0 y
(
2 · Snj · UCnj ≥ Snj · UC2nj
)
entonces dnj = ds
n
j
(A3) Si Snj 6= 0 y
(
2 · Snj · UCnj < Snj · UC2nj
)
entonces:
(A3.1) Si unj =
unj+1 + u
n
j−1
2
definimos dnj =
 ma´x
{
ds1nj , ds
n
j
}
si Snj > 0
mı´n
{
ds1nj , ds
n
j
}
si Snj < 0
(A3.2) Si unj 6=
unj+1 + u
n
j−1
2
entonces:
(A3.2.1) Si
∣∣∣URnj − 12UCnj ∣∣∣ ≥ 18 ∣∣∣UC2nj − 2 · UCnj ∣∣∣ entonces:
dnj =
 ma´x
{
ds2nj , ds3
n
j , ds
n
j
}
si Snj > 0
mı´n
{
ds2nj , ds3
n
j , ds
n
j
}
si Snj < 0
(A3.2.2) Si
∣∣∣URnj − 12UCnj ∣∣∣ < 18 ∣∣∣UC2nj − 2 · UCnj ∣∣∣ entonces:
dnj =

UCnj
2 − Snj · C1 ·
∣∣∣2 · URnj − UCnj ∣∣∣ si ∣∣∣∣URnjUCnj − 12
∣∣∣∣ ≤ C2
UCnj
2 si
∣∣∣∣URnjUCnj − 12
∣∣∣∣ > C2
siendo C1 =
√
15
15 y C2 =
15−√15
28
4
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Caso (B): Los promedios tienen un ma´ximo. En este caso: unj−1 < u
n
j > u
n
j+1 y
la definicio´n de dnj se efectua del siguiente modo:
(B1) Si UC2nj = 2 · UCnj entonces dnj = dsnj
(B2) Si UC2nj < 2 · UCnj entonces dnj = mı´n
{
ds2nj , ds4
n
j , ds
n
j
}
(B3) Si UC2nj > 2 · UCnj entonces dnj = ma´x
{
ds3nj , ds5
n
j , ds
n
j
}
Caso (C): Los promedios tienen un mı´nimo, es decir, unj−1 > u
n
j < u
n
j+1. La
definicio´n de dnj se efectua teniendo en cuenta lo siguiente:
(C1) Si UC2nj = 2 · UCnj entonces dnj = dsnj
(C2) Si UC2nj < 2 · UCnj entonces dnj = mı´n
{
ds3nj , ds5
n
j , ds
n
j
}
(C3) Si UC2nj > 2 · UCnj entonces dnj = ma´x
{
ds2nj , ds4
n
j , ds
n
j
}
2.2. Reconstruccio´n de valores puntuales a partir de valores puntuales.
Para el ca´lculo de los polinomios Pj(x; f(y(i))) partimos de los valores puntuales
f(y(i)k ), k ∈ {j − 2, j − 1, j, j + 1, j + 2}. Con ello, construimos el polinomio de grado
3 que verifica estas condiciones:
Pj(xj ; f(y(i))) = f(y
(i)
j ), Pj(xj−1; f(y
(i))) = f(y(i)j−1), Pj(xj+1; f(y
(i))) = f(y(i)j+1) (15)
Como cuarta condicio´n se considera que, ∆xdPjdx (xj ; f(y
(i))) = dP (i)j y dicho valor de dP
(i)
j
sera´ definido con el objetivo de preservar la forma y el grado de monoton´ıa que poseen los
datos discretos de partida. De acuerdo con dichas condiciones, el polinomio Pj(x; f(y(i)))
adopta la siguiente definicio´n:
Pj(x; f(y(i))) = f(y
(i)
j ) + θ
(i)
j
(
dP
(i)
j ·
(
x− xj
∆x
)
+
(
f(y(i)j−1)− 2f(y(i)j ) + f(y(i)j+1)
2
)
·
(
x− xj
∆x
)2
+
(
−f(y(i)j−1) + f(y(i)j+1)− 2 · dP (i)j
2
)
·
(
x− xj
∆x
)3)
(16)
Nuevamente el valor de θ(i)j se define segu´n lo expuesto en Liu & Tadmor [5] con el objetivo
de evitar la aparicio´n de falsos extremos en la solucio´n nume´rica obtenida.
La definicio´n de dP (i)j coincide con la expuesta en la seccio´n 2 para d
n
j con la excep-
cio´n que cambiamos los valores promedio unj por los valores puntuales f(y
(i)
j ) (en general
cambiamos U por F ) y adema´s, definiendo (ma´s detalles en Balaguer & Conde [1]):
FC
(i)
j = f(y
(i)
j+1)− f(y(i)j−1), FR(i)j = f(y(i)j+1)− f(y(i)j ), C1 =
√
3
6
, C2 =
6
12 +
√
3
,
dPs1(i)j = 0, dPs2
(i)
j =
1
2
(
FC
(i)
j − 8 · FR(i)j
)
, dPs3(i)j =
1
2
(
8 · FR(i)j − 7 · FC(i)j
)
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3. Algoritmo de compresio´n artificial.
En Ferna´ndez-Nieto & Mart´ınez [3] se presenta una te´cnica de compresio´n artificial
para evitar la difusio´n nume´rica que presentan algunos esquemas de segundo orden. La
idea es reemplazar el flujo en las celdas situadas alrededor de las discontinuidades de
contacto. En este trabajo adaptamos el algoritmo de compresio´n artificial descrito en [3]
al esquema de orden 4 presentado en las secciones anteriores. Por simplicidad presentamos
el algoritmo resultante para el caso de la ecuacio´n escalar. La extensio´n a problemas no
lineales se puede desarrollar siguiendo las ideas descritas en [3].
Supondremos que se resuelve el problema:
∂u
∂t
+
∂(v · u)
∂x
= 0, u(x, 0) = u0(x) (17)
siendo v una constante conocida. Consideramos que λ0 es el nu´mero CFL bajo el cual el
esquema nume´rico es estable.
Paso 1: Elegimos ∆t∆x tal que λ0− | v | ∆t∆x > 0
Paso 2: En el instante de tiempo t = tn, conocidos los promedios de la solucio´n unk
calculamos la siguiente constante en cada punto xj :
dsnj =
1
12
(
unj−2 − 8unj−1 + 8unj+1 − unj+2
)
(18)
Puede observarse que dsnj ha sido utilizada en la seccio´n 2.1 para definir el valor de la
derivada del polinomio qj(x;un) en el punto xj . Adema´s, puede comprobarse que con
dnj = ds
n
j se consigue un polinomio Rj(x;u
n) que verifica Rj(x;un) = u(x, tn)+O((∆x)4).
Paso 3: En las celdas [xj− 1
2
, xj+ 1
2
] para las cuales dsnj−1 < 12, ds
n
j < 12 y ds
n
j+1 < 12
se aplica el esquema nume´rico descrito en la seccio´n 2 resolviendo el problema (1) con
f(u) = v · u.
Paso 4: Si dsnj ≥ 12 entonces en las celdas [xk− 1
2
, xk+ 1
2
] con k ∈ {j − 1, j, j + 1} se
aplica el esquema nume´rico descrito en la seccio´n 2 pero resolviendo el problema (1) con
f(u) = v · u+ ρ(u− unj−2)(u− unj+2) siendo:
ρ =
λ0− | v | ∆t∆x
λ0 · (unj−2 − unj+2)
(19)
4. Algunos ejemplos tipo test.
Para verificar el comportamiento no oscilatorio y la precisio´n del esquema nume´rico
descrito en este trabajo, a continuacio´n presentamos la resolucio´n de varios problemas tipo
test.
Problema 1 Consideramos la ecuacio´n escalar:
∂u
∂t
+
∂(v · u)
∂x
= 0, u(x, 0) =
{
1 0,15 < x < 0,45
0 en otro caso
(20)
Para resolver dicho problema consideramos una malla conNX = 100 puntos en el intervalo
[0, 1] y calculamos el resultado final para T = 0,3 con NT = 120 pasos de tiempo. De esta
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Figura 1: Soluciones nume´ricas del problema 1 en T = 0,3 con NX = 100, NT = 120. En
la compresio´n artificial λ0 = 0,35
forma ∆t = 0,25∆x. La figura 1 compara el resultado obtenido al aplicar el esquema
descrito en la seccio´n 2 con y sin el algoritmo de compresio´n artificial. En este u´ltimo
algoritmo se considera que λ0 = 0,35. Al aplicar la compresio´n artifical la difusio´n nume´rica
disminuye notablemente, de forma que tal so´lo 2 nodos intervienen en cada discontinuidad
de contacto. Tampoco se observan oscilaciones nume´ricas de taman˜o mayor al del error de
truncamiento local.
Problema 2 Cambiamos la condicio´n inicial en la ecuacio´n (20):
∂u
∂t
+
∂(v · u)
∂x
= 0, u(x, 0) =
{
sin(pix) 0 ≤ x ≤ 0,5
0 en otro caso
(21)
A pesar de que el algoritmo de compresio´n artificial descrito en [3] ha estado disen˜ado
para discontinuidades de contacto con estados constantes, probamos su aplicacio´n a este
problema con estados no constantes. Los resultados se encuentran en la figura 2. De nuevo
hemos elegido una malla con NX = 100 puntos en el intervalo [0, 1] y se ha calculado
el resultado final para T = 0,3 con NT = 120. En la compresio´n artificial λ0 = 0,35. El
algoritmo de compresio´n artificial produce un resultado con poca difusio´n nume´rica sin
oscilaciones nume´ricas.
Problem 3. Resolvemos la ecuacio´n de Burgers con condiciones iniciales perio´dicas:
∂u(x, t)
∂t
+
∂
(
1
2u
2(x, t)
)
∂x
= 0, −1 ≤ x ≤ 1, u (x, 0) = 1 + 1
2
sin(pix) (22)
La tabla 1 muestra los errores obtenidos en las normas L1 y L∞, calculando el orden de
precisio´n experimental de la solucio´n nume´rica en T = 0,3 con ∆t = 0,2∆x. En ella se
observa que nuestro esquema presenta un error que es de orden 4 en las dos normas L1 y
L∞. Dado que dicha ecuacio´n no tiene soluciones con discontinuidades de contacto no se
ha aplicado el algoritmo de compresio´n artificial.
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Figura 2: Soluciones del problema 2 en T = 0,3 con NX = 100, NT = 120 y λ0 = 0,35
NX L1 error L1 orden L∞ error L∞ orden
80 2.644516 10−6 4.07 1.975064 10−5 4.29
160 1.568363 10−7 4.23 1.008918 10−6 4.25
320 8.331654 10−9 4.20 5.313971 10−8 4.36
640 4.511819 10−10 4.13 2.594052 10−9 4.12
Tabla 1: Errores en la solucio´n nume´rica del problema 3 en T = 0,3 con ∆t = 0,2∆x.
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