Abstract. Let M(R d ) denote the space of locally finite measures on R d and let
with the vague topology, and let M 1 (M(R in which it is stationary is when ν is the invariant distribution of super Brownian motion. As is well-known, for d ≥ 3 there exists a one-parameter family,
, c > 0, of invariant probability distributions for d-dimensional super Brownian motion, and the mean measure of ζ (c) possesses a density given by π ζ (c) = c. These measures are translation invariant and ergodic [2] , from which one can obtain a law of large numbers. (Mixing results also exist for these measures [5] .) However, when one considers the invariant distributions of measure-valued diffusions whose underlying motion is a spatially dependent diffusion process rather than Brownian motion, the invariant distributions will not be translation invariant and one can not appeal directly to an ergodic theorem.
We now describe the class of measure-valued diffusion processes whose invariant distributions we will be studying. Consider an operator L 0 on R We will assume that the martingale problem for L 0 is well-posed; that is, the diffusion process corresponding to L 0 is conservative (nonexplosive). Because of the symmetry, the diffusion will be reversible. This conservative, reversible diffusion will serve as the underlying motion for the measure-valued diffusion.
The branching mechanism for the measure-valued diffusion is assumed to be of as a scaled, high-density limit of the point measure-valued process corresponding to independent branching particles which undergo L 0 -diffusion and whose branching mechanism is related to the coefficients α and β above [6] .
For a probability distribution ν ∈ M 1 (M(R d )) whose support is contained in the set of measures for which (1.2) is well-defined (that is, ν satisfies [13, condition (1.
3)]), let P ν denote the probability measure which corresponds to the Markov process with transition mechanism given by (1.2) and such that X(0) has distribution ν under P ν . Denote the distribution of X(t) under P ν by ζ t , for each t ≥ 0. A
In order to describe a class of invariant distributions of the above measure- , and let p(t, x, y) denote its transition kernel so that [12] . The subcriticality condition can be stated probabilistically as follows. The Feynman-Kac formula gives
, where E x is the expectation corresponding to P x . Thus, subcriticality is equivalent to the condition
In particular, if β ≡ 0, then subcriticality is equivalent to the transience of the diffusion process Y (t).
For later use, we note that it follows from the symmetry property of L 0 that
(We sketch a proof of this at the end of the section.)
for all t > 0 is called an invariant positive function for the semigroup T t . If f is invariant, then it is L-harmonic; that is, it satisfies Lf = 0. (To see this, multiply both sides of the equality T t f = f by exp(−t) and integrate from 0 to ∞ to obtain 
Substituting f for the integrated expression gives (L − 1)f = −f , and we conclude that Lf = 0.)
, for some κ ∈ (0, 1], which satisfies µT t = µ (i.e., < µ, T t f >=< µ, f >, for all bounded, measurable f ), for all t > 0 is called an invariant density for T t . In the symmetric case under consideration, the connection between invariant densities and invariant positive functions is as follows:
µ is an invariant density for T t if and only if it is of the form µ = hm sym , where h is an invariant positive function for T t .
Remark. Note in particular that if β = 0, then h = 1 is an invariant positive function and µ = m sym is an invariant density (the invariance of h = 1 is equivalent to the conservativeness of the diffusion).
We can now state a result concerning invariant distributions of the above class of measure-valued diffusions.
Theorem A [13] . Assume that which is uniquely defined by its Laplace-transform:
is absolutely continuous with respect to Lebesgue measure and its density is given by Before stating our first result concerning a law of large numbers for ζ (µ) , we need to recall a fact from spectral theory. Since β is bounded from above, the 6 operator L acting on smooth compactly supported functions is semibounded and can be extended via the Friedrichs' extension to a unique self-adjoint operator on
, m sym dx) [14] which we will continue to call L. Let σ(L) denote the spectrum of L which, by self-adjointness, is contained in the real line. Define
In fact λ c (L) coincides with the so-called generalized principle eigenvalue for L on
, this latter being defined as inf{λ : L − λ possesses a Green's function} [12] .
Thus, in light of (1.4), we have 
Remark. As is explained below in the paragraph preceding Theorem 2, it is always 
Thus, choosing bounded sets A n which increase to A, it follows from Theorem 1
].
We now present briefly a couple of multi-dimensional examples where λ c (L) < 0 so that Theorem 1 applies and where furthermore the invariant positive harmonic functions h can be calculated explicitly so that the invariant distributions ζ , and all of these positive harmonic functions are invariant positive functions [12] . These minimal invariant positive functions, {h v } v∈S d−1 , can be represented explicitly as follows:
The second example above treated the case of subcritical super-Brownian motion.
is not covered by Theorem 1 since λ c (L) = 0 in this case. We now present an alternative sufficiency condition for a strong law of large numbers to hold as well as a sufficiency condition for a weak law to hold. These alternative conditions cover, in particular, the critical super-Brownian motion.
Before stating the theorem, we recall a few basic facts about h-transforms. Let 
and such that
Then the invariant distribution ζ (µ)
satisfies the weak law of large numbers with respect to any nonnegative f for which f h is bounded and < f, µ >= ∞; that is, if {f n } is an increasing sequence of compactly supported functions converging to f ,
− probability to 1.
If one can choose the sequence {D n (x)} such that
∞ n=1 γ n < ∞, and such that l n < ∞ for all n and lim sup n→∞l
satisfies the strong law of large numbers with respect to {f n }; that is,
Remark 1. The remark after Theorem 1 concerning the class of admissible functions f and the possibility of choosing f = 1 A holds just as well, of course, for Theorem 2.
Remark 2. As will be seen in the proofs of Corollaries 1 and 2 below, in typical cases the sets D n (x) will be decreasing in n and satisfy
Remark 3. In Theorem 1, where the strict negativity condition on the spectrum is assumed, the requirements in order that a strong law of large numbers hold for a function f and an invariant distribution ζ
depended on the particular distribution in question-that is, on µ = hm sym -only through the requirement that f h be bounded and that < f, µ >= ∞, this latter condition of course being necessary in order to even consider a law of large numbers. In Theorem 2 however, where the strict negativity condition on the spectrum is no longer assumed, the requirements depend more heavily on the particular distribution via the function h.
We now apply Theorem 2 to two different classes of measure-valued diffusions.
The first class contains the critical super-Brownian motion as a particular case. The 
The second corollary of Theorem 2 treats one-dimensional measure-valued diffusions. Before stating the result, we need to make a few remarks about onedimensional diffusion processes. Let
with 0 < a ∈ C to +∞ (−∞) with probability one and we will say that the diffusion is transient to +∞ (−∞). On the other hand, if it is integrable at both +∞ and −∞, then the diffusion process will have a positive probability of running off to +∞ and a positive probability of running off to −∞, and we will say that the diffusion is 
Recall that the subcriticality assumption guarantees that at least one of H(−∞) and

H(∞) is finite.
Case i. Assume that both H(−∞) and H(∞) are finite. Then ζ (µ)
satisfies the weak law of large numbers with respect to f ; that is, if {f n } is an increasing sequence of compactly supported functions converging to f , then
If in addition,
Case ii. Assume that H(∞) = ∞ (resp. H(−∞) = −∞). Assume in addition that
f is supported away from +∞(resp. − ∞). 
satisfies the strong law of large numbers with respect to {f n }; that is, We now turn to the result on mixing, for which we will need the following assumption. 
In particular therefore, ζ For the proofs we will need an estimate on the covariance of ζ (µ) . We define the second moment operator M (2) ν (·, ·), the covariance operator Cov ν (·, ·) and the variance operator V ar ν (·) of a probability measure ν ∈ M 1 (M(D)) as follows:
Theorem B. The covariance of the invariant distribution ζ
Theorem B in the case of the variance, that is the case that f = g, was proved in [13] . For the covariance, one uses the formula Cov(f, g) =
14 We now sketch a proof of (1.5). It is well known that the Green's function is symmetric in x and y in the case of an operator of the form <f n ,µ> in (1.12), we have
Recall that p(t, x, y) denotes the transition kernel of the semigroup T t so that 
Since λ c (L) = sup σ(L) < 0 by assumption, the integral operator G defined 
By the Rayleigh-Ritz variational formula [15] , we have
By assumption, f n is compactly supported and locally bounded; thus, f n ∈
, m sym dx) and it follows from (2.3) and (2.4) that there exists a constant
By assumption,
f h is bounded; thus there exists a constant c 2 > 0 such that f n ≤ c 2 h, for n = 1, 2, .... Using this along with (2.2) and (2.5), we have (2.6)
Now (2.1) and (2.6) give
Let ρ > 1. By adding terms to the sequence if necessary and preserving the monotonicity, there exists a subsequence {f
Thus, by Chebyshev's inequality and (2.7) we have for > 0,
It then follows from (2.8) and the lemma of Borel-Cantelli that
By monotonicity, there exists a nondecreasing sequence {k
. From this and the defining property of the subsequence {n k } we obtain
From (2.9) and (2.10) we conclude that
h is uniformly bounded in k, it follows from the lemma of Borel-Cantelli that
Now an argument similar to (2.10) gives the strong law of large numbers.
We now turn to the proofs of Corollaries 1 and 2.
Proof of Corollary 1. For uniformly elliptic operators, it is known [1] that there
From this it follows in particular that there exists a constant C > 1 such that
We use ( It then follows from (2.17) and the definition of γ n in Theorem 2 that there exists
From (2.17) and the definition of l n in Theorem 2, we obtain for some C 2 > 1,
In light of (2.18) and (2.19), the strong law of large numbers follows from Theorem 2.
Proof of Corollary 2. The operator L h is given by
We have
We must consider two cases separately. First consider the case that both H(−∞)
and H(∞) are finite. In this case, the Green's function is given by
(To calculate this, one solves for u n in the equation L h u n = −f on (−n, n) with u n (−n) = u n (n) = 0, then lets n → ∞ and substitutes f (z) = δ y (z). The resulting
integrate twice, using −n as the lower limit of integration.) It is easy to see that there exists a constant C > 0 such that
Let {z n } be a positive sequence converging to ∞ and satisfying We now turn to the case in which H(−∞) is finite but H(∞) is not (the opposite case being treated similarly). In this case the Green's function is given by
(One calculates the Green's function by the method noted parenthetically after (2.20), except that this time it is better to let 0 be the lower limit of integration.)
where {z n } is a sequence increasing to ∞ and chosen so that
Recall that an assumption of the corollary in this case is that the support of f is bounded away from +∞. From (2.26), (2.27 ) and the choice of D n (x), it follows that (2.28)
where C > 0. If C is sufficiently large, then from (2.26) we have
A look at the proof of Theorem 2 reveals immediately that everything works just 
is infinitely divisible, it follows from [3, 9] that
is associated. It is known [10, 11] that for associated random variables, independence is equivalent to uncorrelatedness, and we will show below that the asymptotic independence of η(A
, which we call mixing (Definition 2), is equivalent to the following asymptotic uncorrelatedness of η(A
n ) and η(A (2) n ) under ζ 
n )dζ
n )dζ (µ) (η)) = 0.
We first prove that (3.1) holds whenever Assumption 1 is in effect, and then we show that (3.1) implies mixing. 22
Recalling the definition of Cov ν (f, g), defined before (1.12), note that the expression in the parentheses on the left hand side of (3.1) is just Cov ζ (µ) (1 A 
n ) > y).
By associativity, H 
n )dζ Therefore, by the condition on {A (1) n } ∞ n=1 and {A (2) n } ∞ n=1 in the corollary, Assumption 1 holds.
