An active area in psychosis research is the identification of predictors of transition to a psychotic state among those who are assessed as being at high risk of psychosis. Many of the potential predictors are time dependent in the sense that they may change over time and are measured at a number of assessment time points. Examples are various psychopathological measures such as negative symptoms, positive symptoms, depression, and anxiety. Most research in transition to psychosis has not made use of the dynamic nature of these measures, probably because suitable statistical methods and software have not been easily available. However, a relatively new statistical methodology is well suited to include such time-dependent predictors in transition to psychosis analysis. This methodology is called joint modelling and has recently been incorporated in mainstream statistical software. This paper describes this methodology and demonstrates its usefulness using data from one of the pioneering studies on transition to psychosis.
| INTRODUCTION
Early intervention is recognised as an important approach in medicine, including mental health. Psychosis, being a debilitating mental condition with onset occurring mainly at a young age (late adolescence and early adulthood), is an obvious target for early intervention (Malla et al., 2016; Riecher-Rössler & McGorry, 2016) . In the 1990s and 2000s, strategies for identifying individuals at risk of onset of psychosis were developed. These strategies opened up the possibility of trialling interventions to delay or possibly even prevent the development of psychotic disorder. One such strategy is the so-called "ultra-high risk" (UHR) criteria (Yung, 1998; Yung et al., 1996; Yung, Phillips, Yuen, & McGorry, 2004) , which make use of a combination of state and trait risk factors (attenuated psychotic symptoms, brief and intermittent psychotic symptoms, and genetic risk factors).
Another strategy relies on the so-called "basic symptoms" (Klosterkötter, 2001) to identify those at risk of psychosis. This approach is generally based on symptoms of nine cognitive disturbances (Schultze-Lutter, Klosterkötter, Picker, Steinmeyer, & Ruhrmann, 2007; Schultze-Lutter, 2009 ).
In early studies, individuals identified using these strategies exhibited subsequent rates of transition to psychosis as high as 20% to 40% during the year after identification (Schultze-Lutter et al., 2007; Yung et al., 2003; Yung et al., 2004) . However, research in recent years has reported reduced transition rates (Fusar-Poli et al., 2012; Hartmann et al., 2016; Simon, Umbricht, Lang, & Borgwardt, 2014; Yung et al., 2007) In order to provide even more targeted interventions, it is desirable to be able to identify which of those individuals classified as at risk will transition. To achieve this, risk factors for transition need to be determined among these at-risk individuals.
As the determination of the occurrence of transition to psychosis requires a time of follow-up, the relevant studies are usually longitudinal in nature. Such studies are amenable to the collection of measurements over time regarding patients' status on a range of measures (e.g., type and intensity of psychiatric symptoms and psychosocial circumstances). Such measurements can be viewed as outcomes as they provide information as to whether the treatments concerned have brought about improvement in the patients. However, they can also be valuable in the prediction of transition because they indicate progressive changes in the patients' conditions. In this role, they are called time-dependent predictors. Most research of predictors of transition has been based only on attributes and measures obtained at baseline (Cannon et al., 2008; Nelson et al., 2013; Nieman et al., 2014; Ruhrmann et al., 2010; Yung et al., 2004) , and time-dependent predictors have largely been ignored (Nelson, McGorry, Wichers, Wigman, & Hartmann, 2016) . One possible reason is that the statistical methodology and software required for the incorporation of timedependent predictors into analysis have not been readily available.
However, over the past 2 decades, statistical methods that can provide a more flexible modelling framework for both the time-to-event and longitudinal aspects have emerged. The resulting methodology is called joint modelling (Chi & Ibrahim, 2006; Rizopoulos, 2012; Tang & Tang, 2015; Tang, Tang, & Pan, 2014) . Corresponding software for implementing joint modelling in analysis has also recently become available in mainstream statistical software packages (Gould et al., 2015) . The aim of this paper is to describe the joint modelling methodology and how it can enhance the analysis of transition to psychosis.
Data from a pioneering study of transition to psychosis is used to illustrate its application and utility.
| Typical transition to psychosis study design
A typical transition to psychosis study recruits individuals assessed at high risk of becoming psychotic. Various characteristics and measures are assessed at baseline such as demographics, duration of untreated symptoms, psychopathological symptoms, and functioning. If the study is a randomized trial, random allocation of treatments also occurs at baseline. The participants are then followed up for a specified period of usually 1 to 2 years. During the follow-up period, the occurrence of transition is monitored and recorded. Typically, assessments of various measures are repeated within the follow-up period. The frequency of these assessments can range from monthly to once every 6 months depending on the study design. Given that the highest rate of transition is likely to be within the first 12 months (Nelson et al., 2013) , it is desirable that measurements are repeated relatively frequently early in the study. Failure to achieve this may result in data paucity during the phase when most transitions occur, undermining the usefulness of the time-dependent predictors.
The joint modelling methodology is well suited to include time-dependent predictors in the analysis of transition to psychosis.
It consists of two main components: the Cox regression model and the linear mixed-effects model. The former accommodates the time-to-event outcome and the latter time-dependent predictors. A brief description of each of these two components is given below.
| Cox regression and linear mixed-effects modelling
Cox regression is arguably the most widely used technique for evaluating predictors of a time-to-event outcome (Kalbfleisch & Prentice, 2002) . In the context of transition to psychosis, it takes account of not only the occurrence or non-occurrence of the transition event but also the time to transition. In addition, it makes full use of the information resulting from censoring, that is, the time known to remain non-psychotic for those who have not transitioned at the end of the observation time. In analysing transition to psychosis, Cox regression is based on the hazard of transition. Mathematically, the hazard is defined as the instantaneous rate of transition, that is, the rate of transition at the next instant given that the individual has remained non-psychotic up to that point. Practically, the hazard is a measure of the risk of transition at a particular time point in the sense that the higher the hazard, the higher the risk. The Cox regression model specifies that the hazard of transition is given by a mathematical relationship between the baseline hazard and the predictors included in the model. The predictors can be any characteristics of the patients such as age at baseline, gender, and duration of untreated symptoms.
The baseline hazard is not related to the baseline time point in spite of its name. It is a measure of the risk of transition when all the predictors in the model have the value zero. The baseline hazard may not have a real meaning (for example, a patient with age zero is meaningless in reality). It is a mathematical construct to enable the hazard of transition to be estimated for a particular patient with a particular set of values for the predictors. The influence of a predictor is measured by the hazard ratio associated with that predictor. The hazard ratio is the ratio of the hazards of two values of the predictor concerned with the two values usually being one unit apart. For example, the hazard ratio of age is the ratio of the hazards between two ages that are 1 year apart. For a non-numerical characteristic such as gender, numerical codes would be used such as 0 for male and 1 for female. Then the hazard ratio of gender is the ratio of the hazards between the two gender categories. Through the Cox regression model, the influence of each predictor can be quantified and estimated from the data concerned. Also, the statistical significance of each predictor can be examined using appropriate statistical tests.
However, Cox regression is primarily for fixed predictors, that is, those with values that do not change over time, such as age at baseline and gender. It can be extended to accommodate timedependent predictors using the counting process formulation (Andersen, Borgan, Gill, & Keiding, 1993; Fleming & Harrington, 1991) . The resulting model is sometimes referred to as the extended Cox model (Rizopoulos, 2012) . Under this formulation, each timedependent predictor is assumed to change value only at the next available assessment, that is, the value is assumed to be constant between assessments. This approach is not reasonable under many situations, especially when the durations between assessments are not short (Rizopoulos & Takkenberg, 2014) . Moreover, this approach can produce severely biased estimates of the effects of the predictors (Prentice, 1982 ) and thus will not be considered further in this paper.
Linear mixed-effects modelling is a well-established methodology for analysing multilevel data, that is, data in which units of lower levels are nested within units of higher levels (Goldstein, 2011; Verbeke & Molenberghs, 2009) . Longitudinal data are a type of multilevel data in which the assessment occasions (lower level) are said to be nested within the individuals (higher level). The units within the lower level, in this case, the repeated measurements within each individual, are likely to be correlated. So ordinary regression methods that assume independent measurements usually do not work well and can yield inflated significance levels and, in some cases, biased parameter estimates. Linear mixed-effects models incorporate so-called random effects to estimate the variation attributable to the trajectory of each individual and account for the correlations for within-individual measurements. The overall trajectory of the measurements over time is estimated by fixed effects (which have the same interpretation as the parameters in ordinary regression). The fixed effects and the random effects together enable the estimation of the trajectories of individuals. With the estimation of the trajectory for each individual, no assumption that the predictors remain constant between assessments is required as the estimated trajectory models these values at any specified time.
| The joint model
Research has been carried out on joint modelling for the past 2 decades, and it is still an active research area. The working of joint modelling is quite simple conceptually. It uses linear mixed-effects modelling to estimate the subject-specific mean trajectories of a time-dependent predictor, and then it incorporates the estimated trajectories into the Cox regression framework, which in turn enables the estimation of the effects of the time-dependent predictors on the risk of transition. The hazard ratio of a time-dependent predictor at a particular time in the timeframe concerned is the ratio of the hazards that corresponds to a unit change in the mean value of the time-dependent predictor at that time. (Rizopoulos, 2012) . As mentioned above, the assumption that the measurements of timedependent predictors remain constant between assessments is no longer needed because of the estimated trajectories provided by the linear mixed-effects modelling. Accordingly, joint modelling provides a more rigorous analysis of the data concerned.
The implicit assumption behind the above description of joint modelling is that the risk of transition at any time point depends on the values of the time-dependent predictors at that time point. This can be regarded as the basic joint model and is called the current value parameterization. The mathematical formulation of the basic joint model can be found in Yuen and Mackinnon (2016) and also Rizopoulos (2012) . Many variations to this basic specification of the joint model are possible (Rizopoulos, 2012) . For example, interaction terms between the fixed predictors and the time-dependent predictors can be introduced. There can be time-lagged time-dependent predictors in the sense that the risk of the outcome event depends not on the current values of the time-dependent predictors but on past values that are certain time units before the current time point.
Joint model parameters representing the effects of the predictors can be estimated using maximum likelihood (Henderson, Diggle, & Dobson, 2000; Hsieh, Tseng, & Wang, 2006; Wulfsohn & Tsiatis, 1997) . Bayesian methods such as Markov chain Monte Carlo techniques may also be used (Brown & Ibrahim, 2003; Xu & Zeger, 2001 ). Joint modelling has been implemented in mainstream statistical software packages including R, Stata, SAS, and WINBUGS (Gould et al., 2015) . For this paper, the JM R package Version 1.4-0 (Rizopoulos, 2010; Rizopoulos, 2012) was used. The JM package uses the maximum likelihood approach to estimate the joint model parameters and is quite versatile. It allows the fitting of the basic joint model and variations such as interaction terms and time-lagged predictors as mentioned above. It also provides different options for the baseline hazard. For ordinary Cox regression, the form of the baseline hazard is usually left unspecified. This is an advantage of Cox regression because it avoids potential misspecification arising from choice of a particular form for the baseline hazard and yet still allows the estimation of the effects of the predictors. However, in the context of joint modelling, a completely unspecified baseline hazard generally leads to underestimation of the standard errors of the model parameters (Hsieh et al., 2006; Rizopoulos, 2012) . As hazard functions are frequently unknown, the JM package maintains flexibility by allowing the baseline hazard to be specified as a piecewise-constant function or a spline function. The use of a piecewise-constant function means that the timeframe under consideration is split into a number of intervals and the baseline hazard is assumed to take on different constant values within each interval.
This avoids the problem associated with a completely unspecified baseline hazard and at the same time allows a certain degree of flexibility by not imposing a specific probability distribution to be associated with the baseline hazard. The use of a spline function assumes that the baseline hazard in each interval is defined as a polynomial function. Thus, rather than assuming different constant values for the baseline hazard at different time intervals, a spline allows defined curves at different time intervals. The JM package also provides estimates for the survival probability at a given time for an individual with particular values of the predictors concerned. In the context of transition to psychosis, the survival probabilities are the probabilities of remaining non-psychotic. Equivalently, estimates of the probability of transition at a given time (i.e., 1-survival probability)
can be obtained.
The JM package utilizes two other R packages: the survival package (Therneau & Lumley, 2012) and the nlme package (Pinheiro & Bates, 2000; Pinheiro, Bates, DebRoy, & Sarkar, 2012) . The former is used to fit the Cox model, and the latter is used to fit the linear mixed-effects model. The package JM then extracts all the required information (predictor vectors, design matrices, event indicator, etc.) from the two fitted models to fit the joint model.
| The real data example
As a demonstration of the joint modelling methodology, data from a study of risk factors of transition to psychosis were used (Yung et al., 2003) . This was one of the pioneering studies that helped establish the UHR criteria for both clinical and research use. In this study, a sample of 49 individuals assessed as meeting the UHR criteria were followed up for a maximum period of 12 months. Patients were recruited as they were admitted into the PACE Clinic in Melbourne, Australia. The PACE Clinic is an outpatient clinical service specifically developed to assess, care for and follow up individuals at high risk of developing a psychotic disorder. Assessments were conducted at study entry and subsequently at approximately monthly intervals until transition to frank psychotic illness, or until 12 months from study entry, whichever occurred first. For the purpose of illustration, two potential time-varying risk factors for transition based on the Scale for the Assessment of Negative Symptoms (SANS; Andreasen, 1982) were considered. They are the SANS Anhedonia-Asociality (SANS_AA) subscale score and the SANS Attention (SANS_AT) subscale score. The standard treatment of the PACE clinic, from which the sample of patients used in the manuscript came, puts a strong emphasis on improving functioning and activity management, both of which would include targeting the sorts of symptoms represented in these subscales. Also, negative symptoms have been thought to be associated with the onset of schizophrenia (Brent, Seidman, Thermenos, Holt, & Keshavan, 2014; Cornblatt et al., 2003) . SANS_AA can range from 0 to 20 and SANS_AT from 0 to 10. The mean baseline SANS_AA score was 7.5 (SD = 5.6) with an observed range of 0 to 18. The mean baseline SANS_AT score was 1.4 (SD = 1.9) with an observed range of 0 to 8. To give an idea of the trajectory over time for these two variables, the SANS_AA scores and the SANS_AT scores of the first four participants in the study are shown in Figures 1 and 2 
| The analysis
The association between each of the two SANS subscales and transition, as well as the predictive ability of each subscale on transition, was analysed using two methods:
1. Cox regression using only the baseline data. This was used as a benchmark for the joint model analysis described below.
2. The basic joint model using all available data from baseline to 12 months and with piecewise-constant baseline hazard. (The spline baseline hazard was also used but is not reported in this paper as very similar results were obtained.)
Receiver operating characteristic (ROC) curves were used to compare the predictive performance of the two methods. For Method 1, after the Cox model had been fitted using the baseline scores, the 1-year survival probability for each participant was estimated from the model. If the estimated survival probability was less than a specified cutoff value, then the participant was predicted to transition within 1 year; otherwise, the prediction was no transition. The possible cutoff values considered were 0, 0.01, 0.02, …, 1, that is, the entire probability range with increments of 0.01. For each cutoff probability, sensitivity and specificity were computed and were then used to construct the ROC curves.
For Method 2, the 1-year survival probability for each participant was estimated from the fitted joint model. But this time, the estimation was derived not only from the baseline score but also from the follow-up scores. Specifically, for each participant, the survival probability was first estimated from the baseline score. If the estimated survival probability was less than a specified cutoff value, then the participant was predicted to transition within 1 year and the estimation stopped. Otherwise, the next available follow-up score together with the baseline score was used to estimate the survival probability. At this point, the prediction was based on two considerations. First, as before, a prediction of transition within 1 year was made if the estimated survival probability fell below a specified cutoff value. Second, a change in the estimated survival probability compared with the FIGURE 1 SANS Anhedonia-Asociality (SANS_AA) subscale scores of the first four participants in the sample. The participants are identified by 1, 2, 3, 4. The overall trajectory (from linear mixed-effects modelling) based on the whole sample is indicated by the dotted line FIGURE 2 SANS Attention (SANS_AT) subscale scores of the first four participants in the sample. The participants are identified by 1, 2, 3, 4. The overall trajectory (from linear mixed-effects modelling) based on the whole sample is indicated by the dotted line estimated baseline survival probability could indicate that the patient's condition has worsened or has not made enough improvement. So if the change was less than a specified amount, again, a prediction of transition was made. If a prediction of no transition was made, then the estimation was repeated using the next follow-up score together with all previous scores. Again, a prediction of transition was made if the estimated survival probability fell below the cutoff or if the change in survival probability compared to the estimated baseline survival probability was less than a specified amount. In other words, a prediction of transition was made if either one (or both) of the two conditions mentioned above was satisfied and each of these two conditions had its own cutoff value. For the first condition, again, the entire probability range of 0 to 1 with increments of 0.01 was The prediction process in Method 2 mimics what could happen in practice. When a patient is seen the first time, the patient will be assessed on a range of measures, and a first prediction can be made using these baseline assessments. If the patient has not transitioned and is seen a second time, a second set of assessments will be obtained and a second prediction can be made using the second assessments together with the baseline assessments. Such revision of predictions would continue for subsequent assessments.
Positive and negative likelihood ratios (Guyatt, Rennie, Meade, & Cook, 2015) for transition were also computed. The positive likelihood ratio (LR+) is sensitivity/(100 − specificity) and the negative likelihood ratio (LR−) is (100 − sensitivity)/specificity. A better predictive method should have a larger LR+ and a smaller LR−. In the context of transition to psychosis within a specified timeframe, a large LR+ means a positive test result occurs more frequently in patients who will transition than those who will not, whereas a small LR− means a negative test result occurs more frequently in patients who will not transition than those who will.
2 | RESULTS Table 1 shows the estimated association between each of the two SANS subscales and transition in terms of the hazard ratio. Cox regression using only the baseline values gave a non-significant (at the 5% level) hazard ratio for SANS_AA and a significant ratio for SANS_AT.
Joint modelling yielded significant hazard ratio for both. Estimates of hazard ratios are larger under joint modelling for both predictors. Figure 3 shows the ROC curves for the prediction of 1-year transition using SANS_AA. In this figure, the ROC curve of the joint model is entirely above that of the Cox regression, indicating that the prediction provided by joint modelling was better. A similar ROC curve for the prediction using SANS_AT is shown in Figure 4 , in which the ROC curve of the joint model was almost completely above that of the Cox regression. This result again indicates that joint modelling provided better prediction. Figure 5 shows the likelihood ratios corresponding to the SANS_AA prediction results shown in Figure 3 . A rule of thumb is that, in order to be practically important, LR+ should be 2 or more and LR− should be 0.5 or less (Guyatt et al., 2015) . It can be seen in Figure 5 that, for the predictions based on Cox regression using only the base- FIGURE 3 Receiver operating characteristic curves for the prediction of 1-year transition using SANS Anhedonia-Asociality subscale score via two methods: Cox regression using only the baseline scores and basic joint model using available scores from all time points. Diagonal line represents random guessing However, even though the joint model predictions are better, none of the joint model likelihood ratios fall into the desirable region where both LR+ and LR− are beyond their respective thresholds, that is, LR + being above 2 and LR− being less than 0.5 together (the shaded region in Figure 5 ). Figure 6 shows the likelihood ratios corresponding to the SANS_AT prediction results shown in Figure 4 . Again, joint modelling shows better performance reflected in both positive and negative likelihood ratios individually and in combination. None of the points of Cox regression fall into the desirable region, whereas two of the points of joint model fall on the border of the desirable region and one falls clearly within the region. In comparison with Figure 5 , the results in Figure 6 are better. This would be expected as SANS_AT was a more significant predictor than SANS_AA.
| DISCUSSION
In the analysis of transition to psychosis data, it is intuitively reasonable to expect that using all the data from baseline to follow-ups could produce more useful analysis than using only baseline data simply because more information is used. However, in the past, it was difficult to include longitudinal data in such prediction models due to the lack of suitable statistical methodology. The relatively new methodology of joint modelling and the corresponding software provide the means to achieve this. Simulation studies have been carried out to investigate the performance of joint modelling. Wu, Liu, Yi, and Huang (2012) compared joint modelling with a two-stage approach in which longitu- Receiver operating characteristic curves for the prediction of 1-year transition using SANS Attention subscale score via two methods: Cox regression using only the baseline scores and basic joint model using available scores from all time points. Diagonal line represents random guessing FIGURE 5 Plot of positive and negative likelihood ratios (LR+ and LR−) for the prediction of 1-year transition using SANS AnhedoniaAsociality subscale score via two methods: Cox regression using only the baseline scores and basic joint model using available scores from all time points. The shaded region is the desirable region where LR+ is above 2 and LR− is below 0.5
Plot of positive and negative likelihood ratios (LR+ and LR −) for the prediction of 1-year transition using SANS Attention subscale score via two methods: Cox regression using only the baseline scores and basic joint model using available scores from all time points. The shaded region is the desirable region where LR+ is above 2 and LR− is below 0.5 the two-stage approach. Ibrahim, Chu, and Chen (2010) compared joint modelling with the extended Cox model (Andersen et al., 1993; Fleming & Harrington, 1991; Rizopoulos, 2012) using simulated survival and time-dependent longitudinal data. They found that joint modelling gave unbiased estimates, whereas the extended Cox model gave biased estimates under some circumstances. Also, the performance of the former was more satisfactory than the latter in terms of confidence interval coverage. Yuen and Mackinnon (2016) conducted simulations to compare joint model analysis of time-to-event outcome with the conventional Cox regression analysis (i.e., using only baseline data). Again, they found that joint modelling performed better in terms of unbiasedness and confidence interval coverage.
In the present study, we used real data to compare the performance of using all available data through joint modelling with the conventional approach using only baseline data in a Cox regression model. The results of the analysis indicate that joint modelling produced better results than Cox regression. Joint modelling detected a significant association between the SANS Anhedonia-Asociality subscale and transition to psychosis whereas Cox regression did not.
In practice, this means that some important associations could be overlooked if only baseline data are used. When the SANS Anhedonia-Asociality subscale was used to predict 1-year transition, joint modelling performed better in having better sensitivity and specificity values as evidenced by a higher ROC curve. The corresponding positive and negative likelihood ratios were also better for joint modelling.
In the case of the SANS Attention subscale, both methods showed a significant association. But again, joint modelling performed better in prediction. As the prediction was based on only one predictor on each occasion, it was not expected that the prediction results based on joint modelling would be very good. Nevertheless, these results illustrate the potential usefulness of joint modelling. The practical implication of using joint modelling for prediction of transition is that repeat assessments of symptoms would be required. (This is already what is done in our clinic-it is standard to have a monthly review by a psychiatrist in the PACE clinic.) As mentioned above, prediction of transition to psychosis would be updated each time a follow-up assessment is done. Treatments might then need to be modified in response to the prediction. As a high proportion of UHR patients would transition within the first year of service entry (Nelson et al., 2013) , the assessments should be reasonably frequent such as monthly in order to capture any elevation in risk of transition promptly and to enable appropriate modification of treatments.
One practical difficulty in applying joint modelling in transition to psychosis research is of course acquiring the relevant longitudinal data in the first place. On the one hand, such data requires more time and resources to obtain; on the other hand, incomplete longitudinal data could render the estimation of the trajectories of the time-dependent predictors imprecise and hence reduce the usefulness of the prediction model. For the real data example, everyone completed the baseline assessment. As for the follow-up assessments, because there were 12 to be done for each individual, it was not surprising that not all follow-up assessments were completed for each person due to individuals missing some of the assessment appointments. Of the 29 censored cases, that is, those who did not transition by month 12, 79% had at least half of the follow-up assessments done and 59%
had at least three quarters of the assessments done. For those who did transition within 12 months, their follow-up assessments ceased once transition had occurred according to the study protocol at the time. For these transitioned cases, 80% had at least three quarters of the required follow-up assessments done. As for drop-out rate, only seven out of the sample of 49, that is, 14%, did not complete the last required assessment. So the overall participation level was very good.
In order for joint modelling to produce useful results, a high level of participation in the follow-up assessments is required from the research participants and could present practical difficulties. However, as demonstrated by the real data example, a high participation level is possible to achieve, although would require diligent effort on the part of the research teams. (Yuen & Mackinnon, 2016) . Moreover, due to the mathematical complexity involved in joint modelling, all currently available software can handle only one longitudinal predictor at a time. If more than one longitudinal predictor need to be considered, then predictors would need to be combined into a single variable in some way.
As joint modelling and the associated software are still evolving, it is likely that there will be improvements in the future in the mathematical tractability and the computer implementation of the methodology. In the meantime, available evidence has clearly demonstrated the potential usefulness of joint modelling, and this methodology should certainly be considered as a tool for the analysis of transition to psychosis data.
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