Introduction
Some kinds of computationally hard problems are used to construct public-key cryptosystems. However, most of the public-key cryptosystems used in the real world are based on either the integer factoring problem (IFP) or the discrete logarithm problem (DLP) [3] , [4] , [19] . Those problems are strongly believed to be difficult, but to date, no such proof has been known. At present, no efficient algorithm which solves IFP and DLP is known. However, due to the advance of computers and the progress of algorithms for IFP and DLP, such as the number field sieve (NFS) algorithm [15] , we require long keys to guarantee the security of the public-key cryptosystems based on those ones. This restriction causes an increase in computational costs for required processes. Moreover, it is known that quantum computers can solve IFP and DLP efficiently. Once quantum computers are realized in the future, those problems will be solved in polynomial time [23] , and most of the public-key cryptosystems which are used actually will also be broken. Therefore, it is important to study hard problems which endure quantum algorithms. NP-complete problems are believed not to be solvable by quantum computers in polynomial time [20] . Therefore, we focus on NP-complete problems.
A lattice is the set of all integral linear combinations of linearly independent vectors, and some intractable problems related to lattices are used to construct practical publickey cryptosystems [9] , [11] , [12] . We can see two especially important lattice problems. The one is the Shortest Vector Problem (SVP) [17] which is, given a lattice basis, to find the nonzero shortest vector in the lattice. The decision version of SVP is, given a lattice basis and a threshold value, to decide whether there is a nonzero lattice vector such that its length is below the threshold. The other is the Closest Vector Problem (CVP) [17] which is, given a lattice basis and a target vector, to find the lattice vector closest to the target. The decision version of CVP is defined analogous to the decision one of SVP, namely, given a lattice basis, a target vector, and a threshold value, to decide whether there exists a lattice vector such that the distance between it and the target is below the threshold. All those problems can be defined in any norm, but investigated frequently ones are with the p norm (1 ≤ p ≤ ∞).
The first complexity result for lattice problems is the NP-hardness of CVP under many-to-one reductions in any [25] . In [25] , it is also shown that SVP in the ∞ norm is NP-hard under many-to-one reductions. For SVP in any p norm (1 ≤ p < ∞), it is shown to be NP-hard under randomized reductions [1] , [6] , [16] . All the reductions used in [1] , [6] , [16] are reverse unfaithful random reductions (RUR-reductions, see [13] ) which map YES instances to YES instances with non-negligible probability, and NO instances to NO instances with the probability of 1. The NP-hardness of SVP under any deterministic reduction is one of the most important open problems. Complexity results of lattice problems are nicely surveyed by Cai [5] .
Ones of the most important algorithms related to lattices are basis reduction algorithms. Gauss invented a basis reduction algorithm with capability of finding the nonzero shortest vector in the 2 norm in a 2-dimensional lattice in polynomial time [17] . Later, Lenstra et al. invented an algorithm which is applicable to lattices of larger dimension in the 2 norm [14] . This algorithm is called the LLL algorithm. On input a lattice basis, the LLL algorithm finds a lattice vector within a factor 2 (n−1)/2 from the optimal in the 2 norm in polynomial time, where n is the rank of the lattice. To date, no polynomial-time algorithm which can approximate the shortest vector within a polynomial factor has been known. As for CVP, Babai proposed an algorithm which outputs an exponential approximation for it in polynomial time [2] .
In this paper, we introduce several new lattice problems. The first is named the Exact Length Vector Problem (ELVP) which is, given a lattice basis and a target length, to find a lattice vector of the target length. The second is a binary variant of ELVP, named the Binary Exact Length Vector Problem (BELVP). BELVP seems to be more applicable to cryptography than ELVP because of the smallness of witnesses. Finally, we consider a nonnegative variant of ELVP, named the Nonnegative Exact Length Vector Problem (NELVP). In this problem, lattice bases and solution vectors are restricted to be nonnegative, and the norm adopted is the 1 norm.
We also show some intractability results for those problems. First, we prove that ELVP in the ∞ norm is NPcomplete under many-to-one reductions. Next, we show that BELVP is NP-complete in any p norm (1 ≤ p ≤ ∞) under many-to-one reductions and NELVP is NP-complete under many-to-one reductions.
As an application of those problems, we can construct a public-key identification scheme [10] .
Preliminary

Lattices
Here, we describe some definitions related to lattices. For more details on lattices, we refer to [17] .
Let Z be the set of all integers, Z m be the set of all m-dimensional vectors of integers, and Z m×n be the set of all m × n integral matrices. Let Z m ≥0 be the set of all mdimensional vectors of nonnegative integers, and Z m×n ≥0 be the set of all m × n matrices of nonnegative integers.
A lattice in Z m is the set of all integral linear combinations of linearly independent vectors in Z m .
Definition 2.1
Let b 1 , b 2 , . . . , b n ∈ Z m be n linearly independent vectors, and for short, we denote them as a matrix B. Then, the lattice L(B) is defined as
We call B a basis for the lattice L(B). Integers m and n are called the dimension and the rank of the lattice L(B), respectively.
We also define norms which are used to measure the length of lattice vectors. In this paper, we consider the family of norms called the p norm (1 ≤ p ≤ ∞).
Definition 2.2
Let x = (x 1 , x 2 , . . . , x m ) be an m-dimensional integral vector. Then, for 1 ≤ p < ∞, the p norm · p of x is defined as
The 1 norm and the ∞ norm are particularly important in this paper. If p = ∞, then the ∞ norm is
NP-Complete Problems
Here, we review definitions and theorems on NP-complete problems. We refer to [7] , [13] , [24] for further details.
A reduction is a transformation function from one language to another one such that a solution for the latter problem can be used to obtain a solution for the former one. Polynomial-time many-to-one reductions are the most important ones.
Definition 2.3
A language X is polynomial-time many-to-one reducible to a language Y if there exists a polynomial-time computable function f : Σ * → Σ * , where for all x ∈ Σ * ,
Polynomial-time many-to-one reductions have the following important property.
Theorem 2.1
If X is polynomial-time many-to-one reducible to Y and Y is polynomial-time many-to-one reducible to Z, then X is polynomial-time many-to-one reducible to Z.
In NP, there exist some problems which are relatively harder than any problem in NP in the sense that if a polynomial-time algorithm to solve one of these hard problems are invented, then any problem in NP can be solved in polynomial time. Those hard problems are called NPcomplete.
Definition 2.4
A language Y in NP is said to be NP-complete under polynomial-time many-to-one reductions if any language X in NP is polynomial-time many-to-one reducible to Y.
For NP-complete problems, the following theorem holds from the transitivity of reductions.
Theorem 2.2
If X is NP-complete and X is polynomial-time many-to-one reducible to Y ∈ NP, then Y is also NP-complete.
From Theorem 2.2, to prove the NP-completeness of some problem in NP, we have only to show a polynomial-time many-to-one reduction from another problem which has already been proved to be NP-complete.
We also describe a few other reductions. RURreductions are formulated using nondeterministic Turing machines, and include many-to-one reductions as a special case.
Definition 2.5
A language X is reverse unfaithful random reducible (RUR-reducible) to a language Y if there is a nondeterministic polynomial-time Turing machine M such that for all x ∈ Σ * ,
• all computations are accepting,
• if x ∈ X holds, at least 1/p(|x|) of the outputs y of M must satisfy y ∈ Y, and • if x X holds, all of the outputs y must satisfy y Y, where p is a fixed polynomial.
We define the following reductions, which are a weak variant of RUR-reductions. The difference between RURreductions and the following reductions is the fraction of YES instances which are generated by these ones.
Definition 2.6
A language X is weak reverse unfaithful random reducible (wRUR-reducible) to a language Y if there is a nondeterministic polynomial-time Turing machine M such that for all x ∈ Σ * ,
• if x ∈ X holds, at least one of the outputs y of M must satisfy y ∈ Y, and • if x X holds, all of the outputs y must satisfy y Y.
Transitivity also holds for the last two reductions, and NPcompleteness is defined analogous to the case of many-toone reductions.
For the previous three reductions, the following theorem holds.
Theorem 2.3
Let X and Y be two languages. If X is RUR-reducible (or many-to-one reducible) to Y, then X is also wRUR-reducible to Y.
Proof:
The theorem follows since wRUR-reductions include RUR-reductions and many-to-one reductions as a special case.
We now describe some decision problems which are used in this paper. All of those problems are shown to be NP-complete [7] , [22] , [25] .
Partition is the decision problem which is, given an ndimensional vector a of positive integers, to decide whether there exists a vector v in {−1, +1} n such that a, v = 0 holds, where ·, · denotes the inner product of two vectors.
Definition 2.7
The decision problem Partition is, given a vector a = (a 1 , a 2 , . . . , a n ) of positive integers, to decide whether there exists a vector
Weak Partition is a variant of Partition. In this problem, although solution vectors must be nonzero, each component is allowed to be 0. The NP-completeness of Weak Partition was first shown by Shamir [22] , and later independently rediscovered by van Emde Boas [25] and Rubin. 
The decision problem One-In-Three 3SAT is a variant of 3SAT. A solution for One-In-Three 3SAT is a satisfying truth assignment such that each clause has only one true literal.
Definition 2.9
The decision problem One-In-Three 3SAT is, given a set of variables U = {u 1 , u 2 , . . . , u } and a set of clauses C = {c 1 , c 2 , . . . , c k }, where each clause c i has just three literals, to decide whether there exists a satisfying truth assignment such that each clause has only one true literal. Subset Sum is the problem which is, given an ndimensional vector a of positive integers and a positive integer K, to decide whether there is a binary vector v such that a, v = K holds.
Definition 2.10
The decision problem Subset Sum is, given a vector a = (a 1 , a 2 , . . . , a n ) of positive integers and a positive integer K, to decide whether there exists a vector
Integer Knapsack is a generalization of the well-known Knapsack problem. While Knapsack allows only binary vectors as solutions, Integer Knapsack allows vectors whose components are nonnegative integers. Integer Subset Sum is a special version of Integer Knapsack.
Definition 2.11
The decision problem Integer Subset Sum is, given a vector a = (a 1 , a 2 , . . . , a n ) of positive integers and a positive integer K, to decide whether there is a vector
The Exact Length Vector Problem
In this section, we define a new decision problem, named the Exact Length Vector Problem (ELVP), and consider its complexity. We also consider two variants of ELVP, namely, a binary variant and a nonnegative variant of ELVP, and prove their NP-completeness.
For 1 ≤ p ≤ ∞, the subscript p of the term ELVP p means that the p norm is used. For example, ELVP ∞ denotes ELVP in the ∞ norm. In the case that we do not stick to the kind of norms, we just denote as ELVP.
The Definition of ELVP and Its Complexity in the ∞
Norm ELVP is the decision problem which is, given a lattice basis and a target length, to decide whether there is a lattice vector whose length is the target one.
Definition 3.1
The decision problem ELVP is, given a basis matrix B ∈ Z m×n and a positive K, to decide whether there exists a lattice vector Bw (w ∈ Z n ) such that Bw = K holds.
We prove the NP-completeness of ELVP in the ∞ norm by reducing Partition to ELVP ∞ . Since Partition is proved to be NP-complete [7] , ELVP ∞ is also NPcomplete. The proof is a modification of the proof of the NP-completeness of SVP ∞ by van Emde Boas [25] . While the length of a solution vector for SVP ∞ is required to be at most K, that of a solution for ELVP ∞ is required to be exactly K, where K is the threshold value. However, the proof of SVP ∞ in [25] does not guarantee that the length of solutions is exactly K. Thus, we combine the technique used in the proof of the NP-completeness of CVP in [25] to guarantee that the length is exactly the target.
In the proof of the NP-completeness of ELVP ∞ , we use the following Lemma proved in [25] . Proof: ELVP ∞ is in NP because, given a lattice B and a vector Bw, the length of Bw and the membership in L(B) is easily checkable [17] . Moreover, the size of the solution vector Bw is bounded by O(m log K) . Now, we show a polynomial-time many-to-one reduction from Partition to ELVP ∞ . Let (a 1 , a 2 , . . . , a n ) be an instance of Partition and let M = 2 
In b n,2 and b n,4 , we replace the value Md 4n with M. Then, we discard the integer b 1,3 for some technical reason, and let the (5n − 1)-dimensional vector (b 1,1 , b 1,2 , b 1,4 , . . . , b n,5 ) be an instance of Weak Partition. It is shown in [25] that the previous transformation satisfies the condition of manyto-one reductions, i.e., (b 1,1 , b 1,2 , . . . , b n,5 ) is a member of Weak Partition if and only if (a 1 , a 2 , . . . , a n ) is a member of Partition.
Next, we set (5n − 1) lattice basis vectors b 1,1 , b 1,2 ,  b 1,4 , . . . , b n,5 in Z 5n as the column vectors of the following
Here, we also do not construct the vector b 1,3 for some technical reason. We let (B, 1) be an instance of ELVP ∞ . Now, we assume that the lattice vector Bw = 1≤i≤n,1≤ j≤5,(i, j) (1,3) w i, j b i, j is a solution for the instance (B, 1). Then, we obtain Bw ∞ = 1 and
Since the ∞ norm of the vector Bw is equal to 1, the sum 1≤i≤n,1≤ j≤5,(i, j) (1,3) b i, j w i, j must be equal to 0, and each |w i, j | ≤ 1 with not all w i, j = 0. Since the equation
holds, where w 1,3 is set to 0 and d 4n is set to 1, applying Lemma 3.1 repeatedly in M and d, we can obtain the following system of (4n + 1) equations which is equivalent to the original equation:
(1)
From (3) and (4), we obtain the equations w i,2 = −w i,1 and w i,4 = −w i,3 , respectively. Together with (2), w 1,1 = w 2,1 + w 2,3 = · · · = w n,1 + w n,3 holds, and therefore, the quantity w i,1 + w i, 3 does not depend on the index i. We call w i,1 + w i,3 the weight of a solution. Since b 1,3 is not contained in the instance of ELVP ∞ , the weight is restricted to w 1,1 ∈ {0, ±1}. This is why we does not contain b 1,3 and b 1, 3 in the instances of Weak Partition and ELVP ∞ . Without loss of generality, we consider that the weight of the solution is either 0 or 1. First, we assume that the weight is 0. In this case, w 1,1 = 0 and all w i, j = 0 are shown by solving the previous equations, and hence, this case does not appear.
Next, we assume that the weight is 1, hence w 1,1 = 1. In this case, by solving the equations (2), . . . , (5), we obtain the following solution:
The values of w 1,1 , . . . , w 1,5 are fixed, and for each i = 2, 3, . . . , n, there are two values that w i,1 , . . . , w i,5 can take. Next, we consider the equation (1) . Considering the previous solution, for each 1 ≤ i ≤ n, the equation w i,1 + w i,4 = ±1 always holds, and therefore, we obtain a solution for the instance (a 1 , a 2 , . . . , a n ).
We now prove the converse. Assume that there exists a solution for the instance (a 1 , a 2 , . . . , a n ). Then, there also exists a nonzero solution w ∈ {−1, 0, 1} n for 1≤i≤n,1≤ j≤5,(i, j) (1,3) b i, j w i, j = 0. Consider the lattice vector Bw = 1≤i≤n,1≤ j≤5,(i, j) (1,3) w i, j b i, j . Then, Bw is expressed as
Since the vector w = (w 1,1 , w 1,2 , . . . , w n,5 ) is a solution for the equation 1≤i≤n,1≤ j≤5,(i, j) (1,3) b i, j w i, j = 0, the second equality holds. Then, Bw ∞ = 1 holds, because all w i, j are bounded by 1 and not all equal to 0.
The Complexity of ELVP in Other p Norms
Here, we consider the complexity of ELVP in other p norms. In fact, we present a wRUR-reduction from the decision version of SVP to ELVP p for 1 ≤ p < ∞. First, we describe the definition of Decision-SVP. Since Decision-SVP is NP-complete for any p norm (1 ≤ p < ∞) under RUR-reductions [1] , [6] , it is also NPcomplete under wRUR-reductions.
Definition 3.2
Decision-SVP is, given a basis matrix B ∈ Z m×n and a positive K, to decide whether there exists a nonzero lattice vector Bw (w ∈ Z n \ {0}) such that Bw ≤ K holds. Now, we show the wRUR-reduction from Decision-SVP to ELVP in the p norm (1 ≤ p < ∞).
Theorem 3.2
For 1 ≤ p < ∞, ELVP p is NP-complete under wRURreductions.
Proof: First, we fix a positive integer p. The membership of ELVP p in NP is shown by the same argument for ELVP ∞ as seen at the beginning of the proof of Theorem 3.1.
We construct a nondeterministic polynomial-time Turing machine M which wRUR-reduces Decision-SVP p to ELVP p . Let (B, K) be an instance of Decision-SVP p . Then, for all positive integers x ∈ {1, . . . , Remark: 3.1 We failed to prove the NP-completeness of ELVP in any p norm (1 ≤ p < ∞) using the manyto-one reduction described in Sect. 3.1. The reason is the existence of "parasitic weight zero solutions" which also failed to prove the NP-completeness of SVP in any p norm (1 ≤ p < ∞) under many-to-one reductions in [25] .
In [1] , Ajtai used the prime number lattice to show an RUR-reduction from a restricted version of Subset Sum to SVP 2 . However, the technique would not be applicable to ELVP 2 since we do not know any solutions for the restricted subset sum problem, and it seems difficult to specify the target length in the prime number lattice.
A Binary Variant of ELVP
Here, we consider a binary variant of ELVP, named the Binary Exact Length Vector Problem (BELVP), which is, given a lattice basis and a target length, to decide whether there exists a binary coefficient vector accomplishing the target length.
Definition 3.3
The decision problem BELVP is, given a basis matrix B ∈ Z m×n and a positive K, to decide whether there exists a lattice vector Bw (w ∈ {0, 1} n ) such that Bw = K holds.
As for BELVP, we can prove its NP-completeness in any p norm (1 ≤ p ≤ ∞). To prove that BELVP is NPcomplete, we show a many-to-one reduction from One-InThree 3SAT to BELVP. Since One-In-Three 3SAT is shown to be NP-complete [7] , BELVP is also NP-complete.
Theorem 3.3
BELVP is NP-complete under many-to-one reductions in any p norm (1 ≤ p ≤ ∞).
Proof:
The membership of BELVP in NP is shown by the same argument for ELVP, and we only show a polynomialtime many-to-one reduction from One-In-Three 3SAT to BELVP.
In the construction of the reduction from One-In-Three 3SAT to BELVP, we use a reduction from One-In-Three 3SAT to Subset Sum in order to restrict solutions of BELVP to ones which offer correct solutions for One-In-Three 3SAT. Thus, we first show the many-to-one reduction from One-In-Three 3SAT to Subset Sum.
Let U = {u 1 , u 2 , . . . , u } and C = {c 1 , c 2 , . . . , c k } be an instance of One-In-Three 3SAT. We construct integers y 1 , z 1 , y 2 , z 2 , . . . , y , z and B from the pair (U, C). These integers are represented as decimal strings of length at most + k. For the first digits, the i-th digits of both y i and z i are set to 1 and others are set to 0. For the remaining k digits of y i (respectively, z i ), for 1 ≤ j ≤ k, the j-th digit is set to 1 if u i ∈ c j (respectively,ū i ∈ c j ) holds, and 0 otherwise. As for B, all + k digits are set to 1. Then, let (y 1 , z 1 , y 2 , z 2 , . . . , y , z , B) be an instance of Subset Sum. We denote (y 1 , z 1 , y 2 , z 2 , . . . , y , z ) as S for short. For example, Fig. 1 shows the instance of Subset Sum in the case that the set of clauses is C = {{u 1 ,ū 2 ,ū }, {ū 1 , u 2 , u }, . . . , c k }.
We assume that there exists a satisfying truth assignment for (U, C), and we construct a 2 -dimensional binary vector w such that w is a solution for (S , B). For 1 ≤ i ≤ , we set w 2i−1 = 1 and w 2i = 0 (respectively, w 2i−1 = 0 and w 2i = 1) if u i = true (respectively, u i = false) holds. From the condition of solutions for One-In-Three 3SAT and the way of the construction of S , the equation Fig. 1 In the case that the set of clauses is
holds. Therefore, the vector w is a solution for (S , B) .
Next, we prove the converse direction. From the assumption, there exists a vector w ∈ {0, 1} 2 such that the sum is equal to B. In order to obtain the first digits of B, for 1 ≤ i ≤ , either w 2i−1 = 1, w 2i = 0 or w 2i−1 = 0, w 2i = 1 must hold. If w 2i−1 = 1 (respectively, w 2i = 1) holds, then we set u i = true (respectively, u i = false). From the fact that the latter k digits of B are satisfied, all clauses are satisfied and each clause has just one true literal. Consequently, OneIn-Three 3SAT is polynomial-time many-to-one reducible to Subset Sum.
We note that when a subset of S is summed up, no rounding-up occurs since each clause has only three literals and each column in the table representing S contains at most three ones.
Next, we construct a polynomial-time many-to-one reduction from One-In-Three 3SAT to BELVP. First, we fix the p norm which is used to measure the length of lattice vectors. As previously, let (U, C) be an instance of One-InThree 3SAT. We construct a lattice basis B ∈ Z 
Assume that there exists a satisfying truth assignment for (U, C). Then, we define the (2 + 1)-dimensional vector w = (w 1 , w 2 , . . . , w 2 +1 ) by setting w 2i−1 = 1, w 2i = 0 (respectively, w 2i−1 = 0, w 2i = 1) if u i = true (respectively, u i = false) and w 2 +1 = 1. From the assumption that the number of true literals in each clause is 1, all the first k co- Fig. 2 In the case that the set of clauses is 1 p , the (2 + k + 1)-th coordinate of Bw must be 0. Hence, the vector w = (w 1 , w 2 , . . . , w 2 +1 ) must be a solution of (S , B) . Then, this solution gives a satisfying truth assignment for (U, C) using the reduction from One-InThree 3SAT to Subset Sum, reversely. Consequently, OneIn-Three 3SAT is polynomial-time many-to-one reducible to BELVP.
A Nonnegative Variant of ELVP
Here, we consider a nonnegative variant of ELVP, named the Nonnegative Exact Length Vector Problem (NELVP). Specifically, we restrict lattice bases and solution vectors to be nonnegative, and we only use the 1 norm.
Definition 3.4
The decision problem NELVP is, given a basis matrix B ∈ Z m×n ≥0 and a positive K, to decide whether there exists a lattice vector Bw (w ∈ Z n ≥0 ) such that Bw 1 = K holds. Now, we analyze the complexity of NELVP. To show its NP-completeness, we reduce Integer Subset Sum to NELVP.
Theorem 3.4
NELVP is NP-complete under many-to-one reductions.
Proof:
The membership of NELVP in NP is shown by the same argument for ELVP, and we only show a polynomialtime many-to-one reduction from Integer Subset Sum to NELVP.
Let (a 1 , a 2 , . . . , a n , K) be an instance of Integer Subset Sum. We split each a i into m nonnegative integers b j,i (1 ≤ j ≤ m) such that a i = m j=1 b j,i holds. Then, we define the lattice basis matrix B as
. . , b n be the column vectors of the matrix B. Then, let the pair (B, K) be an instance of NELVP. We assume that there exists a solution for Integer Subset Sum, i.e., there exists a vector w = (w 1 , w 2 , . . . , w n ) ∈ Z n ≥0 such that n i=1 a i w i = K holds. Then, the vector Bw is a solution for (B, K). In fact,
b j,n w n = b 1 1 w 1 + · · · + b n 1 w n = a 1 w 1 + · · · + a n w n = K holds, and therefore, (B, K) belongs to NELVP. The converse direction is analogously shown by the same equation. Consequently, NELVP is NP-complete. Remark: 3.2 A binary variant of NELVP, i.e., the problem, given a lattice basis B ∈ Z m×n ≥0 and a positive K, to decide whether there exists a lattice vector Bw (w ∈ {0, 1} n ) such that Bw 1 = K holds, is also shown to be NP-complete under many-to-one reductions.
We can construct a public-key identification scheme based on the binary variant of NELVP [10] . Our scheme is a practical three-pass identification scheme, and constructed like the Schnorr identification scheme [21] . There have been identification schemes based on lattice problems already [18] . However, these schemes require many iteration to assure the low success probability of impersonation attacks because verifier's request is required to be a binary value. For example, to reduce the success probability to the usual security level 2 −80 , they must repeat the schemes 80 times. On the other hand, our scheme does not require any iteration because verifier's request can be randomly chosen in any large set. Thus, our scheme is more efficient than the schemes in [18] in terms of the number of iterations.
We note that while our scheme is only proved to be witness hiding, the schemes [18] are proved to be zeroknowledge. The witness hiding property is weaker than the zero-knowledge property, but the witness hiding one is sufficient to assure the security of identification schemes.
Remark: 3.3
If we transform an instance of NELVP to an instance of Integer Subset Sum using the previous reduction reversely, the one of NELVP might be solvable in pseudopolynomial time since there exists a pseudo-polynomialtime algorithm to solve Integer Subset Sum [7] . Therefore, if we use NELVP (or its binary variant) as the underlying problem of public-key cryptosystems, we must take care of the infeasibility of such algorithms.
Conclusion
In this paper, we have defined a new problem associated with lattices, named the Exact Length Vector Problem (ELVP), and have argued the complexity of ELVP. We have proved that ELVP in the ∞ norm is NP-complete under many-to-one reductions.
We have also defined a binary variant of ELVP, named the Binary Exact Length Vector Problem (BELVP), and have proved its NP-completeness under many-to-one reductions in any p norm (1 ≤ p ≤ ∞). Although BELVP seems to be more applicable to cryptographic uses than ELVP because of the smallness of secret key sizes, defining arithmetic operations involving the p norm seems rather complicated. Therefore, we have considered another variant of ELVP, named the Nonnegative Exact Length Vector Problem (NELVP), and have shown its NP-completeness under many-to-one reductions.
