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ABSTRACT: Job scheduling algorithm has a significant influence on grid computing 
performance. Characteristics of jobs and resources to be used in evaluating the performance 
of the scheduling algorithm must reflect the dynamic nature of real grid environment. Static 
models of jobs and resources cannot be used to generate jobs and resources in simulating the 
grid environment because of the dynamic nature of the grid. This paper presents a new graph 
representation of jobs and resources which is practical for hybrid metaheuristic model 
implementation such as ant colony optimization and genetic algorithm. A dynamic model that can 
generate jobs and resources similar to the jobs and resources in the real grid environment is 
also proposed. Jobs and resources may join in or drop out from the grid. Stochastic analysis is 
performed on the characteristics of jobs and resources. A simulator based on the dynamic 
expected time to compute, has been developed and can be used as a benchmark. The 
simulator can generate jobs and resources with the characteristics of jobs and resources in the 
real grid environment. This will facilitates the evaluation of dynamic job scheduling 
algorithm. 
KEY WORDS: Dynamic benchmark; grid computing; job scheduling; ant colony 
optimization; expected time to compute model. 
1. INTRODUCTION 
Grid concept has emerged as a technology to utilize the huge number of computing systems in many organizations 
around the world. One of the grid computing definitions is "Geographically distributed computers, linked through 
the Internet in a Grid-like manner, are used to create virtual supercomputers of vast amount of computing capacity 
able to solve complex problems from e-Science in less time than known before" (Xhafa & Abraham, 2010). From 
this definition, it can be stated that grid computing environment consists of large number of computational resources 
virtually joined in the computation grid. 
One of the main components in grid computing is the resource manager (Kubert, 201 1). The resource manager plays 
a very important role in grid computing performance (Xhafa & Abraham, 2010). The main role is to assign the jobs 
(or tasks) to the resources (or machines) which have the capability to process these tasks. Assigning tasks to 
resources is not a trivial job especially when the number of resource extends to hundreds or thousands of 
heterogeneous computing. In addition, the dynamic nature of grid computing makes the scheduling task very critical 
to grid performance (Xhafa & Abraham, 2008). Due to this complexity, job scheduling in grid computing is 
considered as NP-hard problem which requires heuristic or meta-heuristic technique to solve in reasonable time and 
reasonable number of resources (Wei, Zhang, & Li, 2012). Meta-heuristic algorithms such as ant colony 
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optimization, genetic algorithm and simulated annealing that have been applied to schedule tasks to resources need 
to be evaluated extensively before the algorithms can be implemented in the real world application of grid 
computing (Kolodziej & Xhafa, 201 1; Sun, Wang, & Fang, 2009; Xhafa, Gonzalez, Dahal, & Abraham, 2009). Such 
evaluations or experiments need a simulator with benchmark data that reflects the real nature of grid computing. 
Ali, Siegel, Maheswaran, Hensgen, and Ali (2000) presented a benchmark model for static experiments which 
cannot be used to conduct experiments with dynamic requirements such as resources drop out and join in the grid 
system and variation of load in the grid. The model can only produced the final expected time to compute without 
information about task size and resource capacity as well as the load criterion. 
In this paper, a simulator is proposed to cater for experiments on dynamic grid environment. The simulator is 
expected to provide a benchmark for jobs and resources join in and drop out the grid environment. Section 2 
explains the grid job scheduling using ant colony optimization while Section 3 describes grid simulators that have 
been reported from previous studies. The proposed enhanced model and the developed simulator are presented in 
Section 4 while experimental results are provided in Section 5. Section 6 briefly concludes the work. 
2. GRID JOB SCHEDULING WITH ANT COLONY OPTIMIZATION 
Job scheduling is one of the important factor for grid computing performance. It is the mechanism to map jobs to 
suitable resources. Job scheduler model can be organized in centralized, decentralized or hierarchical modes 
(Kolodziej, 2012). Grid environment could either be static or dynamic and task processing policy could either be 
batch or immediate and task could be independent or dependent to other task. 
Job scheduling algorithm could be implemented using simple algorithm such as first come first serve. However, 
with growing scale of grid size and due to the dynamic nature of grid environment, job scheduling requires 
sophisticated algorithm to deal with such challenge. Scheduling of jobs to resources involves multiple objectives. 
The main criteria are grid system performance and scheduling optimization (Xhafa & Abraham, 2010). The metrics 
for grid system performance include CPU utilization, load balancing, system usage, cumulative throughput and 
failure. Scheduling optimization criteria includes makespan, flow time, resource utilization, load balancing, 
turnaround time and lateness. All these criteria are desirable in grid computing. However, these criteria could be 
conflicting with each other. For example, minimizing makespan will give a negative impact on resource usage and 
response time (Xhafa & Abraham, 2010). One of the most important optimization criteria in grid computing is the 
minimization of the makespan. This criterion measures the general productivity of the grid system. Small value of 
makespan reflects that the scheduling algorithm provide an efficient plan for mapping tasks to resources. Flow time 
is another important criterion in job scheduling which indicate the sum of finalization time of all the tasks. 
Therefore, makespan and flow time could be considered simultaneously as suggested by Xhafa & Abraham (2010). 
In considering all the criteria and the complexity of job scheduling in grid computing, the scheduler needs an 
algorithm which can provide an optimal solution with reasonable time and reasonable number of resources. 
Several algorithms were implemented for job scheduling in grid computing and heterogeneous distributed systems. 
Opportunistic Load Balancing (OLB) is one of the earliest algorithms applied for job scheduling. The idea behind 
OLB algorithm is to keep all machines as busy as possible. However, if the objective is to have maximum utilization 
of the machine, very poor makespan will be obtained (Braun et al., 2001). In contrast to OLB algorithm, Minimum 
Execution Time (MET) algorithm map each task to the machine with the best expected time to execute without 
considering the machine's availability. The algorithm will assign task in arbitrary order regardless of the arrival 
time. This type of scheduling will cause severe load imbalance between machines. Therefore, MET algorithm is not 
suitable for heterogonous computing environment such as the grid system. 
Local search based heuristic algorithms such as hill climbing, simulated annealing and tabu search have also been 
proposed by many researchers to solve job scheduling in grid computing (Xhafa & Abraham, 2008). Heuristic 
approaches show good performance because they have the ability to produce feasible solution of acceptable quality 
within very short time and they can be used to generate initial solutions for other algorithms such as genetic 
algorithm. However, local search based heuristic algorithms do not show good performance with large scale 
problems such as grid computing with hundreds or thousands of computing resources. Metaheuristic algorithms such 
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as genetic algorithm, memetic algorithm, ant colony optimization and particle swarm optimization produce very 
good quality solution in reasonable time and resource (Xhafa & Abraham, 2008). 
Hybrid genetic algorithm (GA) and Simulated annealing (SA) algorithm has been used to solve job scheduling in 
grid computing by Braun et al. (2001). The Expected Time to Compute (ETC) model for static environment has 
been applied to generate the tasks and resources. Experimental results showed that their approach provides the best 
scheduling solution. However, the comparison does not include other metaheuristic algorithms. An efficient batch 
job scheduling in grid computing using Cellular Memetic Algorithm (cMAs) which was presented by Xhafa, Alba, 
Dorronsoro & Duran (2008) with the objective to proof that cMAs has the ability to control the tradeoff between 
exploration and exploitation of the solution space. The study aims to optimize two conflicting criteria namely 
makespan and flow time. The experiments start with configuring the parameters to find the best values. The ETC 
model was implemented in cMAs to generate a benchmark. The proposed cMAs algorithm results were compared 
with genetic algorithm and tabu search (TS). The results show that for consistent and semi-consistent benchmark, 
cMAs performs better while for inconsistent benchmark, TS performs better. 
Liu, Abraham, & Hassanien (2010) proposed an interesting approach using fuzzy Particle Swam Optimization 
(PSO) algorithm for job scheduling in grid computing. In their study, they compared the proposed algorithm with 
GA and SA based on makespan criteria. The results show that PSO is the best algorithm in terms of makespan, 
standard deviation and time. A study by Kim, Byeon, Liu, Abraham & McLoone (2013) presents Efficient Binary 
Artificial Bee Colony (EBABC) as a job scheduling algorithm. Experiments were conducted using seven different 
dimensions of jobs and resources (static) and results were compared with GA, SA and PSO algorithms using 
makespan and standard deviation criteria. Six instances out of seven, EBABC perform better than other algorithms 
while PSO performs better in one instance. 
Ant colony optimization (ACO) has shown very good results in job scheduling for grid computing because it is 
robust and scalable (Xhafa & Abraham, 2008). Ant colony optimization was first introduced in 1990s to solve 
various type optimization problems (Dorigo & Stutzle, 2004). ACO algorithm mimics the behavior of real ants in 
environment, specially the concept of pheromone deposit and evaporation. Job scheduling problem could be 
presented as a directed graph (digraph) with nodes and directed edges. Resources and jobs are represented as nodes 
and directed edges represent processing cost or pheromone as illustrated in Figure 1 (Ku-Mahamud & Alobaedy, 
2012). However, this graph can be enhanced as illustrated in Figure 2. Nest is the node where the ants start the 
search. 
Figure 1 Directed Graph representation of jobs and resources (Ku-Mahamud & Alobaedy, 2012). 
Figure 2 Job scheduling problem in grid computing using ant colony. 
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The new graph representation, constructs the computing resources and nest as nodes. The connections between the 
nodes and the nest represent the resources' capacities which are used as heuristic values in ant colony algorithm. 
Each time ant k moves from nest to node j, the pheromone value will be updated on the edge that belongs to node j 
according to the algorithm rule. Each ant will hold the list of tasks required to be processed by the resources in its 
memory. The results of the ant tour will be the collection of resources sequences to process all tasks. Fitness 
function will be calculated based on the required criteria such as makespan and flow time. The proposed graph 
representation could also be used for ant colony optimization and genetic algorithm by considering the resources 
order as a chromosome in genetic algorithm. The following scenario is used in demonstrating the practicality of the 
proposed representation. A scheduler has to assign five tasks (t) to four resources (r). By using the directed graph 
presented in Figure 2, the solution could be one of the following: 
I t4:r3 I t2:rZ I t3:r3 1 t1:rl 1 t5:rl 1 Solution? 
Validation of the solution will be performed before checking the fitness of solution quality. The solution is valid if 
all tasks have been assigned without repetition. Applying the crossover and mutation operations on this type of 
representation is not easy. If crossover operation is applied after the third gene, the result will be 
I tl:rl 1 t2:r2 I t3:r3 I tl:rl 1 t5:rl I New solution3 
Checking the validity of these solutions, t l  is assigned twice while t4 is not assigned at all in the third solution while 
in solution number four, t4 is assigned to two resources and t l  is not assigned to any resource. In contrast, if the 
representation in Fig 3 is adopted, the tasks sequence are fixed in ascending order (tl, t2, ..., tn). The solutions only 
contain the resources as follows: 
This type of solution contains less information (only resources) and easier to manipulate with operations such as 
crossover in genetic algorithm. For example, applying crossover after the third gene, the following solutions will be 
obtained. 
In validating the solution, changing the resource order will always produce valid solution even if there are resources 
that are assigned more than once or not utilized at all. In other words, validation of the solution can be omitted. Thus 
applying this type of representation will reduce the calculation process and time. The probability to move from the 
nest to resource is given by: 
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where N is the nest, L~di  is the current load on resource j, [t,ril is a pheromone value on the edge from nest (N) to 
resource j, 11~h.d is the heuristic value and i is the task index. b are two parameters that control the 
influence of pheromone and heuristic values respectively. The formula is adopted and adapted from Dorigo & 
Stutzle (2004). Note that in undirected graph representation, the constraints are less. In other words, ants can move 
from nest to any node as many times as they like even if the nodes have been visited before. This feature is required 
in job scheduling when the number of tasks is greater than the number of resources. Therefore, node that is visited 
more than once indicates a resource which will be assigned more than one tasks. 
3. GRID SIMULATORS 
One of the main factors that affect the performance of a grid computing is the workload to which the system is 
subjected (Feitelson, 2013). Evaluating the job scheduling algorithm with wrong workloads will lead to erroneous 
results which cannot be relied upon (Smith, 2007). The workload could be classified into static and dynamic 
workload. The author also stated that the differences between static and dynamic workloads may have subtle 
implications for performance evaluation. Therefore experiment that utilized static workloads is incapable to evaluate 
the performance of job scheduling algorithm. Feitelson (2013) has also stated that static workload cannot be 
considered as valid samples of real dynamic workloads. Organizations such as System Performance Evaluation 
Consortium, Grid Workloads Archive and Transaction Processing Performance Council provide several benchmarks 
on CPU, network file system, web servers, cluster, grid, database and parallel distributed systems for evaluation of 
computer systems (Feitelson, 2013). These benchmarks are useful to be analyzed and modeled. 
One of the successful models for heterogeneous static computing system is Expected Time to Compute (ETC) 
proposed by Ali et al. (2000). The model arranges the information in a two dimension matrix called ETC matrix. 
Each entry in the matrix, ETC[{, j ] ,  represents the expected execution time of task i on machine j. In ETC matrix, the 
elements along a row represent the estimates of the expected execution times of a given task on different machines 
while the elements along a column give the estimates of the expected times of different tasks on a given machine. 
Two methods are used in ETC model namely Range Based ETC Matrix Generation and Coefficient-of-Variation 
Based ETC Matrix Generation. The first method used normal distribution while the second method used gamma 
distribution. However, there is a limitation with the ETC model. Its computing capacity of resources remains 
unchanged (static) during tasks execution. Thus ETC model does not reflect the real dynamic environment in grid 
computing (Xhafa & Abraham, 2008). 
GridSim is one of the popular simulators for static job scheduling in grid computing (Hao, Liu, & Wen, 2012). 
GridSim is a java-based discrete-event simulation toolkit which can simulate heterogeneous resources, users, 
applications, brokers and schedulers in grid computing. However, GridSim suffers when simulating more than 2,000 
grid sites concurrently due to the memory consumption. In addition, GridSim does not simulate the failure of 
resources which is one of the dynamic natures in real grid computing environment. A simulator for mapping jobs to 
resources in grid environment was also proposed by Chaturvedi & Sahu (201 1). They developed their simulator 
using C++ language for ten metaheuristic algorithms. However, their simulator is based on ETC model which can 
simulate only static environment. 
Caron, Garonne, & Tsaregorodtsev (2007) developed a simulator for many clusters of heterogeneous nodes 
belonging to a local network. Their simulator was developed based on Simgrid toolkit proposed by Grosan & 
Abraham (2007). They used the improved Simgrid simulator in their experiments for batch system. Probability 
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distributions such as Gamma, Gaussian and Poisson were available to simulate the pattern of arrival of jobs. 
However, the simulator lacks the attribute of resource failure. 
For large distributed grid systems and complex job scheduling, a simulator called GangSim was developed by 
Dumitrescu & Foster (2005). The simulator focuses on the interactions between local and community reservation 
allocation policies. GangSim allows parallel execution running on real resources which make scheduling process 
faster. GangSim includes components such as external scheduler, local scheduler, data scheduler, monitoring 
distribution points, and virtual organization. In spite of all these components in GangSim, the authors stated that 
GangSim is still far from an accurate simulation of the grid environment, due primarily to various idiosyncratic 
features. 
Grid World Archive (GWA) provides archives of operational data that can be used in evaluating job scheduling 
algorithms. However GWA archives lack details and systematic description of the grid or cluster resources and from 
where the data were collected (Klusacek & Rudova, 2010). In addition, information on background of the load, 
resource failures or specific user's request was not provided. It can be seen that present models cannot fully simulate 
the dynamic nature of jobs and resources in the grid environment. 
4. PROPOSED DYNAMIC ETC MODEL 
Benchmark modeling is the attempt to create a simple and general model which can be used to generate synthetic 
workload. A good benchmark model is the one which has the ability to capture the statistical pattern of the real 
workloads. In addition, any benchmark model should contain a tunable parameter that allows for the generation of 
different load conditions. Such a model should reflect the real environment which is called trace-driven simulations 
(Feitelson, 2013). Therefore, the most important factor in any model is the underlying patterns, typically in the form 
of probability distributions. Figure 3 illustrates how to model a workload from real system. Users submit their tasks 
to the grid computing and the grid will identify the task requirements and assign it to suitable resources. After 
successfully processing the task, the output will be sent back to the user based on the required output type. Every 
transaction inside the grid will be registered in the log file. However, the degree of log details is different in each 
grid based on its implementation. From the log file, a trace data will be created for analysis and by applying 
statistical methods on these trace data, the histogram and distribution pattern will be discovered. These patterns will 
be used to model the workload which reflects the real environment plus the flexible characteristics such as the 
workload size and format required by the user. 
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Figure 3 Workload modeling (Feitelson, 2013). 
INTERNATIONAL CONFERENCE ON THE ANALYSIS AND MATHEMATICAL APPLICATIONS IN ENGINEERING AND SCIENCE 
19th-22nd Jan 2014, CSRI, Curtin University, Sarawak, Malaysia 
ETC model assumes that all machines are stable and available at all time, which is far from real environment where 
machines failing are very common and inevitable (Javadi, Kondo, Iosup, & Epema, 2013). In addition, the option to 
add current machine load, specifying task size and machine speed are not provided in the ETC model. These 
features or attributes are crucial in job scheduling experiments using heuristic and meta-heuristic approaches (Xhafa 
& Abraham, 2008). 
The enhancement to the ETC model is called Dynamic Expected Time to Compute (DETC). Stochastic analyses on 
the jobs and resources have been performed. The proposed model uses three probability distributions namely 
normal, gamma and Weibull to describe the nature of the jobs submitted to the grid. Probability distributions were 
also used to describe the characteristics of resources in the grid. This will enable users with the ability to conduct 
test on different types of arrival pattern for the jobs and availability pattern of the resources in validating the 
robustness of the scheduling algorithm. DETC model consists of three vectors and three matrixes. The vectors 
represent the present machine load, task size and machine speed. The load is measured in second and this reflects the 
total time required by a machine to be ready to process the next task. The task size is measured in Millions of 
Instructions (MI) and the machine speed is measured in Millions of Instructions Per Second (MIPS). In static 
environment, ETC[i,j] could be calculated simply by dividing the workload of task i by the computing capacity of 
resource j (Xhafa & Abraham, 2008). However, for dynamic environment, it is proposed that the entry [i, j] in DETC 
is calculated as follows: 
DETC [i, j] = load[j] + (task[i] / machine[j]) ( 2) 
The model also provides machine failure probability which follows the Weibull distribution to mimic the real 
environment. A sequence of benchmark with time (t) specified by the user is provided. For example, if user specify t 
=lo, then the model will generate ten datasets with different machine load, different DETC and dynamic machine 
status. This indicates that the number of available machine is dynamic. In order to generate a dynamic ETC 
benchmark, users are required to enter inputs for the parameters. These parameters play very important role to shape 
the distribution pattern that mimic the real-world grid computing environment. The proposed model generates the 
following attributes: 
i. Load: the current load that each machine has to process before starting to process a new task. Normal 
distribution and gamma distribution could be used to generate the load vector. The gamma distribution is 
suitable to be used to model workload parameters (Feitelson, 2013). 
ii. Task: correct distribution should be used to present task heterogeneity in the grid computing. Normal or 
gamma distributions could generate various type of heterogeneity (Kolodziej, 2012) 
iii. CPU speed: this is the capacity of each processor in the grid environment. Normal or gamma distributions 
could be used to generate CPU capacity (Kolodziej, 2012) 
iv. CPU Failure: for failure distribution, Weibull distribution is found to best represent the real-world failure in 
grid computing (Klusacek & Rudova, 2010). 
DETC has adopted ETC matrix and integrates it with the new dynamic attributes such as machine load and machine 
failure. The DETC model will be very practical in testing different scheduling algorithms in an environment similar 
to the real grid computing system. 
5. SIMULATOR AND EXPERIMENT 
A simulator that incorporates the DETC model has been developed using C# language in Microsoft visual studio 
express for desktop 2012. Figure 4 depicts the simulator interface which includes load, task and CPU failure 
settings. 
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Figure 4 DETC interface 
The benchmark for tasks and resources could be created using auto seed for random benchmark or fixed seed to 
generate repeatable benchmark. Table 1 presents the parameters used to generate the benchmark in Figure 4. 
Table 1 : Experimental parameters. 
The benchmark on tasks and resources generated using DETC could be saved in CSV file. Figure 5 shows part of 
the generated benchmark with real values. An option is also provided to generate benchmark with integer values. 
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Figure 5 Benchmark information for dynamic grid computing of 7 machines and 12 tasks. 
The interface contains information of the values for all the parameters that have been used in generating the 
benchmark for jobs and resources. These include 
i. Load vector that represents the load value of each resource. 
ii. Tasks vector that represents the size of each task. 
iii. Machines vector that represents the capacity of each resource. 
iv. Machines failure vector which represents the probability of failure for each resource. 
v. DETC matrix which represents the expected time to compute with current load of the resources. 
The simulator is available for free download from htt~:llmetaheuristic.webs.com and users can use and modify the 
simulator. 
6. CONCLUSION 
The enhance graph representation of jobs and resources in modeling grid job scheduling can easily be implemented 
in hybrid ACO algorithm. The algorithm can be integrated in the DETC model that has been proposed to overcome 
present static models in modeling jobs and resources in the grid environment. The model can simulate resources 
joining and dropping from the grid as well as the option to add current machine load, specifying task size and 
machine speed. DETC model uses normal, gamma and Weibull distributions to describe the nature of the tasks or 
jobs submitted to the grid and resources. The simulator can be used in testing dynamic job scheduling algorithm. 
Future work can focus on job migration and communication speed features in enhancing the DETC model. 
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