In this paper we consider a new fourth-order method of BDF-type for solving stiff initial-value problems, based on the interval approximation of the true solution by truncated Chebyshev series. It is shown that the method may be formulated in an equivalent way as a Runge-Kutta method having stage order four. The method thus obtained have good properties relatives to stability including an unbounded stability domain and large -value concerning A( )-stability. A strategy for changing the step size, based on a pair of methods in a similar way to the embedding pair in the Runge-Kutta schemes, is presented. The numerical examples reveals that this method is very promising when it is used for solving stiff initial-value problems. © 2006 Elsevier B.V. All rights reserved.
Introduction
The numerical integration of differential equations has been one of the principal concerns of numerical analysis. In many applications modelled by systems of ordinary differential equations these systems exhibit a behaviour known as stiffness. Although there has been much controversy about the mathematical definition, we can simplify and say that a problem y (t) = f (t, y(t)), y(t 0 ) = y 0 , is stiff if its Jacobian (in a neighbourhood of the solution) has eigenvalues i with Re( i )>0, in addition to eigenvalues of moderate size.
Stiff systems are considered difficult because explicit numerical methods designed for non-stiff problems are forced to use very small step sizes. Looking for better methods for solving these systems, Curtiss and Hirschfelder [5] discovered the backward differentiation formulae (BDF) [10] . Since then, a great effort has been made in order to obtain new numerical integration methods with strong stability properties desirable for solving stiff systems. For a survey on methods for stiff systems see [11] .
A number of different methods based on Runge-Kutta or power series approaches have appeared for this task [23, 12, 1, 9] , but a great variety of schemes are based on modifications of the classical BDF [4, 8, 14, 20] .
In this paper, we present a new BDF-type method based on approximations by truncated Chebyshev series, appropriate for solving stiff initial-value problems. These kind of methods may be considered as a dual formulation or those in [18, 22, 21] in the sense that we do not take an approximation of the function f in the right-hand side of the differential equation, which will be integrated later, but we take a truncated Chebyshev series instead (which results to be the interpolating polynomial that passes through certain intermediate points known as Chebyshev points [7] ) and impose (as in the BDF methods [13] ) that the derivatives at these points coincide with the values of the function f . In the following sections we present the procedure for obtaining the fourth-order scheme, together with an analysis of the order and the stability properties of the new method. For this purpose we consider the equivalent formulation as a Runge-Kutta method. In particular, we will show the large -value concerning A( )-stability. The strategy for changing the steplength considers a pair of methods that share the intermediate nodal points. In this way the extra cost of the procedure is economized. Finally, the new numerical scheme is used for solving a variety of well-known stiff problems in order to illustrate the behaviour of the method.
Derivation of the method
Let us consider a scalar stiff initial-value problem of the form
where we assume that the function f satisfies all the necessary requirements for the existence of a unique solution. Now, let y s be an approximation of the theoretical solution y(t) at t s . We are interested in obtaining a numerical approximation at the point t s+1 = t s + h, being h the step size.
If we rewrite the solution y(t) in the interval [t s , t s+1 ] in terms of a new variable defined by
where ∈ [−1, 1], then we can approximate the solution of the differential equation expressed in the form
by a finite-sum approximation given by (see [7] )
where T k ( ) is the Chebyshev polynomial of first kind of degree k, the double primes indicate that both the first and last terms in the summation are to be halved, and
Introducing the approximation in (3) on the differential equation in (1) we obtain the approximate equation
Evaluating the formula (5) at the Chebyshev points j = cos( j ) with the j as in (4) for j = 1, 2, 3, 4, it results in general in an implicit system of algebraic equations,
where the unknowns are the values of the solution at the intermediate points y(t s + j h), j = 1, 2, 3, 4. Obviously, this algebraic system has to be solved by an iterative method. Explicitly, the algebraic system is given by the four equations that follows:
where for the sake of simplicity we have suppress the second argument of the function f . Solving this system, we obtain in particular the required value at the final point on the interval, y(t s + 4 h) = y(t s + h) = y s+1 . Repeating this procedure along the integration interval [t 0 , T ], a discrete solution for the problem in (1) is obtained. Finally, we note that the scheme is also applicable to a system of ordinary differential equations of the form
where
Local truncation error
The method in (7) may be expressed as a one-step recurrence formula in the form
and B is the constant matrix given by
Remark 1.
The expression for the above vector Y s−1 is obtained from the symmetry presented at the grid points to both sides of t s . For i = 1, . . . , 4 it holds that
As matrix C is non-singular, multiplying the formula in (9) on the left by C −1 yields
The product C −1 B is a square matrix of dimension 4 with all elements zero except ones in the last column. Finally, we have that the equation in (10) may be expressed as a Runge-Kutta method where the Butcher tableau is given by (11) In this way, the theory of Runge-Kutta methods may be applied. For the method in (11) the Butcher conditions for order four are verified, and not for order five, and thus the method has fourth order. Moreover, as the last stage coincides with the final step, the method is stiffly accurate [11] . Even more, if we consider the difference operators associated with each stage of the Runge-Kutta method, 
and so the method have stage order four (see [11] ).
Stability
When the method in (6) is applied to the Dalquist's test, y = y, Re( ) < 0, it results in an algebraic linear system in the unknowns y(t s + j h) for j = 1, 2, 3, 4. Eliminating the intermediate values y(t s + j h) with j = 1, 2, 3 we obtain the difference equation
where the stability function R(z) : C → C is a rational function with real coefficients given by
This stability function results to be a rational approximation of order four to the exponential, that is,
The stability domain of the method (or region of absolute stability), S, is defined as (see [11, p. 16] )
In particular, when the left-half complex plane is contained in S, the method is called A-stable. In Fig. 1 , we have plotted in grey the stability domain corresponding to the stability function in (13) . From the detailed right picture, it is obvious that the method is not A-stable, a desirable property for a numerical method, specially if it has to be applied for solving stiff problems. The concept of A-stability is too strong, in the sense that many methods which are not so bad are not A-stable. In this context, other definitions concerning stability have appeared.
A method is said to be A( )-stable, 0 < /2, if the angular sector
is contained in the stability domain S. The numerical method is said to be A 0 -stable if
If for some D > 0 it is verified that
then the method is said to be stiff stable. 
Remark 2.
The stability function in (13) may also be obtained by way of the Runge-Kutta method in (11) [2] , in this case being
where e is the vector e = (1, 1, 1, 1) T , I is the 4-identity matrix, A is the coefficient matrix in (11) , and b =( In this context we could say that the method in (11) is almost L-stable.
A note on the step size strategy
Different authors have remarked that, to be efficient, an integrator based on a particular formula must be suitable for a variable step size formulation [10, 15, 6] . For our method, the commonly step size prediction formula (see [19] ) is given by
, where tol is a given tolerance and err an estimate of the local error using a selected norm . . To obtain an estimate for the local truncation error we consider the linear multistep method of second order (which is the two-step BDF with step size h/2, [10] ) given by
From this formula, if we assume that z(t) is the true solution of the system in (8), we have 
where f/ y refers to the Jacobian matrix.
On subtracting 3y s+1 in the two sides of (20) and rearranging we get
where I m stands for the identity matrix or order m being m the dimension of the system of differential equations.
Finally, the estimation for the local truncation error may be given by
where M is the matrix
Note that with this strategy, the extra cost for changing the step size consists just in one more function evaluation per step. The numerical experiments confirm that using this procedure we can obtain great accuracy.
Numerical illustration
To check the numerical behaviour when using to solve stiff problems, we have applied the above fourth-order method to various well-known problems which have appeared different times in literature. For the first two problems a fixed step size have been taken, and for the rest, the strategy in the above section for changing the step size has been used. In order to enable easy comparisons we have considered two stiff problems taken from [11] that have been already tested elsewhere: the Van der Pol equation and the Robertson problem. Finally, a system of ordinary differential equations that arise in the Method of Lines solution of time-dependent partial differential equations was solved with the method proposed in this article.
A Prothero-Robinson equation y (t) = (y(t) − g(t)) + g (t), t ∈ [0, 10],
, with = −10 6 , g(t) = sin(t), and exact solution given by y(t) = sin(t).
This inhomogeneous problem is a particular case of the family of scalar equations proposed by Prothero and Robinson in [17] and constitutes a stiff problem (the eigenvalue is = −10 6 ). In Table 1 we present the results obtained with the proposed method for different step sizes, h = 1/2 n , where in column Err appears the maximum of the absolute error over the integration interval given by
feval express the number of evaluations of the function in the right-hand side of the differential equation and column R(h) refers to the ratios between the absolute errors, R(h) = Err(h)/Err(h/2). This last column shows a numerical estimate of the effective order of the method, since if a method has order p then the global error is O(h p ) and the ratio R(h) should be approximately 2 p . For our method we see from this column that when = −10 6 the effective order does appear to be 4, which coincides with the stage order and the algebraic order of the method, as was expected.
A problem from Lambert
This problem consists in a system of two equations with initial conditions y 1 (0) = 2, y 2 (0) = 3, and exact analytic solution given by
This problem, that has appeared different times in literature (one of the latest references is [14] ), has been used in [15, Chapter 6] for illustrating the property of stiffness. Note that the eigenvalues of the problem are 1 = −1 and 2 = −1000.
We have numerically solved the problem on the interval [0, 10] using the fourth-order method in this article. The results are presented in Table 2 for different constant step sizes, h = 1/2 n , where feval refers to the number of function evaluations, and the absolute error for every component has been obtained according to the formula in (23). In Fig. 2 , there are shown the exact and the numerical solution when h = 
The Van der Pol oscillator
This problem, that models the behaviour in an electronic circuit, consists of a system of two equations
with = 10 −6 , and initial conditions y 1 (0) = 2, y 2 (0) = −0.66, and has been integrated on the interval [0, 2]. This problem has been used in [11] to illustrate different aspects of numerical methods. The results are shown in Table 3 , where the method in this article has been named CBDF4 and the method in [11] is the well-known code RADAU5. The parameters listed in the tables below are the prescribed tolerance, atol, the initial step, h 0 , the total number of steps, nstep, the number of function evaluations, feval, and a measure of the error given by the scd factor, scd = −log 10 max
where t end is the final point at the integration interval. In Fig. 3 , it is shown the variation of step sizes on the integration interval for atol = 10 −4 .
The Robertson problem
This problem consists of a system of three non-lineal differential equations The reference solution at the end of the integration interval has been taken from the test set in [16] ,
The results obtained with the new method are presented in Table 4 with some of the data for different codes that appeared in [16] . In Fig. 4 , we show the efficiency curves for these codes, where we have plotted the polygonals joining the points (log 10 (feval), scd), that is, the relative error (scd factor) versus the computational cost measured by the logarithm of the number of function evaluations.
A discretization problem by the Method of Lines
The last problem is intended to show how our method is applicable for solving stiff problems arising from spatial discretization of a partial differential equation using the Method of Lines. We consider the diffusion equation
with initial value u(0, x) = a sin( √ 2x) − sin(x) and with boundary conditions given by u(t, 0) = 0, u(t, 1) = a exp(−2t) sin( √ 2) − exp(−t) sin(1), where a = cos( √ 2)/ √ 2 cos(2 −1/2 ). The spatial discretization results in an approximating system of ODEs in time after replacing the partial derivatives with respect to x in (24) evaluated at x j = j/(N + 1) by the second-order central differences
where x = 1/(N + 1) and
and taking into account that from the initial conditions, it is y 0 (t) = u(t, 0) and y N+1 (t) = u(t, 1). The resulting system is an N-dimensional problem that can be written in vector-matrix form
y (t) = Ay(t) + v(t),
where A is a constant tridiagonal matrix and v(t) a column-vector given by We will integrate this problem using constant step size h = 1/n and taking exactly n steps. In Fig. 5 , we have plotted the results in a double logarithmic scale, comparing the method described in this article with the almost Runge-Kutta method of fourth order in [3] , ARK4, and the two-stage Gauss method, GAUSS4. In Fig. 6 , we present a plot of the discrete solution for Problem 5.5 obtained with the new method in this article after applying the Method of Lines. 
Discussion
In this paper, the construction of an implicit method appropriate for solving stiff initial-value problems is described. The resulting method of algebraic order and stage order four is stiff-stable, A 0 -stable and A( )-stable and presents a good absolute stability region. A particular strategy for changing the step size has been developed, considering a pair of methods in a similar way as it is commonly done with the embedded pair of methods in the Runge-Kutta codes. It was shown by numerical examples that this method is promising and that may be competitive with other codes usually used for stiff differential equations.
