Extension of evaluating the operating characteristics for dependent mixed variables-attributes sampling plans to large first sample size by Tang, Min
Rochester Institute of Technology 
RIT Scholar Works 
Theses 
5-10-1991 
Extension of evaluating the operating characteristics for 
dependent mixed variables-attributes sampling plans to large first 
sample size 
Min Tang 
Follow this and additional works at: https://scholarworks.rit.edu/theses 
Recommended Citation 
Tang, Min, "Extension of evaluating the operating characteristics for dependent mixed variables-attributes 
sampling plans to large first sample size" (1991). Thesis. Rochester Institute of Technology. Accessed 
from 
This Thesis is brought to you for free and open access by RIT Scholar Works. It has been accepted for inclusion in 
Theses by an authorized administrator of RIT Scholar Works. For more information, please contact 
ritscholarworks@rit.edu. 
Rochester Institute of Technology
Center for Quality and Applied statistics
Extension of Evaluating the Operating
Characteristics for Dependent Mixed
Variables-Attributes Sampling Plans




A Thesis submitted to
The Faculty of the Center for Quality and Applied Statistics
In partial fulfillment for the degree of Master of Science
in Applied and Mathematical Statistics
Approved By Edward G. Schilley
Daniel R. Lawrence
Thomas K. Wiet
THESIS RELEASE PERMISSION FORM
ROCHESTER INSTITUTE OF TECHNOLOGY
COLLEGE OF ENGINEERING
Title of Thesis Extension of Evaluating the Operating
Characteristics for Dependent Mixed Variables-Attributes
Sampling Plans to Large First Sample Size
I, Min Tang, here by grant permission to the Wallace Memorial
Library of R.I.T. to reproduce my Thesis In whole or in part.





I would like to thank my thesis committee, Dr. Edward G. Schilling,
Dr. Daniel R. Lawrence, and Mr. Thomas K. Vitt, for their guidance and time
throughout the project. It was through their help and encouragement that I
was able to complete the study.
Table of Contents
Sections
I . Introduction 1
II. Mixed Variables-Attributes Sampling Plans 3
1. The Nature of Mixed Variables-Attributes Sampling
Plans and Historical Review 3
2. Dependent Mixed Variables-Attributes Sampling Plans 5
3. MIL-STD-414 Dependent Mixed Plans 6
4. Mixed Plans Used with Control Charts 7
5. First Sample Size of Mixed Plans 8
III. Evaluation of Mixed Sampling Plans 9
1. Evaluation of Operating Characteristics for Mixed
Plans 9
2. The Taylor Expansion Method for Computation of Fn(x) 11
2. a. The 1^,2^,3^,4^ Derivates of Fn(x) 11
2.b. Establishing the Fn(x) Matrix 17
2.c. Computation of Fn(x) for a Given x 20
3 . The Computer Program 21
3. a. The Algorithm 21
3.b. The Computational Accuracy in Evaluating Fn(x) 22
3.c. The Operation of the Program and a Example 24
IV. The Tables of Operating Characteristics of a Series





In evaluation of the operating characteristics of mixed sampling
plans (a known), the probability function, Fn(x) , of the difference between
the extreme value and the mean is important. Because it is an n multiple
integral where n is the first sample size of a mixed dependent sampling
plan, the normal way of evaluating this probability is the recursive
quadrature method. Using this method, as the first sample size increases,
the amount of computation increases exponentially, so that this probability
function becomes a bottleneck in computation. This thesis presents a
Taylor-expansion method for handling the probability function for large
first sample sizes with satisfactory precision, for an arbitrary given x.
In such a way, the evaluation of the dependent mixed plans is extended to a
larger first sample size than previously available in the literature.
Theoretically, the computational method presented here could be used
for evaluating mixed plans of very large first sample size. Technically,
however, this method is limited, by the computer memory resources.
Using the computational approach described above, a FORTRAN program
that can compute the operating characteristics of mixed plans for first
sample sizes of up to 50 was developed. A series of mixed dependent
sampling plans were then evaluated with an accuracy of seven decimal
places .
I . Introduction
Mixed variables-attributes sampling plans combine the advantage of
variables inspection and attributes inspection. They can be widely used in
the fields of process acceptance inspection and in the lot acceptance
procedures. The procedure for evaluating dependent mixed plans has been
developed by Schilling and Dodge [1966aJ. Joint probabilities, acceptance
probability (Pa), average outgoing quality level (AOQ), and average
sampling number (ASN) , for a series of mixed plans of first sample size up
to 10, have been computed. Since the mixed plans might be used under
different sampling requirements, extending the evaluation of mixed plans to
larger first sample size is necessary.
The procedure developed by Schilling and Dodge introduces the
probability distribution function of the extreme deviate from the mean for
computing the joint probability of x > A and failure number i < c. The





Fn(x)= Tn^r- /-= e Fn-i&) dx for n>1
J 0 V27T
Fl(X) = 1
where, if S={ y-j ,yo, ,yn } is a sample of size n drawn from a
standard normal distributed population, and { x-p X2,..-.xn } are the order
statistics of S, and x is the sample mean, then P(xn-x < X) = Fn(X) (see
Mackay [1935], Nair [1948], and Grubbs [1950]).
There is no analytical closed-form expression for computing Fn(x) .
Grubbs'
[1950] tabulated Fn(x) from n=2 to 25, for x=0 to 5, with the
.1.
interval 0.05, by using the numerical quadrature method. The previous
evaluation of mixed plans applied interpolation to the tabulated data.
This thesis presents a successive Taylor-expansion method for
computing Fn(x). Using this method, the Taylor expansion was first
successively applied to compute the Fn(x) values for x=0 to 5 in specific
small intervals, for n=2 to 50, to establish an Fn(x) matrix. Secondly,
the Fn(x) value for given n and x could then be expressed as a Taylor
series in the neighborhood of a point of the Fn(x) matrix under a given
accuracy requirement. Based on this algorithm and the procedure
for
evaluating mixed dependent plans, a FORTRAN program for evaluating the OC
curves, AOQ, and ASN of mixed sampling plans, in which the first sample
size is less than or equal to 50, was written and several mixed plans were
then evaluated.
II. Mixed Variables-Attributes Sampling Plans
1. The Nature of Mixed Variables-Attributes Sampling Plans and Historical
Review
In acceptance sampling, there are two alternative methods of sampling
inspection: variables inspection and attributes inspection. A variables
inspection utilizes the sample mean and sample standard deviation, and some
assumption (normality, etc.) must be made about the distribution of the
quality characteristic being tested. In attributes sampling, the sample
items are classified as defective or non-defective with respect to the
quality characteristic(s) . The attributes plan involves no assumption about
the form of the distribution of the quality characteristic(s) .
Because variables inspection utilizes the information about the
population distribution, samples of smaller sizes are needed for a given
degree of reliability in determining the acceptability of a lot. Variables
inspection is prefered because of its smaller sample size, particularly
when the testing is expensive or destructive. It is possible, however, that
a sufficient number of individuals are close enough to the specification
limit of the quality characteristic to cause the sample mean to fail the
test criterion even though the lot contains no defective units. The
combination of the variables inspection and attributes inspection in
sampling plans, called Mixed Variables-Attributes Sampling Plans, has been
suggested as a method of retaining the small sample size and yet insuring
that defective units will be present if the lot is rejected.
An advantage of a mixed variables-attributes plan over a variables plan
is the protection provided for sampling inspection from truncated and
non-
normal distributions. Under the mixed variables-attributes plan, a lot can
not be rejected by poor variables results alone; rejection is always based
on the result of the attributes inspection. Hence, there will always
be defectives in a rejected sample to show to the producer.
Compared to using an attributes plan alone, the mixed plan reduces the
sample size for the same degree of discrimination for acceptance. Also,
the variables inspection aspect of the mixed plan provides a more careful
analysis of the distribution of quality characteristics of the product
population being sampled. Since the control charts can provide the
information for variable inspection, they can be used with mixed plans.
Furthermore, according to Schilling [1966], nonnormlity concerns can be
minimized using a mixed plan "...by designing the plan in such a way as to
accept on a variables basis only product with distribution locates far
enough from the specification limit so that reasonable changes in the shape
of the distribution will not cause appreciable changes in percent
defective. In this way, a tight variables criterion could be employed to
minimize the effect of changes in shape of distribution on the operating
characteristic curve of the
plan."
Dodge [1932] suggested that variables criteria be used in the first
stage of a double-sampling plan "... for judging the results of a first
sample and for determining when a second, substantially larger sample
should be inspected before rejecting the
lot."
A double-sampling procedure
involves variables inspection in the first sample and subsequent attributes
inspection in the second sample or in both.
Mixed plans are of two types:
"independent"
and "dependent". For
independent mixed plans, decisions on the two samples are independent.
Dependent mixed plans combine the results of the first and second samples
in making a rejection decision if indeed the second sample for attributes
inspection is even necessary. The procedure of independent mixed plans was
first discussed by Bowker , and Goode [1952]. In 1966, Schilling provided
procedures for deriving independent mixed plans given two points on the OC
curve. Gregory and Resnikoff [1955a] examined Dependent Mixed Plans, and
provided an asymptotic expansion for approximating P(Zu-Z|c), they also
discussed the case where the standard deviation is unknown. That same
year, the general procedure of dependent mixed plans was proposed by Savage
.4.
[1955b] and is summarized here as follows:
1. Take first sample.
2. Test first sample against a given variables criterion and:
a) If the test meets the variables criterion, Accept.
b) If the test fails the variables criterion:
(1) Reject, if the number of defectives in the sample exceeds a
given attributes criterion.
(2) Otherwise, take a second sample.
3. Obtain a second sample if 2 b)(2).
4. Test number defective of the first and second samples together
against the given attributes criterion, and accept or reject as
indicated by the test.
Schilling and Dodge [1966]&[1969] have developed a procedure for
evaluating the operating characteristic of dependent mixed plans. More
recently, Adams and Mirkhani [1976] have derived an approach to handle
cases in where the standard deviation is unknown and c=0 and they examined
the effect of nonormality on mixed plans.
2. Dependent Mixed Variables -Attributes Sampling Plans
Since the lower specification can be treated in the same manner as
the upper specification limit, this discussion on upper specification limit
has generality. For a given single upper specification limit U, known a,
and production with a normally distributed quality characteristic, the
dependent mixed plan has been generalized by Schilling and Dodge [1969] as
follows :
Let
N = lot size
n-i = first sample size
119
= second sample size
A = Acceptance limit on sample mean
c-. = attributes acceptance number for first sample
C2
= attributes acceptance number on combined second sample
Note that A = U-kcr
, for upper specification limit and standard variables
factor k.
Then, the generalized plan would be carried out as follow:
1. Determine the parameters of the mixed plan:
n^ ,n2,A, c-^
,c2-
2. Take a random sample of size
n-^ from the lot.
3. If the sample average x<A, accept the lot.
4. If the sample average x>A, examine the first sample for the
number of defectives d-. therein.
5. If d^>c-., reject the lot.
6. If d^<c^, take a second random sample of size n^ from the lot and
determine the number of defectives d2 therein.
7. If in the combined sample of n =
n^ + n9? "the
total number of
defectives d = d-. + d2 is such that d<c2, accept the lot.
8. If d>c2, reject the lot.
3. MIL-STD-414 Dependent Mixed Plans
In MIL-STD-414 [1957], Dependent Mixed Plans are specified in paragraphs
A9.2.2 to A9.4.2 as:
A9.2.2 Mixed Variables-Attributes Inspection .
Mixed variables-attributes inspection is inspection of a
sample by attributes, in addition to inspection by variables
already made of a previous sample, before a decision as to
acceptability or re jectability of a lot can be made.
A9.3 Selection of Sampling Plans.
The mixed variables-attributes sampling plan shall be
selected in accordance with the following:
A9.3.1 Select the variables sampling plan in accordance
with section B, C, or D.
.6.
A9.3.2 Select the attributes sampling plan from MIL-STD-105,
paragraph 10, using a single sampling plan and tightened
inspection. The same AQL value(s) shall be used for the
attributes sampling plan as used for the variables plans
of paragraph A9 . 3 . 1 .
(Additional sample items may be drawn, as necessary, to satisfy
the requirements for sample size of the attributes sampling plan.
Count as a defective each sample item falling outside of
specification limits(s).)
A9.4 Determination of Acceptability.
A lot meets the acceptability criterion if one of the following
conditions is satisfied:
Condition A. The lot complies with the appropriate variables
acceptability criterion of section B, C, or D.
Condition B. The lot complies with the acceptability criterion
of paragraph 11.1.2 of MIL-STD-105.
A9.4.1 If Condition A is not satisfied, proceed in accordance
with the attributes sampling plan to meet Condition B.
A9.4.2 If Condition B is not satisfied, the lot does not meet
acceptability criterion.
The sample sizes of variables inspection in MIL-STD-414 are within the
range 3-200. The most frequently used sample sizes are 10 to 50 (the
corresponding lot sizes: 26 to 3200).
4. Mixed Plans with Control Charts
Variables control charts have been widely used in process control. They
provide information on the variability and stability of a product from lot
.7.
to lot. From the aspect of variables inspection with mixed plans,
variables control charts can be used in conjunction with dependent mixed
plans .
Because of their descriptive nature, mixed plans used with variables
control charts, would increase the power of traditional process control
technique for evaluating the product being produced. In using mixed plans
with control charts in process control, the result from the control chart
becomes the result of the first sample of the mixed plan. The procedure is
as follows:
1. Suppose the x-R or x-s charts with subgroup size n from lot size N
are kept on the production data. Determine a mixed plan with
parameters n1=n, n2, A, c-p c2
for an expected AOQL level for a
given fraction defective. Use A as the control limit.
2. If the control chart indicates a point out of control, examine the
corresponding subgroup data to find out the number of defectives
d-. therein.
3. If d-^ > c-^ , reject the lot, adjust the process, screen the lot.
4. If d-i <c<, take a second random sample of nr> from the lot and
determine the number of defectives d2 therein.
5. If, in the combined sample of n-. + n2, the total number of
defectives d = d-. + d2 is such that d<c2, accept the lot.
6. If d > c2 , reject the lot, adjust the process, and screen the lot.
Control charts used in quality control are essentially of two
types--
those that are applied to bring a process under control and those that are
employed for maintaining control. The mixed plans can be used with the
both types of control charts.
5. First Sample Size of Mixed Plans
From 3 and 4 above, the possible first sample size for mixed sampling
plans is varied from a small number to a large number according to the
requirement of the application. Hence, extending the evaluation of the
operating characteristics for mixed plans to large first sample size is
meaningful .
III. Evaluation of Mixed Sampling Plans
1 . Evaluation of Operating Characteristics for Mixed Plans
The formulation of the procedure developed by Schilling and Dodge [1966]
for evaluating the joint probability, the acceptance probability (Pa), the
Average Outgoing Quality (AOQ), and the Average Sampling Number (ASN) is
shown below:
Notation:
n-i = first sample size
n2
= second sample size
c-< = attributes acceptance number on first sample
c2
= attributes acceptance number on second sample
p = population fraction defective




A = acceptance limit on sample mean
Pn (c,x>A) = The joint probability of x>A and
the number of





zu is defined in
such a way that <j>(0,l)dx
= p (1-2)
zu
where <j)(0,l) is the standard normal
distribution function
k = zu
- z. (k factor)
Fn(X): the probability of the extreme
deviation from the
sample mean (in terms of the population cr-standard normal)
P(i,n): the probability of having i failures in sample of size
n.
and, P(i,n) = Q)
p^l-p)11"1
.9.
Pa: Probability of Acceptance
AOQ: Average Outgoing Quality Level
ASN: Average Sampling Number





Pni(0,x>A) = J y^L- e Fni(zu-z)dz , forc1=0. (1.3)
ZA ^2w
?n(cllX>A) = Cl) J.1 L nlzA"1
1 C\ cy







Fi(z2~zu) Fni-i(zu-zl) dz^Zg , for cx > 0 (1.4)
l.b. The Pa, ASN, and AOq :






= P(x<A) + E E Pn.(i,x>A) P(j,n2) , (1.5)
i=0 j 0 1
A
where P(x<A) = |<?i(0,l)dx
-oo
When both variables and attributes inspections are employed on the
first sample for acceptance:





= EP(i,n1) - EPni(i.x>A) + E E Pn.(i,x>A) P(j,n2)
i=0 i=0
1 i=0 j=0 !
(1.6)
cl
ASN = n-, + n2 EPni(i>*>A) C1-7)
i=0 1







Fn(X) = 7n^= j^= C Fn-l(n^TX) dx ' fr n>1
0 ^2w
Fj(X) = 1 (1.9)
2. The Taylor-Expansion Method for Computation of Fn(x) :
According to the Taylor's Theorem, given an arbitrary real function
f(x) with continuous
i
( i=l ,2, . . . ,n+l) derivate in the neigborhood of xQ
















^ 'd) > <-2-^
and is a value between Xq
and x.
The form (2.1) is called the integral form of
the remainder, and the
form (2.2) is called the Lagrange form of the
remainder -
2. a. The 1^, 2nd-, 3rd-,
4^ Derivates of Fn(x) :
In (1.9), by setting :
X = i vr , for r
= 2,3,. . . ,n
11.
The cumulative distribution function Fn(X) may be expressed as:
nx vn n-1 5 4 3 2
w / nnn n n n
1*








Gn(x) = J e Gn i(t)dt, for n>l
G^x) = 1 (2.4)
then, we have
Fn(x) =
^5 Gn(nx), for n=2,3,4,... (2.5)




Gn(1)(t) = e G^t) (2.7)
1 t2 1 t2
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2n(n-l)
Gn(2)(t) = e 6n_2(t)
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]e G^lt), for n>4
(2.10a)
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]e Gn_i(t), for n=3
(2.10c)
1




* ]e Gn_1(t), for n=2
(2.10d)
Use the relation between Fn(x) and Gn(t) (2.4),
Substitute (2.4) into (2.7), (2.8), (2.9), and (2.10) to
obtain the











From (2.8a), for n>2,
Fn(2)^ = 7nS=2^e Fn-2(^2X)
1 x2
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(2.13b)
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From (2.9c), for n=2:
n
/oN o / 2(n-l)
F (3)fx^ - n3 f x 1 -i Vn 1 P F fJLvU
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From (2.10b), for n=4:
3n












^2_ _ _^ 1 ] _yg?^"^F 2(^_x)
f~n~T)2 (n-l)(n-2)
+































Vn 1 o+ [ o
X~
-q] /,
-^ e Fn i(-V)} (2.14c)(n-l)2 (n-l)3Vn-l -^n-l
From (2.10d), for n=2 :
n
,.. q , 2(n-l)
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11 ( [(n-D2 n l(-l*
v Z7T
(2.14d)
In summarizing (2.11), (2.12), and (2.13),
Fn(1)(x) = ax Fn_i(^x) (2.15)
bl Fn-l(nTTX) + b2 Fn-2(^2X) '
if n>2
Fn(2)(x ) = {
bl Fn-l(i*Lx>'
lfn=2
cl Fn-l(n^TX)+C2 Fn-2(^X)+C3 Vs^^ '
if n>3





aj , ^ , b2, c1 , c2, Cg
are those corresponding coefficients.
2.b. Establishing the Fn(x) Matrix :
From (1.9), in the domain of x>0 , Fn(x) has continuous derivative of
.17.
arbitrary order for n>2. Hence Taylor Expansion could be applied.
Using only the first four terms Taylor series expansion of Fn(xi+1)










Since the l^i, 2nd-, and 3rd- derivate of Fn(xi) are the functions of




3qx-) are known, then Fn(x- .. ) can be computed with
error Rn+i(xj+1). According to the earlier calculation by Grubbs [1950],
for x>5, Fn(x)=l; hence, in this investigation, the computation are focued
on the interval [0,5].
In order to compute Fn(x) successively, let us construct a series
partition of [0,5] for each value of n, so that the computation of Fn(x) at
those partition points x-
,
for i=2,3,4, . . . ,n can be based on those known
values of
Fn(*i_l). Fn-l(n^TXi-l)' Fn-2(nT2Xi-l) ' and Fn-S&i-l) '
where i = 2,3,4,...,n. Now, let N x Sx be a partition of [0,5], such
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6x 26x 38x 4Sx
n n ' n ' n
* * * *
(n-l)<Sx
' n '
6x 26x 3Sx 4<5x
n-l'n-l'n-l'n-1'"
















* These partitions satisfy the described requirement, and this can be
demonstrated accordingly:
For a given i<n,and arbitrary integer j<iN,
























JUsing the partition (2.18), if the values of F^^), for i=2,3,4
are known, then the F^x) values at the partition points {Xj
= ^ | j = 2,
3,4,5, ... ,iN} can be computed successively by





with error equal to ^V F,/4)(0 , x- 1 < < x
24i4 4 J_1
Nair [1948] presented an approximation formula for Fn(x) in case x is
very small:
. 9
F (x^ ~ V
n
( nx Nn-lr -,
n(n-l)x





Verification by the Guassian quadrature method, shows this formula to be
very accurate for x<0.1.
Equations (2.11), (2. 12), and (2.13) show that for n=2, the Fj/^x),
(2) (3)Fnv 7(x),Fnv
'(x) are directly computable. Based on the previous
discussion, given n, an Fn(x) matrix, for i=2 to n, can be constructed
according to the following procedure:
1. Select a small <5x<0.1 such that N = -S- is an integer.
2. Use (2.20) to compute F^^), for i-2,3,4, . . . ,n.
3. Use (2.17) and (2.11) through (2.13c), successively, to compute the
F-(jx^X-), for j=2,3, . . . , iN, beginning with i=2, and stepping up to n.
2.c. Computation of Fn(x) for a Given x
Within the Fn(x) matrix that has been constructed, given arbitrary x>0
and i<n, the following principles apply:
1) if x>5, then Fj(x) = 1.
.20.
2) if x<5, from the i& row of the Fn(x) matrix, find the nearest point
Xj
such that |xj-x|< -Ux, and use that x, to do a three-term Taylor
expansion, where the values of Fn(xj), Fn^)(x.), Fn(2)(x-), and
(3)
Fn (xj) can be determined from within the matrix according to
/i n F (2Vx ) F ^3Vx "I








with error term R^x) .
3. The Computer Program
3. a The Algorithm
Set <5x=0.01 and n=50, and follow the procedure discussed above to
construct an Fn(x) matrix with 2<n<50. Then, use formula (1.1) to (1.8)
to evaluate the given mixed plan for the specified nonconforming level(s).
For the joint probability (1.3), the program employs the IMSL
subroutine QDAG to do the integration. This subroutine applies a (2k+l)-
points Gauss-Kronrod rule to estimate the integral over each subinterval.
The error for each subinterval is approximated by comparing the integral
estimate obtained by the k-point Gaussian quadrature rule. The subinterval
with the largest estimated error is then bisected, and the same procedure
is applied to both halves. The bisection process is continued until either
the error criterion is satisfied, roundoff error is detected, the
subinterval becomes too small, or the maximum number of subintervals
allowed is reached. In calling this subroutine, the absolute accuracy
desired was set to 0 and the relative accuracy desired has been set to
0.0001. The choice of Gauss-Kronrod rule was made to 10-21 points.
For the joint probability (1.4), the program uses the IMSL subroutine
TWODQ to do the two dimensional integration. Sharing the same
characteristics as the QDAG, the TWODQ uses the Gauss-Kronrod rule for
evaluation. The desired absolute and relative error setting are the same
.21.
as that of the QDAG. while the choice of the Gauss-Kronrod rule was put at
25-51 points. The F^x) (2 < i < 50) values for the given x's required by
QDAG or TWODG were computed by using the Taylor-Expansion method with the
Fn(x) matrix values.
3.b. The Computational Accuracy in Evaluating the Fn(x)
a. The error term.
In constructing the Fn(x) matrix, use the Lagrange form of the
remainder, given i<n and x, = jx^p < 5 sucn that, j G {2,3 ,4,
. . .


















MAX(R4(x)) ~ 0(^-) = 0(10-y)
b. The cumulative error of the procedure:
Since the procedure computes the F-(x-) successively, the two possible
ways of cumulating error are with respect to i or with respect to j. These
two
"paths"










With i held constant (cumulating error horizontally), the integral form
of the remainder (2.1) results in a cumulated error E for x, given by:
x
k i . . "J
"J x.
E =
3T E / (f)3Fi(4)(t)dt i(f)3/Fi(4)(t)dt (2.21)
J=3
xj-l 0
Since Fj(x) is a probability function and, for all x > 5 , F-(x) = l, it
follows that
JF^ht) dt = 0, hence lim /f^1)^) dt = 1 , and
5
x->5 0
at the final point of the cumulation for x>5,
5 ^





Note that the horizontally cumulated error will not grow infinitely, but
rather it will end up at zero when x=5 .
In the case of vertically cumulated error, since the error form i-1,
i-2, and i-3 are weighted by at least IO-2, 10"4, and IO-6, respectively,
this error can be ignored. In short, the successive computation procedure
has an error-digest characteristic that suppresses error growth. Since
from (2.13a-c), the MAX (F^3)(x)) ~ 0(i3) ,
x
MAX[F^3)(x)] = MAX( /F^4\x)dx) ~ 0(i3) .
0
From (2.21), a conservative estimate of the error is
MAX(ERROR) ~ 0(10-7) .
Values in the Fn(x) matrix values were compared to the tabulated Fn(x)




paper, the tabulated F (x) values are of five decimal places and n < 19 .
.23.
A determination of the error in evaluating Fn(x) matrix was discussed
above, for the F-(x) (Vx beyond the matrix points x-) computed by using the
Fn(x) matrix, According to the earlier discussion, |x--x|< 7y^-6x; hence
r
J zi
|x-x.|< -X- . So, the accuracy here is the same as that of the Fn(x) matrix.
3.c. The Operation of the Program and an Example :
The program is written in FORTRAN-77, utilizing many IMSL subroutines
for handling the integrations, probability functions, and inverse
probability functions, (see Appendix for the code.)
To create an executable file in a VAX/VMS environment, the file
containing the source code must first be compiled. The resulting
"object"







To run the executable file, type in:
$ RUN executable-file
The required parameters are input at the keyboard as the prompts come
up on the screen. (The program is an interactive program which asks the
user for the parameters of the evaluated mixed plan(s) and the desired
nonconforming level(s).
The program executes the first step in the execution to establish the
Fn(x) matrix, this requires approximately 5 to 10 minutes. The Fn(x)
matrix is then stored in memory until the user stops the execution. The
working array
for the matrix is of size 25x51x500 (real variables).
To make efficient use of the execution time, evaluation of more than
one mixed plan per run is recommended. The results are stored in a file
named OC.DAT; this is a standard ASCII file that can be either printed out
or be edited. On the RITVAX, an executable version of this program is in a
.24.
file name MIXED.EXE, available in the account: 800deptl .
EXAMPLE:
$ RUN MIXED
Establishing the F-Matrix,it Takes about 5 to 10 minutes
Please wait
* MIXED DEPENDENT SAMPLING PLANS *
* EVALUATION PROGRAM *
* ( Sigma Known) *
* *
* Maximum first sample size=50 *
* Maximum Number of nonconforming Levels=100 *
* Minimum nonconforming level=0. 0000002867 *







Use (l)Attri.and Variables on First Sample (O)Variables Only:
1
Attributes Criteria for First Sample Cl :
0
Attributes Criteria for Second Sample C2:
0





















Evaluating Another Mixed Plan?(y)Yes(n)No
n
The results are on file:OC.DAT
The output list:
K=3.00 nl= 6 n2= 20 cl= 0 c2= 0
(Use Only Variables Criteria on First Sample)






































IV. The Tables of Operating Characteristics of
A Series of Mixed Plans
K=3.00 n1= 6 n2= 20 c1= 0 c2= 0






































K=3.00 n1= 6 n2= 20 c1= 0 c2= 0







































K=3.00 n1= 7 n2= 25 Cl= 0 c2= 0






































K=3.00 n1= 8 n2= 30 c1= 0 c2= 0







































K=3.00 n1= 8 n2= 30 c1= 1 c2= 1








































n2= 35 c1= 0 c2= 0







































K=3.00 n1= 9 n2= 35
Cj
= 1 c2= 1






































K=3.00 n1=10 n2= 40 c- 0 c2= 0







































K=3.00 n1=10 n2= 40 c1= 1 c2= 1






































K=3.00 n1=ll n2= 45 c1= 0 c2= 0







































K=3.00 n1=ll n2= 45 c1= 1 c2= 1






































K=3.00 n1=12 n2= 50 c1= 0 c2= 0







































K=3.00 n1=12 n2= 50 c1= 1 c2= 1






































K=3.00 n-^13 n2= 55 c= 0 c2= 0







































K=3.00 n1=13 n2= 55 c= 1 c2= 1








































=14 n2= 60 c-L= 0 c2= 0







































K=3.00 n1=14 n2= 60 c1= 1 c2= 1






































K=3.00 n1=15 n2= 80 c1= 0 c2= 0







































K=3.00 n1=15 n2= 80 c1= 1 c2= 1






































K=3.00 n1=20 n2= 85 c1= 0 c2= 0







































K=3.00 n1=20 n2= 85 c1= 1 c2= 1






































K=3.00 n1=25 n2= 90 c1= 0 c2= 0







































K=3.00 n1=25 n2= 90 c1= 1 c2= 1






































K=3.00 n-^30 n2= 95 c-L= 0 c2= 0







































K=3.00 n^O n2= 95
c^ 1
c2= 1






































K=3.00 n1=35 n2=100 c1= 0 c2= 0







































K=3.00 n1=35 n2=100 c1= 1 c2= 1






































K=3.00 n1=40 n2=105 c1= 0 c2= 0







































K=3.00 n1=40 n2=105 c1= 1 c2= 1






































K=3.00 n1=45 n2=110 c1= 0 c2= 0







































K=3.00 n1=45 n2=110 c1= 1 c2= 1






































K=3.00 n1=50 n2=115 c1= 0 c2= 0







































K=3.00 n1=50 n2=115 c1= 1 c2= 1







































K=3.00 n1=50 n2=120 c1= 1 c2= 2








































According to the discussion above and the computation of a series of
mixed plans, the computation method presented in this thesis is of
high
accuracy and high efficiency. The need to extend the evaluation
of the
operating characteristic of dependent mixed plans to
large first sample
sizes has been satisfied. In fact, the FORTRAN program could be
modified
for evaluating mixed plans with larger first
sample sizes(>50) if
more
computer memory resources were available.
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Appendix. COMPUTER PROGRAM LIST
integer m,n,nl
,n2, i , j ,cl ,c2,attri
character sw
real k,p(100)
real f (25, 51, 500)
common /a2/p,/al/f
open (6, f ile='oc.dat' ,status= 'new' )
print
*,'
Establishing the F-Matrix,it Takes about






























MIXED DEPENDENT SAMPLING PLANS
EVALUATION PROGRAM
( Sigma Known)
* Maximum first sample size=50 *',/,
* Maximum Number of nonconforming Levels=100 *',/,
. i
J,
Minimum nonconforming level=0. 0000002867
. i
/,
* (corresponding Z value=5.0) *J,/,
print *, 'First Sample
Size:'
read *,nl











print *, 'Attributes Criterion for First Sample Cl : '
read *,cl
print *, 'Attributes Criterion for Second Sample C2:'
read *,c2














.and. sw.ne. 'n ' ) goto 4








subroutine plan(n,n21 ,k,cl ,c2,m,attri)
integer cl,c2,nll ,n21 ,attri , i , j,kl
real nl ,n2, sum, sum2
real k,za(100) ,zu(100) ,pl(100)
real P2(100) ,pa(100) ,p(100)













































































= pl(i) + sum
else
pa(i)





















format(lx,' (Use Attributes and Variables
Criteria






999 format(/,lx,4x,'K=',f4.2,' nl=',I2,' n2=',I3,' cl=',I2.
+'
c2=',I2,/)































real x,nl ,za(100) ,zu(100)
























,/a4/ j , /a5/nll
nl=real(nll)
z = zu(i)-y
call fn(z,nll- j ,fa)







































, j ,k,m,n ,ml ,nl ,m2,n2,m3 ,n3,m4,n4
































































































, j ,k,m,n ,o,kl , jl ,a,b,c
real f(25,51,500)




































call nf ( j ,k, i , i3, j3,k3)
f ( i3 , j3 ,k3)=ff0+ff l*mx+
+ ff2/2*mx**2+ff3/6*mx**3
c if (i.eq.19) then








subroutine nf ( 10,m0,n0, 11 ,ml ,nl)
integer 10 ,m0 , nO , 11 ,ml ,nl
nl=10+l
.57.
if(n0.1t.26) then
ll=n0
ml=mO+l
else
ll=50-n0+l
ml=m0+ll+l
endif
return
end
real function ft(i)
integer i,j
ft=1.0
do j=l,i
ft=ft*real( j)
enddo
return
end
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