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Abstract
We discuss in this article the usefulness of the effective Lagrangians (L eff )
of QED and QCD within the one-loop approximation. Instead of calculating
L eff via complicated computations with Schwinger’s proper-time technique
or Feynman graphs, we prefer to employ the energy-momentum tensor and
the leading-log model. The advantage is that we do not have to demand the
external electromagnetic or color field to be constant. There are also some
critical remarks added which cast doubt on the use of LQCD with covariant
constant fields in explaining the nature of the QCD vacuum.
0.1 Introduction
In the first chapter we compile the most important results with regard to the
effective Lagrangian in a constant electromagnetic field. Our objective is to find
the Green’s function of a spin- 12 particle in an external constant magnetic field
that points in the zˆ direction. This can be achieved with Schwinger’s proper-
time technique. With the result we can compute the entire effective Lagrangian
as a function of the constant (E,H) field. In this way we obtain the famous
Heisenberg-Euler effective Lagrangian. We will then set up a relation between
the effective Lagrangian and the trace of the energy-momentum tensor for con-
stant magnetic and electric fields. Thereafter we give up the requirement that
the fields be constant and allow for arbitrary varying fields. This is done in con-
nection with the effective action for Yang-Mills fields. Rather than attempting
to compute L eff , we will make an ansatz motivated by the requirement that
L eff give the correct trace anomaly for the energy-momentum tensor. In this
way we are able to construct the leading-log effective Lagrangian. Similar con-
siderations are used to investigate the effective Lagrangian in QED. Finally we
briefly study Adler’s leading-log model in QCD and state his result concerning
the static potential between a quark-antiquark pair for long and short distances.
Although the calculations are highly non-trivial, the results of the linearly rising
potential for large quark separation and the Coulombic r−1 potential for small
distances are very encouraging.
0.2 Compendium of Useful Formulae[DR85]
We start with the Green’s function of a spin- 12 particle in an external electro-
magnetic field:[
γµ
(
1
i
∂µ − eAµ
)
+m
]
G+(x, x
′;A) = δ(x− x′). (1)
If we pick a special gauge field so that Fµν is constant, we obtain the closed-form
solution
G+(x, x
′;A) = φ(x, x′)
∫ ∞
0
1
s2
[
m− 1
2
γµ {f(s) + eF}µν (x − x′)ν
]
× e−im2s−L(s)+ i4 (x−x′)f(s)(x−x′)e i2σFsds ,
with
f(s) = eF coth(eFs)
L(s) =
1
2
tr ln
[
sinh(eFs)
eFs
]
,
and φ(x, x′) = eie
∫
x
x′
Aµ(ξ)dξµ with a straight path between x and x′.
Our central subject of interest is the vacuum amplitude in the presence of
an external field which, in the framework of a one-loop approximation for the
effective Lagrangian, can be written as
〈0+|0−〉A = eiW
(1)[A] = ei
∫
L
(1)(x)d4x , (2)
2
with
iW (1) [A] = −Tr ln
(
1
1− eγAG+
)
= −Tr ln
(
G+ [A]
G+ [0]
)
. (3)
Here G+ = G+[0] is the electron propagator in the field-free case, connected
with G+[A] by
G+[A] = G+(1− eγAG+)−1 . (4)
Furthermore, Tr indicates the trace both in spinor and configuration space.
The one-loop effective actionW (1), i.e., the effective Lagrangian L (1), is the
formal expression for the effect which an arbitrary number of “external photon
lines” can have on a single Fermion loop.
The functional derivative with respect to the potential Aµ(x) is given by
i
δW (1)[A]
δAµ(x)
= −etr [γµG+(x, x;A)] . (5)
This equation is fulfilled by the ansatz
iW (1) := i
∫
L
(1)d4x = −1
2
∫ ∞
0
e−ism
2
s
Tr
[
eis(γ·Π)
2
]
ds , (6)
where the proper-time representation of G+[A] is given by
G+[A] · γ · Π−m
(γ ·Π)2 −m2 = (m− γ · Π)i
∫ ∞
0
e−is[m
2−(γ·Π)2]ds . (7)
We can then write for the unrenormalized Lagrangian
L
(1)(x) =
i
2
tr
∫ ∞
0
e−im
2s
s
〈x|eis(γ·Π)2 |x〉ds , (8)
where the trace refers only to the spinor index. With this expression for L (1)(x)
we can show that
i
∂L (1)
∂m
= tr G+(x, x;A) . (9)
Without further proof we also find for the trace of the energy-momentum tensor
〈T µµ (x)〉 = −im tr G+(x, x;A) . (10)
This leads us to the equation
〈T µµ (x)〉 = −imtr〈x|(−γ ·Π+m)i
∫ ∞
0
e−i(m
2−(γ·Π)2)sds|x〉
= m2〈x|tr
∫ ∞
0
e−i(m
2−(γ·Π)2)sds|x〉 .
With the former expression for L (1) we obtain the useful equality
〈T µµ (x)〉 = m
∂L (1)(x)
∂m
=
∂L (1)(x)
∂(lnm)
. (11)
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For a purely constant magnetic field the renormalized one-loop effective La-
grangian is known to be
L
(1)(H) = − 1
8π2
∫ ∞
0
e−m
2s
s2
[
(eHs) coth(eHs)− 1
3
(eHs)2 − 1
]
ds . (12)
The integral can be explicitly calculated by dimensional or ζ-function regular-
ization. In the next chapter we will make the explicit expression for L (1)(H)
the starting point for our detailed discussion of the trace anomaly of the energy-
momentum tensor in QED.
0.3 The trace anomaly of the energy-momentum
tensor from the one-loop effective Lagrangian
in QED
We already mentioned the close connection between the effective Lagrangian
L (1) and the trace of the energy-momentum tensor:
〈T µµ (x)〉 = m
∂L (1)(x)
∂m
. (13)
For constant fields we have the expression
〈T µµ (x)〉 (F ,G) =
m2
16π2
4
∫ ∞
0
e−m
2s
s2
[
e2s2GRe cosh
(
es
√
2(F + iG)1/2)
Im cosh
(
es
√
2(F + iG)1/2)
−1− 2
3
e2s2F
]
ds ,
where
F = 1
4
FµνF
µν =
1
2
(
H2 − E2) ,
G = 1
4
FµνFµν = ~E · ~H ,
with
Fµν =
1
2
ǫµνκλF
κλ, ǫ0123 = 1 .
The closed-form expression L (1) for an external constant H-field only is
given by
L
(1)(H) = − 1
32π2
[
(2m4 − 4m2(eH) + 4
3
(eH)2)
[
1 + ln
(
m2
2eH
)]
+4m2(eH)− 3m4 − (4eH)2ζ′
(
−1, m
2
2eH
)]
.
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The result of the mass-differentiation turns out to be
〈T µµ 〉(H) = −
1
12π2
(eH)2 − m
4
4π2
ln
(
m2
2eH
)
+
m2
4π2
(eH) ln
(
m2
2eH
)
+
m4
4π2
+
(eH)m2
2π2
[
ln Γ
(
m2
2eH
)
− 1
2
ln 2π
]
.
This, by the way, is also the result of the calculation of the integral
〈T µµ 〉(H) = −i
eHm2
4π2
∫ ∞
0
e−2ihz
z2
[
z cot z − 1 + 1
3
z2
]
dz, h =
m2
2eH
. (14)
Now observe that for h≪ 1 we can approximate ln Γ(h) ≈ − lnh, such that
lim
m→0
〈T µµ 〉(H) = −
1
12π2
e2H2 , (15)
which, when written covariantly, yields
m→ 0 : 〈T µµ 〉 = −
1
24π2
e2FµνF
µν = −2α
3π
1
4
FµνF
µν . (16)
We can also obtain the next-to-leading term,
〈T µµ 〉 = −β(α)
1
4
FµνF
µν , β(α) =
2
3
(α
π
)
+
1
2
(α
π
)2
, (17)
by incorporating results for the two-loop calculation L (2).
For large field strengths, eHm2 ≫ 1, the dominant term is
〈T µµ 〉(H) = −
α
3π
H2 , (18)
while for small field strength, eHm2 ≪ 1, we obtain, using Stirling’s (Moivre’s)
formula for the logarithm of the Γ-function,
〈T µµ 〉(H) = 4
(
−2α
2
45
H4
m4
+
64
315
πα3
H6
m8
+ . . .
)
. (19)
Interestingly, the first term in this expansion agrees with Schwinger’s[Sch51]
from the Heisenberg-Euler Lagrangian:
Tµν = T
Maxwell
µν
(
1− 16
45
α2
1
m4
F
)
− δµν 2
45
α2
1
m4
(
4F2 + FG2) . (20)
In our present case we use ~ = c = 1, and for ~E = ~0 we have F = 12 (H2−E2) =
1
2H
2 and G = ~E · ~H = 0.
Since we are interested in the trace of Tµν , we obtain (in Schwinger’s nota-
tion)
〈Tµµ〉 = −4
(
8α2
45m4
F2 + 14α
2
45m4
G2
)
,
which for G = 0 indeed yields
〈Tµµ〉(H) = −4
(
2α2
45
H4
m4
)
.
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Let us prove Schwinger’s formula. He starts with
Tµν = δµνL − 2 ∂L
∂Fµλ
Fνλ . (21)
(Note that in Schwinger’s formula the factor 2 is missing!)
We need the following derivatives:
∂L (F ,G)
∂Fµλ
=
∂L
∂F
∂F
∂Fµλ
+
∂L
∂G
∂G
∂Fµλ
,
∂F
∂Fµλ
=
∂
∂Fµλ
(
1
4
F 2ρσ
)
=
1
2
Fµλ
∂G
∂Fµλ
=
∂
∂Fµλ
(
1
4
FρσF
∗
ρσ
)
=
1
4
∂
∂Fµλ
(
Fρσ
i
2
ǫρστωFτω
)
=
1
2
F ∗λµ .
Hence we can write
∂L (F ,G)
∂Fµλ
=
∂L
∂F
1
2
Fµλ +
∂L
∂G
1
2
F ∗λµ ,
so that
−2 ∂L
∂Fµλ
Fνλ = −∂L
∂F FµλFνλ −
∂L
∂G F
∗
λµFνλ︸ ︷︷ ︸
=Gδµν
= −FµλFνλ ∂L
∂F − δµνG
∂L
∂G +
(
δµνF ∂L
∂F − δµνF
∂L
∂F
)
.
Putting everything together we obtain
Tµν = −FµλFνλ ∂L
∂F + δµνF
∂L
∂F + δµλL − δµνF
∂L
∂F − δµνG
∂L
∂G
= −
(
FµλFνλ − δµν 1
4
F 2λκ
)
︸ ︷︷ ︸
=TMµν
∂L
∂F + δµν
(
L −F ∂L
∂F − G
∂L
∂G
)
,
which is a gauge-invariant expression.
Now, from the Heisenberg-Euler effective Lagrangian we are given
L = −F + C [4F2 + 7G2] , C = 2α2
45m4
, ~ = c = 1 . (22)
From this expression we obtain the derivatives
∂L
∂F = −1 + 8CF , F
∂L
∂F = −F + 8CF
2
∂L
∂G = 14CG , G
∂L
∂G = 14CG
2 .
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Finally we end up with
Tµν = T
M
µν
(
1− 16α
2
45m4
F
)
+ δµν
(
L + F − 8CF2 − 14CG2) , (L = −F + C(4F2 + 7G2))
= TMµν
(
1− 16α
2
45m4
F
)
− δµν 2α
2
45m4
(
4F2 + 7G2) 
Let us put things together. Besides 〈T µµ 〉(H), we can easily produce the cor-
responding result for a constant electric field by substituting H → −iE. The
result is
〈T µµ 〉(E) =
e2E2
12π2
− m
4
4π2
(
i
π
2
+ ln
m2
2eE
)
− i eEm
2
4π2
(
i
π
2
+ ln
m2
2eE
)
+
m4
4π2
− i eEm
2
2π2
[
ln Γ
(
im2
2eE
)
− 1
2
ln 2π
]
.
If we split this equation up into its real and imaginary part we obtain
Re〈T µµ 〉(E) =
e2E2
12π2
− m
4
4π2
ln
m2
2eE
+
m2eE
8π
+
m4
4π2
+
eEm2
2π2
Im ln Γ
(
im2
2eE
)
Im〈T µµ 〉(E) = −
m4
8π
− m
2
4π2
eE ln
m2
2eE
− eEm
2
2π2
[
Re ln Γ
(
im2
2eE
)
− 1
2
ln 2π
]
.
The last expression can be simplified with the aid of
Re ln Γ(iα) = ln |Γ(iα)| = 1
2
ln |Γ(iα)|2 = −1
2
ln
(
α sinh(πα)
π
)
. (23)
The result is
Im〈T µµ 〉(E) = −
m4
8π
+
eEm2
4π2
ln
[
2 sinh
πm2
2eE
]
. (24)
Let us study these expressions in the limiting case m → 0. To do this we
employ the asymptotic formulae (for z ≪ 1):
ln Γ(z) ≈ ln z
Im ln Γ(iz) ≈ Cz, (C ≈ 0.577216)
ln sinh z ≈ ln z .
We then obtain
lim
m→0
〈T µµ 〉(H) = −
1
12π2
e2H2
lim
m→0
Re〈T µµ 〉(E) =
1
12π2
e2E2
lim
m→0
Im〈T µµ 〉(E) = 0 .
These three results are contained in
lim
m→0
〈T µµ 〉 = −
1
24π2
e2FµνF
µν . (25)
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We thus obtain a confirmation of the more general formula (in one-loop approx-
imation)
〈T µµ (x)〉 = −m〈ψ¯(x)ψ(x)〉 −
1
24π2
e2Fµν(x)F
µν(x) , (26)
where limm→0
(
m〈ψ¯(x)ψ(x)〉) = 0.
Let us have a final look at Im〈T µµ 〉(E), and write it in units of E2cr := m
4
4πα ,
and the electric field in units of Ecr :=
m2
e . Thus we obtain
Im〈T µµ 〉(E) = −
α
2
+
α
π
E ln
[
2 sinh
π
2E
]
= −α
2
+
α
π
E ln
[
e
pi
2E − e− pi2E ]
= −α
2
+
α
π
E
[
ln e
pi
2E + ln
(
1− e− piE )] .
Here we use ln(1− x) = −∑∞n=1 xnn , −1 ≤ x < 1, which yields
Im〈T µµ 〉(E) = −
α
2
+
α
2
− α
π
E
∞∑
n=1
1
n
e−
pi
E
n = −α
π
E
∞∑
n=1
1
n
e−
pi
E
n . (27)
For small values we find approximately (E ≪ 1):
Im 〈T µµ 〉(E) ≈ −
α
π
Ee−
pi
E , (28)
which goes to zero for E → 0.
Our result can also be obtained by using the well-known formula (c.f. e+−e−
pair production)
Im L
(1)(E) =
α
2π2
E2
∞∑
n=1
1
n2
e−
pim2
eE
n . (29)
We only need to write
Im 〈T µµ 〉(E) = m
∂
∂m
Im L
(1)(E) = m
α
2π2
E2
∞∑
n=1
1
n2
(−2mπn
eE
)
e−
pim2
eE
n
= −m
2eE
4π2
∞∑
n=1
1
n
e−
pim2
eE
n ,
or, in our units,
Im〈T µµ 〉(E) = −
α
π
E
∞∑
n=1
1
n
e−
pi
E
n

Up to now, we have always restricted our calculations to the case of constant
electric or magnetic fields. It can be shown, however, that the leading terms for
strong fields, i.e., those of order H2 lnH or E2 lnE, are the same if the fields are
not constant. This will be demonstrated in the next chapter, where we extend
our discussion to the effective Yang-Mills field theory.
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0.4 The Effective Action for Yang-Mills Theory
The effective action of quantum chromodynamics (QCD) for covariant constant
color fields has been extensively treated in the literature by many researchers.
But they rarely pose the question in how far their results are physically reason-
able and applicable. If one assumes that the confinement hypothesis is correct,
then no constant color fields can exist. Thus it would be physically senseless to
study the effective Lagrangian (or the effective potential) in an exact covariant
constant color field. If, however, we regard a color field that in an expanded,
but limited space, can be considered to be approximately covariant constant,
then one could suppose that in the space in question the effective Lagrangian
can be approximated by the effective Lagrangian of a covariant constant field.
Thus we try to extrapolate from the case of an unlimited, expanded covariant
color field to the case of a color field that is in an expanded but limited space,
approximately covariant constant. Upon looking more closely, it turns out that
this procedure is physically unsatisfactory, because one first calculates the ef-
fective Lagrangian for the covariant constant field configuration, which is not
even theoretically feasible - this is forbidden by the confinement hypothesis -
and then tries to extrapolate to a physical situation. For such an extrapolation
from a nonphysical to a physical situation, one cannot expect that the result
is in any way physically acceptable. Thus the results obtained for the effective
potentials with covariant constant color fields should not be used to describe
the nature of the QCD vacuum, but rather a transitional phase in the search
for the true QCD vacuum.
After this prelude we will return to the role of the energy-momentum ten-
sor in Yang-Mills theory. Rather than attempt the difficult task of computing
L eff as done in [DR83], we will instead make an ansatz. Our ansatz will be
motivated by the requirements that L eff (x) gives the correct trace anomaly
for the energy-momentum tensor, and depends only on the algebraic invariant
F 2 := F aµνF
aµν [PT78].
So we require
Θµν = 2
L (F 2)
∂ηµν
− ηµνL (F 2)
Θµµ =
β(g¯(t))
2g¯3(t)
F aµνF
aµν ,
so that Θµµ has the usual form of the trace anomaly. Now we want to prove that
these requirements are satisfied by the ansatz
L
eff := −1
4
1
g¯2(t)
F 2 , t :=
1
4
ln
F 2
µ2
. (30)
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So we have to calculate
Θµν = 2
∂L eff
∂ηµν
− ηµνL eff
=
(
2
1
g¯2(t)
∂
∂ηµν
(
−1
4
F 2
)
− ηµνL
)
− 2
4
(
∂
∂ηµν
1
g¯2(t)
)
F 2
=
1
g¯2(t)
[
1
4
ηµνF
2 − Fαµ Fνα
]
− 1
2
(
∂t
∂ηµν
d
dt
1
g¯2(t)
)
F 2
=
1
g¯2(t)
[
Fαµ Fαν +
1
4
ηµνF
2
]
+
1
4
(
d
dt
1
g¯2(t)
)
F aµβF
aβ
ν .
The last term on the right-hand side uses the result
d
dt
1
g¯2(t)
= − 2
g¯3(t)
dg¯
dt
(t) = −2β(g¯(t))
g¯3(t)
, (31)
where we employed
t =
∫ g¯(t)
g
dg′
β(g′)
, (32)
which, when taken the derivative ddt of, gives
1 =
1
β(g¯(t))
d
dt
g¯(t), i.e.,
d
dt
g¯(t) = β(g¯(t)) . (33)
So we proved the relation
Θµν =
1
g¯2(t)
[
Fαµ Fαν +
1
4
ηµνF
2
]
− β(g¯(t))
2g¯3(t)
F aµβF
aβ
ν ,
and from here the trace
Θµµ =
β(g¯(t))
2g¯3(t)
F aµβF
aµβ , t =
1
4
ln
F 2
µ4
. 
We also can verify that our ansatz L eff = − 14 F
2
g¯2(t) , t =
1
4 ln
F 2
µ4 satisfies the
renormalization group equation[
µ
∂
∂µ
+ β(g)
∂
∂g
](
−1
4
F 2
)
1
g¯2(t)
= 0 . (34)
Proof:
µ
∂
∂µ
1
g¯2(t)
= µ
∂t
∂µ
d
dt
1
g¯2(t)
= µ
1
4
∂
∂µ
(
lnF 2 − 4 lnµ) (−2)β(g¯(t))
g¯3(t)
= 2
β(g¯(t))
g¯3(t)
.
Taking the derivative ∂∂g of t =
∫ g¯(t)
g
dg′
β(g′) we obtain
∂
∂g
t = 0 =
∂g¯(t)
∂g
1
β(g¯(t))
− 1
β(g)
or
∂g¯(t)
∂g
=
β(g¯(t))
β(g)
(35)
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and from here
β(g)
∂
∂g
1
g¯2(t)
= β(g)(−2)g¯−3(t)∂g¯(t)
∂g
= −2 1
g¯3(t)
β(g)
β(g¯(t))
β(g)
= −2β(g¯(t))
g¯3(t)
.
(36)
So we proved the equation[
µ
∂
∂µ
+ β(g)
∂
∂g
]
1
g¯2(t)
= 0 . (37)
The effective Lagrangian is specified once we know β(g). For weak coupling
we have
gβ(g) = −1
2
b0g
4 + b1g
6 + . . .
β(g) = −1
2
b0g
3 + b1g
5 + · · · = −1
2
b0g
3
(
1− 2b1
b0
g2
)
+ . . . .
This we substitute into
t =
∫ g¯(t)
g
dg′
β(g′)
= − 2
b0
∫ g¯(t)
g
1
g′3(1− 2 b1b0 g′2 + . . . )
dg′
= − 2
b0
∫ g¯(t)
g
(
1
g′3
+ 2
b1
b0
1
g′
+ . . .
)
dg′
= − 2
b0
[
− 1
2g′2
+ 2
b1
b0
ln g′ + . . .
]g¯(t)
g
to obtain
t =
1
b0
1
g¯2(t)
− 2
b0
2
b1
b0
ln g¯(t) + . . .− 1
b0
1
g2
+
2
b0
2
b1
b0
ln g + . . .︸ ︷︷ ︸
=const.·t
.
Hence for g(t)≪ 1 we find the approximations
t =
1
b0
1
g¯2(1)(t)
: g¯(1)(t) =
√
1
b0t
t =
1
b0
1
g¯2(2)(t)
− 2
b0
2
b1
b0
ln
√
1
b0t︸ ︷︷ ︸
= 1
b0
2
b1
b0
ln t+const.
:
1
g¯2(2)(t)
= b0t− 2b1
b0
ln t .
Consequently for large fields F 2, the effective Lagrangian is controlled by per-
turbation theory (asymptotic freedom) and is given by
L
eff
leading log = −
1
16
b0F
2 ln
F 2
µ4
+O (F 2 ln lnF 2) . (38)
By the way, in QCD we have
β(g) = µ
∂g
∂µ
,
11
where
β(g) = − g
3
16π2
(
11
3
N − 2
3
Nf
)
+ . . .
gβ(g) = −1
2
g4
1
8π2
(
11
3
N − 2
3
Nf
)
+O(g6)
= −1
2
b0g
4 +O(g6) ,
so that
b0 =
1
8π2
(
11
3
N − 2
3
Nf
)
.
Finally, let us write the leading-log effective Lagrangian in a form that will also
be useful in QED:
L
eff = −1
4
1
g¯2(t)
F 2 ,
t :=
1
4
ln
F 2
µ4
=
1
4
ln
2(B2 − E2)
µ4
F 2 := F aµνF
aµν = −2
(
~Ea · ~Ea − ~Ba · ~Ba
)
≡ −2 (E2 −B2) .
Then L eff is given by
L
eff = −1
4
b0tF
2 + · · · = −1
4
b0
1
4
[
ln
F 2
µ4
]
F 2 + . . .
= − 1
16
b0F
2 ln
F 2
µ4
+ . . .
L
(1)
eff =
1
8
b0(E
2 −B2) ln 2(B
2 − E2)
µ4
+ . . . .
When we rescale g2 into the fields we obtain
L
eff =
1
2
(
~E2 − ~B2
)
+
1
2
(
~E2 − ~B2
) g2
48π2
N
11
2
ln
g2( ~B2 − ~E2)
µ4
+O(F 2) .
(39)
This, by the way, is the same result that one obtains for covariant constant color
fields. Special cases are given by
~E = ~0 : L eff (B) = −1
2
B2 − 1
2
B2
g2
48π2
N
11
2
ln
g2B2
µ4
= −1
2
B2
(
1 +
g2
48π2
11N ln
gB
µ2
)
B → 1
i
E : L eff (E) =
1
2
E2
(
1 +
g2
48π2
11N ln
g(−iE)
µ2
)
=
1
2
E2
(
1 +
g2
48π2
11N
(
ln
gE
µ2
− iπ
2
))
.
12
Since V eff (B) = −L eff (B) we obtain for the effective potential in QCD for
SU(N = 3):
V eff (B) =
1
2
B2
[
1 +
g2
4π2
(11 · 3− 2Nf) ln gB
µ2
]
. (40)
Since − 14F 2 = 12 (E2−B2), we have for the color magnetic fields only B2 = 12F 2:
V eff (B) =
1
4
F 2
[
1 +
g2
4
b0 ln
(gF )2
2µ4
]
b0 =
1
8π2
(
11
3
· 3− 2
3
Nf
)
, N = 3 .
To find the minimum we take the derivative ∂V
eff (F )
∂F 2 and set it equal to zero.
The result is
ln
e(gF )2
2µ4
= − 4
b0g2
or
〈0|(gF )2|0〉 = 2µ
4
e
e
− 4
b0g
2 ,
which gives the dimensionless number
〈0|(gF )2|0〉
µ4
=
2
e
e
− 4
b0g
2︸ ︷︷ ︸
<1
= 0.7357e
− 4
b0g
2 .
From here we find the expression for V effmin(F ) to be:
V effmin (F ) =
1
4
〈F 2〉
[
1 +
g2
4
b0 ln
〈(gF )2〉
2µ4
]
=
1
4
〈F 2〉
[
1 +
g2
4
b0
(
ln
1
e
+ ln e
− 4
b0g
2
)]
= − b0
16
〈0|(gF )2|0〉 (= 0.7124 · 10−2〈0|(gF )2|0〉 for 3 massless flavours)
= − 1
128π2
(
11− 2
3
Nf
)
〈0|(gF )2|0〉
=
g2=4πα
− 1
128π2
(
11
3
N − 2
3
Nf
)
〈0|4παF 2|0〉
= − 1
32
(
11
3
N − 2
3
Nf
)
〈0|α
π
F aµνF
aµν |0〉+O(α2) .
This result is consistent with the trace
〈0|T µµ |0〉 =
1
8
(
11
3
N − 2
3
Nf
)
〈0|α
π
F aµνF
aµν |0〉 . (41)
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From Lorentz invariance Tµν(x) = const.·gµν and T00 = ǫ; therefore Tµν = ǫgµν ,
and we obtain T µµ = 4ǫ so that the lowering of the energy caused by non-
perturbative fluctuations of the color field yields in the vacuum state
ǫ = − 1
32
(
11
3
N − 2
3
Nf
)
〈0|α
π
F aµνF
aµν |0〉+O(α2) . (42)
For N = 3, Nf = 3 we have (
11
3 N − 23Nf) = 9.
0.5 The Effective Lagrangian in QED
We want to investigate the modification of Coulomb’s law for long and short
distances. First, we will ask for the effective Lagrangian for weak, but otherwise
arbitrary, fields. In the weak-field limit, e2FµνF
µν/m4 becomes small due to
the smallness of α. This leads to the expression (wf = weak-field):
W
(1)
wf [A] =
∫
L
(1)
wf d
4x =
1
2
∫
Aµ(x)Πµν(x, y)A
ν(y)d4xd4y (43)
for the weak-field limit of the one-loop effective action, where Πµν is nothing
but the well-known order-e2 polarization tensor of QED.
In momentum space it is given by
Πµν(k) =
(
gµνk
2 − kµkν
)
Π(k2) ,
Π(k2) = − α
3π
k2
∫ ∞
4m2
1
t
ρ(t)
1
k2 + t− iǫdt ,
ρ(t) =
(
1 +
2m2
t
)(
1− 4m
2
t
) 1
2
.
As a consequence of the particular tensor structure of Πµν(k), W
(1)
wf can be
written in terms of Fµν only and therefore is gauge invariant.
Adding the classical Maxwellian term, we obtain for the real field effective
Lagrangian
L
eff
wf = −
1
4
Fµν(x)
[
1 +
α
3π

∫ ∞
4m2
1
t
ρ(t)
t−dt
]
Fµν(x) (44)
where, as usual,  = −∂2t + ~∇2.
The equations of motion resulting from this effective Lagrangian for the
weak-field case are linear, because L effwf is quadratic in the fields. Next, let
us apply L effwf to the Coulomb problem. Specializing to the static case begins
with the variation
δ
δA0(~x)
∫
d3x′
[
1
2
~∇A0 ·
(
1 +
α
3π
~∇2
∫ ∞
4m2
1
t
ρ(t)
t− ~∇2
dt
)
~∇A0 −A0J0
]
= 0 .
(45)
For J0(~x) we assume two point charges with the separation r:
J0(~x) = Q [δ (~x− ~x1)− δ (~x− ~x2)] , |~x1 − ~x2| = r . (46)
14
The variation then gives the equation of motion
D~∇2A0(~x) = −J0(~x) ,
where
D := 1 +
α
3π
~∇2
∫ ∞
4m2
1
t
ρ(t)
t− ~∇2
dt .
Making use of the position space representation of the resolvent (t− ~∇2)−1, one
can easily calculate the potential energy V = − ∫ L effwf (A0)d3~x associated with
the interaction of two point charges. One finds
V (r) = −Q
2
4π
[
1
r
+
α
3π
∫ ∞
4m2
ρ(t)
t
e−
√
tr
r
dt
]
+O(α2) . (47)
The second term in the brackets is the well-known Uehling correction to the
classical Coulomb potential. V (r) was derived in the weak-field limit and thus
should be valid at large distances. Because the equation of motion is linear,
V (r) takes the form of a superposition of Yukawa potentials.
The quantum mechanical correction to a many-particle static potential,
A0(~x) =
∑
i
Qi
4π|~x− ~xi| , J0(~x) =
∑
i
Qiδ(~x− ~xi)
Vstatic =
1
2
∑
i6=j
QiQj
4π|~xi − ~xj | , rij = |~xi − ~xj | ,
becomes
Vstatic =
1
2
∑
i6=j
QiQj
4π
[
1
rij
+
α
3π
∫ ∞
4m2
ρ(t)
t
e−
√
trij
rij
dt
]
+O(α2) .
Now that we have established the Lagrangian L effwf and the (one-loop) correc-
tion to the Coulomb potential for weak fields, we want to set up the generalized
Maxwell equations for strong fields. The following calculations are justified by
noting that the ansatz
Leff = − 1
4e2(F 2)
FµνF
µν (48)
leads to the correct trace anomaly of the energy-momentum tensor (c.f. 0.4)
One starts from the free Maxwell Lagrangian
L = −1
4
Fµν(x)F
µν(x) (49)
and scales the electromagnetic coupling e out of the fields
Aµ → 1
e
Aµ ,
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giving
L = − 1
4e2
FµνF
µν .
Note that in the complete interacting QED Lagrangian this is the only term
containing e, because the vertex now simply reads ψ¯γ ·Aψ instead of eψ¯γ ·Aψ.
The next step is to renormalization-group improve L by replacing e with
the running coupling constant e(µ) to first order in α. To achieve this we make
use of the scale variation of the gauge coupling constant[Ram97]
µ
∂e
∂µ
= β(e) =
1
12π2
e3 . (50)
This equation is solved by
1
e2(µ)
− 1
e2(µ0)
= − 1
6π2
ln
µ
µ0
, (51)
where µ0 denotes an arbitrary scale.
To prove this let us rewrite the last equation in the form
1
e2(µ)
=
1
e2(µ0)
− 1
6π2
ln
µ
µ0
or e(µ) =
(
1
e2(µ0)
− 1
6π2
ln
µ
µ0
)− 12
.
Hence
∂e(µ)
∂µ
= −1
2
(
1
e2(µ0)
− 1
6π2
ln
µ
µ0
)− 32 (
− 1
6π2
)
1
µ
,
which yields
µ
∂e(µ)
∂µ
=
1
12
e3 
Let us rewrite our solution slightly:
1
e2(µ0)
(
e2(µ0)
e2(µ)
− 1
)
= − 1
6π2
ln
µ
µ0
or
e2(µ0)
e2(µ)
= 1− e
2(µ0)
6π2
ln
µ
µ0
.
So the scaling equation for e2(µ) := 4πα(µ) is given by
e2(µ) =
e2(µ0)
1− e2(µ0)6π2 ln µµ0
. (52)
This equation has a singularity which follows from
1− e
2(µ0)
6π2
ln
µ
µ0
= 0
or
e2(µ0)
6π2
ln
µ
µ0
= 1 ,
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which is solved by µ = µ0e
6pi2
e2(µ0) and is known as Landau singularity. Our
scaling equation underlines the fact that the electric charge grows weaker and
weaker at large distances (i.e., small scales), which means that the identification
of the free Lagrangian (e = 0) in terms of physical photons is perfectly justified.
In our application, where the fields are sufficiently strong so that fermionic
masses are negligible, the length or mass scale is set by the magnitude F 2 =
FµνF
µν . Therefore we replace in the scaling equation µ4 by F 2 to obtain
e2(F 2) =
e2(µ0)
1− e2(µ0)24π2 ln F
2
µ40
, (53)
with an arbitrary integration constant and arbitrary reference mass µ0. After
replacing e2 by the field-dependent running coupling constant e2(F 2) we obtain
Leff = − 1
4e2(F 2)
FµνF
µν
= − 1
4e2(µ0)
FµνF
µν
[
1− e
2(µ0)
24π2
ln
F 2
µ40
]
.
The one-loop part is (we scale back e2(µ0) := e
2 into the fields)
L
(1) =
1
4
FµνF
µν e
2
24π2
ln
e2F 2
µ40
F 2=−2(~E2− ~B2)
=
1
2
(
~B2 − ~E2
) e2
24π2
ln
e2
(
~B2 − ~E2
)
µ40
+O(F 2)
~E = ~0 : L (1)(B) =
1
2
B2
e2
24π2
ln
(eB)2
µ40
=
αB2
6π
ln
eB
µ20
B → 1
i
E : L (1)(E) = −αE
2
6π
ln
e(−iE)
µ20
= −αE
2
6π
ln
eE · e−ipi2
µ20
= −αE
2
6π
[
ln
eE
µ20
− π
2
i
]
µ0 ≡ m : L (1)(E) = −αE
2
6π
(
ln
eE
m2
− π
2
i
)
,
and this is our old formula for L (1)
(
eE
m2 →∞
)
which was formally derived for
constant fields only. However, at no point in the above “derivation” of L (1) did
we have to demand the fields to be constant; thus we may assume that L (1) is
correct to order F 2 lnF for arbitrary varying fields.
Now that we have established the Lagrangian for strong but otherwise arbi-
trary fields, we can set up the generalized Maxwell equations and try to solve
them for a given source distribution. In general, they are of the form
δ
δAµ(x)
∫ [
L
(0) + L (1) − JµAµ
]
d4x′ = 0 , (54)
with L (1) given by its real part. Furthermore Jµ(x) = J0(~x)δµ and ~E(~x) =
−~∇A0(~x) (A0 = φ). This leads us to evaluating
δ
δA0(~x)
∫ (
1
2
|~∇A0|2
[
1− e
2
12π2
ln
e|~∇A0|
m2
]
− J0A0
)
d3~x′ = 0 , (55)
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which is equivalent to
Vstatic = −ext.φ
∫ (
1
2
(~∇φ)2
[
1− α
3π
ln
e|~∇φ|
m2
]
− φJ0
)
d3x . (56)
The variation of our φ then gives the local nonlinear differential equation for
φ ≡ A0:
∂k
∂L
∂(∂kφ)
=
∂L
∂φ
,
where
L (φ, ∂iφ) =
1
2
∂kφ∂kφ
[
1− α
6π
ln
e2(∂kφ)(∂kφ)
m4
]
− φJ0
∂L
∂φ
= −J0
∂L
∂(∂kφ)
= ∂kφ︸︷︷︸
=−Ek
[
1− α
6π
ln
e2(∂kφ)(∂kφ)
m4
]
+
(
− α
6π
∂kφ
)
.
Therefore
∂k
∂L
∂(∂kφ)
= ∂k
(
(−Ek)
[
1− α
3π
ln
eE
m2
]
+
( α
6π
Ek
))
= −J0
and thus ~∇ ·



1− α6π︸︷︷︸
≪ α3pi ln eEm2
− α
3π
ln
eE
m2

 ~E

 = J0 .
Alltogether we have
~∇ · ~D = J0, ~D := ǫ(E) ~E
ǫ(E) = 1− α
3π
ln
eE
m2
~E = −~∇φ
These are well-known classical equations from electrostatics of polarizable me-
dia. Looking back at the microscopic origin of ǫ(E), we see that the effect of
the vacuum fluctuations of the electron field is such that the vacuum responds
to an external electric field as if it were some sort of crystal which possesses
a field-dependent dielectric constant. Obviously, Maxwell’s equations become
nonlinear due to the logarithm in ǫ(E).
To summarize, we can say that in deriving ~∇ · ~D = J0 with ~D = ǫ(E) ~E,
we have solved the problem of finding the nonlinear generalization of Maxwell’s
equations - the non-linearities being caused by the electrons, which are hidden
from direct observation but which influence the dynamics of the Aµ field for a
strong and static, but otherwise arbitrary, electrical field.
To gain some insight into the effect produced by the nonlinear medium ǫ(r),
let us look at a specific example. We consider the case where J0 contains only a
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single isolated charge Q at ~x = ~0 (together with a compensating spherical shell
of charge −Q at infinity):
J0(~x) = Qδ(~x) . (57)
Making the spherically symmetric ansatz
~D =
Q
4πr2
rˆ, ~E =
Q(r)
4πr2
rˆ, r = |~r|, (58)
the equation
~∇ · ~D = Qδ(~x) (59)
is solved, provided that the function Q(r) is a solution to the transcendental
equation
Q = Q(r)ǫ
(
eQ(r)
4πr2
)
. (60)
The physical interpretation of Q(r) is that it is the charge lying within a sphere
of radius r centered at ~x = ~0. The value of Q(r) is always larger than Q because
the vacuum polarization effects screen the charge. If we let r → ∞, Q(r)
approaches the (macroscopically) observed charge Q. We thus got an implicit
equation for the modification of Coulomb’s law by the electron fluctuations:
E(r) =
Q(r)
4πr2
. (61)
One can show that when
eQ(r)
4π
≫ 1 , (62)
the approximation of neglecting the nonlocal one-loop contribution in the effec-
tive action becomes self-consistent. To see why this should be so, we note that
because of the leading local but nonlinear correction to ǫ,
− α
3π
lnX1 , X1 =
eQ(r)
4πr2m2
, (63)
while for the leading nonlocal correction
− α
3π
lnX2 , X2 =
(
~∇ lnA0
)2
m2
∼ 1
r2m2
, (64)
so that eQ(r)4π ≫ 1 is just the condition for X1 ≫ X2, i.e., nonlinear local effects
win out at short distances.
0.6 Adler’s Leading-Log Model in QCD
Here, the leading approximation to the effective action is obtained by replacing
g2 in the classical Lagrangian
L =
1
2g2
(
~E2 − ~B2
)
, (65)
by the running coupling constant
L
eff =
1
2g2running
(
~E2 − ~B2
)
,
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where
g2running
(
~E2 − ~B2
µ4
)
=
g2(µ2)
1 + 14b0g
2(µ2) ln
(
~E2− ~B2
µ4
) ,
so that
L
eff =
1
2g2
(
~E2 − ~B2
)[
1 +
1
4
b0g
2(µ2) ln
(
~E2 − ~B2
µ4
)]
.
Here µ is an arbitrary subtraction point, g2 = g2(µ2), and b0 is a certain constant
one gets from calculating the one-loop radiative corrections,
b0 =
1
8π2
11
3
Cad > 0 . (66)
Our formula for L eff is applicable if g2running is small:(
~E2 − ~B2
)
≫ µ4
~E, ~B ≈ ~0 : g2 small, g2 < 0 .
The variational equation will be
δW eff
δ(E,B)
= 0 , (67)
and the static potential follows from
Vstatic = −W effextremum + self energies . (68)
A reminder:
L = −1
4
FµνF
µν + jµA
µ
~j = ~0 W =
∫ [
1
2
(
~E2 − ~B2
)
− ρϕ
]
d3x, W =
action
T
δW
δB
= 0⇒ ~B = ~0 W =
∫ [
1
2
(~∇ϕ)2 − ρϕ
]
d3x
δW =
∫ [
~∇ϕ · ~∇δϕ− ρδϕ
]
d3x
=
∫ (
−~∇2ϕ− ρ
)
δϕd3x = 0 .
Thus ϕextr. satisfies ~∇2ϕextr. = −ρ.
Wextr. :=W [ϕextr.] =
∫ [
1
2
~∇ϕ · ~∇ϕ− ρϕ
]
d3x
=
∫ [
−1
2
ϕ~∇2ϕ− ρϕ
]
d3x
=
∫ [
−1
2
ϕ(−ρ)− ρϕ
]
d3x
= −1
2
∫
ρϕd3x = −Vstatic + self energies.
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Before we continue, let us rewrite L eff in a more compact form (here we follow
Adler and use F instead of F 2 so far). Using F := ~E2− ~B2, ~E = −~∇ϕ, ~B =
~∇× ~A we have
L
eff (F ) =
1
8
b0F
[
4
g2(µ2)b0
+ ln
F
µ4
]
=
1
8
b0F
[
− ln e−
4
g2(µ2)b0 + ln
F
µ4
]
=
1
8
b0F ln
F
µ4e−4/g2(µ2)b0
L
eff =
1
8
b0 ln
F
eκ2
,
where κ2 is the constant
κ2 :=
µ4
e
e
− 4
b0g
2(µ2) .
This constant, κ, is a combination of µ and of g2(µ2). However, κ2 is renormalization-
group invariant (to one-loop order), so that κ is a physical parameter, whereas
µ is an unphysical parameter. We recall:
β(g) = µ
∂g
∂µ
= −1
2
g3b0 . (69)
Then we obtain
d
dµ
κ2 =
1
e
[
4µ3e
− 4
b0g
2 + µ4
d
dµ
(
− 4
b0g2
)
e
− 4
b0g
2
]
=
1
e
e
− 4
b0g
2
[
4µ3 − 4µ
4
b0
(−2)g−3 dg
dµ
]
=
1
e
e
− 4
b0g
2 4µ3

1 +
2
b0g3
µ
∂g
∂µ︸︷︷︸
− b02 g3

 = 0 .
The graph of L eff is shown in fig. 1.
The minimum of L eff is given by(
F ln
F
eκ2
)′
=
(
F lnF − F ln eκ2)′ = lnF + 1− ln eκ2
= lnF − ln κ2 = 0
⇒ Fmin = κ2 = µ
4
e
e
− 4
b0g
2(µ2) , b0 > 0 .
The renormalization group argument says that L eff (F ) is a good approxima-
tion in a region for strong fields and a region close to the origin for very weak
fields. Around the minimum, the approximation is not reliable. But what is re-
liable is the fact that the minimum is away from the origin where the interesting
structure of the model comes from. Now we have
W eff =
∫ [
L
eff − ρϕ] d3x , (70)
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κ2
F
perturbative
classical
action
Figure 1: Schematic graph of L eff . The dashed line represents classical action.
with
ρ(~x) = Q
[
δ(3)(~x − ~x1)− δ(3)(~x− ~x2)
]
. (71)
The variational equations come from
W eff =
∫ [
L
eff (~∇ϕ, ~A)− ρϕ
]
d3x
L ≡ L eff : ~∇ · ∂L
∂(~∇ϕ)
− ∂L
∂ϕ
= 0
1
2
F =
1
2
(
~E2 − ~B2
)
=
1
2
[
(~∇ϕ)2 −
(
~∇× ~A
)2]
or ~∇ · ∂L
∂ 12F︸ ︷︷ ︸
=:ǫ
∂ 12F
∂(~∇ϕ)︸ ︷︷ ︸
=−~E
+ρ = 0
∂ 12F
∂(~∇ϕ)
= ~∇ϕ = − ~E
=⇒ ~∇ · ǫ ~E = ρ
δL (x)
δAi(z)
=
∫
∂L (x)
∂Bj(x)
δBj(x)
δAi(z)
dx
=
∫
∂L (x)
∂ 12F (x)
∂ 12F
∂Bj(x)
δ
δAi(z)
ǫjmn∂mAn(x)dx
=
∫
(−ǫBj)(x)ǫjmnδin∂mδ(x− z)dx
=
∫
∂m(ǫBj)(x)ǫjmiδ(x− z)dx
= ǫijm∂m(ǫBj)(z) = −
[
~∇× (ǫ ~B)
]
i
= 0
⇒ ~∇× (ǫ ~B) = ~0
ǫ(F ) :=
∂L eff
∂(12F )
=
1
4
b0
(
F ln
F
eκ2
)′
⇒ ǫ(F ) = 1
4
b0 ln
F
κ2
. (72)
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F1
Figure 2: Scaled permettivity function ǫ as given in Eq. (72).
Now the equation
~∇× (ǫ ~B) = ~0 (73)
is solved by ǫ ~B = ~0.
Thus there are two branches we have to consider here:
~B = ~0, or (74)
ǫ = 0, i.e., at F = ~E2 − ~B2 = κ2 . (75)
Near the source charges, where the fields are strong, asymptotic freedom tells
us that the solution will look like the Abelian case. This means the electric field
be big and the magnetic field should be zero, or small:
~B = ~0 : F = ~E2 = (~∇ϕ)2 , ~E = −~∇ϕ .
Now define
~D = ǫ( ~E2) ~E = ǫ((~∇ϕ)2) ~E ,
together with
~∇ · ~D = ρ
~∇× ~E = ~0 .
Thus, we now have a non-linear dielectric problem.
As S. Adler[Adl81] has shown, the leading-log model gives us a qualitatively
correct, and semiquantitatively accurate account of the qq¯ force. He shows in
a highly non-trivial calculation that as the distance between the quarks R =
|~x1 − ~x2| → 0,∞, one obtains
Vstatic(R)→ κQR+O
(√
κ ln(
√
κR)
)
, R→∞
Vstatic(R)→ − Q
2
4πR 12b0

 1
ln
(
1
Λ2pR
2
) +O( log log
log2
,
1
log3
) , R→ 0 ,
with Λp = 2.52
√
κ for the parameter values Q =
√
4
3 , b0 =
9
8π2 appropriate to
SU(3) with 3 light quark flavors.
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