In one scenario of gene evolution, exon shuffling has a fundamental role in increasing gene diversity. As DNA sequences accumulate in the databases, the picture of the intron/exon structures of genes becomes more and more clear. We discuss in this review some features of this picture that suggest that introns have been present since the early stages of evolution, and that exon shuffling was a fundamental process in the construction of ancient as well as modern genes.
Introduction
The first applications of DNA sequencing in the late 1970s soon showed that the genes in eukaryotes were discontinuous, having an intron/exon structure, in distinction to the continuous genes of prokaryotes. However, almost two decades of research have still not answered the questions: What is the role of the introns? and Where do they come from? Even though one of the great achievements of molecular biology during this last 20 years has been the creation of the exponentially expanding dataset of DNA sequences, which today includes almost 500 megabases of sequence, only a small fraction of these sequences represent genomic versions of genes that have an intron/exon structure. Today the databases contain about 2000 independent genes with an intron/exon structure of about 10 000 exons. The next decade, which should carry the databases to 20 gigabases of sequence, will produce an explosion of knowledge about the intron/exon structure of genes and should resolve the current controversies.
In general, introns are widespread in the genes of complex eukaryotes, while simple eukaryotes and prokaryotes lack them. In plants and vertebrates, the introns are about 10-fold longer than the exons, so most of the DNA lies in the introns. If one compares homologous genes in different organisms, the exon sequences are well conserved while the intron sequences, simpler in character, vary rapidly, over evolutionary time, in sequence and in length, but not generally in position. Broadly speaking, organisms with small genomes lack introns or have small introns, while organisms with large genomes have many introns.
The critical issues in the evolution of the intron/exon structures are: What is the origin of the introns? What is the general role of exon shuffling in the evolution of genes? And finally, how is protein diversity created from a limited exon diversity?
The discovery of introns immediately suggested that the introns might have a necessary role in the biology of the eukaryotic cell and thus be preserved because they had some selected function in evolution. However, over the years, no generally necessary role for the introns has emerged. Occasionally a control sequence lies in an intron and so provides that intron with an essential role in the functioning of that gene. However, many genes have 10-50 introns, and these cannot all be essential for control reasons. At one time it was thought that splicing was necessary for a messenger to be transported from the nucleus. However, since some genes in the higher vertebrates are intronless, ranging from the histones, to the olfactory receptors, to pairs of genes for the same enzyme, one of which has a complete intron/exon structure while a second functional copy has no introns, the presence of introns and splicing cannot be a necessary step in message function. But if the introns are not being currently selected for by evolution, why are they there? One attitude, the argument for exon shuffling (Gilbert 1978) , argues that they are there simply because they have been used in the past by evolution to create novel genes. Introns increase recombination between exons: moving the exons several thousand bases apart along the DNA increases the rate of legitimate recombination between the exons one-hundred-to one-thousand-fold and increases the rate of illegitimate recombination, which creates novel connections between the exons, by factors of 10 6 or 10 8 . Thus the introns are hot spots for recombination in the formation of new combinations of exons and, hence, new genes. It is not that introns are present because they will be involved in the future in the creation of new genes, although that is a consequence of the intron/ exon structure, but, more correctly, that they are present because they have been used in the past history of the organism as the faster pathway to create the genes currently present. The view that introns are used to enhance recombination to produce exon shuffling is independent of the issue of the origin of the introns but provides an evolutionary advantage for them.
An alternative view would be that the introns are entirely functionless, but they appear in certain organisms because some random process introduces them down certain evolutionary lines at a rate more rapidly than counterselection or drift would dispose of them. (The selfish DNA idea was expressed by Doolittle & Sapienza (1980) and Orgel & Crick (1980) .) Such selfish DNA conceptions are true for transposable elements. However, selfish DNA generally shows, through sequence comparison, the origin and movement of these families of transposable elements or repetitive sequences. Intron DNA, strikingly, does not have a repetitive character and is generally unique DNA in the organism.
A debate about the origins of the introns arose soon after they were discovered. A conflict between the extreme theories of 'introns-early' (Doolittle 1978; Blake 1978; Darnell 1978; Gilbert 1979; Gilbert & Glynias 1993; Long et al. 1995b ) or 'introns-late' (Cavalier-Smith 1978 Palmer & Logsdon 1991; Stoltzfus et al. 1994) lies at the heart of the evolutionary consideration of the intron/exon structure. The introns-early view was expanded in the Exon Theory of Genes (Gilbert 1987) . In this review we will sketch a scenario proposed by the Exon Theory of Genes and discuss some features of the present-day genes that can be seen as consequences of the evolutionary process envisaged by this theory.
The exon theory of genes
The exon theory of genes pursues the idea that the shuffling of a limited number of exons whose products are modular folding elements is an extremely potent way to generate a large diversity of protein structures. This idea is not only attractive for the later stages of evolution, to create the novel genes needed for multicellularity and the Cambrian explosion, but also would make the creation of the first complex proteins easier. The exon theory of genes suggests that the first proteins were essentially aggregates of short polypeptides, perhaps 15-20 amino acid residues in length, and that genes were initially assembled from exons of this size. The processes for evolution were then (i) the shuffling of the small exons to make new proteins; (ii) the sliding and drift of introns to change the exon boundaries and to add new amino acids; and (iii) the loss of introns and, hence, the fusion of small exons to make larger ones. The shuffling of exons requires recombination at the DNA level, both legitimate and illegitimate, for which the introns serve as hotspots. The primary mechanism for the loss of introns is retroposition: a spliced message is copied back into DNA by a reverse transcriptase and then inserted into the genome. Such a cDNA copy can remove introns from the original gene by gene conversion. Alternatively, the reinsertion of the cDNA copy into the genome creates a pseudogene, if the region is not transcribed, or creates a complex Cterminal exon, if the insertion is into an intron in a functional gene. A complete example of this last process was worked out for the gene Jingwei in Drosophila where the normal four exons of ADH are fused into one and attached to other exons, making a new functional gene (Long & Longley 1993) . Several rounds of exon fusions would be required in the course of evolution to produce today's exon spectrum, peaked at length of 35-40 residues, and extending out occasionally to thousands of residues in length.
The critical predictions of the Exon Theory of Genes are that the first exons were small and that the original exons should correspond to modules, compact regions of polypeptide chain, which should in turn correspond to folding elements in protein structure.
The RNA world
The discovery that RNA molecules could be enzymes (ribozymes) with the potential to catalyse many reactions, including self-splicing, RNA cleavage and RNA polymerization (reviewed by Cech 1990) solved the chicken/egg paradox of the origin of life because now one single molecular type could (i) store information and (ii) catalyse a broad number of reactions and be the target of natural selection. An RNA world, consisting of RNA genomes and RNA enzymes, became possible (Gilbert 1986) .
In this picture, RNA is the carrier of genetic information, but introns, as ribozymes, promote the shuffling of primordial RNA exons that are RNA folding or functional units, and provide the benefits of genetic recombination. With ribozymes developing into the full complement of enzymes for primitive life, the intron/exon structure of RNA genes creates complex ribozymes from simple and reusable parts.
After the development of a translation system that uses ribozymes as ribosomes and activating enzymes (Piccirilli et al. 1992) , one expects the introduction of amino acids essentially one at a time and, hence, first the appearance of oligopeptide/ribozyme complexes with enhanced enzymatic activities and then the appearance of true protein enzymes. This picture leads to an RNA/ protein world in which the RNA genetic information still functions with an intron/exon structure, the exons now related to the protein products of the messenger RNAs. In this period, new and efficient splicing mechanisms could appear using proteins as co-factors along with RNA molecules. The original splicing mechanism, at the ribozyme level, would be the enzymologies responsible for splicing in group I and group II introns. DNA emerges after the development of a reverse transcriptase and the enzymes, to make the deoxyribonucleotide precursors from the ribonucleotide triphosphates. The role of DNA is to be a long, efficient, store of genes, because error correction mechanisms permit long genomes. Such DNA genomes would conserve the intron/exon patterns copied from the RNA genetic information. This produces a DNA/ RNA/protein period of evolution, a progenote with an intron/exon structure. This primitive cell lineage ultimately split into three different lines: eukaryotes, eubacteria and archaebacteria. The last two cell lineages reduced their genomes, losing introns due to the pressures involved in specializing for rapid DNA replication. The eukaryotes, however, evolved a more efficient splicing mechanism, the spliceosome, and the spliceosomal-dependent introns presumably evolved from group II introns.
A frequent misunderstanding is the idea that the assumptions of the exon theory of genes are restricted to spliceosomal introns. Spliceosomal introns, in terms of mechanism, probably emerged after the appearance of eukaryotes. However, the exon theory of genes suggests that these introns were present in the progenote in a more primitive form, as group II introns.
On the role of exon shuffling in evolution
The accumulation of sequence data over the last 15 years has shown that exon shuffling by intron-mediated recombination events has occurred with high frequency during recent evolution. In the middle 1980s the classic example of exon shuffling appeared, that of the LDL receptor (Sudhof et al. 1985a ) and EGF precursor (Sudhof et al. 1985b) . To that, one might add the structure of the collagen genes, the structure of the immunoglobulin superfamily and the blood factors (such as IX and X), and the extracellular matrix proteins (Hynes 1990 ). Furthermore, a specific example of the acquisition of a new function after an exon shuffling event is the gelatinases in the matrix metalloproteinase family of enzymes. In these extracellular matrix degrading proteases, which share at least 50% homology, there is often a clear distinction between catalytic and substrate-binding activities (Matrisian 1992) . In the gelatinases, the acquisition of a gelatin-binding domain from fibronectin through an exon shuffling event directed the enzyme to cleave gelatin (Wilhelm et al. 1989) . Recently, we found a clear example of exon shuffling between the nuclearly encoded plant genes, glyceraldehyde-3-phosphate dehydrogenase (cytosolic GAPDH or GapC) and cytochrome C1 precursor in the potato (Long et al. 1996) . Three amino-terminal exons of GapC have been donated to cytochrome C1, where, in a new protein environment, they serve as a source of the mitochondrial targeting function. The intron/exon structures in the shuffled region of the two genes are very similar, both shuffled sequences contain the same number of introns with very close or identical positions and phases, showing that the shuffling was a result of shuffling at DNA sequence level rather than a consequence of retroposition.
Intron phase correlations and exon shuffling
Intron phase, the position of the intron within a codon as defined by Sharp (1981) , is a conserved evolutionary character of the intron/exon structure for which the two competing theories generate different predictions. Since the insertion of introns into previously uninterrupted genes, as the 'introns-late' theory advocates, does not bring any change to its protein structure and since they are removed before the message is translated, the position of the introns are unrelated to the reading frame. Thus, the simplest form of this theory predicts a random distribution for intron phases: (i) the frequency of three phases should be equal; and (ii) there should be no phase correlation within genes. On the contrary, the 'introns-early' theory predicts a nonrandom distribution of the intron phase: (i) the introns should tend to be in the same phase (to preserve reading frame during exon shuffling) and probably phase zero since primordial genes (exons) would be functionally independent units (modules); and (ii) the phases of two or more introns along a gene should be correlated as a consequence of exon shuffling. These predictions formed a foundation for a test for exon shuffling. Long et al. (1995a) constructed an exon database containing 13 042 exons and 11 117 introns from 1925 independent or nearly independent genes. The three intron phases do not appear equally, as a previous survey (Fedorov et al. 1992) had shown. Of the 11 117 introns, 48% are phase zero, 30%, phase one, and 22% phase two. These results are consistent with the predictions of the Exon Theory of Genes, however, not a strong argument against the introns-late theory because there might be preferences for intron insertion into special sequences, which might in turn be correlated with reading frame. Such a feature might be a nonrandom distribution of proto-splice sites, a hypothetical insertion site for introns advocated by Dibb & Newman (1989) . However, Stephens & Schneider (1992) compared more than 1800 human introns and found that most of the information for splicing is confined within introns and that there is no significant AG|GT bias but possibly a small AG|G conservation in exon sequences. If one uses the AG|G distribution from dicodon frequency tables (Gary Stormo, University of Colorado, personal communication), there is no consistent predicted intron phase distribution. Thus there is no evidence that the intron phase distribution is a result of a nonrandom distribution of proto-splice sites.
The correlations of intron phases are a stronger argument for exon shuffling. There are two types of intron combinations across exons: symmetric, the flanking introns having the same phases, or asymmetric. On an insertional theory, the intron phase associations should equally be any of the nine combinations because insertion at separate sites along the DNA should be uncorrelated. However, in exon shuffling, symmetric exons are an essential requirement, because the addition of an exon into an intron should not change the reading frame. In fact, the frequencies of all three symmetric exons are significantly higher than expectation (based on random association using the observed biased phases) and the frequencies of all asymmetric exons are significantly smaller than expectation. Specifically, there is 30% excess of (1,1) exons over expectation, greater than the 10% excess of (0,0) exons (although the absolute number of (0,0) exons is greater than the number of (1,1) exons). This excess of symmetric exons (and pairs, triples and quadruples of exons) is very significant ( 2 values of 200). This excess of symmetric exons strongly suggests that there is shuffling in eukaryotes. The actual value of the excess can be turned into an estimate for how many exons have to be involved and, hence, into a minimal estimate for how many exons were involved in exon shuffling. Long et al. (1995a) concluded that at least 19% of the database had to be involved in exon shuffling, thus exon shuffling is a very important component of evolution.
How many exons?
A few years ago, Dorit et al. (1990) tried to calculate how many different exons were used in the assembly of current genes, based on the frequency with which exons are reused during evolution. Their estimates suggested that from 1000 to 7000 exons were needed to construct the current pool of genes. Although these calculations were criticized (Doolittle 1991; Patthy 1991) , we still accept the general trend of the argument (Dorit et al. 1991) . This estimate pertains to the roughly 30-40 residue-long exons characteristic of today's spectrum. A 300-400 residue-long gene is made up of 10 such units. There are, in principle, on the order of 10 40 such structures, if there are only 10 4 exons-a more than adequate diversity. In fact, evolutionary history limits diversity far more profoundly, to about 10 5 possibilities from 10 4 exons (Dorit et al. 1990 ). The reason for this is that evolution can search linearly, by adding exons one at a time, rather than combinatorially.
Introns early or late?
All these arguments for exon shuffling apply to the eukaryotes. What is the connection to early introns? The crucial questions are: were introns present in the progenote? Were exons shuffled to make ancient genes? To address these questions one must study ancient genes, genes conserved between prokaryotes and eukaryotes, whose origin would be the progenote.
In general, there are three types of arguments. The first type are arguments based on phylogeny and phylogenetic classification and direct comparison of genes and gene structures. The second type of argument studies intron phase correlations and tries to show that one can infer that there was exon shuffling in ancient genes in the progenote. The third type of argument tries to show that introns, as a feature at the DNA level, are associated with aspects of the three-dimensional structure of proteins in such a way as to delineate aspects of tertiary structure. The simplest explanation for this would be that introns shuffled elements of protein structure to make up the first genes.
Phylogenetic arguments
The first suggestion that the introns might be very ancient, in 1978, proposed a phylogenetic puzzle which has been reiterated strongly recently (Palmer & Logsdon 1991; Kwiatowski et al. 1995; Rogers 1985) . Broadly speaking, prokaryotes do not have spliceosomal introns (although they do have a truly ancient intron in their tRNA (Xu 1990; Kuhsel 1990) ). Simpler (sometimes called primitive) eukaryotes have few or no introns, and only the most complex eukaryotes appear to have a full display of introns. This simple description has led those that take the classical view of evolution, as proceeding from the simple to the complex, from prokaryotes to simple eukaryotic cells to complex eukaryotes, as clear evidence that the introns must be a late feature (Palmer & Logsdon (1991) ). In contrast, the theory of ancient introns has always required a post-modern view of evolution: a view that turns the classical attitude on its head and suggests that the first genomes had a complicated intron/exon structure, and similarly, the first cells had a complicated and sloppy ribosome structure, and that the bacteria and many 'simple' organisms are highly evolved, streamlined structures which specialized for rapid DNA replication, small DNA content, rapid protein synthesis, and so forth. This view of evolution holds that the bacteria, as constituted today, are the end-points of a long evolutionary path, involving many more generations than the nuclei of today's eukaryotic cells. One general support of this view is that the spliceosome is an RNA-based enzymology and structure, rather akin to the ribosome, which resembles a product of early evolution.
These two views of evolution involve diametrically opposed ways of looking at a number of phenomenon and are not resolvable on general principles. The classical view looks upon the addition of introns as easy, as a simple derived character, and their loss as difficult. The post-modern view looks upon the addition of introns as a difficult and rare feature and their loss as an easy and common feature. The classical view looks upon the matching of intron positions in different genes as being a statistical accident and the presence of introns at positions separated by one or two bases over in homologous genes as clear evidence for separate acts of addition. The post-modern view looks upon the exact matching of position as evidence of common ancestry and the close matching of position as suggestive of common ancestry followed by movement, such movement created by mutation at the DNA sequence level or excision and reintroduction at the RNA level.
Intron loss or gain?
There are many example of intron loss, and only a few clear examples of intron gain. The first example of intron loss in the case of introns is the pair of insulin genes in the rat in which one intron was shown to be lost when the gene was duplicated (Perler et al. 1980) . Another example is the superoxide dismutase genes in the insects (Kwiatowski et al. 1992) in which a phylogenetic pattern clearly shows the loss of an intron, a third example is the loss of introns in Arabidopsis as opposed to other plants (Chang & Meyerowitz 1986 ), and we remind our readers of the retroposition example documented in Long & Langley (1993) . There has been a recent assertion that some of the introns in triosephosphate isomerase might be examples of gain, but this has not been worked out in a tight phylogenetic fashion (Logsdon et al. 1995; Palmer & Logsdon 1991) . The clearest examples of intron gain are the insertion of introns into the U6 RNA of some fungi (Tani & Ohshima 1989 Takahashi et al. 1993; Tani et al. 1995) in which the pattern of introns supports the argument that the mechanism is actually one of reverse splicing of a newly spliced out spliceosomal intron back into the U6 RNA (involved in the catalysis of that splicing), followed by retroposition and gene conversion events.
The sharpest example of the loss of introns is Saccharomyces cerevisiae. This organism was traditionally an example of a simple eukaryote that does not have introns. Fink (1987) developed the argument that the loss of introns in cerevisiae, compared to the other fungi, might be due to a runaway reverse transcriptase which led to the reintroduction of cDNA copies of genes into the genome. This process not only would eliminate introns, but, depending on the enzymology, could eliminate them in a polarized fashion from the 3 0 end. The simplest model for the addition of introns would be a transposable element that bears splicing signals on its ends and, hence, can insert into DNA in an invisible fashion. Such an element has not yet been seen, and the simplest prediction of such models, that one should see similarity in intron sequences reflective of selfish DNA, has not been observed. Giroux et al. (1994) documented the case of a mutagenic plant transposon in which further mutation had led to the development of an intron.
Arguments from coincidence of position
Consider when introns might have arisen:
(i) The introns could be very recent, currently being added, and in this case we would expect no exon shuffling;
(ii) The introns might arise only since the metazoan radiation (these are theories in which the complicated eukaryotes have introns but there is not any intron structure in single-celled organisms);
(iii) Introns might arise before the Precambrian, in the ancestor of the plants, animals and fungi;
(iv) The introns might arise before any eukaryotic cell, but after the split away from the prokaryotes; and (v) The introns might be in the progenote, in the last common ancestor of eubacteria, archaebacteria, and eukaryotes.
The issue is basically, are some introns very old? The introns-late view is that no introns are old, that introns fall into one of the classes (i) to (iv).
The most striking test of introns being currently added would be the finding of introns with identical sequences in different genes as a consequence of that addition. Such introns have never been found. The strongest argument that introns arose before the Precambrian and in the ancestor of plants and animals is the correlation of introns in plant and animal genes. One of those correlations is in the triosephosphate isomerase gene. By comparing the gene in chicken and in maize, observed the striking feature that five out of the six introns in chicken had identical positions in maize. Three introns in actin (Shah et al. 1983) are shared between plants and animals. In the largest subunit of the RNA polymerase II, there are five introns in identical position between Arabidopsis and the vertebrates (Nawrath et al. 1990 ; Accession numbers M12130, M14101 and X52954). Pardo & Serano (1989) reported that in the plasma membrane H + -ATPase gene all 15 introns of the Arabidopsis gene are located in positions equivalent to the intron positions of the animal ATPases. In the ubiquitin conjugating enzymes in Arabidopsis, four introns in the family corresponding to UBC1 are located in identical positions to the introns in the corresponding mouse gene, the fifth intron in the rat gene is located identically to an intron in a second family of ubiquitin conjugating enzymes in Arabidopsis (Sullivan et al. 1994; Wing & Bonville 1994) . This strong coincidence suggested that the introns were present in the single-cell ancestor that diverged between the plants and the animals about a billion years ago.
For some eukaryotic gene products localized in the mitochondria or the chloroplast whose genes are located in the nucleus, one can compare introns between an organelle and a cytoplasmic version. Amino acid sequence can show that the organelle and cytoplasmic versions represent sequences that trace back to ancient duplications antedating the divergence between the prokaryotes and the eukaryotes. If introns have identical positions in such genes, they themselves are candidates to antedate the prokaryotic/eukaryotic divergence (Cornish-Bowden 1985; Shih et al. 1988; Quigley et al. 1988) . The GAPDH (glyceraldehyde-3-phosphate dehydrogenase) gene provides an excellent example. The chloroplast and cytosolic GAPDH genes are two related nuclear genes in the eukaryotes derived from ancient duplication events. Kersanach et al. (1994) pointed out that five introns in these genes are in identical positions, which suggested that these introns were likely to have existed in the common ancestor of eukaryotes and prokaryotes. Further examples are the cytosolic and mitochondrial malate dehydrogenase (MDH) genes where two introns are located in the same positions ) and the cytosolic and mitochondrial aspartate aminotransferase isozymes (AspAT) genes where five introns are in identical positions (Obaru et al. 1988) .
However, not all ancient duplication events show duplicated introns. The elongation factors 1 and 2 of protein synthesis EF-1 and EF-2 originated from a duplication event predating the progenote (Iwabe et al. 1990 ), but there is no matching of introns. Similarly between MDH and LDH (malate and lactate dehydrogenase), or the two halves of phosphofructokinase there is as yet no matching. While the reason for this might be the drift of homologous introns or a gene conversion loss of different introns in different lineages, the current state of knowledge about these genes does not yet support ancestral introns. However, carbamoylphosphate synthetase represents an ancient duplication in which homologous positions have been seen (Schofield 1993; van den Hoff 1995) .
The general argument about the coincidence of introns in sequences which are very different at the nucleic acid level but show an ancient similarity at the protein level is that this matching is evidence that some introns in the eukaryotic genes are very old, going back to the progenote. The general attack on this view is the argument that these introns might all have been insertions into previously unbroken genes and that the matching is only statistical coincidence. Logsdon & Palmer (1994) and Stoltzfus et al. (1994) criticized the Kersanach paper by suggesting an intron insertion model in which the number of possible sites for introns is limited and, hence, it would not be surprising that coincidences occur, while Kersanach et al. (1994) had assumed that the number of sites that introns could insert is equivalent to the number of residues in the gene, which produces a very low probability.
The major difficulties in trying to trace ancestral introns or to attribute introns to an ancestral gene are: (i) that introns may be lost and, hence, that exons may become complex, (ii) that introns may move in position, or (iii) that introns may be added at some later stage of evolution. How clearly can we see a remnant of the original structure under the influence of these forces? Only the collection of more and more data will enable some of these questions to be resolved. Palmer & Logsdon (1991) argued that the phylogenetic distribution of introns showed that introns are recent acquisitions of the eukaryotic branch. Based on the fact that most of the protist groups lack introns, they discussed a scenario where introns were acquired by what they called AFP lineages (animals, fungi and plants). The phylogeny shown by Palmer & Logsdon, constructed using rRNA sequences, has as a major feature that most of the protist lineages are unrelated, being the results of independent branchings. Thus, Palmer & Logsdon argued that the only way to explain the phylogenetic distribution of introns under an introns-early view was the parallel loss of introns down all the protist branches (they argued that the loss of introns was very difficult; the introns-early view is that the loss of introns is very easy, and that they survive only where there is no selection pressure). Protist phylogeny, however, is controversial (Hashimoto et al. 1994; Kumar & Rzhetsky 1996) , and the branching order of the groups is not clear, with the exception of an earliest branching for Giardia.
In 1991, no introns were known for Giardia, Vairimorpha, Naegleria, Entamoeba, Trypanosoma and other protists. Today's GENBANK (Version 93), has spliceosomal intron-containing entries for Entamoeba (Lohia & Samuelson 1993) and Naegleria (Remillard et al. 1995) . One intron in the cdc2 gene in Entamoeba is conserved in position with a yeast gene suggesting a very ancient origin (Lohia & Samuelson 1993) . Two introns present in calcineurin B of Naegleria seem to separate functional domains of the protein (Remillard et al. 1995) . Furthermore, there are spliceosomal introns in Euglena (Henze et al. 1995) and trans-splicing in Trypanosoma (Agabian 1990 ). All these introns show that the splicing mechanism exists in protists, which challenges the notion that all early protists are intronless.
Introns have not yet been reported for the early branching protists, Giardia and Vairimorpha. These species may have suffered a 'streamlining' process to reduce their genome, just as have the bacteria. What might have been the pressure on bacteria and early protists to reduce their genomes? One possibility is competition with mitochondria-containing eukaryotic cells. The symbiotic event that gave rise to mitochondria and chloroplasts gave a selective advantage to the cells containing these organelles. The intronless Giardia and Vairimorpha, amitochondrial organisms, along with the prokaryotes, may have used smaller genomes and a consequently faster replication rate to compete with the organelle-containing eukaryotes and leave descendants.
Arguments from phase correlations in ancient genes
Earlier we commented that the excess of symmetric exons shows that exon shuffling is one of the major processes in creating gene diversity. However, exon shuffling could be viewed as a recent phenomenon, as has been claimed by Patthy (1991) , Stoltzfus et al. (1994) , and Palmer & Logsdon (1991) . Long et al. (1995a) extended the phase correlation analysis to a database of ancient genes. By defining regions of eukaryotic genes that are homologous and colinear to prokaryotic genes, they identified a set of introns that must all be inserted on any introns-late model. However, there are excesses of symmetric exons, pairs, triples and quadruples of exons in the database. This result suggests that shuffling events took place before the divergence of the prokaryotes and eukaryotes. No shuffling in these ancient regions could occur after the divergence because that would break the agreement in sequence between the lineages.
Arguments from exon/module correlations
In the early 1980s, G o suggested that the exon products might correspond to modules, by which she meant a region of continuous polypeptide chain that folds up into a compact unit circumscribable by a sphere 28 Å in diameter (G o 1981) . This feature of compactness could be represented on a two-dimensional map, the G o plot, in which the distance between the alpha carbons of each pair of residues is plotted, with distances greater or equal to 28 Å coloured black. All the distances within an exon lie within a triangle along the diagonal of such a plot. As a consequence, if an exon is compact, no black spots will appear within the corresponding triangle: while more complex exons will have a black region within their triangle. G o argued that for globin the central exon encoded two modules, and she predicted the existence of an intron in an ancestral globin that would have been located between these modules (G o 1981) . Soon after her prediction was made, a third intron was discovered in leghaemoglobin that disrupted the central exon exactly between these modules (Jensen et al. 1981) . More recently, similar introns have been discovered in other globin genes (Moens et al. 1992) . Nonetheless, Stoltzfus & Doolittle (1993) and Pohajdak & Dixon (1993) have argued that although the two original introns in globin are fixed in position, the central intron seems to be variable in position and, hence, that all these are different insertions. However, the central region of the very distant globins that are compared is such that the sequence alignment is not well defined. This is a deep problem with such evolutionary comparisons. An amino acid alignment is actually a hypothesis about a pattern of mutation and evolution, not a fact. Alternative methods of alignment-for example profile analysis which attempts to take into account the relationship of the amino acids with respect to the three-dimensional structure of the protein (Luthy et al. 1991 )-give different positions for the introns in the central region. It becomes a question of belief as to which feature is primary: intron position or amino acid matching.
A similar analysis of the relation of exon structure to modules was made for the triosephosphate isomerase (TPI) gene. Like other genes with glycolytic metabolism, TPI enzyme represents an ancient conserved sequence, with more than 40% amino acid similarity between human and bacterial enzymes. On examining the G o plot for TPI from chicken, Straus & Gilbert (1985) commented that the exons would represent modules in Mitiko G o's sense if two of the exons (numbers 4 and 5 in chicken) would be found to be broken up in other organisms. When McKnight et al. (1986) analysed the gene in Aspergillus, two new introns interrupted these two complex exons. Gilbert et al. (1986) predicted that there should be a further ancestral intron in the TPI gene that would break up one remaining complex exon. A few years ago Tittiger et al. (1993) found this missing intron in the mosquito Culex tarsalis. This represents a series of successful theoretical predictions, that if one attributes all of the introns to an ancestral gene those introns break up the ancestral gene into modules-compact segments in Mitiko G o's sense. However, the comparison of introns in an 'ancestral' TPI gene involves notions of sliding and drift. The comparison between vertebrate, plant and Aspergillus introns involves five introns at identical positions in plants and animals and one in an identical position between fungi, plants and animals. But, three introns are at different positions: two introns in fungi that are close to the positions of introns in plants, one one base over and one four bases over, and one intron in plants that is three amino acids (nine bases over) from an intron in chicken. The argument that these three are ancestral introns requires both the assumptions that each of these pairs of introns had a common origin and that there was drift over evolutionary time. The school of belief that introns were added, looks upon each of these as examples of separate addition.
One might wonder about the strength of these arguments about compact modules, because this theory is not self-limiting: a module could be broken up into smaller modules by further introns. The theory seems to offer no guidance as to what such submodules might look like. More and more introns make the exons smaller and smaller, and, in terms of a G o plot, the exons will ultimately fall into compact regions along the diagonal. Has one said any more than this rather trivial observation? Gilbert & Glynias (1993) tried to answer this question by examining whether the 11 hypothesized ancestral introns of TPI fit the G o plot in an unusual fashion. They constructed statistical tests by comparing the observed intron structure with the one that would appear had the 11 introns been inserted in the gene in a random fashion. If introns had been purely random, the observed set of positions turns out to fit the G o plot criterion of modularity better than do 99.98% of random variants. However, exon sizes are clearly nonrandom, and insertion models must make special provision to account for this. If one compares the observed set of 11 introns to alternative sets of 11 introns that have the same distribution of exon sizes, the observed set was better than the constrained random sets only about 95% of the time. Gilbert & Glynias went on to identify four tests of exon structure, one being a module 28 Å , a second being the exons containing more of the close contacts, 12 Å , a third being the exons containing more of the buried surface along the backbone, and a fourth being the exons containing more of the backbone hydrogen bonds. By combining all of these tests they could show that the set of 11 introns for TPI were better than 99.4% of the constrained random comparisons. Thus they concluded that one could construct a statistical argument that the intron positions in TPI were unusually related to threedimensional structure of the protein.
The attack on an exon-protein structure correlation Stoltzfus et al. (1994) attacked the Exon Theory of Genes and the notion that introns had a correlation with the three-dimensional structure of proteins. They argue that they could not find a correlation between exons and elements of three-dimensional structure, and they thus concluded 'that the Exon Theory of Genes is untenable.' However, much of their work did not test the actual predictions of the Exon Theory but a variety of straw men. Their first analysis was to examine whether or not exons corresponded to alpha helices or to beta sheets: they tested whether introns would lie at the boundaries of such secondary structure elements. They found no correlation. However, Gilbert (1979) had already made the argument that introns often break up alpha helices and that the exons in general would correspond to a tertiary structure elements, such as bends in the protein, rather than to secondary elements. The second major approach in the Stoltzfus et al. (1994) paper was to test the notion of centrality: whether or not the introns lie close to a centre of mass of the protein structure. Although such a notion of centrality was one of the ways of looking at G o's original plot in 1981, by Straus & Gilbert (1985 had pointed out that centrality was not a valid notion for TPI. Thus it is not surprising that this is not a valid notion in general. Lastly, Stoltzfus et al. examined the intron positions in four proteins: TPI, pyruvate kinase, globin and alcohol dehydrogenase. They treated all of the introns observed in any gene as ancestral intron and argued that with the possible exception of TPI, they could not see any correlation between intron positions and a modular structure. They concluded from this failure that there was no correlation. Recently, G o & Noguti (1995) tested the same set of four proteins using a different definition of modules and reached the opposite conclusion: they concluded that the distribution of introns did approximate the boundaries of modules at about the P 0.05 level.
Correlation between introns and modules
Recent work by our group (de Souza, Long, Schoenbach & Gilbert, Harvard University, to be published) has provided a strong statistical argument that introns are related to the tertiary structure of proteins. We defined modules as regions of polypeptide chain that could be circumscribed by a sphere of a given diameter, and then wrote a computer program that will define regions along the protein that are sites at which the boundaries of modules could lie. This defines a set of 'linker regions', such that if an intron were to be placed in each of the linker regions, the protein would be dissected into modules of the specified size. About one-third of the protein is defined to be in such linker regions, but this definition provides a clear statistical test of whether the introns respect the boundaries of modules: is there an excess of introns in these linker regions? or do the introns distribute randomly across the gene? By examining a set of 28 proteins (25 ancient proteins and three others: ras, actin and globin), which contain a total of 579 intron positions, counting every intron position observed as an independent event, we found a statistically significant excess of introns in the linker regions for modules 28 Å in diameter, the standard size used before by G o and by us. The correlation is significant with a P 0.007. Because the linker regions are predicted by a computer program that will determine their pattern for any diameter of the modules, one can vary that diameter to see how the excess of introns in the linker regions varies. In a plot of the statistical significance of this excess there are four peaks of statistical significance corresponding to modules of about 15, 22, 27 and 33 Å in diameter. The peaks at 15 and 22 Å reach probabilities less than 0.01, the peaks at 27 and 33 Å reach probabilities less than 0.001. This demonstrates that there is a extremely significant correlation of introns with the boundaries of compact size elements in the tertiary structure of proteins. One can understand these elements more simply if one analyses the pattern not in terms of modules fitting a certain diameter but in terms of the average lengths between linker regions, i.e. the average length of the polypeptide chain in the modules or the average length of the hypothetical exons. The four peaks turn out to correspond to polypeptide lengths of 8, 16, 24 and 32 amino acids. Thus there is a significant correlation of introns to the boundaries of tertiary structural elements in the protein corresponding to original exons 8, 16, 24 and 32 amino acids in size. This finding provides strong statistical support for the Exon Theory of Genes. It is exactly the major prediction of that theory, and so supports the attitude that the original genes were constructed by exon shuffling from short pieces of polypeptide chain.
One can speculate that the shortest pieces of polypeptide chain, those roughly eight amino acids long, probably correspond to beta turns in the protein structure, the longer regions of about 16 residues correspond to a part of an alpha helix plus a beta turn. There is literature that shows that specific amino acid sequences of these lengths, identified from proteins, often have such structures in solution. Mitiko G o ( personal communication) has used a slightly different definition of modules to arrive at a similar conclusion, that introns correlate on the module boundaries. Her definition of modules involves a centripetal scan along the three-dimensional structure of the protein to identify minima in a sliding function that is the sum of a set of interresidue distances squared. Our definition of a module is a compact region of the polypeptide chain circumscribable by a sphere. Nonetheless, both of these approaches identify the correlation of introns with tertiary structure elements of the protein, and this correlation becomes more and more significant as one studies more and more protein genes.
Are there alternative interpretations of these findings, other than the model of early introns? One is the suggestion that there might be some unusual amino acid composition or use at the boundaries of modules so that there might in turn be some unusual compositional bias in the DNA or even special sequences, which could in turn be used as targets for intron insertion. (Such a suggestion might be that module boundaries and introns occur preferentially on the surface of proteins (Craik et al. 1982) and that this property might serve as a bases for such a compositional bias. However, introns lie on the surface of proteins just in proportion to the fraction of amino acid residues that lie on the surface of proteins rather than in excess.) One specific counter argument is that de Souza et al. (1996;  to be published) examined a set of 24 putatively ancient introns, occurring at the same or similar positions in three of the four groups: plants, fungi, invertebrates and vertebrates, found in their collection of 579 introns and could show that these had a 10-fold more significant association with 28 Å modules than did the total population. This is not what one would expect if there had been some DNA bias underlying the result but is consonant with the signal being from a subset of ancient introns.
Other arguments are based on natural selection. One such is that intron insertion might be mutagenic, so that introns could insert only where amino acid changes could be accommodated, and hence introns would be found in regions in which amino acid sequence is not conserved, such as loops or between modules. However, if one examines the distribution of introns, they occur in highly conserved regions as well as unconserved regions in proportion to the extent of these regions in the sequence. In fact, Brändén et al. (1987) argued for the alpha-beta-barrel proteins that intron sliding had often been used to add amino acids to form part of the active site and hence that these introns were in extremely conserved regions.
Another argument is that positive selection has preserved added introns in inter-module positions. When this argument is fleshed out, it is the proposal that introns added randomly to an ancient protein and exons that happened to correspond to modules were then shuffled and used to create new proteins on which natural selection could act. However, even though natural selection could fix in the population the novel exon in the new protein, it cannot fix in the population the corresponding structure of the donor molecule, since that gene would be genetically unlinked from the recipient one. Hence these arguments fail.
Conclusion
Overall, many arguments support the idea that some introns are very old and are remnants of the assembly of the first genes. In each of these arguments, the coincidences of intron positions, the correlation of intron phases, and the correlation of introns with the tertiary structure of proteins, are unified in a simple way by the Exon Theory of Genes. To encompass them in an introns-late view requires a special series of arguments involving special entry sequences and unusual connections between DNA sequence and protein structure. The continuing flow of information about gene structure as complex eukaryotes are sequenced by the genome project will show us more and more about the origin of evolution and about the most ancient genes.
