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PREFACE 
The problem o f  computer l i n k a g e  o f  d i f f e r e n t  mathemat ica l  
models i n t o  a  whole sys tem i n  o r d e r  t o  i n v e s t i g a t e  t h e i r  j o i n t  
behav io r  w i t h  common c r i t e r i o n  and c o n s t r a i n t s  seems t o  be  t aken  
more and more i n t o  c o n s i d e r a t i o n .  
Th i s  pape r  p r e s e n t s  a  d e s c r i p t i o n  o f  a  p a r t i c u l a r  approach 
which might  b e  r e f e r r e d  t o  a s  ' d i s t r i b u t e d  mode l ing ' .  The main 
p a r t  of t h i s  paper  was w r i t t e n  by t h e  a u t h o r  d u r i n g  h i s  s t a y  a t  
IIASA i n  1978 .  

SUMMARY 
Many works on analyzing the behavior of complex systems 
are based on building large-scale integrated models and sequen- 
tials using decomposition and aggregation procedures. In this 
paper an approach is described which permits to investigate a 
set of linked subsystems without explicitly building any in- 
tegrated model. 
This approach based on the 'smooth' version of the Sequen- 
tial Unconstrained Minimization Techniques (SUMT) can be con- 
sidered from a mathematical point of view as a realization of 
the 'general decomposition scheme' (Orchard-Hays 1968). 
Section 1 describes the statement of the problem; Section 2 
gives a general description of the idea of the SUIIT; Section 3 
contains the conditions of applicability of the approach; and 
in Section 4 we give a short description of the practical real- 
ization and computer testing of this method for a case of linking 
two submodels of a health care system. 

AN APPROACH TO DISTRIBUTED MODELING 
A. Umnov 
INTRODUCTION 
I n v e s t i g a t i n g  an o b j e c t  of a complex s t r u c t u r e ,  it i s  
reasonable  a t  t h e  f i r s t  s t a g e  of systems a n a l y s i s  t o  cons ide r  
t h i s  o b j e c t  a s  a set  of i t s  independent p a r t s .  Th i s  way w e  can 
b u i l d  mathematical  models of a l l  t h e s e  p a r t s  a t  a s u f f i c i e n t l y  
high l e v e l  of d e t a i l .  A t  t h e  second s t a g e ,  w e  have t o  t a k e  i n t o  
cons ide ra t ion  a l l  i n t e r a c t i o n s  between t h e  subsystem when they 
o p e r a t e  under common c r i t e r i a  and c o n s t r a i n t s .  
A l l  t h i s  r a i s e s  t h e  n e c e s s i t y  of developing procedures ,  
both methodological  and computat ional ,  which g i v e  us  t h e  possi -  
b i l i t y  of l i n k i n g  independent submodels i n t o  a whole system. 
There a r e  two main approaches f o r  so lv ing  t h i s  problem: t h e  
f i r s t  i s  t o  des ign  a l a r g e - s c a l e  i n t e g r a t e d  mathematical  model 
desc r ib ing  t h e b e h a v i o r o f  t h e  system a s  a whole and consequent 
decomposition of t h e  model. This  method i s  very  convenien t  from 
a computer p o i n t  of view, a s  f a r  a s  it needs comparat ively  low 
hard- and sof tware  r e sources .  On t h e  o t h e r  hand, a p p r o p r i a t e  
t r ans fo rma t ions  of a l l  f i l e s  of  t h e  submodels i n t o  a common form 
a r e  t o  be made i n  t h i s  approach. Besides ,  it i s  sometimes d i f -  
f i c u l t  t o  t r a c e  t h e  p rocess  of op t imiza t ion  which can  g i v e  in -  
formation of a s i g n i f i c a n t  p r a c t i c a l  value.  
The second approach consists of using one or several 
analysts or decision makers to organize interactions between 
submodels. This method permits us to link mathematical models 
without any file transformations, but it is practically im- 
possible to use optimization procedures due to large time re- 
quired per one iteration. Therefore it seems very desirable 
to develop an approach permitting linkage of different submodels 
in a direct way, without building a large-scale model which is 
to be partitioned later. We would also like this approach to 
enable linkage of submodels prepared independently by different 
groups of specialists and to give us the possibility of using 
different mathematical methods for solving the subproblems, 
perhaps on different computers. Briefly speaking, this approach 
must consider all submodels to be linked as 'black boxes' and 
assumes the possibility of using only their input and output 
data. The discussion of the approaches to the linkage of models 
and different economic applications are given in Bagrinovskii 
(1977). It should be noted that the second approach (which is 
generally more adequate to the 'linkage' problem) has been in- 
vestigated in less detail than the first approach (usually 
associated with the decomposition of the problem.) 
The purpose of this paper is to describe a scheme of real- 
ization of the second approach and to discuss some experience 
of its application. 
Statement of the Problem 
The easiest way to link different submodels into a whole 
system consists of using special variables to formalize inter- 
relations between submodels. These variables called further 
'common variables' or 'coupling variables' will be denoted as 
V in contrast to 'inner variables' of the submodels which are 
denoted as X. 
There are different ways of introducing these 'common var- 
iables' but we will now consider the general case omitting some 
details which will be discussed in other sections. Let us 
assume that each of the submodels can be formulated in terms of 
'inner' variables as following 
minimize w i th  r e s p e c t  t o  X k  
k  k  
s u b j e c t  t o  X E gn 
- 
k =  1,N , 
where N i s  t h e  number o f  submodels t o  be  l i n k e d .  
k  k  
I t  i s  impor t an t  t o  emphasize t h a t  a l l  f u n c t i o n s  F  and Gs 
a r e  n o t  known s i n c e  w e  dec ided  t o  c o n s i d e r  t h e  submodels a s  
' b l a c k  boxes . '  
A f t e r  i n t r o d u c i n g  'common v a r i a b l e s '  i n  an  a p p r o p r i a t e  way, 
w e  have t h e  f o l l o w i n g  s t a t e m e n t  f o r  each subproblem 
minimize w i t h  r e s p e c t  t o  X k  k k  F ( X I V )  I 
k  ( 1  k  
s u b j e c t  t o  X E gn k k  -k . G S ( X  , V )  - > 0 ,  s = 1,m , 
where V i s  a  v e c t o r  o f  'common v a r i a b l e s ' ,  V E g L I  and i s  f i x e d  
i n  ( 1 ) .  
The second s t e p  o f  l i n k i n g  t h e s e  submodels c o n s i s t s  i n  form- 
a l i z i n g  r e l a t i o n s  between them. L e t  t h e s e  r e l a t i o n s  be g iven  a s  
a  se t  of  c o n s t r a i n t s  on 'common v a r i a b l e s '  
where M i s  t h e  number o f  t h e s e  c o n s t r a i n t s .  
F i n a l l y ,  w e  have t o  fo rmu la t e  t h e  common c r i t e r i o n  o f  oper-  
a t i n g  t h e  whole sys tem o f  submodels t o  b e  l i n k e d .  There  are 
s e v e r a l  r e a sons  why w e  shou ld  use  t h i s  c r i t e r i o n  as a  l i n e a r  
combination o f  c r i t e r i a  from d i f f e r e n t  submodels,  s u b j e c t  t o  
a l l  we igh t  c o e f f i c i e n t s  o f  t h i s  combination which a r e  nonnegat ive .  
Some of t h e  founda t i ons  o f  t h i s  cho i ce  w i l l  be  d i s c u s s e d  l a t e r  
on. 
The re fo re ,  w e  have t h e  fo l l owing  sys tem of  r e l a t i o n s  t o  f i n d  
k  
op t ima l  v a l u e s  of  ' i n n e r  v a r i a b l e s '  X and 'common v a r i a b l e s '  V: 
k=N k  
minimize w i t h  r e s p e c t  t o  xk and V 1 hkF ( X  , V )  
k= 1  
s u b j e c t  t o  k k  G,(X , V )  > 0 , s = l,mk; k = 
- 
where X k  a r e  nonnegative weight c o e f f i c i e n t s .  
T h e o r e t i c a l l y ,  a s o l u t i o n  of t h i s  problem g i v e s  us a l l  t h e  
d e s i r e d  da ta .  But i n  t h e  f i r s t  p l a c e ,  it seems t o  be impossible  
t o  s o l v e  it, s i n c e  F~ and G: a r e  n o t  known t o  us and, second 
t h i s  problem js a very l a r g e  one. I n  o r d e r  t o  overcome t h e s e  
d i f f i c u l t i e s  it i s  a d v i s a b l e  t o  employ t h e  sof tware  of t h e  sub- 
models which provides  us wi th  opt imal  va lues  of ' i n n e r  v a r i a b l e s '  
f o r  f i x e d  and perhaps nonoptimal va lues  o f  'common v a r i a b l e s ' .  
k Let  X* (V)  be a s o l u t i o n  of problem (1 ) , s u b j e c t  t o  t h e  
vec to r  of 'common v a r i a b l e s '  being f ixed .  S u b s t i t u t i n g  t h i s  
s o l u t i o n  f o r  each of t h e  subproblems (1)  t o  r e p l a c e x k  i n  (21,  
w e  g e t  a new problem 
k=N 
minimize wi th  r e s p e c t  t o  V 1 XkF (X*  (V)  ,V)  
k=l 
s u b j e c t  t o  V E D and 
k where D i s  t h e  domain of d e f i n i t i o n  of func t ions  X* (V)  . 
Two explana t ions  a r e  necessary f o r  t h e  s ta tement  of problem 
( 3 )  because it i s  t h e  b a s i c  problem i n  our  cons ide ra t ion .  F i r s t ,  
w e  have t o  t a k e  i n t o  account t h e  domain of d e f i n i t i o n  D ,  a s  t h e  
subproblems ( 1 )  do n o t  have a f e a s i b l e  s o l u t i o n  f o r  any v e c t o r  
of  'common v a r i a b l e s ' .  Secondly, ' i n n e r  c o n s t r a i n t s '  G: 2 0 of 
(1 ) a r e  omit ted i n  (3)  because they a r e  s a t i s f i e d  by x * ~ ( v )  by 
d e f i n i t i o n .  W e  s h a l l  f u r t h e r  c a l l  problem (3)  a 'master  problem'. 
By some n a t u r a l  assumptions on cond i t ions  of t h e  subproblems 
* 
w e  can f i n d  t h e  opt imal  va lues  of xk a s  X * k ( ~ * ) ,  where V i s  t-he 
s o l u t i o n  of t h e  'master  problem' ( 3 ) .  This  g i v e s  us  t h e  poss i -  
b i l i t y  of f ind ing  s o l u t i o n s  X* of t h e  submodels independent ly  
a f t e r  so lv ing  ( 3 ) ,  which i s  a more p r e f e r a b l e  problem than  (2)  
because of  i t s  less dimension. But from another  po in t  o f  view, 
t h e r e  a r e  two d i f f i c u l t i e s  p e c u l i a r  t o  t h e  ' m a s t e r  problem' :  t o  
s o l v e  ( 3 )  w e  have t o  know t h e  domain of t h e  d e f i n i t i o n  D and t h e  
e x p l i c i t  form of t h e  f u n c t i o n s  x * ~ ( v ) .  I t  i s  u n l i k e l y  t h a t  t h i s  
s o r t  o f  d a t a  w i l l  be  found i n  most p r a c t i c a l  c a s e s  and w e  have 
t o  f i n d  an i n d i r e c t  way o f  s o l v i n g  t h e  'mas t e r  problem' .  
To surmount t h e  d i f f i c u l t i e s  mentioned above,  w e  can t a k e  
i n t o  account  t h e  f a c t  t h a t  any numer ica l  a l go r i t hm f o r  s o l v i n g  
a mathemat ica l  programming problem needs  on ly  some numer ica l  d a t a  
a s s o c i a t e d  w i t h  t h e  c u r r e n t  approximat ion of t h e  s o l u t i o n ,  b u t  
n o t  t h e  e x p l i c i t  form of  t h e  c o n d i t i o n  o f  t h e  problem. I n  o t h e r  
words, f o r  o p e r a t i n g  t h e s e  a l g o r i t h m s  w e  must be  a b l e  t o  c a l c u l a t e  
on ly  some numer ica l  c h a r a c t e r i s t i c s  o f  f u n c t i o n s  x * ~  (v)  such a s  
t h e i r  v a l u e s  and maybe t h e i r  d e r i v a t i v e s ,  a t  some p o i n t s  V.  
A s  t o  t h e  domain o f  d e f i n i t i o n  D ,  w e  can avo id  t h e  n e c e s s i t y  
of  e x p l i c i t l y  b u i l d i n g  t h i s  set by u s i n g  s p e c i a l  p rocedures  
checking t h e  e x i s t e n c e  o f  x * ~ ( V )  a t  any g i v e n  p o i n t  V ,  o r  by 
such k i n d s  o f  a lgo r i t hms  which g i v e  t h e  pseudo-so lu t ion  o f  t h e  
problem when it has  no f e a s i b l e  p o i n t s .  The re fo re ,  t h e  scheme 
of s o l v i n g  t h e  whole problem can be  fo rmula ted  as fo l l owing .  
For some c u r r e n t  p o i n t  V i n  t h e  s p a c e  o f  'common v a r i a b l e s ' ,  
w e  f i n d  a l l  t h e  d a t a  needed f o r  s o l v i n g  t h e  ' m a s t e r  problem' .  
I t  i s  l i k e l y  t h a t  a l l  t h e  subproblems have t o  be  s o l v e d  f o r  t h i s  
f i x e d  V.  W e  t h e n  change t h e  v a l u e s  o f  t h e  'common v a r i a b l e s '  
accord ing  t o  t h e  p rocedure  o f  minimizing t h e  common c r i t e r i o n  
of  t h e  whole problem. Repeat ing t h e s e  two s t e p s  w e  e v e n t u a l l y  
r e c e i v e  t h e  op t ima l  v a l u e  o f  V. I t  i s  neces sa ry  t o  emphasize 
t h a t  t h i s  scheme i s  a l s o  cons ide red  a s  a  v a r i a n t  o f  a ' g e n e r a l  
decomposit ion approach '  d e s c r i b e d  by W .  Orchard-Hays (1968) .  
Genera l  D e s c r i p t i o n  of t h e  Approach 
There a r e  many works i n  which 'mas t e r  problems'  a r e  used  
i n  d i f f e r e n t  decompos i t iona l  schemes (see, f o r  example F i acco  
and McCormick 1968 and Geof f r i on  1970) .  I n  t h e s e  works problems 
( 1 )  and ( 3 )  a r e  cons ide red  d i r e c t l y  and t h a t  i s  t h e  r ea son  why 
w e  c a n ' t  app ly  t h e  s t a n d a r d  a l g o r i t h m s  o f  'smooth' o p t i m i z a t i o n  
t o  s o l v e  ( 3 ) .  The main d i f f i c u l t y  p r even t ing  t h i s  is t h a t  
functions xlk(V) are not differentiable with respect to V. It 
makes us use special delicate methods of analyzing their proper- 
ties if only problems (1) and (3) are considered in the form 
given in the previous section, and provides the idea of using 
nondifferentiable procedures of optimization to solve (3) 
(Lemarechal 1978) . 
But there is a way in which we can make computer linkage of 
different submodels on the basis of 'smooth' algorithms. The 
idea consists of a preliminary transformation of the problems 
(1) and (3) providing them with some desirable properties. This 
transformation is offered to be made according to the Sequential 
Unconstrained Minimization Techniques (SUMT), sometimes called 
the Penalty Functions Method as well. 
This method (exactly speaking, its 'smooth exterior point' 
version (Fiacco and McCormick 1968) consists of unconstrained 
minimizations of some auxiliary function associated with the 
mathematical programming problem to be solved. 
k k  Let E (X ,V,T) be this auxiliary function for the kth problem 
(I), and gk (v,T) be an extremal point of this function. Then, 
under some natural assumptions, the following relation between 
gk (v,T) and x * ~  (V) takes place 
k k lim 2 (V,T) = X* (V) , 
T++ 0 
where T is a positive fixed parameter defining the degree of 
penalty for violations of constraints. This means that the ex- 
tremal point of this auxiliary function is the solution of the 
problem ( 1 )  with perhaps some small error. 
In the approach under consideration there are two reasons 
why it is convenient to use the 'exterior point' version of the 
SUMT. First, auxiliary functions for problem (1) will always 
have an extremal point independent on whether the problem has a 
feasible solution or not. Second, the 'smooth' version-.of the 
SUMT gives us the possibility to find all necessary data associ- 
^k 
ated with X (V,T) by using a well known implicit function theorem 
(if, of course, all required derivatives exist.) 
Let  us choose t h e  a u x i l i a r y  func t ion  E~ i n  t h e  fol lowing 
form 
where t h e  used pena l ty  func t ion  P(A,T) i s  def ined  arid has con- 
t i nuous  p a r t i a l  d e r i v a t i v e s  of t h e  second o r d e r  f o r  any T > 0  
and any A,  and it  s a t i s f i e s  t h e  fo l lowing  r e l a t i o n  a s  we l l  
0 ,  f o r  any A > 0 
l i m  P(A,T) = 
T++O otherwise  
An a u x i l i a r y  func t ion  a s s o c i a t e d  w i t h  t h e  'master  problem' 
(3 )  can be chosen a s  
The double sum i n  t h i s  formula p r e s e n t s  t h e  pena l ty  term 
f o r  v i o l a t i o n s  of t h e  domain of d e f i n i t i o n  D. 
A f t e r  obvious t r ans fo rma t ions  w e  see t h a t  
where 
Expression ( 8 )  is  of g r e a t  importance a s  it p r e s e n t s  t h e  a u x i l i -  
a r y  func t ion  ( 7 )  as a  sum of  t h e  a u x i l i a r y  func t ions  a s s o c i a t e d  
with  t h e  problems ( 1 )  and a  f u n c t i o n  W given  i n  t h e  e x p l i c i t  form. 
L e t  ?(T) be an ex t remal  p o i n t  of (7)  ; then  approximate va lues  
--.k 
of t h e  ' i n n e r  v a r i a b l e s '  can be  given a s  X ( 9 , ~ ) .  
Our f i r s t  problem i s  t o  g i v e  t h e  p rocedure  o f  f i n d i n g  C ( T )  
k  and,  second,  t o  c o n s i d e r  t h e  problem of  e v a l u a t i n g  V* and X* . 
The problem of accuracy  w i l l  be  d i s cus sed  l a t e r ,  and t h e  main 
a t t e n t i o n  w i l l  now b e  p a i d  t o  d e s c r i b i n g  t h e  d a t a  needed f o r  
s o l v i n g  t h e  'mas t e r  problem' ( 3 )  by minimizing t h e  a u x i l i a r y  
f u n c t i o n  (7 )  . 
By v i r t u e  o f  assumpt ions  s t a t e d  above, any s t a n d a r d  scheme 
of  uncons t r a ined  o p t i m i z a t i o n  may be  used f o r  f i n d i n g  V. A s  a  
r u l e ,  t h e s e  schemes c o n s i s t  of b u i l d i n g  a  sequence o f  p o i n t s  i n  
t h e  space  o f  t h e  'common v a r i a b l e s '  v ( ~ ) ,  which converges  t o  V 
and i s  d e f i n e d  by t h e  fo l l owing  r e c u r r e n t  e q u a t i o n  
where Z ( i )  i s  a  d i r e c t i o n  o f  minimizing ( 7 ) .  and s i s  an appro- 
p r i a t e  s t e p s i z e  a l o n g  t h i s  d i r e c t i o n .  Hence, t h e r e  a r e  two 
problems t o  b e  so lved :  how t o  f i n d  Z ( i )  and how t o  e v a l u a t e  s. 
I n  t h e  f i r s t  p l a c e ,  w e  s h a l l  c o n s i d e r  t h e  problem of  b u i l d i n g  
t h e  d i r e c t i o n  of  min imiza t ion  f o r  t h e  a u x i l i a r y  f u n c t i o n  ( 7 ) .  
Doing t h i s ,  w e  have t o  know t h e  v a l u e ,  t h e  g r a d i e n t  and perhaps  
t h e  h e s s i a n  m a t r i x  o f  t h e  f u n c t i o n  t o  b e  minimized. W e  s h a l l  
c o n s i d e r  t h e  c a s e  when a l l  t h e s e  d a t a  a r e  needed i n  t h e  chosen 
scheme of o p t i m i z a t i o n .  
L e t  GRAD and Vx deno te  conven t iona l  g r a d i e n t  o p e r a t o r s  i n  t h e  
spaces  of  'common' and ' i n n e r '  v a r i a b l e s  r e s p e c t i v e l y .  I n  t h e  same 
2 
way, HESSIAN and Vx w i l l  b e  t h e  h e s s i a n  m a t r i x  w i t h  r e s p e c t  t o  
' comnon ' and ' i n n e r  ' v a r i a b l e s .  
I t  i s  very  impor t an t  t o  n o t i c e  t h a t  a l l  d e r i v a t i v e s  w i t h  
r e s p e c t  t o  V have t o  t a k e  i n t o  account  bo th  e x p l i c i t  and i m p l i c i t  
dependence o f  t h e  f u n c t i o n  t o  b e  d i f f e r e n t i a t e d  on 'common var -  
i a b l e s .  ' 
By t h e  c h a i n  r u l e  
k=N 
v E~ , GRAD E = E; + HXv 
k= 1 
where E; i s  a v e c t o r  o f  t h e  p a r t i a l  d e r i v a t i v e s  o f  E w i t h  r e s p e c t  
k  t o  V and Hk i s  t h e  c o n v e n t i o n a l  m a t r i x  o f  s e n s i t i v i t y  o f  X by V .  
xv 
Analogously , 
k=N k=N 
HESSIAN E = E; + 1 HXv k  Ekw XV + V E ~  
k= 1  1 H x w  x  k= 1  
where Ec i s  t h e  m a t r i x  o f  second p a r t i a l  d e r i v a t i v e s  o f  E  w i t h  
r e s p e c t  t o  V, and 
E;: i s  L x nk - dimens iona l  m a t r i x  o f  p a r t i a l  d e r i v a t i v e s  
o f  E~ w i t h  r e s p e c t  t o  xk and V and,  f i n a l l y ,  
i s  t h e  m a t r i x  o f  s e n s i t i v i t y  o f  t h e  second o r d e r .  Hxvv 
Both t h e s e  fo rmulas  are v a l i d  f o r  any xk and V, b u t  s ~ ( v , T )  
k  
are t h e  minimum p o i n t s  of  t h e  a u x i l i a r y  f u n c t i o n s  E  . T h e r e f o r e ,  
k  by v i r t u e  o f  t h e  f a c t  t h a t  2 s a t i s f i e s  t h e  f o l l o w i n g  e q u a t i o n  
w e  s imply  have 
GRAD E  = Eb . 
Taking i n t o  c o n s i d e r a t i o n  (10)  and t h a t  t h e  f u l l  d e r i v a t i v e  o f  
t h i s  e q u a t i o n  w i t h  r e s p e c t  t o  V i s  
we f i n d  
k=N 1I.k HESSIAN E  = E c  + 1 Hxv Exv . 
k= 1 
To e v a l u a t e  t h e  q u a n t i t y  o f  i n f o r m a t i o n  which i s  needed t o  
t r a n s m i t  from each  o f  t h e  submodels t o  t h e  'master p r o b l e m ' ,  
rewrite the expressions for GRAD and HESSIAN in new form 
k=N 
GRAD E = W{ 
k= 1 
and 
k=N 
HESSIAN E = W; + 1 (EG~ + Hk Ewk) , 
k= 1 XV xv 
by substituting ( 8 )  . 
It is easy to verify that the matrices Eik + H~ Elnk are xv xv 
symmetrical. Actually, if we multiply both sides of (11) by 
~r~ we get 
and, by virtue of the symmetry of ~ $ 3 ~  and E;rk, we find the 
desirable result. 
Therefore, the vector E:' and the upper right half of the 
symmetrical matrix E" k 
v 
E " ~  are those which are to be cal- 
+ Hxv xv 
culated and transmitted by the submodels to the higher level of 
the whole system. Besides, there is no necessity of operating 
with any details of inner structure of the submodels to build 
the recurrent term of minimizing a sequence at the level of the 
'master problem.' 
Let the number of components for the vector of 'common 
k 
variables' be used for joining the kth submodel and equal 1 . 
Then, considering that nk is the dimension of this very submodel, 
,I k + we can show the calculation procedure of the matrix Ev 
k 
as following Hxv *;v 
It means that using the considered approach is only worthwhile 
if the dimensions of the subproblems are much greater than the 
numbers of components of V, belonging to the same subproblems, 
i.e. 
It seems that this inequality may take place for many 
practical problems and, hence, the approach given above can be 
successfully used. 
To complete the general description of this method it is 
necessary to note that the procedure of choosing the length of 
the step along the direction of minimization in the space of the 
'common variables' s may be done according to any standard scheme 
of one-dimensional optimization or searching. 
Some foundations of the method are given in the Appendix. 
Practical Realization and Computer Testing of the Approach 
The approach described in the previous sections was imple- 
mented by the author on IIASA's PDp/11 to investigate the inter- 
actions of two small submodels of the Health Care Systems. 
These submodels stated in the framework of DLP (Propoi 1976) 
present the development of manpower and technical capacity of 
the HCS. The first submodel describes the development of man- 
power and consists of two groups of state variables: 'number of 
specialists' and 'number of students'. The 'number of entered 
students' (enrollments) and the 'number of invited specialists' 
(recruitments) are the control variables. The block-scheme for 
a fixed time period and one for the specialization of this sub- 
model is shown in Figure 1. 
The second submodel describing the development of technical 
capacity consists of three groups of 'state variables': 'hospital 
capacities', 'dispensary capacities' and 'drug production's 
capacities.' The 'increase of hospital capacities,' 'increase 
of dispensary capacities,' 'increase of drug production's capac- 
ities' and 'volume of drug import' are control variables. The 
block-scheme of this model is given in Figure 2. 
The problem was to find a common resource allocation between 
these two submodels which is to be optimal in the sense of best 
satisfaction of demands of the population in the medical care. 
It means the criteria of operating these two submodels is to 
minimize the absolute values of differences between demands and 
current levels of supplying the population with all kinds of 
medical care. 
Following the approach described in the previous sections 
we have to consider the common criterion of these submodels as 
a sum of their independent criteria, subject to the constraint 
which is the sum of common resources (limited and fixed for each 
of the time periods.) This means that we have a two-component 
vector of 'common variables', V, equals the volume of resources 
allocated for the 'manpower' submodel and V2 equals the volume 
of resources allocated for the submodel qf 'technical capacities'. 
Both state and control variables are considered as 'inner vari- 
ables' for these submodels. 
The scheme of linking the submodels under consideration into 
the whole system is shown in Figure 3. 
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MANPOWER SUBMODEL 
The computer  implementa t ion  of t h i s  problem was made on 
t h e  'smooth '  v e r s i o n  o f  t h e  SUMT and t h e  Newton-Raphson p rocedure .  
I n  t h i s  method t h e  d i r e c t i o n  o f  m i n i m i z a t i o n  o f  t h e  a u x i l i a r y  
f u n c t i o n  ( 7 )  i s  c a l c u l a t e d  by t h e  f o l l o w i n g  formula  
TECH. CAPACITIES SUBMODEL 
Cons ide r ing  t h e  r e l a t i v e l y  s m a l l  volume of t h e  memory o f  t h e  
computer PDP/11 b e i n g  a v a i l a b l e ,  t h e  compact scheme o f  combinat ion  
of t h e  Newton-Raphson method and t h e  c o n j u g a t e  g r a d i e n t  approach 
was used f o r  f i n d i n g  Z ( i ) .  T h i s  scheme was developed and t e s t e d  
by A.G.  Birukov a t  t h e  Moscow P h y s i c a l  T e c h n i c a l  I n s t i t u t e  i n  
1974 (Birukov 1975) . 
Because it t a k e s  a  l o t  o f  c o m p u t a t i o n a l  e f f o r t s  t o  e v a l u a t e  
t h e  o p t i m a l  s t e p s i z e  a l o n g  t h e  d i r e c t i o n  o f  m i n i m i z a t i o n ,  t h e  
s p e c i f i c  s t r u c t u r e  o f  t h e  problem was t a k e n  i n t o  a c c o u n t  t o  f i n d  
s. I t  was t h e  minimum o f  t h e  l e n g t h  o f  t h e  Newton v e c t o r  and s 
was u s e d  a s  a  s t e p s i z e ,  where s was t h e  l e n g t h  of  t h e  s t e p  when 
o n l y  o n e  n o n a c t i v e  c o n s t r a i n t  became a c t i v e .  
Two v a r i a n t s  o f  t h e  problem w e r e  s o l v e d  f o r  d i f f e r e n t  i n i t i a l  
d a t a .  One was t h e  i n i t i a l  l e v e l  o f  s a t i s f a c t i o n  o f  t h e  p o p u l a t i o n  
c o n s i s t i n g  of  t e n  p e r  c e n t  of t h e  demand and  t h e  o t h e r  t h e  l e v e l  
e q u a l l i n g  t o  90 p e r c e n t .  The o p t i m a l  r e s o u r c e s  a l l o c a t i o n  i s  
shown g r a p h i c a l l y  i n  F i g u r e  4 .  
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The difference in the results can be explained by the fact 
that the delay time in the manpower subsystem is twice as much 
than in another one. This means that we have to invest money 
in the first place in the manpower subsystem if only the initial 
level of the HCS is comparatively low. 
Conclusions and Some Further Developments of the Approach 
The presented approach permits us to link different models 
into the whole system without explicitly building a large-scale 
mathematical programming model. This approach is opposed, in a 
methodological sense, to usual decomposition schemes, but is 
rather close to them from a mathematical viewpoint. 
The main advantage of the approach is that all submodels are 
considered as 'black boxes' and therefore can be built by dif- 
ferent groups of specialists on the base of different soft- and 
hardware. 
The solution which may be found in this scheme is optimal 
in the sense of a new criterion which is a linear combination of 
the submodel's criteria with some nonnegative weight coefficients. 
It means that this approach can also be interpreted as a version 
of the multi-criteria optimization when a point of the Pareto 
set is a solution. 
The approach allows different extensions and generalizations. 
We mention only two of them. It would be of interest to explore 
connections between linkage problems and multicriteria optimiza- 
tion because in both cases a man-machine procedure is appropriate. 
Second it is interesting to apply this approach to analysis of 
dynamic multistage optimization problems considering each stage 
as some local static optimization problems which are to be linked 
when the whole planning horizon is considered. 
APPENDIX 
I n  t h i s  appendix w e  s h a l l  s t udy  t h e  c o n d i t i o n s  under  which 
t h e  cons idered  scheme can be used.  
Foundation of  t h e  Approach 
k k  L e t  f u n c t i o n s  F , Gs, and Rs be 'smooth '  enough and t h a t  
problem ( 2 )  h a s  an i s o l a t e d  l o c a l  s o l u t i o n .  
k k  More a c c u r a t e l y  speak ing ,  l e t  f u n c t i o n s  F , Gs and Rs have 
con t inuous  p a r t i a l  d e r i v a t i v e s  o f  t h e  second o r d e r  and l e t  t h e r e  
k  - be  a  sys tem o f  p o i n t s  V* and X* (k = 1,N) s o  t h a t  
k  t h e r e  i s  a  sys tem of  nonnega t ive  numbers ps and qs s a t i s f y i n g  
t h e  fo l l owing  r e l a t i o n s  
k k  psGS ( x * ~ ,  V*) = 0 and ps > 0 
k k  i f  and on ly  i f  G s ( X *  ,V* )  = 0 , 
qsRs (V*)  = 0 and qs > 0 
i f  and on ly  i f  R s ( V * )  = 0 f o r  a l l  s and k .  
Let  U be  t h e  u sua l  Lagrange 5unction a s s o c i a t e d  w i t h  t h e  
problem ( 2 ) ,  i .e .  
k  
and a t  t h e  p o i n t  V*, X* w e  have VxU = 0 and VvU = 0. 
k  - For any nonzero v e c t o r s  Av and Ax (k = 3 , N )  such t h a t  
and t (Av) VvRs = 0 , i f  qs > 0 a t  t h e  same p o i n t ,  
t h e  fol lowing unequa l i t y  t a k e s  p l a c e  
where 
2 
V V U  i s  t h e  h e s s i a n  ma t r ix  of U wi th  r e s p e c t  t o  V ,  
2 k  
V x U  i s  t h e  h e s s i a n  ma t r ix  of  U w i t h  r e s p e c t  t o  X , 
and 
v : ~ U  i s  t h e  ma t r ix ,  elements o f  which equa l  t o  a2u 
axkaVi 
then ,  by v i r t u e  o f  Theorem 4 [ 3 ]  t h e  p o i n t  V* and X* k  
- (k = 1,N) is  an i s o l a t e d  l o c a l  s o l u t i o n  of  t h e  problem (2 ) .  
Under assumptions given above t h e  fol lowing theorems w i l l  
be  v a l i d .  
T H E O R E M  I .  x * ~  i s an i s o l a t e d  l o c a l  s o l u t i o n  o f  t h e  problem 
( I )  f o r  f i x e d  V = V*. 
P R O O F .  W e  have t o  show t h a t  a l l  c o n d i t i o n s  analogous t o  ( -13-16)  
k  
a r e  v a l i d  f o r  t h e  problem (1)  a t  t h e  p o i n t  X . 
A t  f i r s t ,  we have by v i r t u e  o f  (1 3)  
I t  i s  p o s s i b l e  t o  u s e  t h e  numbers pE d e f i n e d  i n  (14)  as 
L a g r a n g e - m u l t i p l i e r s  a s s o c i a t e d  w i t h  t h e  problem ( I ) ,  t h e n  
and 
k  
p: > 0  i f  and o n l y  i f  Gs ( x * ~ , v * )  = 0 ,  f o r  a l l  s , k .  
k  By v i r t u e  o f  t h e  s e p a r a b i l i t y  o f  U w i t h  r e s p e c t  t o  X w e  
have 
where s = m  k  k k  k k  k  uk = XkF ( X  t V )  - 1 Ps Gs (X  t V )  
s = l  
1 2  N L e t  Av and a l l  Ax ,Ax , . . . ,Ax b e  e q u a l  t o  t h e  z e r o  v e c t o r  
k  
e x c e p t  Ax , and f o r  any nonzero  Axk from (16)  w e  g e t  t h a t  by 
k t  k  k  (Ax ) VxGs = 0  when ps > 0 ,  t h e  f o l l o w i n g  u n e q u a l i t y  i s  v a l i d  
and t h e n  a l l  s u f f i c i e n t  c o n d i t i o n s  o f  t h e  o p t i m a l i t y  o f  x * ~  are 
proved.  Q.E.D. 
By v i r t u e  o f  t h e  assumpt ions  g i v e n  above and a new assump- 
t i o n  t h a t  a l l  g r a d i e n t s  o f  a c t i v e  c o n s t r a i n t s  a t  x * ~  are l i n e -  
k  
a r l y  i n d e p e n d e n t ,  w e  f i n d  from Theorem 6  [ 3 ]  t h a t  f u n c t i o n s  X* (V)  
e x i s t  k i t h i n  nonempty v i c i n i t y  o f  V* and have a t  t h i s  p o i n t  
p a r t i a l  d e r i v a t i v e s .  I t  i s  n e c e s s a r y  t o  n o t i c e  t h a t  t h e  e x i s -  
t e n c e  o f  t h e  m a t r i x  o f  s e n s i t i v i t y  ~t~ d o e s  n o t  e n s u r e  t h e  d i f -  
f e r e n t i a b i l i t y  o f  xk* (V)  a t  V*. 
Now w e  a r e  a b l e  t o  p rove  
THEOREM 2 .  The p o i n t  V* i s  an i s o l a t e d  l o c a l  s o z u t i o n  o f  t h e  
problem ( 3 ) .  
PROOF. By (1  3) and Theorem 1 w e  have 
and 
k k  k F u r t h e r ,  psGs ( X *  (V*) , V * )  = 0,  p: > 0 i f  and o n l y  i f  
k k  
G, (X *  (V*)  ,V*)  = 0 and qsR(V*) = 0,  qs > 0 i f  and on ly  i f  
Rs(V*)  = 0. 
I t  means t h a t  nonnega t ive  numbers p: and q can be  used a s  S 
Lag ran g e -mu l t i p l i e r s  a s s o c i a t e d  w i t h  t h e  problem ( 3 ) .  
Let  
s = m  
k 
- 
k=N k k k k  k s = m  u = 1 (hkF (X* ( V )  , V )  - 1 psGs (X* V 1 )  - 1 qsRs ( V )  
k= 1 s = l  s= 1 
be t h e  Lagrange f u n c t i o n  f o r  Groblem ( 3 )  . By t h e  c h a i n  r u l e  and 
Theorem 1 w e  have 
b u t  g r a n t i n g  ( I S ) ,  w e  f i n d  VvU = 0 a t  t h e  p o i n t  V*. 
F i n a l l y ,  l e t  dv be  any v e c t o r  s a t i s f y i n g  t h e  f o l l o w i n g  
r e l a t i o n s  
t k k  (Av) V V ~ ,  (X* (v*) , V * )  = 0 i f  on ly  > 0 
and 
( A V )  t ~ v ~ s  (v*) = o i f  o n l y  qs > o 
a t  t h e  p o i n t  V*. 
Then, by v i r t u e  o f  t h e  c h a i n  r u l e  
t 2 -  t 2  k=N t 2  k  (Av) v v  U Av = ( A v )  v v  u Av + 2  1 (Av) V Xv U HxvAv 
k= 1 
k  Denoting Axk = HXVAv w e  g e t  
k=N k  t 2 k  + ( A x )  VxUAx . 
k= 1  
From a n o t h e r  hand,  new v e c t o r  o f  l o c a l  v a r i a t i o n s  Ax k  
s a t i s f i e s  t h e  f o l l o w i n g  r e l a t i o n s  
R e a l l y ,  
k  t t k t  k  t k  ( A X  v X ~ :  = ( B V )  ( H ~ , )  V,G, = (nv)  vVGs = o , 
by v i r t u e  o f  o u r  a s sumpt ion .  
t 2 -  Hence, (Av) V v  U Av > 0  and V* is an i s o l a t e d  l o c a l  s o l u t i o n  
o f  t h e  'mas te r  problem'  ( 3 ) .  Q.E.D. 
To f i n i s h  t h e  f o u n d a t i o n  o f  t h e  approach w e  have t o  con- 
s i d e r  t h e  p r o p e r t i e s  o f  t h e  p e n a l t y  f u n c t i o n  P(A,T) .  
Excep t  f o r  t h e  c o n d i t i o n s  s t a t e d  above,  t h i s  f u n c t i o n  w i l l  
s a t i s f y  t h e  f o l l o w i n g  r e l a t i o n s  a t  any p o i n t  from i t s  domain o f  
d e f i n i t i o n  
ap 
- < o  
aA and e > o  
a ~ 2  
Then Theorem 10 [ 3 ]  t a k e s  p l a c e  and w e  have 
l i m  Q ( T )  = V* . 
T++O 
The p o s s i b i l i t y  o f  u s ing  some of  c l a s s i c a l  o p t i m i z a t i o n a l  
procedures  f o r  minimizing (7 )  a r i s e s  from Theorem 2 and t h e  
assumptions about  t h e  e x i s t e n c e  o f  cont inuous p a r t i a l  d e r i v a t i v e s  
k k  
of t h e  second o r d e r  f o r  F  , Gs,  and Rs. 
The Problem of  Accuracy 
Since t h e  'smooth' v e r s i o n  of  t h e  ' e x t e r i o r  p o i n t  uncon- 
s t r a i n e d  minimizat ion t echn iques '  g ives  us  only  t h e  approximate 
s o l u t i o n  of  t h e  problem t o  be  so lved ,  w e  have t o  cons ide r  t h e  
problem o r  f i n d  t h e  e x a c t  s o l u t i o n  o r ,  a t  l e a s t ,  reduce t h e  e r r o r  
of t h e  approximation.  
There a r e  two a s p e c t s  o f  t h e  problem of accuracy i n  t h e  
given approach. F i r s t ,  we have no t r o u b l e s  because t h e  s o l u t i o n s  
of  ( 1 )  a r e  approximate dur ing  t h e  min imiza t iona l  p rocess  o f  t h e  
a u x i l i a r y  func t ion  ( 7 ) ,  a s  t h i s  p roces s  i s  an i t e r a t i v e  one. 
Second, we have t o  s tudy  t h e  problem of  approximation a t  t h e  
f i n a l  p o i n t  o f  t h e  a lgo r i t hm used.  
The s i m p l e s t  way t o  e v a l u a t e  t h e  e x a c t  s o l u t i o n  of t h e  
'mas te r  problem' i s  t o  u se  t h e  r e l a t i o n  (17)  and s t a n d a r d  Taylor  
approximation of  t h e  func t ion  V ( T )  . 
Grant ing t h a t  
O ( T  + AT)  = O ( T )  + ATQ; + O ( T )  , 
where 
o(AT) = 0  l i m  AT 
AT'O 
Going ove r  t o  t h e  l i m i t  when AT + -TI w e  f i n d  
I t  means t h a t  t o  e l i m i n a t e  t h e  l i n e a r  p a r t  of  t h e  e r r o r  w e  have 
t o  f i n d  t h e  d e r i v a t i v e  Q;. 
Before  g o i n g  i n t o  d e t a i l  o f  t h i s  p r o c e d u r e  it  i s  n e c e s s a r y  
t o  n o t i c e  t h a t  t h e  assumpt ions  b e i n g  made i n  t h e  p r e v i o u s  sec- 
t i o n  g u a r a n t e e  t h e  e x i s t e n c e  o f  t h e  t r a j e c t o r y  o f  l o c a l  minima 
o f  t h e  SUMT and t h e  v a l i d a t i o n  of ( 1 8 ) .  Moreover, i n  [9]  it i s  
shown t h a t  i f  w e  choose  t h e  p e n a l t y  f u n c t i o n  P ( A , T )  a s  a  f u n c t i o n  
of  t h e  s i n g l e  argument  A/T t h e n  c$ w i l l  have a  bounded l i m i t  
v a l u e  by T + +0. 
Taking i n t o  c o n s i d e r a t i o n  t h a t  t h e  f u n c t i o n  O ( T )  i s  i m -  
p l i c i t l y  d e f i n e d  by t h e  e q u a t i o n  
and by v i r t u e  o f  t h e  i m p l i c i t  f u n c t i o n  theorem w e  g e t  
-1 
= (HESSIAN E )  &tT 
where HESSIAN E i s  g i v e n  by (12)  and && i s  t h e  d e r i v a t i v e  o f  
t h e  l e f t  p a r t  o f  (19)  w i t h  r e s p e c t  t o  T.  
A s  f a r  a s  t h e r e  a r e  dependenc ies  o f  VvEon T b o t h  i n  
e x p l i c i t  and i m p l i c i t  ways w e  have 
where 
E ; ~  i s  a  v e c t o r  o f  p a r t i a l  d e r i v a t i v e s  o f  E w i t h  r e s p e c t  
t o  V and T I  
ilk a r e  v e c t o r s  o f  p a r t i a l  d e r i v a t i v e s  o f  E~ w i t h  r e s p e c t  
 ex^ I- 
t o  xn and T. 
T h i s  formula  can  b e  r e w r i t t e n  a s  
b u t ,  by v i r t u e  o f  ( 1  0)  and (1 1 )  , w e  f i n a l l y  can f i n d  
I t  i s  fo l lowed by t h e  f a c t  t h a t  6:T can  be  c a l c u l a t e d  s e p a r a t e l y  
by d i f f e r e n t  submodels.  I n  f a c t ,  w e  have 
k Now w e  have t o  c o n s i d e r  t h e  problem of  f i n d i n g  X* . Since  
^k 
t h i s  p o i n t  i s  a l i m i t  one f o r  X (.G,T) when T -t + O f  w e  can u se  
t h e  Tay lor  approximat ion aga in .  
agk 
where -
a T  can be found by means o f  t h e  i m p l i c i t  f u n c t i o n  theorem 
from t h e  e q u a t i o n  (1 0) . 
Taking i n t o  c o n s i d e r a t i o n  t h a t  AV = P A T  and going o v e r  t o  T 
t h e  l i m i t  when AT + -T, w e  g e t  
T h i s  a l s o  means t h a t  t h e  c o r r e c t i o n  o f  t h e  approximate s o l u t i o n s  
can be  made independen t ly  by d i f f e r e n t  submodels,  b u t  o n l y  a f t e r  
f i n d i n g  c; i n  t h e  'mas t e r  problem. '  
I t  can happen sometimes t h a t  one s t e p  of  t h e  p rocedure  
(18-20) d o e s n ' t  p rov ide  us  w i th  t h e  d e s i r a b l e  l e v e l  o f  accuracy .  
I t  is  p o s s i b l e  i n  t h i s  c a s e  t o  r e p e a t  a l l  t h e s e  c a l c u l a t i o n s .  
The c o n d i t i o n s  of  t h e  convergence of  t h e  p r o c e s s  which can  be  
c a l l e d  ' i t e r a t i v e  l i n e a r  e x t r a p o l a t i o n '  a r e  g iven  i n  [9]. 
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