Abstract. Compliance is a basic property of web-service architectures that ensures the absence of deadlocks and livelocks during execution. Following recent attempts in the literature, we interpret compliance as an experiment, much like the experiments made by a test process in testing theories, and use it as the basis for a notion of compliance preserving substitution of components within a composition of web services. We review the different notions of compliance in the literature, analyze their relative strengths and weaknesses, and formalize their interrelationships by providing a uniform formal framework where we reconcile the different perspectives that characterize them.
Introduction
Compliance is a basic property that characterizes the correct behavior of concurrent distributed systems. It is used widely in the context of Service Oriented Architectures (SOA) as a formal device to identify well-formed service compositions, those whose interactions are free of synchronization errors.
Formal theories of compliance have been developed within different settings, most notably with session types and behavioral contracts. Session types [11] have originally been conceived as a generalization of channel types [16] for the static control of interaction patterns in which the same channel is used to send and/or receive payloads of different types at different times. Recently, systems of session types have applied widely in the analysis of various kinds of interaction and conversation structures [6, 12, 5] .
Behavioral contracts, our focus in the present paper, arise in process algebraic settings, and provide abstract descriptions of system behavior by means of terms of some process algebra. Formal theories of contracts have first been introduced in [7] , and then further developed along independent lines of research in [13, 8, 9] , and in [3, 4] .
All these papers share the main motivations and the overall technical setup, inspired by the theory of testing in process algebra [15] . In particular, they all interpret compliance as a basic test for investigating services, extract the preorder relationships induced by the test, and justify a compliance-preserving substitution principle for services based on that. On the other hand, the approaches differ significantly in the notion of compliance adopted as well as in the settings where they apply it. In [13, 8, 9] , compliance is targeted at preventing deadlocks, and the theory is developed for a client-server setting to provide safety guarantees for the client. Compliant servers are those which will never get their clients stuck: the compliance preorder is established similarly in terms of the ability of servers to satisfy their clients. In [3, 4] , instead, compliance is a stronger condition that ensures the absence of deadlocks and livelocks, and the application setting is that of choreographies: compliant choreographies are those whose computations never get stuck or trapped into infinite loops without chances to exit. The compliance pre-order, in turn, is induced on the component contracts, in terms of their ability to preserve the compliance of the choreographies they are part of.
In this paper, we review the existing definitions in the literature to formalize their inter-relationships. As a result of our analysis we provide a uniform framework where we (i) reconcile the different perspectives that characterize the existing definitions of compliance, (ii) fill some of the existing gaps among them, and thus (iii) maximize the potential of cross-fertilization among the different approaches. We start with an analysis of the deadlock-safe notion of compliance developed in [8, 13] for client-server settings, and propose an equivalent formulation that scales naturally to multi-party service compositions. Then, we give a fully-abstract co-inductive characterization of the induced compliance-preorder and discuss its use for the safe replacement of services inside multi-party compositions. We also analyze the stronger definition of compliance proposed by [4] for choreographies, showing that it effectively constitutes a conservative generalization of the deadlock-safe definition of [8, 13] (when the latter is lifted to multiparty compositions). We generalize the coinductive construction of the deadlock-safe preorder to obtain a sound (but not complete) characterization of the stronger preorder. For both pre-orders, we also show how the filters from [8] may be employed to achieve a flexible compliance-preserving substitution principle inside choreographies.
Plan. Section 2 introduces the contract language we use for our analysis. Section 3 analyzes the notions of compliance in the literature, and introduces our own variations of such notions. Section 4 develops the coinductive characterizations of the associated compliance preorders. Section 5 discusses generalized versions of the preorders, and their counductive characterizations. Section 6 concludes the presentation.
1 signals that the service has reached a successful state, α; σ describes a service that performs action α and then behaves as σ; σ + σ denotes an external choice, guided by the environment, while σ ⊕ σ indicates a local choice between σ and σ made irrespective of the structure of the interacting environment; rec(x) σ is a recursively defined contract. We assume a standard contractivity condition for the recursion operator, requiring that recursion variables be guarded by a prefix. We let in(σ) and out(σ) note the set of input and output actions in σ, respectively.
Contract Satisfaction: σ
Composition satisfaction and transitions: We write =⇒ to note the reflexive and transitive closure of −→, and σ
We omit the target of a (weak) transition when immaterial, writing σ α −→ and σ α =⇒ to signal that σ has a (weak) transition on α to some σ , and init(σ) for the set {α | σ α =⇒}. Finally, with σ ↓ r we note that r ⊆ (A ∪ { }) is the smallest non-empty set such that σ α −→ implies α ∈ r, and σ implies ∈r. Similarly, σ ⇓ r whenever σ =⇒ σ with σ ↓ r.
A computation for a composition C is a sequence C≡C 0 −→ C 1 −→ . . . ; the computation is maximal if either it is infinite or there exists C n such that C =⇒ C n −→. A composition C is finite if all its maximal computations are finite. Throughout, we presuppose the following conditions on contracts and compositions.
Definition 1 (Determinacy).
A contract σ is determinate if for every action α there exists at most one contract σ such that σ =⇒ α −→ σ , and σ is itself determinate. A composition σ 1 . . . σ n is determinate, if so are the σ i , and in addition, in(σ i ) ∩ in(σ j ) = ∅ whenever i = j.
When σ α =⇒, we note σ(α) the unique σ such that σ =⇒ α −→ σ . (σ(α) is always defined for determinate contracts). Determinacy is technically convenient for our analysis, and represents a fairly mild assumption (cf. [8] for a similar assumption, which in that case is enforced directly by the transition relation). Indeed, contracts can be made determinate, by factoring, without affecting their external behavior. To illustrate, the non-determinate contract (a.σ 1 ⊕ b.σ 2 ) + (a.σ 3 ⊕ b.σ 4 ) may equivalently be expressed (up to, internal moves) as the determinate contract a.(σ 1 ⊕ σ 3 ) ⊕ b.(σ 2 ⊕ σ 4 ). As to compositions, determinacy, simply amounts to interpreting the actions of each contract in a composition as being associated with services located and accessible at univocally identified ports/sites (as done, for instance, in [4] ).
Compliance tests
We start with a review of the asymmetric, deadlock-safe notion of compliance (ds-compliance, for short), as proposed by [8, 13] for client-server settings, and introduce its asymmetric and symmetric variants for general, multi-party compositions. Then, we discuss the definition of safe compliance, that is sensitive to both deadlocks and livelocks.
Deadlock-safe compliance
For two contracts ρ and σ, let ρ σ signal that ρ and σ may synchronize, possibly after a sequence of internal moves. Formally ρ σ iff init(σ) ∩ init(ρ) = ∅, where init(ρ) is the set of co-actions corresponding to the actions in init(ρ). The asymmetric presentation distinguishes two roles (client and server, respectively) for the contracts involved in the compliance test.
Definition 2 (Client-server ds-compliance [8, 13] ). A client ρ and a server σ are ds-compliant, written ρ ds σ iff whenever ρ σ =⇒ ρ σ , either ρ σ , or ∈ r for all r such that ρ ⇓ r.
Accordingly, ρ ds σ if and only if whenever the interaction between ρ and σ gets stuck (as there is no chance of synchronization) ρ may independently terminate with success. The asymmetric nature of the definition, and its clear bias in favor of ρ, is a consequence of the different intended roles of the two contracts in the composition. In [13] , the definition has the following, additional proviso: in case σ ↑ then for all r such that ρ ⇓ r, r = { }. The intuition here is that if the interaction between client and server gets the server trapped into an internal loop (noted σ ↑), then the client must terminate successfully without expecting any further synchronization with the server. The proviso holds vacuously in our contract language, given that recursive contracts are formally contractive, hence they may not loop without interaction.
Definition 2 may be restated equivalently by stipulating that ρ and σ are compliant if whenever ρ σ =⇒ ρ σ −→, one has ρ . That the two definitions are equivalent follows again from our formal-contractiveness assumption, which implies that ρ σ iff ρ σ =⇒ ρ σ −→. The new formulation is interesting as it suggests the following, natural lifting of the client-server notion of compliance to multi-party compositions.
Definition 3 (Asymmetric ds-compliance).
A contract ρ is ds-compliant with a composition C, written ρ ds C, iff whenever ρ C =⇒ ρ C −→, one has ρ .
Asymmetric compliance, in turn, is readily made symmetric by simply removing the bias in favour of any of the component services.
Definition 4 (Symmetric ds-compliance).
A contract composition C is ds-compliant, noted C ds , if whenever C =⇒ C −→, one has C .
Safe compliance
One weakness of ds-compliance is that it is insensitive to livelocks. The following example helps illustrate the problem in the asymmetric setting. Consider the two contracts σ = rec(x) (a.x ⊕ b.x) and σ = rec(x) a.x, and take the contract ρ = rec(x) (a.x + b.1). Applying Definition 3, it is a routine check to verify that ρ is ds-compliant with both σ and σ , namely ρ ds σ, and ρ ds σ . This is not exactly desirable, as the two contracts determine quite different behaviors for ρ: indeed, while σ is acceptable to ρ, as there is always a chance for ρ to reach a successful state, σ is not as it leaves ρ trapped into a livelock.
If livelocks are to be avoided, we need to strengthen the compliance test. The following definition, that we take verbatim from [4] , does the job with a test inspired by the theory of should-testing [17] .
In other words, s-compliance ensures that at each intermediate step of the computation in a choreography, each component service has a way to reach a successful state (either autonomously, or via synchronizations within the choreography). This is enough to avoid livelocks. To illustrate, consider the composition C def = rec(x) (a.x) rec(x) (ā.x). C is ds-compliant even though it never reaches any successful state: indeed, the condition imposed by Definition 4 holds vacuously as C has only infinite computation. This is rectified in Definition 5 by demanding that all intermediate computation states offer a path to success for all the services of the composition.
Safe compliance is readily re-cast into an asymmetric presentation, by simply re-introducing the bias in favour of one component and stipulating that ρ s C if for every ρ C such that ρ C =⇒ ρ C there exists ρ C such that ρ C =⇒ ρ C and ρ . The new predicate conveys the desired guarantees for the client-server setting (when C is a single server): if we go back to our problematic servers σ and σ above, we now see that ρ s σ but ρ s σ , as desired.
Symmetric vs Asymmetric Compliance
While there is clearly a strong connection between the two presentations of compliance (symmetric vs asymmetric), we are not aware of results establishing formal relationships. We give two such results below, first showing that for deadlocksafe compliance the asymmetric presentation can be defined in terms of the symmetric one, in the following sense. Given C = σ 1 . . . σ n , we note C/ i the composition "C drop σ i ", defined as follows:
Theorem 6 (Symmetric vs Asymmetric ds-compliance). Let C be the composition σ 1 . . . σ n . Then C ds if and only if σ i ds C/ i for all 1 ≤ i ≤ n.
Proof. (=⇒) From the hypothesis, for every C such that C =⇒ C −→ we have C . This means that each component of C is in a success state. Since this is true of all C −→ reachable from C, it must be the case that σ i ds C/ i for all i. (⇐=) The hypothesis is that for every i, σ i ds C/ i . Now, for all the C such that C =⇒ C −→ we have that σ i (where σ i is the state corresponding to σ i in C ). Since this is true of every i, it follows that C ds .
In the forward direction Theorem 6 carries over to the case of safe compliance. Instead, somewhat surprisingly, this is not true of the backward direction. To see that, consider the following counter-example. Take σ p = rec(x) (ā.(b.x + 1)) and σ q = rec(x) (a.b.x + 1), and form the composition C = σ p σ q . The following diagrams show the transitions for each contract and for the composition: the success states are marked by the satisfaction predicate.
Compliance preorders
Associated with a compliance test, which we mark as • to generalize 1 , one defines a corresponding semantics for service contracts. In client-server setting, this is stated in terms of the sets of the compliant clients [σ]
• σ}; in multi-party compositions, it is defined similarly in terms of sets of compliant compositions: [σ]
Then, based on the contract semantics, one defines the contract preorder, uniformly as follows:
• . Defined this way, compliance preorders may be employed to justify a substitution principle for servers, and more generally for services inside choreographies, namely: given two contracts σ and σ , it is safe to substitute (a service described by) σ with (a service described by) σ as long as σ
• σ .
In this section, we give coinductive versions of the two preorders ds and s induced by the compliance tests introduced in the previous section. As we will show, for the deadlock-safe case, the coinductive version provides a fully abstract characterization of ds . For the safe preorder, the characterization is only sound, not complete. In both cases, being our compositions finite, and our contracts finite-state, the characterizations provide an effective construction for deciding the preorders.
Characterizing the deadlock-safe preorder
We start with the deadlock safe preorder. The definition we give here, and the full-abstraction proof refine those in [13, 9] to account for the symmetric nature of the compliance test.
Definition 7 (Coinductive ds-preorder). R is a coinductive ds-preorder if σ R ρ implies that: (i) if ρ −→ ρ , then σ R ρ ; (ii) if ρ ↓ r, then there exists s ⊆ r such that σ ⇓ s; (iii) for every action α if ρ α −→ ρ , then σ α =⇒ and σ(α) R ρ . We note ds the greatest ds-preorder.
The next lemma shows that the coinductive ds-preorder is preserved not only on single actions, but also on sequences of actions. Proof. By induction on the length of w.
Theorem 9 (Soundness). If σ ds ρ, then σ ds ρ.
Proof. Take a composition C such that (σ C) ds and let
be a maximal computation from C. We must show that (ρ n C n ) . By Lemma 8, we know that σ C =⇒ σ n C n and σ n ds ρ n . Also, ρ n ↓ r for some (non-empty) r, because otherwise ρ n −→ and the computation from C we are considering would not be maximal. Let then s be such that σ n ⇓ s and s ⊆ r, and take σ n such that σ n =⇒ σ n −→ and σ n ↓ s. Obviously σ C =⇒ σ n C n ; furthermore, C n −→ since C n is part of the final state of a maximal computation, and σ n −→ by construction. Then, for all α such that C n α −→ it must be the case that σ n α −→ because otherwise from s ⊆ r we would derive ρ n α −→, which is impossible since ρ n C n −→. It follows, then, that σ C =⇒ σ n C n −→, and given that (σ C) ds we have (σ n C n ) . This, in turn, implies C n and σ n , and hence ∈ s. Now, from s ⊆ r we know that ρ n , hence (ρ n C n ) as desired.
A further lemma shows that all contracts may be composed into at least one dscompliant choreography. This is a direct consequence of the syntactic structure of our contracts (all choices in a contract must either end up with 1 or with a recursion variable) and the definition of ds-compliance.
Lemma 10. For all σ there exists C such that (σ C) ds .
Theorem 11 (Completeness). If σ ds ρ, then σ ds ρ.
Proof. We need to manipulate contract compositions in order to force their behavior. In particular we note α 1 .C 1 + α 2 .C 2 the composition such that if 1, 2, respectively) . We omit the (rather lengthy) details of how these compositions can be formed so that they are determinate (in the sense of Definition 1), and move with the proof of our claim.
We show that R def = {(σ, ρ) | σ ds ρ} is a coinductive ds-preorder. Assume (σ, ρ) ∈R: we examine the three clauses of the definition in turn.
Assume ρ −→ ρ . By our hypothesis we know that for all C (σ C) ds implies (ρ C) ds , so obviously (ρ C) ds and thus (σ, ρ ) ∈R. Take r such that ρ ↓ r: we reason by contradiction. Assume that there is no s such that σ ⇓ s and s ⊆ r: we show that σ ds ρ. Let then A = {α ∈ A | σ ⇓ s and α ∈ s \ r}. By Lemma 10, for each α ∈ A there exists C α such that
ds . Now, let C = α∈A α.C α . By construction, (ρ C) ds , and similarly (ρ C + 1) ds if ρ . On the other hand, again by construction, one easily sees that (σ C +1) ds . Furthermore, when ρ , by our initial assumption we know that for all s such that σ ⇓ s, it must be the case that s { } (for otherwise s ⊆ r): hence, in this case, we also have (σ C) ds . Summarizing, when ρ , we have (σ C) ds and (ρ C) ds . When ρ , the same is true of C + 1. In both cases we have the desired contradiction.
Let ρ α −→ ρ . Again we reason by contradiction, on the two possible cases.
-σ α =⇒. By Lemma 10, there exists a composition C such that C α =⇒ and (σ C)
ds . Now, choose a name c fresh for ρ and C, and form the composition C = C +α.c.1. We have that (σ C ) ds and (ρ C ) ds , which contradicts the hypothesis that σ ds ρ as desired. -σ α =⇒ and there exists C such that (σ(α) C) ds but (ρ C) ds . Then we define
ds . Again, (σ C ) ds and (ρ C ) ds as desired.
Characterizing the safe-preorder
The coinductive construction of the s-preorder arises as an extension of the one we just discussed. To motivate the construction, consider the following two contracts:
Applying Definition 7, one verifies that σ ds σ . On the other hand, given the composition C = rec(x) .(a.(b.x) + c.1) one has (σ C) ds whereas (σ C) ds . In other words, the example in (1) shows that ds is not sound for s . A closer look at the example shows that the problem is in the second of the clauses that define : in particular, to show that σ ds σ it is enough for σ to match (with r) any one of the action sets s such that σ ⇓ s, disregarding the remaining ones. This is fine as long as we only look at finite maximal computations, as the choice of any of action sets is arbitrary and effectively excludes the others; it is unsound, instead, when the computation in σ may go back to the same point of choice, as a result of a loop, and select another set. This observation suggests how to rectify the construction, by keeping track of the states reached in the simulation game, and make a sound choice at the looping states.
A contract-indexed relation over contracts is a binary relation indexed by sets of contracts. We let H range over sets of contracts, and write σ R H ρ to mean that σ and ρ are related by R at H.
Definition 12 (Coinductive safe-preorder).
A coinductive s-preorder R is contract-indexed relation such that σ R H ρ implies the following conditions:
Notice that the coinductive s-preorder is a conservative extension of the corresponding ds-preorder. The next lemma proves the same result as Lemma 8, now for the s preorder. Proof. We show that given
We proceed by induction on the length n of the sequence. For the basic step, we have that if ρ =⇒ ρ , then σ R H ρ with H ⊆ H by the first item of Definition 12. For the induction step, assume that n > 0. Then, by the induction hypothesis, σ α1 =⇒ σ 1 . . . =⇒ and σ n−1 (α n ) R Hn ρ with H n−1 ⊆ H n . We are done, as we can choose σ n = σ n−1 (α n ).
In case ρ = ρ, by Definition 12 we can immediately prove that when w is non empty ρ ∈ H 1 , and thus also ρ ∈ H n . Proof. Let H be an index such that σ R H ρ for some H. Then item (i) is a direct consequence of Lemma 13. For item (ii), Lemma 13 applied to ρ w2 =⇒ ρ says that σ R H ρ with ρ ∈ H . Since ρ −→ we apply the second item of Definition 12. In particular ρ ↓ r with s ⊆ r for all s such that σ ⇓ s, and this proves the thesis.
Lemma 15. Let C be a contract composition without finite maximal computations. Then there exists C such that (i) C =⇒ C and (ii) for every C such that C =⇒ C then also C =⇒ C .
Proof. Since a composition expressed as a term of our language is a finite-state system, we prove the lemma by induction on the number of the different states reachable from C. Basic step, suppose that C can reach a single state. Then the only maximal computation is C −→ C −→ C −→ · · · and the thesis is verified with C = C. Induction step, assume that C can reach n different states, if C =⇒ C for every C such that C =⇒ C then the thesis is verified. Otherwise, there exists C such that C =⇒ C and C =⇒ C. Then C can reach at most n−1 states. Since C has no finite maximal computation, so does C . Thus we apply the inductive hypothesis and we have: there exists C , with C =⇒ C =⇒ C such that if C =⇒ C , then C =⇒ C . Hence we conclude the thesis.
Corollary 16. Let C be a contract composition without finite maximal computations. Then there exists a computation C −→ C 1 −→ · · · −→ C n such that for every C such that C n =⇒ C there exists i ≤ n such that C = C i .
Proof. Lemma 15 says that there exists C such that C =⇒ C and, if C 1 , . . . , C n are all the states reachable from C then C i =⇒ C for i = 1, . . . n. Then consider the computation C =⇒ C =⇒ C 1 =⇒ C =⇒ C 2 =⇒ C · · · =⇒ C n =⇒ C and conclude the thesis.
Proof. We reason by contradiction. We assume that there exists C such that (σ C) s but (ρ C) s , this means that (i) there exists a computation ρ C =⇒ ρ C such that (ρ C ) for every ρ C =⇒ ρ C . If there exists a finite computation ρ C =⇒ ρ C with (ii) ρ C =⇒ and (ρ C ) , hence ρ −→ and C −→, moreover either ρ or C . Now consider the list w of actions such that ρ w =⇒ ρ and Cw =⇒ C , wherew represents the list of actions performed by C to synchronize with w in order to reduce the whole composition (ρ C) to (ρ C ). From σ s ρ and Lemma 13, there exist H, H such that σ R H ρ, σ R H ρ with H ⊆ H and σ w =⇒ σ . Let r such that ρ ↓ r. Since σ R H ρ , then σ =⇒ σ −→ with (iv) σ ↓ s and s ⊆ r. Hence we found the computation σ C =⇒ σ C =⇒ σ C , where the first part is the synchronization on w between σ and C. Due to (ii), (iii) and (iv), then σ C −→ and σ C . We have σ C s , against the hypothesis. Thus we conclude that ρ C has no finite maximal computations. Then Corollary 16 says that ρ C −→ ρ 1 C 1 −→ · · · −→ ρ n C n and for every C * such that ρ n C n =⇒ C * there exists i ≤ n with C * = ρ i C i . As done above, consider the list w = w 1 , w 2 of actions such that ρ w1 =⇒ ρ w2 =⇒ ρ n and Cw =⇒ C n , were againw represents the list of actions performed by C to synchronize with w in order to reduce the whole composition (ρ C) to (ρ n C n ). Again, by Lemma 13 (v) there exist H, H such that σ R H ρ, σ n R H ρ n with H ⊆ H and σ w =⇒ σ n . We distinguish two cases. (1) If for every C * such that ρ n C n =⇒ C * we have C * = ρ n C, thus ρ n does not perform any more action along the computation. Note that ρ n −→, then let r such that ρ n ↓ r. Moreover, due to (i), it holds ρ i C i for i = 1 . . . n, hence (vi) either ρ i or C i for i = 1 . . . n. Moreover, consider (v) and let σ n such that σ n =⇒ σ n and σ n ↓ s with s ⊆ r. Due to the assumption on ρ n C n and (vi): for every C * such that σ n C n =⇒ C * we have C * = σ n C, and also either σ n or C i for i = 1 . . . n. Thus C * for every C * such that σ n C n =⇒ C * . We conclude that σ C s , against the hypothesis. Thus the only possible case is (2) : there exists at least one ρ = ρ n such that ρ n C n =⇒ ρ C and moreover for every ρ such that ρ n C n =⇒ ρ C it holds ρ = ρ i for some i < n. Thus for every ρ such that ρ n C n =⇒ ρ C it holds: ρ Since (σ C s ) there exists a computation σ n C n =⇒ σ * C * such that (σ * C * ) . In particular σ n w * =⇒ σ * . If the sequence w * is empty, then Fact 18 says that also ρ . Hence ρ n C n =⇒ ρ n C * and (ρ n C * ) . In case w * is not empty, we prove that also ρ n w * =⇒ ρ * with σ * R H * ρ * .
We proceed by induction on the length of w. Fact 18 gives the basis of the induction. For the induction step, let w = α, w . Then σ n =⇒ σ n α −→ σ and Fact 18 says that ρ n α −→ ρ n with σ n R H ρ n . Now the induction hypothesis holds for σ n and ρ n , and we are done. Now, from (2), it follows that ρ n C n =⇒ ρ * C * and the fact that σ * R H * ρ * says that (ρ * C * ) . Hence we found a contradiction and we conclude (ρ C) s .
The converse of Theorem 17 does not hold. Here is a counter-example. Let:
We can easily see that σ s ρ, because σ w =⇒ for all w such that ρ w =⇒. In fact, given an arbitrary C, C must be able to respond to all of these traces, with a corresponding dual trace in σ C. Given our observation, the same is true in the composition ρ C. On the other hand, σ s ρ because, after one round of the loop, ρ ↓ {a}, whereas σ ⇓ {b} and {b} ⊆ {a}, which breaks the condition required by the coinductive game. The problem would seemingly be solved by replacing the third condition with the following, slightly weaker requirement: if ρ α −→ ρ , then there exists σ such that σ α =⇒ σ and σ R H∪{ρ} ρ . On the other hand, this coarser definition is unsound: taking the two contracts we discussed earlier in (1), one verifies that σ s σ even though σ ds σ , hence σ s σ . As it turns out, characterizing the safe preorder exactly, is hard. Indeed, to our knowledge, no such characterization exists in the literature. The only related result we are aware of is the trace-based full-abstract characterization of should testing in [17] . However, the construction is non-effective, as it requires infinite sums to characterize the infinite traces that capture the possible test processes.
