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Abstract
TheStokes systemwith a discontinuous coefﬁcient (Stokes interface problem) and its ﬁnite element approximations are considered.
We ﬁrstly show a general error estimate. To derive explicit convergence rates, we introduce some appropriate assumptions on the
regularity of exact solutions and on a geometric condition for the triangulation.Wemainly deal with theMINI element approximation
and then consider P1-iso-P2/P1 element approximation. Results are expected to give an instructive remark in numerical analysis for
two-phase ﬂow problems.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In numerical approximations of multi-phase ﬂow problems of viscous incompressible ﬂuids, after a discretization
of the time variable or a linearization of the nonlinear term, we often meet the Stokes system where the (kinematic)
coefﬁcient of viscosity  = (x) is a piecewise constant function. The discontinuity of  leads to the interface. Hence
we call it a Stokes interface problem. The purpose of this paper is to give convergence analysis of ﬁnite element
approximations for such problem. There are sophisticated studies devoted to ﬁnite element methods for scalar elliptic
interface problems; for example, we can refer to [2,4,6,8,22,23]. However, it seems that little is known for the Stokes
case. In the present paper, we concentrate our attention to simple ﬁnite element methods and mainly deal with the MINI
element approximation. The interface is approximated by a piecewise linear curve. We ﬁrstly establish a convergence
theorem (Theorem 3) under a general triangulation without any regularity assumptions of solutions. To derive the rate
of convergence, however, we need some assumptions on the regularity of solutions and also on the triangulation. First,
since regularity theory for a Stokes interface problem is not complete at present, we introduce a somewhat artiﬁcial
assumption in terms of fractional order Sobolev spaces as
the velocity u ∈ H 1+, the pressure p ∈ H  for some  ∈ (0, 1]
 This work is supported by Grants-in-Aid for Scientiﬁc Research (No. 15540113, 16740050), The Japan Society of the Promotion of Science
(JSPS).
∗ Corresponding author. Tel./fax: +81 764 456286.
E-mail addresses: ohmori@edu.toyama-u.ac.jp (K. Ohmori), saito@edu.toyama-u.ac.jp (N. Saito).
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.11.018
K. Ohmori, N. Saito / Journal of Computational and Applied Mathematics 198 (2007) 116–128 117
on each subdomains in which  is constant. It is an analogy of a Poisson interface problem (see Appendix A). When
 ∈ (0, 12 ), such assumption implies the global regularity, and we immediately obtain an error estimate of the order h
(Theorem 7), h> 0 being the size of the spatial discretization. On the other hand, in the case of  ∈ [ 12 , 1], the usual
argument of interpolation error estimates does not work. To overcome this issue, we follow the method of [22,23] and
introduce a geometrical condition on the triangulation. Under these assumptions, we can obtain an error estimate of
the order h (Theorem 9). Finally, an extension to the P1-iso-P2/P1 element is also discussed (Theorem 12). Theorems
3 and 7 could be extended to all popular conforming elements satisfying the uniform inf–sup condition (Remark 4).
However, since the interface is approximated by a piecewise linear curve, we only obtain the ﬁrst order convergence
(with respect to the H 1 norm for the velocity and the L2 norm for the pressure), even if higher order elements are
employed (Remark 5).We should note that error estimates in Theorems 7 and 9 are of optimal order under our regularity
assumptions of a solution. Moreover, Theorems 3 and 7 are established under a general triangulation and that they are
new even in the literature of elliptic interface problems.
As was stated above, a Stokes interface problem is closely related with multi-phase ﬂuid ﬂow problems, and their
numerical solutions are now developing subjects [13,17]. It seems that main efforts to these problems are concentrated
on a reproduction of the moving interface between different ﬂuids. In contrast, there is a room for further study on the
effect of discontinuities of density and viscosity on approximate solutions. Therefore, results of this paper are expected
to give an instructive remark for those practical applications. See, for example, Remark 13.
Our presented scheme and error estimates are not robust, which means that the error estimate becomes worse when
the ratio  = max (x)/min (x) is large enough (Remark 6). Robust error estimates play an important role to design
effective numerical schemes, as is discussed in [16]. Therefore, our result may be unsatisfactory from the view point
of effective computations. However, our motivation of this work is to reveal a relationship between a general nature of
convergence of some ﬁnite element solutions and the discontinuity of a coefﬁcient.
After this work was completed, the authors learned of the work of Girault et al. [10], which treats the similar problem
as the present paper. They take into account the effect of the surface tension, whereas we neglect it for the sake of
simplicity. However, the ﬁnal error estimate in [10] seems to be not optimal.
This paper is composed of six sections. In Section 2, we formulate a Stokes interface problem, and then
Section 3 describes a ﬁnite element scheme by the MINI element approximation. In Section 4, a general error estimate
(Theorem 3) is stated. Section 5 is devoted to error estimates with explicit convergence rates and Theorems 7 and 9 are
described there. An extension to P1-iso-P2/P1 element is discussed in Section 6. We conclude this paper by giving a
brief review of the regularity results for Stokes and Poisson interface problems in Appendix A.
Notation
Throughout this paper, we follow the notation of [15]. Namely, we use standard Lebesgue and Sobolev spacesL2(O),
H 1(O) andH 10 (O),whereOdenotes a domain inR
2
. Product spaces arewritten as, for example,L2(O)2=L2(O)×L2(O),
and we use the same symbol to denote the norm of product spaces; ‖ · ‖L2(O) =‖ · ‖L2(O)2 . Also, for tensor functions of
L2(O)4, we write as ‖·‖L2(O)=‖·‖L2(O)4 . Let m be a nonnegative integer, and let  ∈ (0, 1). In [15], the fractional order
Sobolev space Hm+(O) is deﬁned as the interpolation space between Hm(O) and Hm+1(O). (H 0(O) is understood as
L2(O).) However, it is worth-while noting that Hm+(O) is equipped with the equivalent norm
‖v‖Hm+(O) =
⎡
⎣‖v‖2Hm(O) +
∑
||=m
∫ ∫
O×O
|xv(x) − yv(y)|2
|x − y|2+2 dx dy
⎤
⎦
1/2
,
where = (1, 2) is a multi-index with || = 1 + 2 and
x =
||
x11 x
2
2
, y =
||
y11 y
2
2
.
We also use a weighted Sobolev space H 1/200 (S), where S is a curve in R
2
. For the precise deﬁnition, see [15]. Generic
positive constants depending on parameters 1, 2, . . . are denoted by C = C(1, 2, . . .). Moreover, in general, H ∗
denotes the dual space of a Hilbert space H.
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Fig. 1. Examples of .  ∩ = ∅ (left);  ∩  = ∅ (right).
2. Stokes interface problem
Let  be a polygonal domain in R2. We suppose that  is divided into two disjoint subdomains 1 and 2 by a C2
curve = 1 ∩ 2. The interface  may be closed, i.e. ∩= ∅. In the case where ∩ = ∅, we assume that
 and  meet at R1 and R2 transversally. As a consequence, 1 and 2 are Lipschitz curves. Further we suppose
that  and  has no intersection points except for R1 and R2. For example, see Fig. 1. The viscosity coefﬁcient is
given by a discontinuous function
(x) =
{
1 (x ∈ 1)
2 (x ∈ 2),
where 1 and 2 are positive constants such that 1 > 2. Set
V = H 10 ()2, ‖ · ‖V = ‖ · ‖H 1(),
Q =
{
q ∈ L2()
∣∣∣∣
∫

q dx = 0
}
, ‖ · ‖Q = ‖ · ‖L2().
We introduce a bilinear form on V × V :
a(u, v) =
∫

2(x)Dij (u)Dij (v) dx (u, v ∈ V ),
where Dij (u) = ( 12 )(ui/xj + uj/xi) for u = (u1, u2) ∈ V and the summation convection is employed. We also
use
b(v, p) = −
∫

p div v dx (v ∈ V, p ∈ Q),
(u, v) =
∫

u · v dx (u, v ∈ L2()2 or u, v ∈ L2()).
Let f ∈ L2()2 be given. Then we consider a Stokes interface problem: ﬁnd (u, p) ∈ V × Q satisfying{
a(u, v) + b(v, p) = (f, v) (∀v ∈ V ),
b(u, q) = 0 (∀q ∈ Q). (1)
We recall that there are i = i (), i = 1, . . . , 4, such that
|a(u, v)|11‖u‖V ‖v‖V (u, v ∈ V ), (2)
22‖u‖2V a(u, u) (u ∈ V ), (3)
|b(v, p)|3‖v‖V ‖p‖Q (v ∈ V, p ∈ Q), (4)
sup
v∈V
b(v, q)
‖v‖V 4‖q‖Q (q ∈ Q). (5)
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Especially, Inequality (3) is a consequence of Korn’s inequality. As a result, according to the well-known saddle
point theory (cf. [5, Theorem 1.1], [9, Theorem 5.6], [11, Corollary 4.1]), Problem (1) admits a unique solution
(u, p) ∈ V × Q.
Moreover it is easy to verify (cf. [19]) that the solution (u, p) ∈ V × Q of (1) satisﬁes
−kuk + ∇pk = f |k in [H 10 (k)2]∗ (k = 1, 2),
where uk = u|k and pk = p|k . Furthermore, on , we have
u1 = u2 in H 1/2()2, (6)
1n = 2n in W , (7)
where k = [−pkij + 2kDij (uk)] is the stress tensor associated with (uk, pk), ij is Kronecker’s delta, n= (n1, n2)
is the unit vector to  outgoing from 1, and
W =
{ [H 1/2()2]∗ (if  ∩ = ∅),
[H 1/200 ()2]∗ (if  ∩  = ∅).
In particular, (6) and (7) imply the continuity of the ﬂow velocity and the stress vector across, respectively. Therefore,
we might say that (1) is a simple model of a stationary two-phase problem of viscous incompressible ﬂuids without
surface tension on the interface.
3. Finite element scheme. MINI element approximation
Let {Th}h be a family of quasi-uniform triangulations of ; there are 	1 > 0 and 	2 > 0 satisfying
	1hdT 	2
T (∀T ∈Th ∈ {Th}), (8)
where dT denotes the diameter of K, 
T the diameter of the inscribed ball of T, and h = max{dK | K ∈ Th}. Each
triangle T ∈Th is assumed to be a closed set. For any T ∈Th, let Pn(T ) be the set of all polynomials deﬁned on T
of degree n, and let B(T ) = [P1(T )span{123}]2, where i are the barycentric coordinates of T. Put
Vh = {vh ∈ C()2 ∩ V | vh|T ∈ B(T ) (∀T ∈Th)},
Qh = {qh ∈ C() ∩ Q | qh|T ∈ P1(T ) (∀T ∈Th)}.
It is well-known (cf. [11]) that a pair of Vh and Qh satisﬁes the uniform inf–sup condition
sup
vh∈Vh
b(vh, qh)
‖vh‖V 5‖qh‖Q (qh ∈ Qh), (9)
where 5 = 5()> 0 is independent of h. We will not deal with the standard ﬁnite element approximation of (1) and
take into account approximations of (x). Let h be the set of interfacial elements deﬁned by
h = {T ∈Th| (IntT ) ∩  = ∅},
where IntT denotes the interior region of T. Since  is of class C2, there is h0 > 0 such that, for any T ∈ h and
h ∈ (0, h0), T and  connect by only two points P 1T and P 2T (Fig. 2). For each T ∈ h, we deﬁne
lT = the line segmentP 1T P 2T ⊂ T ;
T = the open region enclosed by and lT .
By re-choosing h0 if necessary, we may assume that there is 	3 = 	3(, h0)> 0 satisfying
dist (x, lT )	3h2 (x ∈ T , T ∈ h) (10)
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2 for a typical element T ∈ h.
for h ∈ (0, h0). In the sequel, we always suppose h ∈ (0, h0) unless otherwise stated. It is easy to see that⋃T ∈h lT is
a piecewise linear approximation of . We further set, for each T ∈ h,
Tk = T ∩ k (k = 1, 2),
T hk = (Tk\T ) ∪ (Tm ∩ T ) (k,m = 1, 2; k = m).
Then we introduce an approximation of (x) by setting
h(x) =
{
(x) (x ∈ IntT , T ∈Th\h),
k (x ∈ IntT hk , k = 1, 2, T ∈ h)
and
ah(uh, vh) =
∫

2h(x)Dij (uh)Dij (vh) dx (uh, vh ∈ Vh).
Now we can state our ﬁnite element approximation of (1): ﬁnd (uh, ph) ∈ Vh × Qh satisfying{
ah(uh, vh) + b(vh, ph) = (f, vh) (∀vh ∈ Vh),
b(uh, qh) = 0 (∀qh ∈ Qh). (11)
Since ah(·, ·) satisﬁes
|ah(uh, vh)|11‖u‖V ‖v‖V (uh, vh ∈ Vh), (12)
22‖uh‖2V ah(uh, uh) (uh ∈ Vh) (13)
with the same constants as in (2) and (3), the approximate problem (11) admits a unique solution (uh, ph) ∈ Vh ×Qh.
4. Error estimate
In this section, we state a convergence theorem (Theorem 3) under a general quasi-uniform triangulation without
any regularity assumptions of solutions. We begin with the following lemmas.
Lemma 1. There is a constant C = C(	1, 	2, 	3, l)> 0 such that
‖‖L2(T )C
√
h‖‖L2(T ) (14)
for any T ∈Th and any polynomial  of the degree l0 deﬁned on T.
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We skip the proof, because it can be done in the essentially same way as that of [21, Lemma 2].
Lemma 2. There is a constant c0 = c0(	1, 	2, 	3)> 0 such that
sup
vh∈Vh
|ah(wh, vh) − a(wh, vh)|
‖vh‖V c0(1 − 2)h‖wh‖V (15)
for any wh ∈ Vh.
Proof. By virtue of (14), for any T ∈Th and vh ∈ Vh,
‖∇vh‖2L2(T )Ch‖∇vh‖2L2(T ),
where C = C(	1, 	2, 	3). Hence, we have, for any wh, vh ∈ Vh,
|ah(wh, vh) − a(wh, vh)|c(1 − 2)
∑
T ∈h
‖∇wh‖L2(T )‖∇vh‖L2(T )
C(1 − 2)
∑
T ∈h
h‖∇wh‖L2(T )‖∇vh‖L2(T )
C(1 − 2)h‖wh‖V ‖vh‖V ,
which implies (15). 
Now we can state the
Theorem 3. Let (u, p) ∈ V × Q and (uh, ph) ∈ Vh × Qh be solutions of (1) and (11), respectively. Then, we have
‖u − uh‖V + ‖p − ph‖QM0h‖u‖V + M1 inf
vh∈Vh
‖u − vh‖V + M2 inf
qh∈Qh
‖p − qh‖Q, (16)
where M0, M1 and M2 are positive constants given by
M0 = c1
4
+ c1
22
(
1 + c1h0
4
+ 11
4
)
,
M1 =
(
1 + 3
4
)(
1 + c1h0
22
+ 11
22
)(
1 + c1h0
4
+ 11
4
)
,
M2 = 1 + 3
4
+ 3
22
(
1 + c1h0
4
+ 11
4
)
with c1 = c0(1 − 2).
Proof. Let (u, p) ∈ V ×Q and (uh, ph) ∈ Vh×Qh be solutions of (1) and (11), respectively. Put ′i =ii for i=1, 2.
We note ﬁrstly that
{
a(u, vh) − ah(uh, vh) + b(vh, p − ph) = 0 (∀vh ∈ Vh),
b(u − uh, qh) = 0 (∀qh ∈ Qh) (17)
by (1) and (11). We introduce
Xh = {vh ∈ Vh | b(vh, qh) = 0 (∀qh ∈ Qh)}
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and then take wh ∈ Xh and qh ∈ Qh. By virtue of (2), (4), (13), (15) and (17), we can estimate as
′2‖wh − uh‖V  sup
vh∈Xh
ah(wh − uh, vh)
‖vh‖V
 sup
vh∈Xh
|ah(wh, vh) − a(wh, vh)| + |a(u − wh, vh)| + |b(vh, p − qh)|
‖vh‖V
c1h‖wh‖V + ′1‖u − wh‖V + 3‖p − qh‖Q
c1h‖u‖V + (c1h + ′1)‖u − wh‖V + 3‖p − qh‖Q.
This, together with the triangle inequality, implies
‖u − uh‖V  c1h
′2
‖u‖V +
(
1 + c1h
′2
+ 
′
1
′2
)
‖u − wh‖V + 3
′2
‖p − qh‖Q.
On the other hand, by (9), (15) and (17), we get
4‖qh − ph‖Q sup
vh∈Vh
b(vh, qh − ph)
‖vh‖V
 sup
vh∈Vh
|ah(uh, vh) − a(uh, vh)| + |a(u − uh, vh)| + |b(vh, p − qh)|
‖vh‖V
c1h‖u‖V + (c1h + ′1)‖u − uh‖V + 3‖p − qh‖Q,
and hence
‖p − ph‖Q c1h
4
‖u‖V +
(
c1h
4
+ 
′
1
4
)
‖u − uh‖V +
(
1 + 3
4
)
‖p − qh‖Q.
Summing up those estimates and using the well-known inequality (cf. [11])
inf
wh∈Xh
‖u − wh‖V 
(
1 + 3
4
)
inf
vh∈Vh
‖u − vh‖V ,
we obtain (16). 
Remark 4. Theorem 3 remains valid for an arbitrary pair of conforming ﬁnite element spaces Vh ⊂ V and Qh ⊂ Q
satisfying (9) and (15).However, in viewofLemma1,we canobtain (15) forVh={vh ∈ C()2∩V | vh ∈ Pn(T ) (∀T ∈
Th)} with n1. Thus, Theorem 3 remains valid for all pair of conforming ﬁnite element spaces Vh and Qh satisfying
the uniform inf–sup condition.
Remark 5. From (16), we can observe that we only obtain the error estimate of the order h, even if higher order
elements are employed. This is not surprising, because  is approximated by the piecewise linear curve. However, as
will be investigated in the subsequent sections, such error estimate of the order h is not always guaranteed, even when
the solution (u, p) is sufﬁciently regular.
Remark 6. Put = 1/2 and ﬁx 2. Then, we have M0 = O(2), M1 = O(2) and M2 = O() as  → ∞.
5. Convergence rates
This section is devoted to a study on rates of convergence of our approximate solutions. To this end, we need to make
some assumptions on the regularity of a solution (u, p) of (1) and on the geometry of the triangulationTh. Throughout
this section, we let k = 1, 2.
Firstly, concerning the regularity of a solution (u, p) of (1), it is natural to expect that
u|k ∈ H 2(k)2, p|k ∈ H 1(k). (18)
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When  is a closed C3 curve and  is a convex polygon, (18) actually holds true. On the other hand, we cannot expect
(18), when  ∩  = ∅ and the maximum interior angle of 1, 2 at R1, R2 is large enough. For more details of
these facts, see Appendix A.
From this reason, instead of (18), we assume that there exists  ∈ (0, 1] such that
u|k ∈ H 1+(k)2, p|k ∈ H (k). (19)
We can ﬁnd no explicit reference to derive any regularity results of the form (19). Nevertheless, we consider (19) on
the analogy of elliptic interface problem; for more detail, see Appendix A.
We recall fundamental results for Hs() (cf. [15, Chapitre 1]): if s ∈ (0, 12 ), then
 ∈ L2(), |k ∈ Hs(k) ⇔  ∈ Hs();
 ∈ H 1(), |k ∈ H 1+s(k) ⇔  ∈ H 1+s().
Hence, if (19) holds for some  ∈ (0, 12 ), we have the global regularity
u ∈ H 1+()2, p ∈ H ().
Then, we can apply the standard estimates (cf. [7, Theorem 2.27], [11, Lemma I.A.5] etc.)
inf
vh∈Vh
‖u − vh‖V Ch‖u‖H 1+() (u ∈ H 1+()2), (20)
inf
qh∈Qh
‖p − qh‖QCh‖p‖H () (p ∈ H ()), (21)
and establish the following theorem.
Theorem 7. In addition to the assumptions of Theorem 3, we assume (19) for some  ∈ (0, 12 ). Then we have
‖u − uh‖V + ‖p − ph‖QCh(‖u‖H 1+() + ‖p‖H ()), (22)
where C = C(,1,2, h0,M0,M1,M2)> 0 is a constant. In particular, we can take as
C = M0h1−0 + C′ max{M1,M2}
with C′ = C′(,1,2)> 0.
Remark 8. Theorem 7 remains true for an arbitrary pair of conforming ﬁnite element spaces Vh and Qh satisfying
(9), (15), (20) and (21). In view of Remark 4, all popular elements are applicable.
We proceed to the case  ∈ [ 12 , 1]. In this case, u|k ∈ H 1+(k)2 does not imply u ∈ H 1+()2. However, we can
deduce explicit convergence rates with the aid of a geometrical condition onTh. Thus we introduce the condition that
P 1T andP
2
T coincide with some vertices of T for any T ∈ h. (23)
This is equivalent to assume that lT is coincident with an edge of T for any T ∈ h. Under such assumption, is divided
into two disjoint subdomains k,h deﬁned as
k,h =
⋃
{T ∈Th | T \T ⊂ k if T ∈ h, T ⊂ k if T /∈ h}, (24)
which are polygonal approximations of k , and
h(x) = k (x ∈ k,h).
See Fig. 3. Moreover every node belonging to 1,h ∩ 2,h is located on . The same assumption is considered in,
for example, [4,6,8,10,22].
Now, under those assumptions, we can establish the
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Fig. 3. 1,h and 2,h under the condition (23).
Theorem 9. In addition to the assumptions of Theorem 3, we assume that (19) holds for some  ∈ [ 12 , 1], and moreover
suppose that (23). Then
‖u − uh‖V + ‖p − ph‖QCh
2∑
k=1
(‖u‖H 1+(k) + ‖p‖H (k)), (25)
where C = C(,1,2, h0,M0,M1,M2)> 0. In particular, we can take as C = M0h1−0 + C′ max{M1,M2} with
C′ = C′(,1,2)> 0.
The proof is a direct consequence of Lemmas 10 and 11 described below.
Lemma 10 is concerned with the interpolation operator Jh : C()2 ∩ V → Vh corresponding toTh deﬁned by{
Jhv(P ) = v(P ) for all nodesP ofTh,
Jhv(GT ) = v(GT ) for the barycenterGT ofT ∈Th.
We recall (cf. [7])
‖− Jh‖H 1(k,h)Chs‖‖H 1+s (k,h) ( ∈ H 1+s()2, s ∈ (0, 1]). (26)
Lemma 10. Let  ∈ (0, 1] and suppose (23) holds. Then, for any u ∈ V satisfying u|k ∈ H 1+(k)2, we have
u ∈ C()2 and
‖u − Jhu‖V Ch(‖u‖H 1+(1) + ‖u‖H 1+(2)) (27)
with C = (,1,2)> 0.
Proof. The ﬁrst assertion is obvious. To prove the second one, we follow the method of [22] and [23]. Set
k,h =
⋃
{T | T ⊂ k, T ∈ h}. (28)
Then, according to [22, Theorem 3.8], there exists C = C(s,k)> 0 satisfying
‖‖H 1(k,h)Chs‖‖H 1+s (k) ( ∈ H 1+s(k), s ∈ (0, 1]). (29)
In view of extension theorems and interpolation theorems (cf. [1]), we can take u˜k ∈ H 1+() such that u˜k = u in k
and
‖u˜k‖H 1+()C‖u‖H 1+(k) (30)
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with C = C(k)> 0. Let m = 1, 2 such that m = k. Then, (23) assures that u = u˜k in k,h\m,k . Moreover, in view
of (10), we may suppose that GT (=the barycenter ofT ) /∈m,k for any T ⊂ k,h. Therefore we have Jhu = Jhu˜k in
k,h. Hence, by (26), (29) and (30),
‖u − Jhu‖H 1(k,h)‖u − u˜k‖H 1(k,h) + ‖u˜k − Jhu‖H 1(k,h)
= ‖u − u˜k‖H 1(m,h) + ‖u˜k − Jhu˜k‖H 1(k,h)
Ch‖u − u˜k‖H 1+(m) + Ch‖u˜k‖H 1+(k,h)
Ch(‖u‖H 1+(1) + ‖u‖H 1+(2)),
which implies (27). 
We proceed to the estimation of the pressure part. To this end, we introduce the local L2 projection operator
h : Q → Qh deﬁned as
h|T ∈ P1(T ),
∫
T
(h− ) dx = 0 (∀ ∈ P1(T ), ∀T ∈Th).
We recall (cf. [11]) that there is C = C(s,)> 0 such that
‖− h‖L2()Chs‖‖Hs() ( ∈ Hs(), s ∈ [0, 2]).
Lemma 11. Let  ∈ (0, 1] and suppose that (23). Then, there exists C = C(,1,2)> 0 such that
‖p − hp‖QCh(‖p‖H (1) + ‖p‖H (2)) (31)
for any p ∈ Q satisfying p|k ∈ H (k).
Proof. We again use k,h and k,h deﬁned by (24) and (28). Let m = 1, 2 with m = k. In this case, instead of (29),
we apply
‖‖L2(k,h)Chs‖‖Hs(k) ( ∈ Hs(k), s ∈ (0, 1]) (32)
with C =C(s,k)> 0. (Although the proof of (32) is not explicitly stated in [22], it could be done in the same way as
that of (29) with obvious modiﬁcations.) We note, by the deﬁnition, that
‖h‖L2(T )‖‖L2(T ) ( ∈ L2(), T ∈Th).
Now let p˜k ∈ H () be an extension of p|k ∈ H (k) subject to ‖p˜k‖H ()C‖p‖H (k). Then, by (23), p = p˜ in
k,h\m,h. Hence,
‖p − hp‖L2(k,h)‖p − p˜k‖L2(k,h) + ‖p˜k − hp˜k‖L2(k,h) + ‖h(p˜k − p)‖L2(k,h)
2‖p − p˜k‖L2(m,h) + ‖p˜k − hp˜k‖L2(k,h)
Ch‖p − p˜k‖H (m) + Ch‖p˜k‖H (h,k)
Ch(‖p‖H (1) + ‖p‖H (2)),
which completes the proof. 
6. Extension to P1-iso-P2/P1 element
We introduce another triangulation Sh by dividing each triangle T ∈ Th into four equal triangles by segments
connecting midpoints of the edge of T. We take
V˜h = {vh ∈ C()2 ∩ V | vh|K ∈ P1(K)2 (∀K ∈Sh)}.
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It is well-known that a pair of V˜h and Qh satisﬁes the uniform inf–sup condition (9). Let
h = {K ∈Sh| (IntK) ∩  = ∅}.
Again, by re-choosing h0 if necessary, we may suppose that K and  connect by only two points P 1K and P
2
K when
h ∈ (0, h0). For each K ∈ h, we deﬁne lK , K , K1, K2, Kh1 and Kh2 in the similar way as before. Then
⋃
K∈h lK is
another piecewise linear approximation of .
In this case, we consider the problem to ﬁnd (uh, ph) ∈ V˜h × Qh satisfying{
a˜h(uh, vh) + b(vh, ph) = (f, vh) (∀vh ∈ V˜h),
b(uh, qh) = 0 (∀qh ∈ Qh), (33)
where
a˜h(uh, vh) =
∫

2˜h(x)Dij (uh)Dij (vh) dx (uh, vh ∈ V˜h)
and
˜h(x) =
{
(x) (x ∈ IntK, K ∈Sh\h),
k (x ∈ IntKhk , k = 1, 2, K ∈ h).
Since functions of V˜h are piecewise linear, a more convenient choice of approximation of (x) is possible. That is,
introducing
ˆh(x) =
{
(x) (x ∈ IntK, K ∈Sh\h),
(1 − K)1 + K2 (x ∈ IntK, K ∈ h), (34)
where K = (the area of Kh2 )/(the area ofK), we put
aˆh(uh, vh) =
∫

2ˆh(x)Dij (uh)Dij (vh) dx (uh, vh ∈ V˜h).
Then, we have, for all uh, vh ∈ V˜h,
a˜h(uh, vh) − aˆh(uh, vh) =
∑
K∈h
2Dij (uh)Dij (vh)
∫
K
(h(x) − ˆh(x)) dx = 0.
Therefore (33) is equivalent to the following problem: ﬁnd (uh, ph) ∈ V˜h × Qh satisfying{
aˆh(uh, vh) + b(vh, ph) = (f, vh) (∀vh ∈ V˜h),
b(uh, qh) = 0 (∀qh ∈ Qh).
According to Remark 8, Theorems 3 and 7 remain true in this case. Moreover we have the
Theorem 12. Let (u, p) ∈ V ×Q and (uh, ph) ∈ V˜h ×Qh be solutions of (1) and (33), respectively. If (19) holds for
some  ∈ [ 12 , 1] and (23) holds, we then obtain (25).
Proof. It sufﬁces to show that there exists vh ∈ V˜h satisfying
‖u − vh‖V Ch(‖u‖H 1+(1) + ‖u‖H 1+(2)). (35)
We introduce the linear interpolation operator Ih : C()2 ∩ V → [Qh ∩ V ]2 corresponding toTh deﬁned by
Ihv(P ) = v(P ) for all nodesP ofTh,
Then Ihu ∈ V˜h and we have (26) for Ih. Hence the same argument as in the proof of Lemma 10 works. Thus we obtain
(35) for vh = Ihu. 
Remark 13. In actual computations, (x) is often approximated by a constant on each element. Thus, Theorem 12
gives a certain justiﬁcation of such approximation.
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Appendix A. Review on regularity results for a Stokes interface problem
In this appendix, we brieﬂy review regularity results for the solution (u, p) ∈ V × Q of (1). Let x0 ∈ , and let O
be a neighbourhood of x0. Further let k = 1, 2. We then set U =O∩ and Uk =U ∩k . We recall that R1 and R2 are
the intersection points of  and . It sufﬁces to consider the following ﬁve cases:
(i) x0 ∈ k and U ⊂ k;
(ii) x0 ∈ , x0 is not a corner of , U ⊂ k , and U contains no other corners of ;
(iii) x0 ∈ , x0 is a corner of , U ⊂ k , and U contains no other corners of ;
(iv) x0 ∈ , U ⊂ , and R1, R2 /∈U ;
(v) x0 = R1, R2, and U contains no corners of .
In the case of (i) and (ii), it is well-known that
u ∈ H 2(U)2, p ∈ H 1(U). (A.1)
In the case of (iii), if the interior angle  of  at x0 is less than , then we have (A.1). See, for example, [14]. When 
is greater than , combining [3, Théorème II.1] with [12, Theorem 1.2.18], we have a constant = () ∈ (0, 1) such
that
u ∈ H 1+(U)2, p ∈ H (U).
In the case of (iv), as is described in [20], we can deduce
u ∈ H 2(Uk)2, p ∈ H 1(Uk). (A.2)
(It can be veriﬁed by the standard regularization argument using difference quotients.)
However, in the case of (v), we have no information at present.
As an illustration of the regularity near intersection points, we recall a regularity result for a Poisson interface problem
due to Petzoldt [18]. Let w ∈ H 10 () be the unique solution of∫

(x)∇w · ∇v dx =
∫

gv dx (∀v ∈ H 10 ()),
where g ∈ L2(). We suppose that (v) holds, and let  be the maximum interior angle of 1 and 2 at x0. Then we
have (cf. [18, Theorem 6.2])
w ∈ H 1+(Uk), = min
{
1,

2
}
∈ (0, 1]. (A.3)
Remark 14. (A.3) indicates that (A.2) can be expected only when  is small enough. In fact, if (A.2) is true for a large
, it contradicts (A.3).
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