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Abstract
In this article, a model is proposed using Bayesian techniques to ac-
count for the high correlation between many observed set of contingency
tables. In many real life data this high correlation is encountered. Simu-
lation studies are also given to check the effectiveness of this model.
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1 Introduction
Consider the following contingency table-
Success Failure Total
trt 1 y1 n1 − y1 n1
trt 2 y2 n2 − y2 n2
Table 1: contingency table
For this type of data, we do not know the individual responses for the treatments
but only the aggregate values. But from a set of such tables we can find out the
correlation between the observations. In some cases, the observed correlation
was as high as .7 or .8. For example, consider the following data -
Trial Treatment Control
i xTi n
T
i x
C
i n
C
i
1 2 39 1 43
2 4 44 4 44
3 6 107 4 110
4 7 103 5 100
5 7 110 3 106
Table 2: Outcome data(’T’ for treatment group and ’C’ for control group) for
prophylactic use of Lidocaine after heart attack (AMI) (Hine et al. (1989),
following Normand (1999))
For these data, the correlation between treatment and control group turns out
to be 0.9565.
But in the usual method for analysis of this kind of data and calculating the
odds ratio etc., the underlying model assumed for the individual observations
are independent bernoullie with a common success probability. So, the calcu-
lations become easier and the aggregate values follow a binomial distribution
with same success probability. But, although easier to calculate, this model
cannot account for the high correlation values encountered that was mentioned
earlier. For this problem, other models for explaining this type of data must
be ventured. At first, we considered a marcov chain type model, i.e. for the
individual observations, we considered that the observations depends only on
the previous observation, but not on any other observations. But though this
gives some correlation between the individual values, it is not useful for analysis
of real life data. Because, the assumption that a obsrvation depends only on
the previous observation is not encountered in practice and thus this model was
not good for practical application.
Then, we tried a Bayesian approach. We introduced an error random variable
in the success probabilities of the individuals and tried to explain the high cor-
relation. This method was quite good for actual data analysis. The model is
desribed in the following section
2
2 The Model
The general trend for analysis of this kind of data is to assume the individual
observations to be independent and recalling the notations of table 1, y1 follows
Bin(n1, p1) and y2 follows Bin(n2, p2) independently where p1 and p2 are the
individual success probabilities for trt 1 an trt 2 respectively. But, as this can-
not explain the correlation, we take an additional latent variable δ and try to
rewrite the model that can explain the correlation
2.1 The Model Containing Latent Variable
Consider δ as an latent variable associated with each observation of a contin-
gency table—a simple choice for the distribution of δ can be taken as N(0, 1).
Then assume that given δ, individual observations have success probabilities, a
function of δ, p1(δ) for trt 1 and p2(δ) for trt 2 where
p1(δ) =
eα1+δ
1 + eα1+δ
and p2(δ) =
eα2+δ
1 + eα2+δ
Here α1 and α2 are two parameters corresponding to the success probabilities
p1 and p2 of trt 1 and trt2 respectively. So,
α1 = α2 ⇔ p1(δ) = p2(δ)
Then given δ, y1 follows Bin(n1, p1(δ)) and y2 follows Bin(n2, p2(δ)) indepen-
dently. But, due to introduction of the same latent variable δ for both the cases,
their unconditional distributions are not independent. We have verified that this
model can explain high as well as low correlation between y1n1 and
y2
n2
[Section
3.1]. In this model, the true success probabilities pi1 and pi2 of the treatments 1
and 2 can be given by
pii = Eδ[pi(δ)] =
∫
eαi+δ
1 + eαi+δ
f(δ|y1, y2)dδ for i = 1, 2. (1)
2.2 Estimation of Parameters
So, the joint likelihood for α1, α2 and σ
2 is given by
L(α1, α2, σ
2) = f(y1, y2, δ|α1, α2, σ2)
= (
n1
y1)p1(δ)
y1(1− p1(δ))n1−y1(n2y2)p2(δ)y2(1− p2(δ))n2−y2 1√2piσ e
− δ2
2σ2 (2)
To find the maximum likelihood estimates of α1, α1 and σ
2, we maximize
equation (2). The MLEs obtained are shown below
eαˆ1+δ
1 + eαˆ1+δ
=
y1
n1
⇒ αˆ1 = log
(
y1
n1 − y1
)
− δ
and
eαˆ2+δ
1 + eαˆ2+δ
=
y2
n2
⇒ αˆ2 = log
(
y2
n2 − y2
)
− δ
and σˆ2 = δ2
3
But δ is not explicitly observed here. So, we use the Expectation-Maximization(EM)
Algorithm to find αˆ1, αˆ2 and σˆ2. As in EM Algorithm, we replace δ by its ex-
pected value i.e.,
E(δ|y1, y2) =
∫
δf(δ|y1, y2)dδ
where the conditional density of δ given y1 and y2 is given by
f(δ|y1, y2) ∝ (n1y1) e
y1(α1+δ)
(1 + e(α1+δ))n1
(
n2
y2)
ey2(α2+δ)
(1 + e(α2+δ))n2
1√
2piσ
e−
δ2
2σ2
Because of such a complicated form, the calculation of expected value of δ
becomes very difficult. So, we replace δ by numerically calculated average value
of δ given y1 and y2. This is known as Generalised EM Algorithm. More
specifically, we replace δ by
1
M
M∑
i=1
δi
where δi’s are i.i.d. observations simulated from conditional density of δ given y1
and y2 i.e., from f(δ|y1, y2). Due to the complex nature of this density function,
we opt for Metropolis-Hastings algorithm to generate the δi’s. M is the number
of δi’s generated and it should be quite large for obtaining good results.Based
on a suitable convergence criteria, we estimate αˆ1, αˆ2 and σˆ2.
But our goal is to estimate the success probabilities pi1 and pi2. We can estimate
these two values using equation (1) and the estimates αˆ1, αˆ2 and σˆ2 as follows -
pi1 =
∫
eαˆ1+δ
1 + eαˆ1+δ
f(δ|y1, y2)dδ (3)
and pi2 =
∫
eαˆ2+δ
1 + eαˆ2+δ
f(δ|y1, y2)dδ (4)
Equations (3) and (4) are quite complex and exact calculation is not possible.
So, the estimates of pi1 and pi2 are calculated numerically again using Metropolis-
Hastings algorithm.
Now, to find the variance of the estimators αˆ1 and αˆ2, we compute the infor-
mation matrix corresponding to the parameters α1 and α2 as follows -
I(α1, α2) =
(−n1p1(δ)(1− p1(δ)) 0
0 −n2p2(δ)(1− p2(δ))
)
Note that, the only random part in the information matrix comes from δ. So,
taking expectation of −I(α1, α2) with respect to the distribution of δ we get the
dispersion matrix of αˆ1 and αˆ2. The covariance between αˆ1 and αˆ2 turns out
to be 0 and the variances are given by
V ar(αˆi) = Eδ[nipi(δ)(1− pi(δ))] (5)
=
∫
n1e
αi+δ
(1 + eαi+δ)2
f(δ|y1, y2)dδ for i = 1, 2.
We can estimate these variances using above equations replacing αi by αˆi for
i = 1, 2 and σ by σˆ and then using Metropolis-Hastings probabilities to evaluate
the integrals.
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2.3 Odds Ratio
The odds ratio is a measure of effect size, describing the strength of association
or non-independence between two binary data values. It is used as a descriptive
statistic, and plays an important role in logistic regression. Unlike other mea-
sures of association for paired binary data such as the relative risk, the odds
ratio treats the two variables being compared symmetrically, and can be esti-
mated using some types of non-random samples. Now, when δ is known the
Odds Ratio(OR) is given by
θ =
p1(δ)(1− p2(δ))
p2(δ)(1− p1(δ))
⇒ log(θ) = log
(
p1(δ)
1− p1(δ)
)
− log
(
p2(δ)
1− p2(δ)
)
= (α1 + δ)− (α2 + δ)
= α1 − α2
Note that the value of log(θ) does not depend on the value of δ so that we can
use the above formula to compute the log odds ratio in our model where δ is
actually unknown.Thus a estimator of the log odds ratio log(θ) can be
ˆlog(θ) = αˆ1 − αˆ2
Here, the association between the two treatments depends only on α1 and α2
— the two parameters determining the succsess probabilities of the treatments
and the independence of the two treatments is equivalent to the condition
log(θ) = α1 − α2 = 0 or α1 = α2
Also note that the variance of this estimator is given by
V ar( ˆlog(θ)) = V ar(αˆ1 − αˆ2)
= V ar(αˆ1) + V ar(αˆ2)
= Eδ[n1p1(δ)(1− p1(δ))] + Eδ[n2p2(δ)(1− p2(δ))]
So we can estimate V ar( ˆlog(θ)) as
̂
V ar( ˆlog(θ)) = ̂V ar(αˆ1) + ̂V ar(αˆ2)
where ̂V ar(αˆ1) and ̂V ar(αˆ2) are obtained from previous section.
2.4 Test of Independence
As, mentioned in the previous section, testing for independence is equivalent to
testing α1 = α2 or log(θ) = 0
So the null hypothesis of independence H0 : α1 = α2 against any suitable
alternative can be tested by the Test Statistic -
T =
ˆlog(θ)√
V̂ ar( ˆlog(θ))
=
αˆ1 − αˆ2√
V̂ ar(αˆ1 − αˆ2)
5
Note that , the exact distribution of T is not known but since αˆ1, αˆ2 and are
MLE, the asymptotic distribution of T is normal with mean α1-α2 and variance
1.Thus under H0, T follows N(0, 1) and we can perform the test against any
alternative.For example,we reject H0 against H1 : log(θ) 6= 0 at level α if the
observed value of |T | is bigger than the upper α2 th quantile of standard normal
distribution.
2.5 Generalization for k Tables
In the previous sections, we only discussed a single table. But how to modify
the calculation when k tables are given from k different study with the same
treatments? There may be several ways for such modifications, the simplest one
being using a weighted average of the estimates obtained from each table.So,
at first we obtain αˆ1i, αˆ2i, pi1i, pi2i and σˆi
2 from the ith table as before for
i = 1, 2, ...k. Then, we use these values to get better estimates as -
αˆ1
(k) =
∑k
i=1 n1iαˆ1i∑k
i=1 n1i
, αˆ2
(k) =
∑k
i=1 n2iαˆ2i∑k
i=1 n2i
and σˆ2(k) =
∑k
i=1 niσˆi
2∑k
i=1 ni
Here the superscript (k) indicates the estimators obtained using k tables.Similarly,
pij
(k) are weighted average of piji’s over i for j = 1, 2.
The variances of αˆj
(k) for j = 1, 2 are then given by
V ar(αˆj
(k)) = V ar
(∑k
i=1 njiαˆji∑k
i=1 nji
)
=
∑k
i=1 n
2
jiV ar(αˆji)
(
∑k
i=1 nji)
2
=
∑k
i=1 n
2
jiEδ[njipj(δ)(1− pj(δ))]
(
∑k
i=1 nji)
2
For this case the modified estimate of log of OR will be
( ˆlogθ)(k) = αˆ1
(k) − αˆ2(k)
=
∑k
i=1 n1iαˆ1i∑k
i=1 n1i
−
∑k
i=1 n2iαˆ2i∑k
i=1 n2i
with
V ar( ˆlog(θ)
(k)
) =
∑k
i=1 n
2
1iEδ[n1ip1(δ)(1− p1(δ))]
(
∑k
i=1 n1i)
2
+
∑k
i=1 n
2
2iEδ[n2ip2(δ)(1− p2(δ))]
(
∑k
i=1 n2i)
2
These variances of αˆj
(k)’s and ˆlog(θ)
(k)
can be estimated using Metropolis-
Hastings Algorithm as in the section 2.2.
3 Simulation Study
3.1 Explaining Correlation
We have done various simulations to see the effectiveness of our proposed model
in explaining the correlation between y1n1 and
y2
n2
. For this purpose, we have
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simulated k number of tables with a fixed value of α1 and α2 for each table,
and possibly different values of n1 and n2. We simulated 10, 000 such sets of
tables from our proposed model and computed the correlation between y1n1 andy2
n2
for each sets of tables.The histogram plots of two such sets of correlations
are shown in figure (1) and figure (2).
Figure 1: Histogram plot of the correlation obtained from simulated data with
proposed model(Study 1)
Figure 2: Histogram plot of the correlation obtained from simulated data with
proposed model(Study 2)
From these figures we can see that the 95% quantile value of the distribution
of the correlation is around 0.8.Tables with high correlations have a significant
probability under our proposed model and so this model can explain the high
correlation within its significance region.Hence the practical data-sets of con-
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tingency tables having high correlation can be explained efficiently by the given
model.
3.2 Performance of the Proposed Method
To observe the performance of the prposed method of estimation and testing, we
have simulated k number of tables with a fixed value of α1 and α2 for each table,
and possibly different values of n1 and n2. Then, we have estimated αˆ1,αˆ2,pi1,
pi2, ˆlog(θ) and their variances by the method discussed in the previous sections
for each of the tables separately and also using the set of all the k tables. We
have also tested for independence first for each tables separately and then using
the complete set of k tables. We have done this for a large number of times for
different values of α1 and α2. Some of the results that we have obtained are
shown in table(3).
Trial αˆ1 αˆ2 pi1 pi2 ˆlog(θ) Test Test
(s.e.) (s.e.) (s.e.) Stat. T Result
1 -0.2231 -0.7156 0.4454 0.3301 0.4925 0.1976 0
(2.2132) (1.1474) (2.4929)
2 0.033 -0.1676 0.5069 0.4573 0.2006 0.0738 0
(1.574) (2.2181) (2.7198)
3 0.3768 -1.9005 0.5972 0.1337 2.2773 0.7636 0
(2.6764) (1.3155) (2.9822)
4 0.3896 -0.5913 0.5967 0.3593 0.9809 0.3738 0
(1.091) (2.3866) (2.6241)
5 -0.7007 0.8397 0.3346 0.6988 -1.5404 0.6624 0
(1.8212) (1.4461) (2.3255)
All -0.0174 -0.5597 0.4987 0.3829 0.5423 0.3401 0
(1.2138) (1.0339) (1.5945)
Table 3: Results of the simulation study with α1 = 0, α2 = 0, σ = 1 and
n1 = [20 10 30 5 15]′, n2 = [6 20 15 25 10]′ (The test result is 1 if the null
hypothesis of independence is rejected and 0 otherwise)
Note that for the above table the data are simulated with a proposed model
with α1 = 0 and α2 = 0 so that the expected success probabilities pi1 and pi2 are
0.5 each.As we can see from the table that the estimated success probabilities
turns out to be very close to 0.5 and the test based on T is always accepted
implying the true structure of the equality of αi’s.Also the standard error of the
estimates are less when using the combined data with all the tables compared
to that obtained from individual tables.Similar results holds for other simulated
tables also.This shows that our proposed method performs quite better for the
contingency tables with possible explanation for its high correlation.
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4 Analysis of the Real Deata
Finally we apply our proposed method to analyse two sets of real data :
1. Outcome data(’T’ for treatment group and ’C’ for control group) for pro-
phylactic use of Lidocaine after heart attack (AMI) (Hine et al. (1989),
following Normand (1999)) given in table(2)
2. Outcome data for treatment group of a multicenter clinical trial (with
high sparsity) (Cancer and Leukemia Group, Cooper et al. (1993)) given
in table(4)
For these two sets of tables, the correlation between y1n1 and
y1
n1
are observed to
be 0.9565 and 0.0562 i.e., first one gives high correlation whereas the second one
gives very low correlation. We have analysed these two tables and have seen
that for high as well as low correlation, our proposed method gives reasonably
better results. For both sets of tables, we have computed αˆ1,αˆ2,pi1, pi2, ˆlog(θ)
and their variances by the method discussed in the previous sections for each of
the tables separately and also using the set of all the tables. We have also tested
for independence first for each tables separately and then using the complete
set of all tables. The results obtained are shown in table(5) and table(6).
Trial Treatment Control
i xTi n
T
i x
C
i n
C
i
1 1 3 3 4
2 8 11 3 4
3 2 3 2 2
4 2 2 2 2
5 0 3 2 2
6 2 3 1 3
7 2 3 2 2
8 4 4 1 5
9 2 3 2 2
10 2 3 0 2
11 3 3 3 3
12 0 2 2 2
13 1 5 1 4
14 2 4 2 3
15 4 6 2 4
16 3 9 4 12
17 2 3 1 2
18 1 4 3 3
19 2 3 1 4
20 0 2 0 3
21 1 5 2 4
Table 4: Outcome data for treatment group of a multicenter clinical trial (with
high sparsity) (Cancer and Leukemia Group, Cooper et al. (1993))
The table (5) shows the results for the data 1 for prophylactic use of Lido-
caine after heart attack (AMI) having treatment group and control group.The
9
Trial αˆ1(s.e.) αˆ2(s.e.) pi1 pi2 ˆlog(θ)(s.e.) Test Test
Stat. T Result
1 -2.9205 -3.7404 0.0512 0.0232 0.8199 0.4844 0
(1.3752) (0.9866) (1.6925)
2 -2.2995 -2.2995 0.0912 0.0912 0 0 0
(1.909) (1.909) (2.6997)
3 -2.8231 -3.2769 0.0561 0.0364 0.4538 0.1471 0
(2.3795) (1.963) (3.0847)
4 -2.6189 -2.9449 0.068 0.05 0.326 0.0971 0
(2.5543) (2.1794) (3.3577)
5 -2.6944 -3.5417 0.0633 0.0281 0.8473 0.2762 0
(2.5528) (1.7021) (3.0682)
Combined -2.688 -3.2069 0.0644 0.0422 0.0422 0.3493 0
(1.1713) (0.9135) (1.4854)
Table 5: Results obtained from the first data set(The test result is 1 if the null
hypothesis of independence is rejected and 0 otherwise)
results obtained shows that the probability of success for the treatment group
is around 0.0644 which is quite close to the success probabilities around 0.0422
of control group.So, as expected, the test based on any table accept the null
hypothesis of the equality of the success probabilities for the treatment and
control groups indicating that the prophylactic use of Lidocaine after heart at-
tack (AMI)have no significant effect for the given treatment.
The table (6) shows the results for the data 2 for treatment group of a multi-
center clinical trial (with high sparsity.The results obtained shows that the two
success probabilities are around 0.525 and 0.5385.Also the test of independence
or the equality of the success probabilities for the two groups is rejected for 8
tables whereas it is accepted for the rest 13 table which ,on an average,should
indicate the acceptance of the null and this is obtained using the data on all the
21 tables.
5 Discussion
As we have seen in our discussion that in real life data, the correlation between
the treatment effects are sometimes considerably high. The general independent
binomial model cannot account for the high correlation. We tried to propose a
model to account for these correlations. For this purpose we introduced a latent
random variable associated with each observation giving rise to the correlation.
For this model, we describe the an efficient procedure to estimate the parame-
ters and the variances in estimation and also formulated a test for independence
based on log of Odds Ratio. Simulation studies showed that the correlationm
obtained in our proposed model has a distribution with a large variance and
95% quantile being around .8. So, cases with very high correlations have a
significant probability under our proposed model and thus can be explained by
this model. Simulation studies also show that our estimation procedure gives
reasonably good estimates with low variance.
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Note that, the test discussed here is based on large sample approximation of
the null distribution of the test statistics and hence it may not be much reliable
for small sample sizes. But the given test statistics can be used for small sample
sizes also if we use the exact null distribution of the test statistics which can be
obtained by a simulation study.
Concluding our discussion we would like to mention that using different dis-
tributions for the latent variable, we may come up with a different conclusion
which may be better or worse than our model. So, further study on this topic
can be done to observe how the change in the distribution of the latent vari-
able affects the model and the estimation procedure. Also, work can be done
to obtain the exact distribution of the test statistics discussed here to find an
efficient test for small sample sizes.
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