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The dynamics of the radial envelope of a weak coherent drift wave is approximately governed
by a nonlinear Schro¨dinger equation, which emerges as a limit of the modified Hasegawa–Mima
equation. The nonlinear Schro¨dinger equation has well-known soliton solutions, and its modulational
instability can naturally generate solitary structures. In this paper, we demonstrate that this simple
model can adequately describe the formation of solitary zonal structures in the modified Hasegawa–
Mima equation, but only when the amplitude of the coherent drift wave is relatively small. At larger
amplitudes, the modulational instability produces stationary zonal structures instead. Furthermore,
we find that incoherent drift waves with beam-like spectra can also be modulationally unstable to the
formation of solitary or stationary zonal structures, depending on the beam intensity. Notably, we
show that these drift waves can be modeled as quantumlike particles (“driftons”) within a recently
developed phase-space (Wigner–Moyal) formulation, which intuitively depicts the solitary zonal
structures as quasi-monochromatic drifton condensates. Quantumlike effects, such as diffraction,
are essential to these condensates; hence, the latter cannot be described by wave-kinetic models
that are based on the ray approximation.
I. INTRODUCTION
In magnetically confined plasmas, radially propagating
coherent structures are of great interest, as they can in-
duce transport that is ballistic rather than diffusive. Ex-
amples include turbulence spreading [1–5] and avalanch-
ing [6–8], as well as the density “blobs” in edge plasmas
[9–12]. Recently, such structures have also been identified
in gyrokinetic simulations of subcritical plasmas [13–15].
An arguably simplest model of radially propagating co-
herent structures considers the radial envelope dynamics
of a weak coherent drift wave (DW) without forcing and
dissipation. It has been shown that the envelope approxi-
mately follows a nonlinear Schro¨dinger equation (NLSE)
[16, 17], where the (cubic) nonlinearity originates from
the quasilinear interaction between the primary DW and
a secondary zonal flow (ZF). The well-known soliton so-
lution to the NLSE corresponds to a zonal structure that
propagates radially at the DW group velocity. In partic-
ular, Guo et al. [5] first studied this DW–ZF soliton in
the context of turbulence spreading from linearly unsta-
ble regions to stable regions. Accordingly, they examined
soliton formation due to the inhomogeneity of the linear
growth rate. However, an intrinsic mechanism for the for-
mation of solitary zonal structures is still needed, since
events such as turbulence avalanching seem to be domi-
nated by local physics [8]. One natural candidate is the
modulational instability (MI) [16, 17], which is known
to generate solitary structures in the NLSE. [Here, “soli-
tary” means propagating at a (roughly) constant speed
while maintaining a (roughly) constant shape.] Never-
theless, the relevance of this mechanism in the modified
Hasegawa–Mima equation (mHME) [17, 18], the parent
model of the NLSE, has remained unexplored.
∗ yaozhou@princeton.edu
In this paper, we explicitly demonstrate that the NLSE
can adequately describe the formation of solitary zonal
structures via the MI in the mHME, using both quasi-
linear and nonlinear simulations of the latter. However,
these structures only emerge from primary DWs with
relatively small amplitudes; at larger amplitudes, the
MI produces stationary zonal structures instead. Then,
as a generalization, we simulate the MI of incoherent
DWs with beam-like spectra, using a recently developed
Wigner–Moyal (WM) model of DW–ZF dynamics [19].
While the finite beam width has a stabilizing effect on
the MI, the results are similar to those from coherent
DWs. That is, with moderate beam intensity, solitary
zonal structures are formed; as the intensity increases,
the zonal structures become stationary.
One novelty of the WM model is that it treats DWs as
quantumlike particles (“driftons”) and facilitates analy-
sis of the zonal structures from an instructive phase-space
perspective. The Wigner function of the DW–ZF solitons
show concentration of DW quanta in both position and
momentum, depicting them as self-trapping drifton con-
densates, akin to Bose–Einstein condensates in quantum
mechanics. The MI-induced solitary zonal structures ex-
hibit similar features, which suggests that they are essen-
tially the DW–ZF solitons. In turn, it also implies that
these structures are not the same as those obtained from
wave-kinetic models [20, 21], which are the conventional
tools for treating incoherent DWs. The reason is that
diffraction, among other quantumlike effects, is funda-
mental to these condensates (in fact, it determines their
sizes), but neglected by the ray approximation that the
wave-kinetic models invoke [22].
This paper is organized as follows. In Sec. II, we intro-
duce the mHME and its quasilinear approximation. In
Sec. III, we consider coherent DWs by deriving the NLSE
and its dispersion relation of the MI. In Sec. IV, we de-
scribe the WM model and the MI of general DW spectra.
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2Most of our new results are presented in Sec. V, where we
study solitary zonal structures and their formation from
coherent DWs and incoherent DW spectra. Our results
are summarized and discussed in Sec. VI.
II. BASIC MODEL
A. Modified Hasegawa–Mima equation
In this paper, we study DWs within the modified
Hasegawa–Mima equation (mHME) [17, 18], which is the
simplest yet useful model that captures many basic ef-
fects of interest. (The mHME has been referred to as the
generalized [23] or extended [24] Hasegawa–Mima equa-
tion as well.) In a dimensionless form, the mHME can
be written as
∂tw + v · ∇w − β∂yϕ = 0, (1a)
w
.
= ∇2ϕ− ϕ˜. (1b)
It is a 2D model in slab geometry, with coordinates
x ≡ (x, y) and a uniform magnetic field normal to the
plane. The gradient of the plasma density n0 is in the
radial (x) direction, and is parameterized by a (positive)
constant β
.
= a/Ln, where a is the system scale length
and Ln
.
= (−d lnn0/dx)−1 is the local scale length of the
gradient. (The symbol
.
= denotes definitions.) The ZF
is in the poloidal (y) direction. Time t is normalized by
the transit time a/cs, where cs is the sound speed. Space
is normalized by the ion sound radius ρs
.
= cs/Ωci, where
Ωci is the ion gyro-frequency. The electrostatic potential
ϕ(t,x) is normalized by Teρs/(ea), where e is the unit
charge and Te is the electron temperature. Accordingly,
v
.
= (−∂yϕ, ∂xϕ) is the E×B velocity.
In the mHME, the definition of the generalized vortic-
ity w (1b) involves separating the total ϕ into the zonal
component 〈ϕ〉 and non-zonal component ϕ˜. The former
is the “zonal average” of ϕ, 〈ϕ〉 .= ∫ dy ϕ/Ly (where Ly
is the domain length in y), and corresponds to the ZF.
The latter is the fluctuating component, ϕ˜
.
= ϕ − 〈ϕ〉,
and corresponds to DWs. The same notations apply to
w and v as well.
In contrast, in the original Hasegawa–Mima equa-
tion (oHME) [25], the generalized vorticity is defined as
w
.
= ∇2ϕ − ϕ. The modification in the mHME is due
to the finding that the zonal potential 〈ϕ〉 does not con-
tribute to the adiabatic electron response [26, 27]. The
oHME is also called the Charney–Hasegawa–Mima equa-
tion for its equivalence to the Charney equation [28].
Meanwhile, with w
.
= ∇2ϕ, Eq. (1a) becomes equivalent
to the barotropic vorticity equation [29]. Both the Char-
ney equation and the barotropic vorticity equation are
widely used in studies of geophysical fluids. The similar-
ity between the mHME and these equations suggests that
our results can, to an extent, be relevant to Rossby-wave
turbulence in geophysics.
The mHME does not have a primary instability, i.e., an
instability that generates DWs. Thus, external forcing is
sometimes introduced as a proxy, and ad hoc dissipation
must also be added to balance the energy input. How-
ever, due to the existence of the drift term (the linear
term proportional to β), the mHME can support finite-
amplitude DWs even in the absence of forcing. Then,
ZFs can emerge from these DWs through a secondary in-
stability, which is also known as the MI [16, 17] or the
zonostrophic instability [30]. In this paper, we focus on
this particular process and will not be concerned with
the origin of the DWs. Instead, we will introduce finite-
amplitude DWs via initial conditions, and exclude forcing
and dissipation (except briefly in the end of Sec. V C).
B. Quasilinear approximation
To proceed, let us separate Eq. (1a) into the non-zonal
and zonal components, respectively:
∂tw˜ + 〈v〉 · ∇w˜ + v˜ · ∇〈w〉 − β∂yϕ˜ = 〈v˜ · ∇w˜〉 − v˜ · ∇w˜,
(2a)
∂t〈w〉+ 〈v˜ · ∇w˜〉 = 0. (2b)
In the studies of ZF formation, it is common to assume
that the nonlinearity on the right-hand side (RHS) of
Eq. (2a) is weak, which can be physically interpreted as
neglecting the eddy–eddy interactions between the DWs.
This is called the quasilinear approximation, for it leads
to two linear equations that are nonlinearly coupled:
∂tw˜ + U∂yw˜ − (β + U ′′)∂yϕ˜ = 0, (3a)
∂tU − ∂x〈∂xϕ˜∂yϕ˜〉 = 0. (3b)
For convenience, we introduce the ZF velocity U(t, x)
.
=
〈vy〉 = ∂x〈ϕ〉, with U ′′ .= ∂2xU .
The quasilinear mHME (3) has been shown to repro-
duce many of the basic features of the original nonlinear
system (2), at least qualitatively [30]. Hence, we consider
the quasilinear approximation sufficient for our purposes,
and adopt it throughout the rest of the paper (except in
Figs. 4 and 5, where we briefly present some nonlinear
simulation results as verifications for the corresponding
quasilinear simulations).
The non-zonal component of the quasilinear mHME
(3a) can also be written in the form of a Schro¨dinger
equation for DW quanta (driftons),
i∂tw˜ = Hˆw˜. (4)
Unlike the truly quantum Schro¨dinger equation, Eq. (4)
does not contain ~, so it is purely classical. (Likewise,
|w˜|2 is an action density rather than number density.)
Also, the Hamiltonian operator,
Hˆ
.
= (β + Uˆ ′′)pˆy ˆ¯p−2 + Uˆ pˆy, (5)
is not entirely Hermitian, since Uˆ ′′ does not commute
with ˆ¯p−2. Here, pˆ .= −i∇ can be understood as the mo-
mentum (wave-vector) operator, and ˆ¯p2
.
= 1+pˆ2x+pˆ
2
y such
3that w˜ = − ˆ¯p2ϕ˜. Also, Uˆ .= U(t, xˆ) and Uˆ ′′ .= U ′′(t, xˆ),
with xˆ being the position operator. This quantum-
like formalism proves useful in deriving the nonlinear
Schro¨dinger equation that governs the envelope dynamics
of coherent DWs (Sec. III), as well as the WM formula-
tion that can describe incoherent DWs (Sec. IV).
III. COHERENT DRIFT WAVES
The quasilinear mHME (3) has an exact plane-wave so-
lution with finite amplitude, w˜ = Re(ψ0e
ik·x−iΩt), where
k
.
= (kx, ky) is the wave-vector and Ω
.
= βky/k¯
2 is the
DW frequency, with k¯2
.
= 1 + k2x + k
2
y and ψ0 being a
complex constant denoting the amplitude.
This primary wave, when subject to large-scale mod-
ulations, can become unstable. One simplified way to
study this MI is to consider the envelope dynamics of a
coherent DW. The first study of such kind appears to
be Ref. [31], which is based on the oHME and only con-
siders poloidal modulations (“streamers”). In Ref. [16],
the mHME is employed, and radial and poloidal modu-
lations are treated on the same footing. More compre-
hensive reviews of the envelope formalism can be found
in Refs. [17, 22]. Also notably, related equations were
later rediscovered independently in Refs. [5] (with over-
simplified coefficients) and [32].
In all of these studies, it is noticed that the envelope
equation can be approximated as a NLSE, which is well-
known to have a MI. In Sec. III A, we show how the NLSE
follows naturally from our quantumlike formalism. In
Sec. III B, we rederive the corresponding dispersion rela-
tion of the MI.
A. Nonlinear Schro¨dinger equation
Let us represent the Hamiltonian operator (5) as Hˆ =
Hˆ0 + HˆU , where Hˆ0 is the U -independent part and HˆU
scales linearly with U . Since we focus on zonal structures,
here we consider a coherent DW with radial modulation
only, w˜ = Re[ψ(t, x)eik·x−iΩt]. We assume that the en-
velope ψ is slow, i.e., |∂x lnψ|  |kx|, and also that |U |
is small. Then, the Hamiltonian operator (5) can be ap-
proximated as
Hˆ0 ≈ Ω + vgpˆx + (χ/2)pˆ2x, HˆU ≈ kyU, (6)
where vg
.
= ∂Ω/∂kx is the radial group velocity and χ
.
=
∂2Ω/∂k2x, or explicitly,
vg = −2βkxky/k¯4, χ = (2βky/k¯6)(4k2x − k¯2). (7)
Equation (6) can be viewed as a special case of the
Weyl expansion derived in Ref. [33] for an inhomogeneous
medium. Additionally, the term proportional to U ′′ has
been neglected because both |U | and ∂2x are assumed
small. Then, the resulting equation for ψ is
i(∂t + vg∂x)ψ ≈ −(χ/2)∂2xψ + kyUψ. (8)
Meanwhile, using ϕ˜ ≈ −w˜/k¯2, we can approximate the
ZF equation (3b) as
∂tU ≈ ∂x〈∂xw˜ ∂yw˜〉/k¯4 ≈ kxky∂x|ψ|2/(2k¯4), (9)
where the factor 1/2 originates from zonal averaging.
From Eq. (8), we can see that, to the leading order, the
modulation propagates at the group velocity vg. Hence,
we can assume that ∂t ≈ −vg∂x in Eq. (9), and integrate
in x to obtain U ≈ −kxky|ψ|2/(2k¯4vg), or more explicitly,
U ≈ |ψ|2/(4β). (10)
Here, vanishing boundary condition in x is implied. For
other boundary conditions (e.g., 〈ϕ〉 periodic in x), an
additional integration constant may be needed on the
RHS of Eq. (10) for consistency. (This constant can be
easily removed by a Galilean transformation, however.)
Also, with |U | assumed small, it is implied that the DW
amplitude |ψ| should be small too. Substituting Eq. (10)
into Eq. (8), we obtain
i(∂t + vg∂x)ψ ≈ −(χ/2)∂2xψ + ky|ψ|2ψ/(4β). (11)
Equation (11) has previously been derived (using some-
what different approaches) in Refs. [16, 17]. It has the
form of a NLSE, or the Gross–Pitaevskii equation, so the
structures it describes can be viewed as “drifton conden-
sates” (by analogy with the Bose–Einstein condensate).
Namely, Eq. (11) shows that it is energetically favorable
for driftons to be in a correlated state rather than have
random phases. Also, Eq. (10) can be interpreted as an
equation of state of the condensates, as it provides a local
relation between the drifton density |ψ|2/2 and another
“thermodynamic” property of the condensates, U .
In Fig. 1, we compare the evolution of an initially Gaus-
sian envelope in numerical simulations of the NLSE and
the quasilinear mHME. The good agreement between the
solutions confirms that the former is a reasonable ap-
proximation of the latter. All of our simulations using
configuration-space models (the NLSE, the quasilinear
mHME, and the nonlinear mHME) are pseudo-spectral,
dealiased, and performed on periodic domains.
B. Modulational instability
The NLSE (11) has an exact homogeneous solution
ψ = ψ0 exp[−iky|ψ0|2t/(4β)]. The frequency ω and
wavenumber q of a linear perturbation on this solution
satisfies the following dispersion relation [17],
(ω − qvg)2 = χ
2q4
4
(
1 +
ky|ψ0|2
βχq2
)
. (12)
When βχ/ky ∝ 4k2x − k¯2 < 0, the frequency is complex
for small q and the solution is linearly unstable, with
the wavenumber of the fastest-growing mode given by
qmax = |ψ0|
√−ky/(2βχ). This is the well-known MI of
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FIG. 1. Sequences of (a) the DW envelope
√
w˜2 (|ψ|/√2)
and (b) the ZF velocity U [|ψ|2/(4β)] obtained from NLSE
(dashed) and quasilinear mHME (solid) simulations. From
left to right, the snapshots are taken at t = 0, 40, . . . , 480,
respectively. The initial condition is a Gaussian envelope ψ =
2η
√−βχ/kyexp(−η2x2/2) with η = 0.1. We use the following
parameters here and in all other figures throughout the paper:
β = 5, kx = 0.3, and ky = −0.3.
the NLSE, arising from the interplay of diffraction and
self-focusing [the first and second terms on the RHS of
Eq. (11), respectively].
The NLSE (11) offers an intuitive perspective on the
MI of coherent DWs. However, as an approximate model,
it is restricted to slow modulations and small |ψ0|. When
|ψ0| is large, qmax can be comparable or larger than kx,
which is inconsistent with the underlying assumption of
the NLSE. In addition, the NLSE only applies to primary
waves with non-zero radial group velocity vg ∝ kxky.
While in this paper we focus on such waves for this very
feature, primary waves with kx = 0 are also of interest,
since they correspond to the fastest growing modes in
some primary instabilities, particularly, ion-tempatature-
gradient modes [34, 35].
In fact, there are more general approaches to deriving
the dispersion relation of the MI. One way is to employ
the four-mode truncation (4MT) method. As the name
suggests, the 4MT is a truncation of the mHME in spec-
tral representation by only keeping four modes: a pri-
mary wave with wave-vector k, a modulation with wave-
vector q, and two sidebands with wave-vectors k± q. In
general, the modulation does not have to be purely ra-
dial. For example, the MI with a purely radial primary
wave (a ZF) and a purely poloidal modulation is a ter-
tiary instability of the ZF [36, 37]. Detailed discussions
on the 4MT can be found in Refs. [38–40]. Meanwhile,
for purely radial modulations with q = (q, 0), which we
focus on in this paper, the MI of coherent DWs can be
considered as a special case of the MI of general DW
spectra, which is discussed in Sec. IV.
IV. DRIFT-WAVE ENSEMBLES
Equation (4), along with Eq. (3b), governs the quasi-
linear dynamics of a single realization of DWs (in quan-
tum mechanical terms, a “pure state”). However, due
to the incoherent nature of DW turbulence, it is useful
to consider the dynamics of an ensemble of DWs sta-
tistically. This is equivalent to studying the von Neu-
mann equation that follows from the Schro¨dinger equa-
tion (4), which can describe the dynamics of “mixed
states”. In double-configuration-space representation,
this leads to the theory of second-order cumulant expan-
sion (CE2), which has been widely used in geophysical
fluids (e.g., [30, 41–43]) and subsequently introduced to
plasma physics [44, 45]. A mathematically equivalent yet
physically more intuitive alternative to the CE2 model is
the phase-space representation of the von Neumann equa-
tion. This leads to the Wigner–Moyal (WM) model of
DW–ZF dynamics, which we introduce in Sec. IV A. The
WM model can describe the MI of general DW spectra,
which is presented in Sec. IV B.
A. Wigner–Moyal formulation
The WM model of DW–ZF dynamics was first derived
in Ref. [19]. The derivation starts from the quasilinear
mHME (3) and leads to the following equations:
∂tW = {{H,W}}+ [[Γ,W ]], (13a)
∂tU = ∂x
∫
d2p
(2pi)2
1
p¯2
? pxpyW ?
1
p¯2
. (13b)
Here, p
.
= (px, py) is the coordinate in the DW momen-
tum (wave-vector) space, and W (t, x,p) is the zonal-
averaged Wigner function [46]. For a single realization
of w˜(t,x), W can be written as
W
.
=
〈∫
d2s e−ip·sw˜
(
t,x+
s
2
)
w˜
(
t,x− s
2
)〉
. (14)
For an ensemble of realizations, the zonal average (again,
denoted by the angle bracket) can be regarded as an
ensemble average. The Wigner function W is a quasi-
probability distribution of driftons, and the ZF velocity
U serves as a collective field through which they interact.
Since w˜ is real (unlike in quantum mechanics where the
wave functions are complex), the DW Wigner function
has a unique parity in p that W (t, x,p) = W (t, x,−p).
This implies that driftons come in pairs, i.e., each drifton
with wave-vector p has a twin with wave-vector −p.
The specific dynamics of the driftons is governed by
H = βpy/p¯2 + pyU + [[U ′′, py/p¯2]]/2, (15a)
Γ = {{U ′′, py/p¯2}}/2, (15b)
which are the Hermitian and anti-Hermitian parts of the
Hamiltonian, respectively. Here, the Moyal star product
5A(x,p) ? B(x,p)
.
= A exp(iLˆ/2)B [47], where the Janus
operator Lˆ is defined as ALˆB .= (∂xA) · (∂pB)− (∂pA) ·
(∂xB). The Moyal sine and cosine brackets are given by
{{A,B}} .= 2A sin(Lˆ/2)B and [[A,B]] .= 2A cos(Lˆ/2)B,
respectively. A detailed derivation of Eq. (13) and a re-
view of the Weyl calculus can be found in Ref. [19].
The WM equation (13) can be understood as a kinetic
model treating driftons as quantumlike particles with fi-
nite “de Broglie” wavelengths. As such, it captures “full-
wave” effects missing in wave-kinetic models of DW–ZF
dynamics based on the ray approximation [20, 48], which
treat driftons as point particles with zero wavelengths.
While the wave-kinetic models prove useful in some sce-
narios [49–51], they are insufficient for the problems that
we study in this paper. A detailed discussion on the lim-
itations of the wave-kinetic models is presented in Ap-
pendix A.
B. Modulational instability
In the WM model, a statistically homogeneous equilib-
rium can be described by a Wigner function W =W(p),
which can be interpreted as a DW spectrum. Lineariz-
ing Eq. (13) aboutW(p) leads to the following dispersion
relation of the MI [19, 36],
ω =
∑
±
∫
d2p
(2pi)2
W(p)∓qp
2
y(px ± q/2)(1− q2/p¯2)
p¯2p¯2±ω + 2βqpy(px ± q/2)
,
(16)
where p¯2±
.
= 1+(px±q)2+p2y. The MI of a monochromatic
DW w˜ = Re(ψ0e
ik·x−iΩt) can be considered as a special
case. Using Eq. (14), we can obtain the corresponding
spectrum of this DW
W(p) = pi2|ψ0|2[δ(p+ k) + δ(p− k)]. (17)
Substituting Eq. (17) into Eq. (16) leads to the dispersion
relation of the MI of this monochromatic DW,∏
±
[
k¯2k¯2±ω + 2βqky(kx ± q/2)
]
=
|ψ0|2q2k2y(k¯2 − q2)(4k2x − k¯2 − q2)/2. (18)
Note that this dispersion relation agrees with that given
by the 4MT method [38, 39], and is the exact dispersion
relation of the quasilinear mHME (3).
It is instructive to compare the exact dispersion rela-
tion (18) with the approximate one (12) obtained from
the NLSE. In Fig. 2, we show both dispersion relations
(for a given k) with multiple values of |ψ0|. It can be seen
that the agreement between the dispersion relations is
better for small |ψ0| and small q, which is consistent with
the fact that the NLSE is derived based on the assump-
tions of slow modulation and small DW amplitude. Still,
in Fig. 2, the NLSE appears to be a reasonable approxi-
mation of the quasilinear mHME even for relatively large
q
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FIG. 2. The real (a) and imaginary (b) parts of the disper-
sion relations of the MI of monochromatic DWs with various
amplitudes (|ψ0|, labeled by colors). Three different models
are used: the WM model [solid, Eq. (18)], the NLSE [dashed,
Eq. (12)], and a wave-kinetic model [dotted, Eq. (A4)]. Since
the complex solutions come as complex conjugates, we only
show in (b) the absolute values of the imaginary parts, i.e.,
the growth rates. The same parameters as in Fig. 1 are used.
|ψ0|, in terms of capturing the linear MI. (This is not the
case in the nonlinear stage of the MI, as we will discuss
in Sec. V.) For comparison, Fig. 2 also shows the disper-
sion relations obtained from a wave-kinetic model based
on the ray approximation (overviewed in Appendix A),
which do not accurately approximate the exact ones. The
reason for the discrepancy is that the wave-kinetic model
misses essential full-wave (quantumlike) effects, particu-
larly diffraction.
From Fig. 2, we can see that the unstable modulations
have finite real frequencies due to the DW group veloc-
ity, and hence propagate while growing. This feature
has largely been overlooked in the past, possibly because
zonal structures are typically perceived as (quasi-) sta-
tionary. Nevertheless, as we will show in Sec. V, the prop-
agation of these zonal modes can have consequences in
the nonlinear stage of the MI, leading to the formation
of solitary zonal structures.
V. SOLITARY ZONAL STRUCTURES
A. Drift-wave–zonal-flow soliton
Since Eq. (11) is of the same form as the well-known
NLSE, it has the usual soliton solution
ψ = 2η
√
−βχ
ky
exp (iχη2t/2)
cosh[η(x− vgt)] . (19)
Here, η is a free parameter that can be regarded as the
soliton inverse width. With w˜ = Re[ψ(t, x)eik·x−iΩt] and
6the equation of state (10), Eq. (19) translates to an ap-
proximate soliton solution to the quasilinear mHME (3):
w˜ = 2η
√
−βχ
ky
cos [k · x− (Ω− χη2/2)t]
cosh[η(x− vgt)] , (20a)
U =
−η2χ
ky cosh
2[η(x− vgt)]
. (20b)
To our knowledge, this DW–ZF soliton was first ex-
plicitly discussed in Ref. [5] and then in Ref. [32], even
though the NLSE (11) that governs the DW envelope
dynamics had been derived earlier [16, 17]. It is fun-
damentally different from the vortex-pair solution called
“modon” [52, 53], which is a 2D structure that propagates
poloidally, whereas the DW–ZF soliton is an essentially
1D structure that propagates radially.
In Fig. 3, we show snapshots of a DW–ZF soliton in
both configuration space (1-a) and phase space (1-b).
The Wigner function W , obtained using Eq. (14), is con-
centrated in both position and momentum, illustrating
that the soliton is a quasi-monochromatic drifton con-
densate. It is also shown that the contours of W do
not coincide with those of the Hamiltonian in the mov-
ing frame Hm .= H − vgpx. This distinguishes the
DW–ZF soliton from the BGK-type structures obtained
from wave-kinetic models based on the ray approxima-
tion (Appendix A), where W is a function of Hm only
[54–57]. After all, the DW–ZF soliton is a result of the
balance between self-focusing and diffraction, and the lat-
ter is a quantumlike effect missing in wave-kinetic models
[22]. Therefore, wave-kinetic models cannot describe the
DW–ZF soliton (20), even though the requirement that
its envelope be slow may seem consistent with the ray
approximation.
Also shown in Fig. 3 (row 2) are snapshots of two super-
posing solitons with wave-vectors (kx, ky) and (−kx, ky),
respectively. Accordingly, these solitons have opposing
group velocities and hence counter-propagate. Upon col-
liding, they tunnel through each other. The striations
between the drifton condensates in (2-b) are signatures
of the quantum superposition of macroscopically distinct
states, i.e., “cat states” [58, 59].
In principle, η  |kx| is required for the soliton solu-
tion (20) to stand in the quasilinear mHME, since the
NLSE is derived under the assumptions of slow envelope
modulation and small DW amplitude. In practice, how-
ever, we find that the solitary behavior of this solution
is quite robust, and extends even to η ∼ |kx|. In Fig. 4
(row 1), we show the spatial-temporal evolution of the
DW envelope from quasilinear mHME simulations ini-
tialized with Eq. (20) for various values of η. As η is dou-
bled from (1-a) to (1-b), the zonal structure keeps prop-
agating much like a soliton, while some small-amplitude
structures emerge and the speed decreases slightly. As η
is tripled and quadrupled in (1-c) and (1-d), respectively,
the zonal structure gradually breaks down and eventually
stops propagating.
FIG. 3. Snapshots of the DW–ZF soliton (20) with η = 0.1
(row 1) and two solitons with η = 0.2 and opposing kx (row
2). Column (a) shows the generalized vorticity w(x, y), while
column (b) shows the Wigner function W (x, px)|py=ky . The
white solid contours in (1-b) are of the Wigner function, and
the gray dashed ones are of the Hamiltonian in the moving
frame, Hm. The same parameters as in Fig. 1 are used.
In Fig. 4 (row 2), we also show corresponding results
from nonlinear mHME simulations to verify the quasilin-
ear simulations. The same qualitative features can be ob-
served: the solitary behavior is robust at relatively small
η, while the propagation eventually stops as η keeps in-
creasing. Admittedly, at larger η, the propagation stops
more quickly in the nonlinear simulations. Nonetheless,
for solitary structures with smaller η, which we focus on
in this paper, the quasilinear approximation proves rea-
sonable and acceptable.
Having confirmed that the mHME indeed allows for
solitary zonal structures, next, we demonstrate how they
can spontaneously form via the MI, from either coher-
ent DWs (Sec. V B) or incoherent DW spectra (Sec V C).
These are the main results of this paper.
B. Zonal structures from coherent drift waves
In Fig. 5, we present numerical simulations of the MI,
through the nonlinear stage, using three different mod-
els: the NLSE, the quasilinear mHME, and the nonlinear
mHME. The initial states are chosen to be primary waves
with various amplitudes (|ψ0|) and random perturbations
on top to seed the instability. The amplitudes of the per-
turbations are the same in all simulations.
In the NLSE simulations (row 1), for all values of |ψ0|,
the MI leads to the formation of zonal structures that
behave approximately as solitons, notwithstanding the
increasingly apparent nonlinear oscillations and interac-
tions with increasing |ψ0|. The wavenumbers of the struc-
7FIG. 4. Quasilinear (row 1) and nonlinear (row 2) mHME simulations initialized with the soliton solution (20). The columns
correspond to various values of the inverse width: (a) η = 0.3, (b) η = 0.6, (c) η = 0.9, and (d) η = 1.2. The colormaps show
the spatial-temporal evolution of the DW envelope
√〈w˜2〉. The same parameters as in Fig. 1 are used.
FIG. 5. Simulations of the MI using different models: the NLSE (row 1), the quasilinear mHME (row 2), and the nonlinear
mHME (row 3). The columns correspond to various values of the primary-wave amplitude: (a) |ψ0| = 1, (b) |ψ0| = 2, (c)
|ψ0| = 3, and (d) |ψ0| = 4. The colormaps show the spatial-temporal evolution of the DW envelope
√〈w˜2〉 (|ψ|/√2 in the
NLSE). The simulations are run for different total time due to the differences in the growth rates. The same parameters as in
Fig. 1 are used.
8tures are consistent with the fastest-growing wavenum-
bers in Fig. 2. The amplitudes of the structures increase
with |ψ0| while the widths decrease, which is also consis-
tent with the properties of the soliton solution (19). Note
that in (1-c) and (1-d), the amplitudes of the structures
are already comparable to those that stop propagating in
Figs. 4(c) and 4(d), respectively. The implication is that
in the corresponding mHME simulations, we may not be
able to observe these solitary zonal structures.
Indeed, this can be seen in both the quasilinear (row
2) and nonlinear (row 3) simulations in Fig. 5. At small
|ψ0| [column (a)], the spatial-temporal evolutions of the
DW envelope closely resemble their NLSE counterpart
(1-a) and shows solitary zonal structures. As |ψ0| in-
creases [column (b)], the nonlinear interactions between
the zonal structures begin to disrupt their propagation.
At even larger |ψ0| [columns (c) and (d)] the zonal struc-
tures cease to propagate quickly after they develop, in
contrast to the NLSE cases [(1-c) and (1-d)]. Again,
we notice that the quasilinear and nonlinear simulation
results are qualitatively similar, demonstrating the suffi-
ciency of the quasilinear approximation for our purposes.
In summary, in the nonlinear stage of the MI of coher-
ent DWs, the NLSE does not properly approximate the
(quasilinear) mHME when the primary-wave amplitude
is relatively large. Only when the primary-wave ampli-
tude is relatively small can propagating zonal structures
similar to the DW–ZF solitons form.
C. Zonal structures from incoherent drift waves
As discussed in Sec. IV B, the MI of a monochromatic
DW, which is studied in Sec. V B, is equivalent to that of
the delta-shaped DW spectrum (17) in the WM model.
Now, let us consider a slightly more general case, where
the DW spectrum has a finite width in px. Specifically,
we adopt
W(p) = pi2|ψ0|2
∑
±
δ(py ± ky)fσ(px ± kx), (21)
with fσ(p)
.
= exp[−p2/(2σ2)]/√2piσ. Here, we keep the
distribution in py as delta functions for simplicity. The
justification is that within the quasilinear approximation,
py is a constant of motion, and the coupling in py is
weak. For convenience, we refer to the spectrum (21) as
“2-beam” for it consists of a pair of quasi-monochromatic
drifton beams. (As mentioned in Sec. IV A, driftons come
in pairs.) Equation (17) is reproduced as the limit of
Eq. (21) as the beam width σ → 0.
In Fig. 6 (row 1), we present numerical simulations of
the MI of the 2-beam spectrum (21) with random pertur-
bations. These simulations employ the spectral represen-
tation of the WM equation (13) derived in the appendix
of Ref. [19]. The simulation domain is periodic in x. In
contrast to Fig. 5(2-a), there is no instability at small
|ψ0| (1-a), which demonstrates the stabilizing effect of
the finite beam width σ. Still, as the effective amplitude
|ψ0| increases, the system becomes modulationally un-
stable, and the corresponding features are qualitatively
similar to the quasilinear mHME simulations in Fig. 5
(row 2). With moderate |ψ0| (1-b), solitary zonal struc-
tures emerge. When |ψ0| is increased further [(1-c) and
(1-d)], the zonal structures stop propagating and eventu-
ally become stationary.
As the next generalization, we consider the MI of a
DW spectrum that has two pairs of quasi-monochromatic
drifton beams,
W(p) = pi2|ψ0|2
∑
±
δ(py±ky)[fσ(px±kx)+fσ(px∓kx)].
(22)
For convenience, we refer to the spectrum (22) as “4-
beam”. In the limit as σ → 0, this spectrum corresponds
to the mixed state of two plane waves with amplitude |ψ0|
and wave-vectors (kx, ky) and (−kx, ky), respectively. In
this limit, the dispersion relation of the MI reads [19]∏
±
[
k¯4k¯4±ω
2 − 4β2q2k2y(kx ± q/2)2
]
= |ψ0|2q2k2y(k¯2 − q2)(4k2x − k¯2 − q2)
× [k¯4k¯2+k¯2−ω2 + β2q2k2y(4k2x − q2)]. (23)
In Fig. 6 (row 2), we show numerical simulations of the
MI of the 4-beam spectrum (22) with random perturba-
tions. On one hand, we observe many features common
with the 2-beam case (row 1): the system is stable at
small |ψ0| (2-a); solitary zonal structures form as |ψ0|
increases (2-b); when |ψ0| is even larger, the zonal struc-
tures become stationary [(2-c) and (2-d)]. On the other
hand, unlike in the 2-beam case, counter-propagating
solitary zonal structures emerge. This is due to the fact
that the group velocities of the two drifton beams have
opposite signs. The implication of the 4-beam case is
that solitary zonal structures can also form via the MI of
multiple (pairs of) quasi-monochromatic drifton beams.
Furthermore, we model the 4-beam case with some ex-
ternal forcing F added to the RHS of Eq. (13a). To bal-
ance the energy input, we also add frictional damping
−2µW and −µU to the RHS of Eqs. (13a) and (13b), re-
spectively [19]. In order to compare directly with the un-
forced 4-beam case above, we choose F = 2µW(p), with
W given by the 4-beam spectrum (22), such that the cor-
responding homogeneous equilibrium is W = F/(2µ) =
W. The simulations are initialized with such equilib-
ria in place and random perturbations on top, and the
results are shown in Fig. 6 (row 3). Many qualitative fea-
tures of the unforced case (row 2) are reproduced here:
stability at small |ψ0| (3-a), solitary zonal structures at
moderate |ψ0| (3-b), and stationary zonal structures at
large |ψ0| (3-d). Hence, we conclude that the forma-
tion of solitary zonal structures is still possible even with
forcing and dissipation, provided that the forcing spec-
trum consists of quasi-monochromatic peaks, producing
quasi-monochromatic distributions of driftons. That be-
ing said, the forced case visibly differs from the unforced
9FIG. 6. WM simulations of the MI of DW spectra given by Eq. (21) (row 1) and Eq. (22) (rows 2 and 3). The simulations
in row 3 also include forcing and dissipation (µ = 0.005). In all cases, the beam width σ = 0.1. The columns correspond to
various values of the effective primary-wave amplitude: (a) |ψ0| = 1, (b) |ψ0| = 2, (c) |ψ0| = 3, and (d) |ψ0| = 4. The colormaps
show the spatial-temporal evolution of the DW envelope
√〈w˜2〉. The simulations are run for different total time due to the
differences in the growth rates. The same parameters as in Fig. 1 are used.
FIG. 7. Snapshots of the Wigner function W (x, px)|py=ky obtained from various simulations. Column (a) is from quasilinear
mHME simulations, while the other columns are from WM simulations with different setups: (b) 2-beam, (c) 4-beam unforced,
and (d) 4-beam forced. Row 1 is taken from the solitary zonal structures, while row 2 is from the stationary ones. Specifically,
the snapshots are from: (1-a) Fig. 5(2-a), t = 390; (2-a) Fig. 5(2-d), t = 300; (1-b) Fig. 6(1-b), t = 375; (2-b) Fig. 6(1-d),
t = 300; (1-c) Fig. 6(2-b), t = 180; (2-c) Fig. 6(2-d), t = 300; (1-d) Fig. 6(3-b), t = 600; and (2-d) Fig. 6(3-d), t = 300.
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case in that the former has larger amplitudes of DWs be-
tween the zonal structures, which is maintained by the
homogeneous production of driftons by the external forc-
ing. Another distinction is that the solitary zonal struc-
tures in the forced case (3-b) are more coherent than
those in the unforced case (2-b), which also owes to the
fact that the external forcing tends to keep the DWs
quasi-monochromatic.
D. Phase-space structures
It is instructive to examine these zonal structures in
phase space by studying snapshots of the Wigner func-
tion. Figure 3(1-b) illustrates that a DW–ZF soliton is a
quasi-monochromatic drifton condensate that is concen-
trated in both space and momentum (at some nonzero
px). For comparison, the phase-space snapshots in Fig. 7
(row 1) are taken from solitary zonal structures in vari-
ous simulations. They all reveal the presence of trains of
such condensates located at px ≈ (±)kx. In the quasilin-
ear mHME simulation (1-a), the striations between the
drifton condensates are signatures of “cat states”, akin
to those in Fig. 3(2-b). In the 4-beam cases [(1-c) and (1-
d)], the phase-space snapshots show two trains of drifton
condensates with opposing group velocities, also similar
to Fig. 3(2-b), such that the zonal structures counter-
propagate.
In contrast, the phase-space snapshots in Fig. 7 (row
2) are taken from stationary zonal structures in different
simulations. Accordingly, in these cases, the DW quanta
are mostly localized at px = 0, which is consistent with
the stationarity of the zonal structures. Finally, we note
that the phase-space structures are more coherent in the
forced cases [column (d)] than in the unforced cases [col-
umn (c)], due to the homogeneous quasi-monochromatic
external forcing applied.
VI. SUMMARY AND DISCUSSION
In this paper, we first consider coherent DWs, by red-
eriving the NLSE that approximately governs their ra-
dial envelope dynamics, and subsequently, its dispersion
relation of the MI and soliton solution. Using mHME
simulations, both quasilinear and nonlinear, we validate
the NLSE and the DW–ZF soliton solution. Then, we
demonstrate that the NLSE can adequately describe the
spontaneous generation of solitary zonal structures in the
mHME, which takes place in the nonlinear stage of the
MI, but only when the amplitude of the primary DW is
relatively small. Otherwise, stationary zonal structures
are formed instead.
Next, we consider the MI of incoherent DW spectra,
using the recently developed WM model. We show that
DW spectra that consist of quasi-monochromatic drifton
beams can also be modulationally unstable to the for-
mation of solitary zonal structures, but only when the
beam intensity is moderate. At higher intensity, the zonal
structures become stationary, similar to the case with
coherent DWs. Meanwhile, due to the stabilizing effect
of the finite beam width, the system becomes stable to
modulations at lower beam intensity.
In addition, using the WM formulation, we compare
the solitary zonal structures formed via the MI with the
DW–ZF solitons in phase space. This approach enables
extraction of information that can be obscure in con-
figuration space, especially when the DW spectrum has
multiple quasi-monochromatic peaks. (As a data analysis
tool alone, it can be straightforwardly applied to systems
that are more complicated than the mHME). The phase-
space distributions of DW quanta show common features
of quasi-monochromatic drifton condensates, which sug-
gests that the MI-induced solitary zonal structures are
essentially the DW–ZF solitons. These structures can-
not be described by wave-kinetic models that are based
on the ray approximation, which neglect critical quan-
tumlike effects such as diffraction. In contrast, the WM
model retains these effects, subsumes both the NLSE and
the wave kinetic models, and hence can support these
solitary zonal structures.
It is worthwhile to comment on the relevance of our
results to Rossby-wave turbulence in geophysics. In
Ref. [17], the envelope dynamics within the oHME is also
discussed, and the equation of state is more complicated
than our Eq. (10); namely, it is not a local but an in-
tegral equation. Hence, the applicability of our results
to the Charney equation remains to be further investi-
gated. Meanwhile, our results are readily applicable to
the barotropic vorticity equation, and the only adaption
needed is to replace ˆ¯p2 with pˆ2
.
= pˆ2x + pˆ
2
y, and similarly
for p¯2 and k¯2.
In the future, we plan to investigate the effect of back-
ground shear flows on the DW–ZF solitons, motivated
by the radially propagating coherent structures recently
identified in gyrokinetic simulations of subcritical plas-
mas [13–15]. In particular, the structures in Ref. [15]
[Fig. 3(b) therein] seem close to quasi-monochromatic,
much similar to our Fig. 3(1-a). The (normalized) sizes
and amplitudes of those structures are also comparable
to those of the DW–ZF solitons discussed in this paper.
However, to properly account for subcriticality would
be a challenge, and it is possible that one needs to re-
sort to more sophisticated models with primary instabil-
ities, such as the (modified) Hasegawa–Wakatani equa-
tions [60, 61].
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Appendix A: Limitations of wave-kinetic models
Wave-kinetic models of DW–ZF dynamics invoke the
ray (geometrical-optics) approximation, i.e., assume that
the DW wavelength is negligible compared with the ZF
wavelength. In this case, the WM model (13) reduces to
∂tW = {H,W}+ 2ΓW, (A1a)
∂tU = ∂x
∫
d2p
(2pi)2
pxpy
p¯4
W, (A1b)
with the Poisson bracket {A,B} = (∂xA)·(∂pB)−(∂pA)·
(∂xB). The Hermitian and anti-Hermitian parts of the
Hamiltonian are given by, respectively [19],
H = (β + U ′′)py/p¯2 + pyU, (A2a)
Γ = −U ′′′pxpy/p¯4. (A2b)
This model was first derived as the geometrical-optics
limit of the CE2 equations [48]. Following Refs. [36, 50],
we refer to it as the improved wave-kinetic equation
(iWKE). The dispersion relation of the MI in the iWKE
reads [36, 48]
1 =
∫
d2p
(2pi)2
W(p)−q
2p2y(p¯
2 − q2)(p¯2 − 4p2x)
(ωp¯4 + 2βqpypx)
2 . (A3)
By substituting the Wigner function (17) into Eq. (A3),
we obtain the iWKE dispersion relation of the MI of a
monochromatic DW,
(ω − qvg)2 = |ψ0|2kyχq2(1− q2/k¯2)/(4β). (A4)
The iWKE dispersion relation (A4) is plotted in Fig. 2
for comparison with the NLSE dispersion relation (12)
and the WM dispersion relation (18). To better under-
stand the discrepancy between the them, let us also con-
sider the traditional wave-kinetic equation (tWKE) [20].
The tWKE differs from the iWKE by further neglecting
the high-order derivatives of U in the Hamiltonian (A2),
such that
H = βpy/p¯2 + pyU, (A5a)
Γ = 0. (A5b)
Accordingly, the tWKE dispersion relation for the MI
can be obtained by simply neglecting the factor q2/k¯2 in
Eq. (A4):
(ω − qvg)2 = |ψ0|2kyχq2/(4β) (A6)
This dispersion relation diverges at large q, which is
typical for the tWKE. Such divergence can give rise to
unphysical grid-scale ZFs in numerical simulations, as
shown in Refs. [19, 48], where more detailed discussions
on the differences between the tWKE, the iWKE, and
the WM (CE2) model can be found.
Despite this caveat, the tWKE dispersion relation (A6)
warrants direct comparison with the NLSE dispersion re-
lation (12), since both models neglect the same high-oder
derivatives of U . The difference is the χ2q4/4 term. This
term is due to diffraction, which is not included in the ray
approximation that the tWKE (and iWKE) is based on,
but retained in the quasi-optical approximation that the
NLSE invokes. Likewise, it is the balance of diffraction
and self-focusing that determines the size of the solitary
zonal structures discussed in Sec. V. In summary, because
of the absence of full-wave (quantumlike) effects such as
diffraction, wave-kinetic models based on the ray approx-
imation do not properly capture the MI or the solitary
zonal structures discussed in the main text.
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