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RESUME 
L.e probleme inverse des valeurs propres est la recherche d’une matrice diagonale 
X, telle que A &ant une matrice don&e, la matrice A +X a un spectre fix& On 
rappelle d’abord certains r&hats connus relatifs a ce probleme. On demontre 
ensuite un rkltat d’existence, puis des resultats de convergence et de stabilite 
numerique pour des algorithmes de resolution approchee du type approximations 
successives et de Newton. On obtient des interpretations geometriques et algebriques 
d’un algorithme de minimisation dO a 0. Hald, ce qui per-met, dune part de faire une 
demonstration convaincante de sa convergence, et d’autre part d’envisager des 
variantes numeriquement interessantes. On compare enfin l’efficacite des divers 
algorithmes Studies sur des problemes tests. 
1. INTRODUCTION 
On appellera probleme (P,) la recherche d’une matrice diagonale reelle 
X = (x,I+) E a,,,, (R) telle que A &ant une matrice donnee symetrique de 
‘%nw (R), le spectre de A +X: Sp(A + X) soit egal au spectre de la matrice 
fixbe S=(s,$) de nt,, (R). 
Le but de ce travail est double. Premierement nous voulons etudier, 
mettre en oeuvre et comparer divers algorithmes pour resoudre le probleme 
(P,). Deuxiemement, nous voulons obtenir des interpretations geometriques 
et algebriques dun algorithme dd a 0. Hald pour, d’une part avoir une 
demonstration simple et rigoureuse de sa convergence et, d’autre part, en 
deduire des variantes numeriquement interessantes. 
Le probleme (P,) est la version disc&is&e de la recherche d’une fonction 
4 de R dans R telle que l’opkrateur diffb-entiel L( y) = - y” + q(x) y auquel 
on joint des conditions aux limites du type y(0) = y(1) = 0 admette un spectre 
fix6 i l’avance. On peut faire deux hypotheses ne diminuant en rien la 
generalite du probleme. On peut supposer que la diagonale de la matrice A 
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est nulle. En effet Sp(A + X) = Sp(X) si et seulement si Sp(A’+ X’)=Sp(S) 
otiA’=A-diagA et X’=X+diagA. 
On peut supposer que le spectre vise est positif. En effet Sp(A + X) 
= Sp(X) si et seulement si Sp(A + X + tZ) = Sp(S + tZ) oti t E R et I est la 
matrice identite. Nous incluons done ces deux hypotheses, non restrictives, 
dans la formulation du problbme (P,). 
Dans le paragraphe 2 nous reprendrons une demonstration de Oliveira [l] 
pour obtenir un resultat d’existence et unicite et nous le situerons par 
rapport aux autres rbultats du meme type obtenus par Haldeler [2, 31, 
Laborde [4, 51 et Morel [6, 71. 
Le paragraphe 3 montre que les hypotheses de Laborde [4] et Haldeler 
[2] assurant la convergence des approximations successives impliquent aussi 
la convergence de l’algorithme Newton. 
Dans le paragraphe 4 nous prouvons la convergence d’algorithmes de 
minimisation et nous interpretons un algorithme di? i 0. Hald [8]. 
Dans le dernier paragraphe nous comparerons sur des problemes tests, 
bitis a partir de la discretisation de problemes de Sturm-Liouville, l’efficacite 
numbrique des algorithmes presentbs. 
2. CONDITIONS SUFFISANTES ET CONDITIONS NECESSAIRES 
S. Friedland [9, lo] demontre que pour toutes matrices A de a,, (C) et 
S = (s,i$) de “x,, (C), ‘1 I existe au moins une et au plus n ! matrice diagonale 
X=(x,$) de Gx,, (C) telle que Sp(A +X) = Sp(X). 
Sa demonstration dans [9], comporte plusieurs etapes. En employant le 
Nullstellensutz de Hilbert, il montre que le systeme 
xinq+Pi(rl,~~,...,x,)=o i=l,2 ,..., 72, 
oti le degre de chaque poly&me Pi est inferieur a rn, possede toujours des 
solutions dans C. 11 remarque ensuite que son probleme se reduit i la 
resolution d’un systeme d’equations polynomiales justiciable du resultat 
precedant. Cette demonstration faisant appel i des proprietes des ideaux de 
l’anneau des polynomes i n indeterminees n’est pas constructive. 
L’etude en dimension 2 X 2 montre immediatement que le probleme (P,) 
ne possbde pas toujours de solution. K. Haldeler [2], Laborde [4] et P. Morel 
[6, 71, ont donnb des conditions necessaires de plus en plus precises pour que 
le probleme (P,) possede des solutions. On montre dans Morel [7] que 
necessairement S = ( sj Sji) doit verifier 
2n~uiiui,<~(si-sj)2 
i,i i,i 
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ce qui met en evidence une nbcessaire separation du spectre vise. Dans le 
cas oti A est symetrique ~‘i,iuijuii=~i,iu~=trA2= ]]A]]“,; ]]A]ls designant la 
norme de Schur de A. Sous cette hypothese cela permet d’affirmer que 
l’application x+p(A + (x&)), ou p(A + (~~8,)) designe le vecteur dont les 
composantes sont les valeurs propres de A + (~~6,~) numerotees dans I’ordre 
non croissant n’est surjective que si A est nulle. 
Dans [6], on obtient la condition nbcessaire suivante, qui est strictement 
plus precise que les precedentes 
oti (p<(S)] p(A)) est le produit scalaire entre les vecteurs p<(S) et p(A) 
qui dbignent respectivement les valeurs propres de S dans l’ordre non 
d&croissant et les valeurs propres de A dans l’ordre non croissant. 
Ces conditions necessaires, qui peuvent servir i choisir correctement une 
approximation initiale lors de la mise en oeuvre dun algorithme ne sont 
suffisantes que si la dimension est inferieure ou igale i 2. 
Toutes les conditions suffisantes connues expriment que le spectre vise 
est suffisamment &pare. 
f(A,(A),..., 
Plus prbcisement que d (s) = miniZi]si - si] > 
X,,(A)) oti f est une fonction des valeurs propres de A. Donnons 
celle de Morel [7], 
d(s)= nln~si-4>2 - l r/p( ;r lwj’p. 
Elle recouvre celle de Laborde ( p = + 00) et rappelle sans btre pourtant 
identique la premiere connue, celle de K. Hadeler ( p = 2) et celle de Oliveira 
(P=l)* 
Adaptons une demonstration de Oliveira [l] pour obtenir le resultat 
d’existence et en quelque sorte d’unicite suivant 
PROPOSITION 1. Si 
alms le probl2me (I’,) pos&de 
(i) n! solutions, 
(ii) unf3 et we seule solution X = (x,c$) vfkifiaflt 
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Dhm.strution. Soit X(S)={A,(S),A,(S),...,A,(S)} le vecteur de R” ob- 
tenu en adoptant une numbotation quelconque des elements de Sp(s,S,J, et 
soit P la matrice de permutation telle que PA(S) = p(S), c’est-l-dire qui 
ordonne dans l’ordre noncroissant. La condition d(s) > I (A) impose que les 
intervalles Ji = [h,(S) - pi(A),&(S) - pa(A)] sont dew a deux disjoints. 
Posons m=J,Xl,X*~- XJ,. 7~ est convexe compact. Si rE a on aura 
d’une part Px=p(x), et d’autre part P-‘p(x)=x, oti p(x) represente le 
vecteur dont les composantes sont celles de x mais dans l’ordre non croissant. 
Pour A + X = A + diag( xi, x,, . . . , x,,) d’apres le theoreme du min-max (cf. 
Wilkinson [I9, p. 102]), on a 
~(X)-_(A) 4 Pi(A+($ii))’ Pd(X)+k(A) i=l,2 ,..., n, 
h,(A) ( ~i(A+x)-/+(x) < Pi(A) i=1,2 ,..., 7r. 
Soit alors Tp l’operateur analogue de celui employe pour la premiere fois par 
K. Hadeler [2], defini par 
Tp:x+Tp(r)=x+h(S)-P-‘p(A+(xi$)). 
Tp est continu, car d’apres Kato [12, p. 1241 x+p(A +(x&iii)) est continue. 
Tp(r) c 7~ car 
Ce qui prouve que (TP(~))~ EJ, d’aprbs les inegalitb du min-max citees. 
Le theoreme de Brouwer permet alors d’affirmer qu’il existe xr, E ~7 point 
fixe de Tp. 11 est clair que la condition d(s) > 2 (A) est independante de la 
numerotation des elements de Sp(S) et la demonstration don&e ici prouve 
qu’il y a au moins une solution pour chaque numerotation, chacune &ant en 
quelque sorte indicbe par la permutation qui l’envoie dans le c&e 
C={xER”(x1>x2>*** >x,>O}. 
L’unicite est obtenue en se rappelant que Friedland a montre qu’il existait n! 
solutions au plus. a 
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3. UN ALGORITHME DU TYPE DES APPROXIMATIONS SUCCES- 
SIVES ET UN ALGORITHME DU TYPE DE NEWTON 
Pour n > 2 toutes les conditions suffisantes assurant l’existence provien- 
nent de l’application du theoreme de Brouwer; il est done nature1 de 
rechercher sous quelles conditions l’algorithme des approximations succes- 
sives sera convergent. Pour montrer qu’un operateur est une contraction il 
est classique d’etudier sa d&iv&e. 
Soit Q c R” tel que pour x E fi la matrice A + (xiSij) ne possede que des 
valeurs propres simples; alors d’apres Lancaster [13], l’application x+p(A + 
X)=y(A+(Q&)) t d fi es in 15 ‘niment differentiable dans I;t. Supposons que A 
soit symetrique, tridiagonale et que a,_ l,i #O, i = 2,3,. . . , n. Alors d’apres 
Wilkinson [ 11, p. 3001 on sait que pour tout x E R, la matrice A + (~~6~~) n’a 
que des valeurs propres simples; done x--+p(A + ~~8,) appartient i C “(R”). 
Notons que si le problbme (P,) provient de la discretisation d’un problbme de 
Sturm-Liouville, nous sommes dans cette situation. Supposons que 
alors d’apres les inegalites du min-max il est facile de voir que dans ce cas 
A + xiSji n’a que des valeurs propres simples et done que x+p(A + ~~8,) 
appartient i Cm(Q). 
Supposons que x+~(A + ~~8,) soit dans C’(M). Notons J(x) la valeur en x 
de la matrice jacobienne de x+( p (A + X )); d’aprbs Lancaster [ 131, on 
obtient: 
oti U = ( uii)ii est une matrice orthogonale qui diagonalise la matrice sy- 
metrique A + X, i.e. A + X = Udiag( p (A + X )) UT. 11 est important de re- 
marquer que J(x) est une matrice doublement stochastique. 
C’est Hadeler [2] qui le premier a applique l’algorithme des approxima- 
tions successives 
Alg. 1. x”+l= .n+,(S)-,(A+(x,“6,i)) n>O 
i la resolution du probleme (P,). 
Reformulons son resultat en introduisant un coefficient de relaxation w 
qui assure un meilleur comportement numerique. 
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alors quelque soit o E]O, l] Z’apphcation T: x+x+w( p(S) - p(A + X)) est 
k-lipschitzienne de con&ante k<$ de la boule B(s,d (s)/12) duns elle 
m&me. 
Laborde [4] a demontre egalement que sous l’hypothese minizi(si - si] 
>2maxi]&(A)] 1 a solution etait un point attractif (cf. Ortega [16, p. 3631) 
pour les approximations successives. 
De fait les conditions de Hadeler, aussi bien que celles de Laborde 
impliquent que sur la solution X le jacobien J(Z) est inversible. Cela donne en 
quelque sorte la limite de leur resultat car il est facile de construire des 
exemples pour lesquels une solution existe mais dont le jacobien en ce point 
n’est pas inversible. 
L’avantage majeur de cet algorithme est le fait qu’il n’utilise pas les 
vecteurs propres; l’unique operation co<teuse est l’extraction des valeurs 
propres de A +X” ce que l’on realise par une m&ode du type Q.R. Un 
autre avantage est sa tendance a converser l’invariant important pour le 
probleme, 9 u’est la trace. Appelons defaut de trace i l’iteration k le nombre 
ek=Ey_l(xi -si). 
PROPOSITION 3. Pour tout w de IO, l] consid&ms 1 ‘algorithm 
x n+1=xn+a(s-p(A+(x~8ji))) nZ0 
alors si 
(i) e,,=O*Vk>O, e,=O, 
(ii) e,#O*limk+mek=O. 
D&wnstration. Cela n’est rien d’autre qu’une propriete de la trace, i.e., 
d’oti 




On constatera sur les essais numbriques ce bon comportement. W 
11 est nature1 d’envisager l’algorithme de Newton, le probkme i rksoudre 
&ant essentiellement celui de la r&solution d’un systkme non li&aire. 
PROPOSITION 4. Supposons 
(I) qu’il existe une solution ?, i.e. y(A + (Xi6J) = p(S), 
(2) f: x+y(A + X) soit de classe C’ dans un voisinage Q de 2, 
(3) vi=1,2,..., n, Re pi > 0 ou pi valeurs propres de J(Z), alors VA > 0 et 
Vo ~10, I] l’algorithme de Newton 
Alg. 2. xn+‘= xn-- w[J(x”)+XZ]-‘[ p(A+(@$))-p(S)] 
posshde X comme point d’attraction. 
Dhm.stration. Considkons l’application g de Q dans OR,,,, (R) d8inie 
par g:x+(l/w)[J(i)+hZ]. J(-) t x es inversible d’aprhs (3), ainsi g(z) est 
inversible pour A > 0 et w > 0. L’application 
G:x+G(x)=x-o[J(x)+AZ]-‘[ p(A+X)-p(S)] 
est done d8inie dans un voisinage 3’ de X. Comme f: x+p(A + X) est de 
classe C’, alors G est dkrivable en ? de d&iv&e 





sont les valeurs propres de G’(x). Une condition suffisante pour que ji soit un 
point attractif est que le rayon spectral de G’(X) soit infh-ieur B un, ce qui 
s’6crit 
IVj12< 1, i=1,2 ,..., n, i.e. -(2-w)+,12<2hwRep, 
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et il est clair que ces conditions sont realisees d&s que X > 0, o E]0,2[ et 
Rep, > 0. a 
Remarquons que s’il existe une solution Z pour un spectre vise Sp(s& 
qui est bien &pare alors necessairement f: r+p(A + X) est de classe C ’ dans 
un voisinage Q de X; la seule hypothese restante est la (3). Jc(x) = (u;)~~ est 
une matrice doublement stochastique, ce qui implique d’apres le theoreme 
de Gerchgorin que 1 est toujours la valeur de plus grand module d’une part, 
d’autre part que toutes les autres valeurs propres sont contenues dans la 
reunion pour i = 1,2,. . . , n des disques cent&s en u,t et de rayon 1 - us:. Tous 
ces disques seront contenus dans le i plan Rex >0 des que Vi = 1,2,. . . ,n, 
u,; >t. Or d’apres Laborde [4] cela est realise si minis, - sil >2p(A). D’ou le 
corollaire 
COROLLAIRE 1. Si A est une mutrice symktrique ci diagonale nulls et si 
minis, - sj( > 2p(A) aloes 
(1) il existe 2 solution de (Ps), 
(2) X est un point attractif pour l’algtithme o!e Newton: 
Alg. 2. x”+r= x”-o[J(x”)+hI]-‘[ p(A+x;6,&y(S)]. 
Une autre faqon d’obtenir que tous les disques de centre ui et de rayon 
1 - ut soient dans Rez > 0 et d’imposer que 1 - u,: = ZZy= r, iziu: < $,, puisqu’ 
ils passent tous par le point 1. Or Hadeler [2] dans le cours de sa demonstras- 




i#/ d+j/dw ’ 
Si alors x verifie minlx, - xi1 > (3/fi)K (A) le jacobien J(x)=(u~),~ est i 
diagonale dominante. 
Supposons que d(s) =minizilsi - sit > 2i3k(A) ce qui implique 1’ 
existence d’une solution dans B( s, &d(s)). Pour x E B( s, $d (s)) on aura 
On peut done enoncer le corollaire suivant. 
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COROLLAIRE 2. Si A est sym&ique & diugonule nulle et si 
alors 
(1) il existe 5 solution de (P,), 
(2) f est un point attractif pour l’algorithme de Newton, Alg. 2. 
L’algorithme de Newton necessite H chaque &tape la connaissance de 
.I (xn) c’est-a-dire de toutes les valeurs propres et de tous les vecteurs propres 
le A + (~~“8~~). C’est un accroissement de la masse des calculs pour chaque 
iteration, de fait lors des essais numeriques nous nous sommes born& i des 
matrices tridiagonales symetriques et nous avons employ& l’algorithme du 
type Q.R. nomme tq12 dans Wilkinson-Reinsch [17]. Pour contre partie nous 
obtenons une convergence tres rapide, et le fait assez surprenant que pour 
des approximations initiales qui sont en normes plus eloignees de la solution, 
que celles necessaires i la convergence des approximations successives, nous 
ayons encore convergence. Ce bon comportement numerique est peut &re 
iii au fait que l’algo&hme conserve la &ace, ou rbduit le defaut de 
En effet on a la 
PROPOSITION 5. Pour o ~]0,2[ et A> 0 consid&ns 1 ‘algorithme 
x n+l=~n-~[J($‘)+XZ]-l[ ,u(A+X”)-p(S)]; 
trace. 
abrs 
(i) e,=O*Vk, e,=O, 
(ii) e,#O*lim,,,e, = 0. 
Dbmunstrution. Remarquons que si y = J(x)2 et que J(r) est doublement 
stochastique, alors Z yi = &. 11 vient alors 






11 est alors immediat de voir que pour w ~]0,2[ et X > 0 on a 1 1 - a/( 1+ A)[ 
< 1. n 
Notons que la methode de Newton traditionnelle, qui correspond aux 
parambtres w = 1 et A = 0, assure d&s la seconde iteration que la trace vi&e 
est atteinte, i.e., e, =0 quelque soit ea. 
4. ALGORITHMES DE MINIMISATION 
Des que l’on sait calculer la derivee de x-+p( A + ( xiSii )) pour approximer 
la solution de l’equation p(A + x,$) = p(S) on peut penser i minimiser 
Nous ferons l’hypothese que A est une matrice tridiagonale i diagonale 
nulle telle que de plus u,,~ _ i # 0, i = 2,3,. , . , n; cela pour assurer la derivabi- 
lit6 de x-+p(A + ~~8,) en tout x E R”. 
La fonction f:~+f(~) n’est pas convexe, mais elle possede de bonnes 
proprietes vis a vis d’une m&ode de gradient. Par construction f est bornee 
inferieurement par zero, et il rbulte d’un calcul facile que son gradient 
Vf (x) en x vaut 
U= (Us+) etant la matrice orthogonale qui diagonalise A + xiS,, i.e., 
A + (~~8~~) = UDiag[ p(A + xiSjj)] UT 
Notons Bgalement que lim,,, m f(x) = + 00. En effet d’apres le theoreme de 
Gerchgorin pour tout i, on a /.+ (A + ~~6~~) contenu dans la reunion pour 
k=l,2,..., n des boules de centre x, et de rayon Z jfk]uti]. Ainsi f tend vers 
l’infini avec p(A + x,8,) quand x4 + cc. 
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Appelons Alg. 3 l’algorithme de plus grande descente decrit par 
Alg. 3. x”+‘=X”-P,,V~(X”), n > 0, p, > 0. 
Pour assurer la convergence de la suite {x”} on sait d’apres J. Cea [18, p. 791 
qu’il suffit que le coefficient p, verifie 
f(X”+‘) -f(x”) >o, 
&I& [ f(x”+‘)-f(xn)] =o * $I& Vf(x”)=O. 
On nomme un tel choix, un choix convergent de p. 
Notons p(x)=( pr(x),..., p,,(z)) le vecteur de R” obtenu i partir du 
vecteur x en renumerotant ses composantes dans l’ordre non croissant. Sur 
R” X R” introduisons aprb Hardy-Littlewood-Polya la relation x %ity = r < y 
qui est vraie si et seulement si 
k=12 , ,**., n- 1, 
On a alors le resultat suivant dii a Horn [14]. 
PROPOSITION 6. Soit X = (xicVii) f k&e. Une condition n6cessaire et sufli- 
sante pour qu’il existe une matrice rhelle symhique A b diugonule nulle 
telle que Sp(A + X) = (sr,sa,. . . ,s,,) est que x 6,s. 
Notons alors w, l’ensemble des x E R” tels que x 4s. Horn [14] reprenant 
Hardy-Littlewood-Polya montre que w, peut encore s’ecrire W, = {x E R”I x 
= MS, M matrice doublement stochastique} ce qui prouve d’apres un 
resultat de Birkoff [23] q ue ws est un polyedre convexe compact dont les 
sommets sont les Ps; P decrivant l’ensemble des matrices de permutation. 
On notera W, l’ensemble des matrices diagonales X= (xi&,) telles que 
XEW,. 
Considbrons d’autre part l’orbite 8 (S) de S = (s&, c’est-a-dire 1’ 
ensemble des matrices unitairement semblables i S. 
~(S)={BEGS~~,(R)JB=USU=, Uunitaire}, 
262 PAUL MOREL 
est un ensemble compact, mais non convexe. 11 est clair que si x est une 
solution de (P,) alors A + xiSij E 8 (S). Sur l’ensemble des matrices symetri- 
ques considerons le produit scalaire (A, B) = tr(AB). La norme induite est la 
norme de Schur. L’ensemble des matrices symetriques est alors un espace de 
Hilbert qui peut se decomposer en somme directe orthogonale entre les 
matrices diagonales et les matrices symetriques a diagonale nulle. D’aprbs le 
theoreme de Wiedlant-Hoffman [21] la distance de A + xiSij a 8 (S) est 
don&e par 1) p(A + xi6,,) - p(S)]]a. C’est-a-dire que f(x) represente au 
facteur 1 a prbs le carre de la distance de A + X a 8 (S). 
A + W, = {A + x,$/x E w,} est un ensemble convexe et compact contenu 
dans un hyperplan passant par A parallele i l’ensemble des matrices di- 
agonales. 11 est clair que resoudre (I’,) c’est trouver un point de l’intersection 
0 (S) n (A + W,), et qu’une m&ode constructive sera l’obtention d’une suite 
minimisant la distance. Gubin-Polyak-Raik [19] et Pierra [20] ont developpi 
des algorithmes de projection successives pour trouver un point de 1’ 
intersection de plusieurs convexes; reprenons cette idee en I’adaptant. 
La projection de A k = A + X k = A + (x:S,) sur l’ensemble 0 (S) bien qu’il 
soit non convexe est facile a determiner. On a 
dist(Ak, S(S))= s~~s~llAk-B/l~=II~(A+Xk)-~(S)l/~ 
Soit M k la matrice orthogonale definie par A k = Mk Diagp(A + X k, MkT. 
Alors la matrice Bk= MkDiagp(S)MkT verifie 
car la norme de Schur est unitairement invariante. C’est-a-dire que Bk est 
une projection de A k sur 8 (S). I1 peut exister plusieurs projections de B k sur 
0 (S), mais notre faqon de proceder en determine une seule. 
La projection A k+l=A+Xk+ldeBksurleconvexecompactA+W,’est 
particulibrement simple. D’apres la decomposition orthogonale de l’espace il 
suffit de projeter Bk sur W, puis d’ajouter A. Or DiagBk est la projection de 
Bk SLU W, car par definition de Bk on a 
C’est-a-dire que diagB k apparait comme l’image de p(S) par la matrice 
doublement stochastique (T$)~~ d’ou le resultat. 
On appellera algorithme des projections successives: Alg. 4 l’iteration des 
dew &tapes suivantes: 
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(i) Bk=MkDiagp(S)MkT siAk=A+XkDiagp(A+Xk)MkT, 
(ii) Ak+‘=A+X k+ ’ = A + DiagB k. On a par construction la proposition 
suivante. 
PROPOSITION 7. Si f(r)=iIl p(A+xiSii)-p(S)IIi abrs pour la suite 
{x”}: foumit par Alg. 4 on af(xk+‘) >/f(zk). 




Cette formule itkrative est celle obtenue par 0. Hald [8]. Alg. 4 est 
l’interprhation de l’algorithme de 0. Hald. Soit e T= (1, 1, . . . , 1); il vient 
Or il est facile de verifier que pour toutes matrices symktriques R 
= VDiagp(R) VT on a 
(diagR )i= kil&k(R )y i=1,2 ,..., fl. 
D’oti avec les notations d&ji introduites, bien qu’il n’y ait aucune considkra- 
tion de diff&entiabilit& 
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On a 
x n+l=xn+J(xn)T[ ~(S)--(A+xi’%jj)]=x”-Vf(x”). 
11 y a done coincidence entre l’algorithme de double projection: Alg. 4, 
l’algorithme de 0. Hald, la methode de plus grande descente: Alg. 3 avec le 
choix p,, = 1. C’est la concordance de ces trois mbthodes qui va permettre de 
prouver la convergence. 
LEMME. (Hald [9, p. 1621). P OUT la suite de matrices diagonales obtenues 
par l’algorithme de Hald [resp. Alg. 3, Alg. 41 on a 
- Xn((;< + 00. 






Bn+l=A+X”+l +Horsdiag{M” (Diagp(S)-Diagp(A+X”))M”T }. 
En utilisant les proprietbs de la norme de Schur on aura 
LE PROBLEM INVERSE 26.5 
Par sommation sur tous les n > 0 il vient 
)i~+% 11 p(S)-p(A+X")II$+ 2 llX”+‘-X”ll:~ It P(S)-P(A+XO)t~~. 
n>o 
II est connu que ce resultat n’implique pas a lui seul la convergence de la 
suite {r”}?. C’est notre interpretation comme methode de gradient qui 
permet de conclure. 
PROPOSITION 8. Soit A E a,, (R) sym&que & &ago&e n&e. Soit 
S = (s& fixbe, Aloes 
(1) il y a coincidence entre .ks trois algorithmes de Hald, des projections 
successives: Alg. 4, de gradient ci pas fixe p,,= 1: Alg. 3, i.e., 
x”+l- -P-J(x”)~{ p(A+x&)-p(S)}, 
(2) tout point adhbent F b la suite {x”}? est un point stationnaire pour 
f(X)= 811 P(A +Xi’i~sii)-~.(S)llE* 
Dtkwnstratkm. I1 reste Q prouver le (2). D’apres le resultat du lemme 
precedent dti a 0. Hald on a 
d’oti 
&s Of (x”) =o. 
Le choix de p,,= 1 est done un choix convergent, dans la terminologie de J. 
Cea [18] pour l’algorithme de descente: Alg. 3. D’oti le resultat, d’aprk Cea 
118, Theo&me 5.1, p. 901. n 
On trouvera dans Cea 1181 et Ortega-Rheinboldt [16] des methodes pour 
deduire d’autres choix convergents de p B partir du choix convergent initial. 
La formule iterative commune aux trois algorithmes s’ecrit 
x n+l=+J(~n)T[ /L(A+x&)-p(S)]. 
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En utilisant la relation entre le spectre et la diagonale d’une matrice vue plus 
haut, elle se r6duit i 
On peut done considkrer que nous recherchons par approximations succes- 
sives les points fixes de l’application 
Faisons l’hypothkse que A est tridiagonale symkrique et que ui_ l,i # 0 pour 
i=2 3 , ,...,a Alors x-+~(A+x~,~~) appartient B C”(W), done x+g(r) est 
continue. Comme J(x) est doublement stochastique g applique le convexe 
compact ws dans lui-m8me. D’aprks Brouwer g posdde toujours au moins un 
point fixe dans w*. On v&&e d’une part que l’ensemble des points fixes de g 
coincide avec I’ensemble des points stationnaires de f(x) = 6 I( p(A + x& - 
p( S)lll et que d’autre part, pour qu’un point fixe z de g soit une solution, il 
suffit que J(z) soit inversible. 
Du point de vue num&ique c’est la formule la plus simple, c’est-i-dire 
z”“=.@“)‘&S) q ue 1’ on met en oeuvre. Remarquons que cela reprbsente 
un gain notoire par rapport B la mise en oeuvre de l’algorithme de 0. Hald. 
L’inconknient majeur est que pour obtenir J(x”) il faut calculer tous les 
vecteurs propres de A + xi”&. L’avantage principal est que tous les it&% xn 
appartiennent i 20,. C’est-zdire qu’ils vkifient des conditions nkessaires 
assez strictes; en particulier la trace est respect&e. 
De m&me que I’interprktation alghbrique de l’algorithme de 0. Hald 
comme algorithme de descente fournit des variantes, l’interprktation 
g6om&ique suscite de mBme des variantes numkriquement intkressantes. 
De la relation 
A+X=Mdiagy(S)M* 
on dkduit en prenant le car-r& de la norme de Schur des deux membres que 
Si une solution x au problkme (P,) existe alors, nbcessairement, x E S (0,~) 
c B (0, r). Posons 
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Nous avons egalement multiplie les essais pour Ctudier le domaine 
d’attraction d’une solution relativement aux divers algorithmes. L’experience 
a rev& un fait assez inhabituel: l’ensemble des approximations initiales pour 
lesquelles l’algorithme de Newton Alg. 2 converge semble plus grand que 
l’ensemble des approximations initiales assurant la convergence de 1’ 
algorithme des approximations successives Alg. 1. Naturellement lorsque tous 
les deux convergent Alg. 2 est bien plus rapide que Alg. 1. 
Pour comparer l’efficacite des divers algorithmes etudies nous avons 
construit des problemes tests a partir de la discretisation avec un pas 
h = l/(n + l), de problemes de Sturm-Liouville. 
Ly= -y”+q(x)y=hy, 
a1 y(O) - Pl Y'(O) =o, 
a2 y(l) + P2 Y’(l) =a 
On approxime y”(x,)=y”(ih) par (yi_r-2yi+yi+i)/h2, y’(O) par (yi- 
ya)/h et Y’(I) par ( Y~+~ - y,)lh. 11 est alors facile de verifier que 1’ 
approximation de l’operateur L est la matrice A: 
Ca+(2+h2ql) -1 
-1 2+h2q2 -1 
A=$ .I.........................,....... ) 
-1 2+h2qn_, -1 
-1 (2 + h2%) + cb 
avec C, = - &/(a,h + &) et C, = - b2/(a2h + /?,). La procedure est alors la 
suivante. On se donne une fonction q et les constantes (Y;, 01s) /3,, /3s. Si 
n = 10 alors h = & et on obtient des matrices tridiagonales sym&riques de 
taille 10 X 10. On calcule alors le spectre de cette matrice par l’algorithme du 
type Q.R. que Wilkinson-Reinsh nomme tq12 (cf. [17]). 
Les programmes pour les calculs des jeux d’essais et les algorithmes Alg. 
1, Alg. 2, Alg. 3, Alg. 4 sont ecrits en FORTRAN et testes sur IRIS 80 de CII. 
Pour chaque programme la phase essentielle du calcul des valeurs propres et 
vecteurs propres est effect&e par le sous programme tq12. Dans la m&ode 
de Newton: Alg. 2 la resolution des systemes lineaires est effect&e par un 
sous programme de Gauss avec pivot maximal. 
Le temps d’une iteration pour chacun des algorithmes est d’environ 7 
millisecondes. 
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il vient 
Si K < 2, comme lim,A(k, k + 1) = 0 car f(xk) converge, cela implique 
klimm3zk+1-xk=0. 
--* 
11% k+l - xkll = Ilproj,[ Xk- Vf(xk)] - XklJ 
or la suite des {x k} appartient au compact B, on peut done en extraire une 
sous suite convergente disons encore xk qui converge vers z d’od 
projs[rk- Vf(xk)] - x k converge vers projs [ z - Vf (z) ] - z = 0 
d’apres la continuite de x+projs [x - Vf(x)]. 
PROPOSITION 9. Soit A tridiagonal.e sym&rique ir diagortab n&e telle que 
ai_l,i#O, i-2,3 ,..., n, 
alum si 
K= ;g llf”mI <2 n 
oil 
f(~)=~IICL(A+~i’~~)-~(‘)II~~ 
1 ‘algurithme x n+l=projs[~n- Vf(x”)] produit une suite dent tous les points 
adhCrents sont des points stationnuires de f. 
5. ESSAIS NUMERIQUES 
Nous avons fait de nombreuses experiences numbriques, aussi nous n’en 
presentons ici qu’une partie. Nous ne presenterons pas de resultats numeri- 
ques sur les experiences me&es en faisant varier les constantes w dans Alg. 
1, et h et w dans Alg. 2; disons seulement que cela n’apporte pas de 
changements fondamentaux dans le comportement numerique de ces algo- 
rithmes. Dans les essais suivants nous aurons w= 1 dans Alg. 1, w= 1 et 
X=O.l/(n” de l’iteration) dans Alg. 2. 
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Cet ensemble est contenu dans hyperplan parallele a l’ensemble des matrices 
diagonales et passant par A. 
La solution si elle existe appartient a [A + B (0, r)] n 8 (S); il est facile 
d’adapter l’algorithme des projections successives. Soit 
Ak=A+Xk= Mk=MkDiag~(A+X’)MkT 
lamatrice Ck=MkDiagp(S)M k r realise le minimum de la distance entre A k 
et 8 (S). La projection de Ck sur le convexe compact A + B (0, r) est facile i 
obtenir; c’est A k+ r = A+Xk+‘=A+rDiagCk/I(diagCk112. On it&e ces 
dew projections successives. L’inter& dans cet algorithme est la conserva- 
tion Q priori de la norme de la solution. 
11 est clair que la suite {x”} p obtenue dbfinit un algorithme de descente 
pour f(x)= 811 p(A+riSij)-p(S)((& c’est-l-dire f(r”) >f(x”+‘). De fait cet 
algorithme n’est rien d’autre que la minimisation de f(x) sous la contrainte 
xEB=B(O,r)={x((lxll<r} p ar une mbthode de gradient projete. En effet, 
pour le gradient projete il vient: 
x ~+l=projS{Xn-~,vf(x”)}y 
avec pour projs y = (r/II y 11) y. L’algorithme precedent est obtenu lorsque le 
pas pn est constamment egal a 1. 
En utilisant la formule de Taylor a l’ordre 2, il vient 
= - Vf(xk)(xk’l- x”) - +f”(a)(xk+‘- Xk)(Xk+l- x”), 
Or xk+’ est la projection de xk - Vf(xk) sur le convexe forme par l’ensemble 
des matrices diagonales de norme inferieure a T. On sait (cf. Golstein [22, p. 
1231) que l’on peut caracteriser cette projection par 
(X k+l- 91x”-f(2) - 9) > IIP+l- 911; 
pour toute diagonale 9 de norme inferieure i r. En prenant 9 = xk, il vient 
- vf(Xk)(xk+l- ix”) > IIXk+l- x”II;. 
Soit 
K = supll f”(t)ll; 
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il vient 
Si K < 2, comme lim,A(k, k + 1) = 0 car f(xk) converge, cela implique 
klimmxk+l-xk=O. 
-+ 
11% k+l - xkll = Ilproj,[ Xk- Vf(P)] - XklJ 
or la suite des {x k} appartient au compact B, on peut done en extraire une 
sous suite convergente disons encore xk qui converge vers z d’ou 
projs[rk- Vf(Xk)] - x k converge vers proj, [ z - Vf (2) ] - z = 0 
d’apres la continuite de x+projs [x - Vf(x)]. 
PROPOSITION 9. Soit A tridiagonule symktrique ti diagonule nulle telle que 
ai_l,iZO, i-2,3 ,..., n, 
alum si 




1 ‘algurithme x”+l= projs[x”- Vf(x”)] produit une suite dent tous les points 
adhirents sont dRs points stationnuires de f. 
5. ESSAIS NUMERIQUES 
Nous avons fait de nombreuses experiences numeriques, aussi nous n’en 
presentons ici qu’une partie. Nous ne presenterons pas de r&hats numeri- 
ques sur les experiences me&es en faisant varier les constantes w dans Alg. 
1, et h et w dans Alg. 2; disons seulement que cela n’apporte pas de 
changements fondamentaux dans le comportement numerique de ces algo- 
ritbmes. Dans les essais suivants nous aurons w = 1 dans Alg. 1, o= 1 et 
A=O.l/(n” de l’iteration) dans Alg. 2. 
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TABLEAU 3 















Alg. 2 Alg. 3 Alg. 4 
0.280 0.280 0.280 
0.132 0.610 x 10-l 0.550 x lo- l 
0.179 0.427 X 10-l 0.408 X 10-l 
0.145x lo+’ 0.395 x 10-l 0.371 x 10-l 
0.128 0.372 x lo- ’ 0.336 x 10-l 
0.137x 10-z 0.339 x 10-l 0.292 x 10-l 
0.253x 10-5 0.115x10-’ 0.864 x 10-2 
0.669x lo-’ 0.386x 1O-2 0.351 x 1o-2 
TABLEAU 4 
4(x)=1-r,y(O)=y(l)=O 
No. Alg. 1 Alg. 2 Alg. 3 Alg. 4 
0 0.259 0.259 
5 0.279 0.392 x 10-2 
10 0.710x lo+1 0.282 x 1O-4 
15 0.113 x lo+3 0.384 x 10-5 
20 diverge 0.250 x 10-5 
25 0.377 x 10-4 
50 0.584 x 10-4 
80 0.345 x 10-B 
0.259 0.259 
0.423 x 10-l 0.371 x 10-l 
0.195 x 10-l 0.174x 10-l 
0.134x 10-l 0.120x 10-l 
0.106x 10-l 0.941 x 10-2 
0.891 x 1O-2 0.778 x lo-’ 
0.494x 10-2 0.422 x 1O-2 
0.322 x 1O-2 0.272 x 1O-2 
TABLEAU 5 
q(x)=l-x, y’(O)=O, y(l)=0 












0.156x 1O+3 0.402 
diverge 0.161 
0.948 x lo+’ 
0.196x 10-l 
0.145x 10-9 
en No. 60 
0.268 0.268 
0.466 x 10-l 0.551 x 10-l 
0.235 x lo- 1 0.408 x lo- 1 
0.185x 10-l 0.375 x lo- l 
0.161 x 10-l 0.136x 10-l 
0.140x 10-l 0.292 x 10-l 
0.573 x 10-2 0.863x 10-2 
0.148x lo-’ 0.351 x 10-2 
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TABLEAU 6 
9(x)=1-% y(O)=y’(O), y(l)=!/‘(l) 
No. Alg. 1 Alg. 2 Alg. 3 Alg. 4 
0 0.279 0.279 0.279 
5 0.519 0.210 0.609 x 10-l 
10 0.140x lo+2 0.314 0.426 x 10-l 
15 0.112x 10+3 0.647 0.394 x 10-l 
20 diverge 0.219x 10-r 0.371 x 10-r 
25 0.311 x 10-a 0.338x 10-r 
50 0.134 x 10-s 0.114 x 10-r 
80 0.157x 10-a 0.386 x 1O-2 
0.279 
0.398 x 10 - ’ 
0.208 x 10 - r 
0.164 x 10-r 
0.140x 10-l 
0.120x 10-r 
0.464 x 10-a 
0.118x 1O-2 
A la vue de ces resultats deux remarques au moins s’imposent. La plus 
importante est que pour I’approximation initiale choisie l’algorithme Alg. 1 
diverge i chaque fois tandis que les autres convergent; cela corrobore une 
remarque deja faite. 
La seconde remarque consiste en l’opposition entre d’une part les dew 
algorithmes de minimisation Alg. 3 et Alg. 4 et d’autre part l’algorithme de 
Newton Alg. 2. Alg. 3 et Alg. 4 donnent des resultats tres similaires avec un 
tres leger avantage pour Alg. 4. Mais pour ces dew m&odes la convergence 
bien que tres reguliere est aussi t&s lente; on n’arrive pas en 80 iterations a 
depasser le seuil d’une erreur relative en 10W3, ce qui dans notre cas assure 
10% d’erreur sur la plus petite composante et 0.25% d’erreur sur la plus 
grande composante du spectre vise. Par contre Alg. 2 donne a chaque fois 
une erreur relative de l’ordre de lo-‘, ce qui assure sept chiffres caractbris- 
tiques exacts pour toutes les composantes du spectre vise. 
La regularite des algorithmes 3 et 4 et la rapidite de l’algorithme de 
Newton incite a Studier un algorithme pour le probleme inverse des valeurs 
propres qui aurait ces dew excellentes prop&&. 
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