In this paper we are going to prove among some other results the following statement which is stronger then Erickson's.
Theorem.
(
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Proofs
Using the theory of Banach algebras we provide a proof of the theorem in the case x < oo. This method of proving the theorem for this special case will be given because of its brevity. It is not possible to use the same method when x is infinite and we therefore give a proof of this case using the Fourier representation of Ln. (This proof also applies to the case t <cc.) However, before starting we need some definitions and lemmas. 
Clearly this implies -u[t]E Hn since -(1/m([t])) e H. The converse statement (-u[t]
,e = > 1-F(n) e RVSI1) will be proved at the end of this section. We remark that the renewal theorem of Kolmogorov (for the case I < 0) can be proved easily using Wiener's theorem. Using the same method we can also prove a second-order asymptotic result for the case a > 1. -F(nw)) dw cos Op dp. (1-F(nw)) dw cos Op dp We shall first provide the proof of (a) and (b') since the proof of (c') is lengthy and rather technical. 
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