Abstract: We focus on constructing the domi-join model by doing the join operation based on two smallest dominating sets of two network models and analysis the properties of domi-join model, such as power law distribution, small world. Besides, we will import two class of edge-bound growing network models to explain the process of domi-join model. Then we compute the average degree, clustering coefficient, power law distribution of the domi-join model. Finally, we discuss an impressive method for cutting down redundant operation of domi-join model.
Introduction
Scale-free networks are studied intensively after the famous paper due to Barabási and Albert [1] , through the collective efforts of many researchers, it has been cataloged an impressive list of real application networks, including communication networks, social networks, biological networks, telephone call networks, mail networks and so on [2] [3] [4] . In last few years, much attention has been focused on researching network model by computing some parameters, such as the average degree, power law distribution, small world. However, most of previous studies on different kinds of networks have related that the dynamic processes crucially depend on topology structure of the network models [5] [6] [7] [8] [9] [10] .
Multiple networks, very often, are the results of some simple networks under certain mechanism rules, also, the composite networks. It is worth to study the description of those composite networks, and pose properties of those composite networks. It was pointed out that the composition of networks has been widely applied in real life, for example, cultural composition [11] , harmony search algorithm [12] , algorithm aspects of domination in graphs [13] , fast distributed network decomposition and covers [14] and multiple neural networks [15] and so on. In literature [16] , the authors gave a comprehensive study of conditional diagnose ability of matching composition networks including triangle-free networks as well as networks containing triangles. Their approach uses the recent advancements that enable researchers to gain important insight in the area. These real phenomenon
Network model obtained from domi-join algorithm
Let N i (t) for i = 1, 2 be connected network models. For the purpose of clarity, we employ the notations V i (t) and E i (t) to represent the vertex and the edge sets of N i (t) for i = 1, 2, respectively. A non-empty subset S i of the vertex set V i (t) is called a dominating set if every vertex of the model N i (t) is in S i or is joined with some vertex of S i by an edge. We use the short hand d(x, y) to indicate the distance between two vertices x, y in a network. In other words, for any vertex v ∈ V i (t) for i = 1, 2, a dominating set S i of N i (t) holds 0 ≤ d(u, v) ≤ 1 for some u ∈ S i . From the economy point of view, one prefer to choose a smallest dominating set D i (t) of the model N i (t), that is, the cardinality of the dominating set D i (t) is not greater than the cardinality of any dominating set of N i (t) for i = 1, 2. For simplicity, the notation |X| indicates the cardinality of a set X hereafter. Now, we are ready to construct our network model N D (t) obtained by the domi-join operation based on two smallest dominating sets of two network models N 1 (t) and N 2 (t). The procedure of constructing N D (t) is an iterative algorithm under the domi-join operation, also, called domi-join algorithm.
Algorithm 1 Domi-join algorithm
Initialization. At initial time step t = 0, we have two network models N i (0) having their smallest dominating sets D i (0) for i = 1, 2 as introduced above.
Domi-join Operation:
To D 1 (0) and D 2 (0), join each vertex u ∈ D 1 (t) with every vertex v ∈ D 2 (t) by an edge. At t = 0, do the domi-join operation, the resulting network model is denoted as N D (0).
Iteration. At time step t, we do the domi-join operation by joining every vertex u of a dominating set D 1 (t) of N 1 (t) with each vertex v of a dominating set D 2 (t) of N 2 (t) by an edge. The resulting network model is just the desired network model N D (t).
We, sometimes, write
to denote the network model after doing the domi-join algorithm. We, also, call N D (t) the domi-join model in the following discussion.
Determining dominating sets. In a network, a vertex is called a leaf of the network if it has a unique neighbor. The concept of dominating set has been mentioned in literature, we will use spanning trees to determine particular dominating sets of complex networks, that is the Maximum Leaf Spanning trees (MLS-trees) of complex networks. It has been known that a connected dominating set is a fundamental problem in connected facility location and studied intensively in computer science and operations as well as logistics networks. As usually, the notation T M (t) is a representative of MLS-trees of domi-join model N D (t), and we employ symbol L(T M (t)) to express the set of leaves of T M (t). Each minimal connected dominating set S of N D (t) is related with a MLS-tree T M (t) such that |N D (t)| = |S| + |L(T M (t))| shown in [21] . Clearly, S = V (H), where H is the graph obtained by removing all leaves of T M (t). In general, the complex of finding MLS-trees of a network having N vertices is O(1.8 N ) proven in [22] . It indicates that finding MLS-trees of networks is not relax, even very horrible. However, one may find some MLS-trees of sparse networks in polynomial item.
Properties of the domi-join model
In this subsection we discuss the topology of the domi-join model obtained by conducting domijoin algorithm to validate the power law distribution, average degree, small-world feature etc.
1. Power law distribution. Suppose that N i (t) has the probability P i (k) that is a new vertex joined with k old vertices for i = 1, 2. So, the domi-join model
is produced by N 1 (t) and N 2 (t), that is. If N 1 (t) and N 2 (t) both obeys the power law distribution, that is,
As t approaches to infinity, we assume that the cardinality of the dominating set D i (t) approximates to
for i = 1, 2, then we obtain the number of edges of the model N D (t)
where the notation k i denotes the average degree of N i (t) for i = 1, 2. Successively, we can obtain the average degree of the model N D (t)
where β =
The last term in the form (2) indicates that the relation between the cardinality of vertices and edges of N D (t) is nonlinear. Besides, in Figure 1 , we can also find that k D does not approaches to a fixed constant, while it always increase as times go on. So, N D (t) is not a sparse network model in some cases. But for example, a particular case N 1 (t) = N 2 (t) may occurs, which shows
By the result of [20] in which: All scale-free graphs are sparse, while spareness is a property which is regularly exploited in data storage and algorithms. But our domi-join model N D (t) is not sparse. 3. Small-world. The small-world feature depicts the fact that there is a relatively short distance between most pairs of vertices in real-life networks. The distance d(u, v) between two vertices u and v is the least number of edges to get from one vertex to another. The longest shortest path between all pairs of vertices is called the diameter of N D (t), which is one of the most important evaluation indexes because it characterizes the maximum communication delay in a network. Small-world is consistent with the concept of small-world network and it is easy to see the diameter of network model
Based on the above argument, we can see that the topological structure of N D (t) is not linear combinatorics of the topological structure of N 1 (t) and N 2 (t) .
An example of domi-join model
To show an example of our domi-join model, we utilize two network models, one is the BGNmodel appeared in [23] , another with one has been discussed in [24] .
Two models
First, we state the BGN-model is denoted by N 1 (t). Based on the initial network model N 1 (0), and do the adding operation: Add m (≥ 1) new vertices x 1 , x 2 , . . . , x m for every bound edge of N 1 (t − 1), and join x j with u and v for j = 1, 2, . . . , m, and then select new edges ux s and vx s as the new bound edges for s = 1, 2, . . . , r(1 ≤ r ≤ m). The resulting network model is denoted as N 1 (t), we called it the bound-growing network model (BGN-model). And write |V 1 (t)| and |E 1 (t)| the vertex-number and the edge-number of N 1 (t) at time step t ≥ 0 respectively, and moreover X 1 (t), Y 1 (t) as the sets of vertices and edges newly added into N 1 (t − 1) , respectively. In the following, we take r = 1 to illustrate our domi-join model for the convenience of description. We can compute that the numbers of vertices and edges of N 1 (t) as follows :
At time step k = 1, 2, . . . , t, the cardinality of the set X 1 (k) of vertices newly added into
According to the generate mechanism of N 1 (t), after our analysis, we know that the smallest dominating set
The second network model N 2 (t) introduced in [24] can be constructed as follows.
(1) Take a connected network model N 2 (0) having two vertices and an edge that join these two vertices, so N 2 (0) has its own vertex number |V 2 (0)| = 2 and edge number |E 2 (0)| = 1.
(2) At first time step, add a new vertex w to each edge uv of N 2 (0), and join w with two ends u and v of the edge uv, which produces two new edges wu and wv.
(3) To obtain N 2 (t) for t ≥ 1, we add a new vertex z to each edge xy of N 2 (t − 1), and join z with two ends x and y of the edge xy, which produces two new edges zx and zy. So the resulting network model is just N 2 (t).
We can calculate the numbers of vertices and edges of N 2 (t), respectively as follows
For s = 1, 2, . . . , t, the set X 2 (s) of vertices newly added to N 2 (s − 1) has its own cardinality |X 2 (s)| = 3 s−1 . Due to the construction of N 2 (t), the number of the smallest dominating set D 2 (t) of V 2 (t) is just equal to |V 2 (t − 2)|. The cardinality of the smallest dominating set D 2 (t) of N 2 (t) is equal to |D 2 (t)| = 2 +
where k i is the average degree of N i (t) for i = 1, 2. As t approaches to infinity, k D approaches to infinity, it indicates that the edge number of N D (t) is not linear with the vertex number of N D (t).
The domi-join model is hierarchical
The clustering coefficient of a network is the average of the local clustering coefficient over all vertices in the network. The clustering coefficient of a vertices in a network measures how many pairs of its neighbors are directly connected. By the above definitions, the clustering coefficient C i of a vertex i is defined as the ratio of the number of edges e i that actually exist among the k i neighbors of the vertex i and its maximum possible value k i (k i − 1)/2. So,
] is the clustering coefficient of the vertex i. The clustering coefficient c D of the whole network is the average of all individual C i 's. Generally, in our network model N D (t), the clustering coefficients of vertices of degree k are not always the same.
We will estimate in the following. For a vertex z i,j enters into the network model N i (j) with i = 1, 2 at time step j, we write k(z i,j , N i (t)) for representing the degree of the vertex z i,j in N i (t) for i = 1, 2, and let E z i,j denote the set of edges among the neighbors of vertex z i,j in N D (t).
Case A. For time step t, we first analysis the vertex w enter into the network model N i (t) for i = 1, 2. If the w is not the end of any bound edge of N 1 (k + 1) for the vertex enter into the network model N 1 (k). Then the degree k(w, N D (t)) = 2 in N D (t). We use the notation E w to denote the set of edges among the neighbors of the vertex w, according to the construction of N D (t). Therefore, the set E w of edges among the neighbors of the vertex w has one element. Hence, the coefficient clustering of the vertex w is
Case B. C(w, N i (t)) is denoted the clustering coefficient of a vertex w of N i (t) for i = 1, 2. We have two cases: (1) two edges z 1,j u and z 1,j v are selected as the bound edges of N 1 (j + 1); (2)vertices enter into the network model in N 2 (j).
Subcase B.1 The vertex z 1,j is the end of a bound edge belonging to N 1 (j+1), and k(z 1,j , N 1 (t)) = 2 + 2m(t − j), the number of the dominating set D 2 (t) of N 2 (t) is equal to 2 +
. Thereby, the vertex z 1,j has its own degree k(z 1,j 
And E z 1,j contains [2 + 2m(t − j) + |D 2 (t)|] edges. The coefficient clustering of the vertex z 1,j can be estimated as
.
Subcase B.2
The vertex z 2,j enters into the network model N 2 (j) at time step j, and k(z 2,j , N 2 (t)) = 2 t−j , the number of the dominating set D 1 (t) of N 1 (t) is equal to is equal to |V 1 (0)|+|E 1 (0)|(2 t−2 −1). Furthermore, the vertex z 2,j has its own degree k(z 2,j , N D (t)) = 2 t−j + |D 1 (t)| in N D (t) at time step t, and E z 2,j contains 2 t−j + |D 1 (t)| edges. The coefficient clustering of the vertex z 2,j can be estimated below
. 0 , N D (t) ) .
Subcase C.2 Notice the initial network model N 2 (0) have two vertices which the degree equal to 1. It indicates that the two vertices have the same status. So we only select one of them to compute its clustering coefficient. The degree of the vertex k(u 2,0 , N 2 (0)) = 1, we write its degree by k(u 2,0 , N 2 (t)) at time step t in N 2 (t), We discuss the vertex u 2,0 in network model N 2 (t). Then the vertex u 2,0 in N 2 (t) has its degree k(u 2,0 , N 2 (t)) = 2 t , the degree of the vertex k(u 2,0 , N D (t)) = 2 t + |D 1 (t)|. E u 2,0 have 2 t + |D 1 (t)| edges. The coefficient clustering of the vertex u 2,0 can be estimated as 0 , N D (t) ) .
According to the principle shown in the article [25] , our measurement indicates that the network model N D (t) obeies the scaling law C(k) ∼ k −1 , also, N D (t) is hierarchical. This phenomenon shows that the operation between two network models have a similar with the actor network, language network, the internet and so on.
Combining the above analysis, we can obtain the average clustering coefficient c D of the domi-join model at time step t. It is computed as follow that
where the sum runs over all the vertices. In the infinite network order limit N D (t) → ∞, c D converges to a nonzero value c D = 0.8, the average clustering coefficient of the domi-join model is very high. In other words, the average clustering coefficient means that the domi-join model N D (t) has higher clustering distribution.
Distribution
We will prove that the scale-free behavior of the model N D (t) may not be as the same as the structure of the initial network model N D (0). Let n k (d) be the number of vertices having degree d in N D (t). The notation k(u, N D (i)) denotes the number of the edges that have the end u in the network model N D (i) at time step i. It is not hard to obtain the degree spectrum of N D (t) as: the number of degree d = 2, 2 + 2m, 2 + 4m + |D 2 (t)|, . . . , 2 + 2m(t − j) + |D 2 (t)|, . . . ,
Notice the discreteness of the degree spectrum. We are motivated from the degree distribution shown in [23] and compute a new cumulative distribution here. For 0 < τ < t − 2, we can calculate that the probability
We have
It means that domi-join model N D (t) is scale-free.
which shows that domi-join model N D (t) obeys an exponential distribution. Combining above two cases, we conclude that the model N D (t) is scale-free. We compute the vertex cumulative distribution
which shows that domi-join model N D (t) obeys an power law distribution. Combining above two cases, we conclude that the model N D (t) is scale-free. We compute the edge cumulative distribution.
It indicates that the edge accumulative distribution of N D (t) does not obey power law distribution. When t approaches to infinity, the equation approximates to infinity.
Conclusion and discussion
In practice, we can find that we do not need to do the domi-join operation to the dominating set D i (t) of N i (t) for i = 1, 2 through our experiments. The reason is that doing the domi-join operation to D i (t − l)(0 ≤ l ≤ t) also ensures the domi-join model connectivity. It means that we not only take the D i (0) but also use D i (t − l) doing the domi-join operation. Through revising the value of l, we can guarantee the domi-join model connectivity. This method can help us to cut down the operation times. Besides, we can find that adjusting dominating set has no effects on the hierarchy of domi-join model because the network N i (t) is hierarchical. The diameter of domi-join model is the same, no matter what we do join operation whether to D i (0) or to D i (t) for i = 1, 2, namely, Diam(N D (t)) = Diam(N 1 (t)) + Diam(N 2 (t)) + 1. When the dominating set is large, we can adjust the value of l to transform the dominating set D i (t − l) to do domi-join operation and then adjust the clustering coefficient of domi-join model N D (t), Besides, P D cum (k) obeys power law distribution, this fact means that P D cum (k) have no relation with the dominating set D i (t − l). P D cum (k) merely associated with the topological structure of network model N i (t) for i = 1, 2. We also find that P D cum (k) obey the power law distribution, while the P D ecum (k) not obey the scaling law. What cause the results it need more inquiry. The generate mechanisms it doesn't clarity, I conjecture the reason is the average degree lead to P D ecum (k) that does not obey the scaling law. As a further research, we analysis which elements bring about this phenomenon.
We build up the domi-join model by doing the domi-join operation, and show the properties of the domi-join model. Thus, we analysis the topological structure of domi-join model, for example, the power law distribution, average degree and small-world behavior. Besides, we provide an example for explaining the domi-join operation of two network models and compute its average degree, clustering coefficient and validate its power law distribution. This behavior inspires us to study network composition and enlighten us to apply graph theory in logistic management.
