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AABB Axis Aligned Bounding Box (achsparallele BB) 
AR Augmented Reality (erweiterte Realität) 
A.R.T. Advanced Realtime Tracking (Hersteller optischer Trackingsysteme) 
BB Bounding Box (objektumschließender Quader) 
BFC Back Face Culling (Ermittlung der Sichtbarkeit bzgl. Ausrichtung zur Kamera) 
BS Bounding Sphere (objektumschließende Kugel) 
BSP Binary Space Partition (spezielles Raumunterteilungsverfahren) 
BV Bounding Volume (objektumschließendes, i.d.R. einfacheres Volumen) 
BVH Bound Volume Hierarchie 
cw clockwise (im Uhrzeigersinn) 
ccw counter clockwise (entgegen dem Uhrzeigersinn) 
DOF Degrees of Freedom - Freiheitsgrade für die Bewegung von Objekten 
(E)KF (Erweiterter) Kalman Filter 
EVS Exact Visible Set (Menge der sichtbaren Elemente) 
FC Frustum Culling (Ermittlung der Sichtbarkeit bzgl. des Sichtvolumens) 
FPS Frames per Second (Bilder pro Sekunde) 
GPU Graphics Processing Unit (Prozessor der Grafikkarte) 
HSR Hidden Surface Removal (Entfernen verdeckter Flächen) 
HW Hardware (hier meist ein Verfahren, welches durch die GPU ausgeführt wird) 
ICP Iterative Closest Point (Verfahren zur Registrierung von Punktwolken) 
KOS Koordinatensystem 
LOD Level Of Detail (Verwendung vereinfachter Geometrie) 
MT Multithreaded (parallel / nebenläufig) 
OB Occlusion-Buffer (Tiefenpuffer des OC) 
OC Occlusion Culling (Verfahren zur Verdeckungsermittlung von Objekten) 
ODE Open Dynamics Engine (freie Physikbibliothek) 
OOBB Object Oriented Bounding Box (am Objekt orientierte BB) 
PEG PCI Express for Graphics (Bus für die Anbindung von Grafikkarten) 
PVS Potentially Visible Set (Obermenge der sichtbaren Elemente) 
SW Software (hier meist ein Verfahren, welches durch die CPU ausgeführt wird) 
VBO Vertex Buffer Object (Verfahren zur Datenspeicherung auf der Grafikkarte) 
VR Virtual Reality (Virtuelle Realität) 
VRML Spezifikation zur Speicherung von dreidimensionalen Modellen 
 vii 
GLOSSAR 
Avatar virtueller Charakter, Menschmodell 
Billboard ein stets zur Kamera ausgerichtetes Polygon (oder Ebene aus mehreren P.) 
Body definierte Anordnung v. Markern zum Erfassen v. Bewegungen mit 6 DOF 
Culling Verfahren zur Auslese von Elementen bzgl. spezieller Eigenschaften 
Eulerwinkel beschreiben die Orientierung durch Rotation um die X-, Y- und Z-Achse 
Frame Einzelbild einer Animation bzw. Bildfolge 
Framerate bezeichnet die Soll- oder Ist-Anzahl Bilder (Frames) pro Sekunde (FPS) 
Frustum Sichtvolumen für die aktuelle Betrachterposition (Pyramidenstumpf) 
Histogramm Häufigkeitsverteilung der Pixeldaten (Farben) eines 2D-Bildes 
Latenz Verzögerungszeit zwischen Realdaten und Verarbeitungsprozess 
Leisten vereinfachte Form eines Fußes; Rohform für die Herstellung eines Schuhs 
Loopback Schnittstelle für lokale TCP/IP-Verbindungen 
Marker passives oder aktives Element als Messpunkt für optisches Tracking 
Mesh Verbund aus beliebig vielen, meist gleichartigen, Primitiven 
Multicore Prozessor mit mindestens zwei Kernen 
Occlusion beschreibt die Verdeckung von Objekten bzw. den Test darauf 
Octree spezielles Raumunterteilungsverfahren 
Overdraw Index für die Anzahl der Schreibvorgänge für ein Pixel 
Primitiv elementares graphisches Element (Linie, Punkt, Polygon) 
Quaternion Vektor aus 4 Werten zur Beschreibung einer Orientierung 
Rendern Berechnen eines Bildes bzw. einer kompletten Bildfolge 
Taktrate bez. die Soll- bzw. Ist-Anzahl Occlusion-Tests pro Sek. (für alle Objekte) 
Target einzelner Marker oder Body zur Erfassung mittels des optischen Trackings 
Thread Programm-Ausführungsstrang, welcher nebenläufige Verarbeitung erlaubt 
VSync Synchronisation des Bildaufbaus der Grafikkarte und des Ausgabegerätes 







Computergenerierte dreidimensionale Darstellungen sind aus unserem Alltag nicht mehr 
wegzudenken. Sie kommen in allen Lebensbereichen sowohl als statisches Bild oder 
Plakat als auch in animierter Form als Werbefilm oder gar als ganzer Kinofilm zum 
Einsatz. Die vorliegende Arbeit befasst sich weniger mit der Erstellung von 
photorealistischen Bildern oder Filmen, sondern vielmehr mit der dreidimensionalen 
Echtzeitvisualisierung. Bei diesem Einsatzgebiet ist die visuelle Qualität nicht das 
alleinige Qualitätskriterium. Während bei Bildern und Filmen die zum Rendern benötigte 
Zeit eher eine untergeordnete Rolle spielt und größtmöglicher Wert auf das 
Erscheinungsbild gelegt wird, kommt bei Echtzeitvisualisierungen der Dauer zum 
Erzeugen der visuellen Ausgabe mindestens genauso große Bedeutung zu. Das 
Einsatzgebiet ist dabei recht breit gefächert und erstreckt sich von einfachen 
Statusanzeigen, komplexen Prozesssteuerungen über wissenschaftliche Simulationen bis 
hin zu den unterschiedlichsten Anwendungen im Bereich der Unterhaltungsindustrie. Ein 
Beispiel sind Computerspiele. Sie besitzen eine nicht zu unterschätzende kommerzielle 
Bedeutung und repräsentieren somit einen treibenden Faktor für die Weiterentwicklung 
graphischer Hard- und Software. Bei der Visualisierung im Rahmen eines Computerspiels 
müssen hier mögliche Nutzeraktionen berücksichtigt werden. Da eine solche Aktion eine 
Veränderung des zugrundeliegenden Modells bewirkt, muss die Darstellung hinreichend 
schnell aktualisiert werden, um das Interesse des Spielers aufrecht zu erhalten. Es hat sich 
gezeigt, dass mindestens alle 50 ms eine Aktualisierung der visuellen Ausgabe erfolgen 
sollte. Das entspricht 20 Bildern pro Sekunde (frames per second = fps). 
Für die schnelle Visualisierung großer Modelle werden sogenannte Echtzeit-
Visualisierungsverfahren (real time rendering techniques) eingesetzt. Diese basieren 
überwiegend auf dem Prinzip, durch frühzeitiges Entfernen nicht relevanter Daten die 
Verarbeitungsgeschwindigkeit zu erhöhen. Durch sogenanntes Frustum-Culling können 
Objekte, die sich nicht im Blickfeld des Betrachters befinden, erkannt und von der 
weiteren Bearbeitung ausgeschlossen werden. In nachfolgenden Schritten werden durch 
sogenanntes Occlusion-Culling Objekte detektiert, die aus dem Blickwinkel des 
Betrachters aufgrund von Verdeckungen durch andere Objekte nicht sichtbar sind. 
Bei der Interaktion im Rahmen eines gegenwärtig üblichen Computerspiels werden 
Aktionen des Spielers im Allgemeinen über ein spezielles Eingabegerät (Controller) 
ausgelöst. Hiermit liegt ein Sonderfall der Interaktion mit virtuellen Umgebungen vor, da 
die eigentlichen Bewegungen des Nutzers ignoriert werden können. Bei vielen anderen 
Anwendungen spielen die Bewegungen des Nutzers dagegen eine entscheidende Rolle. 
Dies trifft etwa auf eine Arbeits- oder Sportsimulation zu. In diesen Anwendungen 
müssen die Bewegungen des Nutzers erfasst und bei der Berechnung des aktuellen 
Zustandes der virtuellen Welt (Simulation) mit berücksichtigt werden. Für die 
Bewegungserfassung werden sogenannte Trackingsysteme eingesetzt, die den Aufbau 
eines Visualisierungssystems deutlich komplexer gestalten. Mit der Anzahl der 
Systemkomponenten (z.B. Trackingsystem, Beamer, Rechner) steigt die Trägheit 




Ein weiterer wichtiger Aspekt bei der Interaktion mit virtuellen Umgebungen ist die 
Natürlichkeit (Intuitivität) der Benutzeroberfläche. Es ist unvermeidbar, dass der Benutzer 
für die Bedienung des Systems seine Absichten auf die Möglichkeiten der Eingabegeräte 
abbildet. Die Effektivität bei der Benutzung wird jedoch davon abhängen wie komplex 
dieser Abbildungsprozess gestaltet ist. Deshalb wird durch eine möglichst direkte 
Umsetzung der Benutzerbewegungen in Systembefehle eine höchstmögliche Effektivität 
im Umgang mit dem System erzielt. 
Die vorliegende Arbeit befasst sich mit drei wesentlichen Aspekten der 
Echtzeitinteraktion mit virtuellen Umgebungen: der Echtzeitvisualisierung großer 
Modelle, der Echtzeitverarbeitung von Bewegungsdaten und der effektiven Gestaltung 
der Benutzerschnittstelle. 
In Kapitel 2 werden Beiträge zur Echtzeitvisualisierung virtueller Welten geleistet. 
Insbesondere wird ein Occlusion-Culling-Verfahren vorgestellt, welches parallel zum 
Visualisierungsprozess abläuft und deutlich genauer arbeitet als vergleichbare Verfahren, 
die in den Darstellungsprozess integriert sind.  
Die Verdeckung wird nicht mit Hilfe der Grafikhardware ermittelt, sondern durch 
Ausnutzung der inzwischen etablierten Multicore-Prozessoren. Durch ein komplett in 
Software (auf der CPU) ablaufendes Occlusion-Culling wird der Einfluss auf den 
Visualisierungsprozess auf ein Minimum reduziert. Zu diesem Zweck wird die komplette 
Szene, ähnlich dem Darstellungsprozess auf der Grafikkarte, in den diskreten Bildraum 
transformiert. Der entwickelte Software-Renderer verarbeitet nur die für die Feststellung 
der Verdeckung notwendigen Informationen. Aspekte wie Beleuchtung und Texturierung 
werden ignoriert. Darüber hinaus wird die Scankonvertierung zur Erhöhung der 
Verarbeitungsgeschwindigkeit modifiziert. Dabei werden spezielle Eigenschaften der 
Objekte (Größe, Komplexität) berücksichtigt. Durch Ausnutzung räumlicher und 
zeitlicher Kohärenzen werden weitere Berechnungen eingespart. Nicht alle Schritte zur 
Verdeckungsermittlung müssen für jedes Pixel oder für jeden dargestellten Frame 
ausgeführt werden. Die eingesparte Zeit kann im Folgenden genutzt werden, um die 
Genauigkeit der Berechnungen zu erhöhen. Dies wird dadurch erreicht, dass die 
Sichtbarkeit nicht, wie bei hardwarebasierten Verfahren, direkt nach dem 
Scankonvertieren entschieden wird, sondern erst nachdem alle Objekte verarbeitet 
wurden. Die Entscheidung basiert dabei auf der Auswertung eines Histogramms der 
Objekthäufigkeiten im fertigen Bild. Trotz des Mehraufwandes kann dadurch eine 
Verbesserung der Leistung des Visualisierungsprozesses erreicht werden. 
Neben den eigentlichen Verfahren zur Feststellung der sichtbaren Objekte muss bei 
nebenläufiger Bearbeitung auch eine passende Synchronisation der benötigten Daten 
erfolgen. Damit dadurch keine Wartezeiten entstehen, werden alle Daten durch geeignete 
Strukturen verwaltet. Insbesondere für die Verdeckungsberechnungen von Zusatzobjekten 
durch asynchrone Anfragen von externen Modulen wurde die Möglichkeit geschaffen, 
diese zu jedem Zeitpunkt und ohne Wartezeiten durchführen zu können. Zu diesem 
Zweck werden alle dafür benötigten Daten, insbesondere der Occlusion-Buffer, doppelt 





Das vorgestellte Verfahren erreicht in allen untersuchten Fällen eine Leistungssteigerung 
gegenüber der Visualisierung ohne Occlusion-Culling. Dies ist hervorzuheben, da die 
Visualisierungsgeschwindigkeit bei Verwendung eines nicht-parallelen Verfahrens im 
ungünstigsten Fall deutlich langsamer ist als die Darstellung ohne Occlusion-Culling. 
Auch im Vergleich zum Hardware-Occlusion-Culling kann die Darstellungs-
geschwindigkeit gesteigert werden, da das Culling nicht von der Graphics Processing Unit 
(GPU) berechnet werden muss und diese somit die gesamte Rechenleistung der 
Visualisierung zur Verfügung stellen kann. 
Existierende Occlusion-Culling-Verfahren sind häufig für die Anwendung auf speziellen 
Daten zugeschnitten und die zu visualisierenden Daten müssen in einem aufwändigen 
Vorverarbeitungsschritt für das Verfahren optimiert werden. Das Ziel bei der 
Entwicklung der vorgestellten Software war jedoch die schnelle Visualisierung beliebiger 
Daten, ohne zeitraubende Vorverarbeitung. Dies erlaubt den Einsatz für schnelle 
Vorschauansichten. Weiterhin arbeitet das Verfahren auf einem einzelnen Rechner mit 
Multicore-Prozessor. Weitere spezialisierte Hardware, wie beispielsweise eine zweite 
Grafikkarte oder ein separater Rechner ist nicht notwendig. Dadurch eignet sich die 
entwickelte Software insbesondere auch für die Visualisierung auf Notebook-Rechnern. 
Es wird ein Verfahren zur Analyse von Bildfehlern vorgeschlagen, welches es erlaubt die 
Qualität der visuellen Ausgabe anhand eines einzigen Fehlerwertes zu beurteilen. Dieser 
Fehlerwert berücksichtigt sowohl die „Fehler“ im Bild, die durch ein aggressives Culling 
entstehen als auch die erreichte Framerate bei der Darstellung. Dies stellt eine 
Verbesserung gegenüber den Verfahren dar, welche zur Bewertung der Ausgabequalität 
versuchen, die Anzahl der Pixelfehler gegen die erreichte Framerate abzuwägen, wobei 
überwiegend subjektive Kriterien herangezogen werden. Das neue Verfahren hingegen 
erlaubt eine objektive Bewertung, da nicht mehr zwei unterschiedliche Werte in ihrer 
Bedeutung gegeneinander abgewogen werden müssen. 
Mit Hilfe der vorgeschlagenen Fehlerfunktion kann auch über die Eignung eines 
bestimmten Occlusion-Culling-Verfahrens für spezielle Formen von Ausgangsdaten 
entschieden werden. Darüber hinaus können auch ähnliche Realtime-Rendering-
Techniken, wie zum Beispiel Level-Of-Detail-Verfahren (LOD) mittels eines einzigen 
Wertes bewertet werden. 
Der Schwerpunkt des dritten Kapitels dieser Arbeit ist die Erfassung und Verarbeitung 
von schnellen Bewegungen zur Realisierung von Echtzeitinteraktionen. Dies wird am 
Beispiel der entwickelten immersiven Tischtennissimulation näher erläutert. Hier kann 
der Nutzer mittels eines realen Schlägers in Verbindung mit optischem Infrarottracking 
vor einer Rückprojektionswand in einer virtuellen Umgebung Tischtennis spielen. Die 
Anforderungen einer solchen Anwendung beinhalten ein direktes visuelles Feedback auf 
die schnellen Bewegungen des Nutzers, welche im Bereich bis ca. 10 m/s liegen. Es ist 
leicht nachzuvollziehen, dass Verzögerungen, die durch die Verarbeitung der Daten 
entstehen, zu deutlichem Fehlerverhalten bei der Verarbeitung der Schlägerposition 
führen. Bei der angegebenen Bewegungsgeschwindigkeit liegt der Fehler bei 10 cm pro 





Zunächst wird die Funktionsweise der Tischtennissimulation in einigen wichtigen Details 
erläutert. Dazu gehören beispielsweise die Realisierung der Physiksimulation und die 
Simulation eines virtuellen Gegenspielers. Dessen Bewegungen werden synthetisch 
generiert. Der dadurch entstehende hohe Berechnungsaufwand wird auf einen separaten 
Rechner über eine Netzwerkverbindung ausgelagert, um die eigentliche Visualisierung 
nicht zu beeinträchtigen. Die Netzwerklast ist gering, da lediglich die Gelenkwinkel 
übertragen werden müssen. 
Im zweiten Teil des Kapitels wird zunächst die Latenz des Gesamtsystems untersucht, 
welche sich im Wesentlichen aus der Summe der Latenzen der drei Hauptkomponenten 
ergibt. Diese Komponenten sind das Tracking, der Projektor und die eigentliche 
Simulation. Für das verwendete Trackingsystem liegt das Messprotokoll des Herstellers 
vor, aus welchem eine Latenz von ca. 20 ms hervorgeht. Zur Bestimmung der Latenz des 
Projektors wurde ein spezieller Versuchsaufbau entwickelt. Die durchgeführten 
Messungen ergaben eine Abschätzung dieses Faktors mit ca. 15 ms. Für die Simulation 
konnte ein Latenzwert von ca. 5 ms ermittelt werden. Aufgrund der asynchronen 
Verarbeitung muss zusätzlich das Alter der Daten beachtet werden. Die Gesamtlatenz 
besteht somit aus einem konstanten und einem variablen Anteil. Mit den so ermittelten 
Informationen lässt sich die Latenz während der Simulation mit 40 bis 60 ms abschätzen. 
In einem weiteren Versuchsaufbau wurde die reale Gesamtlatenz ermittelt. Es konnten 
Werte zwischen 43 und 60 ms nachgewiesen werden. 
Unter der Voraussetzung, dass die Gesamtlatenz berechnet werden kann, ist es nun 
möglich auf der Basis eines geeigneten Bewegungsmodells eine Vorhersage der 
Bewegung zu berechnen. Im letzten Teil des Kapitels werden mögliche Bewegungs-
modelle analysiert und auf deren Eignung für die Tischtennissimulation hin untersucht. 
Die Vorhersage der Orientierung erfolgt auf der Grundlage eines extrapolierten 
Kurvenverlaufes im Raum der Einheitsquaternionen. Dabei wurden drei in Quaternionen 
konvertierte Orientierungsdaten als Kontrollpunkte einer Bézier-ähnlichen Kurven-
konstruktion herangezogen. Für die Vorhersage der Positionsdaten werden verschiedene 
Verfahren vorgestellt. Neben einer auf einem Parabelverlauf basierenden Prädiktion wird 
alternativ eine Kreisbahnvorhersage diskutiert. Es wird gezeigt, welches Verhalten beide 
Verfahren aufweisen und deren Vor- und Nachteile erläutert. Die besten Ergebnisse zeigt 
dann ein drittes Verfahren, welches die Bahnkurven der Parabel und die der 
Kreisbewegung kombiniert. In Verbindung mit der Behandlung von Sonderfällen kann 
somit eine Vorhersage bis zu einer Bewegungsgeschwindigkeit des Schlägers von ca. 8 
m/s ermöglicht werden. Die Spielbarkeit der Tischtennissimulation konnte dadurch 
entscheidend verbessert werden. 
In Kapitel 4 werden Techniken zur Realisierung einer intuitiven Interaktion zwischen 
Nutzer und Visualisierungssystem vorgestellt. Die entwickelten Verfahren werden im 
Rahmen einer Applikation für virtuelles Schuhdesign näher beschrieben. Das 
Schuhdesign ist ein künstlerischer Prozess. Der Designer zeichnet seine Ideen direkt auf 
einen Schuh-Leisten. Dabei werden sowohl Lederteile als auch Ziernähte durch Linien 
repräsentiert. Zusätzliche Anmerkungen legen fest, welche Materialien zum Einsatz 
kommen sollen. Die nachfolgende technische Bearbeitung mittels eines CAD-Systems ist 




Das Ziel bei der Entwicklung der Software war die Verbindung von klassischem Design 
mit moderner Computertechnik. Dabei wurde versucht, den Prozess des Designs im 
Wesentlichen unverändert zu belassen und lediglich durch Techniken der virtuellen 
Realität zu ergänzen. Sämtliche Tätigkeiten werden auf zwei Interaktionsmetaphern 
zurückgeführt: Antippen und Zeichnen. Die Werkzeuge des Designers sind nach wie vor 
ein Leisten und ein Stift. Diese sollen auch nicht aufgrund von Menüsteuerungen 
gewechselt werden. Es wurde daher eine alternative Steuerung entworfen, welche einen 
Bereich des Leistens nutzt, der für das eigentliche Design nicht benötigt wird. Dieser 
Bereich wird zu einem kontextsensitiven Menü definiert, durch welches unter Nutzung 
des Stiftes navigiert werden kann. Mit Hilfe eines Trackingsystems werden die 
Bewegungen beider Objekte erfasst und die Software kann in Echtzeit ein visuelles 
Feedback erzeugen. Der zentrale Vorgang ist das Zeichen der Designlinien. Das Ziel 
dabei ist die Realisierung eines natürlichen Zeichenvorgangs, ähnlich der Nutzung eines 
Grafiktabletts. Eine Linie beginnt mit dem Aufsetzen des Stiftes und endet beim 
Wegbewegen von der Oberfläche. Es kommt kein zusätzlicher Knopf zum Einsatz, um 
den Zeichenvorgang steuern zu können. Die Schwierigkeit besteht nun darin, Beginn und 
Ende des Zeichenvorgangs festzulegen. Das Verfahren basiert auf einer Kollisions-
erkennung der Stiftspitze mit dem 3D-Modell des Leistens. Um eine solche Erkennung 
robust und genau realisieren zu können, ist es erforderlich, dass der reale Leisten mit dem 
3D-Modell des Leistens exakt übereinstimmt. Die Koordinatensysteme für die 
Eingabegeräte werden jedoch vom Trackingsystem festgelegt und entsprechen daher 
meist nicht den Anforderungen der Anwendung. Während für die meisten Anwendungs-
gebiete eine grobe manuelle Ausrichtung ausreichend ist, muss hingegen für die 
Zeichenfunktionalität eine möglichst exakte Kalibrierung erfolgen. Zu diesem Zweck 
wurde eine Software entwickelt, welche ein präzises Kalibrieren beliebiger Eingabegeräte 
ermöglicht. Der erste Schritt besteht in der automatisierten Festlegung des Nullpunktes 
des Stift-Koordinatensystems (KOS) durch ein Optimierungsverfahren. Eine optimale 
Position des Stift-KOS liegt dann vor, wenn bei einer Rotation des Stiftes um seine Spitze 
keine Änderung der Nullpunktposition erfolgt. Nach der Einmessung des Stiftes kann die 
Kalibrierung weiterer benötigter Eingabegeräte erfolgen. Durch einfaches mechanisches 
Abtasten der Oberfläche des Zielobjektes werden wichtige Bereiche erfasst. Die benötigte 
Zeit für die Erfassung bewegt sich im Bereich von ca. einer Minute. Anschließend wird 
unter Einsatz des ICP-Algorithmus eine Registrierung zwischen den Abtastdaten und dem 
3D-Modell des Eingabegerätes durchgeführt. Der Standard-ICP-Algorithmus versagt, 
wenn ebene Teilflächen im Objekt enthalten sind, die im Flächeninneren keine weiteren 
Vertices besitzen. Um diesen Fall erfolgreich bearbeiten zu können, wird eine 
modifizierte Form des ICP-Algorithmus eingesetzt. Dabei erfolgt die Berechnung des 
nächsten Nachbarn zu einem digitalisierten Punkt nicht aus der Menge der Vertices des 
3D-Modells. Stattdessen wird der korrespondierende Punkt ermittelt, indem der minimale 
Abstand zur Oberfläche des 3D-Modells berechnet wird. Der gesamte Kalibriervorgang 
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Zur Beschreibung der Orientierung eines Objektes im dreidimensionalen Raum werden 
üblicherweise Eulerwinkel eingesetzt. Hierbei bezeichnet ein Triple von Winkelwerten 
jeweils eine Rotation um eine Achse des aktuell gültigen Koordinatensystems. Die 
Reihenfolge der Anwendung dieser Rotationen ist Bestandteil der Spezifikation und darf 
während der algorithmischen Bearbeitung nicht ohne Weiteres geändert werden. In der 
vorliegenden Arbeit wurde im Bezug auf Eulerwinkel die aus der Navigation 
übernommene Reihenfolge der Rotationen um die Y-, X- und Z-Achse gewählt. 
Quaternion 
Ein Quaternion ist ein vierdimensionaler Vektor und kann zur eindeutigen Beschreibung 
einer Orientierung eines Objektes im dreidimensionalen Raum genutzt werden. 
Einheitsquaternionen (Quaternionen der Länge 1) können als Punkte auf der 
vierdimensionalen Einheitskugel interpretiert werden. Es ist möglich Eulerwinkel in 
Quaternionen zu konvertieren und umgekehrt. 
Transformation 
Eine Transformation beschreibt die Lage eines Objektes im Raum bzgl. eines 
Koordinatensystems. Eine allgemeine Transformation im dreidimensionalen Raum kann 
durch eine 4x4 Matrix in homogenen Koordinaten dargestellt werden. Die speziellen 
Transformationen Skalierung, Rotation und Translation können durch eine solche Matrix 
beschrieben werden. Weitere Abbildungen werden für den Aufbau eines Szenegraphen 
nicht benötigt. Die Kombination der Teiltransformationen kann durch Matrix-
multiplikation erreicht werden. 
Primitiv 
Sämtliche darstellbaren, dem Benutzer von der Graphikbibliothek zur Verfügung 
gestellten geometrischen Elemente werden im Folgenden auch als Primitiv bezeichnet. 
Hierzu gehören Polygone, Linien und Punkte. 
3D-Objekt 
Ein 3D-Objekt beschreibt die kompletten visuellen Eigenschaften eines darzustellenden 
abstrakten Objektes. Dazu gehören die Geometriedaten, wie Punkte und Polygone und die 
Materialdaten. Im Sinne von Transformationen ist ein solches 3D-Objekt als atomar zu 
betrachten. Das bedeutet, es lässt sich in der virtuellen Welt nur komplett verschieben. 
Sollen Teile des Objektes separat platzierbar sein, so muss das Objekt in mehrere Sub-
Objekte unterteilt werden. 




Werden ein oder mehrere Objekte zu einer kompletten Welt zusammengefasst, spricht 
man von einer Szene. Neben den sichtbaren Objekten kann eine Szene auch weitere 
Informationen enthalten. Hierzu gehören Lichtquellen, Kameraparameter oder auch 
Parameter, welche für physikalische Simulationen benötigt werden. 
3D-Modell 
Die Verwendung des Begriffes Modell ist nicht eindeutig. Ein dreidimensionales Modell 
beschreibt ein einzelnes Objekt oder auch eine komplette Szene. Die genaue Bedeutung 
ist aus dem Kontext erkennbar. 
Szenegraph 
Ein Szenegraph spiegelt die Hierarchie der Objekte in einer Szene wider. Anstatt alle 
Objekte als unabhängig und gleichwertig zu betrachten, werden Abhängigkeiten definiert, 
welche sowohl die Modellierung als auch die Visualisierung und Animation vereinfachen. 
Eine Transformation eines Objektes definiert dann nicht länger die absolute Position in 
Bezug auf das Weltkoordinatensystem, sondern die Positionierung des Objektes 
bezüglich seines Vaterknotens in der Hierarchie des Szenegraphen. Besitzt ein Objekt 
keinen Vaterknoten, so handelt es sich um ein Wurzel(Root)-Objekt. Für Root-Objekte ist 
das Bezugssystem das Weltkoordinatensystem. Erst die Einführung dieser Beziehungen 
bzw. Abhängigkeiten erlaubt eine sinnvolle Modellierung komplexer dynamischer 3D-
Modelle. 
Bounding Volume (Box, Sphere) 
Ein Bounding Volume (BV) ist ein Hilfskörper, welcher ein gegebenes 3D-Objekt 
komplett umschließt. Dabei werden im Wesentlichen drei Ziele verfolgt: 
1.) Eine möglichst schnelle Erzeugung bzw. Berechung eines BV. 
2.) Die Operationen für die BV sollen effizient durchführbar sein. 
3.) Das BV soll von der Ausdehnung her möglichst klein sein und dennoch möglichst 
aus einfacher Geometrie bestehen (wenige Primitive). 
Ein oft eingesetztes BV ist die Bounding Box (BB). Eine Bounding Box eines 3D-
Objektes beschreibt einen Quader. Man unterscheidet achsparallele Bounding Boxen 
(AABB), bei welchen die Quaderkanten parallel zu den Koordinatenachsen ausgerichtet 
sind und orientierte Bounding Boxen (OOBB), welche am Objekt ausgerichtet werden 
und somit auch schräg im Raum liegen dürfen. Die OOBB ist dabei von der Ausdehnung 
her stets kleiner oder gleich der AABB und approximiert somit das Objekt genauer. Die 
Durchführung der benötigten Operationen (Punkt 2) sind bei BB im Vergleich zur 
Bounding Sphere (BS) aufwändiger. Die BS ist das einfachste BV. Sämtliche 
Operationen sind leicht umzusetzen und arbeiten schnell. Der erforderliche 
Speicherbedarf beschränkt sich auf Mittelpunkt und Radius. Es ist nicht trivial, für ein 
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Objekt die BS mit minimalem Radius zu berechnen. Oft wird die BS der BB genutzt (vgl. 
Abbildung 1, rechts). 
Werden genauere BV benötigt, kommen oft spezielle Verfahren zum Einsatz, die die 
Form des Objektes approximieren, ohne das Objekt notwendigerweise zu umschließen. 
Somit entsprechen diese Ersetzungen nicht immer exakt der BV-Definition. Der 
Speicherbedarf und die Laufzeit der notwendigen Operationen sind aufgrund der oft 
komplexen Geometrie deutlich höher als bei BB oder BS. In Abbildung 1 sind die meist 
genutzten BV in der 2D-Variante in folgender Reihenfolge dargestellt: AABB, OOBB, 
optimale BS, oft genutzte BS 
 
Abbildung 1: vereinfachte 2D-Darstellung üblicher Bounding 
Volumes 
Bounding Volume Hierarchien (BVH) 
Eine BVH ist eine hierarchische (Baum-)Struktur von Bounding Volumes. Dabei wird für 
jeden Knoten des Baumes ein BV berechnet. Meist orientiert sich diese Hierarchie am 
Szenegraph oder die zusätzlichen BV werden direkt in diesen integriert. In Abbildung 2 
ist ein Beispiel eines Szenegraphen und der zugehörigen BVH dargestellt. Ein 
Algorithmus kann dann eine Eigenschaft (Sichtbarkeit, Kollision) zunächst für einen 
Knoten prüfen und bei Nicht-Eintreten alle Berechnungen für den kompletten Teilbaum 
einsparen. 
 
Abbildung 2: Bounding Volume Hierarchie und zugehöriger 
Szenegraph 
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Raumunterteilungsverfahren (Space Subdivision / Space Partitioning) 
Raumunterteilungsverfahren erzeugen eine raumorientierte Gruppierung von Objekten. 
Oft genutzte Verfahren sind Octrees und BSP-Bäume (binary space partitioning). Beide 
Verfahren unterteilen den Raum rekursiv und bilden somit ebenfalls eine Hierarchie. Die 
Unterteilung wird beendet, wenn ein Abbruchkriterium erfüllt ist. In Abbildung 3 ist 
stellvertretend ein Quadtree dargestellt, welcher das 2D-Äquivalent zum Octree im 
Dreidimensionalen ist. Ein Octree unterteilt den Raum pro Knoten jeweils in 8 Teilräume, 
ein BSP-Baum unterteilt jeweils in zwei Teilräume (im 3D durch eine Ebene, im 2D 
durch eine Gerade). Ein auszuführender Algorithmus kann nun die zu testende 
Eigenschaft zunächst für den zu einem Teilbaum gehörenden Raum prüfen, um im 
Erfolgsfall den Teilbaum weiter zu traversieren. Die Laufzeit eines Algorithmus für BVH 
oder BSP beträgt O(log(n)), wobei für Raumunterteilungsverfahren n von der Granularität 
der Unterteilung abhängig ist. Es bleibt der Anwendung überlassen, ob lediglich ganze 
Objekte zugeordnet werden oder ob diese auch weiter unterteilt werden dürfen, um eine 
eindeutige Zuordnung zu den Teilräumen zu ermöglichen. 
 
Abbildung 3: Beispiel für Quadtree und BSP 
Dreidimensionale Darstellung 
Diese Bezeichnung ist nicht eindeutig definiert. Im Allgemeinen spricht man von einer 
3D-Darstellung, wenn dreidimensionale Objekte visualisiert werden. Dies betrifft sowohl 
Echtzeitvisualisierungen als auch vorberechnete Animationen. Letztere Variante wird 
jedoch in synthetische und Realaufnahmen unterschieden, wobei Realaufnahmen trotz 
ihrer zweifellos vorhandenen 3D-Herkunft (der Realität) nicht als dreidimensionale 
Darstellung bezeichnet werden. 
Stereoskopische Darstellung 
Eine Visualisierung wird als stereoskopisch bezeichnet, wenn durch Verwendung 
geeigneter Soft- und Hardware die Möglichkeit geschaffen wurde, jedem Auge des 
Betrachters ein separates Bild zuzuführen. Dies entspricht dem realen Sehempfinden und 
erlaubt die Wahrnehmung von Tiefe bei der Darstellung. Im Gegensatz zum Begriff der 
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dreidimensionalen Darstellung wird sowohl bei der Wiedergabe von Realaufnahmen als 
auch bei Verwendung von synthetischen Ausgaben von stereoskopischer Darstellung 
gesprochen, wenn obiges Kriterium erfüllt ist. 
Rendering 
Im Allgemeinen bezeichnet Rendering einen Verarbeitungsprozess. Aus gegebenen 
Parametern und Eingabedaten werden entsprechende Ausgabedaten erzeugt. 
Beispielsweise wird auch bei der Bearbeitung von Audiodateien mittels Rauschfilter und 
der Berechnung von Halleffekten von Rendering gesprochen. In dieser Arbeit bezieht sich 
der Begriff auf graphische Daten. Das Rendern beschreibt den Vorgang, aus 
dreidimensionalen Modellen und zusätzlichen Eigenschaften, wie Lichtquellen und 
Schattenwurf ein oder mehrere Bilder zu berechnen. 
Echtzeit-Rendering 
Von Echtzeit-Rendering spricht man, wenn das Erzeugen der Ausgabebilder schnell 
genug abläuft, um Änderungen der 3D-Szene direkt wahrnehmen zu können. Solche 
Änderungen können durch Simulationen erfolgen oder direkt durch Interaktion des 
Nutzers ausgelöst werden. Erst durch Echtzeit-Rendering wird Interaktion ermöglicht, 
indem die Änderung der Simulationsumgebung für den Nutzer ein unmittelbares visuelles 
Feedback erzeugt. Die erreichte Bildwiederholfrequenz wird als Framerate bezeichnet. 
Tracking 
Tracking (auch Motion Tracking) im Bereich der Computergraphik bzw. der virtuellen 
Realität (VR) bezeichnet die Erfassung der räumlichen Lage eines Objektes. Dabei 
werden meist 3 oder 6 Freiheitsgrade (Position und Orientierung jeweils für X, Y und Z) 
erfasst. Kommerzielle Trackingsysteme existieren für alle Anwendungsgebiete. Dennoch 
ist das Thema Tracking noch nicht abgearbeitet. Viele Forschungsgruppen beschäftigen 
sich mit neuen Verfahren bzw. der Verbesserung bestehender Techniken oder deren 
Spezialisierung für bestimmte Anwendungsgebiete. 
1.2 OpenGL 
Im Folgenden wird meist auf OpenGL (Open Graphics Library) verwiesen. Es handelt 
sich dabei um eine weit verbreitete Schnittstelle, welche die Basis zur Realisierung von 
3D-Anwendungen darstellt. Da die grundlegende Architektur zumeist ähnlich ist, lassen 
sich die nachfolgenden Ausführungen ohne Probleme auf alternative Schnittstellen, wie 
Direct3D anpassen. Schnittstellen, wie Direct3D sind aufgrund Ihrer starken Bindung an 
ein bestimmtes Betriebssystem für systemunabhängige Implementierungen weniger 
geeignet. Sowohl im industriellen (CAD, 3D-Modelling) als auch im universitären 
Umfeld werden daher bevorzugt allgemeingültige, offene Standards eingesetzt. 
Pipeline und Arbeitsweise 
Eine Szene beschreibt alle benötigten Daten für eine dreidimensionale Visualisierung. 
Diese Daten sind Grundlage einer Reihe von Funktionsblöcken (Algorithmen), welche 
nacheinander ausgeführt werden und dabei die Daten fortlaufend bearbeiten. Das Ziel ist 
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es, aus den strukturierten Eingangsdaten ein Bild zu erhalten, welches durch ein diskretes 
2D-Pixelraster repräsentiert wird. Die Verfahren und deren Reihenfolge sind größtenteils 
standardisiert und somit unabhängig von der verwendeten Schnittstelle. Da die Daten 
mehrfach verarbeitet und an den nachfolgenden Funktionsblock weitergereicht werden, 
spricht man von einer Verarbeitungs-Pipeline. Die einzelnen Funktionsblöcke werden als 































Abbildung 4: vereinfachte OpenGL-Pipeline 
Die OpenGL-Pipeline umfasst sämtliche Funktionalitäten die notwendig sind, um aus den 
vorliegenden Objektdaten (Punkte, Polygone, Materialien, Transformationen) unter 
Beachtung weiterer globaler Einstellungen (Kamera, Beleuchtung) ein diskretes 
Rasterbild zu erzeugen. Die Arbeitsweise entspricht dabei der eines Zustandsautomaten. 
Es werden demnach alle Einstellungen gespeichert bis diese durch geeignete 
Funktionsaufrufe gezielt geändert werden. 
Syntax 
Die Syntax der Funktionsaufrufe ist dabei wie folgt standardisiert. Funktionsnamen 
beginnen mit dem Präfix „gl“ gefolgt von der eigentlichen Bezeichnung. Diese kann 
dabei aus mehreren Wörtern zusammengesetzt werden, wobei der Anfangsbuchstabe 
eines Wortes stets groß geschrieben wird. Des Weiteren können Funktionsnamen einen 
dreiteiligen Suffix besitzen. Der erste Teil spiegelt die Anzahl der Parameter und der 
zweite dessen Typ wider. Der dritte Teil wird (wenn vorhanden) durch ein „v“ 
repräsentiert und spezifiziert eine Parameterübergabe in Form eines Vektors. Zusätzlich 
werden durch OpenGL Konstanten definiert, die im Zusammenhang mit den Funktionen 
verwendet werden. Konstanten bestehen ausschließlich aus Großbuchstaben und 
Unterstrichen und beginnen mit „GL_“. Im Folgenden sind einige Beispiele aufgeführt: 
glVertex3i (0, 0, 2); 
definiert einen Vertex mit den Koordinaten (0, 0, 2) als Integerdaten 
glColor3fv(farbe); 
definiert eine ab diesem Zeitpunkt gültige Farbe, welche als Fließkommavektor mit drei 
Elementen übergeben wird (z.B.: float farbe[3];) 




schaltet die Beleuchtungsberechnungen für nachfolgende Operationen ein 
Detaillierte Spezifikationen sind im OpenGL Reference Manual [28] und im OpenGL 
Programming Guide [29] zu finden. 
Vertex Buffer Objects (VBO) 
Mit Einführung von OpenGL Version 1.5 wurden VBO eingeführt. Durch deren 
Verwendung wurde es möglich Grafikdaten auf der Grafikkarte zu speichern, um nicht 
bei jedem Zeichnen sämtliche Daten erneut übertragen zu müssen. Die Verwendung 
basiert auf den Vertex-Arrays, welche mit OpenGL 1.1 eingeführt wurden. Hier konnte 
allein durch Verwendung von Feldern und die damit verbundene Einsparung der großen 
Anzahl an Funktionsaufrufen der Overhead deutlich reduziert werden. Bei VBO können 
diese Felder nun zusätzlich im Speicher der Grafikkarte gehalten werden. Da der Zugriff 
auf den lokalen Speicher der Grafikkarte deutlich effizienter ist, als die Übertragung über 
den Bus der Grafikkarte (AGP/PEG), ist der Leistungsgewinn enorm. Aus diesem Grund 
ist das Rendering mit Hilfe von VBO zum Standard geworden. In der zukünftigen 
Version 3.0 wird daher die Möglichkeit mittels der ineffizienten Methode über glBegin() / 
glEnd() Konstrukte zu zeichnen, nicht weiter unterstützt. 
Nebenläufigkeit 
Die OpenGL-Pipeline arbeitet weitgehend asynchron zur Applikation. Das bedeutet, 
wenn die Applikation die OpenGL-Funktionen aufruft, werden die Daten zunächst 
gepuffert. Die eigentliche Verarbeitung erfolgt nebenläufig. Diese Technik erlaubt eine 
Entkopplung der Applikation von der Darstellung der Daten durch OpenGL. Dadurch 
werden beiderseits Wartezeiten vermieden und die CPU und die GPU effektiver genutzt. 
Die CPU muss in der Regel nicht auf die Bearbeitung der Daten durch die GPU warten 
und auch die GPU muss nicht auf Daten der Applikation warten. Ausnahmen treten 
immer dann auf, wenn der OpenGL-Puffer leer oder komplett voll ist oder wenn von der 
Applikation Ergebnisse bzw. Zustände zurückgelesen werden. In diesem Fall müssen die 
Bearbeitungsstände der Applikation und der OpenGL-Verarbeitung zunächst 
synchronisiert werden, damit eine gleiche Datengrundlage sichergestellt werden kann. 
Die Puffer werden zu diesem Zweck komplett abgearbeitet und die CPU muss warten. 
Danach erfolgt die Rückgabe der angeforderten Daten. Da die OpenGL-Puffer jetzt leer 
sind, muss nun die GPU warten bis wieder genügend Daten eingegangen sind. Es ist 
leicht nachzuvollziehen, dass sich derartige Operationen negativ auf die Geschwindigkeit 
der Visualisierung auswirken. Die Kommunikation mit der OpenGL-Schnittstelle sollte 
demnach ausschließlich unidirektional genutzt werden, um maximale Performance zu 
erreichen. 
1.3 Struktur des entwickelten Softwareprototypes 
Für die Verifizierung aller Verfahren wurde eine eigens entwickelte Render-Engine 
eingesetzt, deren Struktur und Funktionsweise im Folgenden kurz erläutert werden sollen. 
Bei der beschriebenen Software handelt es sich um einen Software-Prototyp. Das 
bedeutet, dass die Softwarestruktur regelmäßig umgearbeitet wird, um neue Verfahren 
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und Algorithmen integrieren zu können. Dabei gibt es mehrere primäre Ziele, welche 
verfolgt werden. Zum Einen soll die Software mit maximaler Geschwindigkeit arbeiten. 
Dies umfasst nicht nur das Rendering, sondern auch alle zugehörigen Prozesse, wie 
Importfilter (Laden), Netzwerkanbindungen und Simulationsmodule. Zum Anderen soll 
im Systemkern und den zugehörigen Datenstrukturen keine Spezialisierung auf 
ausgewählte Hardware, bestimmte Anwendungsgebiete oder die Struktur der 
Eingangsdaten erfolgen. Im Besonderen sollen keine Betriebssystemabhängigkeiten in 
das System integriert werden. Auch aufwändiges Preprocessing evtl. ungünstiger 
Eingangsdaten ist nicht vorgesehen. Vielmehr soll die Software, wenn nötig, automatisch 
ein geeignetes Verfahren anwenden bzw. mit der verfügbaren Parametrisierung 
entsprechend anpassen. Natürlich hat der Nutzer stets die Möglichkeit eine vorhandene 
automatische Parameterwahl zu überschreiben. Ein einfaches Beispiel ist die Verwendung 
von VBO (vertex buffer objects). Der Nutzer hat die Möglichkeit eine Szene unter Einsatz 
von VBO zu rendern, eine Beschränkung auf Vertex Arrays zu definieren oder auch die 
klassischen Funktionsaufrufe ohne Arrays zu verwenden. Diese und weitere Optionen 
ermöglichen eine Anpassung an laufende Forschung im Umfeld der Forschungsgruppe. 
Im Speziellen seien hier die Arbeiten im Bereich des verteilten Renderings erwähnt. Auch 
wenn diese Anforderungen die Implementierung von Algorithmen teilweise erschweren, 
da alle Möglichkeiten unterstützt werden müssen, erlaubt dieses Vorgehen einen flexiblen 
Einsatz beispielsweise auch auf älteren Systemen. Hier sei auf das HP-Visualize-Center 
verwiesen, welches an der Professur zur Verfügung steht und lediglich OpenGL Version 
1.1 unterstützt. Darüber hinaus ist es den meisten Anwendern nicht möglich aufgrund von 
Softwareanforderungen regelmäßig die komplette Visualisierungslösung kostenintensiv 
zu aktualisieren. 
Die Entwicklung erfolgt ausschließlich in C/C++. Es wurde bewusst auf die Nutzung von 
High-Level-Bibliotheken wie OpenSG oder OpenSceneGraph verzichtet, um nicht an 
festgelegte Datenstrukturen, Abläufe oder gar Beschränkungen gebunden zu sein. Die 
gesamte Software basiert ausschließlich auf der Nutzung der OpenGL-Schnittstelle. 
Zusätzlich notwendige Funktionalität wurde weitestgehend unabhängig von Bibliotheken 
implementiert. Neben dem Im- und Export von Daten fällt auch die komplexe Verwaltung 
von Objekten und Texturen in diesen Bereich. 
Das Resultat dieser Bemühungen ist ein Kernmodul, welches eine effiziente Verarbeitung 
und Visualisierung dreidimensionaler Modelle erlaubt. Darauf aufbauend wurden mehrere 
Anwendungen entwickelt, anhand derer typische Probleme der Interaktion mit virtuellen 
Welten im Zusammenhang mit Echtzeitvisualisierung untersucht werden. Neben einer 
Visualisierungsapplikation (z.B.: für Walkthroughs) sei hier die Entwicklung von 
Schuhprototypen unter Einsatz von VR-Technik oder auch die interaktive Tischtennis-
simulation erwähnt. Ist es erforderlich, für eine bestimmte Anwendung erweiterte 
Algorithmen zu integrieren, so können Zusatzmodule über diverse Schnittstellen 
eingebunden werden. Auch eine Anbindung von verteilten Modulen über Netzwerk-
verbindungen wurde bereits realisiert. Es können unterschiedliche Rechner bzw. 
Betriebssysteme im Mischbetrieb eingesetzt werden. 
Die vorliegende Arbeit basiert zum Großteil auf dieser Software. Daher soll nachfolgend 
ein Überblick über die wichtigsten Funktionsweisen und Strukturen gegeben werden (vgl. 
Abbildung 5). 
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Abbildung 5: Strukturierung der Kernmodule der entwickelten 
Software 
Der Kern der Software, auf welchen alle Applikationen aufsetzen, besteht im 
Wesentlichen aus drei Teilmodulen. Diese Module wiederum setzen aufeinander auf. Die 
unterste Schicht ist die Systemabstraktion. Da die Software systemunabhängig sein soll, 
müssen systemabhängige Funktionen und Strukturen zunächst abstrahiert werden. Die 
wichtigsten Komponenten sind hier die Verwaltung der Systemfenster und der OpenGL-
Kontexte sowie der Systemtimer. Eine Sonderstellung nimmt das Audiointerface ein, da 
dessen Implementation derzeit auf die Anforderungen der bisherigen Applikationen 
begrenzt wurde. Eine Anpassung an OpenAL ist angedacht. 
Auf der Grundlage der Systemabstraktion erfolgte die Implementation des Moduls zur 
Visualisierung und Verwaltung aller zugehöriger Daten. Ein solches Modul wird im 
Allgemeinen als „Renderengine“ bezeichnet. Obwohl diese Bezeichnung mehr auf die 
Fähigkeit der Visualisierung abzielt, umfasst ein solches Modul in der Regel deutlich 
mehr Funktionalität. Die Hauptaufgaben einer Renderengine sind aus Abbildung 5 
ersichtlich. Zunächst müssen die Daten geladen werden. Importiert werden 
unterschiedliche Daten wie Geometriedaten, Szenengraphdaten, Animationsdaten, 
Texturen und Audiodaten. Die für den Import von Daten zuständigen Funktionen werden 
als Importfilter bezeichnet. Dabei muss für jedes Dateiformat (JPEG, PNG, Wavefront, 
VRML, usw.) ein separater Importfilter implementiert werden. Die Software überprüft 
dann bei jedem Ladevorgang, welcher Filter geeignet ist. Die Entscheidung über die 
Auswahl eines geeigneten Importfilters wird auf Grundlage des File-Headers getroffen. 
3D-Szenen und 3D-Objekte werden derzeit synchron geladen. Das bedeutet, dass die 
Visualisierung erst dann gestartet werden kann, wenn alle 3D-Daten geladen sind. Um 
dennoch eine möglichst geringe Verarbeitungszeit bis zum ersten Bild zu erreichen, 
werden die Texturen nebenläufig geladen. Bei Programmstart wird ein nebenläufiger 
Thread gestartet, welcher nur für das Laden der Texturen zuständig ist. Über eine 
Warteschlange erhält dieser Thread die Daten der zu ladenden Texturen. Für jede zu 
importierende Textur wird zunächst nur ein Platzhalter angelegt. Sobald die Textur 
während des Programmlaufes referenziert wird, erfolgt ein Eintrag in die Warteschlange 
der zu importierenden Texturen. Meist ist das genau dann der Fall, wenn das zugehörige 
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Objekt gerendert werden soll. Um mögliche Verzögerungen der Visualisierung zu 
vermeiden, werden nicht vorhandene Texturen zunächst auch nicht dargestellt. Durch die 
Tatsache, dass nur sichtbare Texturen geladen werden, reduziert sich sowohl die Ladezeit 
als auch der Speicherverbrauch erheblich. Eine Textur wird als sichtbar eingestuft, wenn 
das zugehörige Objekt alle Stufen der Renderpipeline passiert hat (insbesondere alle 
Culling-Verfahren) und letztendlich durch OpenGL-Aufrufe visualisiert wird. 
Sämtliche Daten müssen nach dem Import für optimale Verarbeitung vorbereitet werden. 
Unter anderem zählt hierzu die Skalierung von Texturen, das Konvertieren von nicht-
konvexen Polygonen, die Berechnung von Normalen und Texturkoordinaten oder auch 
das Ermitteln der Bounding Box bzw. Bounding Sphere sämtlicher 3D-Objekte. Für die 
Verwendung von VBO ist es notwendig, die Geometriedaten aufzubereiten und in die für 
die Grafikkarte geeigneten Formate zu überführen. Weiter fällt in diesen Bereich auch ein 
optionales, einfaches Preprocessing der 3D-Daten, um beispielsweise die Visualisierung 
zu beschleunigen. 
Ein weiterer Teil der Software umfasst die Funktionen zur Unterstützung von 
Eingabegeräten. Neben Maus und Tastatur müssen bei VR-Anwendungen auch 3D-
Eingabegeräte unterstützt werden. In diesen Bereich fallen auch die Trackingsysteme. 
Diese ermöglichen dem Benutzer eine intuitive Interaktion mit der virtuellen Umgebung. 
Das für alle im Rahmen der Arbeit entwickelten Applikationen verwendete System ist das 
optische Trackingsystem der Firma A.R.T., welches mit Infrarotkameras arbeitet. Weitere 
Trackingsysteme, wie das magnetische Trackingsystem MotionStar (Ascension 
Technology) oder auch das Fastrack (Polhemus) werden ebenfalls unterstützt (vgl. 
Abschnitt 1.5). 
In vielen Anwendungen sollen dynamische Elemente in die Visualisierung eingebunden 
werden. Dies reicht von Animationen mit festen Bewegungsabläufen bis hin zur 
Darstellung von Objekten, die sich etwa durch Interaktion des Nutzers verändern. Zu 
Realisierung fester Bewegungsabläufe kommen Keyframe-Animationen zum Einsatz. 
Deren Anwendungsgebiet ist jedoch nicht auf Objektbewegungen beschränkt, sondern 
kann auch für eindimensionale Parameter, wie beispielsweise die Helligkeit einer 
Lichtquelle eingesetzt werden. Für interaktive, nicht vorhersehbare Dynamik wurden 
weitere Verfahren integriert. Hierzu gehören u.a. die Kollisionserkennung und –
behandlung und eine Physiksimulation. 
Um eine möglichst performante Visualisierung zu erreichen, genügt es nicht, einfach alle 
Objekte zu zeichnen. Vielmehr ist es notwendig, durch geeignete Algorithmen die Anzahl 
der zu zeichnenden Objekte so zu reduzieren, dass nur die Objekte, welche wirklich 
sichtbar sind, an die Darstellungsroutinen weitergereicht werden. Derartige Algorithmen 
gehören zur Gruppe der Realtime-Rendering-Verfahren. Im Besonderen seien hier die 
Culling-Verfahren erwähnt, die im Verlauf der Arbeit noch näher beleuchtet werden. 
Das Rendering selbst basiert auf OpenGL. Die Mindestvoraussetzung ist Version 1.1. 
Wenn verfügbar, werden neuere Möglichkeiten wie z.B. Shader oder VBO genutzt. Die 
Ausgabe kann monoskopisch, d.h. in einem einfachen Fenster erfolgen. Für 
stereoskopische Visualisierung stehen mehrere Optionen zur Verfügung. Neben einem 
Modus für Aktiv-Stereo (Shutterbrille) wurden auch zwei Modi zur Nutzung von Passiv-
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Stereo (Polarisationsfilterbrille) realisiert. Die übliche Variante ist die Ausgabe des linken 
und rechten Kanals in einem doppelt breiten Fenster. Dies erfordert die Unterstützung 
solcher Ausgabefenster vom verwendeten System. Wird diese Möglichkeit nicht 
angeboten, kann die Ausgabe mittels zweier Fenster erfolgen. Da hier auch zwei 
OpenGL-Kontexte benutzt werden müssen, ist diese Variante etwas weniger performant. 
Die Flexibilität des Systems wurde durch diverse Schnittstellen erweitert. Somit ist es 
möglich sowohl bei den Simulationsfunktionen als auch beim Rendering weitere 
Funktionalität hinzuzufügen, ohne das Kernmodul ändern zu müssen. Diese 
Möglichkeiten werden von den später beschriebenen Applikationen umfassend genutzt. 
Aufbauend auf den Modulen zur Systemabstraktion und der Verwaltung und 
Visualisierung von 3D-Modellen wurde ein weiteres Modul realisiert. Dieses Modul 
erstellt und verwaltet die graphische Benutzeroberfläche. Neben den aus dem 2D-Desktop 
bekannten Elementen wie Fenster und Gadgets wurden auch neue 
Interaktionsmöglichkeiten realisiert. Dabei liegt das Hauptaugenmerk auf der Bedienung 
im 3D. Dennoch lassen sich alle Applikationen auch auf dem klassischen Weg mit Maus 
und Tastatur bedienen. Eine nähere Beschreibung dieses V3D genannten Moduls ist in 
[47], [48] und [49] zu finden. Weitere Details zu 3D-Eingabeelementen und 
Interaktionsmetaphern für das Arbeiten in virtuellen Welten werden in Kapitel 4 
beschrieben. 
Interne Datenstrukturen 
Die wichtigsten Klassen sollen kurz beschrieben werden, um einen Einblick in die 
Implementation zu geben. Es wird dabei lediglich auf Klassen und deren Eigenschaften 
eingegangen, welche für das Thema der Arbeit relevant sind. 
Klasse Geometry 
Ein Objekt dieser Klasse beschreibt die komplette Geometrie eines 3D-Objektes. 
Grundlegende Elemente sind die Materialdaten, Punktdaten und die Polygondaten. 
Letztere werden in Gruppen abgelegt, sortiert nach der Anzahl der Eckpunkte. Dadurch 
ist es möglich für regelmäßige Primitive, wie Dreiecke oder Vierecke schnellere Render-
Funktionen zu realisieren als für Polygone mit mehr als vier Ecken. Zusätzlich werden 
diese Polygongruppen nach Materialien gegliedert. Eine Geometrie kann somit Polygone 
verschiedener Materialien enthalten. 
Klasse Object 
Diese Klasse dient der Verwaltung eines Knotens im Szenengraph. Objekte der Klasse 
Object können auf eine Geometrie verweisen. Es ist möglich, eine Geometrie mehrmals 
zu referenzieren, was die Verwendung instanziierter 3D-Objekte erlaubt. Ist kein solcher 
Geometrie-Verweis enthalten, handelt es sich entweder nur um einen Knoten im 
Szenengraph oder um ein Element der abgeleiteten Klassen für Lichter, Töne, oder 
Kameras o.ä. Für die Positionierung eines Knotens in der Welt sind Einträge für die 
lokale Transformation im Szenengraph enthalten. Auch sämtliche Daten für dynamische 
Objekteigenschaften werden in dieser Klasse verwaltet. Zu diesem Zweck existieren 
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weitere Klassen, welche die Parameter für Keyframe-Animationen, ereignisgesteuerte 
Animationen, physikalische Simulationen oder auch Skelettanimationen verwalten. 
Klasse Scene 
In dieser Klasse sind neben den szenenspezifischen Daten die Felder für die Verwaltung 
aller Objektgruppen enthalten. Auch die temporären Speicherbereiche für notwendige 
Berechungen sind größtenteils direkt in diese Klasse integriert. Dies erlaubt die 
gleichzeitige Verarbeitung mehrerer Szenen. Erweiterungsmodule, welche bestimmte 
Funktionseinheiten der internen Simulation oder der Visualisierung ersetzen bzw. diese 
erweitern, können hier eingebunden werden. 
1.4 Standardtiefenpuffer (Z-Buffer) 
Beim Zeichnen komplexer, dreidimensionaler Modelle besteht grundsätzlich das Problem 
der gegenseitigen Verdeckung von Objekten. In einem naiven Verfahren wird ein später 
gezeichnetes Objekt stets ein bereits vorher gezeichnetes Objekt verdecken, unabhängig 
davon, wie die Objekte im Raum platziert sind. Das Ziel ist es, im fertigen Bild die 
verdeckten Elemente zu entfernen (HSR - hidden surface removal). Ein erstes Verfahren 
(painter’s algorithm – Maleralgorithmus) erreicht durch eine Back-To-Front-Sortierung 
der Objekte vor dem Zeichnen ein „korrekteres“ Ergebnis. Nun lässt sich aber oft keine 
eindeutige Reihenfolge festlegen, da sich Objekte schneiden bzw. durchdringen können. 
Deutlich bessere Ergebnisse liefert der Z-Buffer-Algorithmus. In einem zusätzlichen 
Speicherbereich wird für jedes gesetzte Pixel die Tiefe gespeichert. Zu diesem Zweck 
wird ein zweidimensionales Feld angelegt (Z-Buffer), dessen Größe der 
Ausgabeauflösung entspricht. Nun wird jedoch nicht direkt der Z-Wert gespeichert 
sondern z´, das wie folgt zu berechnen ist: 



















Dabei sind nah und fern der minimale und maximale Z-Wert für die Begrenzung des 
Sichtvolumens entlang der Z-Achse. Da sich diese Berechnung auf das normalisierte 
Kamerakoordinatensystem bezieht, sind nah=-1 und fern=1. Die Berechnung von z´ ist 
Bestandteil der Projektionsmatrix und muss nicht separat ausgeführt werden. Im 
Gegensatz zu z kann z´ im Bildraum linear interpoliert werden. 
Vor dem Zeichnen eines Bildes wird der Z-Buffer mit der maximalen Entfernung 
initialisiert. Ein „neues“ Pixel, welches noch nicht gesetzt ist, wird als Fragment 
bezeichnet, solange noch nicht alle Tests durchlaufen wurden. Soll nun ein Pixel gesetzt 
werden, erfolgt zunächst eine Überprüfung, ob die Tiefe des neuen Fragmentes kleiner ist 
als die Tiefe, welche an dieser Stelle bereits gespeichert ist. Ist das Fragment näher am 
Betrachter, wird es gesetzt und der zugehörige z-Wert (Entfernung vom Betrachter) wird 
an die entsprechende Stelle im Z-Buffer geschrieben. Liegt das neue Fragment „hinter“ 
dem bereits vorhandenen Pixel (z-Wert ist größer), so wird es verworfen und es erfolgt 
keine weitere Verarbeitung. 




Tracking beschreibt in der VR die Erfassung der Lage (d.h. Position und Orientierung) 
von Objekten, um diese Informationen in Simulationsumgebungen verarbeiten zu können. 
Für diesen Aufgabenbereich existieren verschiedene kommerzielle Systeme, welche meist 
für spezielle Anwendungsfälle entwickelt wurden. Trackingsysteme können auf 
verschiedene Art und Weise klassifiziert werden. Entscheidende Kriterien hierbei sind 
unter anderem Aktionsradius, Genauigkeit, Samplingrate, Latenz, Robustheit, Anzahl der 
gleichzeitig erfassbaren Objekte und deren Freiheitsgrade sowie die Möglichkeit der 
kabellosen Nutzung. Weiterhin kann nach der Arbeitsweise des Messverfahrens bewertet 
werden. Hier kann nach absoluten und relativen Messverfahren unterschieden werden. 
Die folgende Gliederung spiegelt eine Unterscheidung in verschiedene Messtechniken 
wider. 
GPS 
Auch die Positionsbestimmung über das Global Positioning System (GPS) ist in die 
Klasse der Trackingsysteme einzuordnen. Ähnlich dem Ultraschall-Tracking wird hier 
durch Laufzeitmessung von Signalen von mindestens vier Quellen (Satelliten) die exakte 
Position des Objektes im Raum ermittelt. Die erreichbare Genauigkeit liegt derzeit bei ca. 
10 m für zivile Anwendungen. Zukünftige Systeme wie das europäische Galileo-Projekt 
werden noch genauer arbeiten. Für den Einsatz in VR-Umgebungen wird dies jedoch 
auch weiterhin nicht ausreichen. 
Mechanisches Tracking 
Die Bewegung bzw. Position des Objektes wird hierbei über eine mechanische 
Anbindung des zu trackenden Objektes realisiert. Aufgrund des eingeschränkten 
Bewegungsraumes kommt diese Art Tracking nur in speziellen Anwendungsgebieten 
zum Einsatz. Ein Vorteil des Verfahrens ist die mögliche Kopplung mit haptischem 
Feedback. 
Ultraschall-Tracking 
Diese Art Tracking nutzt das Prinzip der Laufzeit einer Schallwelle. Das Prinzip ähnelt 
dem des GPS-Systems. Mit Hilfe mehrerer Signalquellen bzw. Empfänger kann durch 
Triangulation die Position des Zielobjektes berechnet werden. 
Elektromagnetisches Tracking 
Durch einen Feldgenerator wird im zu erfassenden Bereich ein Magnetfeld erzeugt. 
Geeignete Sensoren (Receiver) messen dann mit Hilfe von Spulen die Feldstärke bzw. 
dessen Änderung bei Bewegung des Sensors. Auf der Grundlage dieser Daten kann dann 
die Lage des Sensors im Raum bestimmt werden. Eingesetzte Systeme sind 
beispielsweise das MotionStar von Ascension Technology für große Messräume oder das 
Polhemus Fastrack für Arbeitsplatzanwendungen. 
Alternative Systeme machen sich das Erdmagnetfeld zu Nutze, um auf den zusätzlichen 
Feldgenerator verzichten zu können. Allerdings entsprechen sowohl die Genauigkeit als 
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auch die Störanfälligkeit nicht den aktuellen Anforderungen an ein Trackingsystem für 
VR/AR Anwendungen. 
Optisches Tracking 
Bei dieser Art des Trackings wird der Messraum optisch, d.h. mittels Kameras erfasst und 
durch Auswertung der Bildinformation wird die 3D-Position eines Objektes berechnet. 
Dabei gibt es diverse Ausprägungen. Man unterscheidet markerbasiertes und markerloses 
Tracking, wobei letzteres oft auch als Videotracking bezeichnet wird. Bei 
markerbasiertem Tracking kann je nach verwendetem Marker in aktive Marker (LED) 
und passive Marker unterschieden werden. Weiterhin wird auch bei der Kameratechnik 
auf unterschiedliche Techniken gesetzt. Beispielsweise können gewöhnliche 
Videokameras oder auch Infrarotkameras zum Einsatz kommen. Letztere sind in der 
Anschaffung teurer, ermöglichen jedoch ein deutlich robusteres Tracking bei Tageslicht 
und sind auch in abgedunkelte Umgebung problemlos einsetzbar. 
Inertial-Tracking 
Im Gegensatz zu allen bereits genannten Verfahren handelt es sich beim Inertial-Tracking 
um ein relatives bzw. inkrementelles Messverfahren. Durch einen oder mehrere 
Trägheitsensoren (oft auch als Beschleunigungssensoren bezeichnet) werden die 
Beschleunigungskräfte direkt im zu trackenden Objekt gemessen und anschließend die 
daraus resultierende Bewegung bestimmt. Ein Problem dieses Verfahrens ist der 
sogenannte Drift. Nachdem das Objekt von der initialen Position wegbewegt wurde, 
erhöht sich mit fortlaufender Messung der Fehler. Erst bei erneuter Kalibrierung auf einer 
bekannten Position kann der kumulierte Fehler zurückgesetzt werden. Aus diesem Grund 
wird dieses Trackingverfahren meist mit einem zweiten, absoluten Tracking kombiniert. 
Hybrides Tracking 
Um Nachteile einzelner Verfahren zu minimieren, können zwei Verfahren kombiniert 
werden. Hierdurch kann sowohl die Genauigkeit erhöht, als auch die Latenz verringert 
werden. In einigen Fällen wird durch Einsatz verschiedener Verfahren auch die 
Robustheit erhöht. Beispielsweise kann bei Motion-Capture-Verfahren das Problem der 
Zuordnung der Marker für optische Trackingsysteme durch Kombination mit 
magnetischem Tracking gelöst werden. 
1.6 Applikationen 
Basierend auf der beschriebenen Kernfunktionalität wurden im Rahmen der Arbeit 
mehrere Applikationen entwickelt. Jede Problemstellung erfordert eine Testumgebung. 
Die nachfolgenden Kapitel diskutieren jeweils spezielle Problemstellungen und gehen 
näher auf die zur Analyse entwickelten Beispielapplikationen ein. Dazu werden mögliche 
Lösungsansätze erläutert. Daraus ableitend lässt sich die Arbeit in folgende drei Teile 
gliedern. 




Zur Entwicklung und Erprobung visueller Algorithmen wurde eine Applikation erstellt, 
die der Visualisierung von 3D-Daten dient. Der Schwerpunkt lag dabei auf der 
Echtzeitfähigkeit. Neben der Realisierung bekannter Algorithmen wurden neue 
Techniken integriert, welche speziell auf die aktuelle Entwicklung der Prozessoren in 
Richtung Parallelisierung ausgerichtet sind. Für die Verifikation kamen zwei 
Testdatensätze mit stark unterschiedlicher Charakteristik zum Einsatz, die in Abschnitt 
2.5.2 näher beschrieben werden. 
b) Schnelle Interaktion am Beispiel „V-Pong“ 
Aufbauend auf einer schnellen Visualisierung und der Verwaltung von Szenengraphdaten 
wurden weitere Module entwickelt, welche es erlauben mit einem realen, getrackten 
Tischtennisschläger vor einer Powerwall virtuell Tischtennis zu spielen. Diese 
Anwendung ermöglicht u.a. die Bewertung diverser Tracking-Algorithmen. Es wird 
nachgewiesen, dass es bereits mit aktuell verfügbarer Hard- und Software möglich ist, 
sehr schnelle Bewegungen zu verfolgen, diese zu verarbeiten, eine Reaktion im Sinne 
eines Spiels zu berechnen und anschließend das Ergebnis zu visualisieren. Im Besonderen 
geht es um die auftretenden Latenzen der Einzelkomponenten und des Gesamtsystems 
und deren Bestimmung. Es werden Möglichkeiten der Kompensation diskutiert. 
c) VR-basierte Entwicklung von Schuhprototypen 
Das Ziel des Projektes ist die Untersuchung natürlicher Interaktion in 
Designanwendungen. Der Designprozess selbst ist wenig technisch und sehr kreativ. 
Meist basiert das Design auf der Verwendung einfachster Werkzeuge. Im vorliegenden 
Fall des Schuhdesigns sind das der Leisten und ein Stift. Ein Leisten repräsentiert ein 
vereinfachtes Abbild der Fußform und definiert gleichzeitig die Form des Schuhs. Im 
Designprozess werden auf einen Leisten mit Hilfe eines Stiftes sogenannte Designlinien 
gezeichnet, welche das Aussehen des Schuhs beschreiben. Anschließend wird das Design 
zur Weiterverarbeitung digitalisiert. 
Um die Akzeptanz eines VR-basierten Designprozesses zu gewährleisten, müssen 
geeignete Interaktionsgeräte und die zugehörigen Interaktionsmetaphern entwickelt 
werden. Weiterhin erfordert die notwendige Funktionalität des virtuellen Zeichens eine 
exakte Kalibrierung der verwendeten Werkzeuge. Im Rahmen dieses Kapitels werden 
Verfahren für die Kalibrierung der Eingabegeräte diskutiert.
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K a p i t e l  2  
2 Echtzeit-Rendering 
2.1 Grundlagen 
Die Echtzeitfähigkeit der graphischen Ausgabe ist eine zentrale Voraussetzung für den 
Betrieb einer interaktiven VR/AR-Anwendung. In der Literatur wird eine minimale 
Framerate von 15 Bildern pro Sekunde (fps = frames per second) als erforderlich für die 
Durchführung einer Interaktion angegeben. In vielen aktuellen Anwendungsfällen werden 
50 fps oder mehr gefordert. Bei Computerspielen werden 100 fps oder mehr angestrebt, 
um die Reaktionsfähigkeit des Spielers zu verbessern. 
Es existiert eine Vielzahl von Methoden, die darauf abzielen, die Darstellungs-
geschwindigkeit dreidimensionaler Welten zu beschleunigen. Derartige Verfahren werden 
als Realtime-Rendering-Verfahren bezeichnet. 
2.2 Realtime-Rendering-Verfahren 
Um die Ansätze zur Beschleunigung der Framerate zu verstehen, soll zunächst die 
Arbeitsweise von OpenGL und dessen Zusammenspiel mit der Grafikkarte kurz erläutert 
werden. 
Die einfachste Methode zum Darstellen von Modellen ist der Aufruf der OpenGL 
Zeichenfunktionen für alle in der Szene enthaltenen Objekte bzw. deren Polygone. Zu 
beachten ist lediglich, dass zuerst die nichttransparenten Primitive und danach die 
transparenten Primitive sortiert von hinten nach vorn (back-to-front) gezeichnet werden. 
Dieses Vorgehen erzeugt in jedem Fall ein korrektes Bild, da alle im fertigen Bild nicht 
sichtbaren Polygone durch in die Renderpipeline integrierte Verfahren korrekt verarbeitet 
bzw. aussortiert werden. Allerdings ist die somit erreichbare Darstellungsgeschwindigkeit 









Abbildung 6: Minimales Verfahren zum Rendern eines Frames, 
um ein korrektes Bild zu erhalten. 
Das Verhalten lässt sich deutlich verbessern, wenn die Zeichenfunktionen für nicht 
sichtbare Elemente nicht aufgerufen werden müssen. Dieses Erkennen und Entfernen von 
nicht sichtbaren Daten heißt Culling. 
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2.3 Culling-Verfahren – Überblick 
Sämtliche Culling-Verfahren verfolgen das gemeinsame Ziel, möglichst schnell nicht 
sichtbare Objekte von der weiteren Bearbeitung auszuschließen. Man bezeichnet die 
Menge der sichtbaren Objekte bzw. Teilobjekte als Exact Visible Set (EVS). Da das 
Ermitteln der EVS in der Regel zu rechenintensiv ist, beschränken sich die meisten 
Verfahren auf die Berechnung der sogenannten Potentially Visible Set (PVS). Die PVS ist 
eine Obermenge der EVS. Das Ziel der Culling-Verfahren besteht darin, die Kardinalität 
der PVS zu minimieren. Da sich in der Verarbeitungspipline mehrere Möglichkeiten 
bieten, die Menge der Daten zu reduzieren, lassen sich die Culling-Verfahren nach dem 
zugehörigen Anwendungszeitpunkt innerhalb der Pipeline klassifizieren. Dabei werden 
die vier Hauptgruppen Frustum-Culling (FC), Occlusion-Culling (OC), Backface-Culling 
(BFC) und Detail Culling unterschieden. Weitere in der Literatur zu findende Verfahren 
sind Detaillösungen und lassen sich einer der genannten Hauptgruppen zuordnen. In der 
Literatur [14], [15] sind weitere Arten der Klassifikation zu finden. Kriterien sind die 
Eignung für bestimmte Eingangsdaten (statisch, dynamisch) oder ob die benötigten Daten 
in Echtzeit bereitgestellt werden oder in einem Vorverarbeitungsschritt berechnet werden 
müssen. 
Frustum-Culling (FC oder auch VFC für View-Frustum-Culling) beschreibt das 
Entfernen aller Objekte, welche sich nicht im aktuellen Sichtvolumen der Kamera 
befinden und daher keinen Einfluss auf das endgültige Bild haben. Eine Ausnahme ergibt 
sich, wenn Spiegelungen bzw. Reflektionen Bestandteil der Szene sind. Hier kann eine 
zusätzliche virtuelle Kamera hinzugefügt werden, um ein für jede Spiegelung geeignetes 
Sichtvolumen zu generieren, für welches das Verfahren erneut zur Anwendung kommt. 
Frustum-Culling ist effizient ausführbar und führt zum Ausschluss großer Teilbereiche 
der gesamten Szene. Das Verfahren zählt zu den Standardverfahren und ist daher 
Bestandteil jeder Renderengine. Frustum-Culling wird aufgrund der einfachen 
Berechnungen und der hohen Entfernungsquote stets als erstes Verfahren implementiert. 
Um die Berechnungen weiter zu vereinfachen, werden für das Frustum-Culling meist 
Bounding Volumes (BV) eingesetzt. Hierbei handelt es sich um grobe Approximationen 
der Objekte durch einfache Körper wie Quader oder Kugeln. Weiterhin werden diese BV 
hierarchisch aufgebaut. Das bedeutet, dass ein BV eines Objektes des Szenengraphen den 
kompletten Teilbaum des Objektes mit einschließt. Man spricht in dieser Situation von 
einer Bounding Volume Hierarchie (BVH). Mit Hilfe dieser Struktur lässt sich das FC 
sehr effektiv umsetzen, da bei Nichtsichtbarkeit eines BV der komplette Teilbaum nicht 
weiter untersucht werden muss. 
Das klassische Rendering unter Verwendung von FC ist in Abbildung 7 dargestellt. Die 
hier vorgestellte Software realisiert ein optimiertes FC (siehe [08]). Das Bounding 
Volume wird unter Ausnutzung der Frame-zu-Frame-Koherenz nicht grundsätzlich gegen 
alle Ebenen des Sichtvolumens geprüft, sondern zunächst gegen diejenige Ebene, bei der 
der Test im letzten Frame gescheitert ist (BV außerhalb). Die Wahrscheinlichkeit, dass 
der Test erneut an dieser Ebene scheitert ist relativ hoch. Ein ähnliches Vorgehen wird bei 
der Traversierung der gesamten BVH verfolgt, wenn der Vaterknoten nicht komplett 
innerhalb des Sichtvolumens liegt, sondern durch eine Ebene geschnitten wird. Der Test 
für den nachfolgenden Kindknoten wird dann zunächst mit besagter Ebene durchgeführt. 
Der Kindknoten könnte hier bereits außerhalb des Sichtvolumens liegen. Liegt der Knoten 
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innerhalb, müssen die Tests für die verbleibenden Ebenen wie gehabt durchgeführt 
werden. 
Interaktion, Dynamik, …
Hierarchisches Frustum Culling (FC)
Zeichnen nichttransparenter Objekte
Zeichnen transparenter Objekte
Alle Objekte der Szene
Objekte im PVS des FC
nichttransparente Objekte
transparente Objekte
Sortieren der nichttransparenten O.
Sortieren der transparenten O.
Bearbeitungsschritt                            verwendete Daten
 
Abbildung 7: Vereinfachtes Rendering mit Frustum-Culling 
Backface-Culling (BFC) bezieht sich nicht auf ganze Objekte sondern arbeitet auf 
Polygon-Basis. Das Verfahren beschreibt das Entfernen von Polygonen, welche aufgrund 
ihrer Ausrichtung vom aktuellen Betrachterstandpunkt nicht sichtbar sind. Dies umfasst 
alle Polygone deren Flächennormale N vom Betrachter weggerichtet ist. Sei C die 
Betrachterposition und V ein Punkt des Polygons so ist das Polygon nicht sichtbar, wenn 
0)( <⋅− NCV . Dieses Verfahren erlaubt das Entfernen von ca. 50 Prozent der Polygone. 
Aktuelle Rendersysteme verwenden Vertex Buffer Objects (VBO) zur Darstellung. 
Dadurch ist es nur begrenzt möglich Einfluss auf das Zeichnen einzelner Primitive zu 
nehmen, da diese meist im Verbund gezeichnet werden. Weiterhin wird das Backface-
Culling effizient durch die Grafikhardware gelöst. Aufgrund dieser beiden Fakten ist es 
schwierig, dieses Verfahren so einzubinden, dass die Geschwindigkeitssteigerung durch 
Einsparung von Primitiven die weniger optimale Nutzung von Grafikhardware 
ausgleichen würde. Daher findet man nur noch in wenigen Implementationen eine 
spezielle Lösung für das Backface Culling. Ein Beispiel für ein solches spezielles 
Verfahren basiert darauf, die Polygone eines Objektes nach ihrer Normale zu sortieren. 
Man spricht in diesem Fall von Normal-Clustering bzw. Clustered BFC, da die Polygone 
nach der Sortierung entsprechend gruppiert werden. Während des Renderns wird das BFC 
für jede Gruppe ausgewertet. Ist eine derartige Gruppe von Polygonen nicht sichtbar, so 
kann auf die weitere Verarbeitung verzichtet werden. Besteht die Möglichkeit, dass evtl. 
ein Polygon der Gruppe sichtbar sein könnte, werden alle Polygone der Gruppe 
gezeichnet. Da hier die Sichtbarkeitsbedingung nicht pro Polygon sondern pro Gruppe 
entschieden wird, ist der anfallende Overhead eher gering. Ein derartiges Verfahren ist in 
[03] beschrieben. 
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Als Occlusion-Culling bezeichnet man alle Verfahren, welche der Erkennung von 
Verdeckungen dienen. Durch das Entfernen verdeckter Primitive wird der von späteren 
Stufen der Bearbeitungspipeline zu bewältigende Datenstrom im Allgemeinen stark 
reduziert. Die Tiefenkomplexität oder auch Overdraw einer Szene definiert sich durch die 
Anzahl an Schreibzugriffen pro Pixel. Ein Overdraw von 5 besagt, dass jedes Pixel 
durchschnittlich fünfmal überschrieben wird. Dabei ist nur der letzte Schreibvorgang von 
Bedeutung, die anderen 4 erfolgten umsonst. Ein hoher Overdraw hat demnach negativen 
Einfluss auf die benötigte Berechnungszeit. Je größer der Overdraw, umso mehr Potenzial 
hat der Einsatz des OC. Die Durchführung des OC ist selbstverständlich nur dann 
sinnvoll, wenn das Erkennen von Verdeckungen in kürzerer Zeit durchführbar ist, als das 
Zeichnen der Objekte benötigen würde. Occlusion-Culling wird bei der Bearbeitung nach 
dem Frustum-Culling ausgeführt und bearbeitet daher nur die Daten, die vom Frustum-
Culling als sichtbar deklariert wurden und somit zumindest teilweise im aktuellen 
Sichtvolumen liegen.  
Eine Variante des Occlusion-Culling ist das Transparency-Culling. Hierbei wird 
versucht Objekte zu entfernen, welche aufgrund vorliegender Überlagerungen 
transparenter Flächen kaum zu erkennen sind. Dazu wird ein Alpha-Schwellwert 
definiert, welcher dann die Grenze für die Durchsichtigkeit festlegt. Wird dieser 
unterschritten, so wird das Objekt als nicht mehr sichtbar klassifiziert. Leichte Bildfehler 
werden in Kauf genommen. 
Detail-Culling beschreibt die Möglichkeit feine Details genau dann wegzulassen, wenn 
diese einen zu geringen Beitrag am Gesamtbild repräsentieren. Kleine Details werden 
demnach einfach nicht gezeichnet. Ein Problem, welches sich hierbei ergibt, ist die 
Möglichkeit des Aufbaus eines Gesamtbildes aus vielen kleinen Details. Hat jedes für 
sich einen zu kleinen Beitrag werden alle Objekte weggelassen und es wird nichts oder 
nur wenig gezeichnet. Eine gebräuchliche Variante des Detail Culling sind Level-Of-
Detail-Verfahren. Hierbei werden von komplexen Objekten eine oder mehrere 
vereinfachte Varianten erstellt. Dies kann in einem Vorverarbeitungsschritt (statisches 
LOD) oder während des Renderings (dynamisches LOD) erfolgen. Nun wird beim 
Rendering anhand bestimmter Parameter die passende Detailstufe des Objektes 
ausgewählt und letztendlich auch gezeichnet. Übliche Parameter sind die Entfernung zum 
Objekt oder auch die Anzahl der Pixel, welche das Objekt auf dem Bild ausfüllen würde. 
Im Folgenden wird eine allgemeine Anforderung formuliert, die ausdrückt, wann sich ein 
beliebiges Culling-Verfahren gewinnbringend einsetzen lässt. Dabei bezeichnet O die 
Menge aller Objekte, welche in der aktuellen Phase zu verarbeiten sind, und o ist ein 
Objekt dieser Menge. Weiterhin sei C(o) der Boole’sche Wert der betrachteten 
Cullingfunktion C, wobei C(o)=false gilt, wenn das Objekt nicht sichtbar ist und von der 
weiteren Verarbeitung P(o) ausgeschlossen wird. Weiterhin sei t(C(o)) die benötigte Zeit 
für die Ausführung dieser Funktion und t(P(o)) die benötigte Zeit für die weitere 
Verarbeitung der Objektdaten einschließlich der Darstellung. Für C(o)=false ist t(P(o)) 
trivialer Weise 0, da keine Weiterverarbeitung stattfindet. In den folgenden Ausführungen 
bezeichnet t´(P(o)) die Zeit, die anfiele, wenn das eigentlich verdeckte Objekt 
weiterverarbeitet werden würde. 
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Die folgende Bedingung gewährleistet, dass durch die Anwendung des Culling-
Verfahrens ein Performancegewinn erzielt wird. Sei Ovis die Menge aller sichtbaren und 
Oinvis die Menge aller verdeckten Objekte aus O, so ist gefordert, dass 




oPtoCt ))(())(( .  
Die obige Bedingung besagt, dass der Mehraufwand ))(( oCt∑ , der sich durch die 
zusätzlich auszuführende Funktion C(o) für alle zu verarbeitenden Objekte o ergibt, durch 
die eingesparte Zeit ))(( oPt′∑  für alle als nicht sichtbar erkannten Objekte amortisiert 
werden muss. 
Ist die obige Bedingung nicht erfüllt, so tritt für eine sequenziell arbeitende Rendering 
Pipeline bei Anwendung eines Culling-Verfahrens eine Verringerung der 
Darstellungsgeschwindigkeit ein. Meist ist dieser Effekt bei Walkthrough-Szenen zu 
beobachten, wenn geometrisch komplexe Objekte ins Sichtfeld geraten. Dies ist 
spätestens der Fall, wenn alle Objekte als sichtbar klassifiziert werden (C(o)=true). In 




Da jede Cullingfunktion eine gewisse Zeit benötigt, ist stets 0))(( >∑ oCt . Somit ist der 
Fall eingetreten, für welchen das Culling die Darstellungsgeschwindigkeit maximal 
verringert. 
Im Fall von Frustum-Culling lässt sich die Bedingung leicht erfüllen. Zum Einen ist die 
Cullingfunktion C  relativ einfach und benötigt somit nur wenig Zeit. Zum Anderen 
erfolgt das FC in einem sehr frühen Stadium der Renderpipeline. Somit ist die 
Weiterverarbeitung P  für das Frustum-Culling deutlich komplexer als für das Occlusion-
Culling, da nach dem FC das Objekt eine längere Pipeline durchlaufen muss als nach dem 
OC. Das bedeutet wiederum, dass bei allen Objekten, welche durch FC aussortiert 
werden, eine maximale Zeitersparnis erreicht wird. 
2.4 Occlusion-Culling 
Im Vergleich zum Frustum-Culling ist die Culling Funktion beim OC wesentlich 
komplexer. Hier gilt, dass die Ausführungszeit meist von der gewünschten Genauigkeit 
direkt abhängig ist. Dabei wird die Berechnung umso aufwändiger, je exakter die PVS an 
die EVS angenähert wird. Für OC-Verfahren ist es deshalb sinnvoll, genau den 
Kompromiss zu finden, bei welchem die Culling-Funktion ausreichend schnell arbeitet 
und dabei genügend Objekte entfernt. Man unterscheidet zwischen Objektraum- und 
Bildraumverfahren. Objekte können als Occluder und als Occludee klassifiziert werden. 
Ein Objekt wird als Occluder bezeichnet, wenn es andere Objekte verdecken kann, es 
wird als Occludee bezeichnet, wenn es selbst verdeckt wird. Es ist möglich, dass ein 
einzelnes Objekt während des Verfahrens beiden Eigenschaften zugeordnet wird. Es wird 
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die Taktrate des OC als die Frequenz definiert, mit welcher das OC den Verdeckungstest 
für die gesamte Szene durchführt. 
Objektraumverfahren 
Bei dieser Art von Verfahren wird bereits im Objektraum entschieden, ob ein Polygon 
(oder Objekt) verdeckt ist oder nicht. Der Vorteil scheint offensichtlich, da im Gegensatz 
zu Bildraumverfahren die Vertextransformationen und das aufwändige Scankonvertieren 
für verdeckte Objekte entfallen. Trotz einiger Arbeiten zu dieser Gruppe von 
Algorithmen, wie beispielsweise [02], konnten sich derartige Verfahren im Bereich der 
Echtzeitvisualisierung nicht durchsetzen. Die Ursache ist in der hohen Grundkomplexität 
O(n2) (n = Polygonzahl) dieser Vorgehensweise zu suchen. Ansätze zur Beschleunigung 
der Verfahren, wie beispielsweise die Verwendung von Raumunterteilungsverfahren 
geraten in Konflikt mit der Integration von Dynamik in die Szene. In dieser Arbeit soll 
daher ausschließlich auf Bildraumverfahren eingegangen werden. 
Bildraumverfahren 
Übliche Algorithmen zur Lösung des Verdeckungsproblems arbeiten im Bildraum. Das 
bedeutet, dass ein Objekt zunächst in den Bildraum transformiert (gerastert) werden muss, 
um die Verdeckung gegenüber anderen Objekten für die aktuelle Kameraposition 
ermitteln zu können. Das Rastern eines Objektes ist relativ aufwändig. Es existieren 
jedoch mehrere Ansätze das Verfahren zu beschleunigen. Während anfangs viele 
Verfahren in Software arbeiteten, werden aktuell meist die von der Grafikkarte 
bereitgestellten Funktionalitäten [06] genutzt. In [04] und [05] werden sogenannte 
hierarchische Occlusion Maps erzeugt, um den Verdeckungstest zu beschleunigen. Da 
zunächst in geringeren Detailstufen gearbeitet wird, sinkt der Rechenaufwand für 
verdeckte Objekte. 
2.4.1 Generelle Arbeitsweise: 
Für das OC im Bildraum wird ein Tiefenpuffer benötigt (nachfolgend auch Occlusion-
Buffer bzw. OB genannt). Die Auflösung dieses Puffers muss nicht zwingend identisch 
mit der Auflösung des darzustellenden Bildes sein. Optimale Ergebnisse werden jedoch 
bei identischer Auflösung erreicht. Es erscheint wenig sinnvoll, die Auflösung größer zu 
wählen, da die Verdeckung nicht genauer ermittelt werden muss als die sichtbare 
Bildauflösung. Eine Verringerung der Auflösung hingegen kann zum Zweck der 
Beschleunigung des Occlusion-Cullings durchaus sinnvoll sein. Ist die Auflösung 
allerdings zu gering, kann dies zu merklichen Fehlern in der Darstellung führen. 
Bei der Berechnung eines Frames wird zunächst der Occlusion-Buffer initialisiert. Das 
bedeutet, dass alle Pixel auf eine maximale Entfernung gesetzt werden. Nun werden 
nacheinander alle Objekte bezüglich ihres z-Wertes gegen den Occlusion-Buffer getestet. 
Die grundsätzliche Arbeitsweise entspricht hierbei der des Standardtiefenpuffers (Z-
Buffer). D.h. beim Rastern eines jeden Objektes wird für jedes Pixel entschieden, ob es 
vor dem bereits Gespeicherten liegt oder nicht. Liegt es davor, wird das Pixel neu gesetzt 
und damit der neue z-Wert übernommen. Liegt es dahinter, passiert nichts. Bei diesem 
Rastervorgang kann dann die Anzahl der gesetzten Pixel gezählt werden. Wurden für das 
Objekt keine Pixel gesetzt, so ist es nicht sichtbar. In allen anderen Fällen könnte es 
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sichtbar sein, muss aber nicht, da die gesetzten Pixel evtl. von einem später getesteten 
Objekt noch überschrieben werden können. Um die dadurch auftretenden 
Fehlentscheidungen zu minimieren, ist es erforderlich, die Bearbeitungsreihenfolge der 
Objekte in eine Front-to-Back Order zu überführen. Man kann dabei unabhängig vom 
verwendeten Sortierverfahren, unterschiedliche Kriterien zu Grunde legen. Beispielsweise 
können die Objekte nach ihrem geometrischen Mittelpunkt oder auch nach dem Punkt, 
welcher dem Betrachterstandpunkt am nächsten ist, sortiert werden. Demnach kann es 
zwar weiterhin vorkommen, dass Objekte von einem später getesteten Objekt verdeckt 
werden, jedoch tritt dieser Fall nun weitaus weniger häufig auf, als bei einer zufälligen 
Sortierung. 
In realen Modellen treten auch Fälle auf, in welchen bei einer korrekten Sortierung zu 
viele Elemente in der PVS enthalten sind. Dies ist meist der Fall, wenn sich Objekte 
durchdringen. Um dem entgegenzuwirken ist es sinnvoll, bestimmte Objekte in mehrere 
Subobjekte zu unterteilen. Diese Vorgehensweise bietet sich für räumlich groß 
ausgedehnte Objekte an. Auch die Unterteilung von Objekten, welche sehr viele Polygone 
enthalten, ist sinnvoll, um nicht wegen einzelner sichtbarer Polygone, mehrere 
hunderttausend Polygone zeichnen zu müssen. Hier muss entschieden werden, inwiefern 
die benötigte Zeit für diese Vorverarbeitung akzeptabel ist. Es ist ohne Probleme möglich, 
durch eine optimale Strukturierung der Szene den Culling-Prozess und damit die 
Visualisierung zu verbessern. Allerdings geht durch die notwendige Vorverarbeitung die 
Möglichkeit verloren, interaktiv in die Szene einzugreifen zu können bzw. Szenen mit 
komplexer Dynamik zu verarbeiten. Bei der Entwicklung der hier vorgestellten Software 
bestand die Zielstellung deshalb darin, eine schnelle Visualisierung ohne zeitaufwändiges 
Preprocessing zu realisieren. Dabei soll der vorhandene Szenegraph in seiner Struktur 
unverändert bleiben. 
Das Rastern (Scankonvertieren) eines Objektes ist relativ aufwändig. In [01] wurde ein 
Verfahren vorgestellt, um diesen Aufwand zu verringern. Die hohe Auflösung des 
Tiefenpuffers wird dabei, ähnlich der Mipmaps bei Texturen, zusätzlich in mehreren 
kleineren Auflösungsstufen gehalten. Es entsteht ein hierarchischer Z-Buffer. Vergleiche 
mit diesem Tiefenpuffer können somit zunächst in einer kleineren Stufe durchgeführt 
werden. Wird hier das Objekt als sichtbar eingestuft, erfolgt die Verarbeitung mit der 
nächst größeren Auflösung. Eine weitere Möglichkeit das OC zu beschleunigen ist die 
Verwendung von vereinfachter Geometrie für den Verdeckungstest. Hier können 
Standard LOD-Verfahren eingesetzt werden, um derartige Vereinfachungen zu erzeugen. 
Allerdings erfordert die Berechnung dieser einfacheren Geometrien wiederum einen 
Preprocessing-Schritt. Im einfachsten Fall werden Standardobjekte wie Kugeln und 
Quader verwendet, welche die originalen Objekte komplett umhüllen (BV).  
Beim eigentlichen Zeichenvorgang werden die Z-Buffer-Operationen von der Grafikkarte 
erledigt. Die dort eingesetzten Prozessoren (GPU) sind für diese Anforderungen optimiert 
und können diese Aufgabe sehr performant erledigen. Daher bietet es sich an diese 
Fähigkeiten des Grafikprozessors auch für den entsprechenden Teil im Occlusion-Culling 
zu verwenden. Zu diesem Zweck wurden der OpenGL-Schnittstelle zusätzliche 
Funktionalitäten verliehen, welche genau diesen Anwendungsfall bedienen. Nach 
mehreren Arbeiten zu dem Thema (z.B. [06]) haben sich nacheinander zwei 
unterschiedliche Erweiterungen entwickelt. Zum einen die Extension HP_occlusion_test 
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ursprünglich von Hewlett Packard (HP) und zum anderen die Extension 
NV_occlusion_query von nVidia. Chronologisch gesehen war die Extension von HP 
Vorreiter auf dem Gebiet. Beide Erweiterungen wurden inzwischen von OpenGL 
Architecture Review Board (ARB) zu offiziellen Extensions erklärt und sind somit 
Bestandteil aktueller und künftiger OpenGL-Versionen. Wie bei allen derartigen 
Erweiterungen entfällt somit das NV (für nVidia) bzw. HP im Namen der Funktionen und 
Konstanten. Die neue Schnittstelle kann dabei geringfügig von der Originalversion 
abweichen, wie beispielsweise bei einigen Funktionen der NV_occlusion_query. Auch 
wenn aus Gründen der Kompatibilität die originalen, herstellerspezifischen Schnittstellen 
weiterhin unterstützt werden, sollten diese von neueren Applikationen nicht mehr genutzt 
werden und stattdessen die offiziellen Varianten zur Anwendung kommen. Die 
Verwendung der beiden genannten OpenGL-Erweiterungen zur Bearbeitung des OC wird 
im Folgenden als Hardware-OC bezeichnet. 
2.4.2 Hardware Occlusion Culling (HW-OC) 
Die Einbettung beider Varianten in das Rendersystem kann auf unterschiedliche Art und 
Weise geschehen. Bei beiden Varianten entspricht der Occlusion-Buffer dem normalen Z-
Buffer der Grafikkarte. Es wird demnach kein separater Speicher für die Verdeckungstest 
angelegt. Da die Tests außerdem meist nicht mit der originalen Geometrie durchgeführt 
werden, sondern eine vereinfachte Approximation oder ein Bounding Volume zum 
Einsatz kommt, muss vor Beginn eines Tests das Schreiben von Daten in den Colorbuffer 
und in den Tiefenpuffer deaktiviert werden.  
Die HP Version ist etwas einfacher zu handhaben: 
glEnable(GL_OCCLUSION_TEST_HP); // Test 
aktivieren 
glGetBooleanv(GL_OCCLUSION_TEST_RESULT_HP, &result); // flag löschen 
… // Zeichnen der Primitive 
glDisable(GL_OCCLUSION_TEST_HP); // Test 
deaktivieren 
glGetBooleanv(GL_OCCLUSION_TEST_RESULT_HP, &result); // Ergebnis 
abfragen 
 
Nach Beendigung dieses Tests liegt in der Variable result das Ergebnis vor. Ist dieses 
true, so ist mindestens ein Pixel gezeichnet worden und das Objekt damit sichtbar. Meist 
wird dieser Test direkt vor dem Zeichnen des Objektes mit der vereinfachten Geometrie 
durchgeführt. Wichtig für diese Vorgehensweise ist die Sortierung aller zu zeichnenden 
Objekte nach ihrer aktuellen Tiefe (Abstand vom Objekt zum Betrachter). Dadurch kann 
die Erfolgsrate deutlich gesteigert werden, da zuerst die Objekte gezeichnet werden, 
welche das größte Potenzial besitzen andere Objekte zu verdecken. Einen Nachteil bei der 
Verwendung dieser Extension stellt die geringe Differenziertheit des Ergebnisses dar. Es 
ist unerheblich, ob bei solch einem Test ein Pixel gezeichnet werden konnte oder 10000. 
Das Ergebnis ist stets true. Dieses Verhalten beschränkt das Anwendungsgebiet auf 
exaktes Culling. Meist soll das Culling aber als eine „aggressive“ Variante realisiert 
werden. Das bedeutet, dass Objekte, welche nur einen sehr geringen Beitrag zum fertigen 
Bild leisten, ebenfalls als nicht sichtbar klassifiziert werden sollen. Allerdings ergibt sich 
aus dem beschriebenen Nachteil auch ein Vorteil für die Implementierung des HP Tests 
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im Grafiktreiber. Sobald ein Pixel als sichtbar erkannt wurde, kann der Test beendet 
werden. Dies führt zu einer schnelleren Ausführung. 
Die nVidia Variante des Occlusion Tests kann auch als Weitereinwicklung des HP Tests 
gesehen werden. Es wurde versucht, den oben beschriebenen Nachteil zu beheben. 




// Auslösen von N parallelen Anfragen 
for (i = 0; i < N; i++) { 
  glBeginOcclusionQueryNV(queries[i]); 
  // Rendern der Bounding Box für die Geometry 
  glEndOcclusionQueryNV(); 
} 
// hier andere Aufgaben bearbeiten 
// Ergebnisse abfragen 
for (i = 0; i < N; i++) { 
  glGetOcclusionQueryuivNV(queries[i], GL_PIXEL_COUNT_NV, &pixelCount); 
  if (pixelCount > MAX_COUNT)  
    // zeichnen der Geometrie 
} 
 
Die nVidia-Extension arbeitet weitgehend asynchron. Nachdem die Anfragen mit den 
vereinfachten Geometrien gestartet wurden, kann das Programm andere Aufgaben 
bearbeiten und zu einem späteren Zeitpunkt die nun vorliegenden Ergebnisse auslesen. 
Werden die Ergebnisse zu früh abgefragt, so muss das Anwendungsprogramm warten bis 
diese vorliegen. Das sollte natürlich vermieden werden. Ein Vorteil der nVidia-Variante 
ist die Angabe der genauen Pixelanzahl der gezeichneten Objekte. Somit kann problemlos 
ein aggressives Culling mit variablem Schwellwert realisiert werden. Evtl. kann auch die 
Pixelanzahl ins Verhältnis zur Anzahl der Polygone des Objektes gesetzt werden, um so 
den Aufwand für das Zeichnen der Objekte mit in die Entscheidung einfließen zulassen. 
Ein Nachtteil beim Auslösen mehrerer Anfragen betrifft die fehlenden Updates für den 
Tiefenpuffer. Das Schreiben des Tiefenpuffers ist deaktiviert und somit ändert sich dieser 
während der Bearbeitung nicht. Dies kann dazu führen, dass evtl. nicht sichtbare Objekte 
als sichtbar eingeordnet werden. Da alle Anfragen für den aktuellen Zustand des 
Tiefenpuffers bearbeitet werden, ist die Reihenfolge der zu einem Zeitpunkt ausgelösten 
Anfragen unerheblich. Verdeckungen innerhalb einer solchen Objektgruppe werden nicht 
erkannt.  
Bei beiden Verfahren entsteht durch den Occlusion-Test eine zusätzliche Last. Im 
ungünstigsten Fall (worst case) führt dies nicht zu einer Beschleunigung, sondern zu einer 
Verlangsamung des Renderings. Dies ist genau dann der Fall, wenn nicht genügend 
Objekte als verdeckt erkannt wurden, um die Armortisierungsbedingung zu erfüllen. In 
diesem Fall trägt auch das Umschalten der OpenGL-Zustände zur Verlangsamung des 
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Rendering-Prozess bei. Für einen Occlusiontest werden alle unnötigen Funktionen wie 
Beleuchtung, Texturierung, Effekte, usw. deaktiviert, wohingegen für das Zeichnen all 
diese Funktionen wieder angeschaltet werden müssen. Auch dies erzeugt zusätzliche Last. 
Weiterhin entstehen sowohl auf Seiten der CPU als auch bei der GPU Wartezeiten. Bei 
der Abfrage einer Query muss die CPU warten bis das Ergebnis vorliegt. In dieser Zeit 
erfolgen jedoch auch keine OpenGL-Aufrufe, wodurch die OpenGL-Pipeline sich leert. 
Ist wiederum der OpenGL-Befehlspuffer leer, muss auch die GPU warten. Grundlegende 
Details für die effiziente Nutzung von HW-Occlusion-Queries sind in den Arbeiten [18], 
[19] und [20] zu finden. Die beiden wichtigsten Ziele hierbei sind die Verringerung der 
Anzahl an Queries und die Vermeidung von Wartezeiten bei der Abfrage der Ergebnisse. 
Durch eine Vorhersage der Sichtbarkeit bzw. eine verringerte Abfragefrequenz pro 
Objekt kann die erreichbare Framerate erhöht werden. In [07], [12] und [14] werden 
neben Detaillösungen komplette Frameworks vorgestellt. Durch geeignete 
Vorverarbeitung (Preprocessing) werden sämtliche Daten für die optimale Nutzung der 
genannten OpenGL-Erweiterungen angepasst. Hier kommen beispielsweise 
Raumunterteilungsverfahren und LOD zum Einsatz. Dieser Prozess kann mehrere 
Stunden in Anspruch nehmen. Ziel der vorliegenden Arbeit ist es jedoch, möglichst ohne 
Vorverarbeitung eine hohe Framerate zu erreichen. Auch kann ein OC-Verfahren für den 
Einsatz in bestimmten Umgebungen angepasst werden. Einige Arbeiten zeigen optimierte 
Verfahren für sogenannte „Walkthrough“-Szenen [15]. Das sind meist Modelle von 
Gebäuden und Städten, welche durch den Benutzer nur „gehend“ erforscht werden. 
Derartige Verfahren sind jedoch für andersartige Daten meist vollkommen ungeeignet. 
2.4.3 Sequentielles Occlusion-Culling 
Es ist offensichtlich, dass die Taktrate des OC bei nicht-paralleler Verarbeitung 
äquivalent zur Framerate des Renderings ist. Die üblichen Verfahren nutzen spezielle 
Datenstrukturen, um während der Laufzeit eine schnelle Sortierung zu gewährleisten. 
Dies erfordert einen zusätzlichen Preprocessingschritt zur Erzeugung dieser Strukturen. 
Meist kommen Raumunterteilungsverfahren (Space Subdivision) zum Einsatz. Die wohl 
bekannteste Struktur sind die Binary Space Partition Trees (BSP-Bäume). Hier wird der 
Raum solange rekursiv durch eine Ebene geteilt, bis ein gewähltes Abbruchkriterium 
(z.B.: Anzahl der Polygone) erfüllt ist. BSP Bäume lassen sich ohne weitere 
Berechnungen sortiert durchlaufen, um die geforderte Reihenfolge für das OC zu 
erhalten. Problematisch bei BSP-Bäumen ist die Wahl der Schnittebene und die damit 
verbundenen Sonderfälle. Beispielsweise lässt es sich meist nicht vermeiden, dass 
einzelne Polygone durch die Ebene geschnitten werden. In dieser Situation kann dann 
entweder das Polygon geteilt werden, um die Teile eindeutig zuordnen zu können oder 
das gesamte Polygon wird dem aktuellen Knoten des BSP-Baumes zugeordnet. Diese 
Sonderfälle machen das Preprocessing sehr aufwändig. Die Erhaltung der Konsistenz des 
BSP-Baumes wird noch schwieriger, wenn dynamische Objekte in der Szene 
vorkommen. Diese müssen dann entweder während der Laufzeit in den Baum einsortiert 
bzw. im Baum umsortiert werden oder ohne Occlusion-Culling nach den statischen 
Objekten gezeichnet werden. 
Ein weiteres Problem stellen instanziierte Objekte dar. Da hierbei die eigentliche 
Geometrie des Objektes nur einmal im Speicher gehalten wird, ist es nur schwer möglich, 
solche Objekte in der gewünschten Art zu teilen. Das in Abbildung 8 gezeigte Beispiel 
enthält die 3 Geometrien R, C und T, welche mehrfach instanziiert sind. Bei den 
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Instanzen der Objekte C und T treten keine Probleme auf, da diese als Ganzes in den 
Baum eingeordnet werden. Die Instanzen R(1), R(2) und R(3) müssten bei gegebenen 
Schnittebenen auf unterschiedliche Art unterteilt und den jeweiligen Teilen des BSP-
Baums zugeordnet werden. Da die Geometrie R jedoch nur einmal vorhanden ist, lässt 
sich dies nicht direkt realisieren, sondern würde eine aufwändige, mehrfache Indexierung 
der Polygone notwendig machen. Spätestens wenn dann noch einzelne Polygone geteilt 
werden sollen, wird eine Auflösung der Instanziierung erforderlich. Damit gehen dann die 












Abbildung 8: Konflikt eines BSP-Baumes mit instanziierten 
Objekten 
2.4.4 Paralleles Occlusion-Culling 
Um die genannten Nachteile zu minimieren, wurde im Rahmen dieser Arbeit ein 
paralleles (asynchrones) Occlusion-Culling entwickelt und implementiert. Die Idee beruht 
auf der Entkopplung des OC vom eigentlichen Rendering. Das heißt, dass das OC in 
einem separaten Thread ausgeführt wird. Die Taktrate des OC entspricht demnach nicht 
der Framerate der Visualisierung. Um dieses Vorgehen zu realisieren, stehen mehrere 
Ansätze zur Verfügung: 
1. Verwendung der beschriebenen OpenGL-Erweiterungen: 
a) mit einer Grafikkarte, 
b) mit einer zweiten Grafikkarte in einem Rechner oder 
c) mittels eines zweiten Rechners. 
2. Berechnung der Verdeckungen ohne die Grafikhardware auf der Multicore-CPU. 
Variante 1a) verspricht nur wenig Aussicht auf Erfolg, da es nicht effektiver ist, die 
Grafikkarte mittels zweier Threads zu beschäftigen anstatt mit einem einzelnen. Es ist 
grundsätzlich möglich, die OpenGL-Schnittstelle mit zwei Threads in Verbindung mit 
zwei OpenGL-Kontexten (einer pro Thread) zu nutzen. Jedoch werden intern die 
Anfragen beider Threads für die eine verfügbare Grafikkarte serialisiert. Im Ergebnis 
erhöht sich dadurch die Belastung des Grafikprozessors durch unnötige Kontextwechsel, 
und das Rendering wird verlangsamt. Auch besteht keine Kontrolle über dieses Verhalten. 
Insbesondere betrifft das die Entscheidung darüber, wann welcher Thread ausgeführt wird 
und somit über die Grafikhardware verfügt. Damit sinkt die Effektivität der 
Resourcennutzung. Dennoch wurde diese Variante zu Testzwecken realisiert. Dabei 
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stellte sich heraus, dass der zweite Thread kaum Rechenzeit bekommt. Es wäre 
erforderlich den Renderthread durch geeignete Maßnahmen auszubremsen, um die 
verfügbare Rechenleistung zu verteilen, womit dieses Vorgehen dem Ziel des Verfahrens 
widerspricht. Daher ist diese Lösung nicht sinnvoll. Eine Verwendung der OpenGL-
Erweiterungen in einem Thread erlaubt eine deutlich effektivere Auslastung der Grafik-
Hardware durch die Applikation. 
Auch Variante 1b) wurde umgesetzt. Hierbei fehlt es jedoch der OpenGL-Schnittstelle an 
einer Erweiterung zur Steuerung der Kontext-Zuweisung. Das bedeutet, ein zweiter 
Kontext wird weder automatisch der zweiten Karte zugeordnet noch ist es möglich, dies 
manuell einzustellen. Auch bei der Verwendung einer Dual-Pipe Karte, wie der Nvidia 
Quadro, gibt es keine dokumentierte Möglichkeit, den OpenGL-Kontext der zweiten 
Pipeline zuzuordnen. Bei beiden Varianten ist das Verhalten daher ähnlich dem der 
Variante 1a). 
Die Realisierung der parallelen Verarbeitung mittels zweier Rechner (Variante 1c) ist 
prinzipiell möglich. Vorteilhaft ist die Möglichkeit, dass eine solche verteilte Applikation 
die komplette Kontrolle über die Resourcenaufteilung beider Rechner besitzt. Sowohl der 
Prozessor als auch die Grafikkarte könnten für beliebige Aufgaben eingesetzt werden. 
Auch die Erweiterung auf mehr als zwei Rechner ist denkbar. Eine derartige 
Implementation erfordert jedoch ein aufwändiges Protokoll zur Übertragung sämtlicher 
Geometriedaten sowie der dynamischen Updates während der Laufzeit. Ein derartiger 
Ansatz wird in [11] vorgestellt. Im Rahmen der vorliegenden Arbeit wurden 
ausschließlich Optimierungsansätze unter Einsatz eines einzelnen Rechners untersucht. 
Es ist zu erkennen, dass die Nutzung einer Grafikkarte nur sequentiell sinnvoll ist und 
eine zweite Karte für diese Zwecke nicht ausreichend steuerbar ist. Weiterhin sind 
Multicore-CPU zum Standard geworden. Die aktuelle Generation stellt bereits vier 
Prozessorkerne zur Verfügung. Kommende Rechner werden 8 und mehr Kerne besitzen. 
Auch wenn andere Funktionalität, wie beispielsweise Physiksimulationen diese 
verfügbare Leistung bereits teilweise nutzen, werden künftige Mehrkern-Prozessoren 
ausreichend Spielraum für weitere Parallelisierung, speziell von Visualisierungs-
applikationen zur Verfügung stellen. Es bietet sich daher an, ein Software-Occlusion-
Culling zu implementieren, um die zur Verfügung stehende CPU-Leistung nutzbar zu 
machen. Bei diesem Vorgehen stellt sich die Frage, ob das bei den aktuellen 
Leistungsdaten der Grafikkarten sinnvoll ist. Es ist offensichtlich, dass eine Software-
Variante nicht annähernd die Leistung der Grafikkarte erreichen kann. Jedoch ist dies 
auch nicht notwendig. Vielmehr geht es darum, die auftretenden Problemstellungen in 
einem Rechner möglichst günstig auf die Recheneinheiten zu verteilen. Es ist nur wenig 
sinnvoll, etwas auf der ausgelasteten Grafikkarte zu berechnen, während ein Kern der 
CPU nichts tut. Auch kann eine derartige Implementation deutlich spezieller realisiert 
werden und auf bestimmte Objekteigenschaften angemessen reagieren. Eine Zielplattform 
für eine solche Implementation sind unter anderem auch Notebooks. Aktuelle Varianten 
sind durchweg mit Multicore-Prozessoren ausgestattet, stellen aber nur begrenzte 
Grafikleistung bereit. Eine evtl. verfügbare zweite Grafikkarte kann somit weiterhin für 
die Verbesserung der Darstellung (höhere Auflösung, besseres Supersampling) oder auch 
für andere Berechnungen wie beispielsweise Physiksimulationen genutzt werden. 
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Weiterhin wird die Bedingung aus Formel (2) im Fall eines parallelen OC stets erfüllt, da 
der linke Teil der Ungleichung durch die nebenläufige Verarbeitung für den 
Visualisierungs-Thread als 0 angenommen werden kann. 
2.4.5 Software-Occlusion-Culling (SW-OC) 
Die Implementation eines Software Occlusion-Cullings basiert im Wesentlichen auf 
einem vereinfachten Software-Rendering. Da dies einen zentralen Teil der Arbeit 
darstellt, wird dessen Arbeitsweise kurz vorgestellt. 
Um die Verdeckungen korrekt ermitteln zu können, ist es notwendig, alle Objekte, 
ähnlich dem normalen Rendering zu rastern, d.h. in den diskreten Bildraum zu 
transformieren. Anhand des dabei erzeugten Tiefenpuffers (Occlusion-Buffer) kann für 
jedes Objekt entschieden werden, ob es sichtbar ist oder nicht. Jedes Objekt in einer 
Szene besteht aus einzelnen, konvexen Polygonen. Daher ist das grundlegende Element 
des Renderings das Polygon. Neben Dreiecken und Vierecken können auch Polygone mit 
mehr als vier Ecken enthalten sein. Damit bei allen zeitkritischen Funktionen möglichst 
wenige Sonderfälle berücksichtigt werden müssen, werden eventuell auftretende nicht-
konvexe Polygone bereits beim Laden in konvexe Polygone zerlegt. 
Zunächst erfolgt die Transformation der Eckpunkte eines Polygons in den Bildraum. Das 
umfasst sowohl Modellview- und Kameratransformation als auch die Transformation für 
die an die Auflösung des OB angepasste Projektion der X- und Y-Werte. Die Z-
Koordinate wird entsprechend der Formel (1) transformiert und liegt nun in der z´-Form 
vor, wie diese auch im Z-Buffer Verwendung findet. Dies erlaubt im Bildraum die lineare 
Interpolation des als z´ vorliegenden Tiefenwertes. Der zweite Schritt umfasst die 
Erzeugung der Umrandungslinie. Diese Linie repräsentiert die Begrenzung des Polygons 
und dient somit als Grundlage für die Rasterisierung. Um diesen Vorgang so einfach wie 
möglich durchführen zu können, wird die Umrandungslinie in zwei Abschnitte unterteilt. 
Einer dieser Abschnitte enthält ausschließlich Startpunkte von Scanlines (grün), während 









Abbildung 9: Scankonvertieren eines Polygons: 1. 
Umrandungslinie ermitteln; 2. Scanlines füllen 
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Eine Kante PnPm des Polygons repräsentiert die Startpunkte der zu bildenden Scanlines, 
wenn für die zugehörigen y-Koordinaten Yn<Ym gilt. Andernfalls handelt es sich um 
Endwerte. Diese Festlegung gilt für Polygone, welche im Uhrzeigersinn definiert sind 
(cw). Ist die Orientierung entgegengesetzt (ccw), so muss die Zuordnung umgekehrt 
erfolgen. Neben der Berechnung der X und Y-Koordinaten der einzelnen Randpixel 
müssen auch die entsprechenden Tiefenwerte (z´) ermittelt werden. Für alle Werte kommt 
eine einfache Interpolation zum Einsatz. 
Wurden alle Kanten des Polygons auf diese Weise bearbeitet, erfolgt nun die 
Scankonvertierung. Hierbei werden für alle Zeilen des Polygons die Pixel vom Startwert 
bis zum Endwert durchlaufen. Wie schon bei der Berechnung der Umrandungslinie 
müssen auch hier die Tiefenwerte für alle inneren Punkte des Polygons ermittelt werden. 
Auf das Mitführen bzw. Interpolieren von weiteren Daten, wie Texturkoordinaten, 
Farben, Normalen oder ähnliches kann verzichtet werden, da das Verfahren nur der 
Feststellung der Verdeckungen dient. Wird die Auflösung des Bildraumes für dieses 
Verfahren identisch zur Bildauflösung der eigentlichen OpenGL-Darstellung gewählt, so 
entspricht der Tiefenpuffer des Software-Verfahrens genau dem Tiefenpuffer der 
Visualisierung. Zur Beschleunigung des Software-Cullings kann diese Auflösung 
verringert werden. Eine Halbierung der X- und Y-Auflösung entspricht einer Reduktion 
der zu bearbeitenden Pixel auf 25 Prozent. Dabei wird ein Pixel des Occlusion-Buffers 
durch vier Pixel visualisiert. Diese Reduktion ist noch vertretbar, sollte jedoch nicht 
weiter vergrößert werden, da sonst sichtbare Fehler im Bild auftreten können. Bei 
Verwendung von 25 Prozent der Visualisierungsauflösung wird die Sichtbarkeit jeweils 
für einen Block von 2x2 Pixel gemeinsam entschieden. Die sichtbaren Strukturen müssen 
demnach kleiner als dieser Block sein, damit dies zu Fehlentscheidungen beim OC führen 
kann. 
Die Bittiefe des OB beträgt 32 (Fließkommadarstellung), was in den meisten Fällen der 
Genauigkeit des Tiefenpuffers der Grafikkarten entspricht. Hier könnte ggf. auch mit 
größerer Bittiefe gearbeitet werden. Es ist allerdings weder notwendig noch sinnvoll mit 
höherer Genauigkeit als die Grafikkarte zu arbeiten. 
Eine weitere Beschleunigung erhält man durch die Vereinfachung des Rastervorgangs für 
Sonderfälle. Ein Beispiel hierfür sind besonders detaillierte Objekte, welche sehr kleine 
Polygone enthalten. Wird ein Polygon durch sehr wenige Pixel dargestellt, ist das 
komplexe Setup für das Scankonvertieren im Verhältnis zum eigentlichen Rastern sehr 
aufwändig. Deshalb wird die vollständige Scankonvertierung nur ausgeführt, wenn die 
Polygongröße einen vorgegebenen Schwellwert überschreitet. Dabei wird die Polygon-
größe einfach als der größte Abstand zwischen den Vertices des Polygons nach Projektion 
in den Bildraum definiert. Bei Polygonen mit mehr als drei Vertices werden somit auch 
Abstände zwischen nicht benachbarten Vertices betrachtet. Die Polygongröße bezieht sich 
auf den Bildraum und wird daher in Pixel festgelegt. Wird der Schwellwert unterschritten, 
wird ein vereinfachter Rastervorgang durchgeführt. Diese Vereinfachung ist zweistufig 
implementiert. Bei Polygongrößen kleiner als 1,4 (Abbildung 10) wird nur der erste 
Vertex des Polygons als Punkt geprüft und ggf. gesetzt. Ist das Polygon größer als 1,4 und 
kleiner als 2,2 werden alle Eckpunkte des Polygons verarbeitet, ohne jedoch den 
kompletten Rastervorgang abzuarbeiten. 
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Abbildung 10: Vereinfachung des Rastervorgangs bei kleinen 
Polygonen  
Wird jedes Polygon für sich betrachtet, entstehen durch diese Vereinfachung Fehler im 
Bild. Diese potenziellen Fehler werden jedoch dadurch kompensiert, dass die Sichtbarkeit 
nicht pro Polygon, sondern pro Objekt entschieden wird. Sollte dennoch ein einzelnes, 
derart kleines Polygon eines Objektes „als einziges“ sichtbar sein und auf Grund der 
beschriebenen Approximation als nicht sichtbar klassifiziert werden, so ist der 
entstandene Fehler entsprechend gering. 
Das OC-Verfahren läuft folgendermaßen ab: Zunächst werden sämtliche aktuellen 
Zustände und dynamischen Prozesse der Szene berechnet. Zu diesen Prozessen gehören 
einfache Animationen, komplexe Simulationen und Interaktion des Nutzers. Nachdem ein 
Objekt diese Phase durchlaufen hat, wird per FC geprüft, ob es im Sichtvolumen liegt. Ist 
das der Fall, wird das Objekt in einen Puffer P1 gespeichert. Nachdem alle Objekte 
bearbeitet sind, repräsentiert dieser Puffer die PVS des Frustum-Culling. Er enthält 
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Abbildung 11: Asynchrones OC: Synchronisation über zwei 
Puffer P1 und P2 
Es folgt in diesem Haupt-Thread das eigentlich Rendering: Für alle Objekte des Puffers 
P2 wird die Render-Funktion aufgerufen. Dabei muss wie üblich in nichttransparente und 
transparente Objekte unterschieden werden. Der Puffer P2 wiederum wird von einem 
separaten Culling-Thread gefüllt. In diesem Thread werden nacheinander alle Objekte aus 
dem Puffer P1 ausgelesen und mittels der Culling-Funktion auf mögliche Verdeckung 
bzw. Sichtbarkeit geprüft. Der Puffer P1 wird vor Beginn des Cullings sortiert, sodass die 
Objekte in einer Front-to-Back-Order vorliegen. Eine derartige Sortierung ist für 
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Occlusion-Culling zu empfehlen, da auf diese Weise zunächst die Objekte in den 
Occlusion-Buffer gezeichnet werden, welche dem Betrachterstandpunkt am nächsten 
sind. Dadurch steigt die Wahrscheinlichkeit, dass nachfolgende Objekte verdeckt sind. 
Während dieser Sortierung werden die Objekte gleichzeitig nach Transparenz 
klassifiziert. Wird ein Objekt vom OC als potenziell sichtbar klassifiziert, so wird es in 
den Puffer P2 eingefügt. Dieser Puffer enthält somit die PVS des Occlusion-Cullings. 
Wurden alle Objekte durch die Culling-Funktion geprüft, so werden die beiden 
Teilmengen der nichttransparenten und transparenten Objekte in Front-To-Back bzw. in 
Back-To-Front Order gebracht. Dies erfolgt noch im Culling-Thread, um den Render-
Thread weiter zu entlasten. 
Die Sortierung der Objekte erfolgt in den meisten Fällen auf der Basis der Bounding 
Sphere der Objekte. Polygonbasierte Sortierung für eine korrektere Auflösung von sich 
durchdringenden Objekten wird derzeit nicht unterstützt. Ausgehend von der BS wird die 
Entfernung der Objekte zur aktuellen Betrachterposition ermittelt. Von dieser Entfernung 
wird anschließend der Radius der BS subtrahiert, um die kürzeste Entfernung zwischen 
Betrachter und einem Punkt des Objektes zu erhalten. Offensichtlich ist dies kein exaktes 
Verfahren. Dennoch sind die erzielten Ergebnisse zunächst zufriedenstellend. Für 
qualitativ bessere Ergebnisse kann das Verfahren bei Bedarf gegen ein anderes ersetzt 
werden bzw. um Techniken für die Auflösung der beschriebenen Konflikte erweitert 
werden. 
Das Verfahren macht sich die Eigenschaft zu Nutze, dass sich von einem Frame zum 
nächsten nur wenig am Ergebnis des Occlusion-Culling ändert. Das bedeutet, dass auf der 
einen Seite nur wenige Objekte des Puffers P2 im nachfolgenden Frame als nicht mehr 
sichtbar detektiert werden und auf der anderen Seite auch nur wenige Objekte neu 
hinzukommen. Diese Eigenschaft wird als zeitliche Kohärenz bezeichnet. Unter 
Ausnutzung dieser Eigenschaft muss das Culling nicht zwingend bei jedem Frame neu 
berechnet werden. Die Wahrscheinlichkeit, dass im Frame n+1 genau die gleichen 
Objekte wie im Frame n sichtbar sind, ist relativ hoch. Aus diesem Grund ist es 
ausreichend, wenn der Culling-Thread mit einer geringeren Taktrate arbeitet als der 
Render-Thread. Es ist offensichtlich, dass eine bestimmte Mindesttaktrate erreicht werden 
sollte, da andernfalls deutliche Fehler durch fehlende Objekte im Bild entstehen können. 
Zu viele Objekte hingegen verlangsamen zwar das Rendering, haben aber keinen Einfluss 
auf die Bildqualität. Es hat sich gezeigt, dass ein Verhältnis von 1:5 der Culling Taktrate 
zur Render-Framerate als Mindestgrenze angenommen werden sollte. Empfehlenswert ist 
1:3 oder 1:2. Die Performance des Culling-Threads hat somit keinen direkten Einfluss auf 
die Render-Geschwindigkeit. 
Ein weiterer Vorteil des Verfahrens ist der Verzicht auf eine raumunterteilende Struktur. 
Da die Sortierung im Culling-Thread ausgeführt wird, ist diese nicht ganz so 
laufzeitkritisch. Die Objektsortierung basiert daher lediglich auf dem Szenegraph. Dies 
wiederum erlaubt den problemlosen Einsatz des Verfahrens für dynamische Szenen. Da 
sich bewegende Objekte nicht aufwändig in eine raumunterteilende Datenstruktur 
eingepflegt werden müssen, können ohne weiteres dynamische Objekte im Szenegraph 
enthalten sein. Eine andere Möglichkeit, räumliche Relationen der Objekte nutzen zu 
können sind Bounding Volume Hierarchien (BVH). 
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2.4.5.1 Verwendung von Bounding Volume Hierarchien (BVH) 
BVH werden in der Software sowohl für das Frustum-Culling als auch für das Occlusion-
Culling genutzt. Im Gegensatz zu raumunterteilenden Strukturen (space subdivision) wie 
BSP oder Octrees können BVH einfacher mit dynamischen Szenen gekoppelt werden. 
Bei Octrees erfordert die Bewegung eines Objektes eine geänderte Zuweisung zur 
entsprechenden Zelle. Der Baum muss während der Simulation ständig neu organisiert 
werden. Meist vermeiden die Applikationen die Zuweisung der animierten Objekte, 
indem die Szene in statische und dynamische Objekte unterteilt wird. Danach werden 
lediglich die statischen Objekte in einer Baumstruktur organisiert und die dynamischen 
Objekte werden separat behandelt. Im Gegensatz dazu umfasst bei Verwendung von BVH 
die Baumstruktur die gesamte Szene und bleibt während der gesamten Simulation 
erhalten. Bei Bewegung eines Knotens muss demnach das BV des Vaterknotens neu 
berechnet werden. Diese Anpassung muss ggf. bis zur Wurzel erfolgen. Die Struktur des 
Szenegraphen bleibt erhalten und kann für Animationen genutzt werden. Die potenziellen 
Vorteile einer BVH werden in der Praxis oftmals durch einen ungünstig aufgebauten 
Szenegraph eingeschränkt. Wird eine Szene eher nach strukturellen Gesichtspunkten 
erstellt, so ist die Zusammenfassung räumlicher Objekte zu den Knoten im Szenegraph 
für schnelles Rendering bzw. Occlusion-Culling nicht optimal. In Abbildung 2 ist ein 
einfaches Beispiel einer BVH dargestellt. Als BV wurde hier die Bounding Sphere 
gewählt. Am Beispiel der beiden grünen Objekte ist der Nachteil der Nutzung des 
Szenegraphen veranschaulicht. Die Ausdehnung der BS für den Vaterknoten ist 
entsprechend groß. 
2.4.5.2 Stereoskopische Darstellung 
Eine weitere Schwierigkeit bei der Verdeckungsermittlung ergibt sich für die 
stereoskopische Visualisierung. Hier kommen zwei virtuelle Kameras zum Einsatz, 
welche entsprechend des Augenabstandes leicht versetzt sind. Die Verdeckung von 
Objekten in der Szene ist von zwei unterschiedlichen Kamerapositionen nicht identisch. 
Daher müssten für eine solche Darstellung die Menge der sichtbaren Objekte für jede 
Kamera bzw. jedes Auge separat ermittelt werden. Diese Vorgehensweise verdoppelt 
offensichtlich den Aufwand für das Occlusion-Culling. Die resultierenden Mengen der 
sichtbaren Objekte sind jedoch bis auf wenige Ausnahmen nahezu identisch. Aufgrund 
dessen wird die Verdeckung nicht für jedes Auge getrennt ermittelt, sondern nur einmalig 
pro Frame berechnet. Diese Lösung unterscheidet sich für die Verwendung von HW-OC 
und SW-OC. Bei HW-OC könnte die Verdeckung zunächst für das linke und danach für 
das rechte Auge ermittelt werden. Ein Objekt ist sichtbar, wenn es in mindestens einer der 
beiden Durchläufe sichtbar ist. Der Aufwand für dieses Vorgehen ist allerdings zu hoch. 
Es ist ausreichend, das OC für eine der beiden Durchläufe zu berechnen. Es bleibt die 
Wahl, ob dieses beim Rendern des Sichtfeldes für das linke oder das rechte Auge 
durchgeführt wird. Beim SW-OC hingegen besteht außerdem die Möglichkeit das OC für 
eine mittlere virtuelle Kamera zu berechnen. Bei Verwendung des HW-OC steht diese 
Variante nicht zur Auswahl, da nur für die linke und rechte Ansicht ein Z-Buffer 
verfügbar ist. Die Betrachterposition für das SW-OC ist hingegen frei definierbar. Neben 
der Position des linken und des rechten Auges kann auch die entsprechende Position 
dazwischen gewählt werden. Der Performancegewinn bei Verwendung eines OC-
Verfahren ist für stereoskopische Darstellung entsprechend höher, da der Verdeckungstest 
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nur einmal pro Frame erfolgt, jedoch das Zeichen zweimal pro Frame durchlaufen wird. 
Nicht sichtbare Objekte werden somit zweimal nicht gerendert. 
2.4.5.3 Kompensation von Einzelfehlern 
Das SW-OC ist in der Lage, die Sichtbarkeit pro Polygon zu entscheiden und zu 
speichern. Diese Möglichkeit wird derzeit nicht genutzt, da bei Verwendung von 
gepufferten Rendertechniken, wie VBO stets ganze Polygongruppen gezeichnet werden. 
Dabei können einzelne Polygone nicht gesondert behandelt werden. Ist ein Polygon einer 
solchen Gruppe sichtbar, wird die gesamte Gruppe an die OpenGL-Bibliothek 
weitergereicht. Bei der Berechnung des SW-OC kann es durch Approximationen und 
Optimierungen im Einzelfall (pro Polygon) zu Fehlentscheidungen kommen. Das 
bedeutet, dass einzelne Polygone, welche eigentlich sichtbar sind, als nicht-sichtbar 
klassifiziert werden. Aufgrund der Gruppierung mehrerer Polygone werden diese Fehler 
jedoch nur selten weitergereicht. Das Verhalten kann als eine Art Fehlerkorrektur-
verfahren betrachtet werden. Nur wenn für alle sichtbaren Polygone einer Gruppe eine 
Fehlentscheidung getroffen wird, entsteht im fertigen Bild tatsächlich ein Fehler. Ein 
ähnlicher Zusammenhang besteht schon auf Pixelebene. Ein Polygon ist sichtbar, wenn 
mindestens ein Pixel sichtbar ist. Nur wenn für alle sichtbaren Pixel dieses Polygons eine 
Fehlentscheidung getroffen wird, wird dieses Polygon fehlerhaft klassifiziert. Dies wird 
dann jedoch möglicherweise durch den beschriebenen Effekt der Polygongruppierung 
kompensiert. Der jeweils umgekehrte Fall, dass Polygone bzw. Pixel, die nicht sichtbar 
sind, fälschlicher Weise als sichtbar eingestuft werden, ist nicht kritisch, da die 
Verdeckung durch den Z-Buffer-Test beim Rendern in jedem Fall korrekt ermittelt wird. 
2.4.6 Bewertung der Bildfehler 
Klassische Umsetzungen von OC arbeiten meist sequentiell. Potenzielle Bildfehler 
entstehen durch das aggressive Culling, indem Objekte, welche kaum sichtbar sind, 
komplett weggelassen werden. Dabei werden kleine Fehler im Bild in Kauf genommen, 
um die Darstellungsgeschwindigkeit weiter zu erhöhen. Das Ziel besteht darin, einen 
optimalen Kompromiss zwischen Framerate und entstehenden Bildfehlern zu finden. 
Dabei erfolgt die Bewertung von Bildfehlern im Allgemeinen nach subjektiven Kriterien. 
So ist die Frage, ob ein Verfahren mit 20 fps und 100 fehlerhaften Pixeln besser ist als ein 
Verfahren mit 10 fps und 10 fehlerhaften Pixeln allgemein sicher nicht entscheidbar. Eine 
Animation ist eine Funktion der Zeit. Die Einzelbilder, welche diese Animation für das 
menschliche Auge sichtbar machen, sind lediglich eine Approximation dieser Funktion, 
da die Animation in der Regel kontinuierliche Änderungen widerspiegelt, jedes einzelne 
Bild aber für einen bestimmte Zeitraum dargestellt wird. Somit ist diese Bildfolge ein 
diskretes Sampling der Animationsfunktion. 
Sei A(t) die Animationsfunktion, die für jeden Zeitpunkt t das exakte Bild (gedachtes 
Referenzbild) liefert, welches zu diesem Zeitpunkt gültig wäre. Weiterhin sei B(t) die 
Funktion zur Erzeugung der diskreten Einzelbilder (sichtbares Realbild). Ist f die 
Frequenz, mit welcher die Realbilder angezeigt werden, so gilt: 
)()( 21 tBtB = , wenn ftt
1
12 <−  
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Der Bildfehler zu einem bestimmten Zeitpunkt t  lässt sich mit Hilfe einer geeigneten 
Fehlerfunktion E(A(t),B(t)) ermitteln. Diese Funktion berechnet aus dem Referenzbild 
und dem Realbild den entstandenen Fehler. Es ist nicht ausreichend, diesen Fehler für alle 
Zeitpunkte t, an denen sich unterschiedliche Realbilder ergeben, zu berücksichtigen, 
sondern der Fehler ist für alle Zeitpunkte t der Animation zu betrachten. Es muss 
demnach zur Bestimmung des Gesamtfehlers über die gesamte Dauer der Animation 
integriert werden. 








10 ))(),((),( ,  
Der resultierende Fehlerwert enthält dann sowohl die gewöhnlich betrachteten, visuellen 
Bildfehler, als auch den Misstand der zu geringen Framerate. Besonderen Einfluss hat 
beispielsweise die Geschwindigkeit einer Kamerafahrt. Läuft diese schnell ab, so sind die 
Änderungen von einem Frame zum nächsten entsprechend groß. Dies wiederum würde 
auch zu größeren Fehlerwerten führen. Es ist außerdem festzustellen, dass der 
Gesamtfehler über den Zeitraum, in welchem ein Realbild konstant ist, ansteigt, da die 
Animationsfunktion A fortlaufende Änderungen widerspiegelt. 
Es gilt somit sowohl 
))(),(())(),(( 11 ++≤ iiii tBtAEtBtAE  für alle ftt ii
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als auch 
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Die Gewichtung zwischen Framerate und visuellem Fehler kann durch die Wahl einer 
geeigneten Fehlerfunktion angepasst werden. Damit lassen sich die unterschiedlichen 
Algorithmen zumindest theoretisch objektiv bewerten. Wie bei allen Benchmarks ist das 
Ergebnis stark von den Eingangsdaten abhängig. 
Bei einer möglichen praktischen Umsetzung dieser Bewertungsfunktion wird das Integral 
durch eine Summe angenähert. Die Schrittweite ∆t der Summe sollte dabei mindestens 
einer Framerate entsprechen, welche für das menschliche Auge als kontinuierlich 
wahrgenommen wird bzw. der maximalen Framerate, die vom verwendeten Ausgabegerät 
unterstützt wird. Bei 100 Hz beispielsweise ergibt sich ein ∆t von 1/100 = 0,01. Für jeden 
dieser Zeitpunkte wird dann das Referenzbild berechnet. In Verbindung mit dem zu 
diesem Zeitpunkt gültigen Realbild kann dann der passende Fehlerwert berechnet werden. 
Zu beachten ist dabei, dass bei dieser Umsetzung zwei diskrete Eingabefunktionen 
vorliegen, welche aber nicht zwangsläufig synchron sind. Eine genauere Abschätzung des 
tatsächlichen Fehlers kann durch eine höhere Framerate für die Referenzbilder erreicht 
werden. 
2.4 Occlusion-Culling Echtzeit-Rendering 
 
 37 
Der Nachteil des vorgeschlagenen Verfahrens ist die Berechnungszeit. Aufgrund der 
notwendigen Berechnung der Referenzbilder, ist kein Echtzeiteinsatz möglich. Allerdings 
eignet sich der Ansatz zur Beurteilung der auftretenden Fehler beim Einsatz von OC-
Verfahren besser als die in der Literatur übliche Bewertung nach Pixelfehlern und 
erreichter Framerate. Eine Kombination der Fehleranalyse mit den implementierten 
Visualisierungsalgorithmen gestaltet sich schwierig, da durch die zusätzlichen 
Berechnungen das Timing gestört würde. Die Tests erfolgten daher in einer angepassten 
Umgebung. Bei der Durchführung der Fehleranalyse wird zunächst die Visualisierung 
gestartet. Im Unterschied zum normalen Ablauf werden für jedes erzeugte Bild die 
genaue Zeit und die vom Algorithmus ermittelten sichtbaren Objekte gespeichert. Dieser 
Mehraufwand wirkt sich bei den wenigen sichtbaren Objekten (beim Powerplant sind es 
im Durchschnitt 100 Objekte) nicht negativ auf das Verfahren aus. Anschließend wird in 
einem zweiten Durchlauf jedes Bild der Referenzanimation – ohne Culling – berechnet. 
Da die Zeiten der sichtbaren Realbilder gespeichert wurden, können diese zu gegebener 
Zeit mittels der gespeicherten Daten über die sichtbaren Objekte erneut berechnet werden. 
Beide Bilder werden aus dem Grafikspeicher ausgelesen und mit Hilfe der Fehlerfunktion 
E verglichen werden. Das Ergebnis wird dann als Verlauf in eine Datei ausgegeben. Die 
realisierte Fehlerfunktion basiert auf dem Vergleich von Subpixeln. Ein Pixel besteht 
dabei aus den drei Subpixeln für rot, grün und blau. Ein Subpixel wird als fehlerhaft 
klassifiziert, wenn es sich in beiden Bildern um einen zuvor festgelegten Schwellwert 
unterscheidet. Bei den Versuchen wurden 10 Prozent vom Wertebereich gewählt, was 
einem Wert von 25 entspricht (für unsigned byte: 255·0,1). Alle Subpixelfehler eines 
Durchlaufes für einen Referenzframe werden addiert und ins Verhältnis zur Gesamtanzahl 
der Subpixel dieses Frames gesetzt. Bei einer Auflösung von 1.200x900 ergeben sich 
somit 1.200x900x3 Subpixel für eine RGB-Ausgabe. Zusätzlich kann ein mittlerer Fehler 
für die gesamte Animation berechnet werden. Die erzielten Ergebnisse für die 
entwickelten Algorithmen werden in Abschnitt 2.6.1 diskutiert. 
Das vorgestellte Verfahren eignet sich weiterhin für die Bewertung von Bildfehlern 
anderer Algorithmen der Echtzeitvisualisierung. Beispielsweise versuchen auch die LOD-
Verfahren einen Kompromiss zwischen Bildfehler und hoher Framerate zu erzielen. Der 
ermittelte Bildfehler könnte helfen, die Kontrollparameter eines solchen Verfahrens zu 
optimieren. 
2.4.7 Optimierungen des Software-Occlusion-Cullings 
2.4.7.1 Auflösung 
Je nach Anforderung kann die Auflösung des Occlusion-Buffers variiert werden, um den 
besten Kompromiss zwischen der erreichbaren Framerate des Occlusion-Cullings und der 
notwendigen Genauigkeit zu erreichen. Die höchste sinnvolle Auflösung entspricht genau 
der visuellen Ausgabeauflösung. Bei verringerter Auflösung steigt die Gefahr von 
Bildfehlern. Allerdings ist der Nutzen eines exakten Cullings relativ gering, wenn die 
Berechnung zuviel Zeit beansprucht, da das Ergebnis dann evtl. schon veraltet ist. Der 
aktuelle Zustand der Simulation korrespondiert dann nur noch wenig mit dem Resultat 
des Cullings. Es ist daher ein besserer Kompromiss, die Auflösung des Culling etwas zu 
reduzieren, um die Geschwindigkeit zu verbessern. Da sich vorab nur schwer festlegen 
lässt, wie sich das Occlusion-Culling verhält, wurde die Möglichkeit integriert, die 
Auflösung des Occlusion-Culling während des Renderns dynamisch anzupassen. Sinkt 
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die Taktrate des OC zu stark ab, so wird die Berechnung bei dem nachfolgenden Frame 
mit einer geringeren Auflösung durchgeführt. Die minimale Auflösung kann vom Nutzer 
festgelegt werden. Bei Szenen mit geringerem Detailgrad, d.h. größeren Polygonen kann 
diese minimale Auflösung entsprechend niedrigerer gewählt werden, da die Polygone im 
Durchschnitt eine größere Fläche im Bild beanspruchen. Allerdings sind die 
Berechnungen für das OC bei derartigen Szenen meist schnell genug. Eine reduzierte 
Auflösung kann sich auch positiv auf das Cacheverhalten auswirken. Da ein OC mit einer 
Auflösung von 1.200x900 Pixel einen Tiefenpuffer mit ca. 4 MByte Speicher benötigt, 
bei 600x450 Pixel jedoch nur ca. 1 MByte, steigt somit die Wahrscheinlichkeit 
erfolgreicher Zugriffe auf den L2-Cache des Prozessors. 
2.4.7.2 Vorhersage der Bewegungen 
Bei der Parallelisierung von Algorithmen ist meist die Synchronisation der Daten 
zwischen den nebenläufigen Threads die Herausforderung an die Implementierung. Wie 
bereits erwähnt, wird zusätzlich die zeitliche Kohärenz ausgenutzt, um für das Occlusion-
Culling mit einer geringeren Taktrate arbeiten zu können als für das Rendering. Dieses 
Vorgehen kann zu Fehlern im Bild führen, da das Ergebnis des OC aktuellste Änderungen 
nicht enthält. Doch selbst wenn die Taktrate des OC und die Framerate des Renderings 
übereinstimmen und weiterhin der zeitliche Ablauf der Threads optimal aufeinander 
abgestimmt ist, ist dieses Verhalten bereits gegeben. Dies wird in diesem Abschnitt später 
noch im Detail analysiert. 
Um das Auftreten dieser Bildfehler zu minimieren, wurde ein Mechanismus integriert, der 
auf der Vorhersage von Bewegungen beruht. Für eine solche Vorhersage wird zum Einen 
eine Berechnungsvorschrift benötigt, welche das Verhalten des bewegten Objektes 
möglichst exakt modelliert und zum Anderen eine Zeitangabe, welche der 
vorherzusagenden Zeitspanne entspricht. Als Modell der Bewegung kommen die Gesetze 
der Physik zur Anwendung, wobei über den kurzen Zeitraum eine konstante 
Geschwindigkeit der Objekte angenommen wird. Für vordefinierte Bewegungen, wie es 
beispielsweise bei Keyframe-Animationen der Fall ist, ist eine Vorhersage entsprechend 
trivial, sofern die Zeitspanne bekannt ist, über die vorhergesagt werden soll. 
Für die Ermittlung der benötigten Zeitspanne muss sowohl die für das Occlusion-Culling 
benötigte Zeit tOC, als auch das Alter der Daten in der Puffern P1 und P2 berücksichtigt 
werden. Somit gilt 
21 PPOCpred tttt ++=  
Der günstigste mögliche Fall ist in Abbildung 12 veranschaulicht. Dieser tritt dann ein, 
wenn die Berechnungen des OC genau zu dem Zeitpunkt t0 beginnen an dem der Puffer 
P1 aktualisiert wurde und darüber hinaus der Rendering-Prozess direkt nach dem 
Befüllen des Speichers P2 beginnt. Somit gilt tP1=tP2=0 und das Alter der Daten 
entspricht genau der Dauer tOC der Durchführung des OC. 












Lesen P2Lesen P2Lesen P2
Schreiben P1
Schreiben P2 Schreiben P2










Abbildung 12: Asynchrones OC: Best-Case: Parallel-
Verarbeitung der Daten ohne Verzögerung 
Im ungünstigsten Fall (worst case) erfolgt das Lesen der jeweiligen Puffer P1 und P2 
nicht direkt nach dem Schreiben der Puffer durch den jeweils anderen Thread, sondern 
ummittelbar davor (vgl. Abbildung 13). Somit werden die älteren Daten vom letzten 
Schreibvorgang gelesen. In dieser Situation gilt tP1=tR(n-1) und tP2=tR(n), wobei tR(m) die für 
das Rendern des m-ten Frames benötigte Zeit bezeichnet. Dabei gilt, dass der Wert tP1 vor 
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Abbildung 13: Asynchrones OC: Worst-Case: Lesen der Puffer v. 
Parallelthread vor der Aktualisierung 
Für die Vorhersage wird eine Abschätzung des mittleren Falls (average case) verwendet. 
Es sei tR=tR(n-1) die zuletzt gemessene Zeit für das Rendern eines Frames und es wird 
angenommen, dass die Rendering-Zeit tR über drei Frames nahezu konstant bleibt: 
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tR=tR(n)=tR(n+1). Dann kann das mittlere Alter von P2 mit 0,5·tR geschätzt werden. Somit 
gilt: 
RPOCpred tttt ⋅++= 5,01  
Die Notwendigkeit der Messung von tR kann entfallen, wenn die Taktrate des OC deutlich 
unter der Framerate des Renderings liegt. In diesem Fall ist tOC der bestimmende Term. 
Ist das Verhältnis zwischen Framerate und Taktrate 1/x (x>1), so kann für tP2 folgende 





Daraus ergibt sich für die Gesamtzeit folgende Formel: 
OCPpred t
x
tt ⋅++= )11(1  
Bei den Untersuchungen hat sich ein Verhältnis von Takt- und Framerate von 1:5 als 
sinnvoll erwiesen. Sowohl das OC als auch das FC wird nicht direkt mit den 
bereitgestellten Daten aus der Simulationsberechnung durchgeführt. Stattdessen werden 
die Objektpositionen um die Linearbewegung für die ermittelte Zeit ergänzt. 
2.4.7.3 Optimierung für transparente Objekte 
Unter Ausnutzung der zeitlichen Kohärenz können weitere Optimierungen durchgeführt 
werden. Neben komplexen Strategien wie in [02], können auch einfache Maßnahmen die 
Geschwindigkeit erhöhen. Um die Anzahl der auf Verdeckung zu prüfenden Objekte 
möglichst gering zu halten, werden als sichtbar klassifizierte, transparente Objekte nicht 
bei jeder Ausführung des OC neu geprüft, sondern ihr Sichtbarkeitsstatus wird über 
mehrere Schritte beibehalten. Die Korrektheit der visuellen Ausgabe wird durch den Z-
Buffer sichergestellt. Als nicht-sichtbar klassifizierte transparente Objekte werden jedoch 
stets überprüft, um Bildfehler zu vermeiden. Dieses Vorgehen ist sowohl im SW als auch 
im HW-OC einsetzbar [19]. Es ist hervorzuheben, dass beim SW-OC diese Optimierung 
nur für transparente Objekte erfolgen kann, da alle nichttransparenten Objekte zur 
Bildung des aktuellen Occlusion-Buffers notwendig sind. Ein Überspringen der 
Rasterfunktion hätte demnach negative Folgen auf die Geschwindigkeit der 
Visualisierung, da nun eigentlich verdeckte Objekte als sichtbar eingestuft werden 
würden. 
2.4.7.4 Verwendung von Histogrammen 
Aufgrund der Entkopplung von Renderthread und Cullingthread ist es möglich, die 
Berechnungen für das Occlusion-Culling weiter zu verbessern, da die Dauer dieser 
Berechnung keinen direkten Einfluss auf die Visualisierungsgeschwindigkeit hat. Bei 
Verwendung des normalen Tiefenpuffertest wird direkt nach dem (virtuellen) Rendern 
eines Objektes entschieden, ob es sichtbar ist oder nicht. Der Nachteil dabei ist, dass es 
trotz Vorsortierung vorkommen kann, dass nachfolgende Objekte ein als sichtbar 
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klassifiziertes Objekt verdecken. Im Ergebnis befinden sich also mehr Objekte in der PVS 
als eigentlich sichtbar sind. 
Eine Variante, die sich hier anbietet, ist die Realisierung des OC mittels Histogramm-
auswertung. Im Unterschied zu bekannten Arbeiten [10], wird auf die Nutzung der 
Histogramm-Extension von OpenGL verzichtet und die entsprechende Funktionalität in 
Software realisiert. Zu diesem Zweck wird neben dem Tiefenpuffer noch ein weiterer 
Puffer mit gleicher Auflösung angelegt, in welchem bei erfolgreichem Tiefenpuffertest 
eine repräsentative Identifikation für das aktuelle Objekt eingetragen wird. Die 
Verwendung von 32 bit pro Pixel resultiert in einer maximal möglichen Objektanzahl von 
232. Allerdings ist ein zweiter ID-Puffer erforderlich, welcher mit der Objektanzahl 
skaliert (4xn Byte) und somit die maximale Anzahl an Objekten seinerseits beschränkt. 
Für bisherige Eingangsdaten lag die maximale Objektanzahl bei ca. 40.000. Es existiert 
somit für den Tiefenpuffer ein korrespondierender ID-Puffer mit einer passenden Objekt-
ID für jedes Pixel. Nachdem alle Objekte auf diese Weise verarbeitet wurden, erfolgt die 
Auswertung des Histogramms. Hierfür wird der gesamte ID-Puffer durchlaufen und das 
Auftreten einer jeden ID ermittelt. Man erhält das Histogramm, d.h. ein Feld, dessen 















Abbildung 14: Beispielszene; links Übersicht; rechts Rendering 
aus Kameraperspektive 
Weiterhin ist in jedem Feldelement vermerkt, wie viele Pixel für das entsprechende 
Objekt gezeichnet wurden. Dabei ist zu beachten, dass es sich hierbei nicht um alle Pixel 
handelt, die gezeichnet wurden, sondern lediglich um die, die nach der Verarbeitung aller 
Objekte noch sichtbar sind. Überschriebene ID sind demnach auch nicht mehr vorhanden. 
Diese Eigenschaft führt dazu, dass es sich bei den so ermittelten Objekten nur noch um 
die Objekte handelt, die wirklich einen Anteil zum endgültigen Bild beitragen. Diese 
Objektmenge entspricht der EVS. Nur wenn man die Sichtbarkeit auf Polygonebene 
betrachtet, kann diese Menge noch weiter optimiert werden. Insgesamt ist die 
Verwendung der Histogrammauswertung etwas weniger performant als ein Vorgehen, 
welches den OpenGL-Erweiterungen entspricht. Das bedeutet, dass der OC-Thread nun 
etwas mehr Zeit für die Bearbeitung aller Objekte benötigt. Dieser Mehraufwand 
begründet sich zum Einen durch die Verwendung eines zusätzlichen Puffers für die 
Objekt-ID, was die Anzahl der Speicherzugriffe erhöht. Zum Anderen erfordert die 
Auswertung dieses Puffers etwas Zeit. Tests haben gezeigt, dass die benötigte Zeit für das 
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OC mit unter 10 Prozent nur unwesentlich ansteigt. Das Rendering kann durch die 
gesunkene Anzahl zu verarbeitender Objekte jedoch beschleunigt werden. Abbildung 15 
zeigt den Inhalt des Occlusion-Buffers und des Histogrammspeichers für eine 
Beispielszene aus 8 Objekten. Jedem Objekt ist eine eigene Farbe zugeordnet. Deutlich zu 
erkennen ist, dass die hinteren drei Objekte der Szene nicht im Histogrammspeicher zu 
finden sind. Dies wird auch durch die Histogrammauswertung (c) veranschaulicht. Die 
Objekte 1 bis 5 tragen zum Bild bei. Objekte 6, 7 und 8 sind komplett verdeckt. Dieses 
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Abbildung 15: Beispielszene: Tiefenspeicher des OC, 
Histogrammspeicher, Histogrammauswertung 
Die realisierte Software bietet die Option, das Culling in einer aggressiven Form 
durchzuführen. Dabei wird durch eine Mindestanzahl von Pixeln (Schwellwert) definiert, 
welche jedes Objekt zum Bild beitragen muss, damit es der Menge der sichtbaren Objekte 
zugeordnet wird. Wäre im obigen Beispiel diese Mindestanzahl bei 5, so würde das 
Objekt 3 als nicht sichtbar klassifiziert. Beim Einsatz eines solchen aggressiven Cullings 
sollte aber beachtet werden, dass die Qualität der Ausgabe sinkt. Im Extremfall kann es 
vorkommen, dass sehr viele Objekte falsch zugeordnet werden. Wenn beispielsweise eine 
Wiese mit mehreren tausend Grashalmen modelliert wurde, wird jeder Grashalm für sich 
nur wenige Pixel beanspruchen und somit als nicht sichtbar klassifiziert. Im Ergebnis 
würde die Wiese im endgültigen Bild überhaupt nicht dargestellt. 
Diese Vorgehensweise ist für nichttransparente Objekte gut einsetzbar. Für transparente 
Objekte kann die Histogrammauswertung aus folgendem Grund nicht angewendet 
werden. Da, unabhängig von der Verwendung von Histogrammen, zunächst alle 
nichttransparenten Objekte gezeichnet und danach alle transparenten Objekte lediglich 
durch Lesezugriffe auf den Occlusion-Buffer auf Sichtbarkeit geprüft werden, erfolgt 
demnach auch kein Eintrag der Pixel in den Histogrammpuffer. Somit kann der 
Histogrammpuffer für transparente Objekte nicht genutzt werden. Die Realisierung des 
Occlusiontests für transparente Objekte erfolgt daher unabhängig von der Nutzung der 
Histogramme durch direkte Lesezugriffe auf den Tiefenpuffer. Ein transparentes Objekt 
ist sichtbar, wenn ein Pixel des Objekts sichtbar ist bzw. wenn die voreingestellte 
Mindestanzahl sichtbarer Pixel erreicht wurde. 




Die gesamte Sortierung basiert auf dem aktuellen Szenengraph der geladenen Welt. Beim 
Erstellen einer Welt bleiben im Allgemeinen die Anforderungen der Software für die 
Visualisierung der Szene unberücksichtigt. Der Szenengraph ist daher für eine 
performante Visualisierung meist nicht optimal, da u.a. Entscheidungen über die 
Sortierung und Verdeckung der Objekte nicht zu eindeutigen Ergebnissen führen. 
Beispielsweise existieren Objekte, welche räumlich eine zu große Ausdehnung besitzen 
und/oder aus zu vielen Polygonen erstellt wurden. Hinzu kommt, dass basierend auf dem 
Szenengraph eine BVH für das Frustum-Culling eingesetzt wird. In den meisten Arbeiten 
(siehe z.B. [14]) wird daher ein Raumunterteilungverfahren verwendet, um die Polygone 
neu zu strukturieren. In diesen Arbeiten wird die Zeit, welche das Preprocessing benötigt 
als wenig relevant eingestuft. Das primäre Ziel ist die optimale Unterteilung der gesamten 
Szene, um eine maximale Visualisierungsgeschwindigkeit zu erreichen. Zu diesem Zweck 
wird oft der komplette Szenegraph verworfen, um die geometrischen Daten von Grund 
auf neu zu strukturieren. Diese Vorgehensweise ist sehr aufwändig und schließt einige 
Anwendungsfälle, wie eine schnelle Vorschauvisualisierung oder komplexe Dynamiken 
im Modell aus bzw. erschwert deren Einbindung erheblich. 
In dieser Arbeit wird das Ziel verfolgt, ein Verfahren zu entwickeln, welches einen guten 
Kompromiss zwischen performanter Visualisierung, kurzem Preprocessing und 
weitgehender Erhaltung des Szenegraphs darstellt. Um dies zu erreichen, werden zu große 
Objekte unterteilt, indem die vorhandenen Polygone auf Teilobjekte verteilt werden. Eine 
Polygonunterteilung findet nicht statt. Dieses Preprocessing ist nicht mit einer komplexen 
Raumunterteilung mittels BSP- oder Octree zu vergleichen. Die Struktur der Hierarchie 
des Szenengraphs ändert sich nicht, sondern wird lediglich erweitert. Die Tiefe des 
Szenengraphs erhöht sich nur minimal um 1 oder 2. Dies ermöglicht eine feiner 
granulierte Sortierung der Einzelobjekte sowie der zugehörigen Entscheidung über die 
Sichtbarkeit. Ein derartiger Prozess wirkt sich deutlich weniger negativ auf die Ladezeiten 
des Modells aus. Damit ist das gesamte Verfahren weiterhin für schnelle Vorschau-
ansichten geeignet. 
Eine weitere mögliche Unterteilung von Objekten betrifft die Trennung in transparente 
und nicht transparente Objekte. Der Vorteil dieser Unterteilung besteht in der besseren 
Handhabung beider Objektarten, wenn keine gemischten Objekte existieren. Ein Objekt 
wird als transparent bezeichnet, sobald es ein Polygon besitzt, welches mindestens 
teilweise transparent ist. Das Ziel bei der Teilung der Objekte ist es, möglichst viele nicht 
transparente Anteile in ein neues Objekt auszugliedern. Dies gelingt leider nicht immer 
zufriedenstellend, da eine Möglichkeit der Festlegung von Transparenzen die 
Verwendung von Alphatexturen ist. Sobald für bestimmte Polygone eine solche Textur 
spezifiziert ist, muss angenommen werden, dass alle diese Polygone potenziell transparent 
sind. 
Wurden die Objekte in transparente und nicht-transparente Objekte zerlegt, kann das 
Occlusion-Culling zunächst alle nicht transparenten Objekte bearbeiten. Für diese müssen 
stets alle Pixel überprüft werden und im Fall der Sichtbarkeit des Objektes muss 
gleichzeitig der Occlusion-Buffer aktualisiert werden. Bei transparenten Objekten 
hingegen kann auf das Aktualisieren des OB in jedem Fall verzichtet werden, da derartige 
Objekte keinen nutzbaren Beitrag zur Verdeckung leisten. Das führt wiederum dazu, dass 
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die Culling-Funktion in dieser Hinsicht optimiert werden kann. Der Occlusion-Test kann 
demnach, ähnlich wie bei der HP Extension, vorzeitig abgebrochen werden, sobald das 
erste Pixel als sichtbar klassifiziert wurde. In diesem Fall ist das transparente Objekt 
sichtbar und muss gezeichnet werden. 
2.4.7.6 Triplebuffering der Objektpuffer 
Wie aus der Struktur des Verfahrens zu erkennen ist, greifen beide Threads (Rendering 
und Culling) auf dieselben Puffer P1 und P2 für die Objekte zu. Da dabei Puffer stets 
komplett von einem der beiden Threads gefüllt oder geleert werden, muss der Zugriff zu 
diesem Zeitpunkt für den jeweils anderen Thread gesperrt werden. Beim normalen 
Betrieb führt das unweigerlich dazu, dass stets ein Thread warten muss, da der zweite 
gerade noch dabei ist, den Puffer zu bearbeiten. Auch erhält man bei einer derartigen 
Zugriffsregelung zu keinem Zeitpunkt ein exaktes Ergebnis für beide Mengen, da diese 
kontinuierlich verändert werden. Dies ist unabhängig davon, welcher Simulations-
zeitpunkt gerade bearbeitet wird. Um dieses Problem zu umgehen, wird ein dritter Puffer 
P3 eingeführt, der dann wahlweise als Ersatz für P1 oder P2 Verwendung findet. Durch 
dieses Vorgehen existiert stets ein freier Puffer, der für die nächste notwendige Operation 
eingesetzt wird. Es entfällt das Sperren der Puffer und der Ablauf beider Threads wird 
nicht unterbrochen. 
2.4.7.7 Dynamische Erweiterungen 
Die Strategie der asynchronen Verarbeitung wurde nicht nur beim Occlusion-Culling, 
sondern auch für dynamische Erweiterungen umgesetzt. So wurde beispielsweise ein 
Modul zur Echtzeitsimulation von Fahrzeugen implementiert. Da die Anzahl der 
Fahrzeuge in der Szene relativ hoch ist (> 5.000), erfordert dies einen erheblichen 
Rechenaufwand. Um das Rendering nicht zu beeinträchtigen, erfolgen die aufwändigen 
Berechnungen wahlweise in einem separaten Thread (für Multicore-Rechner) oder 
können auf einen zweiten Rechner ausgelagert werden. Die Kommunikation wird dann 
über TCP/IP abgewickelt. Die dabei zu übertragenden Datenmengen sind gering. 
Da sowenig wie möglich Last am Visualisierungsrechner erzeugt werden soll, wurde in 
diesen Prozess zusätzlich das Frustum-Culling der Fahrzeuge integriert, was die zu 
übertragende Datenmenge nochmals reduziert. Es werden nur die aktuell im 
Sichtvolumen liegenden Fahrzeuge aktualisiert. Die Visualisierung muss dann lediglich 
eine reduzierte Menge von Fahrzeugen abarbeiten und diese darstellen. Eine Erweiterung 
auf Occlusion-Culling kann die Visualisierungsgeschwindigkeit weiter steigern. Dafür ist 
bei einer Netzwerkanbindung die Übertragung der für das OC relevanten Daten 
notwendig. Es muss die komplette Szene in der Fahrzeugsimulation nochmals verwaltet 
werden, um korrekte Verdeckung zu ermitteln. Diese Möglichkeit wird in zukünftigen 
Versionen in Betracht gezogen.  
Der für die Fahrzeugsimulation benötigte Datenaustausch wird in einem separaten Thread 
parallel zur Visualisierung ausgeführt, um die Darstellungsgeschwindigkeit möglichst 
wenig zu beeinflussen. Es ist demnach nicht möglich, ein asynchrones HW-OC 
anzuwenden, da der zweite Thread keinen Zugriff auf die OpenGL-Funktionalität besitzt. 
Das HW-OC lässt sich jedoch in die Zeichenfunktion der Fahrzeugsimulation integrieren, 
da diese aus dem Visualisierungsthread aufgerufen wird. Die Bounding Box eines 
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Fahrzeuges repräsentiert eine gute Approximation der originalen Geometrie. Daher 
beschleunigt diese Variante die Darstellung erheblich. Die realisierte Software bietet 
sowohl die Möglichkeit das HW-OC als auch das SW-OC für Objekte aus derartigen 
Erweiterungen durchzuführen. Bei Verwendung der Softwarevariante für das OC lässt 
sich die Implementation derart erweitern, dass ein asynchroner Zugriff auf den im 
Hauptspeicher liegenden Occlusion-Buffer erfolgen kann. Die Realisierung wird im 
folgenden Abschnitt erläutert. 
2.4.7.8 Asynchrone Occlusion-Tests 
Ein weiteres Problem sind zeitlich nicht einzuordnende Anfragen an den Occlusion-
Buffer. Diese treten beispielsweise auf, wenn ein Erweiterungsmodul der 
Visualisierungssoftware zusätzliche Objekte in die Welt integrieren möchte. Dies kann 
natürlich ohne Occlusion-Test direkt nach dem Rendering erfolgen. Wünschenswert wäre 
allerdings, wenn auch derartige Module einen Nutzen aus dem Occlusion-Buffer ziehen 
könnten. Beispielsweise soll für das oben genannte Modul jedes Fahrzeug zunächst auf 
Sichtbarkeit bezüglich Verdeckung geprüft werden. Dabei stellt sich ein Problem dar: Es 
existiert zu einem beliebigen Zeitpunkt kein definierter Occlusion-Buffer der Basis-
Szene. Der vorhandene OB unterliegt der stetigen Bearbeitung durch den OC-Thread und 
kann daher nicht ohne Weiteres für derartige Anfragen genutzt werden. Die Lösung 
dieses Problems ist relativ einfach. Der Occlusion-Buffer wird doppelt gepuffert, sodass 
immer eine Art Backup vom letztmöglichen Zustand diese Puffers existiert. Auf diesen 
zweiten OB kann zu beliebigen Zeitpunkten aus beliebigen Threads nahezu ohne 
Zugriffskontrolle lesend zugegriffen werden. Ein Schreibzugriff ist nicht erforderlich, da 
derartige Zusatzobjekte, wie hier die Fahrzeuge, keinen wesentlichen Beitrag zur 
Verdeckung liefern und somit nicht als Occluder eingesetzt werden. Wie bereits erwähnt, 
besteht eine zeitliche Kohärenz zwischen den aufeinanderfolgenden Frames einer 
Animation. Man kann also davon ausgehen, dass der letzte Frame nicht wesentlich 
schlechter für einen solchen Test geeignet ist als der aktuelle Frame. 
2.4.7.9 Beschränkung der Taktrate 
Auch wenn das SW-OC in einem separaten Thread auf dem zweiten CPU-Kern relativ 
unabhängig ausgeführt wird, kann durch maximale Last der CPU und des Speicherbusses 
die Geschwindigkeit der Visualisierung negativ beeinflusst werden. Beispielsweise 
würden bei einem Zweikern-Rechner dann weitere nebenläufige Threads und Prozesse 
des Öfteren vom Scheduler dem Kern zugeteilt, auf welchem auch der Visualisierungs-
Thread läuft. Um einen derartigen Effekt zu minimieren, kann die Taktrate des OC 
manuell beschränkt werden. Das ist auch aus einem zweiten Grund sinnvoll. Wird das OC 
mit höherer Taktrate als die Visualisierung berechnet, werden die Ergebnisse teilweise 
nicht genutzt. Die Berechnung war in diesem Fall unnötig. Die maximal sinnvolle 
Taktrate für das OC sollte daher durch die Framerate der Visualisierung festgelegt 
werden. Es ist aber problemlos möglich diese Obergrenze weiter zu senken. Es hat sich 
gezeigt, dass 15 fps für das OC durchaus als ausreichend angesehen werden können. 
Weiterhin kann neben einer maximalen Taktrate auch eine minimale Taktrate festgelegt 
werden. Bei Unterschreiten dieser minimalen Schranke wird während der Laufzeit die 
Auflösung des OC reduziert (vgl. Abschnitt 2.4.7.1). Neben der höheren Geschwindigkeit 
reduzieren sich dadurch auch die Speicherzugriffe, was eine Entlastung des 
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Speicherbusses mit sich bringt. Damit ist neben einer Steigerung der Taktrate des OC 
auch eine Steigerung der Visualisierungsframerate möglich. 
2.5 Implementation 
Die entwickelte Visualisierungs-Software basiert auf den in Kapitel 1 beschriebenen 
Kernmodulen. Dieser 3D-Viewer erlaubt es, eine beliebige Szene in einem unterstützten 
Format zu importieren und direkt im Anschluss zu visualisieren. Die Ausgabe erfolgt je 
nach Einstellung monoskopisch oder stereoskopisch. Neben der reinen Visualisierung 
vorherberechneter Abläufe kann der Verlauf durch Nutzerinteraktion beeinflusst werden. 
Angefangen bei einfacher Navigation mit Maus und Tastatur bis hin zu Headtracking und 
der Objektmanipulation mit 3D-Eingabegeräten. Weiterführende Beschreibungen zum 
Thema Tracking sind im nachfolgenden Kapitel 3 zu finden. Die Software wurde unter 
WindowsXP und Suse Linux getestet. 
2.5.1 Pseudocode des realisierten Occlusion-Cullings 
Der entwickelte Algorithmus lässt sich stark vereinfacht im Pseudocode wie folgt 
formulieren: 
Occlusionthread (Scene s) { 
 zeit = Dauer des letzten Durchlaufs 
 wenn (zeit < 1/maxtaktrate) 
  warte (1/maxtaktrate – zeit) 
 wenn (zeit > 1/mintaktrate) 
  reduziere OC-Auflösung schrittweise bis zur Minimalauflösung 
 lösche alle Puffer des OC 
 sortiere nichttransparente Objekte im Puffer P1_nt in front-to-back-
order 
 für alle Objekte o aus P1_nt { 
  ist_sichtbar = 1 
  sonst { 
   berechne Transformation 
   b = 1 
   wenn (o->war_verdeckt) 
    b = prüfe Bounding Box 
   wenn (b) { 
    für alle Polygone p aus o { 
     ok = prüfe auf Sichtbarkeit bzgl. backface culling (p) 
     wenn (ok) { 
      wenn (p klein genug) 
       ok = optimierter Occlusiontest für kleine Polygone (p) 
      sonst { 
       ok = berechne Umrandungslinie (p) 
       wenn (ok) 
        ok = Scankonvertieren (p) 
      } 
     } 
     wenn (ok) 
      ist_sichtbar = 1 
    } 
   } 
  } 
  wenn (ist_sichtbar) { 
   o->war_verdeckt = 0 
   füge o in Puffer P2_nt ein 
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  sonst 
   o->war_verdeckt = 1 
  } 
 } 
 sortiere transparente Objekte im Puffer P1_tr in back-to-front-order 
 für alle Objekte o aus P1_tr { 
  // hier erfolgt ein ähnlicher Code wie für nichttransparente 
Objekte 
  // nur das keine Daten in den Occlusion Buffer geschrieben werden 
und 
  // der test nach dem ersten sichtbaren Polygon abbricht 
  ist_sichtbar = 1 
  wenn (o->war_sichtbar > 0) 
   o->war_sichtbar -= 1 
  sonst { 
   berechne Transformation 
   b = 1 
   wenn (o->war_verdeckt) 
    b = prüfe Bounding Box 
   wenn (b) { 
    für alle Polygone p aus o { 
     ok = prüfe auf Sichtbarkeit bzgl. backface culling (p) 
     wenn (ok) { 
      wenn (p klein genug) 
       ok = optimierter Occlusiontest für kleine Polygone (p) 
      sonst { 
       ok = berechne Umrandungslinie (p) 
       wenn (ok) 
        ok = Scankonvertieren (p) 
      } 
     } 
     wenn (ok) { 
      ist_sichtbar = 1 
      break; // ein Polygon ist sichtbar -> Schleife verlassen 
     } 
    } 
   } 
  } 
  wenn (ist_sichtbar) { 
   o->war_verdeckt = 0 
   o->war_sichtbar = anzahl Frames, die kein Test erfolgen soll 
   füge o in Puffer P2_tr ein 
  } sonst 
   o->war_verdeckt = 1 
 } 
} 




Zur Evaluation des entwickelten Verfahrens wurden zwei Testdatensätze eingesetzt.  
2.5.2.1 Stadtszene Chemnitz 
 
Abbildung 16: Screenshot des Modells der Stadt Chemnitz 
Hierbei handelt es sich um das Modell der Stadt Chemnitz. Es wurde im Auftrag der Stadt 
erstellt und wird dort vorrangig zur Stadtplanung eingesetzt. Für Forschungs- und 
Demonstrationszwecke wurde es freundlicherweise zur Verfügung gestellt. Das Modell 
besteht aus ca. 36.000 Objekten, welche insgesamt ca. 800.000 Polygone enthalten. Der 
optische Eindruck wird zusätzlich durch ca. 8.000 Texturen aufgewertet. Der 
Gesamtdatensatz umfasst ca. 800 MB. Neben den Bäumen und Menschen, welche als 
Billboards modelliert sind und somit eine limitierte Dynamik in der Szene widerspiegeln, 
ist das Modell komplett statisch. Charakteristisch für diese Szene ist der häufige Einsatz 
von Transparenztexturen. Dabei sind sowohl harte Masken (0 oder 100 Prozent) als auch 
halbtransparente Oberflächen enthalten. Der Datensatz liegt im VRML2.0 Format vor. 
Um den Realitätsgrad der Visualisierung zu erhöhen, wurde ein Simulationsmodul für 
Fahrzeugbewegung integriert. Die Anzahl der Fahrzeuge ist dabei variabel. Da sich alle 
Fahrzeuge autonom durch die gesamte Stadt bewegen können, spiegelt diese Erweiterung 
eine extrem dynamische Komponente des Modells wider. Damit steigen die 
Anforderungen an sämtliche Verfahren zur Beschleunigung des Renderings. Die 
Komplexität eines Fahrzeugs ist von der Modellierung abhängig. In den Tests kamen 
Modelle von ca. 300 bis über 10.000 Polygonen pro Fahrzeug zum Einsatz. Ein für die 
Benchmarks relevantes Detail ist die Tatsache, dass die Fahrzeugsimulation nicht 
deterministisch arbeitet. Die Modelle und deren Anzahl können daher während der 
Animation für die verschiedenen Testläufe variieren. Im Folgenden wird ein kurzer 
Überblick über die Funktionsweise der Fahrzeugsimulation gegeben. 




Die integrierte Fahrzeugsimulation wurde im Rahmen eines Projektes [27] erstellt. Neben 
der eigentlichen Simulation der Bewegung wurde ein Editor (Abbildung 17) für das 
Straßennetz erstellt. Dabei wird das komplette Stadtmodell geladen und in der Draufsicht 
dargestellt. Die Straßen können nun manuell bearbeitet werden. Die Höhe der einzelnen 
Knoten des Straßennetzes wird automatisch durch die lokale Beziehung zum Stadtmodell 
angepasst. Eine Straße ist in Segmente unterteilt, welche wiederum die verschiedenen 
Spuren enthalten. Eine Spur ist stets gerichtet und gibt somit die mögliche 
Durchfahrtsrichtung an. Weitere Parameter sind die maximal erlaubte Geschwindigkeit 
und die Priorität der Spur. Um ein stetiges Verhalten der Fahrzeuge zu erhalten, werden 
gekrümmte Spuren durch Hermit-Interpolation realisiert (vgl. Abbildung 17 links, blaue 
Spur). Durch Veränderung der Tangenten an den Endpunkten kann somit der gewünschte 
Kurvenverlauf erstellt werden. 
 
Abbildung 17: Straßennetz der Fahrzeugsimulation 
(l.: Editor, r.: perspektivisch mit Simulation) 
Die Visualisierung der unterschiedlichen Fahrzeuge basiert auf einem eigens erstellten 
3D-Modell. Ein Fahrzeug besteht aus Chassis und Rädern. Mittels im Chassis definierter 
Punkte werden die Räder am Modell platziert. Optional können Polygongruppen über den 
Materialparameter zu funktionalen Elementen, wie Bremslicht und Blinker, strukturiert 
werden. Dies erlaubt eine dynamische Anpassung von Brems- und Blinklicht während der 
Simulation. 





Abbildung 18: Screenshot des Powerplant-Modells 
Das Powerplant besteht aus fast 13 Mio. Polygonen in 1.200 Objekten, was einem 
Datensatz von ca. 500 MB entspricht. Die Daten liegen im PLY-Format vor. Dieses 
Modell repräsentiert eine relativ schwierige Datenbasis für Occlusion-Culling, da durch 
die Vielzahl von Rohrleitungen meist nur eine teilweise Verdeckung erreicht wird. Das 
Modell wird in vielen Arbeiten zum Thema eingesetzt. Eine bekannte Arbeit ist [12]. 
Bereits 2002 konnten mittels GigaWalk und einer SGI Onyx2 für das Powerplant 
interaktive Frameraten von 12-37 fps erreicht werden. Allerdings war ein umfangreiches 
Preprocessing erforderlich. Die Polygone wurden komplett neu gruppiert und für jede 
Gruppe wurden geeignete LOD berechnet. Die Dauer des Preprocessings wurde in der 
Arbeit mit ca. 7 Stunden angeben. Hingegen beträgt die Ladezeit für das originale 
Powerplant in der hier genutzten Software weniger als 30 Sekunden bis zum ersten 
fertigen Bild. Heutige Rechner sind zwar leistungsfähiger, was einen direkten Vergleich 
erschwert. Dennoch zeigt die Größenordnung deutlich, wie aufwändig das Preprocessing 
für optimale Visualisierungen sein kann. 
2.5.3 Speicherbedarf 
Gegenüber normalem Rendering ohne OC erfordert das vorgestellte Verfahren einen 
erhöhten Speicherbedarf. Bei Verwendung von sequentiellem OC betrifft das zunächst 
den zusätzlichen Tiefenpuffer für das Softwarerendering. Bei 32 bit-Genauigkeit werden 
4 Byte pro Pixel benötigt. Die Tests erfolgten mit einer Occlusion-Auflösung von 
1200x900, was einen Speicherbedarf von 4.320.000 Byte mit sich bringt. Das eigentliche 
Softwarerendering erfordert nur wenige Byte für das Zwischenspeichern von Ergebnissen 
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bzw. die Berechnung der Umrandungslinie des aktuellen Polygons. Hinzu kommen die 
Speicher für die Verwaltung und Sortierung der sichtbaren Objekte. Bei wiederum 4 Byte 
für eine Objektreferenz und benötigten drei Puffern ergeben sich n·12 Byte. Nach der 
Reduktion der unnötigen Objekte beim Laden der Stadtszene enthält diese noch ca. 
25.000 Objekte. Der Speicherbedarf für die benötigten Puffer liegt somit bei 25.000·12 = 
300.000 Byte. Für die dynamische Simulation und Visualisierung der Fahrzeuge wird, 
wie bereits erwähnt, ein doppelt gepufferter Tiefenpuffer eingesetzt. Dies erhöht den 
Speicherbedarf um weitere 4.320.000 Byte. Schließlich ist noch die Erweiterung auf die 
Histogramm-Occlusion Technik zu berücksichtigen. Auch der Histogrammpuffer arbeitet 
mit 32 bit-Genauigkeit, was eine maximale Anzahl von 232 Objekten erlaubt. Der dafür 
notwendig Speicherbedarf ist wiederum identisch mit dem Tiefenpuffer des OC 
(4.320.000 Byte). Die Auswertung des Histogramms erfordert zusätzlichen Speicher von 
n·4 Byte für das Ermitteln der Häufigkeiten pro Objekt. Bei 25.000 Objekten sind das 
nochmals 100.000 Byte. In der Summe ergibt sich für die Stadtszene ein 
Speichermehraufwand gegenüber einer Visualisierung ohne OC von ca. 13 MByte. Dabei 
sind jedoch ca. 12,4 MByte für das Verfahren relativ konstant und lediglich abhängig von 
der gewählten Auflösung für das OC. Nur ca. 400 KByte skalieren linear mit der 
Komplexität der darzustellenden Szene, d.h. mit der Anzahl der in der Szene enthaltenen 
Objekte. 
2.5.4 Last am Speicherbus 
Aktuelle Zweikernprozessoren können zwei verschiedene Ausführungsstränge relativ 
unabhängig voneinander parallel abarbeiten. Dennoch sind der Parallelität Grenzen 
gesetzt. Neben der Notwendigkeit Daten zu synchronisieren limitiert auch die verfügbare 
Speicherbandbreite die nebenläufige Verarbeitung speicherintensiver Anwendungen. Da 
ein Softwarerendering recht viele Speicherzugriffe benötigt, sollen kurz ein paar 
Betrachtungen zu dieser Thematik folgen. 
Bei dem hier vorgestellten parallelen SW-OC ist die benötigte Bandbreite für den 
Speicherbus abhängig von der gewählten Auflösung, dem Overdraw der zu 
visualisierenden Szene sowie weiteren verfahrensspezifischen Einstellungen wie 
beispielsweise die Verwendung der Histogrammauswertung. Bei einer Auflösung von 1 
Mio. Pixel (ca. 1.200x900) entsteht pro Frame zunächst eine Grundlast von 4 MByte für 
das Löschen des Tiefenpuffers. Bei einem Overdraw von 8 sind ca. 32 MByte für die Z-
Vergleiche (Lesezugriffe) zu kalkulieren. Weiterhin müssen die Schreibzugriffe 
berücksichtigt werden, welche bei guter Front-To-Back-Sortierung der Objekte bei ca. 
zwei bis drei pro Pixel liegen, was noch einmal 8 bis 12 MByte entspricht. Hinzu 
kommen noch die Zugriffe für das Erstellen der Umrandungslinie für den Rastervorgang 
sowie diverse Zugriffe für die Verwaltung der benötigten Daten. Für die 
Histogrammauswertung müssen neben 4 MByte für das Löschen auch die Schreibzugriffe 
verdoppelt werden, da der Histogrammpuffer mit jedem zu schreibenden Pixel ebenfalls 
aktualisiert werden muss. Auch die Auswertung erfordert nochmals einen kompletten 
Lesevorgang (4 MByte) dieses Speicherbereiches. Somit benötigt die Bearbeitung eines 
Frames eine Speicherbandbreite im Bereich von 50 MByte. Bei angestrebten 15 fps für 
das OC ergibt das ca. 750 MByte/s. Tests (siehe Abschnitt 2.6) haben gezeigt, dass die 
Speicherzugriffe je nach Einstellungen und Szene zwischen 100 MByte/s bis 1.000 
MByte/s schwanken. Aktuelle Prozessoren (Intel E6600, AMD Athlon64 X2) können in 
diesem Bereich selten mehr als 5.000 MByte/s vorweisen. Dies liegt zwar noch weit über 
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den Anforderungen, jedoch sind dies Maximalwerte für optimale Zugriffe. Zu beachten 
ist allerdings, dass die Lesezugriffe, welche den größten Beitrag zu diesem Wert liefern, 
zum größten Teil durch die Prozessor-Caches abgedeckt werden. Deren Bandbreite 
wiederum ist nochmals deutlich größer und liegt bei optimalen Zugriffen im Bereich um 
8.000 MByte/s (AMD Athlon64 X2@2.4GHz) bzw. 20.000 MByte/s (Intel 
E6600@2.4GHz). 
Bei der praktischen Umsetzung von Algorithmen sind diese Werte allerdings nicht zu 
erreichen. Um den Einfluss der Speicherzugriffe auf die Geschwindigkeit der 
Visualisierung zu überprüfen, wurden im Occlusion-Culling-Thread zusätzlich 
synthetische Speicherzugriffe eingefügt. Dabei wurden 4 MByte große Blöcke kopiert. 
Die vom OC selbst erzeugten Speicherzugriffe wurden mitprotokolliert. Dabei wurden 
allerdings nur die wichtigsten, hier erwähnten Zugriffe auf die Hauptbuffer 
berücksichtigt. In der Praxis sind die Werte etwas höher, da auch weitere Daten während 
der Verarbeitung, wie beispielsweise Punktdaten, aus dem Speicher gelesen bzw. 
geschrieben werden. 
Auf dem Testrechner (Intel E6600, 2 GByte RAM) hat sich gezeigt, dass das Ergebnis 
stark von der verwendeten Szene abhängig ist. Während bei dem Powerplant-Modell 
selbst eine Last von 2.000 MByte/s keinen Einfluss auf die Visualisierung zeigte, hatte 
beim Stadtmodell bereits eine Last von ca. 500 MByte/s auf den Speicherbus erste 
Einbußen bei der Leistung der Visualisierung zur Folge. Ein Transfer von 1.000 MByte/s 
reduzierte die Framerate um ca. 10 Prozent. Bei 2.000 MByte/s wurde teilweise ein 
Rückgang von über 30 Prozent nachgewiesen. Eine höhere Last als 2.000 MByte/s ließ 
sich im OC-Thread nicht erzeugen. 
2.6 Ergebnisse 
Um die beschriebenen Ansätze überprüfen zu können, wurden die zwei bereits genannten 
Testszenen ausgewählt. Die ausgewählten Datensätze stellen sehr unterschiedliche 
Anforderungen an die Visualisierungsalgorithmen. Der erste wichtige Unterschied besteht 
im Aufbau des Szenegraphen. Während das Powerplant aus ca. 1.200 Objekte in einer 
relativ flachen Baumstruktur angelegt sind, wurde beim Stadtmodell eine deutlich 
aufwändigere Struktur aus ca. 36.000 Objekten aufgebaut. Das zweite 
Unterscheidungsmerkmal betrifft die Geometriedaten. Das Powerplant besteht aus einer 
großen Anzahl an Polygonen, beinhaltet aber keine Texturen. Das Stadtmodell hingegen 
wurde mit Hilfe von 8.000 Texturen modelliert, welche sich auf deutlich weniger 
Polygone verteilen. Hinzu kommt, dass im Stadtmodell sehr häufig transparente und 
halbtransparente Flächen enthalten sind. Dies wirkt sich direkt auf das Occlusion-Culling 
aus, da transparente Objekte nicht als Occluder eingesetzt werden können. Als letztes soll 
noch die Dynamik erwähnt werden. Das Powerplant ist komplett statisch. Im Stadtmodell 
kommen unzählige Billboards zum Einsatz, was einer eingeschränkten Dynamik 
entspricht. Zusätzlich wurde eine autonome Fahrzeugsimulation integriert. Diese 
Eigenschaften rechtfertigen im Prinzip den Einsatz eines speziellen 
Visualisierungsverfahrens für jedes Modell, um maximale Performance zu erreichen. Die 
entwickelte Visualisierungssoftware soll jedoch möglichst unabhängig von den 
Eingangsdaten eine schnelle Darstellung erlauben. 
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Es wurden drei Systemkonfigurationen ausgewählt, auf denen das Verhalten für die 
Testdatensätze ermittelt wurde: 
1. Desktop-Rechner: Intel Core 2 E6600 2.4GHz, 2GB, Nvidia GF7900, 
WindowsXP, 
2. Laptop: Intel Core 2 T7700, 2 GB, ATI Mobility Radeon HD2600, WindowsXP, 
3. Verteiltes Grafiksystem: bestehend aus 13 Knoten vom Typ Desktop-Rechner mit 
Suse Linux V10.1, Chromium 1.9 (12 Visualisierungs-Server und ein 
Applikationsrechner auf dem auch der Chromium-Client zur Verteilung läuft). 
Es wurde insbesondere der Einfluss diverser Parameter untersucht, die das 
Programmverhalten beeinflussen. Hierzu zählt beispielsweise die Möglichkeit einzelne 
Aktivitäten in Threads auszulagern oder auch das Ändern der Auflösung für den 
Occlusion-Buffer. 
Zum direkten Vergleich wurde ein OC-Verfahren mittels der OpenGL-Erweiterung nach 
dem Prinzip der Occlusion-Queries implementiert. Um eine effiziente Nutzung der 
Occlusion-Queries zu gewährleisten, erfolgte die Umsetzung ähnlich der Beschreibung in 
[18]. Hierbei wird die orientierte Bounding Box der Objekte gegen den aktuellen Z-
Buffer getestet. Die Auswertung der Occlusion-Queries erfolgt jeweils am Anfang des 
folgenden Frames, um mögliche Wartezeiten zu vermeiden. Um die Anzahl der 
erforderlichen Queries zu senken, werden sichtbare Objekte für die folgenden 5 Frames 
weiterhin als sichtbar klassifiziert und erst danach erneut geprüft. Diese Implementation 
hat keinen Anspruch auf Optimalität, spiegelt aber in etwa die Leistung und das Verhalten 
dieser Verfahrensgruppe wider. Auf den Einsatz von raumunterteilenden Strukturen 
wurde verzichtet. Derartige Techniken würden sowohl dem SW-OC als auch dem HW-
OC zu einer gesteigerten Performance verhelfen, erhöhen aber den Aufwand für das 
Preprocessing erheblich. 
In den folgenden Abbildungen kommen einige Abkürzungen zum Einsatz, die hier 
nochmals kurz erläutert werden. Meist beschreibt der erste Teil der Abkürzung das 
Verfahren und ein evtl. angefügter Wert den zugehörigen Parameter. 
None: Es wird kein OC verwendet 
HW-OC: Hardware Occlusion-Culling (auf der GPU mittels OpenGL-
Erweiterungen) 
SW-OC: Software Occlusion-Culling (auf der CPU) 
SW800: Software Occlusion-Culling mit einer Auflösung von 800x600 Pixel des 
Occlusion-Buffers 
SW1200MT: nebenläufiges (MT-multithreaded) Software Occlusion-Culling mit einer 
Auflösung von 1.200x900 Pixel des OB 
Hist1200: Software OC unter Verwendung der Histogrammerweiterung und einer 
OB-Auflösung von 1.200x900 Pixel 
Hist1200MT: nebenläufiges Software OC unter Verwendung der 
Histogrammerweiterung und einer OB-Auflösung von 1.200x900 Pixel 
2.6 Ergebnisse Echtzeit-Rendering 
 
 54 
Split50k: Verwendung eines Preprocessingschrittes, welcher Objekte mit mehr als 
50.000 Polygonen rekursiv in Subobjekte unterteilt. 
Min10: Einstellung für aggressives Culling bei dem ein Objekt mindestens 10 
Pixel zum endgültigen Bild beitragen muss, um als sichtbar klassifiziert zu 
werden. 
CPU: Last des Prozessors (alle Kerne) in Prozent 
 
2.6.1 Desktop-Rechner 
Der Desktop-Rechner spiegelt die wohl preiswerteste und auch meistgenutzte Hardware 
wider. Derartige Systeme sind im Allgemeinen mit einer leistungsfähigen GPU 
ausgestattet. Für ein Verfahren, welches statt der GPU die CPU zur Realisierung 
grafischer Algorithmen verwendet, stellt dies eine ungünstige Situation dar, da bei der 
Leistungsbeurteilung u.a. auch ein Vergleich mit klassischen GPU-basierten Verfahren 
(HW-OC) durchgeführt wird. Für die erste Testszene, das Powerplant, erfolgen 
umfangreichere Betrachtungen der Verfahren, um den Einfluss der verschiedenen 
Parameter besser zu verdeutlichen. 
Powerplant 
Es soll mit dem Test eines Rendering-Verfahrens, das ohne OC arbeitet, begonnen 
werden. Ein Frustum-Culling hingegen wurde bei allen Tests aktiviert. Die gewählte 
Ausgabeauflösung für die Tests betrug 1.200x900 Pixel. Die Animation beginnt mit 
einem Rundumflug, in welchem fast die komplette Szene sichtbar ist. Anschließend folgt 
ein kurzer Flug durch das Innere des Modells. Das aktivierte Frustum-Culling zeigt hier 
Wirkung und führt zu deutlich reduzierter Polygonanzahl und somit auch zu höheren 
Frameraten. Wie in Abbildung 19 zu erkennen ist, ist die Framerate direkt abhängig von 
der Cullingrate des FC. Im ersten Teil wird nahezu kein Objekt entfernt, es sind ca. 12,5 
Mio. Polygone im Sichtkegel. Das Rendering erfolgt mit ca. 8-9 fps. Im zweiten Teil der 
Animation variiert die Polygonanzahl und mit ihr die erreichte Framerate. Unabhängig 
von der Framerate gestaltet sich die CPU Last. Der Dual-Core Prozessor ist über den 







































Powerplant – Polygonanzahl (ohne OC)
 
Abbildung 19: Powerplant: Framerate ohne Occlusion-Culling 
Die Anzahl der darzustellenden Polygone lässt sich durch Nutzung der OpenGL-
Erweiterung für Hardware-OC (mittels Occlusion Query) deutlich reduzieren. Waren es 
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ohne OC zwischen 12,5 Mio. und 1 Mio. Polygone, sind es mit Hardware-OC nur noch 
zwischen 5 Mio. und 0,7 Mio. Während sich die durchschnittliche Framerate nicht erhöht, 
konnte das Minimum von 5,3 auf 12,4 fps gesteigert werden. Die CPU-Last bleibt 










































Powerplant – Polygonanzahl (HW-OC)
 
Abbildung 20: Powerplant: Framerate mit Hardware Occlusion-
Culling 
Ersetzt man das hardwarebasierte OC durch ein Software-OC, so wird die Culling-
Performance nochmals gesteigert (Abbildung 21). Der Grund hierfür ist in der 
Verwendung der Original-Geometrie für den Occlusiontest zu suchen. Beim HW-OC 
wurde die orientierte Bounding Box des Objektes genutzt. Da eine Bounding Box keine 
optimale Repräsentation für das reale Objekt darstellt, ist der Occlusiontest entsprechend 
pessimistisch. Die Framerate fällt bei Verwendung des SW-OC jedoch erwartungsgemäß 
deutlich ab. Dies wird im ersten Teil der Animation besonders klar, in welchem nur ca. 4-
6 fps erreicht werden. Die große Anzahl an Polygonen erfordert zuviel Rechenleistung für 
die Bearbeitung des OC auf der CPU. Im zweiten Teil steigt die Framerate zwar teilweise 











































Powerplant – Polygonanzahl (SW-OC)
 
Abbildung 21: Powerplant: Framerate mit Software Occlusion-
Culling 
In Abbildung 22 ist zu erkennen, dass fast die komplette Zeit im Occlusion-Culling 
verbraucht wird. Das Zeichnen der so ermittelten Objekte benötigt nie mehr als 50 ms. 
Daraus folgt, dass eine Steigerung der Framerate durch eine Reduzierung der Auflösung 
des Occlusion-Buffers zu erreichen ist. Im Test führte die Verringerung von 1.200x900 
auf 800x600 Pixel (das entspricht in etwa der Hälfte der Auflösung) zu einer Steigerung 
von ca. 10 bis 20 Prozent (siehe Abbildung 21). Eine geringere Auflösung als ein Viertel 
der visuellen Ausgabeauflösung sollte vermieden werden, da die Häufigkeit von 
Bildfehlern dadurch ansteigt. Im vorliegenden Fall würde dies 600x450 Pixel 
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entsprechen. Die Dual-Core CPU ist nach wie vor nur zur Hälfte ausgelastet. Hier ist die 


























Powerplant – Zeitaufteilung (SW-OC)
 
Abbildung 22: Powerplant: Zeitverteilung für Software-OC 
Zunächst wurde in einem zweiten Thread ein separater OpenGL-Context erstellt. Unter 
Verwendung der PBuffer-Extension und der Erweiterungen für das OC, die bereits in der 
sequentiellen Variante zur Anwendung gekommenen sind, wurde eine parallele Version 
des Hardware-OC realisiert. Wie zu erwarten war, führt dies in keinem der zur Verfügung 
stehenden Setups zu einer Beschleunigung des Renderings. Der Grund hierfür ist in der 
treiberinternen Serialisierung aller OpenGL-Aufrufe zu suchen. Da lediglich eine 
Grafikkarte vorhanden ist, können OpenGL-Funktionen auch nur nacheinander, nicht aber 
nebenläufig bearbeitet werden. Hinzu kommt, dass der Wechsel des OpenGL-Kontextes 
zusätzliche Last erzeugt. Im Ergebnis konnte festgestellt werden, dass der Culling-Thread 
nur selten zum Zug kommt. Die erreichten Taktraten des Culling-Threads liegen weit 
unter einem Bild pro Sekunde. Auch die Verwendung einer Grafikkarte, welche zwei 
Rendering Pipelines bereitstellt, wie beispielsweise die Quadro-Karten von nVidia 
brachte keine Änderung. Hier fehlt eine Schnittstelle, welche es erlaubt, einen OpenGL-
Kontext an eine bestimmte Pipeline bzw. an eine zweite Grafikkarte zu binden. 
Der somit verfolgte Ansatz beruht auf der Softwarevariante des OC. Diese lässt sich in 
einen zweiten Thread auslagern. Der Scheduler des Betriebssystems verteilt automatisch 
die laufenden Threads auf die zur Verfügung stehenden Prozessoren. 
Abbildung 23 zeigt die Ergebnisse. Die Cullingrate liegt in ähnlichen Bereichen wie bei 
der sequentiellen Variante und wie zu erwarten war, erreicht nun die CPU-Last 100 
Prozent. Der Rückgang der CPU-Last im zweiten Teil der Animation ist auf die 
Beschränkung der Taktrate des OC auf 12 fps zurückzuführen. Die Taktrate des Culling-
Threads entspricht ansonsten in etwa der des kompletten Renderings mit nur einem 
Thread (siehe Abbildung 21). Dies ergibt sich aus der Tatsache, dass bei dieser Variante 
das Software-OC den größten Teil der Zeit pro Frame benötigt. Die erreichten Frameraten 
sind nun lediglich abhängig von der Erfolgsrate des OC, nicht aber von der CPU-Last, die 
das OC erzeugt. Mit minimalen 18,8 fps und durchschnittlich 65 fps ist das die bis hierher 
schnellste Variante. 












































Powerplant – Polygonanzahl (SW-OC 1200 MT)
 
Abbildung 23: Powerplant: Framerate für Multithreaded 
Software Occlusion-Culling 
Aufgrund der Entkopplung des OC vom Rendering bieten sich nun weitere 
Optimierungen an. Beispielsweise können die Ergebnisse des OC (die PVS), durch 
Verwendung einer Histogrammtechnik weiter optimiert werden. Die Berechnung ist 
somit zwar geringfügig aufwändiger, hat aber durch die Parallelisierung keinen negativen 
Einfluss auf das Rendering. 
Wie erwartet ist die Cullingrate noch einmal deutlich besser als ohne die Verwendung der 
Histogrammauswertung. Wie in Abbildung 24 zu erkennen, ist dies besonders im letzten 
Teil der Fall. Zum Vergleich wurde nochmals der Verlauf für das Verfahren ohne 
Histogrammauswertung eingeblendet (blaue Linie). Die Darstellungsgeschwindigkeit 
steigt im Mittel von 65,4 auf 72,5 fps und auch die Minimalframerate erhöht sich von 








































Powerplant – Polygonanzahl (SW-OC 1200 MT Histogramm)
 
Abbildung 24: Powerplant: Framerate Multithreaded SW-OC mit 
Histogrammauswertung 
Die Taktrate des OC ist ca. 5 Prozent geringer, was durch die zusätzlichen Berechnungen 
zu begründen ist (siehe Abbildung 25). Im Mittel fällt diese von 8,3 auf 7,9 fps. Die Höhe 
der Verringerung ist abhängig von der verwendeten Auflösung des OC sowie der Anzahl 
der Objekte in der Szene. Diese bestimmt die Größe des für die Histogrammauswertung 
notwendigen Speichers. 


















Powerplant – Taktrate Occlusion Culling
 
Abbildung 25: Powerplant: Taktrate des OC-Threads 
Da bei einer Histogrammauswertung keine Sortierung der Objekte gegeben ist, werden 
diese in zufälliger Reihenfolge gezeichnet. Aktuelle Grafikkarten, wie auch die 
verwendete GeForce 7900GTX haben jedoch eine Early-Z-Rejection-Technik integriert. 
Es handelt sich um einen zur normalen Pipeline vorgezogenen Z-Vergleich, welcher so 
früh wie möglich offenbart, wenn ein Fragment später verdeckt sein wird. Dieses wird 
dann nicht weiter verarbeitet. Die größtmögliche Wirkung erreicht diese Technik 
offensichtlich, wenn die Objekte in einer Front-To-Back-Order gezeichnet werden. 
Kommt klassisches OC zur Anwendung ergibt sich diese Sortierung automatisch aus den 
Anforderungen an das OC. Hier zeigt demnach diese Technik auch die beste Wirkung. 
Daraus folgt, dass auch bei Verwendung der Histogrammauswertung eine Sortierung der 
Objekte integriert werden sollte. Die benötigte Zeit für diese Sortierung ist sehr gering 
und daher nicht relevant. Nachdem die Objekte nach der Histogrammauswertung nun in 
die geforderte Reihenfolge gebracht werden, ergeben sich die in Abbildung 26 
dargestellten Resultate. Die blaue Linie dient dem Vergleich und repräsentiert den 
Verlauf ohne Sortierung. Die erreichte Framerate konnte mit aktivierter Sortierung 
erwartungsgemäß leicht verbessert werden und liegt nun im Mittel bei 76,8 fps. Die 



















Powerplant – Framerate / CPU (SW-OC 1200 MT Hist + Sort)
 
Abbildung 26: Powerplant: Framerate SW-OC MT mit 
Histogramm und Sortierung 
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Eine Schwachstelle des OC ist die Verarbeitung sehr großer Objekte. Das Powerplant 
beinhaltet Objekte mit mehreren hunderttausend Polygonen. Durch eine Unterteilung 
derart großer Objekte kann das OC differenzierter arbeiten und die Anzahl der nicht 
sichtbaren Polygone wird erhöht. Dieser Schritt erfordert allerdings eine zusätzliche 
Bearbeitung der Daten und verlängert die Ladezeit beträchtlich. Bei einer maximalen 
Objektgröße von 50.000 Polygonen verlängert sich die Ladezeit des Powerplant-Modells 
von unter 30 Sekunden auf ca. 60 Sekunden. Es sei dem Benutzer überlassen zu 
entscheiden, ob der Leistungsgewinn beim Rendern die längere Wartezeit rechtfertigt. 
Weitere Leistungssteigerungen sind nur noch durch leichte Abstriche in der Bildqualität 
zu erzielen. Wird beispielsweise vom OC ein minimaler Beitrag von 10 Pixel pro Objekt 
gefordert, kann die EVS der Objekte weiter verkleinert und die 
Darstellungsgeschwindigkeit erhöht werden. Auch diese Einstellung kann den 
Bedürfnissen angepasst werden. Werte größer als 10 sind jedoch in der Regel nicht zu 
empfehlen, da dies dann zu deutlich sichtbaren Bildfehlern führt. 
Die vorgeschlagenen Anpassungen spiegeln sich in Abbildung 27 wider. Die Cullingrate 
konnte weiter verbessert werden. Maximal werden 2 Mio. Polygone an das Rendering 
weitergeleitet. Dies führt zu mittleren Frameraten von mehr als 100 fps bei durchaus 
vertretbaren Einschränkungen bezüglich der Ladezeit und der Bildqualität. Die minimale 





































Powerplant – Polygonanzahl (mit Split und MinPixel=10)
 
Abbildung 27: Powerplant: Framerate bei aggressivem OC 
Zusammenfassung Powerplant 
Das Modell des Powerplant stellt hohe Anforderungen an das Occlusion-Culling. 
Einerseits bestehen die Teilobjekte aus sehr vielen Polygonen, was auf ein sehr hohes 
Potenzial zur Einsparung von Renderzeit schließen lässt. Andererseits sind einzelne 
Teilobjekte nur schlecht als Occluder geeignet, da sie durch die vielen Rohrleitungen sehr 
viele Lücken aufweisen. 
Abbildung 28 verdeutlicht zunächst die Cullingrate für die unterschiedlichen Verfahren. 
Das Standard Hardware-OC hat die schlechteste Cullingrate. Dies ist auf die Verwendung 
der objektorientierten Bounding Box (OOBB) für den Occlusiontest zurückzuführen. Das 
SW-OC kann aufgrund der Verwendung der originalen Geometrie ein deutlich besseres 
Verhalten vorweisen. Teilweise werden gegenüber dem HW-OC 50 Prozent weniger 
Polygone als sichtbar klassifiziert. Die Wahl der Auflösung des OB hat keinen direkten 
Einfluss auf die Leistung des Cullings. Der Einsatz der Histogrammauswertung bringt 
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weitere Verbesserungen um bis zu 20 Prozent. Sowohl das Software- als auch das 
Hardware-Culling können durchaus etwas aggressiver gehandhabt werden. Zu diesem 
Zweck wird ein Schwellwert eingefügt. Dieser beschreibt eine Mindestanzahl Pixel, die 
das Objekt zum Bild beitragen muss. Werden zusätzlich die Parameter für aggressives 




























Powerplant – Polygonanzahl (alle Verfahren)
 
Abbildung 28: Powerplant: Cullingrate aller Verfahren im 
Vergleich 
Ein leistungsstarkes Culling ist zwar wünschenswert, garantiert aber noch keine 
Beschleunigung des Renderings. Die erzielten Frameraten sind in Abbildung 29 und 
Abbildung 30 zusammengefasst. Wie erwartet ist eine Visualisierung ohne Occlusion-
Culling relativ langsam. Die Durchschnittsframerate liegt für die Testanimation bei ca. 30 
fps. Ist das Modell nahezu komplett sichtbar, ergeben sich lediglich 5 fps. Ein 
zusätzliches Software-OC überfordert aufgrund der hohen Polygonanzahl den Rechner 
und resultiert in minimalen 3 fps und durchschnittlich 8 fps. Der Einsatz der Hardware 
Variante bringt erste Vorteile. Es werden hier im Worst-Case 12 fps und im Durchschnitt 
29 fps erreicht. Dies ist zwar etwas weniger als ohne OC, entscheidender jedoch ist die 
Steigerung der minimalen Framerate. Die höchste Performance erreicht jedoch das 
Software-OC in der Multithreaded-Version. Unabhängig von der Auflösung des 
Occlusion-Buffers (800 bzw. 1.200) werden im Schnitt 65 fps und im ungünstigsten Fall 
19 fps erzielt. Dies entspricht einer Steigerung von über 100 Prozent gegenüber der 
Verwendung der OpenGL-Erweiterung zur Nutzung der Grafikhardware. Die Steigerung 
im Worst-Case fällt hier noch nicht ganz so hoch aus. Die Framerate konnte von 12 auf 
19 fps verbessert werden. Dies entspricht einem Gewinn von 50 Prozent. Die Worst-
Case-Framerate stellt nach Meinung des Autors das wichtigste Bewertungskriterium dar. 
Eine weitere Steigerung ist noch möglich, indem eine Vorverarbeitung sehr große Objekte 
unterteilt und das Culling etwas aggressiver eingestellt wird. Bei maximal 50.000 
Polygonen pro Objekt und einem minimalen Beitrag von 10 Pixel zum fertigen Bild 
ergibt sich eine minimale Framerate von 30 fps. Der Durchschnitt liegt bei 106 fps. 
Gegenüber dem HW-OC entspricht das einer Verbesserung von 250 Prozent im Worst-
Case und ca. 350 Prozent im Durchschnitt. Wenngleich diese Einstellung zu akzeptablen 
Ergebnissen führt, sollte nochmals erwähnt werden, dass bei aggressiven Parametern mit 
visuellen Einbußen gerechnet werden muss. 


















Powerplant – Verlauf Framerate (alle Verfahren)
 











None 5,3 30,4 102,6
HWOC 12,4 29,0 52,7
SW 1200 3,0 7,8 23,9
+MT 18,8 65,4 168,4
+Hist 20,5 76,8 289,3
+Split 50k 26,9 96,3 303,3
+Min 10 30,3 106,1 304,9
min avg max
Powerplant – Übersicht Framerate (alle Verfahren)
 
Abbildung 30: Powerplant: Übersicht der erreichten Frameraten 
aller Verfahren 
Bildfehler 
Anhand der in Abschnitt 2.4.6 beschriebenen Fehlerfunktion wurden für die 
verschiedenen Verfahren die Bildfehler ermittelt. Die Fehlerfunktion wurde 
folgendermaßen definiert: Beträgt die Abweichung eines Subpixels (rot, grün, blau) mehr 
als 10 Prozent (von 255) so wird dies als Fehler gezählt. Anschließend wird die Summe 
der Subpixelfehler eines Bildes durch die Gesamtzahl der Subpixel dividiert, um den 
prozentualen Fehler zu erhalten. Dieser Fehler wurde nun laut der Definition für jeden 
Frame der Animation ermittelt. Die Referenzanimationen für das Beispiel bestehen aus 
7.200 Einzelbildern, von denen jeweils 36 zu einem von 200 Werten zusammengefasst 
wurden, um den dargestellten Verlauf zu erzeugen. Die Berechnung dieses Fehlerverlaufs 
benötigte auf dem Desktop-Rechner zwischen 15 und 20 Minuten pro Durchlauf. Der 
Verlauf des Fehlers für die verschiedenen Renderverfahren ist in Abbildung 31 
dargestellt. Es wird darauf hingewiesen, dass der dargestellte Verlauf bereits aus 
gemittelten Werten besteht. Deutlich zu erkennen ist, dass die Visualisierung ohne OC 
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einen sehr hohen Fehler aufweist. Zum Teil sind hier Maximalwerte von über 20 Prozent 
zu verzeichnen. Das HW-OC zeigt größtenteils geringere Fehlerraten. Lediglich in 
Bereichen sehr geringer Frameraten fällt dieses Verfahren hinter das Standard-Rendering 
zurück. Die Fehlerrate des asynchronen SW-OC mit Histogrammauswertung fällt 
wesentlich geringer aus, was sich mit der höheren Framerate begründen lässt. Wird 
zusätzlich ein aggressives Culling mit einem Schwellwert von 10 Pixeln für sichtbare 
Objekte gewählt, kann der Fehler weiter verringert werden. Wird dieser Schwellwert auf 
50 Pixel festgelegt, ist zu erkennen, dass die Fehlerrate dann wieder ansteigt (weiße 
Linie). Offensichtlich existiert ein optimaler Schwellwert, welche zur geringsten 
Fehlerrate führt. Da der Fehler jedoch stark von der Szene und der festgelegten Animation 
abhängt, ist davon auszugehen, dass der optimale Schwellwert entsprechend variiert. In 
allen durchgeführten Versuchen hat sich die Grenze von 10 sichtbaren Pixel als sinnvoll 
erwiesen. Eine weitere Verbesserung wird durch die bereits besprochene Unterteilung 

























Hist MT Min10 Split50k
Hist MT Min 50
Powerplant – Fehlerrate (alle Verfahren)
 
Abbildung 31: Powerplant: Verlauf der Fehlerrate für eine 
Referenzanimation mit 120 Hz 
In Abbildung 32 ist zum Vergleich nochmals die mittlere Fehlerrate der Verfahren 
dargestellt. Ohne OC beträgt der Pixelfehler für eine mehr als zehnprozentige 
Abweichung 3,21 Prozent. Durch HW-OC kann dieser Wert auf 2,46 Prozent gesenkt 
werden. Bei Verwendung des parallelen SW-OC kann der Pixelfehler gegenüber dem 
HW-OC nochmals um mehr als ein Drittel auf 1,54 Prozent gesenkt werden. Mit 
Preprocessing und aggressivem Culling (min. 10 Pixel) lässt sich der mittlere Pixelfehler 
auf fast ein Prozent senken. Wird das Culling zu aggressiv parametrisiert (min. 50 Pixel) 



















Mittel 3,21 2,46 1,54 1,38 1,08 1,64
None HWOC Hist MT +Min10 +Split50K +Min50
Powerplant - Fehlerrate
 
Abbildung 32: Powerplant: Mittlere Fehlerrate 
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Powerplant-Szene mit 101 Millionen Polygonen 
Zu Testzwecken wurde die Powerplant-Szene auf 8 instanziierte Powerplant-Modelle 
erweitert. Das ergibt 101 Millionen Polygone bei in etwa gleicher Ladezeit (unter 30 
Sekunden) und gleichem Speicherbedarf. Die Ergebnisse sind in Abbildung 33 
veranschaulicht. Zu Beginn der Testanimation sind über 80 Mio. Polygone im 
Sichtvolumen enthalten. Wie erwartet, fällt hier die Framerate ohne Culling mit ca. 0,7 
fps entsprechend gering aus. Im weiteren Verlauf steigert sich die Framerate bis auf mehr 
als 100 fps. Der Durchschnitt liegt bei 14,5 fps. Mit aktiviertem Hardware-OC sind die 
Werte überraschender Weise noch geringer. Lediglich der Minimalwert steigert sich auf 
2,8 fps. Die beste Leistung zeigt wiederum das Software-OC in der Multithreaded-
Version. Minimal werden 5,7 fps maximal fast 300 fps erreicht. Im Mittel liegt die 
Framerate bei 48,3 fps. Mit Hilfe der schon erwähnten Einstellungen für aggressives 
Culling lässt sich dieser Wert nochmals auf 72 fps steigern. Trotz der guten Werte sei 
darauf hingewiesen, dass aufgrund der umfangreichen Geometrien die Taktrate des 
Occlusion-Culling teilweise auf 1,5 fps sinkt. Dadurch ist hier mit leichten 










None 0,7 14,5 103,5
HWOC 2,8 6 11,8
SWOC 0,7 3,1 17,3
HistMT 5,7 48,3 295,1




Abbildung 33: Powerplant x8: Framerate 
Stadtmodell 
Das Stadtmodell stellt eine für Occlusion-Culling ungünstige Datenbasis dar. Es 
beinhaltet viele einfache Objekte (10-100 Polygone), die zusätzlich noch räumlich 
ungünstig modelliert sind. Das heisst viele Objekte unterliegen keiner sinnvollen 
räumlichen, sondern einer logisch strukturierten Unterteilung. Beispielsweise gehören die 
Straßenmarkierungen der gesamten Stadt zu einem Objekt. Bei simplen Objekten stellt 
ein Rendern der Bounding Box keine wesentliche Vereinfachung der eigentlichen 
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Geometrie dar. Das im VRML-Format vorliegende Modell enthält zur Beschleunigung 
des Renderings auch Parameter für die Nutzung von hierarchischem, diskretem Level of 
Detail (LOD) Objekten. Das bedeutet, dass für komplexe Objekte bzw. ganze Teilbäume 
eine oder mehrere einfachere Varianten vorliegen. Je nach Entfernung zum Betrachter 
wird dann die zu verwendende Detailstufe gewählt. Der erste Test erfolgte jedoch mit 
deaktiviertem LOD, um ein höheres Datenaufkommen zu generieren. 
Die Testanimation beginnt mit einer Gesamtansicht der Stadt. Anschließend folgt eine 
Kamerafahrt durch einige Straßenzüge der Stadt. In Abbildung 34 ist deutlich zu 
erkennen, dass alle OC-Verfahren in der Anfangsphase nur wenige Polygone entfernen 
können. Demzufolge ist die Änderung der Framerate hier entsprechend gering. Im 
späteren Verlauf der Animation zeigt sich die Wirkung des OC. Lediglich bei Nutzung 
des HW-OC verringert sich die Framerate trotz deutlich reduzierter Polygonzahlen. Dies 
ist auf das oben genannte ungünstige Verhältnis der Komplexität der Objekte und der 
jeweils zugehörigen Bounding Box in dieser Szene zurückzuführen. Das SW-OC kann 
den Wirkungsgrad nochmals steigern, was zu einer noch geringeren Anzahl zu 
zeichnender Objekte führt. Ähnlich wie das HW-OC kann auch die serielle Variante des 
SW-OC keine Leistungssteigerung bei der Visualisierung erzielen (vgl. Abbildung 34, 
unten). Der Overhead für den Occlusion-Test ist deutlich größer als die eingesparte Zeit 
für das Zeichnen der einfachen Geometrien. Die durchschnittliche Framerate fällt auf 22,3 
fps ab (von 34,8 fps), die minimale Framerate sinkt von 9,2 auf 5,6 fps gesteigert. 
Die parallele Version des OC überzeugt dann bei allen Werten und erzielt mit 
durchschnittlich 95,2 fps und minimal 12,3 fps die besten Ergebnisse. Die Verwendung 
der Histogrammauswertung führt zwar zu theoretisch besseren Cullingraten, aufgrund der 
relativen geringen Polygonanzahl ist hier jedoch keine messbare Steigerung der 
Darstellungsgeschwindigkeit zu erreichen. 
























Stadtmodell – Verlauf Framerate (alle Verfahren)
 
Abbildung 34: Stadtmodell: Cullingrate (oben) und Framerate 
(unten) 
Im zweiten Test wurde sowohl das LOD als auch die beschriebene Fahrzeugsimulation 
angeschaltet. Das LOD führt dazu, dass weniger Polygone gezeichnet werden. Dieser 
Effekt wird jedoch durch die zusätzlichen Fahrzeuge, welche die Szene um mehr als 8 
Mio. Polygone erweitern, kaum sichtbar. Damit erhöht sich sowohl die Komplexität als 
auch die Dynamik der Szene. Es ist zu bemerken, dass die Ermittlung der Verdeckung der 
Fahrzeuge, ähnlich wie bei transparenten Objekten, nur durch lesende Zugriffe auf den 
OB erfolgt. Demnach kommt auch die Histogrammtechnik für die Fahrzeuge nicht zur 
Anwendung. 
Grundsätzlich ergibt sich aber bei den Tests ein ähnliches Bild (Abbildung 35). Die 
Cullingraten zeigen bei gestiegenen Polygonzahlen einen ähnlichen Verlauf. Die 
Fahrzeuge erzeugen zusätzlich 1-6 Mio. sichtbare Polygone. Ohne OC werden im 
Durchschnitt 23,9 fps (minimal 8,3) erreicht. Das HW-OC beschleunigt die Darstellung 
nur unwesentlich und erreicht ähnlich wie das nicht-parallele SW-OC ca. 24 fps. 
Erwähnenswert ist dabei, dass die Softwarevariante eine minimale Framerate von 7,8 fps 
erreicht, wohingegen die Hardware-Variante hier nur 3,7 fps realisieren kann. Somit fällt 
dieser Wert deutlich geringer aus als ohne OC. Die parallele Version des SW-OC erreicht 
mit minimal 8 fps und durchschnittlich 65,9 fps die beste Leistung. Das Verfahren erlaubt 
im Mittel eine auf 275 Prozent beschleunigte Darstellungsgeschwindigkeit. 





























Stadtmodell mit LOD und Fahrzeugen – Verlauf Framerate (alle Verfahren)
 
Abbildung 35: Stadtmodell mit Fahrzeugen: Cullingrate (oben) 
und Framerate (unten) 
Diese beachtliche Steigerung ist auf die erweiterte Nebenläufigkeit des Occlusion-
Cullings zurückzuführen. Bei der Visualisierung ohne Fahrzeuge liegt der Vorteil des 
parallelen SW-OC lediglich in der asynchronen Verarbeitung der statischen 
Verdeckungsermittlung. Sind zusätzlich die Fahrzeuge aktiviert, erfolgt auch deren 
Verdeckungsermittlung nebenläufig zum Rendering. Die Ergebnisse sind in Abbildung 36 












None 9,2 34,8 100,4
HWOC 5,7 20,7 45,5
Hist 5,6 22,3 35,1











None 8,3 23,9 34,8
HWOC 3,7 24,1 36,6
Hist 7,8 23,7 34,9
Hist MT 8,0 65,9 111,4
min avg max
Stadtmodell ohne LOD Stadtmodell mit LOD und Fahrzeugen
 
Abbildung 36: Stadtmodell: Übersicht der erreichten Frameraten 
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Auf der Basis der in Abschnitt 2.4.7.8 vorgestellten Technik wird die Sichtbarkeit der 
Fahrzeuge bei Verwendung von SW-OC mit dem letzten Stand des Occlusion-Buffers 
ermittelt, da dieser doppelt gepuffert vorliegt. Da sämtliche OpenGL-Funktionalität nur 
aus einem Thread sinnvoll einsetzbar ist, kann dieses Vorgehen bei Verwendung von 
HW-OC nicht realisiert werden. Folglich vergrößert sich der Vorteil des parallelen SW-
OC mit der Anzahl der Nebenläufigkeiten, sofern die CPU genügend Reserven aufweisen 
kann. Auch der Einsatz von Multicore-CPUs mit mehr als zwei Kernen sollte sich positiv 
auf die Visualisierungsgeschwindigkeit auswirken. Falls das OC einen Kern komplett 
auslastet, werden zusätzliche Threads, wie der Occlusiontest der Fahrzeuge, nicht 
unerwünschter Weise auf dem gleichen Kern ausgeführt wie die Visualisierung, sondern 
können auf einen dritten Kern ausgelagert werden. 
2.6.2 Notebook 
Ein Notebook repräsentiert ein für das dargestellte Verfahren besonders geeignetes 
System. Dies ist darauf zurückzuführen, dass aufgrund der Anforderungen an einen 
tragbaren Computer die Grafikleistung gegenüber dem Desktop-Rechner begrenzt ist. 
Sowohl die GPU als auch der Grafikspeicher sind deutlich leistungsschwächer ausgelegt. 
Die Ergebnisse zeigen ein ähnliches Bild wie auf dem Desktop-Rechner. 
Erwartungsgemäß ist das parallele SW-OC auch auf diesem System die beste Wahl. Die 
Dual-Core CPU kann effizient genutzt werden und erlaubt ein von der Visualisierung 
weitestgehend unabhängiges Culling. Laut den Vorbetrachtungen hätte die Skalierung 
zwischen Hardware- und Software-OC etwas größer ausfallen sollen. Anscheinend ist das 
Verhältnis zwischen Grafik- und CPU-Leistung des verwendeten Notebooks der des 
Desktop-Rechners doch sehr ähnlich. Dies ist darauf zurückzuführen, dass in der Regel 


























Powerplant - Frameraten (alle Verfahren) Stadtmodell mit LOD + FZ - Frameraten
 
Abbildung 37: Notebook: Verlauf der Framerate des Powerplant 
und des Stadtmodells 
















None 11,6 25,5 61,2
HWOC 17,5 29,6 51,4
SWOC 1,6 4,9 17,0













None 4,3 11,8 42,5
HWOC 2,5 16,2 26,7
SWOC 5 20,5 34,5
Hist MT 7,5 42,2 78,3
min avg max
Stadtmodell mit LOD und FahrzeugenPowerplant
 
Abbildung 38: Notebook: Frameraten des Powerplant und des 
Stadtmodells 
2.6.3 Verteiltes System 
Die Ausgabe des verteilten Systems erfolgt derzeit durch eine Monitorwand. Diese 
besteht aus einer 4x3-Anordnung von 20-Zoll-Monitoren. Da die Monitore mit einer 
Auflösung 1.024x768 Pixel betrieben werden, resultiert daraus eine Ausgabeauflösung 
von 4.096x2.304 Pixel. Jeder Monitor wird durch einen separaten Rechner (Server) 
angesteuert. Ein zusätzlicher Rechner (Client) übernimmt die Verteilung, um nicht einen 
der Server durch Verwaltungsaufgaben zu stark zu belasten. Das System läuft unter Suse 
Linux und die Verteilung erfolgt über die Chromium-Software. Es handelt sich hierbei 
um eine graphische Middleware, welche es erlaubt, die OpenGL-Ausgabe relativ frei 
konfigurierbar über das Netzwerk (Ethernet) zu verteilen. Da die ursprüngliche 
Chromium-Version bei einer Verteilung auf acht Rechner bereits Leistungseinbußen 
erkennen ließ, wurde eine überarbeitete Version eingesetzt. Diese erlaubt die Verwendung 
von nahezu beliebig vielen Rechnern, ohne dass die Darstellungsgeschwindigkeit 
wesentlich abnimmt. Details dazu wurden in [26] vorgestellt. Die Anforderungen an die 
Grafikkarte pro Rechner sind etwas geringer, da nur ein Teil der Gesamtansicht gerendert 
werden muss. Der Aufwand des Rasterns bewegt sich zwar in einem ähnlichen Rahmen, 
jedoch müssen deutlich weniger Vertices und Primitive bis zum fertigen Bild verarbeitet 
werden. 




Abbildung 39: Monitorwand bestehend aus 12 20-Zoll-Monitoren 
(Stadtmodell) 
Die Anwendung läuft problemlos in der gleichen Version wie auf einem einzelnen 
Windows-Rechner. Ein Hardware-Occlusion-Culling über die Standard OpenGL-
Schnittstelle würde eine Verteilung der Anfragen (Queries) erfordern. Das erscheint 
wenig sinnvoll und wird daher von diesem System nicht unterstützt. Die Ergebnisse 
beschränken sich auf drei Testläufe: ohne OC nur mit FC, mit SW-OC in der 
sequentiellen Variante und als drittes in der parallelen Version. Die verwendeten 
Einstellungen entsprechen denen der anderen Versuche. Lediglich auf die Verwendung 
von VBO wurde verzichtet. Die vorliegende optimierte Chromium-Version bietet ein 
spezielles Caching an, um den Netzwerktransfer zwischen den Visualisierungsknoten zu 
verringern. Die Auflösung des SW-OC-Buffer lag bei 1.200x900 Pixel. Auch wenn die 
Ausgabeauflösung deutlich größer war, stellte sich dieser Wert für das OC als 
ausreichend heraus. Es konnten nur minimale Bildfehler festgestellt werden. Die erzielten 
Ergebnisse sind in den folgenden beiden Diagrammen dargestellt. 
Das Powerplant kann in dieser verteilten Umgebung bereits ohne OC mit einer 
durchschnittlichen Framerate von 16,5 fps visualisiert werden. Die Verteilung funktioniert 
demnach gut und hat bei diesem Modell nur geringen Einfluss auf die Geschwindigkeit. 
Wie schon bei den anderen Systemen kann das serielle SW-OC die Leistung für dieses 
Modell nicht verbessern. Die mittlere Framerate liegt bei 4,1 fps. Bei Verwendung des 
parallelen SW-OC hingegen ist ein deutlicher Geschwindigkeitsanstieg zu verzeichnen. 
Die minimale Framerate steigt zwar nur geringfügig von 3,3 auf 4,7 fps. Im Durchschnitt 
liegt die der Performancegewinn mit 38,8 fps jedoch bei über 100 Prozent. 
Das Stadtmodell kann im Standard-Rendering nur mit 3,7 fps dargestellt werden. Hier ist 
der Aufwand für die Verteilung deutlich zu spüren, da die reine Polygonanzahl deutlich 
unter der des Powerplant-Modells liegt und somit der Overhead recht groß ist. Teilweise 
sinkt die Framerate ohne OC auf 0,2 fps (Abbildung 40). Bereits bei Einsatz des seriellen 
SW-OC ist eine deutliche Verbesserung zu erkennen. Die Framerate ist weniger volatil 
und liegt im Mittel bei 11,3 fps. Die besten Ergebnisse erreicht das SW-OC in der 
Multithreaded-Version. Mit durchschnittlich 18,2 und maximalen 36,2 fps hebt sich das 
Verfahren deutlich von den Alternativen ab. Die geringere minimale Framerate ist mit der 
Fahrzeugsimulation zu begründen. Diese arbeitet nicht deterministisch und die 
Fahrzeugmodelle unterscheiden sich deutlich in Ihrer Komplexität (300 bis 15.000 
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Polygone). Daraus resultieren teilweise deutlich abweichende Visualisierungssituationen. 
Die Steigerung gegenüber dem Standard-Rendering liegt für die Beispielanimation im 
Mittel bei fast 400 Prozent. Es sei nochmals erwähnt, dass ein Hardware-OC aufgrund der 
































Abbildung 40: Chromium: Verlauf der Framerate des Powerplant 
und des Stadtmodells 
In Abbildung 41 ist das Verhältnis der erreichten Visualisierungsgeschwindigkeiten 













None 0,2 3,7 14,2
Hist 3,1 11,3 15,6












none 3,3 16,5 48,2
Hist 1,5 4,1 10,7




Abbildung 41: Chromium: Frameraten des Powerplant und des 
Stadtmodells 
2.7 Ausblick 
Das vorgestellte parallele Occlusion-Culling Verfahren, welches in Software (auf der 
CPU) arbeitet, zeigt das Potenzial die Multicore-Architektur gewinnbringend für 
Visualisierungsaufgaben einzusetzen. Obwohl dieser Ansatz auf den ersten Blick etwas 
unkonventionell erscheint, sind die Ergebnisse dennoch überzeugend. Es ist nicht immer 
sinnvoll einen Spezial-Prozessor, wie hier die GPU, zu verwenden, nur weil dieser für die 
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entsprechende Aufgabe optimiert ist und diese somit auch schneller bearbeiten kann. Es 
sollte auch berücksichtigt werden, wie die Auslastung der Einzelkomponenten verteilt ist 
und wie sich eine zusätzliche Last an einer Komponente auf die Gesamtperformance 
auswirkt. Es ist demnach deutlich vorteilhafter für ausstehende Aufgaben eine oder 
mehrere Komponenten zu verwenden, die dafür zwar nicht optimiert, jedoch auch nicht 
ausgelastet sind. Zukünftige Prozessoren werden 4 oder mehr Kerne besitzen. Dabei ist es 
Aufgabe der Softwarehersteller diese Leistung zu nutzen. Darauf aufbauend erscheint es 
sinnvoll, das Verfahren für die Nutzung weiterer CPU-Kerne zu optimieren. 
Beispielsweise kann das Occlusion-Culling im Interleave-Verfahren auf mehrere Kerne 
verteilt werden. Jeder der genutzten n Kerne bearbeitet dann zeitversetzt jeden n-ten 
Frame. Eine andere Möglichkeit betrifft die räumliche Unterteilung des Bildraumes, was 
jedoch wiederum zusätzliche Berechnungen erfordert, um die Eingangsdaten (Objekte, 
Polygone) geeignet aufzuteilen und die Zugriffe auf den Tiefenpuffer zu synchronisieren 
[20]. 
Die große Anzahl an Z-Buffer-Zugriffen (Lesen/Schreiben) und damit auch die hohe Last 
am Speicherbus stellt ein weiteres Problem dar, welches nicht durch Verteilung auf 
mehrere CPU-Kerne gelöst werden kann. Die Bandbreite wird sich in Zukunft 
höchstwahrscheinlich verbessern, jedoch erhöht sich auch die Komplexität der Daten. Die 
Auflösung sollte ebenfalls noch gesteigert werden. Ein vielversprechender Ansatz ist der 
hierarchische Z-Buffer. Eine derartige Implementation erfolgte bereits in [01]. Durch die 
Erzeugung mehrerer Auflösungsstufen des Z-Buffers, kann ein verdecktes Objekt 
schneller ermittelt werden. Die Anzahl der Schreibzugriffe wird hierdurch zwar erhöht, 
die gesunkene Anzahl der Lesezugriffe sollte dies aber deutlich überkompensieren. 
Dadurch sinkt auch die benötigte Speicherbandbreite. Auch der in [04] gezeigte Ansatz 
der Nutzung von hierarchischen Occlusion Maps oder die Verwendung von sogenannten 
Occupancy Maps (vgl. [16]) könnte die benötigte Speicherbandbreite senken und somit 
die Geschwindigkeit erhöhen.  
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K a p i t e l  3  
3 Tracking und schnelle Interaktion 
3.1 Motivation 
In diesem Kapitel wird, aufbauend auf den entwickelten Modulen zur 
Echtzeitvisualisierung, die Erweiterung auf Echtzeitinteraktion erläutert. Echtzeit-
interaktionen sind beispielsweise für Computerspiele von besonderer Bedeutung. Bewegt 
der Spieler in einem Autorennspiel seinen Joystick nach links, erwartet er, dass sich das 
Auto ebenfalls sofort nach links bewegt. Das Interesse des Spielers würde erlöschen, 
wenn das Auto erst nach einer wahrnehmbaren Zeitverzögerung der Bewegung folgte. 
Eine Nutzereingabe soll also ein direktes Feedback zur Folge haben. Das Problem, das 
sich bei der Realisierung dieses Zieles ergibt, ist die Latenz der einzelnen Komponenten 
des Systems. Bei Verwendung eines Joysticks und eines Monitors liegen diese im Bereich 
von wenigen Millisekunden. Im Gegensatz dazu bringt die Verwendung von 
Projektionsanlagen und Trackingsystemen, wie sie für stereoskopische Visualisierung und 
Interaktion notwendig sind, eine deutlich höhere Latenz mit sich. Klassische VR-
Applikationen zeigen deutliche Verzögerungen beim Umsetzen der Nutzeraktionen in der 
virtuellen Welt. Handelt es sich um Anwendungen aus der Konstruktion, wo 
beispielsweise eine Autotür in ein Modell eingepasst wird, ist dieses Verhalten zwar nicht 
optimal aber tolerierbar. Wenn im VR-System jedoch weitere zeitabhängige 
Komponenten integriert sind, lässt sich das System bei zu großer Verzögerung nicht mehr 
benutzen. Ein Beispiel für solche zusätzlichen Einflüsse sind Physiksimulationen. Es stellt 
sich also die Frage, wie schnell eine interaktive VR-Anwendung beim Einsatz aktueller 
Hard- und Softwaretechniken arbeiten kann.  
 
Abbildung 42: Screenshot der Tischtennis-Simulation 
Im Rahmen dieser Arbeit wurden algorithmische Ansätze entwickelt, um eine VR-
Anwendung, die sehr schnelle Bewegungen erfordert, echtzeitfähig auf aktueller 
Hardware betreiben zu können. Als Anwendung wurde eine immersive 
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Tischtennissimulation ausgewählt. Dies erschien sinnvoll, da Tischtennis eine der 
schnellsten Sportarten ist und sich von den räumlichen Anforderungen her gut umsetzen 
lässt. 
Bereits 1999 wurde in [37] eine verwandte Anwendung diskutiert. Das PingPong-Plus 
genannte System nutzte eine reale Tischtennisumgebung (Platte, Ball, Schläger). Ein über 
der Platte installierter Projektor erlaubte die Einblendung zusätzlicher Elemente. 
Bemerkenswert hierbei war die Verwendung eines Ultraschalltrackings, um die Position 
der Kollisionen zwischen Ball und Platte lokalisieren zu können. Der Sinn des Spiels 
konnte durch die Nutzung des Projektors erweitert werden. Beispielsweise ließen sich 
Elemente auf der Platte einblenden, die dann mit gezielten Schlägen getroffen werden 
mussten. 
Da nicht jede Sportart für eine Kombination mit Computern geeignet ist, kann auch die 
Idee einer Sportart entsprechend angepasst werden (vgl. [38]). Dabei spielen die 
Interaktions- und Ausgabegeräte eine wichtige Rolle. In [34] wurde gezeigt, dass einer 
der wichtigsten Aspekte auf dem Gebiet der Sportsimulationen die Immersion des 
Systems ist. Nur wenn der Nutzer die virtuelle Umgebung als glaubhaft empfindet, erfolgt 
die realitätsnahe Nutzung des Systems mit vollem Ergeiz und Körpereinsatz. Um diese 
Voraussetzung zu erfüllen, ist es nicht entscheidend eine besonders realistische 
Visualisierung zu erzielen. Vielmehr zählt das Zusammenspiel zwischen einer 
ausreichend hohen Framerate, einem realistischen Verhalten der virtuellen Objekte und 
einer geringen Trägheit des Systems. Im Fall einer Tischtennissimulation sollte die 
Reaktion des Balls (Richtungsänderung, akustisches Feedback) ohne Zeitverzögerung auf 
die Schlagbewegung folgen. Anschließend muss sich der Ball erwartungsgemäß nach den 
bekannten Regeln der Physik verhalten. 
3.2 Grundlagen 
Die Grundelemente des Tischtennisspiels sind der Tisch, das Netz, der Ball und die 
Schläger. Der Ball wiegt 2,7 g und besitzt einen Durchmesser von 4 cm. Seine Farbe ist 
weiß oder orange. Die Tischtennisplatte ist 2,74 m lang, 1,54 m breit und hat eine Höhe 
von 0,76 m. Das Material, aus dem der Tisch besteht, ist nicht explizit festgelegt. Die 
einzige Bedingung besteht darin, dass der Ball 23 cm hoch springt, wenn er aus 30 cm 
Höhe über der Platte fallen gelassen wird. Dabei darf diese Rücksprunghöhe über den 
gesamten Bereich der Platte nur wenig abweichen. Das Netz wird mittig aufgestellt und 
hat eine Breite von 1,83 m und eine Höhe von 15,25 cm. Für die Größe und das Gewicht 
des Schlägers gibt es keine direkten Beschränkungen. Jedoch gibt es Vorgaben für die zu 
verwendenden Materialien, was die möglichen Bauformen des Schlägers einschränkt. 
Tischtennis ist eine der schnellsten Sportarten. Im Jahr 2003 hat ein Teilnehmer eines 
Wettbewerbs, bei dem ein vertikal fallender Ball geschlagen wird, eine Ball-
Geschwindigkeit von 69,9 mph erzielt. Dies entspricht 31,25 m/s bzw. 112,5 km/h. 
Sicherlich wird nicht jeder Ball mit solch einer hohen Geschwindigkeit gespielt; 10 bis 20 
m/s sind aber durchaus üblich. Die für den Zuschauer nahezu unglaubliche 
Geschwindigkeit des Sportes ergibt sich jedoch nicht nur aus der reinen 
Ballgeschwindigkeit, sondern auch aus den blitzschnellen Ballwechseln. Nur wenige 
Zehntel Sekunden nachdem ein Ball von einem Spieler gespielt wurde, hat der Gegner 
diesen Ball returniert und der Spieler ist erneut an der Reihe den Ball zu spielen. Diese 
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schnellen Wechsel stellen eine der wesentlichen Herausforderung für eine realistische 
Simulation des Spiels dar. 
Die in dieser Arbeit realisierte Simulation ist nicht mit kommerziellen Computerspielen 
vergleichbar, obwohl ähnlich wirkende Sportspiele auf aktuellen Spielkonsolen verfügbar 
sind. Die Steuerung dieser Spiele über die neuen kabellosen Kontroller mit 
Beschleunigungssensoren (Inertialtracking) ist derzeit eher als Gestensteuerung, denn als 
korrekte Interaktion mit einer virtuellen Welt anzusehen. Dabei spielt es keine Rolle, wo 
sich der Spieler genau befindet. Es ist lediglich ein bestimmter Bewegungsablauf 
erforderlich, um die Ausführung eines vordefinierten Schlages auszulösen. Im Gegensatz 
dazu ist das Ziel der beschriebenen Simulation, ein realitätsnahes Verhalten zu vermitteln. 
Hier ist es ganz entscheidend wo der Spieler steht und mit welcher Geschwindigkeit und 
in welchem Winkel der Schlag ausgeführt wird. Der Spieler wird somit durch präzises 
Tracking zu einem Bestandteil der virtuellen Welt, dessen Agieren nicht auf die 
Auslösung vordefinierter Ereignisse reduziert ist. 
Hardware: 
Die erforderliche Hardware besteht im Wesentlichen aus drei Komponenten: Rechner, 
Projektionssystem und Tracking. Die Basis für die Tischtennissimulation ist eine 
Projektionsanlage. Um Schattwurf durch den Spieler zu vermeiden, kommt eine 
Rückprojektionsanlage zum Einsatz. Ein realistischer Eindruck ist nur mit einer im 
Größenverhältnis 1:1 zur Realität stehenden Umsetzung des Tischtennisspiels zu 
erreichen. Das bedeutet, dass der Nutzer direkt vor einer Tischtennisplatte, die in 
Originalgröße visualisiert wird, stehen soll. Es handelt sich demnach um eine First-
Person-Ansicht. Im Gegensatz zur Third-Person-Ansicht, in der die virtuelle Kamera 
hinter dem Avatar positioniert wird, erfolgt bei der First-Person-Ansicht eine realistische 
Visualisierung aus der Sicht des Nutzers. Der Immersionsgrad einer solchen Ansicht ist 
deutlich größer, da der Nutzer selbst handelt und nicht das Gefühl hat eine Spielfigur zu 
steuern. Für die Umsetzung einer solchen Visualisierung ist eine entsprechend große 
Projektionsfläche notwendig. Es wurden zwei verschiedene Systeme realisiert: 
System 1: Projektionsfläche 2,67x2 m (Gain 2.5, Halfangle 52 Grad) 
 Beamer: 2x Toshiba TLP SX3500, 1.400x1.050, 3.500 AnsiLumen 
 Stereoskopie: Polfilter (passiv Stereo) 
 Rechner: Intel Core 2 Duo E6600, nVidia GeForce 7800GTX, Windows XP 
 Tracking: optisches Tracking A.R.T. mit 4 Kameras ARTtrack2 
System 2: Projektionsfläche 4x3 m (zweiteilig: 2x 3x2m) 
 Beamer: 8x Sanyo XU58, 1.024x768, 3.000 AnsiLumen 
 Stereoskopie: Polfilter (passiv Stereo) 
 Rechner: 9x Intel Core 2 Duo E6600, nVidia GeForce 7800GTX, Suse Linux 
 Tracking: optisches Tracking A.R.T. mit 4 Kameras ARTtrack1 




Abbildung 43: Verteiltes Projektionssystem (Schema, Foto CeBit 
2006) 
Das erste System erlaubt bereits eine realistische Simulation. Die Auflösung der Ausgabe 
beträgt 1.400x1.050 Pixel bei 2,67 x 2 m. Dies entspricht einer Pixelgröße von ca. 2 mm. 
Eine nochmals gesteigerte Immersion bietet das zweite System. Durch die enormen 
Ausmaße der Anlage von 4 x 3 m hat der Nutzer den Eindruck, in einer großen Halle zu 
stehen. Dabei wurde die erste Version dieser Anlage lediglich mit einem Beamerpaar 
betrieben, was zu einer recht groben Auflösung führte. In der zweiten Version kamen 
dann 8 Beamer zum Einsatz (4 Paare in einer 2x2 Anordnung), wodurch die 
Ausgabeauflösung auf 2.048x1.536 Pixel gesteigert werden konnte. Die Pixelgröße von 
ca. 2 mm entspricht somit in etwa der kleineren Anlage. Weiterhin konnte ebenfalls die 
Helligkeit entsprechend gesteigert werden. Die 8 Projektoren wurden in ein eigens 
entwickeltes Rack montiert, das die Möglichkeit bietet, jeden Beamer einzeln genau 
auszurichten. Jeder Beamer wird durch einen Rechner angesteuert. Um die Ausgabe der 
OpenGL-Darstellung auf 8 Beamer bzw. Rechner verteilen zu können kam wiederum ein 
optimiertes Chromium-Framework [26] zum Einsatz. Die Applikation kann somit ohne 
Anpassungen direkt ausgeführt werden. Die OpenGL-Ausgabe wird nach den 
entsprechenden Parametern auf die 8 Rechner verteilt. Auch die Systemlatenz steigt nicht 
merklich durch diese Verteilung an. Die stereoskopische Darstellung läuft flüssig mit 
mindestens 80 fps. 
Damit die Sicht des Spielers korrekt dargestellt wird, muss zunächst die Position des 
Kopfes erfasst werden. Wie üblich kommt hierfür eine getrackte Brille zum Einsatz. Da 
der Nutzer in jedem Fall für die stereoskopische Darstellung eine Polfilter-Brille tragen 
muss, wurde diese mit den notwendigen Markern bestückt. Neben einer getrackten Brille 
ist für eine intuitive Interaktion in einer Tischtennissimulation auch ein getrackter 
Schläger notwendig. Als Trackingsystem wurde das optische Infrarot-Tracking der Firma 
A.R.T. genutzt. Dieses System arbeitet markerbasiert. Je nach Größe der Installation 
kamen wahlweise die Kameras ARTtrack1 oder ARTtrack2 zur Anwendung. 
Grundsätzlich sind zwei Kameras für ein optisches Tracking ausreichend. Im Gegensatz 
zu einfachen Navigationsaufgaben treten bei sportlichen Bewegungen sehr oft Situationen 
auf, in denen eine der Kameras das zu verfolgende Objekt (Target) aufgrund von 
Verdeckungen nicht „sehen“ kann. Um diese Fälle auszuschließen bzw. möglichst gering 
zu halten, wurde die Anzahl der Kameras auf vier erhöht. Damit konnte die Robustheit 
und Genauigkeit des Trackings deutlich gesteigert werden, da nun mindestens zwei 
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Kameras die beiden Targets verfolgen können. Eine größere Anzahl an Kameras steigert 
die Robustheit zusätzlich. Die erzielbaren Verbesserungen werden jedoch mit jeder 
zusätzlichen Kamera immer geringer. Dies steht dann nicht mehr im Verhältnis zu den 
anfallenden Kosten. 
 
Abbildung 44: Polarisationsbrille und Schläger inkl. Marker für 
Infrarottracking 
Zusätzlich wurde die Anzahl der installierten Marker pro Target erhöht. Für ein 
erfolgreiches Tracking sind mindestens 4 Marker pro Target erforderlich. Es treten jedoch 
Situationen auf, in welchen einzelne Marker (beispielsweise durch andere Marker) 
verdeckt werden. Damit dennoch ein exaktes und robustes Tracking gewährleistet werden 
kann, wurden am Schläger zwei zusätzliche Marker installiert. Der Schläger ist somit mit 
6 und die Brille mit 5 Markern bestückt. 
Software: 
Neben dem in Kapitel 1 beschriebenen Software-Kern wurden weitere Module 
entwickelt, um die speziellen Anforderungen einer solchen Simulation zu erfüllen. 
Grundlegend für ein realistisches Spiel ist ein Basisframework für die programmseitige 
Umsetzung zur Einhaltung der Regeln und der Punktevergabe. Weiterhin zeichnen die 
Tischtennis-Anwendung folgende Teilmodule aus: 
1) physikalische Simulation der Ballflugbahn und der Kollision mit Schläger und 
Platte, 
2) Berechnung des Computer-Gegners (Taktik und Animation), 
3) angepasste Algorithmen für das Tracking schneller Bewegungen. 
Punkt 3 soll diesem Kapitel ausführlich beleuchtet werden. Zunächst folgt jedoch eine 
kurze Darstellung der Umsetzung der Punkte 1 und 2 (siehe auch [50], [51] und [52]). 
3.3 Physikalische Simulation 
Ein realistisches Verhalten des Balls ist eine der Voraussetzungen für eine 
funktionierende Tischtennissimulation. Für die Umsetzung einer solchen Funktionalität 
existieren verschiedene Möglichkeiten. In diesem Zusammenhang sind zunächst die 
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existierenden, freien und kommerziellen Physik-Bibliotheken zu nennen. Da 
kommerzielle Lösungen wie Havok oder PhysX an der Professur nicht verfügbar waren, 
wurden die freien Varianten wie ODE oder Tokamak untersucht. Die Experimente mit 
diesen Bibliotheken führten zwar schnell zu ersten Erfolgen, zeigten jedoch Grenzen bei 
der Flexibilität und der Anpassungsfähigkeit dieser Software auf. Es ergaben sich 
Schwierigkeiten bei der Kontrolle des Ballspins und den Anforderungen an die 
Geschwindigkeit. Auch die zeitliche Unabhängigkeit ist durch die fortlaufende Simulation 
nicht gewährleistet. Für die Berechnung vergangener und zukünftiger Zustände der 
Simulation hätte zusätzliche Funktionalität implementiert werden müssen. Die 
Entscheidung fiel daher zugunsten einer eigenen Implementation, die zwar zunächst 
deutlich mehr Aufwand generiert, im späteren Verlauf jedoch die flexibelste Lösung 
darstellt. 
Bei der physikalischen Simulation der Ballbewegung im Tischtennis lassen sich drei 
Phasen unterscheiden. Die erste Phase umfasst das Rollverhalten und dient nur der 
Steigerung des Immersionseindrucks. Sie ist aber für ein korrektes Spiel nicht relevant, da 
ein rollender Ball stets das Ende eines Ballwechsels markiert. Die beiden wichtigen 
Phasen sind die Flugbahn und die Reflexion bei Kollision mit Schläger oder Platte. Die 















Abbildung 45: Physiksimulation (einfließende Vektoren am Ball) 
3.3.1 Ballflugbahn 
Sei m  die Masse des Balls im Zentrum b , so ist die Bewegung )(tb definiert durch das 
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Dabei ist a die konstante Beschleunigung, die durch die Gravitation (a=(0,-g,0)) bewirkt 
wird und τ  ist ein Parameter, der den Einfluss der Luftreibung widerspiegelt. Die 
beschriebene Differentialgleichung hat die allgemeine Lösung: 
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Der Ball muss aufgrund der zu berücksichtigenden Luftreibung nicht als Massepunkt, 
sondern als Objekt mit einer Ausdehnung betrachtet werden. Somit ist der Spin des Balls, 
d.h. eine Drehung desselben um eine bestimmte Achse durch seinen Mittelpunkt, 
ebenfalls zu modellieren. Durch die Eigenrotation des Balls wird der sogenannte „Magnus 
Effekt“ hervorgerufen. Dieser Effekt beschreibt eine Kraft (Magnus Kraft) FM, die 
senkrecht zum Geschwindigkeitsvektor und zur Drehachse wirkt. Die Magnuskraft fließt 
derzeit mit folgender Gleichung in die Simulation ein: 
vFM fDCM 3ρ= . 
Dabei ist CM der Magnus Koeffizient, ρ die Luftdichte (1,26 kg/m3), D der Durchmesser 
des Balls (0.04 m), f die Rotationsfrequenz des Balls und v ist der Geschwindigkeitsvektor 
des Balls. Die resultierende Beschleunigung kann anschließend aus der Formel F = ma 
abgeleitet werden. Weitere Berechnungen sind nötig, um den Ballspin mit fortlaufender 
Zeit zu verringern. Dieser Einfluss wurde in Abhängigkeit vom Luftwiderstand des Balls, 
der Geschwindigkeit des Balls und von dessen Rotationsgeschwindigkeit modelliert. 
Solange keine Kollisionen zwischen dem Ball und anderen Objekten in der Szene 
auftreten, wird die Bewegung nach den angegebenen Gleichungen von Frame zu Frame 
berechnet. Wird in dem Zeitraum zwischen zwei Frames eine Kollision erkannt, erfolgen 
weitere Berechnungen, um den genauen Zeitpunkt der Kollision zu ermitteln. 
3.3.2 Kollisionserkennung und Kollisionsauflösung 
Im Bereich der Kollisionserkennung existieren bereits eine Vielzahl von Arbeiten (vgl. 
[42], [43], [44] und [45]). Teilweise kann die Erkennung mit Hilfe der GPU [41] erfolgen. 
Auch die bereits erwähnten Bibliotheken für Physiksimulationen beinhalten derartige 
Funktionalität. Die letztendlich implementierte Variante wurde speziell für die 
Anforderungen des virtuellen Tischtennis entwickelt. Vereinfachend wird angenommen, 
dass in der Simulation lediglich sechs Objekte existieren, die für eine Kollision in Frage 
kommen. Das sind der Ball, zwei Schläger, die Platte, das Netz und der Boden. Hinzu 
kommt, dass nur eine Kollision des Balls mit einem der anderen Objekte relevant ist. Alle 
weiteren Kollisionen werden vorläufig ignoriert. 
Es ist notwendig alle auftretenden Kollisionen innerhalb des Zeitintervalls zwischen zwei 
Frames zu berechnen. So ist es beispielsweise möglich, dass der Ball mit Netz und Platte 
innerhalb dieses Zeitintervalls der Simulation kollidiert (Abbildung 46). Zunächst werden 
alle potenziellen Kollisionen errechnet. Aus diesen wird dann diejenige ausgewählt, die 
als erste auftritt. Basierend auf dieser Kollision wird die Bewegung des Balls neu 
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berechnet (Kollisionsauflösung). Anschließend wird für die restliche Zeit des Intervalls 
die Kollisionserkennung erneut ausgeführt. 
 
Abbildung 46: Beispiel einer Kollision des Balls mit Platte und 
Netz innerhalb eines Frames (rot) 
Um eine Kollision zu erkennen, wird zunächst eine Bounding Box des potenziellen 
Kollisionsobjektes verwendet. Die Berechnungen erfolgen mit der vereinfachten 
Geometrie dieser Bounding Box. Wird festgestellt, dass eine Kollision potenziell möglich 
ist, werden die Berechnungen mit der Geometrie der originalen Objekte wiederholt, um 
sowohl den genauen Kollisionspunkt im Raum als auch den exakten Zeitpunkt zu 
bestimmen. 
In den meisten Implementationen, wie beispielsweise ODE, wird die Kollisionserkennung 
numerisch durchgeführt. Das vorliegende Zeitintervall zwischen zwei Frames wird ggf. in 
kleinere Subintervalle zerlegt, um die Genauigkeit zu erhöhen bzw. eine Kollision 
überhaupt zu erkennen. Im Gegensatz dazu erfolgt die Kollisionserkennung in der 
Tischtennissimulation analytisch. Der zukünftige Kollisionszeitpunkt mit einem Objekt 
wird direkt berechnet. Dies ist möglich, da sowohl die Bewegung des Balls als auch der 
Bewegungsverlauf des Schlägers (siehe Abschnitt 3.5.9) verfügbar ist. Anschließend 
erfolgt die Überprüfung, ob dieser Zeitpunkt aktuell relevant ist oder ob derzeit keine 
weiteren Berechnungen erfolgen müssen. Die Relevanz des Zeitpunktes ist nicht auf das 
aktuelle Zeitintervall bis zum nächsten Frame beschränkt. Vielmehr muss auch die Latenz 
des Systems (Abschnitt 3.5.1) in die Betrachtungen einbezogen werden. 
3.3.3 Ballreflexion 
Wurde eine Kollision des Balls mit anderen Objekten der Szene erkannt, erfolgt die 
Auflösung der resultierenden Bewegung des Balls (Abbildung 45). Sei N die Normale der 
Kollisionsfläche und Vin der eingehende Geschwindigkeitsvektor. Der Basisvektor für die 
resultierende Geschwindigkeit Vout1 wird mittels Reflexionsgesetz errechnet. Dabei ist die 
Länge dieses Vektors, d.h. die Schnelligkeit, abhängig von den Materialeigenschaften der 
kollidierenden Flächen. Zur Berücksichtigung des Ballspins wurde ein vereinfachtes 
Modell implementiert, das einen Parameter für den Einfluss auf Vout1 und einen weiteren 
Parameter für den Reibungskoeffizienten verwendet. In einem zweiten Schritt wird der 
Vektor Vout1 modifiziert, um die Wirkung des Ballspins Vspin zu integrieren. Zu diesem 
Zweck wird die Effektachse Aeff ermittelt, welche senkrecht zu N ist und mit N und der 
Spinachse Aspin in einer Ebene liegt. Anschließend kann der wirksame Spin Veff um diese 
Achse ermittelt werden. Diese Rotation fließt dann zusammen mit Vout1 und den 
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Reibungsparametern (friction) beider Flächen in den Ausgangsvektor Vout2 ein. Die 
Berechnung erfolgt durch folgende Formel 
),,( effObjektBall VfrictfrictRot ⋅⋅= effout1out2 AVV . 
Dabei ist Rot(v, a, α) definiert als die Rotation des Vektors v um die Achse a und den 
Winkel α. Der neue Ballspin wird vereinfacht aus der tangentialen Komponente des 
eingehenden Geschwindigkeitsvektors Vin berechnet. Da der abgeschwächte Ballspin 
nach einer Kollision keinen so großen Einfluss auf die Flugbahn besitzt wie vor einer 
Kollision, ist dieses Modell für die meisten Fälle ausreichend. Für eine anspruchsvollere 
Umsetzung sollte dieses Modell nochmals überprüft und ggf. angepasst werden. 
3.4 Der virtuelle Gegner 
Die Tischtennissimulation wurde im Rahmen eines Projektes [35] um einen animierten 
Gegenspieler (Abbildung 42), welcher DAVE (dynamic avatar) getauft wurde, erweitert. 
Die Akzeptanz der gesamten Simulation hängt wesentlich auch von der Bewegung und 
dem Verhalten des virtuellen Gegenspielers ab. Die Mitspieler sollten ein ähnliches 
Können vorweisen, damit überhaupt ein Spiel möglich wird. 
 
Abbildung 47: Mögliche taktische Varianten und 
Bewegungsablauf 
Die Berechnungen für die Steuerung des dynamischen Avatars sind zu aufwändig, um 
während der Simulation ausgeführt werden zu können. Die Geschwindigkeit der 
Visualisierung könnte bei einem solchen Vorgehen zu stark beeinträchtigt werden. 
Deshalb wurde das DAVE-Modul über ein Netzwerkprotokoll eingebunden. Derzeitige 
Multicore-Rechner erlauben jedoch einen lokalen Einsatz des Moduls über das Loopback-
Interface des Simulationsrechners (Localhost). 
Das DAVE-Modul löst zwei Teilprobleme. Zum Einen müssen strategische 
Entscheidungen getroffen werden, die den auszuführenden Schlag beschreiben. Zum 
Anderen soll eine geeignete Bewegung des Avatars berechnet werden, die dem 
gewünschten Schlag entspricht und dabei realistisch wirkt. Es kann vorkommen, dass ein 
gewünschter Schlag nicht ausgeführt werden kann, da DAVE diesen Schlag aufgrund der 
3.5 Tracking schneller Bewegungen Tracking und schnelle Interaktion 
 
 81 
aktuellen Situation und der bestehenden Bewegungsbeschränkungen nicht erreicht. In der 
Folge wird ein Alternativschlag in Erwägung gezogen und die Randbedingungen werden 
erneut überprüft. Das Modul prüft mehrere tausend Kombinationen von möglichen 
Schlägen und Animationsbewegungen. Je nach gewähltem Schwierigkeitsgrad variieren 
die Möglichkeiten des Rückschlages (siehe Abbildung 47). Die wesentlichen Parameter 
beeinflussen hierbei die Wahl des Zielpunktes für die Ballflugbahn sowie dessen 
Geschwindigkeit. Natürlich entstehen dadurch auch Situationen in denen der Gegner den 
Ball nicht erreicht. Dies ist aber durchaus erwünscht und steigert den Realitätsgrad (vgl. 
[52]). Die errechnete Bewegung wird dann über TCP/IP zur Simulationsapplikation 
übertragen. Da die Bewegung des Avatars auf einem Skelettmodell aufbaut (vgl. [54] und 
[55]), beschränkt sich die zu übertragende Datenmenge weitgehend auf die Gelenkwinkel 
des Skelettes. Für eine optisch ansprechendere Visualisierung können damit beliebige 
Polygonmodelle (Meshes) animiert werden. Die derzeitige Implementation berechnet die 
notwendige Transformation pro Vertex auf der CPU. Mit Hilfe von Shadern kann dies 
jedoch deutlich effizienter auf der GPU berechnet werden. Diese Anpassung ist für die 
zukünftige Entwicklung geplant und wird die Animation komplexerer Avatar-Modelle 
erlauben. 
3.5 Tracking schneller Bewegungen 
3.5.1 Die Bedeutung der Latenz 
Die Latenz eines Visualisierungssystems wird wie folgt definiert: Sei P(t) die Position 
eines Referenzobjektes O zum Zeitpunkt t und B(t) die graphische Ausgabe des Objektes 
zum Zeitpunkt t. Dann ist die Latenz Z(t) die Zeitspanne, die benötigt wird, um eine 
Visualisierung von O zu erzeugen, die der Position P(t) entspricht, d.h. B(t+Z(t)) zeigt das 
Objekt in der Position P(t). 
Die fatalen Auswirkungen von Latenzen in der Echtzeitinteraktion lassen sich anhand des 
Tischtennisspiels gut darstellen. Ein Tischtennisspieler führt eine Schlägerbewegung mit 
10 m/s aus. Beträgt die Systemlatenz 50 ms, so entsteht ein Fehler von 50 cm (10 m/s · 
0,05 s). Es ist leicht nachzuvollziehen, dass es nahezu unmöglich ist beim Tischtennis 
einen Ball zu treffen, wenn die verfügbare Schlägerposition ca. einen halben Meter neben 
der realen Position im Raum liegt. 
Die verschiedenen Komponenten des Systems tragen jeweils einen Anteil zur 
Gesamtlatenz bei. Dies wird in Abbildung 48 noch einmal verdeutlicht. Das 
Trackingsystem erfasst den Schläger in einer Position C. Bis die Aktualisierung des 
Szenegraphen auf die neue Position erfolgt ist, hat sich der Schläger bereits auf eine neue 
Position B weiter bewegt. Bis schließlich die Position C des Schlägers auf dem 
Ausgabegerät erscheint, hat sich der Schläger erneut weiter bewegt und befindet sich nun 
an der Position A. Diese Abbildung veranschaulicht auch ein wesentliches Prinzip für die 
Kompensation von Latenzen: die Bewegungsextrapolation. Gelingt es der Simulation die 
Position A auf der Grundlage der Daten C anzunähern, so kann der schädliche Einfluss 
der Latenzen verringert werden. 
In diesem Abschnitt wird zunächst die Latenz der immersiven Tischtennissimulation 
analysiert, bevor Ansätze zur Kompensation dieser Verzögerung vorgestellt werden. 







Abbildung 48: Problem der vorhandenen Latenz 
3.5.2 Trackingsystem 
Allen Trackingverfahren ist das Problem der auftretenden Latenz gemein. Die Systeme 
sind in der Regel echtzeitfähig, jedoch ist die ermittelte Lage des Objektes stets mehr oder 
weniger veraltet. Abhängig von den Anforderungen der entsprechenden Anwendung kann 
dies ignoriert werden oder es muss durch geeignete Maßnahmen versucht werden, diesen 
Effekt zu kompensieren. Die Latenz des Trackingsystems hat zwei mögliche Ursachen. 
Zum Einen entsteht eine Latenz durch die Messung und Verarbeitung der Daten im 
Trackingsystem selbst. Diese liegt, abhängig vom System, meist im Bereich bis ca. 50 ms 
und ist relativ konstant. Eine weitere Latenz entsteht durch die Asynchronität der 
Taktzyklen des Trackingsystems und der Anwendung. Als Beispiel betrachten sind die 
Navigationssysteme zu nennen. Die erforderlichen GPS-Daten werden im Allgemeinen 
mit einer Frequenz von ca. 1 Hz bereitgestellt. Eine heute übliche 3D-Ansicht der Karte 
wird dennoch mit einer höheren Bildwiederholrate visualisiert. Um aus der höheren 
Bildwiederholfrequenz einen Gewinn in Form einer flüssigeren Animation zu ziehen, 
müssen die benötigten Daten zwischen den realen Messwerten „geschätzt“ werden. Dies 
betrifft sowohl die internen Berechnungen als auch die die graphische Darstellung der 
Bilder. Für derartige Approximationen, existieren zwei grundsätzliche Ansätze. Zum 
Einen können die Daten von Trackingsystemen, die auf unterschiedlichen Technologien 
basieren, kombiniert werden, um die Berechnungsgrundlage zu verbessern. Zum Anderen 
können die benötigten Daten durch Interpolation aus den Messwerten bestimmt werden. 
Das optische Trackingsystem von A.R.T. wird in allen beschriebenen Anwendungen mit 
vier Kameras betrieben und soll meist zwei 6-DOF Targets tracken. In dieser 
Konfiguration weist das System eine Latenz von ca. 19 ms auf. Das Latenzverhalten für 
diese und ähnliche Anwendungen wurde von A.R.T. vermessen und ist in Abbildung 49 
dargestellt. 




Abbildung 49: Auszug aus einem A.R.T.-Messprotokoll 
Die angegebene Latenz beinhaltet die Messung (Bilderfassung), die Verarbeitung in den 
Kameras, die Übertragung zum DTrack-Rechner, die Verarbeitung in der DTrack-
Software und die Übertragung der Ergebnisdaten zum Applikationsrechner. Die 
Änderung der Latenz bei Verwendung einer zusätzlichen Kamera bzw. eines zusätzlichen 
Targets liegt im Bereich von etwa einer Millisekunde. Es ist anzumerken, dass die Latenz 
eines solchen Trackingsystems unabhängig von seiner Messfrequenz ist. 
3.5.3 Beamer 
Einen nicht unerheblichen Anteil an der Gesamtlatenz des Systems steuert der Beamer 
bei. Die Beamerlatenz ist die Zeit, welche vergeht, bis ein durch das angeschlossene 
Videokabel (VGA/DVI) ankommendes Bildsignal auf der Projektionsfläche ein 
sichtbares Feedback erzeugt. Die Latenz des Beamers muss unbedingt in die Betrachtung 
einbezogen werden, da der Nutzer mit dem sichtbaren Bild interagiert und nicht mit der 
internen Simulation. Die Versuche haben gezeigt, dass die Latenz der verwendeten 
Projektoren bei ca. 15 ms liegt. Der Versuchsaufbau zur Ermittelung dieses Wertes ist in 
Abbildung 50 dargestellt. 
 
Abbildung 50: Versuchsaufbau zum Ermitteln der Latenz eines 
Projektors 
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Neben die Projektionsanlage wurde ein Röhrenmonitor (CRT) installiert. Es wird 
angenommen, dass die Bildausgabe des CRT-Monitors nahezu latenzfrei erfolgt. Durch 
Verwendung eines Videosplitters wurden dem Monitor und dem Projektor identische 
Videosignale übermittelt. Dabei handelt es sich um einen sich von links nach rechts 
bewegenden weißen Balken, welcher sich pro Frame einen Schritt nach rechts bewegt. 
Die vertikale Synchronisation (VSync) ist aktiviert. Mit Hilfe einer Fotokamera wurden 
mehrere Fotos aufgenommen. Die Belichtungszeit lag dabei im Bereich der 
Bildwiederholfrequenz des Videosignals. Bei 60 Hz entspricht das 1/60 Sekunde = 16,7 
ms. 
 
Abbildung 51: Fotoausschnitte zum Ermitteln der Beamerlatenz: 
(l.: LCD-Beamer, r.: CRT-Monitor) 
Abbildung 51 zeigt das Ergebnis des Versuches. Die Skala (X-Achse) repräsentiert die 
Einzelframes, jeder fünfte Frame ist durch einen etwas größeren Teilstrich markiert. Es ist 
nun ablesbar, dass das Bild des Projektors einen Frame später sichtbar wird als das des 
Monitors. Deutlich erkennbar ist auch das Nachleuchten des Monitors. 
Es wurde zusätzlich unter veränderten Bedingungen getestet. Unter anderem wurde der 
Versuch auch für Bildwiederholfrequenzen zwischen 60 und 85 Hz und mit 
unterschiedlichen Belichtungszeiten der Kamera durchgeführt. Die Bilddifferenz variierte 
dabei zwischen ein und zwei Frames. Es kann festgehalten werden, dass die Latenz des 
Beamers demzufolge im Bereich von ca. 10 bis 20 ms liegt. Genaugenommen ist das 
jedoch nicht die Latenz des Beamers, sondern die Zeit, um die die Latenz des Beamers 
größer ist als die des Monitors. Da jedoch der CRT-Monitor eine sehr kleine Latenz 
aufweist und die Messgenauigkeit des vorgestellten Versuchaufbaus sehr beschränkt ist, 
kann diese Tatsache ignoriert werden. Weiterhin ist der Latenz-Wert nicht konstant, 
sondern ist abhängig von der Ansteuerung des LCDs und der Datenaufbereitung und 
Zwischenspeicherung innerhalb des Beamers. Für die weiteren Betrachtungen wird für 
die Beamerlatenz ein Wert von 15 ms angenommen. 
3.5.4 Simulation und Rendering 
Neben dem Trackingsystem bringt auch die eigentliche Software zur Simulation und 
Visualisierung eine zusätzliche Latenz ins System. Messungen haben gezeigt, dass diese 
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je nach Rechner zwischen 5 und 10 ms liegt. Die erreichten Frameraten liegen dabei im 
Bereich von 100 Hz. Für die nachfolgenden Untersuchungen wurden unnötige visuelle 
Elemente (Umgebung, Anzeige) aus den Daten entfernt, um die zusätzlichen Einflüsse 
bzgl. der Darstellung möglichst zu minimieren und eine höhere Framerate zu erzielen. 
Somit wurden für die Messungen meist mehr als 200 fps erreicht. Es sei erwähnt, dass 
aufgrund der Nebenläufigkeit von Applikation und OpenGL diese Latenz nicht 
zwangsläufig direkt von der Framerate abgeleitet werden kann. Es können durchaus zwei 
oder mehr Frames in den OpenGL-Puffern zwischengespeichert sein, wodurch sich die 
Latenz erhöht. Durch den Aufruf von glFinish() am Ende eines Frames (mittels 
glSwapBuffers()) wird diese Nebenläufigkeit eingeschränkt und somit besser steuerbar. 
Die Framerate kann sich möglicherweise (nicht zwangsläufig) ein wenig verringern, da 
der OpenGL-Empfangspuffer kurzzeitig keine Daten enthält und deshalb die GPU warten 
muss. Jedoch kann somit sichergestellt werden, dass nicht mehr als ein kompletter Frame 
gepuffert wird. Dadurch verhält sich die Framerate über die Zeit konstanter und die 
Schwankungen von einem Frame zum nächsten sind deutlich geringer. Dies wirkt sich 
positiv auf die Physiksimulation aus, da dort eine konstante Framerate angenommen wird. 
Auch der Zusammenhang zwischen Framerate und Latenz wird dadurch direkter. Da nur 
noch maximal ein Frame gepuffert wird, entspricht die maximale Latenz der Simulation 
der Länge dieses einen Frames. Bei den hier durchgeführten Versuchen konnte eine 
Verbesserung der Latenz von ca. 5 ms festgestellt werden. Eine nahezu konstante 
Framerate könnte durch Aktivierung der vertikalen Synchronisation (VSync) erreicht 
werden. Allerdings ist die Framerate damit an die Bildwiederholfrequenz gebunden, die 
für LCD-Projektoren meist 60 Hz beträgt. Für eine derart schnelle Anwendung wie das 
Tischtennis sollte aber eher die doppelte Bildwiederholrate angestrebt werden. Die 
Simulation verhält sich bei 120 Hz deutlich realistischer, was auf die direkte Kopplung 
der Physiksimulation an die Framerate zurückzuführen ist. 
Die Abfrage des Trackingsystems erfolgt asynchron, um die Visualisierung nicht zu 
beeinflussen. Die Trackingdaten werden in einem separaten Thread empfangen und 
vorverarbeitet. Somit arbeiten das Tracking und die Visualisierung nicht nur asynchron, 
sondern auch zusätzlich mit unterschiedlichen Frequenzen. Daraus ergibt sich, dass eine 
Verzögerung bei der Verwendung der Trackingdaten addiert werden muss, da die 
Trackingdaten mitunter eine bestimmte Zeit „lagern“ bis sie von der Simulation 
abgerufen werden. Diese „Lagerzeit“ L kann in Verbindung mit der Latenz des 
Trackingsystems als das Alter A der Trackingdaten interpretiert werden und muss in die 
Gesamtlatenz einfließen. Seit dem Zeitpunkt der Messung, als die realen Objekte die 
gemessene Position besaßen, ist genau diese Zeitspanne A vergangen. Aufgrund der 
unterschiedlichen Frequenzen von Tracking und Simulation variiert dieses Alter mit der 
Zeit. Das minimale Alter ist genau die Trackinglatenz. Das ist genau dann der Fall, wenn 
L = 0, d.h. wenn die Trackingdaten direkt weiterverarbeitet werden. Im ungünstigsten Fall 
ist L = 1/Trackingfrequenz. Die Trackingdaten werden hier gerade kurz vor ihrer 
Aktualisierung durch neue Werte weiterverarbeitet. Bei dem eingesetzten Trackingsystem 
erfolgt das Tracking mit 60 Hz, was zu einer maximalen „Lagerzeit“ von 16,7 ms führt. 
Berücksichtigt man nun die nahezu konstante Latenz des Trackingsystems, so variiert das 
Alter der Trackingdaten somit zwischen ca. 19 und 36 ms (vgl. Abbildung 52). 




Die Gesamtlatenz des Systems lässt sich durch Zusammenfassen der genannten 
Haupteinflüsse grob abschätzen. Es ergibt sich ein Richtwert von ca. 44 ms (19 + 15 + 
10), welcher im Worst-Case bis auf ca. 60 ms ansteigen kann. Eine Übersicht der 
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Abbildung 52: Latenzen der Einzelkomponenten 
Um den geschätzten Latenzwert zu überprüfen wurde ein weiterer Versuchsaufbau 
erstellt, mit dessen Hilfe die Latenz des Systems näherungsweise bestimmt werden soll. 
Versuchsaufbau: 
Das System wird wie beschrieben verwendet. Es besteht aus dem Trackingsystem, einem 
Rechner und einer Rückprojektionsanlage. Ein 6-DOF-Target wurde auf eine rotierende 
Achse montiert und mit einem Zeiger versehen. Dieses Target wird mit einem Antrieb in 
Rotationsbewegung versetzt. Die Bewegung erfolgt gegen den Uhrzeigersinn. Das 
rotierende Target kann jetzt mittels Trackingsystem erfasst werden. Gleichzeitig wird ein 
3D-Modell des Targets entsprechend der gemessenen Position visualisiert. Aus der 
Differenz der im Foto (Abbildung 53) sichtbaren Winkel des realen und des virtuellen 
Zeigers kann die Latenz des Gesamtsystems ermittelt werden. Die Rotations-
geschwindigkeit wurde mit Hilfe der gemessenen Werte errechnet und liegt bei ca. 1.000 
Grad pro Sekunde. Das entspricht ca. 160 Umdrehungen pro Minute. Da der Antrieb nicht 
ganz konstant arbeitete, variiert dieser Wert geringfügig. Der genaue Wert wurde in das 
Bild eingeblendet, ist jedoch in den Ausschnitten auf den Fotos nicht zu sehen. Die 
Belichtungszeit liegt bei 1/400 Sekunde. In Abbildung 53 sind drei repräsentative Fotos 
dargestellt. 
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Der Winkel wurde mittels Bildbearbeitung vermessen und ist jeweils für den realen und 
den virtuellen Zeiger als Gradangabe eingeblendet. Teilt man die Differenz der erreichten 
Drehwinkel durch die Geschwindigkeit der Rotation, umgerechnet in Grad pro Sekunde, 
erhält man den gewünschten Wert. Die hieraus erkennbare Latenz liegt zwischen 43 und 
60 ms. Dies entspricht in etwa der Abschätzung durch die Aufsummierung der 
Teillatenzen der Einzelkomponenten. 
 
Abbildung 53: Ermittlung der Latenz des Gesamtsystems mit 
einem rotierenden Target 
Es kann nun angenommen werden, dass sich die Gesamtlatenz aus zwei Teilen 
zusammensetzt. Der konstante Anteil beträgt ca. 43 ms. Der variable Anteil wird durch 
die Verzögerung bei der Verwendung der Trackingdaten hervorgerufen. Diese 
Verzögerung kann jedoch problemlos ermittelt werden. Jedem ankommenden Datensatz 
kann ein Zeitpunkt zugeordnet werden. Die Varianz ergibt sich dann aus der Differenz 
des Zeitpunktes der Verwendung der Daten und deren Eingang. Wenn vorhanden, kann 
auch ein bereits existierender Zeitstempel des Datensatzes verwendet werden. Hierbei ist 
eine Synchronisation mit der lokalen Zeit des Simulationsrechners erforderlich. In 
Abbildung 54 ist ein gemessener Verlauf der Latenz dargestellt. Deutlich zu erkennen ist 
die Varianz zwischen 0 und 17 ms, welche sich durch die Frequenz des Trackings (60 Hz) 


















Abbildung 54: Latenzverlauf über mehrere Frames 
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Um das Verhalten der Simulation zu verbessern, existieren zwei Möglichkeiten. Zum 
Einen wäre es wünschenswert, die Gesamtlatenz zu verringern. Zum Anderen ist es 
möglich, durch eine Vorhersage der Bewegung die Latenz zu kompensieren. 
3.5.6 Kompensation durch Hardware 
Durch die Kombination mehrerer Trackingsysteme ist es möglich, die Latenz zu 
verringern. Eine sinnvolle Kombination ist ein optisches Trackingsystem und ein 
Inertialtracking. Optische Systeme haben bedingt durch die Kameratechnik und die 
aufwändige Verarbeitung der Daten eine Latenz von ca. 10 bis 20 ms. Der genaue Wert 
hängt vom verwendeten System (vgl. Abschnitt 1.5), der Anzahl der installierten Kameras 
und der Anzahl der zu erfassenden Objekte ab. Inertialsysteme hingegen besitzen sowohl 
eine deutlich höhere Abtastrate (1 kHz) als auch eine geringere Latenz. Allerdings 
arbeiten diese Systeme mit relativen Positionsdaten und sind daher ungenauer. Werden 
beide Systeme kombiniert, kann die Genauigkeit des optischen Trackings mit der 
Reaktionsfreudigkeit des Intertialtrackings verbunden werden. Ein Beispiel hierfür ist der 
Wii-Controller (Eingabegerät der Spielkonsole Wii von Nintendo). Er vereint ein 
Inertialtracking mit Hilfe von Beschleunigungssensoren mit einem optischen Tracking. 
Dabei arbeitet das optische Tracking, wie viele andere auch, im Infrarotbereich. Im 
Gegensatz zu den meisten Systemen wird hier aber die Kamera bewegt und die Marker 
werden im Raum fest installiert. Forschungsarbeiten, wie beispielsweise [53] haben 
gezeigt, dass durch verbesserte Markeranordnung und Datenverarbeitung die 
Bewegungsfreiheit und Robustheit dieses Systems erhöht werden können. Insgesamt ist 
die Genauigkeit und Latenz des Wii-Controllers jedoch nicht mit den Eigenschaften eines 
kommerziellen Trackingsystems vergleichbar. Der geringe Preis des Controllers  macht 
dieses Eingabegerät dennoch sehr interessant, liegen doch die Kosten für ein optisches 
Trackingsystem meist im hohen 5-stelligen Bereich. Ein weiteres Beispiel ist wiederum in 
der Navigation zu finden. Fest im Fahrzeug installierte Systeme nutzen nicht nur das 
GPS-Signal, sondern kombinieren diese Daten u.a. mit den Messwerten der 
Fahrzeugelektronik. Hierzu zählen meist die Geschwindigkeitsmessung sowie ein 
zusätzlich installierter elektronischer Kompass. Die Verbindung dieser Komponenten 
steigert sowohl die Genauigkeit als auch die Robustheit des Navigationssystems. Steht 
beispielsweise das GPS-Signal nicht zur Verfügung, wie es bei einer Tunneldurchfahrt 
der Fall ist, können die benötigten Daten durch die Werte von Kompass und 
Geschwindigkeitsmesser angenähert werden. 
Auch bei der Projektionstechnik gibt es theoretisch Alternativen. So könnten 
beispielsweise analoge Röhrenprojektoren statt der LCD-Beamer eingesetzt werden. 
Allerdings spielen hier noch andere Kriterien (Preis, Helligkeit und Eignung für 
Stereoskopie) eine entscheidende Rolle, weshalb schließlich die LCD-Technik zu 
bevorzugen ist. Auch wenn die Hersteller derzeit noch keinen erkennbaren Aufwand 
investieren, um die Geräte bzgl. Latenz zu verbessern, so kann doch davon ausgegangen 
werden, dass künftige Geräte ein besseres Verhalten zeigen werden. 
Für die realisierte, immersive Tischtennissimulation bildet die bereits beschriebene 
Hardware die einzige zur Verfügung stehende Plattform. Somit bleibt nur die 
Möglichkeit, die Auswirkung der auftretenden Latenz algorithmisch zu kompensieren. 
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3.5.7 Kompensation durch Software 
Die algorithmische Kompensation der Latenz basiert auf dem Prinzip der 
Bewegungsvorhersage. Hierzu wird eine Software benötigt, die aus der Historie der 
Bewegung eine wahrscheinliche Trajektorie für die Bewegung in der Zukunft berechnet. 
Die so ermittelte voraussichtliche Bewegung stellt natürlich lediglich eine Schätzung dar. 
Um eine möglichst gute Schätzung zu erhalten müssen zwei Problemstellungen bearbeitet 
werden. Zum Einen hängt das erreichbare Ergebnis vom verwendeten Bewegungsmodell 
ab. Dieses muss möglichst gut an die reale Bewegung angenähert werden, damit die 
Trajektorie exakt genug vorhergesagt werden kann. Zum Anderen nutzt das beste 
Bewegungsmodell nichts, wenn nicht bekannt ist, über welche Zeitspanne eine 
Abschätzung der Bewegung erfolgen soll. Bei variabler Latenz ist es nicht ausreichend, 
die benötigten Daten über ein oder zwei Zeitschritte vorherzusagen. Hier muss ein 
Verfahren eingesetzt werden, welches eine Vorhersage über beliebige Zeitschritte erlaubt.  
3.5.8 Klassische Verfahren 
Üblicherweise werden zur Vorhersage zeitvarianter Werte Verfahren wie beispielsweise 
der Kalman-Filter (KF) für lineare Systeme bzw. der erweiterte Kalman-Filter (EKF) für 
nicht-lineare Systeme eingesetzt [31]. Diese Verfahren wurden ursprünglich für den 
Einsatz in Radarsystemen entwickelt und haben sich zum Quasi-Standard entwickelt. Auf 
dem Gebiet der Trackingsysteme und damit auch im Umfeld der Bewegungsvorhersage 
kommen KF sowohl zur Prädiktion als auch zur Minderung des Messrauschens zum 
Einsatz. 
Für den Einsatz eines KF ist eine möglichst genaue Beschreibung des internen 
Bewegungsmodells erforderlich. Weiterhin benötigt der Filter diverse Kontrollparameter, 
welche die Genauigkeit des Modells (Systemrauschen) und der Messungen 
(Messrauschen) beschreiben. Mit diesen Daten kann durch wechselnde Anwendung der 
Prädiktions- und Korrekturschritte die Bewegung geschätzt werden. Das Messrauschen 
kann für die Tischtennissimulation vernachlässigt werden, da die Genauigkeit des 
eingesetzten Trackingsystems für die Translation bei weniger als einem Millimeter und 
für die Orientierung unter einem Grad liegt. Auch werden die Messwerte bereits innerhalb 
des Trackingsystems durch die genannten Filter bearbeitet. Eine zusätzliche Glättung 
erscheint daher wenig sinnvoll. Die Hauptanforderung ist somit die Prädiktion der 
Bewegung bei einer Prädiktionsdauer von ca. 43 bis 60 ms. 
Wie in [32] nachgewiesen wurde, kann keine pauschale Aussage über die besondere 
Eignung eines existierenden Verfahrens gemacht werden. Es ist von der Anwendung und 
den zugehörigen Randbedingungen abhängig, welches Verfahren die besten Ergebnisse 
liefert. Daher wurde entschieden, eine analytische Vorhersage zu realisieren, die auf die 
speziellen Bewegungen eines Tischtennisspielers abgestimmt ist. Dadurch wird es 
möglich, durch Fallunterscheidungen die Vorhersage exakter auf die jeweilige Situation 
anzupassen. 
3.5.9 Das Vorhersage-Modell der immersiven Tischtennissimulation 
Die Tischtennissimulation ist bezogen auf die Anforderungen an Geschwindigkeit und 
Vorhersage der Trackingdaten sehr speziell. Die Bewegungen laufen sehr schnell ab und 
bieten nur wenig Spielraum zur Bewertung der Historie. Eine exakte Vorhersage wird 
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dadurch deutlich erschwert. Allerdings ist es für die Erfüllung des Spielzweckes nicht 
erforderlich, dass die komplette Bewegung des Schlägers möglichst korrekt approximiert 
wird. Es ist ausreichend, wenn zum Zeitpunkt der Ballkollision die Daten so exakt wie 
möglich angenähert werden können. Alle weiteren Zeitpunkte sind für das Spiel derzeit 
nicht von Bedeutung. Allerdings ist nicht allein die Position des Schlägers entscheidend. 
Eine nicht weniger bedeutende Größe ist der Geschwindigkeitsvektor des Schlägers, da 
dieser einen entscheidenden Einfluss auf das Reflektionsverhalten des Balls bei einer 
Kollision hat. Da durch Verwendung von Headtracking auch die Lage des Kopfes erfasst 
wird, sollte hier ebenfalls eine Vorhersage zum Einsatz kommen. Im Unterschied zur 
Bewegung des Schlägers ist die Bewegung des Kopfes für eine Vorhersage weniger 
kritisch, da die Geschwindigkeit, mit welcher der Kopf bewegt wird, deutlich geringer ist. 
Die Vorhersageverfahren lassen sich in die Prädiktion der Orientierung und die Prädiktion 
der Position unterteilen. 
3.5.9.1 Prädiktion der Orientierung 
Die Orientierung aller getrackten Objekte liegt in Form von Eulerwinkeln vor. Aufgrund 
der nicht eindeutigen Zuordnung einer Orientierung zu einem Tripel von Eulerwinkeln ist 
eine Extrapolation der Eulerwinkel nicht empfehlenswert. Die Vorhersage der 
Orientierung erfolgt daher mittels Quaternionen (vgl. [30]). Die drei letzten Messwerte für 
die Orientierung des Objektes werden entsprechend konvertiert. Ein dadurch entstehendes 
Einheitsquaternion repräsentiert einen Punkt auf der Einheitskugel des vierdimensionalen 
Raumes und kann somit direkt als 4D-Vektor interpretiert werden. Mittels des 
Skalarproduktes kann zwischen zwei solchen Vektoren q1 und q2 ein Winkel α  berechnet 
werden ( 21)cos( qq=α ). Eine Kurve im Raum der Quaternionen von q1 nach q2 erhält 
man durch die sphärische lineare Interpolation (Slerp [30]) gemäß der Formel 











Dabei ist u die Interpolationsvariable im Bereich [0,1]. Der Winkel αu  kann dabei als 
Winkel zwischen q1 und dem Quaternion q(u) interpretiert werden. Über die Interpolation 
hinaus kann diese Formel auch zur Extrapolation von Rotationen genutzt werden, indem 
für u größere Werte als 1 eingesetzt werden. Beschreiben q1 und q2 die beiden letzten 








u +== + 1  
berechnet werden, wobei td die Zeitspanne zwischen den Messungen q1 und q2 ist. Somit 
ist es möglich eine Rotationsbewegung mit konstanter Geschwindigkeit zu extrapolieren. 
Soll die Vorhersage für eine konstant beschleunigte Rotation erfolgen, ist zunächst ein 
dritter Messwert q0 erforderlich. Des Weiteren kann nun ein zweiter Winkel β zwischen 
q0 und q1 berechnet werden. In der Annahme, dass sich die Rotationsrichtung zwischen 
den Messwerten q0, q1 und q2 nur geringfügig ändert, kann mit Hilfe der beiden Winkel 
und der zugehörigen Zeitabstände eine beschleunigte Rotation modelliert werden. 
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Ein nochmals verbessertes Verhalten erreicht eine Vorhersage mit Hilfe einer Bézier-
ähnlichen Extrapolation. Zu diesem Zweck wird zunächst der Faktor u für die gesamte 




latenzu ++=  
Dabei beschreiben td1 und td2 die Zeitabstände zwischen den Messungen q0 und q1 bzw. q1 
und q2. Anschließend werden die Hilfs-Quaternionen q0(1) und q1(1) wie folgt berechnet: 
q0(1) =Slerp(q0,q1,u) und q1(1)=Slerp(q1,q2,u). 
Eine erneute Ausführung der Slerp-Funktion mit den so ermittelten Quaternionen q0(1) 
und q1(1) führt zum gewünschten Ergebnis 
q(u)=Slerp(q0(1),q1(1),u). 
Die resultierende Kurve auf der vierdimensionalen Einheitskugel interpoliert die 
Orientierungen q0 und q2; der Verlauf der Kurve wird durch q1 analog zu einer 
quadratischen Bézier-Kurve beeinflusst. Durch Einsatz dieses Algorithmus konnten die 
besten Resultate bei der Orientierungsvorhersage des Tischtennisschlägers erzielt werden. 
Dieses Verfahren kommt sowohl für die Vorhersage der Kopforientierung als auch für die 
Orientierung des Tischtennisschlägers zum Einsatz. 
In Abbildung 55 ist der Fehler der Orientierung des Schlägers in Abhängigkeit von der 
Geschwindigkeit der Rotation dargestellt. Ohne Vorhersage steigt der Fehler linear mit 
der Geschwindigkeit. Bei Einsatz des beschriebenen Prädiktionsverfahrens ist der Anstieg 





































Fehlerrate der Orientierung (ohne Vorhersage)
 
Abbildung 55: Fehlerrate der Orientierung des Schlägers 
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3.5.9.2 Prädiktion der Position 
Für die Vorhersage der Schlägerposition wurden zwei Modelle implementiert. Beide 
Modelle versuchen die Bahnkurve der Bewegung analytisch zu extrapolieren. Die erste 
Variante basiert auf einer konstant beschleunigten Bewegung. Der Bewegungsverlauf 
entspricht somit einer Parabel. Die zweite Variante berechnet den Bewegungsverlauf in 
der Annahme, dass es sich um eine konstant beschleunigte Bewegung auf einer Kreisbahn 
handelt. Zur Bewertung der erreichten Ergebnisse wurde jeweils ein Fehlerdiagramm 
erstellt, welches eine Abschätzung der Fehlposition des Schlägers erlaubt. Abbildung 56 
zeigt den Fehler der Schlägerposition in Abhängigkeit von der Geschwindigkeit der 
Bewegung ohne den Einsatz einer Vorhersage. Es ist deutlich erkennbar, dass der Fehler 
mit der Geschwindigkeit linear ansteigt. Hinzu kommt, dass bei Geschwindigkeiten von 
mehr als 4 m/s die Varianz des Fehlers zunimmt. In allen Diagrammen ist ersichtlich, dass 
der auftretende Fehler bei der Ausführung von Rückhandbewegungen größer als bei 
Vorhandschlägen ist. Die Ursache hierfür ist vermutlich in der komplexeren 







































Fehlerrate Rückhand (keine Vorhersage)
Fehlerrate Vorhand (keine Vorhersage)
 
Abbildung 56: Fehlerverteilung ohne Vorhersage 
Für die Extrapolation wird zunächst getestet, ob die letzten drei gemessenen 
Positionsdaten kollinear sind. Ist dies der Fall, so erfolgt eine lineare Extrapolation der 
Bewegung. In einem weiteren Test werden die beiden Geschwindigkeitsvektoren, welche 
sich aus den drei Messwerten ermitteln lassen, zueinander in Beziehung gesetzt. Sollte die 
Geschwindigkeit der Bewegung zu gering sein oder der Winkel zwischen beiden 
Vektoren eine Bewegung in verschiedene Richtungen offenbaren (Winkel > 90 Grad), so 
erfolgt die Vorhersage ebenfalls linear. Im Unterschied zum kollinearen Fall wird jedoch 
nur der Geschwindigkeitsvektor aus den beiden letzten gemessenen Punkten in die 
Berechnung einbezogen. In allen anderen Fällen ist die Eignung der Eingangsdaten für 
die Berechnung eines Kurvenverlaufs sichergestellt. 
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3.5.9.3 Prädiktion der Position basierend auf einer Parabel 
Der Weg einer konstant beschleunigten Bewegung kann mit folgender Gleichung 
berechnet werden: 
00 pvax ++= tt
2
 
Aus Sicht der Physik werden die auftretenden Parameter wie folgt interpretiert: p0 ist die 
Startposition der Bewegung, v0 ist die Anfangsgeschwindigkeit, a ist (bis auf den Faktor 
0.5) die konstante Beschleunigung und t ist die Zeit. Die Parameter der Bewegung lassen 
sich effizient durch Newton-Interpolation der Interpolationsdaten x(t1)=p1, x(t2)=p2 und 
x(t3)=p3 bestimmen. Dabei entsprechen die Parameterwerte ti den Messzeitpunkten der 
Positionsdaten pi. Die Bewegungsvorhersage wird dann über die Gleichung 
)( 3 lattt += xp4  








Abbildung 57: Bewegungsverlauf (Parabel) 
Die Erfassung dreier Datensätze benötigt bei einer Messfrequenz von 60 Hz ca. 34 ms. 
Berücksichtigt man weiterhin die ermittelte Latenz von 43 bis 60 ms, so ergibt sich, dass 
eine Extrapolation einer Bewegung nur dann sinnvoll ist, wenn diese mindestens 77 ms 
dauert. Wird die Schlagbewegung in kürzerer Zeit ausgeführt, fehlen die benötigten Daten 
für eine genaue Vorhersage. Soll die Änderung der Beschleunigung mit einbezogen 
werden, müsste die Schlagbewegung nochmals 17 Millisekunden länger dauern, da ein 
vierter Messwert benötigt wird. 
Die im Folgenden dargestellten Abbildungen beziehen sich auf die Schlagbewegung eines 
Linkshänders. Die Versuche haben gezeigt, dass die Vorhersage die Spielbarkeit der 
Simulation deutlich verbessert. Allerdings ist die Qualität der Vorhersage nicht optimal. 
Sobald die Schlagbewegung etwas schneller (>4 m/s) abläuft, verfehlt der Spieler den 
Ball. Die Abbildung 58 zeigt den tatsächlichen Verlauf einer Bewegung (grün) im 
Vergleich zu den Positionsdaten der Vorhersage (rot). Die höhere Dichte der 
vorhergesagten Werte erklärt sich durch die höhere Taktfrequenz der Simulation. 
Die beiden blauen Segmente (3 Messwerte) sind die für die dargestellte Schlägerposition 
verwendeten Daten. Jüngere Daten sind nicht verfügbar, ältere werden nicht genutzt. Die 
Ergebnisse der vorangegangenen Prädiktion werden für die nachfolgenden 
Simulationsschritte ebenfalls nicht genutzt. Es ist zu beachten, dass es nicht das primäre 
Ziel ist, einen möglichst stetigen Kurvenverlauf zu erhalten, welcher der originalen Kurve 
nahe kommt. Das Hauptziel ist das Erreichen eines möglichst geringen Abstandes 
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zwischen der geschätzten und der später gemessenen Position des Schlägers. Daraus folgt, 
dass bei Verfügbarkeit eines neuen Messwertes die Vorhersage zu 100 Prozent an die 
aktuellen Daten angepasst wird. Dies wird auch am Verlauf der vorhergesagten 
Bewegung in Abbildung 58 deutlich. 
 
Abbildung 58: Trajektorie der gemessenen (grün) und 
prädizierten (rot) Bewegung (Linkshänder) 
Es ist deutlich zu erkennen, dass eine derartige Variante zur Prädiktion für diesen 
Anwendungsfall den Bewegungsverlauf zwar annähert, die Bewegung jedoch meist 
„außerhalb“ der Kurve, d.h. zu geradlinig verläuft. Die Daten der Vorhersage entfernen 
sich deutlich vom Ziel, da der Radius des prädizierten Bewegungsverlaufs zu hoch ist. 
Mit zunehmender Geschwindigkeit verstärkt sich dieser Effekt. 
Für die Erstellung des Fehlerdiagramms müssen die gemessenen und vorhergesagten 
Werte korrekt korreliert werden. Dazu muss bei der Zuordnung eines Zeitwertes zu einem 
gemessenen Positionsdatum die Latenz des Systems berücksichtigt werden. Das bedeutet, 
dass eine Position, die für den Zeitpunkt ti vorhergesagt wurde, mit der gemessenen 
Position, die zum Zeitpunkt ti+latenz verfügbar ist, verglichen werden muss. Das 
zugehörige Fehlerdiagramm (Abbildung 59) zeigt ein sehr gutes Verhalten bis ca. 4 m/s 
für Vorhandschläge und bis 2 m/s für Rückhandschläge. Die Abweichung liegt in beiden 
Fällen im Bereich bis ca. 20 mm. Bei höheren Geschwindigkeiten steigt der Fehler an, ist 
aber dennoch geringer als ohne den Einsatz einer Vorhersage. Die wenigen hohen 
Fehlerwerte in den niedrigeren Geschwindigkeitsbereichen sind auf fehlende Messwerte 
des Trackingsystems jeweils am Ende der Schlagbewegungen zurückzuführen. Da die 
Kameras vor dem Spieler installiert sind und eine solche Bewegung meist hinter dem 
Spieler endet, gerät der Schläger aus dem Erfassungsbereich des Trackingsystems. Das 
Alter des letzten Messwertes steigt an und somit auch der Vorhersagezeitraum. Der 
entstehende Fehler ist entsprechend groß, obwohl keine messbare Bewegung erfolgt. 
Weiterhin beinhaltet dieses Diagramm die gesamte Bewegung des Schlägers über den 
Zeitraum von ca. einer Minute. Demzufolge haben auch Zwischenbewegungen einen 
Einfluss auf den mittleren Fehler, obwohl diese für die eigentliche Schlagbewegung 
irrelevant sind. 












































Abbildung 59: Fehlerverteilung für die Parabelvorhersage 
Das beschriebene Verfahren wird in der Tischtennissimulation für die Vorhersage der 
Kopfposition eingesetzt. Im Unterschied zur Schlagbewegung eignet sich das Verfahren 
gut für diesen Einatzbereich aufgrund der hier auftretenden, deutliche geringeren 
Geschwindigkeiten und der weniger spontanen Änderungen der Bewegungen. 
3.5.9.4 Prädiktion der Position basierend auf einer Kreisbahn 
Aufgrund der unbefriedigenden Vorhersage bei schnellen Bewegungen wurde ein 
weiteres Verfahren realisiert. Dieses basiert auf der Annahme, dass die Bewegung des 
Schlägers bei einer typischen Schlagbewegung näherungsweise auf einer Kreisbahn 
verläuft. Diese Tatsache ist auch in Abbildung 58 gut zu erkennen. Das 
Bewegungsmodell wurde demzufolge auf diese Situation angepasst. Wie schon bei der 
ersten Variante werden auch hier nur die letzten drei Messpunkte für die Analyse 










Abbildung 60: Bewegungsverlauf (Kreisbahn) 
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Aus dem zeitlichen Verlauf der Kreisbahn können weiterhin die Geschwindigkeit und die 
Beschleunigung der Bewegung errechnet werden. Dabei handelt es sich in diesem Fall um 
die Winkelgeschwindigkeit und die Winkelbeschleunigung. Durch Abbildung 61 wird 
dieses Vorhersageprinzip veranschaulicht. Die graue Fläche dient lediglich der besseren 
Darstellung der Kreisbahn. Die blauen Segmente zeigen wiederum die für die dargestellte 
Position des Schlägers zugrunde gelegten Werte. Aus dem letzten Segment kann die letzte 
bekannte Geschwindigkeit ermittelt werden. Die Berechnung der Beschleunigung erfolgt 
mittels des vorletzten Segmentes. Nun kann mit Hilfe bekannter Formeln der Weg des 
Schlägers, bezogen auf die aktuell gültige Latenz berechnet werden. Dieser ist durch das 
rote Segment dargestellt. Es ist gut zu erkennen, dass die Zielkreisbahn (grün) relativ gut 
durch den ermittelten Kreis angenähert wird. Auch der zeitliche Verlauf stimmt bis ca. 6 
m/s mit den Messwerten überein. Bei schnelleren Bewegungen kommt es aber auch bei 
diesem Verfahren zu Abweichungen. Der Grund hierfür ist neben der hohen 
Grundgeschwindigkeit in der spontanen Änderung der Bewegung zu suchen. Dies betrifft 
sowohl deren Richtung als auch deren Geschwindigkeit. Aber auch die unvorhersehbaren 
Wechsel der Bewegungsradien führen zu abweichenden Bewegungsverläufen. 
 
Abbildung 61: Kreisbahnvorhersage für Vor- und 
Rückhandbewegungen (Linkshänder) 
Das Verhalten der Vorhersage konnte durch diese Anpassung des Bewegungsmodells in 
den meisten Fällen verbessert werden. Sowohl die Position als auch die Richtung und 
Geschwindigkeit entsprechen zur Ausführungszeit des Schlages nun besser dem später 
gemessenen Verlauf. Die Trefferquote für Schlagbewegungen mit höherer 
Geschwindigkeit wurde verbessert. In dem zugehörigen Fehlerdiagramm (Abbildung 62) 
ist dies nochmals nachvollziehbar. Bei Vorhandbewegungen wird eine gute 
Approximation bis ca. 5 m/s und bei Rückhandbewegungen bis über 3 m/s erreicht. Auch 
bei höheren Geschwindigkeiten zeigt dieses Verfahren ein gegenüber der 
Parabelvorhersage verbessertes Verhalten. 












































Abbildung 62: Fehlerverteilung für die 
Kreisbahnvorhersage 
Bei weiteren Untersuchungen konnte besonders für die Rückhand ein vom 
Kreisbahnmodell abweichender Bewegungsablauf festgestellt werden. In Abbildung 63 
ist dieser Sachverhalt veranschaulicht. Die Schlagbewegung beginnt vom Spieler 
(Linkshänder) aus gesehen mit einer Rechtskurve, obwohl der eigentliche Schlag durch 
die darauf folgende Linkskurve ausgeführt wird. Diese Tatsache selbst ist noch nicht 
problematisch, solange die Bewegung nicht zu schnell abläuft. Die in der Abbildung 
ausgeführte Bewegung läuft jedoch mit ca. 7,5 m/s ab. Die letzten für die Vorhersage 
verfügbaren Messwerte beschreiben daher genau die vorangegangene Rechtskurve. 
 
Abbildung 63: Problem bei s-förmigem Verlauf 
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Das verwendete Bewegungsmodell ist für diesen Fall ungeeignet. Die Analyse des 
Bewegungsverlaufs offenbart jedoch einen weiteren Zusammenhang. Dabei werden der 
Verlauf der Positionen des Schlägers und die Änderung der Schlägerhaltung 
(Orientierung) in Relation gebracht. Dies ist in Abbildung 64 schematisch dargestellt. Die 
zu analysierende Bewegung beginnt mit einer Rechtskurve (blau). Die daraus 
resultierende Vorhersage ist rot dargestellt. Die Änderung der Orientierung des Schlägers 
bewirkt jedoch eine negativ orientierte Drehbewegung (Linkskurve) des grün 
dargestellten Vektors v. Dies kann als Indiz dafür gewertet werden, dass der Schlag 
letztendlich in eine Gegenbewegung (gelb) übergeht. Dieser Sachverhalt wurde in die 
Simulation folgendermaßen integriert: 
Zunächst wird die Kreisbahn der Vorhersage für die Schlägerbewegung berechnet. Wie in 
Abbildung 64 dargestellt, kann aus den beiden letzten Positionsmessungen P1 und P2 in 
Verbindung mit dem Kreismittelpunkt M das Dreieck T1 berechnet werden, welches den 
Normalenvektor n1 definiert. Darüber hinaus wird für den vorletzten Messzeitpunkt P1 
der Vektor v1 vom Nullpunkt des Schlägers zum Mittelpunkt des Kreises gebildet. Sei Qi 
die zu Pi gehörende Orientierung und R die Rotation, die Q1 in Q2 überführt, d.h. 
R(Q2)=Q1, so wird der Vektor v2 wird durch v2=R(v1) definiert. Die Vektoren v1 und v2 
bilden das Dreieck T2, welches wiederum den Normalenvektor n2 mit n2=v1xv2 besitzt. 
Der Winkel w zwischen beiden Vektoren n1 und n2 ermöglicht nun die gewünschte 
Bewertung der Situation. Ist w kleiner als 90 Grad, so wird die bereits berechnete 
Kreisbahn zur Vorhersage genutzt. Ist der Winkel, wie im dargestellten Beispiel, größer 
als 90 Grad, wird die Vorhersage durch eine lineare Extrapolation des letzten bekannten 
Geschwindigkeitsvektors g realisiert, da in diesem Fall die Rotationsrichtungen der 
Schlägerbewegung und der Schlägerorientierung entgegengesetzt verlaufen. In dieser 
Situation entspricht die lineare Extrapolation der tatsächlichen Bewegung besser als eine 













Abbildung 64: Analyse einer Rückhand-Schlagbewegung 
(Linkshänder) 
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Der Fehler wurde durch das beschriebene Vorgehen für diesen Spezialfall nochmals leicht 
verringert. Eine weitere Verbesserung würde sich durch eine höhere Messfrequenz des 
Trackingsystems ergeben. In diesem Fall würde durch die dichteren Messpunkte und das 
geringere Alter der letzten Messung ein höherer Informationsgehalt der verfügbaren 
Daten erreicht werden. Das Auftreten derartiger Sonderfälle könnte dadurch verringert 
werden. 
3.5.9.5 Prädiktion der Position durch ein kombiniertes Verfahren 
Die spezielle Analyse hat gezeigt, dass bei der Kreisbahnvorhersage der Bewegungs-
radius oft zu gering ausfällt, wohingegen dieser bei der Parabelvorhersage zu groß ist, da 
diese zu geradlinig verläuft. Dies ist in Abbildung 57 und in Abbildung 60 (rechts) bereits 
erkennbar. Aufgrund dieser Analyse wurden beide Verfahren kombiniert. Nachdem eine 
Zielposition für die Parabelvorhersage und eine weitere für die Kreisbahn berechnet 
wurde, ergibt sich die neue Zielposition als Ergebnis der Vorhersage durch Berechnung 
der Mittelposition zwischen beiden Punkten. Dieser Zusammenhang ist in Abbildung 65 
dargestellt. Die blaue Kurve beschreibt die Parabel und die grüne Kurve die Kreisbahn. In 
beiden Fällen sind die Punkte p1, p2 und p3 die Grundlage der Berechnungen. Die 
Zielpunkte sind p4 (Parabel) und k4 (Kreis). Die Kombination beider Verfahren resultiert 











Abbildung 65: Kombiniertes Prädiktionsverfahren 
Die resultierende Fehlerverteilung des kombinierten Verfahrens ist in Abbildung 66 
dargestellt. Es ist deutlich zu erkennen, dass der Fehler bei einer Vorhandbewegung bis 
ca. 6 m/s selten über 50 mm liegt. Für Rückhandbewegungen ist das Verhalten bis ca. 5 
m/s ähnlich gut, lediglich die Varianz der Messwerte ist etwas höher. 












































Abbildung 66: Fehlerverteilung bei der Kombination von 
Parabel und Kreisbahn 
3.5.9.6 Berücksichtigung von Beschleunigungsänderungen 
Ein grundsätzliches Problem der realisierten Methode ist die fehlende Berücksichtigung 
der Beschleunigungsänderung (dritte Ableitung). Bei der Ausführung eines Schlages im 
Tischtennis ist davon auszugehen, dass die Beschleunigung ansteigt, ihren Maximalwert 
in der Nähe des Kollisionszeitpunktes besitzt und anschließend rapide abfällt. Wie die 
Messungen zeigen, erfolgt diese Änderung zwar meist nach der Ballkollision (Abbildung 
67), aber nicht immer (Abbildung 68). Das Verhalten der Beschleunigung und damit auch 
die Änderung der Geschwindigkeit sind somit nur schwer vorherzusehen. Für eine 
Auswertung und Extrapolation der Beschleunigung ist es weiterhin erforderlich, einen 
zusätzlichen Messwert heranzuziehen. Die realen Daten dieser Messung liegen aber im 
Durchschnitt ca. 100 ms in der Vergangenheit. Für langsame Bewegungen ist das noch 
vorstellbar, für die schnelleren Schlagbewegungen des Tischtennis erscheint dies jedoch 
wenig sinnvoll. Tests haben gezeigt, dass die besten Ergebnisse erzielt werden, wenn die 


















































Abbildung 67: Geschwindigkeit + Beschleunigung eines 
Vorhandschlages (Markierung=Ballkontakt) 
 






















































Abbildung 68: Geschwindigkeit + Beschleunigung eines 
Rückhandschlages (Markierung=Ballkontakt) 
3.5.9.7 Prädiktion der Kopfbewegung 
Neben der Vorhersage des Verlaufes der Schlagbewegung sollte auch die Lage des 
Kopfes durch ein Bewegungsmodell approximiert werden. Im Unterschied zur 
Schlagbewegung treten hier jedoch deutlich geringere Geschwindigkeiten auf. Weiterhin 
ist bei der Kopfbewegung der gesamte Verlauf entscheidend und es dürfen keine größeren 
Sprünge generiert werden, wie sie bei einer Fehlerkorrektur auftreten können. In der 
entwickelten Tischtennissimulation wird für die Kopfbewegung eine Vorhersage über 
einen Parabelverlauf eingesetzt. 
3.6 Zusammenfassung 
Die vorgestellte Tischtennissimulation erlaubt in ihrer aktuellen Implementation ein 
realistisches Spiel. Dazu trägt sowohl die Simulation der Ballphysik und des virtuellen 
Gegners als auch die fehlende Trägheit der Interaktion bei. Das System wurde u.a. auf der 
Messe Cebit 2006 erfolgreich vorgestellt. 
Grundlage für die Anwendung ist eine an die Bewegungen eines Tischtennisspielers 
angepasste Vorhersagetechnik zur Kompensation der Systemlatenz. Zunächst wurde 
dabei die Ursache der Latenz analysiert. Neben der eigentlichen Simulation sind 
Trackingsystem und Projektor die Hauptverursacher der Gesamtlatenz. Diese Latenz 
bewegt sich im Bereich von ca. 43 bis 60 ms. Die Varianz wird während der Simulation 
ermittelt. Das Bewegungsmodell für die Vorhersage basiert auf der Kombination einer 
konstant beschleunigten Bewegung (Parabel) und einer beschleunigten Kreisbewegung. 
Mit Hilfe dieses Modells kann die Schlägerposition über die aktuelle Latenz extrapoliert 
werden. Ein adäquates Verhalten (Abweichung < 50 mm) wird dabei in den meisten 
Fällen bis zu einer Geschwindigkeit des Schlägers von ca. 6 m/s erreicht. Bei höheren 
Geschwindigkeiten ist die Abweichung entsprechend größer. Im Vergleich zur 
Anwendung ohne Bewegungsvorhersage ist eine deutliche Verbesserung zu verzeichnen. 
Bei schnelleren Bewegungen und bei spontanen Wechseln der Bewegungsrichtung oder 
Bewegungsgeschwindigkeit kommt es verfahrensbedingt zu größeren Fehlern sowohl in 
der Positions- als auch in der Orientierungs- und Geschwindigkeitsapproximation des 
Schlägers. 
3.7 Ausblick 
Die aktuellen Ergebnisse dienen als Vorarbeit für ein Projekt, welches sich u.a. mit der 
Analyse der Spielerbewegungen befassen soll. Zum Erreichen dieses Ziels muss die 
vorliegende Software entsprechend angepasst werden. 
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Aktuell laufen Versuche zum Physikmodell. Da die Exaktheit der Berechnungs-
grundlagen und der Einfluss der Magnus-Kraft noch nicht eindeutig nachgewiesen sind, 
müssen hier Vergleiche von realen und simulierten Trajektorien vorgenommen werden. 
Anschließend kann das interne Modell entsprechend angepasst werden. Auch das 
Verhalten des Balls bei Kontakt mit einer Oberfläche (Kollision) soll für eine 
realistischere Simulation überarbeitet werden. In beiden Fällen (Ballflug und 
Ballreflexion) sind außerdem die Auswirkungen und Simulationsmodelle der Präzession 
(Kreiselbewegung) zu untersuchen. Eine erneute Evaluation der Eignung aktuell 
verfügbarer Physikbibliotheken könnte zu dem Ergebnis führen, dass deren in den letzten 
Jahren enorm fortgeschrittener Entwicklungsstand einen Einsatz in der Tischtennis-
simulation sinnvoll erscheinen lässt. 
Die Technologie der Trackingsysteme wird sich in den kommenden Jahren weiter 
verbessern. Bezogen auf die Anforderungen der Simulation sei hier die Verringerung der 
Latenz und die Erhöhung der Messfrequenz erwähnt. Genauigkeit und Robustheit des 
Trackings ist bei dem verwendeten A.R.T.-System für diese Anwendung als ausreichend 
zu betrachten. Eine Kombination eines optischen Trackings in Verbindung mit einem 
Intertialtracking stellt eine Möglichkeit dar, die genannten Eigenschaften positiv zu 
beeinflussen. Inertialtracking arbeitet mit bis zu 1 kHz Abtastrate bei Latenzen im Bereich 
von wenigen Millisekunden. Die Zeitspanne, welche durch die Vorhersage kompensiert 
wird, könnte somit durch zusätzliche Daten überbrückt werden. Ein geeignetes Verfahren 
wie beispielsweise der EKF ermöglicht die Kombination der Daten beider 
Trackingsysteme. 
Unabhängig von den Verbesserungen der Latenz sind auch im Bereich der Vorhersage 
weitere Ansätze in Arbeit. Es ist denkbar durch eine Analyse der Spielerbewegung die 
Prädiktion zu verbessern. Dabei stehen grundsätzlich zwei Möglichkeiten zur Auswahl. 
Zum Einen kann das Bewegungsmodell selbst durch Offlinetests optimiert werden. 
Hierfür müssen reale Spielerbewegungen vermessen und analysiert werden. Eine 
geeignete Heuristik könnte dann helfen die Bewegungsbahn mit Hilfe gespeicherter Daten 
genauer vorhersagen zu können. Zum Anderen ist es möglich, den Spieler „online“ 
während der Simulation zu vermessen. Durch Berechnung von Abweichungen des 
gemessenen und vorhergesagten Bewegungsablaufes kann für nachfolgende Bewegungen 
eine genauere Abschätzung erfolgen. Beide Verfahren betreffen sowohl den räumlichen 
als auch den zeitlichen Verlauf der Bewegung. Besonders die Grenzen der Bewegung 
können somit erfasst und für die Vorhersage genutzt werden. Dies erlaubt die Festlegung 
von Obergrenzen für die Geschwindigkeit und Beschleunigung und die Einschränkung 
des Bewegungsradius. 
Eine weitere Variante des virtuellen Tischtennis soll das Spiel in einer Multiuser-
Umgebung erlauben. Eine Möglichkeit ist es, jedem Spieler eine komplette Installation 
aller Systemkomponenten (Projektion, Tracking, Software) zur Verfügung zu stellen und 
diese über eine Netzwerkverbindung zu synchronisieren. Eine andere Möglichkeit erlaubt 
die Nutzung einer Projektionswand durch mehrere Nutzer. Neben der Verwendung 
kostenintensiver Infitec-Filter kann auch das in [46] vorgestellte Verfahren genutzt 
werden, um mit mehreren Nutzern an einer Projektionswand zu arbeiten. Hierbei kommt 
eine Kombination von Polfilter und der Shuttertechnik zum Einsatz. 
3.7 Ausblick Tracking und schnelle Interaktion 
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K a p i t e l  4  
4 Entwurf einer intuitiven Benutzerschnittstelle 
4.1 Motivation 
In diesem Kapitel wird ein weiterer wichtiger Aspekt bei der Interaktion mit virtuellen 
Umgebungen betrachtet: die Natürlichkeit (Intuitivität) der Benutzschnittstelle. Die 
Akzeptanz des Nutzers eines VR-basierten Werkzeugs hängt wesentlich davon ab, dass er 
das System durch Bewegungen steuern kann, die den natürlichen Bewegungsabläufen des 
Menschen entsprechen. Es ist generell vorteilhaft, die Auslegung der Benutzeroberfläche 
an bekannten, realen Verrichtungen zu orientieren. Handelt es sich bei der VR-gestützten 
Tätigkeit jedoch um die Bearbeitung einer Aufgabe, die bisher ohne (oder mit geringer) 
Computerunterstützung durchgeführt wurde, so ist es zwingend notwendig, die 
Bedienung der Software an die bisher üblichen Verrichtungen anzulehnen. Wie dies 
erreicht werden kann, lässt sich abstrakt nur unzureichend formulieren, da der Bezug zu 
der konkreten Aufgabe von entscheidender Bedeutung ist. Aus diesem Grund wird in 
diesem Kapitel die Generierung einer intuitiven Benutzeroberfläche an einem konkreten 
Beispiel näher erläutert: der VR-basierten Schuhmodellierung. Dazu wird zunächst der 
Ablauf des herkömmlichen Schuhdesigns betrachtet. 
4.2 Klassisches Schuhdesign 
Der Einsatz von CAD-Systemen in der Schuhindustrie betrifft im Wesentlichen die 
technischen Abläufe bei der Schuhherstellung (z.B. den Zuschnitt der Lederstücke). Der 
Prozess des Designs wird hingegen weitgehend ohne Computereinsatz vollzogen. Basis 
eines jeden Schuhs ist der Leisten. Ein Leisten repräsentiert sowohl eine vereinfachte 
Form des Fußes als auch die gewünschte Form des Schuhs bzgl. modischer Aspekte. Der 
Leisten definiert somit die Passform und die modische Gestalt des Schuhs. Nach der 
Konstruktion des Leistens erfolgt die detaillierte Ausgestaltung des Schuhdesigns. Dazu 
zeichnet der Designer sogenannte Designlinien auf den Leisten. Er skizziert somit seinen 
Entwurf direkt in Originalgröße auf einer Rohform des Schuhs. Damit nicht bei jedem 
Entwurf ein neuer Leisten verwendet werden muss, werden sogenannte Hütchen 
eingesetzt. Ein Hütchen ist eine Kunststoff- oder Papierform, die über den Leisten gelegt 
wird und an diesen exakt angepasst wurde. Die Designlinien werden somit auf das 
Hütchen gezeichnet. Bei einem neuen Entwurf wird dann lediglich das Hütchen 
gewechselt. Für die technische Weiterverarbeitung wird entweder das Hütchen in die 
Ebene abgewickelt und die Designlinien werden in der Ebene digitalisiert oder die 
Designlinien werden direkt mit einem Scanner dreidimensional erfasst und von der CAD-
Software abgewickelt. Eine Vorschau eines dreidimensionalen Schuhmodells erfolgt in 
der Regel nicht. Auch eine weitere Verarbeitung der 3D-Daten, die beim direkten 
Scannen vom Leisten entstehen, wird nicht durchgeführt. Vielmehr basieren alle weiteren 
Schritte auf den 2D-Daten aus der Abwicklung. 
4.3 Virtuelles Schuhdesign 
Die Entwicklung einer VR-basierten Schuhmodellierung dient der Rationalisierung der 
Schuhherstellung und dabei insbesondere der Entscheidungsfindung, welche 
Schuhentwürfe wirklich markttauglich sind. Im traditionellen Entwicklungsprozess wird 
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die Entscheidung auf der Grundlage von gefertigten Musterschuhen getroffen. Ließe sich 
diese Entscheidung auf der Grundlage eines virtuellen Schuhmodells treffen, so wird 
zunächst die Herstellung des Musterschuhs eingespart. Darüber hinaus erlaubt eine VR-
basierte Schuhmodellierung die schnelle Generierung von Modellvarianten. Hiermit 
eröffnet die VR-Technik völlig neue Möglichkeiten des Schuhdesigns. 
Schuhdesigner verstehen sich als Künstler. Um ihre Akzeptanz für das neue Werkzeug zu 
gewinnen, ist die Gestaltung einer intuitiv bedienbaren Benutzeroberfläche von 
entscheidender Bedeutung. Ein Projektziel war es daher, den klassischen Designprozess 
mit VR-Technik nachzubilden. Dabei sollen möglichst wenige neue Arbeitschritte 
hinzugefügt werden. Am Ende des Designs kann dann eine dreidimensionale Vorschau 
des Schuhmodells visualisiert werden. Anstehende Änderungen werden direkt integriert 
und dargestellt. 
Die Grundidee der Benutzoberfläche ist es demnach, dem Designer nach wie vor einen 
Leisten und einen Stift zur Verfügung zu stellen. Er kann somit in gewohnter Weise sein 
Design auf dem Leisten erstellen. Im Gegensatz zum klassischen Designprozess wird nun 
aber das Zeichnen der Designlinien direkt dreidimensional erfasst und durch einen 
Rechner visualisiert. Das Ausgabegerät ist hierbei variabel. 
4.4 Verwendete Hardware 
Die Grundkomponenten des Systems sind Rechner, Ausgabegerät und Trackingsystem 
einschließlich Interaktionsgeräte. Das Ausgabegerät kann wiederum eine 
Rückprojektionswand sein, lässt sich hier im Gegensatz zur Tischtennissimulation aber 
auch variieren, da keine 1:1 Darstellung der virtuellen Welt notwendig ist. Beispielsweise 
kann eine kleinere Projektionslösung oder auch ein 3D-Monitor eingesetzt werden. Ist 
keine stereoskopische Ausgabe erforderlich, kann im einfachsten Fall auf einen 
Standardmonitor zurückgegriffen werden. Wie bei den schon genannten Applikationen 
wird für größere Ausgabevarianten wiederum ein optisches Trackingsystem von A.R.T. 
eingesetzt. Für kleinere Arbeitsplätze kann wahlweise ein kostengünstigeres magnetisches 
Tracking (z.B.: Fastrack) verwendet werden. Die Entwicklung des Systems erfolgte 
hauptsächlich unter Einsatz des A.R.T.-Systems. Neben dem Trackingsystem selbst 
werden spezielle Interaktionsgeräte verwendet, die dem normalen Umfeld des 
Schuhdesigners entsprechen sollen. Dies sind ein Leisten und ein Stift, jeweils in einer 
Ausführung mit installierten Tracking-Sensoren (Abbildung 69). Für den dargestellten 
Stift ist der Sensor für das magnetische Tracking direkt integriert. 




Abbildung 69: Interaktionsgeräte für magnetisches Tracking 
(Stift und Damen-Leisten) 
Der dargestellte Leisten ist dabei sowohl mit Markern für das optische Tracking als auch 
mit dem Sensor für das magnetische Tracking ausgestattet. In der nachfolgenden 
Abbildung sind die entsprechenden Eingabegeräte für optisches Tracking dargestellt. Die 
Installation der Marker ist prinzipiell variabel. Es sollte jedoch darauf geachtet werden, 
dass diese während der Arbeit von den Trackingkameras erfasst werden können und nicht 
stören. 
 
Abbildung 70: Stift und Herren-Leisten für optisches Tracking 
Für passiv-stereoskopische Ausgaben ist zusätzlich eine geeignete Brille (Abbildung 44) 
erforderlich. Das Tracken derselben ist nicht unbedingt notwendig, wird aber dennoch 
unterstützt, um den Eindruck der stereoskopischen Darstellung für entsprechende 
Sichtgeräte zu verstärken. 
4.5 Kalibrierung des Trackingsystems 
Bei allen Tracking-Verfahren ist es notwendig das Koordinatensystem des zu erfassenden 
Objektes (Target) anzupassen. Zunächst muss bei der Installation des Trackingsystems 
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das Raumkoordinatensystem festgelegt werden. Dies erfolgt bei einigen Systemen 
implizit durch Platzierung des stationären Teils (z.B. der Feldgenerator bei magnetischem 
Tracking) und bei anderen Systemen (A.R.T., Vicon, Optitrack) durch einen einmaligen 
Kalibrierungsschritt. Dabei wird durch eine vom Hersteller vorgegebene Prozedur das 
Raumkoordinatensystem vom Nutzer bestimmt. Zusätzlich besitzt jeder Sensor ein 
eigenes Koordinatensystem. Dies ergibt sich entweder konstruktionsbedingt (bei 
magnetischen Systemen) oder es ist durch den Nutzer zu kalibrieren (z.B.: bei optischen 
Systemen). 
Sowohl das Raum- als auch das Objektkoordinatensystem können durch 
Matrixmultiplikationen an geänderte Nutzerbedürfnisse angepasst werden. Problematisch 
hierbei ist das Finden der exakten Translations- und Rotationsparameter. Solange die 
Anwendung mehr auf die relative Bewegung des Interaktionsgerätes ausgerichtet ist, 
reicht meist eine manuelle Kalibrierung des Koordinatensystems. Kommt es aber auf die 
exakte Ausrichtung des Koordinatensystems an, so erfordert dies eine aufwändigere 
Prozedur. Dies ist zum Beispiel bei Stifteingaben an getrackten Objekten (Projekt: 
Virtueller Schuh) oder physikalisch realistischen Interaktionen (Tischtennis) der Fall. In 
einer derartigen Situation wäre es möglich, iterativ vorzugehen. Hierbei wird das 
Koordinatensystem manuell angepasst und anschließend überprüft, ob das gewünschte 
Verhalten erreicht wurde. Ist dies nicht der Fall, erfolgt eine erneute Korrektur. Es ist 
leicht nachvollziehbar, dass dieses Vorgehen nicht ideal ist. Es ist zeitaufwändig und führt 
in den seltensten Fällen zu einer optimalen Ausrichtung des Objektes. 
Um diese Problematik zu lösen wurde ein halbautomatisches Verfahren entwickelt. Die 
Ausführungen beziehen sich auf ein optisches Infrarot-Trackingsystem (A.R.T.) sind aber 
auch auf andere, mit absoluten Koordinaten arbeitende Systeme übertragbar. Die 
Anforderungen des Schuhdesigns an das Trackingsystems unterscheiden sich deutlich von 
denen für Applikationen im Bereich der Visualisierung oder Navigation. Während beim 
Tischtennis die Geschwindigkeit des Systems das wichtigste Kriterium darstellte, ist diese 
Eigenschaft für die Anwendung des virtuellen Schuhdesigns weniger bedeutsam. Bei den 
hier umgesetzten Interaktionstechniken mit getrackten Eingabegeräten ist die Genauigkeit 
der entscheidende Punkt. Dies gilt insbesondere, da die Interaktion mit zwei 
Eingabegeräten (Stift und Leisten) gleichzeitig stattfindet. Neben der Messgenauigkeit 
des Trackingsystems ist hier der Kalibrierung der getrackten Eingabegeräte eine 
besondere Bedeutung beizumessen. Im Folgenden soll diese Thematik erläutert werden. 
4.5.1 Kalibrierung des Raumes 
Der zu erfassende Raum und dessen stationäre Eigenschaften werden in der Regel nicht in 
die Interaktion einbezogen. Das bedeutet, dass alle Interaktiongeräte, die zur Anwendung 
kommen, explizit getrackt werden. Es erfolgt keine Interaktion mit nicht getrackten 
Objekten. Eine Ausnahme stellt das Ausgabegerät dar, da dessen Position im Tracking-
Koordinatensystem entscheidenden Einfluss auf die Deckungsgleichheit der realen und 
der virtuellen Welt hat. Die Kalibrierung des Raumes muss demnach auf das 
Ausgabegerät eingestellt werden. Eine Ausrichtung mit einer Genauigkeit von einem 
Zentimeter ist für alle genannten Anwendungsfälle ausreichend. Für die in dieser Arbeit 
diskutierten Anwendungen wird der Raum derart kalibriert, dass der Nullpunkt des 
Raumkoordinatensystems in der Mitte der Bildfläche des Ausgabegerätes liegt. Werden 
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nun noch die Ausmaße der Bildfläche vom Nutzer konfiguriert, kann eine korrekte 
Darstellung erreicht werden. 
4.5.2 Kalibrierung des Targets 
Bei der Ausrichtung der Interaktionsgeräte (Targets) ist eine deutlich höhere Genauigkeit 
erforderlich. Der Grund hierfür ist in der Art der hier vorgestellten Interaktion zu suchen. 
Da beispielsweise die Menüauswahl durch Tippen der Stiftspitze auf die dafür 
reservierten Felder des Leistens erfolgen soll, muss eine Kollisionserkennung der internen 
3D-Modelle erfolgen. Die Kollision soll nach Möglichkeit genau dann erkannt werden, 
wenn die reale Stiftspitze den realen Leistens berührt. Mindestens genauso anspruchsvoll 
ist die realisierte Zeichenfunktion, die es erlaubt, auf der Oberfläche des Leistens zu 
zeichnen. 
Für das A.R.T.-System läuft der Kalibriervorgang folgendermaßen: Um ein Target im 
Trackingsystem einsetzen zu können, muss zunächst die relative Lage der an diesem 
Gerät installierten Marker eingemessen werden. Dieser Vorgang erfolgt mit der Tracking-
Software DTrack selbst. Nach der Wahl des Menüpunktes „Calibrate Body“ wird ein 30 
Sekunden dauernder Messvorgang gestartet. Anschließend kann das Target bereits 
verwendet werden. Allerdings entspricht das lokale Koordinatensystem des Targets 
zumeist nicht den Anforderungen. Mit Hilfe der Software „ABC Man“ (Abbildung 71) 
kann nun eine nachträgliche Justage dieses Koordinatensystems erfolgen. Dazu müssen 
manuell die Position und Orientierung des dargestellten Koordinatensystems angepasst 
werden. Ein visuelles Feedback veranschaulicht die Änderungen und erleichtert somit 
diesen Vorgang. Für Eingabegräte wie beispielsweise Zeigeinstrumente oder Flysticks zur 
Navigation ist dieses Vorgehen ausreichend, wenn auch nicht komfortabel. 
 
Abbildung 71: Screenshot ABC Man mit geladenem Body 
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Das Hauptproblem dabei ist der fehlende Bezug zum realen Eingabegerät selbst. Zwar 
sind alle notwendigen Einstellungen realisierbar, jedoch ist keine messbare Größe 
verfügbar, welche eine Bewertung der Qualität der Änderungen zulässt. Eine 
Einschätzung der vorgenommenen Änderungen ist daher erst in der VR-Applikation 
möglich. 
Für das magnetische Tracking ist das lokale Koordinatensystem durch die technische 
Befestigung des Sensors (vgl. Abbildung 69) festgelegt. Da diese Installation nach 
mechanischen und ergonomischen Gesichtspunkten erfolgt, liegt auch hier das 
Koordinatensystem (KOS) nicht entsprechend den Anforderungen im Raum. 
4.5.3 Kalibrierungssoftware 
Um eine exakte Kalibrierung der Targets zu ermöglichen wurde eigens eine Software 
entwickelt. Diese Software stellt den Bezug zwischen dem existierenden und dem 
gewünschten Koordinatensystem her, indem mit Hilfe eines zusätzlichen 
Einmessvorgangs die dafür benötigten Daten erfasst werden. Anschließend wird die 
optimale Transformation errechnet, um das Ist- in das Soll-Koordinatensystem 
transformieren zu können. Es existieren zwei Möglichkeiten, um diese 
Korrekturtransformation in die eigentliche Anwendung zu integrieren. Zum Einen kann 
die Korrekturtransformation während des Trackings (online) in der jeweiligen 
Anwendung zur Anpassung der gemessenen Positions- und Rotationswerte genutzt 
werden. Der Aufwand für die Berechnung der Korrektur kann vernachlässigt werden. 
Zum Anderen kann einmalig in einem Offline-Prozess das lokale Koordinatensystem des 
Targets geändert werden. Das Ergebnis wird als neues Target gespeichert. Diese 
Möglichkeit besteht jedoch nur bei Trackingsystemen, bei denen die Definitionsdaten 
eines Targets in einer Datei abgelegt sind. Dies ist beispielsweise bei dem verwendeten 
A.R.T.-System der Fall. Bei magnetischem Tracking muss auf die Online-Variante 
zurückgegriffen werden. Das Ergebnis beider Verfahren ist identisch. Der entscheidende 
Vorteil der einmaligen Variante ist, dass die eigentliche Anwendung die zusätzliche 
Korrektur nicht unterstützen muss. Das Koordinatensystem eines Targets ändert sich nach 
der einmaligen Kalibrierung in Normalfall nicht. 
Das Vorgehen unterscheidet sich für die Kalibrierung des Stiftes und die der anderen 
Objekte. 
4.5.3.1 Kalibrieren des Stiftes 
Die gewünschte Lage des Stiftkoordinatensystems ist dadurch gekennzeichnet, dass die 
Stiftspitze genau im Koordinatenursprung liegt und der Stift entlang der Z-Achse 
ausgerichtet ist. Für die meisten Trackingsysteme werden fertig eingemessene Stifte 
angeboten, welche bereits nach diesen Vorgaben kalibriert sind. Beispielsweise entspricht 
der für die Tests mit magnetischem Tracking verwendete Polhemus-Stift (Abbildung 69) 
genau den genannten Anforderungen. Für das optische Tracking stand jedoch kein solcher 
vorkalibrierter Stift zur Verfügung. 
Die Anpassung der Orientierung erfolgt manuell. Meist ist die Ausrichtung durch eine 
entsprechende Lage bei der Kalibrierung mit Hilfe der DTrack-Software ausreichend. Die 
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Übereinstimmung der Achse ist nicht kritisch. Eine Abweichung von wenigen Grad ist 
noch akzeptabel. 
Die genaue Kalibrierung des Nullpunktes (durch Translation) ist durch ein manuelles 
Verfahren nicht zu erreichen. Deshalb wurde eine Kalibrierungsprozedur realisiert, die 
den Nullpunkt des Stift-KOS durch Optimierung festlegt. Eine optimale Positionierung 
des Stift-KOS liegt vor, wenn bei einer Rotation des Stiftes um seine Spitze keine 
Änderung der Nullpunkt-Position erfolgt. Der zusätzliche Einmessvorgang gestaltet sich 
folgendermaßen: Nachdem der Prozess gestartet wurde, hat der Nutzer 5 Sekunden Zeit, 
um den Stift mit der Spitze auf einer rutschfesten, nicht verformbaren Unterlage 
aufzusetzen. Ist die Vorbereitungszeit verstrichen, beginnt die Messphase. Sowohl die 
Vorbereitungszeit als auch die Messzeit sind frei einstellbar. Eine Zeitspanne von 30 
Sekunden für die Messung ist dabei völlig ausreichend. In dieser Zeit rotiert der Nutzer 
den Stift um dessen Spitze, ohne jedoch die Spitze zu verschieben oder von der Unterlage 
zu entfernen. In der derzeitigen Implementation endet die Messzeit, wenn der Stift drei 
Sekunden nicht (bzw. kaum) bewegt wird. Im Ergebnis entsteht eine Punktwolke mit 
einer Größe von 500 bis 2.000 Punkten, abhängig von der Messzeit. Die gemessenen 
Punkte entsprechen der gemessenen Position des Stiftes (genauer: des Ursprungs des mit 
dem Stift-Target definierten Koordinatensystems). Näherungsweise liegen die Punkte 
dieser Wolke alle auf der Oberfläche einer Kugel (vgl. Abbildung 72b). Das bedeutet, 
dass alle Punkte etwa den gleichen Abstand (Radius der Kugel) zum gewünschten 
Nullpunkt besitzen. Der vorliegende Fehler wird durch den mittleren Abstand (Radius) 
der Punkte von der Spitze definiert. Gesucht ist nun die Transformation T, die bei 
Anwendung auf alle Punkte Pi die Ausdehnung der entstehenden Punktwolke P´ 
minimiert: 
iPP ⋅⋅=′ TRii  
Dabei bezeichnet Ri die Rotationsmatrix der zur Position Pi gehörenden Orientierung. 
In Abbildung 72 ist der Ablauf der Kalibrierung veranschaulicht. Nach der Erfassung der 
Punkte entsteht die in b) dargestellte Punktwolke. An den Positionen der Marker in 
Relation zum Stift ist deutlich zu erkennen, dass das Koordinatensystem nicht mit dem 
geforderten übereinstimmt. Der Fehler beträgt in diesem Fall noch 53 mm. Anschließend 
wird die erforderliche Transformation berechnet, bei der die Ausdehnung der Punkte 
möglichst klein ist (vgl. Abbildung 72c). Der Fehler beträgt jetzt 0,7 mm, was gut an der 
kleineren Punktwolke zu erkennen ist. Das bedeutet, dass eine gemessene Position des 
Stiftes im Mittel um 0,7 mm vom Idealwert abweicht. Im letzten Schritt erfolgt die 
Anwendung der Transformation auf das Target. Die Markeranordnung stimmt jetzt mit 
dem realen Objekt überein (vgl. Abbildung 72d). Die berechnete Transformation und das 
kalibrierte Target können anschließend gespeichert werden. 




Abbildung 72: Kalibrieren eines Stiftes 
4.5.3.2 Kalibrieren beliebiger Objekte 
Das Verfahren für die Kalibrierung beliebiger Objekte weicht von dem für Stifte ab. Hier 
ist die Ausrichtung nicht nur für einen Punkt zu berechnen, sondern für komplexe 
geometrische Objekte. Um den Bezug zwischen Soll- und Ist-Koordinatensystem 
herzustellen sind zwei Voraussetzungen zu erfüllen: Zum Einen ist ein dreidimensionales 
Modell erforderlich, welches das zu kalibrierende Eingabegerät, nachfolgend E, 
repräsentiert. Dabei muss es sich nicht um ein detailgetreues Abbild handeln. Vielmehr ist 
es ausreichend, wenn relevante geometrische Strukturen vorhanden sind. Das 
Koordinatensystem des dreidimensionalen Modells spiegelt das Zielkoordinatensystem 
des Targets wider. Zum Anderen ist ein kalibrierter Stift erforderlich, dessen Spitze im 
Nullpunkt des lokalen Koordinatensystems liegt. Für die Kalibrierung (Registrierung) 
wird der ICP-Algorithmus (iterative closest point) (vgl. [56] und [57]) genutzt. Dieser 
erlaubt die Ausrichtung zweier Punktwolken A und B zueinander. Das Verfahren arbeitet, 
wie die Bezeichnung schon offenbart, iterativ und konvergiert gegen ein lokales 
Optimum. 
ICP Algorithmus: 
d=Distanz(A,B) // z.B.: Summe der (quadratischen) Punktabstände 
do { 
   Finde für alle Punkte aus A den nächsten Nachbarn aus B 
   Berechne die Transformation bestehend aus Rotation R und Translation 
T 
   Transformiere A mittels R und T 
   dlast=d 
   d=Distanz(A,B) // z.B.: Summe der (quadratischen) Punktabstände 
} while (d<dlast und maximale Anzahl an Iterationen noch nicht erreicht) 
 
Der Vorgang der Kalibrierung beginnt ähnlich dem des Stiftes mit dem Erfassen 
zusätzlicher Messwerte. Dabei wird für jeden Messzeitpunkt sowohl die Position des 
Stiftes als auch die Lage von E erfasst. Die Messzeit ist wiederum variabel. Während der 
Messung werden mit Hilfe des Stiftes die repräsentativen Bereiche der Oberfläche des 
a)                                b)                                      c)                                      d) 
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Eingabegerätes abgetastet. Hierbei ist wichtig, dass nur solche Bereiche erfasst werden, 
die in dem zugehörigen internen 3D-Modell ebenfalls modelliert sind. Die erfassten 
Punkte der Stiftspitze werden während der Messung in das Koordinatensystem des zu 
kalibrierenden Objektes E transformiert. 
 
Abbildung 73: Kalibrieren eines Leistens 
In Abbildung 73 ist das Resultat des Einmessens eines Leistens dargestellt. Für den 
verwendeten Leisten aus Abbildung 70 stand das zugehörige 3D-Modell zur Verfügung. 
Die Abweichung definiert sich durch den mittleren Abstand aller abgetasteten Punkte 
zum 3D-Modell. Im vorliegenden Fall beträgt die Abweichung 205 mm. Nun kann mittels 
ICP-Algorithmus eine Registrierung durchführt werden. Dabei wird die gesampelte 
Punktmenge nach dem Kriterium der minimalen, mittleren Distanz auf die Vertexmenge 
des Objektes ausgerichtet. Die resultierende Transformation wird anschließend auf die 
abgetasteten Punkte und das Target angewendet. Damit der ICP-Algorithmus zu einem 
lokalen Optimum konvergiert, ist in seltenen Fällen zunächst eine manuelle 
Grobausrichtung durchzuführen. Das Ergebnis der Kalibrierung des Leistens ist in der 
Abbildung veranschaulicht. Nach der Registrierung beträgt der Fehler noch 1,02 mm. 
Obwohl dieser Wert eine Genauigkeit darstellt, die mit manueller Ausrichtung nicht zu 
erreichen ist, wird eine weitere Reduzierung des Fehlers angestrebt. Dazu muss allerdings 
der Standard ICP-Algorithmus modifiziert werden. 
Das dreidimensionale Objekt des Leistens stellt ein nahezu regelmäßiges Mesh dar. Dies 
soll jedoch keine Voraussetzung für die Anwendung des Verfahrens sein. Weniger 
optimal ist beispielsweise das 3D-Modell zur Ausrichtung des Tischtennisschlägers. Da 
für den Tischtennisschläger kein gescanntes, dreidimensionales Modell verfügbar ist, 
wurde ein vereinfachtes 3D-Modell des Tischtennisschlägers erstellt. Es ist zu beachten, 
dass es nicht notwendig ist, ein perfektes Abbild des realen Objektes zu modellieren. 
Vielmehr ist es ausreichend, genau die Flächen zu konstruieren, die mit der Stiftspitze gut 
zu erreichen sind und das Objekt in seiner Lage eindeutig beschreiben. In Abbildung 74a 
ist das Modell zur Veranschaulichung der Komplexität im Drahtgittermodus dargestellt. 
Abbildung 74b und c zeigen das Modell in schattierter Darstellung. Die Anzahl der 
verarbeiteten Punkte beträgt für dieses Beispiel ca. 1.400. Dabei wurden nur eine Seite 
des Schlägers und der Griff erfasst. Im oberen Bereich sind einige Fehlpunkte zu 
erkennen. Hier ist der Stift beim Einmessvorgang kurz abgerutscht, da an dieser Stelle die 
Marker angebracht sind und eine Abtastung somit erschwert wird. Die Ausrichtung ist 
jedoch nicht optimal. In dem vergrößerten Ausschnitt (Abbildung 74b) ist zu erkennen, 
4.6 VR-basiertes Schuhdesign Entwurf einer intuitiven Benutzerschnittstelle 
 
 113 
dass die Punkte am Griff einen deutlichen Abstand zur Zielgeometrie aufweisen. Auch an 
der oberen Kante sind die Punkte in einer ähnlichen Richtung verschoben. Die Ursache 
liegt in der Arbeitsweise des Standard ICP-Algorithmus. Da die erfasste Punktwolke 
ausschließlich an den Vertices des 3D-Modells ausgerichtet wird, bleiben diejenigen 
Flächenteile des Schlägers, auf denen sich keine Vertices befinden, unberücksichtigt. Der 
mittlere Fehler beträgt in diesem Fall 2,1 mm. 
 
Abbildung 74: Kalibrierung des Schlägers: a) und b) ICP 
für Punkte; c) ICP für Punkte und Mesh 
Eine Verbesserung des Verfahrens für diesen Anwendungsfall wird erreicht, indem der 
Algorithmus für die Verarbeitung von Punktwolken und Flächen des polygonalen 
Modells angepasst wird. Zu diesem Zweck wird der nächste Nachbar nicht aus der Menge 
der vorhandenen Vertices des 3D-Modells ermittelt. Stattdessen wird der 
korrespondierende Punkt ermittelt, indem der minimale Abstand zur Oberfläche des 3D-
Modells berechnet wird. Mit Hilfe der so ermittelten Punkte kann nun der ICP-
Algorithmus ausgeführt werden. Das Verfahren ist deutlich besser geeignet, da es 
unabhängig von der Verteilung der Vertices des Modells arbeitet und dadurch auch dem 
Ziel besser entspricht. 
Der Fehler für den Tischtennisschläger beträgt nun noch 1,58 mm und der Fehler des 
Leistenmodells konnte auf 0,89 mm reduziert werden. Die Ursache für den dennoch 
relativ großen Fehler bei der Kalibrierung des Tischtennisschlägers ist im synthetisch 
generierten Modell zu suchen. Die Übereinstimmung mit dem realen Objekt ist besonders 
im Griffbereich nicht exakt genug. Das entscheidende Kriterium für den 
Tischtennisschläger ist jedoch nicht ein kleiner mittlerer Fehler, sondern die exakte 
Ausrichtung der Schlagfläche. Daher ist das erstellte Modell für diesen Zweck völlig 
ausreichend. 
4.6 VR-basiertes Schuhdesign 
Die entwickelte Software besteht aus zwei Komponenten. Die Hauptapplikation basiert 
auf den in Kapitel 1 beschriebenen Kernmodulen. Hinzu kommen die Algorithmen zur 
Visualisierung der erfassten Lederproben. Diese wurden im Rahmen eines Projektes [36] 
a)                                                  b)                                                  c) 
4.6 VR-basiertes Schuhdesign Entwurf einer intuitiven Benutzerschnittstelle 
 
 114 
für eine realistische Visualisierung in Farbe und Struktur digitalisiert. Der Einsatz von 
Shadern erlaubt eine flexible Programmierung der GPU für die benötigten Algorithmen. 
Das Hauptaugenmerk der vorliegenden Arbeit liegt jedoch auf den entwickelten 
Methoden zur Interaktion. 
Für die vorgestellte Anwendung existieren im Wesentlichen drei unterschiedliche 
Eingabesituationen. Die erste notwenige Interaktion ist eine Menüauswahl. Um den 
nachfolgenden Schritt näher zu spezifizieren, soll eine Navigation durch ein Menü 
erfolgen. Die zweite Interaktion ist die Eingabe von Werten. Dies umfasst sowohl 
kontinuierliche als auch diskrete Werte. Die Eingabe von diskreten Werten aus einem 
begrenzten Bereich kann ggf. auf eine Menüauswahl abgebildet werden. Die dritte zu 
realisierende Interaktion ist die Zeichenfunktion. Im Folgenden wird die Umsetzung 
dieser drei Interaktionsmetaphern näher erläutert. 
4.6.1 Interaktionsmetaphern 
Eine Interaktionsmetapher ist abstraktes Konzept, welches dem Entwurf eines 
Eingabeverfahrens zugrunde liegt. Derartige Metaphern sind üblicherweise den 
natürlichen Bewegungsformen des Menschen entlehnt, wie etwa Zeigen oder Greifen. Bei 
der Umsetzung des Konzeptes in ein Eingabeverfahren unter Nutzung der vorhandenen 
Eingabegeräte können Abweichungen von diesem Konzept notwendig werden. 
Bei 1:1 Umsetzungen erfolgt die Steuerung genau nach dem bekannten Vorgehen aus der 
Realität. Solche Metaphern sind höchstmöglich intuitiv, da der Nutzer den Ablauf aus 
seinem Alltag ableiten kann. Ein Beispiel wäre das Greifen eines virtuellen Objektes mit 
der Hand unter Verwendung eines Datenhandschuhs oder das Betätigen eines virtuellen 
Tasters mit dem Zeigefinger. Im Gegensatz dazu können Interaktionen realisiert werden, 
die eine Umsetzung (engl. Mapping), Abweichung oder Erweiterung erfordern. 
Beispielsweise ist das Zeichnen einer Linie, indem ein am Stift befindlicher Knopf 
gedrückt wird, eine erweiterte Metapher. Diese Art der Steuerung entspricht nicht dem 
realen Verhalten, da ein Stift im Normalfall automatisch zeichnet, sobald er aufgesetzt 
wird. Dieses Beispiel ist noch relativ einfach zu verstehen und vom Bewegungsablauf her 
leicht zu erlernen. Es kann noch als intuitiv bezeichnet werden. Bei komplexeren 
Metaphern, die sich weiter von der Realität entfernen, lässt die intuitive Bedienbarkeit 
teilweise zu wünschen übrig. Meist sind lange Einarbeitungsphasen notwendig. 
Die Designer verwenden bei Ihrer Arbeit hauptsächlich den Leisten und einen Stift. Diese 
beiden Elemente bilden auch die Grundlage für die Interaktion in der Anwendung. Es sei 
dem Nutzer freigestellt, ob er beide Hände verwendet (eine für den Stift und eine für den 
Leisten) oder ob der den Leisten auf einer Vorrichtung installiert. Ein Ziel bei der 
Entwicklung war der Verzicht auf wechselnde Interaktionsgeräte. Die gesamte Steuerung 
sollte nur unter Nutzung des Stiftes und des Leistens erfolgen. Damit werden zusätzliche 
Wege vermieden und der Designer kann in seiner gewohnten Umgebung arbeiten. 
Im Wesentlichen erfolgt die Steuerung durch zwei Interaktionsmetaphern: Antippen 
(durch die Stiftspitze) und Zeichnen. Die erste Metapher wird für zwei verschiedene 
Aufgaben eingesetzt: Eine kontextsensitive Menüsteuerung und die Auswahl von 
Designelementen, wie Schuhteile, Nähte oder Schmuckelemente. Für das Zeichnen einer 
Designlinie auf der Leistenoberfläche wurde die Zeichenmetapher möglichst realitätsnah 
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umgesetzt. Wie in der Realität setzt man den Stift auf eine Oberfläche und kann dann 
durch Bewegung eine Linie zeichnen. 
4.6.1.1 Menüauswahl 
      
Abbildung 75: Menüauswahl am Leisten mit Hilfe des Stiftes 
Jeder Leisten enthält an seiner Oberseite eine ebene Teilfläche, die für die Arbeit des 
Schuhdesigners nicht benötigt wird. Es wurde daher entschieden, diesen Bereich als 
Interaktionsfläche zu definieren. Zu diesem Zweck wird diese Fläche in vier Bereiche 
unterteilt (Abbildung 75). Je nach aktuellem Zustand der Anwendung, kann durch 
Betätigung dieser Bereiche mit Hilfe der Stiftspitze die nächste Aktion gewählt werden. 
Eine Unterteilung in mehr als vier Bereiche ist nicht sinnvoll, da somit jedes Element 
kleiner ausfällt und sich die Wahrscheinlichkeit einer Fehlbedienung erhöht. Die aktuell 
verfügbaren Optionen können jeweils eingeblendet werden. Es ist weiterhin möglich, die 
Auswahlaktion in „kurzes Antippen“ und „längeres Halten“ zu unterscheiden, um die 
Auswahlmöglichkeiten zu erweitern. Das „Halten“ wird dabei außerdem für eine 
erweiterte Steuerung verwendet. Während der Kontakt zwischen Stiftspitze und Menüfeld 
aufrechterhalten wird, kann durch Rotation des Stiftes um die Spitze eine schnelle 
Auswahl erfolgen. Diese Variante wird sowohl für die Auswahl einer Möglichkeit aus 
vielen (Material) als auch für das Einstellen eines kontinuierlichen Wertes 
(Materialstärke) genutzt. In Abbildung 76 ist diese Situation dargestellt. Die aktuelle 
Materialauswahl kann durch Tippen auf die Bereiche für „Auf“ und „Ab“ verändert 
werden. Durch Tippen auf „OK“ oder „Abbrechen“ wird dieses Menü wieder verlassen. 




Abbildung 76: Materialauswahl mit Hilfe des Stiftes 
4.6.1.2 Auswahl von Designelementen 
Die Selektion des für den nächsten Bearbeitungsschritt aktiven Elementes erfolgt durch 
einfaches Antippen mit der Stiftspitze. Die verfügbaren Schuhelemente sind lediglich auf 
dem Ausgabegerät sichtbar, nicht jedoch auf dem realen Leisten. Die Anwendung 
unterscheidet je nach Entfernung zu den Elementen, ob ein Ledersegment ausgewählt 
wurde oder ob ein Schmuckelement oder eine Naht selektiert wurde. Anschließend kann 
eine Bearbeitung des ausgewählten Elements erfolgen. 
4.6.1.3 Zeichnen 
Das eigentliche Zeichnen entspricht der Zeichenmetapher, ohne dass Erweiterungen oder 
Modifikationen notwendig sind. Bei Kontakt der Stiftspitze mit der Oberfläche des 
Leistens beginnt der Zeichenvorgang. Durch Bewegung des Stiftes auf der Oberfläche 
kann nun eine Linie gezeichnet werden. Das Zeichnen der Linie endet, wenn der Stift 
wieder von der Oberfläche entfernt wird. Es ist zu bemerken, dass keinerlei zusätzlichen 
Aktionen, wie beispielsweise Betätigung eines Knopfes erforderlich sind. Dies würde 
nicht dem natürlichen Zeichenvorgang entsprechen. Da die Aktion allein durch die 
Kollisionserkennung der zugehörigen 3D-Modelle erfolgt, müssen diese von der 
Geometrie her den realen Objekten entsprechen und zusätzlich die gleiche Ausrichtung 
besitzen. Die exakte Kalibrierung der Koordinatensysteme wurde in Abschnitt 4.5 
diskutiert. Die Erfassung der Linie erfolgt mit Hilfe der Messwerte des Trackingsystems. 
Das eingesetzte System arbeitet mit 60 Hz. Somit stehen 60 Messwerte pro Sekunde zur 
Verfügung, um die gezeichnete Linie zu erfassen. Eine Linie wird intern durch einen 
Linienzug repräsentiert. Der Zeichenvorgang beginnt, wenn die Stiftspitze einen 
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Mindestabstand d1 zur Oberfläche des Leistens unterschreitet. Für die Abtastung der 
Punkte wurde ebenfalls ein Mindestabstand d2 definiert. Ein neuer Punkt wird demnach 
nur erfasst, wenn der Abstand vom zuletzt erfassten Punkt größer als d2 ist. Ein Wert von 
3 mm hat sich für d2 als sinnvoll erwiesen. Für die Festlegung von d1 hingegen sind die 
Messgenauigkeit des Trackingsystems und die Qualität des 3D-Modells und dessen 
Ausrichtung entscheidend. Während bei manueller Ausrichtung noch Werte von 4 mm 
notwendig waren, ist bei Verwendung von exakten Modellen und der entwickelten 
automatischen Ausrichtung ein Wert von 2 mm einstellbar. Dadurch konnte die 
Genauigkeit der Zeichenfunktionalität deutlich verbessert werden. 
 
Abbildung 77: Zeichnen einer Designlinie auf der Oberfläche des 
Leistens 
Der erfasste Linienzug wird anschließend geglättet und auf die Oberfläche des Leistens 
projiziert. Wie beim klassischen Schuhdesign können die erstellten Linien auf 
unterschiedliche Art und Weise genutzt werden. Sind die Linienzüge geschlossen oder 
lassen sich durch Hinzunahme der Sohlenlinie schließen, so kann die Linie zur Erzeugung 
eines Lederteils eingesetzt werden. Zu diesem Zweck wird die von der Linie 
eingeschlossene Fläche des Leistens ausgeschnitten und anschließend mit den 
gewünschten Materialeigenschaften versehen. Offene und geschlossene Linien können 
zur Erstellung von Nähten und zum Platzieren von Schmuckelementen genutzt werden. 





Abbildung 78: Virtuelles Schuhdesign am stereoskopischen 
Planar-Display mit magnetischem Tracking 
In diesem Kapitel wurden Möglichkeiten einer möglichst natürlichen Interaktion im 
Rahmen einer Anwendung für Schuhdesign diskutiert. Neben einer Menüauswahl mit 
Hilfe eines Stiftes stand das virtuelle Zeichnen im Vordergrund. Im Gegensatz zu den 
üblichen Techniken, kam weder ein drucksensitiver Stift noch ein zusätzlicher Knopf für 
die Steuerung zum Einsatz. Es wurde ein natürliches Zeichnen, wie aus der Realität 
bekannt, umgesetzt. Die Erkennung, wann der Zeichenvorgang beginnt und wann dieser 
endet, erfolgt ausschließlich durch die Kollisionsabfrage der Stiftspitze mit dem Leisten. 
Diese Berechnungen basieren auf den virtuellen 3D-Modellen beider Eingabegeräte. 
Die Voraussetzung für die beschriebene Funktionalität ist ein exaktes Tracking in 
Verbindung mit einer möglichst genauen Kalibrierung der eingesetzten Interaktions-
geräte. Zu diesem Zweck wurden ein geeignetes Verfahren und eine zugehörige Software 
entwickelt, welche in kürzester Zeit eine nahezu automatische Ausrichtung eines Objektes 
zu seinem virtuellen Modell ermöglicht. Die erreichten Abweichungen liegen bei weniger 
als einem Millimeter, wenn die zugehörigen Modelle exakt modelliert wurden und der 
Abtastvorgang entsprechend genau durchgeführt wird. Dieses Vorgehen stellt im 
Unterschied zur manuellen Ausrichtung, beispielsweise mit dem beschriebenen 
Werkzeug, eine erhebliche Verbesserung dar. 
4.8 Ausblick 
Das Ziel bei der Entwicklung neuer Interaktiontechniken innerhalb dieser Anwendung ist 
die Verringerung der Menütiefe. Da die zunehmend komplexer werdende Funktionalität 
der Applikation deutlich aufwändigere Menüs inklusive der zugehörigen 
Navigationsstruktur verlangt, muss eine Möglichkeit gefunden werden, um mit Hilfe 
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einfacher und intuitiver Interaktionen die komplexen Funktionen effizient erreichen zu 
können. Die derzeitigen Versuche reichen von der Nutzung aller möglichen 
Freiheitsgrade bis hin zur Gestenerkennung. Beispielsweise kann die Rotation des Stiftes 
für schnellere Selektion genutzt werden. Gesten könnten direkt mit Hilfe des Stiftes auf 
dem Leisten oder frei im Raum erfolgen (vgl. [48][49]). 
Weiterhin wird die Zeichenfunktion im Rahmen des Projektes überarbeitet. Erste 
Testversionen ermöglichen das Korrigieren der Designlinien durch Überzeichnen 
(Oversketching) der vorangegangenen Linie. Im Unterschied zu bisherigen Arbeiten wird 
die Verwendung eines Knopfes am Stift zumindest für den Zeichenvorgang auch 
weiterhin vermieden. Es ist zu evaluieren, ob die Möglichkeit eines drucksensitiven 
Stiftes eine sinnvolle Erweiterung darstellt, um die Genauigkeit der Zeichenfunktion zu 
erhöhen. Ein vorhandener Knopf hingegen könnte für die weitere Verbesserung der 
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