Supplementary Figures
Supplementary Figure 1 Figure S1. Validation of the four main evolutionary models. Model posterior probabilities were computed using the multivariate logistic regression (Beaumont 2008) . Colors within the bars are proportional to the number of PODS simulated under the models on the x-axis and assigned to any of the models represented on the right-side of the picture. Two thresholds of 0.50 (solid line bars) and 0.85 (dashed line bars) were used to assign a PODS to a given model. NA stands for those PODS that could not be assigned. 1,000 PODS and 99,000 simulations per model were used to perform model validation (see Material and Methods for details and supplementary Table S1 for exact proportions). bootstrap observed datasets. SS are fully described in Table S4 . The x-axis corresponds to the whole range of the summary statistics in the 2% best simulations of each model. Table S4 . The x-axis corresponds to the whole range of the summary statistics in the 2% best simulations of each model.
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Figure S4. Distributions of regression slopes obtained from simulated and observed data. We simulated 1,000 datasets under different models (x-axis), drawing parameters from the parameter posterior distributions, computed population-specific number of alleles and applied a linear regression using the corresponding population latitude as an explanatory variable. We applied the same approach to the 1,000 observed bootstrap replicates (rightmost column), which is shown as a simple horizontal line due to the low variance among replicates. Table S4 . The x-axis corresponds to the prior range of the summary statistics. . White lines correspond to the 50%, 75% and 95% distribution quantiles. To represent the real data (red diamond) we chose the resampled dataset (out of 1,000) with a model posterior probability in favor of the model LDDRCop (best model) corresponding to the median of the distribution. 2D P-values were computed as described in (Daub, et al. 2014) (Table S3 ) and parameter posterior densities are represented by the red line. We used a total of 50,000 simulations, retained the best 2,000 (closest to the observed data) and used a general linear model (GLM) to approximate the likelihood function. resampled observed datasets. SS are fully described in Table S4 . The x-axis corresponds to the prior range of the summary statistics. LGM-induced range contraction and 150 km-wide demes, either with or without LDD, and the same models but with larger deme dimension, 250x250 km. Shaded area represents the distribution of values of each SS among the 1,000 resampled observed datasets. SS are fully described in Table S4 .
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Supplementary Figure 11
The x-axis corresponds to the prior range of the summary statistics. Tables   Table S1 . Power of model choice method to recover the right model using the multivariate logistic regression (Beaumont 2008) and two assignment thresholds.
Supplementary
We performed model selection on 1,000 PODS generated under each model and reference tables encompassing 99,000 simulations per evolutionary scenario. Values in the table stand for the proportion of PODS assigned to the correct model when a model posterior probability exceeds either the values of 0.50 or 0.85, used as threshold for model assignment (supplementary Fig. S1 ). Whenever a PODS did not reach a model posterior probability larger than predefined threshold it was allocated to the "Not Assigned" category (see Material and Methods for more details). Table S2 . Power of model choice method to recover the right model using the multivariate logistic regression (Beaumont 2008) and two assignment thresholds.
We performed model selection on 1,000 PODS generated under each model and reference tables containing 19,000 simulations per scenario. Values in the table stand for the proportion of PODS assigned to the correct model when the model posterior probability required is either >0.5 or >0.85 (supplementary Fig.   S5 ). Whenever one PODS did not reach a model posterior probability larger then predefined thresholds, it was allocated to the "Not Assigned" category (see 
