In this paper we propose some procedures to get confidence intervals for the reliability in stress-strength models. The confidence intervals are obtained either through a parametric bootstrap procedure or using asymptotic results, and are applied to the particular context of two independent normal random variables. The performance of these estimators and other known approximate estimators are empirically checked through a simulation study which considers several scenarios.
Confidence intervals for reliability of stress-strength models in the normal case
Introduction
The aim of this paper is to propose confidence intervals for the probability P(Y < X), where X and Y are independent random variables and when sample values x and y are observed. The recent years have seen a lot of publications on this subject: the basic impetus to these developments can be attributed to the specific practical problem of applied statistics summarized by 1 F o r P e e r R e v i e w O n l y the term "stress-strength". In the simplest terms this can be described as an assessment of "reliability" of a "component" in terms of random variables Y representing "stress" experienced by the component and X representing the "strength" of the component available to overcome the stress. According to this simplified scenario, if the stress exceeds the strength (Y > X) the component would fail; and vice versa. Reliability is defined as the probability of not failing: R = P(Y < X). The reliability problem arises in the fields of aeronautical, civil, mechanical and electronic engineering. For example, X may be the breakdown voltage of a capacitor, while Y may represent the voltage output of a transverter (Hall, 1984) ; or X may be the chamber burst strength and Y the operating pressure for a rocket-motor (Reiser and Guttman, 1986) .
The beginning point of this idea was introduced by Birnbaum (1956) and developed by Birnbaum and McCarty (1958) . The latter paper does for the first time include P(Y < X) in its title. The formal term "stress-strength" appears for the first time in the title of the paper by Church and Harris (1970) . In the course of time, there have been attempts to introduce further elements of adherence to reality, including various generalizations and applications; many papers are devoted both to merely probabilistic problems associated with the evaluation of R and the construction of efficient and reliable estimators of this parameter, based on sample values with various assumptions on the distributions of X and Y . So the research has not only dealt with the problems of deriving theoretical expressions for P(Y < X) and its modifications and extensions under various distributional assumptions, but also with estimation of these probabilities based on samples of various structure, providing for approximations to variances and confidence bounds (Kotz et al., 2003) . Many of these works presume that both random variables has distributions belonging to the same family (such as normal, exponential, log-normal, Weibull, etc.) and more importantly they assume independence between them. Some authors, however, considered the case in which X and Y admit a specified form of dependence (bivariate normal, bivariate exponential, etc.): see for example Mukherjee and Sharan (1985) ; Nadarajah and Kotz (2005) ; Roy (1993) . Harris and Soms (1991) emphasize the fact that in many applications the "reliability" has to be very close to one for the device to have any possibility of "useful" life: this implies that very large samples may be needed to obtain sufficiently precise estimates of reliability, since we are dealing with extreme tails of distributions.
In this paper we will consider the estimation of reliability when X and Y are independent F o r P e e r R e v i e w O n l y random variables and their distribution belongs to a known family (normal) with unknown parameters. Based upon ML estimators, we will consider and refine approximate interval estimators already appeared in literature, we will propose an original bootstrap interval estimator and empirically investigate and compare their performance in terms of coverage and accuracy through an extensive simulation study.
The paper is structured as follows: in Section 2 we describe available methods for interval estimation of reliability for an independent setup; in Section 3 we describe our proposals; in Section 4 we describe the simulation design, show the results and discuss them; in Section 5, we present a real application, in Section 6 we give some final remarks.
Available methods
We will now briefly introduce the concept of "reliability" for a stress-strength model and summarize the methods available in literature for its interval estimation. We will confine ourselves to the parametric case only.
Let the strength be modeled by r.v. X and the stress by r.v. Y . Let us suppose that X follows a continuous distribution with vector of parameters θ θ θ and Y follows a continuous distributions with vector of parameters λ λ λ . The reliability of a stress-strength model is formally defined as
and the following expression can be used to obtain the reliability:
where f x and f y denote the p.d.f. of X and Y respectively. For independent normal r.v. X ∼ N(µ x , σ x ) and Y ∼ N(µ y , σ y ), the reliability presents the easy expression
where Φ denotes the standard normal c.d.f.
A straightforward procedure for getting conservative confidence intervals for the reliability R was described by Chang (Chang, 1995) . The basic idea was to start from confidence intervals 3 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60   F  o  r  P  e  e  r  R  e  v  i  e  w  O  n  l  y for the parameters of the two r.v. and then numerically obtain a lower and upper bound for reliability from the lower and upper bounds of these intervals. Chang's method provides for the reliability of a stress-strength model with two independent normal variables the following conservative 100 · (1 − 2α) 2 % interval:
where
y and (µ x , µ x ) and (σ 2 x , σ 2 x ) are a (1 − α) confidence interval for µ x and σ 2 x respectively, and analogously for the Y parameters. Yet, Chang's method is overly conservative producing CIs that are unnecessarily wider. Reiser and Guttman (1986) examine statistical inference for P(Y < X), where X and Y are independent normal variates with unknown means and variances. Two approximate methods for obtaining confidence intervals and an approximate Bayesian probability interval are described. The actual coverage probabilities of these intervals are examined by simulation.
Specifically, they first consider
Since R is a monotonic function of δ , finding a CI for R is equivalent to finding a CI for δ .
They argue that it seems more reasonable to base inference on a normal approximation to δ than on the normal approximation to R since δ is unbounded, while R is bounded in (−1, 1).
An approximate (1 − α) CI they propose is given by
where δ L and δ U are the lower and upper bound of the interval 
The simulations show that the coverage is not badly influenced by unequal sample sizes. Church and Harris (1970) obtain confidence intervals for P(Y < X) under the assumptions that X and Y are independently normally distributed and the distribution of Y is known. Downton (1973) derives the minimum variance unbiased estimator of P(Y < X) under the same assumptions. Approximations to this "best" estimator are obtained, and they are suggested as alternatives to the asymptotically equivalent estimator used by Church and Harris to obtain confidence intervals for that probability; they generalize the estimator to the case the distribution of Y is unknown. Weerahandi and Johnson (1992) derive approximate confidence intervals for the reliability, based upon generalized p-values, when X and Y are independently normally distributed and all the parameters are unknown. Guo and Krishnamoorthy (2004) propose an approximate (one-sided) CI for R by first computing a lower bound for δ and then transforming it to a lower bound for R as done by Reiser and Guttman (1986) . The proposal involves noncentral t with a non-integer number of degrees of freedom and requires a numerical solution. More in detail, if we denote with F(x; d f , ξ ) the noncentral t cumulative distribution function with d f degrees of freedom and noncentrality parameter ξ , a first lower bound δ 1L is the solution of the equation
whereas a second lower bound δ 2L is the solution of the equation
The actual lower bound for R is obtained aŝ
5 Mukherjee and Mahiti (1998) develop an interval estimation procedure on the basis of the asymptotic normality of the maximum likelihood estimator (ML) of R and also provide interval estimation procedures based on variance stabilizing transformations such as logit and arcsine.
Specifically, they consider the case of two independent Weibull distributions. For the same setup, Krishnamoorthy and Lin (2010) propose an alternative method using a generalized variable approach.
In the next Section, we will provide some new procedures to obtain an approximate CI for R.
The proposals
We will now describe our new method for the interval estimation of reliability, based upon two independent samples from X and Y , denoted as x and y, of size n and m respectively. The first is based upon parametric bootstrap, the second ones upon asymptotic results.
A parametric bootstrap procedure
Our first method is a straightforward extension and application of parametric bootstrap for the i.i.d. case (Efron and Tibshirani, 1994) to a two-sample case. It works as follows:
1. estimate the parameters of the r.v. X and Y , throughθ θ θ andλ λ λ (e.g. maximum likelihood)
2. estimate R asR
For normal r.v. R has an analytical expression depending upon the parameters of X and Y (see Equation (1)), and can be easily estimated e.g. through (see Downton, 1973 ) which is the ML estimator of R 3. draw independently a bootstrap sample x * of size n from a r.v. X * with the same distribution family of X and parameterθ θ θ and a bootstrap sample y * of size m from a r.v. Y * with the same distribution family of Y and parameterλ λ λ . In the normal case, X * ∼ N(x,σ x 2 ) (or X * ∼ N(x, s 2 x )) and similarly for Y * . Since all procedures depend on only the sample means and variances, for the well-known properties of the normal distribution, for this case we only have to generateX * ∼ N(x; s 2 x /n) and S * 2 x ∼ s 2 x χ 2 n−1 /(n − 1); similarly,Ȳ * and S * 2 y can be generated.
4. estimate R * , using the same expression for the estimator used in 2.
5. repeat steps 3. and 4. B times (B sufficiently large, e.g. 2, 000), thus obtaining the bootstrap distribution R * 6. estimate a (1 − α) bootstrap percentile CI for R fromR * distribution, taking the α/2 and 1 − α/2 quantiles:
The procedure is quite easy, even if time-consuming, due to the bootstrap step which requires a huge number of runs (2, 000 is a recommended value for percentile bootstrap). Here it is applied to the normal case; indeed, it only preferably requires that the reliability has got a known expression for the two distributions; otherwise the reliability estimateR has to be numerically computed, and the bootstrap estimatesR * too. It is a general purpose algorithm, since it can be applied to all possible distribution families; anyway it requires an a priori parametric hypothesis about the distribution of X and Y , which is needed in order to estimate the parameters and the model reliability. The interval estimation is indeed performed only recalling the (parametric) bootstrap principle, which is independently applied to the two samples, with no concern about the different sample size, and then used to get a bootstrap distribution forR * , which is an estimate for the unknown distribution ofR.
Actually, only Guo and Krishnamoorthy (2004) have considered the bootstrap method for reliability estimation, specifically as a way to derive approximate test for reliability, at least for the normal case; yet, they have observed that the parametric bootstrap does not give satisfactory 7 
Confidence intervals based upon asymptotic results
Another way to obtain approximate confidence intervals for reliability is to recall some asymptotic results and/or to use some variance stabilizing functions. Asymptotic confidence intervals can be easily obtained. The asymptotic variance of the ML estimatorR can be derived following the same steps used in Mukherjee and Sharan (1985) , and it can be estimated by
where s 2 = s 2 x + s 2 y . A confidence interval for R can be then built using the variance estimate above; however, for the same reason recalled by Reiser and Guttman, it may be better to adopt some specific modifications in order to produce better CI. For example, it is possible to find first the estimate of the asymptotic variance of the ML estimator of δ ,
that can be obtained as:
and can be employed to construct an approximate (1 − α) CI for d:
and then an approximate (1 − α) CI for R:
or an approximate (1 − α) lower bound as
The variance estimate ofR can be employed to build a CI for R by previously "stabilizing"
it through a proper transformation. For a normalizing transformation g(R), the approximate 8 
Then, see Krishnamoorthy and Lin (2010) , for the logit transformation g(R) = ln
where L and U are the lower and upper bound of the CI:
Analogously, an approximate (1 − α) lower bound can be obtained for R recalling the logit and arcsin transformations. The three latest confidence intervals are based upon the asymptotic properties of the ML estimator, so we expect they may fail or show poor results when the sample sizes n and m are small. The simulation study we present in the next Section will point out if and when this expectation is well-founded.
Simulation study
The simulation study we performed aims at empirically checking the statistical properties of the proposed estimators and its competitors, specifically coverage and average length at a nominal level (95%). The simulation study works as follows: 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 
. estimate R and a CI (either two-sided or one-sided) for R 5. check out if the CI computed at the previous step contains R; compute its length 6. repeat steps 3-5 nSim (10, 000) times and compute the overall CI coverage and average length The confidence intervals empirically investigated by simulation are:
• Reiser and Guttman approximate CI (RG, Eq.3)
• Guo and Krishnamoorthy approximate CI (GK, Eq.4)
• bootstrap percentile CI (B, Eq.5)
• approximate CI based on asymptotic variance of d (AS, Eq.6)
• approximate CI based on logit transformation (LO, Eq.7)
• approximate CI based on sin transformation (SIN, Eq.8)
We considered different scenarios, each corresponding to a different combination of distributional parameters (and thus different reliabilities), reported in Table 1 , and sample sizes.
Without any loss in generality, we fixed Y ∼ N(µ y = 0, σ y = 1) and varied the parameters of X ∼ N(µ x , σ x ). We set the parameters in order to get a high value for the reliability, since, as we have stressed before, in real practice we usually look for high reliability for the study component/system. 
The results of the simulation study are reported in Tables 3 and 4 (coverage and average length of the two-sided CIs) and Tables 5 and 6 (coverage and average lower bound of onesided CIs). The MC percentage relative bias ofR is reported in Table 2 .
With regard to the behavior ofR, even if the ML estimator is only asymptotically unbiased, its MC bias is here shown to be negligible, since its absolute value is always smaller than 1.5%.
As we would have expected, sample sizes affect it significantly: for n = m = 50 it decreases to 0.25%. The MC bias is also strongly affected by the experimental conditions: in particular, it takes negative values when the true R is closer to 1, while takes the greatest positive values when R is nearer to 0.5.
Looking at the results for two-sided CIs, it is clearly visible that Reiser and Guttman inferential procedure gives very good results, which seem not to be affected by the samples' sizes and by their discrepancy, even if one can note a slight departure of coverage rate from the nominal level when n = 10 and m = 50. The asymptotic normal CI provide very good results too, in terms of coverage, which is always very close to the nominal level, yet its performance is a bit worse than Reiser and Guttman's. The bootstrap proposal show on average a good performance, assuring a coverage always greater than 90% even for small samples; moreover, it is the method that provides, on average, the shortest confidence interval, under each experimental 11 Schreuder and Williams (2000) . The CI based on logit transformation gives always coverages greater than the nominal level, especially for high values of R; on the other hand, its average width is the largest. The CI based on sin transformation almost always
give coverages never greater than 95%, even for the largest samples' sizes; its performance in terms of both coverage and average width looks surprisingly similar to the bootstrap interval estimator. It is worthwhile noting that the two approximate methods proposed (LO and SIN), based on asymptotic results, perform well even for small sample sizes. It is also interesting to observe that for sample sizes moderately large (n = m = 50, depending upon the other parameters) the performances of the different confidence intervals tend to get closer, in terms of both coverage ( 95%) and average length.
From the simulation study, it is interesting to note if and how the value of R and the sample sizes n and m affect the performance of the interval estimators. With regard to the coverage, as already said, the samples' sizes and their discrepancy seem not to heavily affect the results (but, as expected, the overall best results are for n = m = 50); the same can be told about the experimental conditions: the values of µ x and σ x seem not to systematically affect the performances of the compared procedures. Even in the "worst" scenario (µ x = 4, σ x = 1, with R very close to 1) the methods keep working satisfactorily. Yet LO, for some scenarios, namely µ x = 4 and σ x = 1, provides unreliable results. With regard to the average width, this is clearly influenced by the sample sizes and experimental conditions. The results get better (i.e. the CI are more precise) as the sample sizes increase and the reliability R gets closer to 1.
From the simulation results for one-sided confidence intervals, the overall superiority of GK procedure emerges, followed closed behind by RG and LO. The LO intervals here, in fact, allows almost always coverages greater than the nominal level, even if in some cases they are too conservative, providing also smaller lower bounds. The lower bounds based on asymptotic results provide satisfactory results, which only partially suffer from the finiteness of sample sizes. The bootstrap procedure gives worse results than in the two-sided cases: it attains coverage rates close to the nominal level only for large sample sizes, whereas they are often smaller than 90%; it tends to give higher lower bounds than its competitors. Its "crude" use is not suggested; some proper modifications should be made, but the practitioner should 16 procedures passing from two-sided to one-sided CIs: this may be ascribed to the fact that asymptotic CIs overcover on one-tail and undercover on the other, and so overall coverage probabilities of asymptotic two-sided CIs turn out to be close to the nominal level 1 − α. This behavior has been detected by Krishnamoorthy and Lin (2010) for the Weibull case.
5 An example of application Table 7 , taken from Duncan (1986) , gives the results of measuring shear strength for spot welds for two different gauges of steel. Although not a stress-strength situation in the sense discussed in the introduction, this problem does fit our formulation, and we use it to show how the inferential procedures work on a practical case. Denoting with X and Y the r.v. modeling the strength of the two gauges of steel, the estimates computed on the data arex = 975,ȳ = 480,σ 2 x = 33055 andσ 2 y = 7345. Assuming X and Y are independently normally distributed, the maximum likelihood estimatorR has value 0.9931. The confidence intervals calculated according each of the methods described in the previous sections are reported in Table 8 , in Table 9 the one-sided confidence intervals; they show that the proposed bootstrap methods provides the narrowest interval, confirming what we have already seen in the simulation study, while the LO method provides the largest one. RG, GK and AS bounds are very close to each other.
Conclusions
In this paper we propose a bootstrap approach and some approximate methods for the interval estimation of reliability in a stress-strength model, where both stress and strength are normally distributed with unknown parameters. We empirically investigate the performance of these methods and other existing ones, through a simulation study comprising different artificial scenarios. The results show the superiority (in particular when building one-sided tolerance 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59 Table 9 : 90, 95, and 99% lower bounds for reliability on Duncan data.
bounds) of two existing methods specifically conceived for the normal set-up. Our bootstrap proposal performs slightly worse than the other approximate methods in terms of coverage, but provides narrower intervals. Yet, the advantage of the bootstrap method versus its competitors lies in the actual computation of CI, which does not require further formulas or approximations, but simply reuses the formula employed for point estimation. With regard to the estimators based on asymptotic results, their performance has been here satisfactory even for moderate sample sizes, however, a particular attention should be devoted if extending these results to other parametric families. The new bootstrap proposal can be easily extended, especially to the other family distributions for which an expression for the reliability R is analytically derivable;
it can be used in the independent set-up, as described here, but also generalized -with proper modifications -to the dependent set-up: future research shall then investigate the performance of the bootstrap interval estimator towards the existing ones for other parametric monovariate and bivariate families.
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