ABSTRACT Compressed sensing is recently applied to time delay estimation, resulting in higher accuracy and stability compared to traditional methods. In this paper, a time delay estimation model is designed based on adaptive iterative local searching orthogonal matching pursuit (AILSOMP) algorithm, and an improved three-stage weighted least squares localization algorithm is proposed using the time delay values. Firstly, the sensor receives acoustic waves from the target in the deep-sea multipath environment. It then obtains the rectilinear propagation time delay of the sound wave through compressed sensing. Secondly, the time synchronization between the two sensors is maintained, and the difference between the estimated delays of both sensors is multiplied by the speed of sound to obtain the measured distance value. Finally, an improved three-stage weighted least squares algorithm is applied to locate the target using the time difference of arrival (TDOA). Simulation results confirm that the proposed algorithm has better localization performance compared to other methods in a multipath interference environment.
I. INTRODUCTION
Sound source localization (SSL) has been widely applied to signal processing, wireless sensor networks, radar, and navigation [1] - [4] as a hot research technology in modern research. Many approaches for the SSL have been introduced in literature over the past decade, including the time of arrival (TOA), time difference of arrival (TDOA), direction of arrival (DOA), and frequency difference of arrival (FDOA). As a promising approach, TDOA localization only needs to maintain the time synchronization between the sensors, regardless of the initial moment of the target transmitting sound waves.
For classical TDOA, the two-stage weighted least squares (TSWLS) [5] and Taylor [6] algorithms can be mentioned. The former requires information regarding the initial iteration position and can converge to the vicinity of the real position, provided that the power of noise is low enough. However, it often does not converge if the initial position deviates from the actual position. By contrast, the latter does not require an
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initial iteration position, has low computational complexity, and is suitable for high noise environments. In [7] , a TSWLS algorithm is proposed for joint localization of TDOA and FDOA. The position of the sensor in the localization problem is allowed to be uncertain. Also, the target localization problem can be solved by using the sensor position error [8] - [10] . When the TSWLS algorithm involves nonlinear operation, it is easy to generate fuzzy localization results along with plural solutions. To achieve an excellent closed-loop operation result, [11] - [13] proposed a constrained weighted least squares (CWLS) algorithm. The CWLS algorithm utilizes the relationship between the additional variables and the target position to achieve an effect close to the Cramer-Rao Lower Bound (CRLB) under low noise conditions. When the distance from the target position to all sensor positions is the same, the CWLS algorithm cannot reach a decent result. Consequently, the separated constrained weighted least squares (SCWLS) algorithm is proposed in [14] to deal with this problem. In [15] , an iterative constrained weighted least squares (ICWLS) algorithm is proposed for joint localization of TDOA and FDOA. Although the ICWLS VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ algorithm might be a better solution for each iteration, the convergence is not guaranteed, and the computational complexity is significantly increased, similar to the Taylor algorithm. In [16] , an improved two-stage weighted least squares (ITSWLS) algorithm is proposed for joint localization of TDOA and FDOA. An improved two-stage least squares (LS) algorithm with the smallest number of sensors is proposed in [17] to mitigate the effect of the noise on the measured value. It can reach CRLB under low noise conditions. In the SSL system, the sensor receives the sound wave from the target, and the time delay information of the sound wave is collected through estimating of time delay. The acquired time delay value is then applied to generate the measured value of the localization, indicating that the algorithm can calculate the target position. The development of compressed sensing in the past decade is explosive, not only in the traditional fields of image, signal processing, communication, etc., but also in contemporary fields such as sound source localization [18] - [19] . It is widely known that the convex relaxation algorithm can accurately recover sparse signals under certain conditions. Compared to the convex relaxation algorithm, the greedy algorithm has lower computational complexity and higher accuracy for reconstructing signals; examples of this approach include orthogonal matching pursuit (OMP) [20] , compressive sampling matching pursuit (CoSaMP) [21] . References [22] , [23] proposed a TOA estimation method for high-sampling UWB signals. In [24] , a DOA estimation based on Bayesian compressed sensing is proposed, which studies the estimation of the direction of arrival of narrowband signals on linear antenna arrays. Joint estimation of TOA and DOA for ultra-wideband signals based on the OMP algorithm is proposed in [25] . The OMP algorithm has the possibility of erroneously selecting atoms when estimating the time delay. In [26] , a DOA estimation is proposed based on the iterative local searching OMP algorithm, which feeds back the region with the time delay estimation value back to the LS algorithm and iterative searching for the best time delay value.
However, mentioned studies do not consider TDOA localization based on time delay estimation of compressed sensing. Different from the other literature, the following contributions are introduced:
• We consider the scenario where the sound waves emitted by the target reach the sensor through multiple paths such as sea surface emission and rectilinear propagation in the deep-sea environment. The sensor collects the time delay of the received multipath sound wave through compressed sensing.
• The adaptive iterative local searching OMP algorithm is proposed for the fixed search area and excessive search bias. We also offer an adaptive search area. That is, when the value of the edge of the search area is the best in terms of Euclidian metrics, the search area becomes larger. Otherwise, the search area becomes smaller. The time delay difference acquired by the two sensors multiplied by the sound velocity is the measured value of TDOA.
• The weighted LS algorithm given in [17] T and (·) −1 stand for matrix transpose and inverse operations, respectively. The symbols · and · stand for the l 2 norm and inner product, respectively. The symbols , |·| and (·) stand for far greater than, absolute value, and summation, respectively. diag(a) is a diagonal matrix whose diagonal entries are the elements of a.
The rest of the paper is organized as follows. Section 2 establishes the deep-sea channel model and the TDOA measurement model. In Section 3, the AILSOMP algorithm and the improved three-stage weighted LS algorithm are developed. Section 4 shows a comparison with the CRLB. Section 5 shows the simulation results and Section 6 concludes the paper.
II. SYSTEM MODEL A. DEEP SEA CHANNEL MODEL
In the deep-sea environment, the target emitted sound waves reach the sensor through multiple routes such as rectilinear propagation and sea surface reflection. The propagation model is depicted in Fig. 1 . Assume that the carrier transmitted by the target is s(t), and the sound wave reaches the sensor through at least two paths.
The acoustic signal received by the sensor is
where α i is the magnitude of the i-th path, L is the multipath number, τ i is the time delay of the i-th path, and n(t) is a noise function. Performing a discrete Fourier transform, y (t) can be written as (2) where m is the number of sampling points, f c is the carrier frequency, and f is the sampling interval. The matrix form of (2) is given by
where
and
For the time delay estimation of compressed sensing, the sparse representation of the signal is a premise. By assuming that the sampling time of the signal is p, and define an integer F such that F m, F L. An overcomplete redundant dictionary can be constructed of the form
Furthermore, the overcomplete redundant dictionary can be written as
Therefore, the time delay estimation model for compressed sensing is
and θ = SV. {β 1 , β 2 , . . . ,β F } is the magnitude of the virtual paths. Only L values in {β 1 , β 2 , . . . ,β F } are not zero. So X is a F × 1 dimensional time delay estimation vector, and the sparse degree is L; besides, since F L, X is sparse.
B. OMP ALGORITHM
The solution to (11) can be expressed as the following nonlinear constraint problem
Solving such nonlinear constraint problems can be achieved by linear programming methods, such as OMP greedy algorithm. The OMP algorithm mainly selects the atom most relevant to the signal in the overcomplete dictionary library and orthogonalizes the selected atom. Then, the original signal is reconstructed by a sparse approximation method.
Algorithm 1 Orthogonal Matching Pursuit
Input:
In the deep-sea noise-free environment, it is assumed that the sound wave emitted by the target is a sine wave, and the waveform received by the sensor is a two-sine-wave superposition after the rectilinear propagation and the sea surface reflection. The TDOA localization does not require to know the start time of the target to emit sound waves; it only needs to keep the time synchronization between the sensors. Considering the case where the sound wave is rectilinear propagation, the target-emitted sound wave reaches the first sensor after t 2 seconds, and reaches the second sensor after t 3 seconds. The sensor selects the sampling start time, i.e., the difference between the start time of the target sound wave and the start time of the sensor sample is t 1 . The waveforms received by the first and second sensors are depicted in Fig. 2 and 3 , respectively, for a noise-free environment.
The TDOA measured value for sensors 1 and 2 can be written as (15) where v is the propagation velocity of sound waves in the sea. 
III. AILSOMP AND IMPROVED THREE STAGE WEIGHTED LEAST SQUARES ALGORITHM A. AILSOMP ALGORITHM
The time delay estimation based on the OMP algorithm proposed in [25] only obtains the time delay estimation value by calculating the maximum inner product. When the adjacent columns of the overcomplete redundant dictionary are not much different, there is the possibility of erroneously selecting atoms. For the problem that the OMP algorithm has the wrong atomic selection, reference [26] proposed an iterative local searching OMP algorithm that feeds back the region, where the time delay estimation value is sent back to the least square algorithm; then, it updates the time delay value by a continuous search. The algorithm stops until the after-iteration time delay value is the same as the before-iteration time delay value or the maximum number of searches is reached. The time delay estimation interval is given by
After the feedback to the least-squares algorithm, the formula can be given bŷ
where θ E λ i is an m × 2 + 1 dimensional matrix, and the θ column number interval is in the range 
u is maximum column number
Change estimation result
The ILSOMP algorithm can avoid the possibility of erroneous selection of atoms to some extent, but in a complex noise environment, the fixed search region of the algorithm will also cause the algorithm to jump out of the global optimum solution, resulting in a considerable time delay estimation error. In response to this problem, the AILSOMP algorithm is proposed. It uses a change method to change the search area. When the largest LS solution appears at the edge of the search area, = +1, and the search position is not updated; otherwise, = −1. Then, the search position is updated. The adaptive iterative local search process is depicted in Fig. 4 and Fig. 5 .
B. IMPROVED THREE STAGE WEIGHTED LEAST SQUARES ALGORITHM
In this section, we consider implementing the estimation of the target position by the acquired TDOA measured value in the multidimensional space of the deep sea. Assuming that the position of the target is u, the positions of the M sensors are s i , i = 1, 2, . . . , M , the position of the reference sensor is s 0 , and the TDOA measured value acquired by the i-th sensor is r i . The sensor position given here can be two-dimensional or three-dimensional. A closed-form solution is given in [17] , which has two stages. The first uses the estimated distance disturbance parameter for source localization while the second finds the estimated error term. In the first stage, the noise is approximated, and the effect of noise square on localization is ignored, which results in low accuracy. An improved three-stage weighted least squares algorithm is proposed here to eliminate this effect.
In the ideal case without noise, the TDOA measured value can be written as
For actual TDOA measured value, we have
and
n is a noise vector whose covariance matrix is Q. Stage 1: A rough estimate of the target is calculated using a weighted least squares algorithm with known information. The error matrix of TDOA noise in [5] is given as follows:
Then, the weighted least squares rough estimate solution formula can be expressed as
. . .
The estimated target position u 0 is obtained from z a .
Stage 2:
The noise-free TDOA equation in [17] is
We introduce the TDOA measurement formula (18) to improve the formula (24) . At the same time, replace u with the position u 0 estimated in the previous stage. The new equation can be written as
The TDOA in (25) , considering the added noise, can be written as:
where n is a noise vector. The error matrix of the noise at this time is
The weighted least-squares solution of (27) iŝ
where W=BQB T .
Stage 3:
The u 0 calculated in the previous stage has an error with respect to (w.r.t.) the target real position u. At this VOLUME 7, 2019 stage, we adjustû by estimating the error u. We have u =û − u. Equation (24) can be written as
The TDOA in (32), considering added noise, is given as follows
Interestingly, equation (33) can be represented in matrix form
where (37) and (38) can be represented as shown at the bottom of the next page, and
The weighted least-squares solution of (36) is
where W =B QB T . The final target estimate positionū is given bȳ
IV. COMPARISON WITH THE CRLB
In performance analysis, we usually want to use some criteria to measure the quality of the estimate. CRLB can be used for the best estimation accuracy that can be obtained in the unbiased estimation, so it is often used to evaluate the parameter estimation performance of the algorithm. When the noise vector n obeys a normal distribution, the CRLB of u can be expressed as [16] CRLB (u) = ∂r ∂u
From the estimates of the second and third stage of the proposed algorithm, there are three pieces of information, u =û − u,ū =û − û and ū = û − u. Hence, it follows from (36) and (40) that
At the same time, the cov(ū) can be derived from the aboveknown information, and the derivation is as follows
The final covariance matrix ofū is
where P = B −1 A. By comparing equations (42) and (47), the following conclusions can be drawn from Appendix
Considering formula (43) and (48), our final conclusion is
V. SIMULATION
This paper studies the TDOA localization algorithm in the deep-sea environment. Table 1 shows the distribution of target and sensor positions. The target is a sound source signal, which uses a sine wave as the transmission signal. Here, the carrier frequency is f c = 640Hz; the sampling duration is p = 0.1 s; the sampling interval is f = 10; the sampling point number is m = 640; and, the length of the redundancy dictionary is F = 10000. To evaluate the reliability of the proposed algorithm, we performed Monte Carlo experiment. Consider the signal to noise ratio (SNR) and root mean square error (RMSE) to be respectively defined as
Furthermore, the speed of sound wave propagation in seawater is v = 1500 m/s. Assuming that the underwater noise is Gaussian, and the signal received by the sensor at a signalto-noise ratio of 10 dB is shown in Fig. 6 .
It can be seen that the noise at this time has greatly affected the normal waveform. The following analysis will evaluate the simulation performance of the algorithm at this noise or smaller signal-to-noise ratio.
The result of the time delay estimation of sensor 1 when SNR = 10 dB is depicted in Fig. 7 . The real-time delay is 51.74 ms, while the result of the OMP algorithm is 51.72 ms. Also, the result of the ILSOMP algorithm when = 10 is 51.78 ms, whereas the result of the ILSOMP algorithm when = 5 is 51.69 ms. The result of the proposed algorithm is 51.75 ms. The RMSE curves for these algorithms are depicted in Fig. 8 for 100 times Monte Carlo experiments.
The result of the time delay estimation of sensor 2 when SNR = 10 dB is shown in Fig. 9 . The real-time delay is 37.26 ms, whereas the result of the OMP algorithm is 37.18 ms; the result of the ILSOMP algorithm when = 10 is 37.15ms. The result of the ILSOMP algorithm when = 5 is 37.17 ms. Finally, the result of the proposed algorithm is 37.21 ms. The RMSE curves of these algorithms are depicted in Fig. 10 for 100 times Monte Carlo experiments.
The result of the time delay estimation of sensor 3 when SNR = 10 dB is shown in Fig. 11 . The real-time delay is 43.33 ms, whereas the result of the OMP algorithm is 43.28 ms, and the result of the ILSOMP algorithm when = 10 is 43.39 ms. The result of the ILSOMP algorithm when = 5 is 43.24 ms. The result of the proposed algorithm is 43.32 ms. The RMSE curves for these algorithms are depicted in Fig. 12 for 100 times Monte Carlo experiments.
The result of the time delay estimation of sensor 4 when SNR = 10 dB is shown in Fig. 13 . Here, the real-time delay is
VOLUME 7, 2019 FIGURE 9. Time delay estimation of sensor 2 when SNR = 10 dB. 67.74 ms, while the result of the OMP algorithm is 67.66 ms, and the result of the ILSOMP algorithm when = 10 is 67.67 ms. The result of the ILSOMP algorithm when = 5 is 67.63 ms. The result of the algorithm proposed in this paper is 67.69 ms. The RMSE curves of these algorithms for 100 times Monte Carlo experiments are illustrated in Fig. 14. The result of the time delay estimation of reference sensor when SNR = 10dB is illustrated in Fig. 15 . The real time delay is 34.48 ms; the result of the OMP algorithm is 34.37 ms; the result of the ILSOMP algorithm when = 10 is 34.46 ms, and the result of the ILSOMP algorithm when = 5 is 34.38 ms. The result of the algorithm proposed in this paper is 34.40 ms. The corresponding RMSE curves are depicted in Fig. 16 for 100 times Monte Carlo experiments.
The simulation results are different due to the different time delays and noise of different sensors. Simulation results confirm that the proposed AILSOMP algorithm is superior to the OMP algorithm and the algorithm proposed in [26] . By increasing the SNR, the algorithm can search for the global optimum solution by adjusting . When the search area contains a global solution, the search area continues to shrink until a global optimum solution is obtained. Nevertheless, the position distribution of the TDOA localization is depicted in Fig. 17 . To verify the effectiveness of the proposed algorithm, 10000 times Monte Carlo experiments are employed to calculate the MSE of the TSWLS algorithm, the algorithm proposed in [17] , and the proposed algorithm. The simulation results are depicted in Fig. 18 , where the noise obeys the zero-mean Gaussian distribution with the parameters (0, σ 2 ). The cumulative density function (CDF) curve for all algorithms when σ 2 = 1 is shown in Fig. 19 . Numerical experiments reveal that the improved three-stage weighted least squares algorithm proposed here is superior to the algorithm in [17] , and the error has an almost close to CRLB, especially when the noise variance is increased. This is mainly because the proposed algorithm also considers the effect of the noise squared which was neglected in [17] . This makes the measurement equation more complete and avoids the influence of high noise on the stability of the algorithm, thereby significantly improving the localization accuracy.
To verify the time delay estimation and the effect of TDOA localization in the deep-sea environment, we choose the TSWLS algorithm and the algorithm in [17] as comparison benchmarks after time delay estimation based on OMP algorithm. The Monte Carlo experiments are performed ten times, and the result of the RMSE curve is depicted in Fig. 20 . 
