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BAB III 
METODE PENELITIAN 
 
A. Jenis Penelitian 
Penelitian ini berjenis kuantitatif yaitu mengumpulkan data-data 
mengenai laporan keuangan bank . penelitian merupakan cara ilmiah untuk 
mendapatkan data tertentu.
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  Penelitian kuantitatif adalah penelitian yang 
dilakukan dengan mengumpulkan data yang berupa angka. 
62
 Menurut 
pendapat lain, penelitian kuantitatif adalah metode penelitian yang 
berdasarkan filsafat positivisme, digunakan untuk meneliti pada populasi 
atau sampel tertentu.
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Penelitian ini dilakukan dengan cara pengamatan terhadap objek 
penelitian yang dipilih kemudian dipilih dan dianalisis dan disimpulkan 
antara variabel-variabel dari Pembiayaan produktif yang terdiri dari modal 
kerja dan investasi serta pembiayaan bermasalah yang terdapat pada Bank 
Umum Syariah. 
 
B. Jenis dan Sumber Data 
  Jenis data pada penilitian ini adalah data kuantitatif. Data kuantitatif 
adalah data yang diukur dalam skala numerik. Pelaksnaan penelitian ini, 
data dipergunakan data sekunder yang diperoleh dari laporan statistik 
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perbankan syariah dan statistik perbankan nasional yang diterbitkan oleh 
website resmi Bank Indonesia dan Website Otoritas Jasa Keuangan (OJK). 
Periodesasi data menggunakan data laporan pembiayaan bermasalah, 
Pembiayaan Modal kerja dan Pembiayaan investasi yang dipublikasikan 
selama tahun 2015-2017.   
 
C. Populasi dan Teknik Pengambilan Sampel 
Adapun populasi yang digunakan dalam penelitian ini adalah seluruh 
Bank Umum Syariah (BUS) yang berjumlah 13 bank dan terdaftar di 
Otoritas Jasa Keuangaan (OJK) dan Bank Indonesia pada Tahun 2015- 
2017. Teknik yang digunakan yaitu sampling jenuh.  
 
D. Metode Pengumpulan Data 
Pengumpulan data dilakukan melalui studi pustaka dengan mengkaji 
buku-buku literatur, jurnal, makalah dan sumber-sumber lain. Teknik 
pengumpulan data yang digunakan dalam penelitian ini adalah Teknik 
Dokumentasi dari  data publikasi laporan keuangan bulanan Bank Umum 
Syariah Bank Umum Syariah yang terdapat pada Otoritas Jasa Keuangan 
(OJK) tersebut yaitu data pembiayaan bermasalah, pembiayaan modal kerja, 
pembiayaan investasi, dan data Return On Asset (ROA)  yang terdiri dari 13 
Bank Umum Syariah yakni keseluruhan Bank Umum syariah pada periode 
2015-2017.  
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E. Definisi Operasional Variabel  
Adapun penjelasan definisi operasional dari masing-masing variabel yaitu: 
1. Pembiayaan Bermasalah  (X1) 
 Pembiayaan bermasalah biasanya disebut Non Performing 
Financing pada perbankan syariah yang bisa diukur dari tingkat 
kolektibilitasnya. Pemberian kredit jika dikaitkan dengan kolektibiliitas, 
maka yang dapat digolongkan kredit bermasalah yaitu kredit yang 
mempunyai kualitas kuraang lancar diragukan, dan macet. Data yang 
digunakan yaitu data bulanan. Variabel ini menggunakan satuan mata 
uang Rupiah. 
2. Pembiayaan Modal Kerja (X2)  
 Pembiayaan modal kerja merupakan pembiayaaan untuk 
memenuhi kebutuhan Peningkatan Produksi, baik secara kuantitatif, yaitu 
jumlah hasil produksi, maupun secara kualitatif yaitu peningkatan 
kualitas atau mutu hasil produksi, dan untuk keperluan perdagangan. 
Data yang digunakan yaitu data bulanan. Variabel ini menggunakan 
satuan mata uang Rupiah. 
3. Pembiayaan Investasi (X3) 
 Invesatasi adalah penanaman dana untuk memperoleh keuntungan 
diikemudian harii atau menempatkan modal atau dana pada suatu aset 
yang diharapkan akan memberikan hasil atau akan meningkatkan 
nilainya dimasa yang akan datang. Data yang digunakan yaitu data 
bulanan. Variabel ini menggunakan satuan mata uang Rupiah 
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4. Profitabilitas (Y) 
Dalam penelitian ini yang menjadi variabel dependen yaitu 
Profitailitas. Profitabilitas adaah rasio utama dari seluruh laporan 
keuangan karena tujuan utama perusahaan adalah hasil dari operasional 
yaitu keuntungan. Rasio keuntungan (ROA) akan digunakan untuk 
mengukur keefektifan operasi perusahaan sehingga menghasilkan 
keuntungan pada perusahaan tersebut. Variabel ini menggunakan satuan 
Persen (%). 
 
F. Teknis Analisis Data 
1. Metode  Analisis Regresi Berganda 
 Analisis regresi berganda dilakukan untuk mengetahui sejauh mana 
variabel bebas mempengaruhi variabel terikat.Pada regresi berganda 
terdapat satu variabel terikat dan lebih dari satu variabel bebas. Dalam 
penelitian ini yang menjadi variabel terikat adalah Return On Asset 
(ROA). Sedangkan yang menjadi variabel bebas adalah modal kerja dan 
investasi. 
Persamaan regresi yang digunakan adalah sebagai berikut :
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  Y=              + e 
Y = Profitabilitas  
A= Konstanta  
      = Koefisien Regresi  
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  = Pembiayaan Bermasalah  
  = Pembiayaan untuk Modal Kerja 
   = Pembiayaan Investasi 
   = Error term, tingkat kesalahan peneliti  
 Untuk menguji data dalam penelitian ini, peneliti menggunakan uji 
Hipotesis dengan tujuan untuk mengetahui hasil dari analisis pembiayaan 
produktif yang dilihat dari pembiayaan modal kerja dan pembiayaan 
investasi yang mempengaruhi profitabilitas. Namun sebelumnya akan 
dilakukan analisis koefisien determinan dengan tujuan untuk mengetahui 
presentase yang menunjukkan seberapa besar variabel independen dapat 
mempengaruhi variabel dependen. 
2. Uji Hipotesis 
 Pengujian Hipotesis dalam penelitian ini menggunakan pengujian 
secara parsial (uji t) dan penyajian data secara simultan (uji f). 
a) Uji t 
 Uji ini digunakan untuk mengetahui tingkat signifikan pengaruh 
masing-masing variabel bebas terhadap variabel terikat dengan asumsi 
variabel bebas yang lain tidak berubah. Uji t menguji apakah suatu 
hipotesis diterima atau ditolak, dimana terdapat ketentuan sebagai 
berikut: 
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 Uji t untuk menguji pengaruh secara parsial. Rumus hipotesisnya.
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1) 𝐻0: =0 (tidak ada pengaruh antara variabel X terhadap Y) 
2) 𝐻a  ≠0 (ada pengaruh antara variabel X terhadap Y). Untuk 
memutuskan hipotesis mana yang diterima dan ditolak, maka 
pengujian dilakukan dengan cara membandingkan nilai t hitung 
dengan nilai t tabel, apabila:  
a. Jika t hitung > t tabel maka 𝐻0 ditolak dan 𝐻a diterima, yang 
berarti bahwa variabel bebeas (X1,X2) secara parsial berpengaruh 
positif terhadap variabel terikat (Y) secara signifikan. 
b. Jika t hitung < t tabel maka 𝐻0 diterima 𝐻a ditolak, yang berarti 
pengaruh variabel bebas secara parsial terhadap variabel terikat 
tidak signifikan. 
b) Uji F 
Uji F merupakan pengujian dengan tujuan untuk mengetahui ada 
tidaknya pengaruh secara simultan (serentak). Jika F hitung < F tabel 
maka Ho diterma dan Ha ditolak, yang artinya secara simultan tidak 
ada pengaruh antara variabel bebas dan variabel terikat. Sebakiknya 
juka F hitung > F tabel maka Ho ditolak dan Ha diterima berarti 
bahwa secara simultan ada pengaruh antara variabel bebas dan terikat. 
Adapun nilai F statistik dapat dihitung dengan rumus :
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c) Koefisien Determinasi (  ) 
  Koefisien determinasi    digunakan untuk mengetahui presentase 
sumbangan pengaruh serentak variabel-variabek bebas (X) terhadap 
variabel terikat (Y). Nilai koefisien determinasi mempunyai interval 
nol sampai satu (0     ). Jika    = 1, berarti besarnya presentase 
sumbangan X1, X2 terhadap variasi (naik turunnya) Y secara 
bersama-sama adalah 100%. Hal ini menunjukkan bahwa jika 
koefisien determinasi mendekati 1, maka pengaruh variabel indenden 
terhadap variabel dependen semakin kuat, maka semakin cocok pula 
garis regresi untuk meramalkan Y.
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3. Uji Asumsi Klasik  
Regresi linier berganda dengan metode OLS (Ordinary Least Square) 
harus memenuhi asumsi-asumsi yang ditetapkan agar menghasilkan 
nilai-nilai koefisien sebagai penduga yang tidak biasa.
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 Adapun 
Asumsi-asumsi tersebut dapat dideteksi dengan beberapa uji sebagai 
berikut:  
a. Uji Multikolineritas 
  Uji multikolineritas bertujuan untuk menguji apakah model 
regresi ditemukan adanya korelasi antar variabel bebas (independen). 
Untuk mendeteksi ada atau tidaknya multikolineritas didalam model 
regresi adalah sebagai berikut: 
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1) Nilai    yang tinggi, tetapi secara individual variabel-variabel 
independen tidak signifikan mempengaruhi variabel dependen. 
2) Adanya korelasi yang cukup tinggi antar variabel independen 
(umunya diatas 0,90) 
3) Adanya efek kombinasi dua tau lebih variabel independen 
4) Nilai tolerance dan lawannya variance Innflation Factor (VIF)  
b. Uji Autokorelasi  
 Uji autokorelasi bertujuan menguji apakah dalam model regresi 
linier antara kesalahan pengganggu pada t dengan kesalahan 
penggannggu pada periode t-1 ( sebelumnya. Jika terjadi korelasi, 
maka dinamakan ada problem autokorelasi.untuk mendeteksi adanya 
autokorelasi adalah dari besaran Durbin Watson (DW test), hipotesis 
yang akan diuji adalah : 
Ho : tidak ada autokorelasi (r = 0) 
Ha : ada autokorelasi (r  0) 
Adapun pengambilan keputusan ada dan tidaknya autokorelasi, 
sebagai berikut: 
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Hipotesis Nol  Keputusan  Jika 
Tidak ada autokorelasi positif Tolak 0< d < dl 
Tidak ada autokorelasi positif No Desicison dl   du   du 
Tidak ada korelasi negatif Tolak 4 – dl < d< 4 
Tidak ada korelasi negatif No Desicison 4 – du  d      
Tidak ada autokorelasi Tidak di Tolak Du < d< 4 - du 
Positif atau Negatif   
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c. Uji Heteroskedatisitas
Uji Heteroskedatisitas bertujuan menguji apakah model 
regresi terjadi ketidaksamaan variance dari residual satu pengamatan 
ke pe ngamatan yang lain. Model regresi yang baim adalah 
homoskesdatisitas atau tidaj terjadi Heteroskedatisitas. Berikut ini 
cara mendeteksi ada atau tidaknya Heteroskedatisitas salah satunya 
adalah dengan melihat grafik plot. Dimana pada pola tertentu dengan 
titik-titik membentuk pola tidak teratur maka mengindikasi terjadi 
Heteroskedatisitas. Apabila poila yang jelas dan titik-titik menyebar 
diatas dan dibawah angka 0 pada sumbu Y maka tidak terjadi 
Heteroskedatisitas.
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d. Uji Normalitas
Uji normalitas bertujuan untuk menguji apakah model 
regresi, variabel pengganggu atau residual memiliki distribusi 
normal, seperti yang diketahui bahwa uji t dan uji F memerlukan 
nilai residual yang berdistribusi normal.
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 Untuk mendeteksi data
normalitas dapat m,enggunakan uji normalitas Jarque-Bera.
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